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ON THE CIRCLE, GMCγ = lim←−CβEn FOR γ =
√
2
β
(γ ≤ 1)
REDA CHHAIBI AND JOSEPH NAJNUDEL
Abstract. We identify an equality between two objects arising from different contexts
of mathematical physics: Kahane’s Gaussian Multiplicative Chaos (GMCγ) on the circle,
and the Circular Beta Ensemble (CβE) from Random Matrix Theory. This is obtained
via an analysis of related random orthogonal polynomials, making the approach spectral
in nature. In order for the equality to hold, the simple relationship between coupling
constants is γ =
√
2
β
, which we establish when γ ≤ 1 or equivalently β ≥ 2. This
corresponds to the sub-critical and critical phases of the GMC.
As a side product, we answer positively a question raised by Vira´g. We also give
an alternative proof of the Fyodorov-Bouchaud formula concerning the total mass of
the GMCγ on the circle. This conjecture was recently settled by Re´my using Liouville
conformal field theory. We can go even further and describe the law of all moments.
Furthermore, we notice that the “spectral construction” has a few advantages. For
example, the Hausdorff dimension of the support is efficiently described for all β >
0, thanks to existing spectral theory. Remarkably, the critical parameter for GMCγ
corresponds to β = 2, where the geometry and representation theory of unitary groups
lie.
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2 REDA CHHAIBI AND JOSEPH NAJNUDEL
Notation
• D := {z ∈ C | |z| < 1} is the open unit disc, ∂D denotes its boundary, which is
the unit circle.
• A measure ν on ∂D induces a linear form on the space of continuous functions on
the circle. Thus its evaluation against f will be denoted ν(f).
• Equality in law between the random variables X and Y is denoted by X L= Y .
• The Vinogradov symbol ≪ is equivalent to the O notation: f ≪ g ⇔ f = O(g).
Moreover, in all the computations of the article, we allow the implicit constant to
depend on the parameter β. If the implicit constant depends on other quantities,
they will be indicated by subscripts: f ≪x g means that there exists C depending
only on x and β such that |f | ≤ Cg.
• All the random objects we consider in the paper are defined on a measurable space
(Ω,B). When changes of probability measures are not involved, the underlying
probability measure is P, and the symbol E denotes the expectation under P.
1. Introduction
The relationship we are pointing out between Gaussian Multiplicative Chaos and Ran-
dom Matrices Theory is best expressed in terms of the classical theory of orthogonal
polynomials on the unit circle. As such, we start by recalling a few facts on the topic.
1.1. Orthogonal Polynomials on the Unit Circle (OPUC). Consider a probability
measure µ on the unit circle ∂D, D being the unit disc. By applying the Gram-Schmidt
orthogonalization procedure to monomials {1, z, z2, . . . }, one obtains a sequence (Φn)n≥0
of OPUC which satisfies the Szego¨ recurrence:(
Φk+1(z)
Φ∗k+1(z)
)
=
(
z −αk
−αkz 1
)(
Φk(z)
Φ∗k(z)
)
,(1.0.1)
where
Φ∗n(z) := z
nΦn(1/z¯).
The Szego¨ recurrence is the analogue of the three term recurrence for orthogonal poly-
nomials on the line R. The coefficients αj belong to the closed disc, D, and are called
Verblunsky coefficients. If a measure µ determines the Verblunsky coefficients, the con-
verse is also true (see [Sim05a, Theorem 1.7.11 p.97]):
Theorem 1.1 (Verblunsky’s theorem). LetM1(∂D) be the simplex of probability measures
on the circle, endowed with the weak topology, and let
D := DN ⊔ (⊔n∈Z+Dn × ∂D)
be endowed with the topology related to the following notion of convergence: a sequence
(Ap)p≥1 in D converges to an element A∞ = (αj)0≤j<K with finitely many or infinitely
many components (K finite or infinite) if and only if for all j < K, the coefficient of
order j of Ap is well-defined for p large enough and converges to αj. Then, the map
V : M1(∂D) → D
given by the sequence of Verblunsky coefficients is a homeomorphism. Atomic measures
with n atoms have n Verblunsky coefficients, the last one being of modulus one, other
measures have infinitely many Verblunsky coefficients.
If Leb is the Lebesgue measure on ∂D, then V(Leb) = (0, 0, . . . ). In fact, the tangent
map of the Verblunsky map, at the point Leb, gives exactly the Fourier coefficients of the
perturbation. Hence the Verblunsky map is inherently spectral in nature and Verblunsky
coefficients can be seen as non-linear Fourier coefficients.
GMCγ = lim
←−
CβEn 3
Now let us introduce the random matrix model of interest.
1.2. The Circular Beta Ensemble (CβE). For this paragraph, β > 0 plays the role of
a coupling constant. Consider n points on the unit circle whose probability distribution
is:
(CβEn)
1
Zn,β
∏
1≤k<l≤n
∣∣eiθk − eiθl∣∣β dθ.(1.1.1)
For β = 2, we recognize Weyl’s integration formula for central functions on the uni-
tary group U(n). In this case the CβEn reduces to an ensemble known as the Circular
Unitary Ensemble (CUEn). It is nothing but the distribution of the eigenvalues of a
Haar distributed random matrix. Naturally, the study of this case is very rich in the
representation theory of unitary groups (see for example Diaconis-Shahshahani [DS94]
and Bump-Gamburd [BG06]).
For general β > 0, the representation-theoretic picture is more complicated: CβEn is
the orthogonality measure for Jack polynomials in n variables (see Appendix A and the
references therein). In turn, Jack polynomials are also intimately related to representation
theory via rational Cherednik algebras [DG10]. Our point of view will be more direct.
From the work of Killip and Nenciu [KN04], the characteristic polynomial
Xn(z) := det (id−zU∗n) =
∏
1≤j≤n
(
1− ze−iθ(n)j
)
can be realized as the last term of the Szego¨ recurrence, whose distribution of the Verblun-
sky coefficients is explicitly given. This distribution is described as follows: the coeffi-
cients are independent, the last one is uniform on the unit circle, and for 0 ≤ j ≤ n− 2,
αj is rotationally invariant and |αj|2 is a Beta random variable with parameters 1 and
βj :=
β(j+1)
2
:
P
(|αj|2 ∈ dx) = βj (1− x)βj−1 1{0<x<1}dx .(1.1.2)
In passing, let us record the following basic properties:
• Rotation invariance: if |λ| = 1, and 0 ≤ k ≤ n, then
(Φ∗k(λz))z∈C
L
= (Φ∗k(z))z∈C
• The equalities:
E
(|αj|2) = 1
1 + βj
(1.1.3)
and
E
[− log (1− |αj|2)] = 1
βj
(1.1.4)
hold.
More precisely, Killip and Nenciu first prove in [KN04, Theorem 1] and [KN04, Proposition
4.2] that
V−1 (αn−2, . . . , α1, α0, η) =
n∑
j=1
π˜jδθ˜(n)j
(dθ) ,
where the weights (π˜j)1≤j≤n have a β-Dirichlet distribution and the support (θ˜
(n)
j )1≤j≤n is
independently distributed according to the CβEn given in (1.1.1).
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Moreover, thanks to [KN04, Proposition B.2], reversing the order of Verblunsky coef-
ficients, except the last one η, changes the weights but preserves the distribution of the
support.
From this property, a fruitful idea consists in using the reversed order of Verblunksy
coefficients and incorporating the weights in the definition of the CβEn. Therefore, we
redefine the Circular β Ensemble with n points as the random probability measure:
CβEn :=V
−1 (α0, α1, . . . , αn−2, η) =
n∑
j=1
πjδθ(n)j
(dθ) .(1.1.5)
The support points
(
θ
(n)
j
)
1≤j≤n
are the zeroes of the last orthogonal polynomial associated
to the finite sequence of Verblunsky coefficients (α0, α1, . . . , αn−2, η), which has the same
law as Xn, and they are distributed as in (1.1.1). Nevertheless, the distribution of the
weights (πj)1≤j≤n is not known explicitly, with a tractable form.
With the definition (1.1.5), a remarkable fact is that the sequence of Verblunsky co-
efficients is consistent. Indeed, even if CβEn and CβEn+1 have a priori no reason for
living on the same probability space, it is possible to couple them in such a way that the
n−1 first Verblunsky coefficients are exactly the same. This provides a way to couple the
characteristic polynomial of CβEn for all values of n ≥ 1: if (αj)j≥0 is an infinite sequence
of independent variables whose distribution is given as above, and if η is an independent
variable, uniform on the unit circle, then the last orthogonal polynomial given by the
sequence of Verblunsky coefficients (α0, . . . , αn−2, η) has the same law as the CβEn for all
n ≥ 1. With this particular coupling, the Verblunsky coefficients provide a sequence of
random measures indexed by n, supported by the points of the CβEn, and tending to a
limiting random measure µβ, whose Verblunsky coefficients are (αj)j≥0.
In light of Verblunsky’s Theorem 1.1, this remark begs the question:
Question 1.2. Is there anything remarkable or canonical about the projective limit
lim←−CβEn := V
−1 (α0, α1, α2, . . . ) = µ
β ,
obtained from using all Verblunsky coefficients? Does this measure arise in other circum-
stances?
Before discussing this question, it is worth explaining why the points CβEn can be
seen as quadrature points of the infinite random measure lim←−CβEn = µβ. Any sequence
of measures, indexed by n, whose n − 1 first Verblunsky coefficients match the n − 1
first elements of the sequence (α0, α1, . . . ) will converge to µ
β, in the topology of weak
convergence. Moreover, if we assume that the Verblunsky coefficients are (α0, . . . , αn−2, η)
with |η| = 1, then the approximating measure is atomic, supported by n points. The
general theory of orthogonal polynomials dictates that for all polynomials P of degree
degP ≤ n− 1: ∫
∂D
P µβ =
n∑
j=1
πjP (e
iθ
(n)
j ) .
In the language of approximation theory, that is exactly to say that (πj)1≤j≤n are (ran-
dom) quadrature weights and that the n of points CβEn can be seen as the n (random)
quadrature points for the (random) measure µβ = lim←−CβEn.
1.3. The Gaussian Multiplicative Chaos (GMCγ). In this paragraph, γ > 0 plays
the role of coupling constant in an a priori different context. Define the Gaussian field on
GMCγ = lim
←−
CβEn 5
the unit disc:
G(z) := 2ℜ
∞∑
k=1
zk√
k
N Ck
where (N Ck )k≥0 denote i.i.d. complex Gaussian variables, such that
E
[
(N Ck )2
]
= E
[N Ck ] = 0, E [|N Ck |2] = 1 .
One can establish that:
• Cov(G(w), G(z)) = −2 log |1− wz¯| .
• The field can be extended to the closed unit disc D but its restriction to the circle
is not a function. In fact, G|∂D is almost surely a random Schwartz distribution in
∩ε>0H−ε(∂D) where the Sobolev spaces are given for all s ∈ R by:
Hs(∂D) :=
{
f
∣∣∣ ∑
n∈Z
|n|s|f̂(n)|2 <∞
}
.
• Because G is harmonic, G(reiθ) = (G|∂D ∗ Pr)
(
eiθ
)
where ∗ denotes convolution
and Pr is the Poisson kernel.
We can define the measure
GMCγr (f) :=
∫
∂D
dθ
2π
f(eiθ) exp
(
γG(reiθ)− 1
2
γ2Var(G(reiθ))
)
(1.2.1)
=
∫
∂D
dθ
2π
f(eiθ)eγG(re
iθ)
(
1− r2)γ2 .
The Gaussian Multiplicative Chaos with coupling constant γ > 0 is the weak limit:
GMCγ := lim
r→1
GMCγr .(1.2.2)
To be exact, the above limit holds in probability, upon integrating against continuous
functions. The existence of such a limit for all γ > 0 is well-established via standard
regularization techniques such as convolution or Karhunen-Loeve expansions of Gaussian
processes [RV13, B+17]. The literature treats higher dimensions and different geometries
as well. Of course, this includes our particular case of convolution by the Poisson kernel.
However, there are different regimes regarding the limit (1.2.2):
• γ < 1, Sub-critical phase. GMCγ is a non-degenerate random measure, which can
be seen from the following L1 convergence.
Theorem 1.3 (Theorem 1.2 in [B+17]). For all nonnegative, smooth functions f ,
and for γ < 1, i.e. in the sub-critical regime:
GMCγr (f)
r→1−→ GMCγ(f) ,
the convergence being in probability and in L1 (Ω,B,P).
• γ = 1, Critical phase. The limit in (1.2.2) is the trivial zero measure, however
one can perform different normalizations in order to obtain the so-called critical
GMC. A random renormalization via the so-called derivative martingale has
been implemented in [DRS+14], while the Seneta-Heyde renormalization has been
implemented in [JS+17]. Both constructions agree [Pow18]. Moreover, Aru, Powell
and Sepulveda [APS18, Section 4.1] have proven that the critical GMC can be
written as the limit of the subcritical GMC when the parameter tends to 1 from
below. This allows us to bootstrap the construction of the sub-critical GMC and
obtain the critical GMC via the limit in probability:
GMCγ=1 = lim
γ→1−
GMCγ
1− γ ,(1.3.1)
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when the random measures GMCγ are constructed from the same field G for
all values of γ ∈ (0, 1). The critical GMC is known to be non-atomic and it is
conjectured to assign full measure to a random set of Hausdorff dimension zero
(see the overview section of [DRS+14]).
As a corollary of our main result, we shall see that this latter conjecture holds,
in the context of the circle.
• γ > 1, Supercritical phase. In this case, there are two constructions resulting in
different measures.
A first point of view consists in noticing that the renormalization of Eq. (1.2.1)
by a factor (1− r2)γ2 is too strong, and the limit (1.2.2) is the zero measure. One
needs a different renormalization procedure so that a non-trivial limit holds. The
correct normalization at the exponential scale is given by the precise asymptotic
behavior of the maximum maxθ∈RG(re
iθ) as r → 1−. As such, one naturally
expects the limit to be atomic, giving mass to the Gaussian field’s maxima. This
was done in [MRV+16]. With such a construction, the γ > 1 regime is called
the glassy phase and the transition is referred to as a freezing transition. The
term ”freezing” comes from the fact that the logarithm of the total mass of the
measure behaves linearly in γ because of the new renormalization. All in all,
the result is that the limiting measure can be described as follows: one starts
with the critical GMC, and conditionally on the corresponding random measure
GMCγ=1, one takes a strictly positive stable noise of scaling exponent 1
γ
and
intensity GMCγ=1. In loose terms, in the supercritical regime, one only sees
Dirac masses corresponding to the extrema of the underlying Gaussian field, and
which are “sprinkled” on the circle with an intensity depending on the critical
measure.
Another version of the supercritical Gaussian multiplicative chaos has been pre-
viously constructed in [BJRV13] by taking a subcritical GMC with coupling con-
stant γ′ = 1
γ
, as the intensity of a stable noise of scaling exponent 1
γ2
. We use
a different normalization, hence extra factors 2 in [BJRV13]. The constructed
measure is named the KPZ dual measure. As explained in that paper, the name
stems from the relationship to the KPZ formula and its symmetry with respect to
the transform γ 7→ 1
γ
. This last construction cannot be naturally recovered from a
logarithmically correlated Gaussian field on the circle without adding some extra
randomness, contrarily to the construction of [MRV+16] with a freezing transition.
Nevertheless, the KPZ dual measure seems to have better analyticity properties
than the construction with a freezing transition. We will make further remarks on
the topic at the end of the next section.
2. Main result and consequences
The Main Theorem of the present article provides a direct link between the a priori
unrelated objects introduced in the previous section: namely, it shows that up to a suitable
normalization, the random measure lim←−CβEn and the Gaussian multiplicative chaos of
parameter γ :=
√
2
β
have the same distribution in the sub-critical and the critical cases,
i.e. for β ≥ 2.
Notice that the construction of lim←−CβEn bypasses the phase transition involved in the
definition of the GMC, since the description in terms of Verblunsky coefficients is uniform
for all values of β > 0. However, we do not exactly know how the two random measures
CβE∞ and GMC
γ are related in the supercritical case.
The precise statement of the main result of the article is the following:
GMCγ = lim
←−
CβEn 7
Theorem 2.1 (Main Theorem - GMCγ = lim←−CβEn). For β ≥ 2, let (αj)j≥0 be a
sequence of independent, rotationally invariant complex-valued random variables, such
that |αj|2 is Beta-distributed with parameters 1 and βj = β2 (j + 1). Let µβ be the random
probability measure whose Verblunsky coefficients are given by the sequence (αj)j≥0, and
let
C0 :=

∏∞
j=0
(
1− |αj |2
)−1 (
1− 2
β(j+1)
)
if β > 2
2
(
1− |α0|2
)−1∏∞
j=1
(
1− |αj |2
)−1 (
1− 2
β(j+1)
)
if β = 2 .
Then, the product of C0 by the measure µ
β has the same law as the measure corresponding
to the Gaussian multiplicative chaos GMCγ, with parameter γ =
√
2
β
≤ 1. In particular,
µβ has the same law as GMCγ, renormalized into a probability measure, and the total
mass of GMCγ has the same law as C0.
General structure of proof. First, the result can be bootstrapped quite easily from the
sub-critical phase to the critical phase by using (1.3.1). Therefore, it is enough to deal
only with the sub-critical phase β > 2 (γ < 1). Let us sketch the general ideas of the
proof. A finer description of the structure of the paper is given at the end of the section.
In the sub-critical phase, the main idea of the proof is the following. We consider
the sequence of orthogonal polynomials (Φ∗n)n≥0 associated to the Versbunsky coefficients
(αj)j≥0. A general theorem in OPUC theory, due to Bernstein and Szego¨, implies that µ
β
is the limit, when n goes to infinity, of the probability measure µβn whose density at e
iθ is
proportional to |Φ∗n(eiθ)|−2. On the other hand, one can show that (Φ∗n)n≥0 almost surely
converges, uniformly on compact sets of the unit disc D, to a limiting random holomorphic
function Φ∗∞, which is the exponential of a logarithmically correlated Gaussian field. From
the precise form of the correlation of this field, we deduce that the regularization of the
Gaussian multiplicative chaos can be written as:
GMC
γ=
√
2
β
r (dθ) = (1− r2) 2β |Φ∗∞(reiθ)|−2dθ .
To prove the Main Theorem, it is then enough to show that up to a delicate issue of renor-
malization, the limit of the measure |Φ∗n(eiθ)|−2dθ when n goes to infinity (the measure
µβ) is the same as the limit of the measure |Φ∗∞(reiθ)|−2dθ when r goes to 1 from below
(the Gaussian multiplicative chaos). In other words, up to a suitable normalization, the
two limits n→∞ and r → 1− commute when we start with the measure |Φ∗n(reiθ)|−2dθ.
One can sketch the following diagram:
µβn,r(dθ) ∝ 1|Φ∗n(reiθ)|2dθ µ
β
r (dθ) ∝ GMC
γ=
√
2
β
r (dθ)
µβn(dθ) ∝ 1|Φ∗n(eiθ)|2dθ µ
β
∖
1
C0
GMC
γ=
√
2
β (dθ)
r→1
n→∞
r→1
n→∞
,
where the symbol ∝ stands for ”proportional to”, the multiplicative factor being a
random variable. In the end, the proof boils down to tracking the exact behavior of these
factors. 
The diagram above shows in particular that the subcritical GMC is the limit of a
suitable normalization of the measure |Φ∗n(eiθ)|−2dθ when n goes to infinity. It is reason-
able to expect a similar convergence for powers of |Φ∗n(eiθ)| with more general exponents.
However, the techniques of the present paper do not directly apply to this case since the
result by Bernstein and Szego¨ crucially depends on the fact that we consider a power of
exponent −2. It is also natural to conjecture a convergence to the GMC when Φ∗n(eiθ)
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is replaced by the characteristic polynomial of the CβEn, since these two polynomials
are very strongly related. For the characteristic polynomial of the CUE (β = 2), the
convergence has been proven in the L2 phase by Webb in [Web15], and then in the whole
subcritical phase by Nikula, Saksman and Webb in [NSW18]. For the CβE with general
β > 0, convergence to the GMC has been proven in the subcritical phase by Lambert
in [Lam19], in the case where we take the polynomial inside the unit disc, at a small
mesoscopic distance (n−1(log n)6) from the unit circle.
So far, we believe that the equality between GMCγ and CβE∞ can be extended to the
supercritical regime, possibly after suitable adjustements. However, this extension does
not seem to be straightforward and is beyond the scope of this paper.
Remark 2.2 (The splitting phenomenon). Just like the characteristic polynomial from
CβEn evaluated at one point is a product of independent random variables (see [BHNY08])
so is the total mass C0.
As explained in [BHNY08], the splitting phenomenon for the characteristic polynomial
is the probabilistic manifestation of the product formula for the (circular) Selberg integrals.
It will be apparent in the proof of the Fyodorov-Bouchaud formula (Corollary 2.5), that
the splitting of the total mass is the probabilistic manifestation of another product formula,
related to the Γ function.
Before diving into technical considerations, let us provide a few corollaries.
2.1. The law of the Verblunsky coefficients of the GMC. The Main Theorem
gives a way to construct the Gaussian multiplicative chaos from a sequence of Verblunsky
coefficients. We can think of it in the reverse way:
Corollary 2.3. For γ ≤ 1, let (αj)j≥0 be the Verblunsky coefficients associated to the
random probability measure obtained by dividing GMCγ by its total mass. Then, the
random variables (αj)j≥0 are independent, rotationally invariant in distribution, and |αj|2
is distributed like a Beta variable of parameters 1 and β(j+1)
2
, for β = 2
γ2
. Moreover, the
total mass of GMCγ is given by the formula defining C0 in the Main Theorem.
Proof. The joint law of total mass and the Verblunsky coefficients associated to GMCγ
is uniquely determined by the law of this measure, and then it is the same for any other
random measure with the same distribution.
In particular, it is the same for the measure C0µ
β considered in the Main Theorem.
Now, by construction, C0µ
β has Verblunsky coefficients with the desired distribution and
its total mass is C0. 
2.2. Coupling the CβE for different β. The different measures GMCγ for different
γ > 0 naturally live on the same probability space, as limits of measures built from the
Gaussian field G. From the previous corollary, dividing these measures by their total
mass gives a coupling of the measures CβE∞ for β ≥ 2 - and therefore a coupling of their
Verblunsky coefficients. Introducing an independent uniform variable η on the unit circle
gives a way to deduce a coupling of CβEn for all n ≥ 1 and all β ≥ 2.
2.3. Hausdorff dimension of the support. At first, the description of Hausdorff di-
mension of spectral measures for random Schro¨dinger operators was investigated by Kise-
lev, Last and Simon in [KLS98]. The adaptation to OPUC was made in the book by
Simon [Sim05b, Chapter 12].
Corollary 2.4. The Hausdorff dimension of the support of µβ = CβE∞ is almost surely
given as follows:
• If β > 2 (sub-critical), then dimH supp(µβ) = 1− 2β .
GMCγ = lim
←−
CβEn 9
• If β = 2 (critical), then dimH supp(µβ) = 0 and µβ is non-atomic.
• If β < 2 (super-critical), then µβ is atomic.
Proof. Apply [Sim05b, Theorem 12.7.7]. Notice that because our Verblunsky coefficients(
αj(µ
β); j ∈ N) are rotation invariant, the Alexandrov measures (µβλ;λ ∈ ∂D) are in fact
all the same in law. Therefore the conclusion of that theorem, holding for almost every
λ, is true for the measure lim←−CβEn.
Let us mention that [Sim05b, Theorem 12.7.7] depends on the previous [Sim05b, The-
orem 12.7.2], whose hypotheses do not exactly match ours. Nevertheless the proofs carry
verbatim. 
Combined with the Main Theorem, this result proves that the critical chaos is supported
on a set of Hausdorff dimension zero, as conjectured.
In the sub-critical and super-critical phases, these values of the spectral dimension are
in agreement with the GMC, which supports our expectation that the Main Theorem
extends (up to normalization) to the super-critical phase. It is also worth mentioning
that a similar analysis for Gaussian ensembles has been tried in [BFS07].
2.4. The Fyodorov-Bouchaud formula and beyond. The Main Theorem allows us
to easily compute the distribution of the total mass of the chaos, which gives a proof of
a conjecture by Fyodorov and Bouchaud [FB08].
Corollary 2.5 (Fyodorov-Bouchaud formula on the total mass of GMCγ). In the sub-
critical phase and critical phases (γ ≤ 1):
GMCγ (∂D)
L
= Kγe
−γ2 ,
where GMCγ (∂D) denotes the total mass of the GMCγ, e is a standard exponential
random variable, and Kγ is an explicit constant:
Kγ :=
{
Γ(1− γ2)−1 if γ < 1,
2 if γ = 1 .
Proof. In the case γ < 1, pick a z ∈ C, with ℜ(z) ≤ 0. From Theorem 2.1:
E (GMCγ (∂D)z) =
∞∏
j=0
(
1− 2
β(j + 1)
)z
E
((
1− |αj|2
)−z)
=
∞∏
j=0
(
1− 2
β(j + 1)
)z
βj
βj − z
=
∞∏
j=0
(
1 + 1
(j+1)
)− 2z
β
(
1− 2z
β(j+1)
)−1
[(
1 + 1
(j+1)
)− 2
β
(
1− 2
β(j+1)
)−1]z
=
Γ
(
1− 2z
β
)
Γ
(
1− 2
β
)z ,
where on the last line, we used the Weierstrass product formula for the Gamma function.
One recognizes that the Γ function is the Mellin transform of an exponential, which gives
the desired result for γ < 1.
The case γ = 1 is handled by taking the limit γ → 1− as in (1.3.1):
GMCγ=1 (∂D)
L
= lim
γ→1−
Kγ
1− γ e
−γ2 .
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The constant Kγ vanishes at γ = 1 and absorbs the renormalization:
Kγ
1− γ =
1
(1− γ)Γ(1− γ2) =
1 + γ
Γ(2− γ2)
γ→1−−→ 2 .

This formula has recently been proven by Re´my [Rem17] using the partial differen-
tial equations satisfied by correlation functions in Liouville conformal field theory. The
conformal field theory on the hyperbolic disc uses the GMC as an ingredient.
Thanks to our complete description of the GMC on the circle, the previous corol-
lary recovers the total mass which is the 0-th moment. We can also recover an explicit
description of the other moments. Indeed, if we denote, for n ≥ 1,
Cn :=
∫ 2π
0
GMCγ(eiθ)e−niθ
dθ
2π
= cnGMC
γ(∂D) ,
we have, by using Verblunsky’s formula (see [Sim05a, Theorem 1.5.5 p.60]),
cn = αn−1
n−2∏
j=0
(1− |αj|2) + V (n−1)(α0, . . . , αn−2, α0, . . . , αn−2)
where (αj)j≥0 are the Verblunsky coefficients of the measure GMC
γ and V (n−1) is an
explicitly computable polynomial with integer coefficients. For example, we have (see
[Sim05a], formulas (1.3.51), (1.3.52), (1.3.53))
c1 = α0 ,
c2 = α
2
0 + α1(1− |α0|2) ,
c3 = (α0 − α1α0)[α20 + α1(1− |α0|2)]
+α1α0 + α2(1− |α0|2)(1− |α1|2).
Since the joint law of (αj)j≥0 is known, these formulas uniquely determine the joint law of
the moments (cn)n≥1 and (Cn)n≥1. It is possible to compute, when they exist, ”moments
of the moments”, i.e. the expectation of products of some powers of the cn’s, their
conjugates, and a power of the total mass of the chaos. For example, it is not difficult
(but not obvious) to deduce Conjecture 1 of [Rem17] from our Main Theorem. Similarly,
we get immediately
E[|c1|2] = 1
1 + 1
2
β
=
γ2
1 + γ2
where γ =
√
2
β
, which is consistent to the computation of the Edwards-Anderson’s order
parameter in the circular model of the 1
f
noise: see formula (7) of [CD16]. One can also
recover formula (42) of [CD16] when γ ≤ 1.
2.5. Further remarks.
On the supercritical phase: For all β > 0, with the notation of the Main Theorem, one
can define the random measure C ′0µ
β, where
C ′0 =
∞∏
j=0
(1− |αj|2)−1e−
2
β(j+1) .
The paper shows that in the subcritical and the critical cases (β ≥ 2), this measure has the
same law as the Gaussian multiplicative chaos, times a deterministic constant depending
only on β. Nevertheless, in the supercritical phase (β < 2), the measure C ′0µ
β is still
well-defined, and gives a new way to construct a supercritical Gaussian multiplicative
chaos.
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It is natural to ask how this construction can be compared to the very different con-
structions given in [BJRV13] and [MRV+16], which we described in the introduction
(Subsection 1.3). Since the quantities involved in the definition of C ′0µ
β are analytic
in β, it is very unlikely that our construction gives the freezing transition appearing in
[MRV+16]. Therefore, we conjecture that C ′0µ
β is strongly related to the KPZ dual mea-
sure of [BJRV13]: the two random measures may have the same law, up to a multiplicative
constant. As a corroborating evidence is the fact that the laws of the total masses agree.
This is done as follows.
By Proposition 6 of [BJRV13], we have, for γ > 1 and 0 ≤ ρ < 1/γ2, with obvious
notation:
E
[
GMCγ,BJRV (∂D)ρ
]
=
Γ(1− ργ2)Γ(1− γ−2)ργ2
Γ(1− ρ)γ−2ργ2 E
[
GMC1/γ(∂D)ργ
2
]
,
and, using the Fyodorov-Bouchaud conjecture proved by Remy in [Rem17] and in a dif-
ferent way in the present article, we obtain:
E
[
GMCγ,BJRV (∂D)ρ
]
= κργΓ(1− ργ2)
for some κγ > 0 depending only on γ. Hence, the total mass GMC
γ,BJRV (∂D) is the
power −γ2 of an exponential variable, as the total mass C ′0 of the measure C ′0µβ.
If one considers the construction of [MRV+16], it is seen from the freezing transition that
the total mass of the supercritical chaos is not anymore the power −γ2 of an exponential
random variable.
On relating the GMC and Random Matrix Theory: To the best of the authors’ knowl-
edge, the first hints that there should be a relationship between Gaussian multiplicative
cascades and Random Matrix Theory have first appeared in the paper [BFS07] and then
Vira´g’s ICM Proceeding of Seoul 2014 [Vir14]. In both of these references, the focus is on
multiplicative cascades on the real line and on tridiagonal models for the GβE (Gaussian
β Ensembles). The point of view is very similar to ours since the relationship is probed
through orthogonal polynomials, and of course, we expect similar results to hold in the
context of the real line. A key ingredient would be the Bernstein-Szego¨ type measures
being developed by Gamboa, Nagel and Rouault in [GNR].
Nevertheless, the Main Theorem 2.1 comes as a surprise, as it says that in the case of
the circle, the relationship is much stronger than expected. For example, the questions 1
and 2 raised by Vira´g [Vir14], in our context, would ask whether GMCγ and lim←−CβEn
are similar at the level of fractal spectra. For all intents and purposes, we do not need
to explain what is the fractal spectrum of a measure, and refer to [Fal04, Chapter 17].
We do not need to study the multifractal spectrum of the GMCγ either. The answer to
Vira´g’s question remains positive, since we have proven that GMCγ and lim←−CβEn are in
fact the same object.
In fact, one could wonder in which sense the CβEn is a regularization of the GMC
γ .
As explained in Appendix A, from the works of Macdonald, Random Matrix Theory is
a very peculiar regularization of a Gaussian space at the level of symmetric functions.
This regularization is of course very different from convolution, which is the standard
process in order to construct the GMC (Theorem 1.3), hence the difficulty of proving
lim←−CβEn = GMC
γ . This difficulty is further exemplified by the following. Relating
an approximation via finitely many Verblunsky coefficients and an approximation via
convolution is present in the literature in the form of Golinskii-Ibragimov (GI) measures
(See [Sim05a, Section 6.1]), however one cannot apply any of the general approximation
theorems that are available. Most of the results in [Sim05a] treat only regular measures
by assuming the existence of densities or via the Szego¨ condition, which is a finite entropy
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condition for the Lebesgue measure relative to the measure of interest. And the GMC is
very far from that.
Finally, in the same way that the GMC plays an important role in understanding the
extrema of log-correlated fields, it is certainly desirable to relate the current paper to our
previous work [CMN18] investigating the extrema the characteristic polynomial of the
CβE field.
2.6. Structure of the paper. In Section 3, we show the convergence of Φ∗n towards the
exponential of a logarithmically correlated field inside the unit disc, and we provide a
bound on the moments of |Φ∗n(z)| when z ∈ D. This is a consequence of a general result
on OPUC, which can be of interest beyond our study of CβE. The setting is that of
rotationally invariant Verblunsky coefficients with mild decay.
In Section 4, we begin the proof of the Main Theorem 2.1. In fact, we made the choice
of factoring the proof of Theorem 2.1, so that a first part can be presented as quickly as
possible. This section gives all the required arguments for a complete proof modulo two
Lemmas whose proofs are postponed for later. These are Lemma 4.1 and Lemma 4.2,
which motivate the next two sections.
In Section 5, we define and estimate some quantities, and consider a new probability
distribution, in order to study the behavior of the polynomials Φ∗n near the unit circle.
In Section 6, we prove the convergence of some discrete stochastic process towards the
solution of a suitable stochastic differential equation. This inhomogeneous SDE is rather
ill-behaved and its analysis is a key ingredient in proving Lemma 4.2.
Finally, Section 7 gives the missing proofs of Lemmas 4.1 and 4.2 and thus concludes
the proof of the Main Theorem 2.1.
3. Orthogonal polynomials and Gaussian field inside the disc
We consider the following Gaussian random holomorphic function GC, defined on the
unit disc by
GC(z) :=
∞∑
k=1
zk√
k
N Ck
where (N Ck )k≥1 are i.i.d. complex Gaussian variables, such that
E[N Ck ] = E[(N Ck )2] = 0, E[|N Ck |2] = 1.
The function GC itself is complex Gaussian and centered, the covariance structure being
given by
E[GC(w)GC(z)] = 0, E[GC(w)GC(z)] = − log(1− wz¯).
From this covariance structure, we deduce that the field
G(z) := 2ℜ(GC(z)) = GC(z) +GC(z)
is real-valued, centered and Gaussian, with covariance
E[G(w)G(z)] = − log(1− wz¯)− log(1− w¯z) = −2 log |1− wz¯|.
Recall that the Gaussian multiplicative chaos of parameter γ < 1 can then be constructed
by considering the measure defined in (1.2.1) and letting r → 1−. We have the following
result:
Proposition 3.1. For β > 2, let (αj)j≥0 be distributed as in Theorem 2.1, and let (Φ
∗
n)n≥0
be the corresponding sequence of OPUC. By general theory (see [Sim05a, Theorem 1.7.1
p.90]), these polynomials are equal to 1 at 0 and do not vanish on the unit disc.
Let log Φ∗n be the unique continuous determination of the logarithm of Φ
∗
n which vanishes
at 0. Then, almost surely, (log Φ∗n)n≥1 converges to a limit log Φ
∗
∞, uniformly on compact
GMCγ = lim
←−
CβEn 13
sets of the unit disc. Moreover, this limit has the same distribution as the Gaussian field
γGC for γ =
√
2
β
. Consequently, the random measure
lim
r→1−
(1− r2) 2β |Φ∗∞(reiθ)|−2
dθ
2π
exists and has the same distribution as GMCγ, and then Theorem 2.1 is proven if we
show that C0µ
β coincides with this random measure.
Moreover, we have the following bound on the moments of Φ∗n:
∀z ∈ D, ∀p ∈ R, ∀n ∈ Z+, E (|Φ∗n(z)|p) ≤
(
1− |z|2)− p22β .
Let us introduce the filtration:
F := (Fn := σ (α0, α1, . . . , αn−1) ;n ∈ Z+) .(3.1.1)
Throughout the paper, the following martingale structure is crucial. We have, by the
Szego¨ recursion:
Φ∗n+1(z) = Φ
∗
n(z) (1− αnQn(z))
where
Qn(z) := z
Φn(z)
Φ∗n(z)
.
From [Sim05a, Corollary 1.7.2 p.90], Qn < 1 inside the unit disc, and then we can write
on D:
log Φ∗n+1(z) = log Φ
∗
n(z) + log(1− αnQn(z)) ,
where we take the principal branch of the logarithm in the last term of the equality.
From the fact that Qn is Fn-measurable, | log(1−|αn|)| is integrable, αn is rotationally
invariant and independent of Fn, we deduce that (log Φ∗n(z))n≥0 is a F-martingale, for all
z ∈ D.
Proof of Proposition 3.1. We claim that, almost surely, (log Φ∗n)n∈N converges uniformly
on compact sets of D. Moreover, ℜ log Φ∗n(z) and ℑ log Φ∗n(z) have exponential moments
of all orders (positive and negative), uniformly bounded in n when the order and z ∈ D
are fixed. A fortiori we have also uniform bounds for usual moments (|x|p ≤ p!(ex + e−x)
for all x ∈ R). This is true by virtue of a general convergence result, Proposition 3.6,
which we shall prove in the next subsections. The only required hypothesis is (3.6.1) and
it is implied by:
Lemma 3.2. For all k > 2 and σ ≥ 0:
E
(
eσ
∑
j≥ |αj |
k
)
<∞ .
Proof. Using the independence of the αj’s, their explicit density and then an integration
by parts:
E
(
eσ
∑
j≥0 |αj |
k
)
=
∞∏
j=0
E
(
eσ|αj |
k
)
=
∞∏
j=0
(
βj
∫ 1
0
dx eσx
k/2
(1− x)βj−1
)
=
∞∏
j=0
(
1 +
1
2
kσ
∫ 1
0
dx eσx
k/2
xk/2−1(1− x)βj
)
≤
∞∏
j=0
(
1 +
1
2
kσeσ
∫ 1
0
dx xk/2−1(1− x)βj
)
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=
∞∏
j=0
(
1 +
1
2
kσeσ
Γ(1
2
k)Γ(βj + 1)
Γ(βj +
1
2
k + 1)
)
.
This product is finite because of the asymptotics:
Γ(βj + 1)
Γ(βj +
1
2
k + 1)
≪ β−
1
2
k
j ≪ j−
1
2
k .

Let us now identify the law of the limit of log Φ∗n. By the ratio asymptotics [Sim05a,
Theorem 1.7.4 p.91], as αn
n→∞−→ 0, we have a.s.
lim
n→∞
Φn−1(z)
Φ∗n−1(z)
= 0,
uniformly in the interior of the unit disc D. On the other hand, from results by Killip and
Nenciu [KN04], we deduce that if logXn is the logarithm of the characteristic polynomial
corresponding to the CβE, defined as follows:
logXn(z) :=
∑
λ∈CβEn
log(1− λz),
then we have the equality in law:
(logXn(z) ; z ∈ D) =
(
log Φ∗n−1(z) + log
(
1− zηΦn−1(z)
Φ∗n−1(z)
)
; z ∈ D
)
where η is an independent uniform random variable on the unit circle. We deduce that
logXn converges in law to log Φ
∗
∞ when n goes to infinity, for the topology of uniform
convergence on compact sets in D. In particular, since the Taylor coefficients at zero of
logXn can be written as contour integrals involving logXn on a small circle centered at
0, their finite dimensional joint distributions tend to the corresponding distributions for
log Φ∗∞.
Now, thanks to the result of Jiang and Matsumoto [JM15], the joint distribution, for
finitely many given values of k ≥ 1, of the sum of the k-th powers of the zeros of Xn, tends
to the joint distribution of the corresponding independent complex Gaussian variables√
2k
β
N Ck . We provide an independent proof of this fact in Appendix A. Although not
quantitative, this independent proof has the advantage of showing why CβE is inherently
a regularization of a Gaussian space at the level of symmetric functions 1. Using the
standard expansion of the logarithm, the Taylor coefficients of logXn tend, in the sense
of finite dimensional marginals, to independent Gaussians
√
2
βk
N Ck . Hence, the Taylor
coefficients of log Φ∗∞ have the same joint distribution as these variables, which shows that
log Φ∗∞ has the same law as γG
C.
It remains to check the bounds on moments. For that, we observe that for z ∈ D, p ∈ R,
(|Φ∗n(z)|p)n≥0 is a submartingale, since it is the image of the martingale (ℜ log Φ∗n(z))n≥1 by
the convex function x 7→ epx. From the bound on the exponential moments of ℜ log Φ∗n(z),
we deduce that (|Φ∗n(z)|p)n≥0 is bounded in L2, and then, by Doob’s submartingale in-
equality, supn≥0 |Φ∗n(z)|p is in L2, and a fortiori in L1. By dominated convergence, we
deduce, since Φ∗n(z) converges a.s. to Φ
∗
∞(z), that
E[|Φ∗∞(z)|p] = lim
n→∞
E[|Φ∗n(z)|p].
1This proof was in fact known to some specialists, like Philippe Biane
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Since (|Φ∗n(z)|p)n≥0 is a submartingale, the last limit is increasing, and then for any n,
E[|Φ∗n(z)|p] ≤ E[|Φ∗∞(z)|p] = E[epγℜ(G
C(z))] = E[e
1
2
pγG(z)] = (1− |z|2)− p
2γ2
4 = (1− |z|2)− p
2
2β .
The proof of the proposition is complete, modulo the convergence result stated in
Proposition 3.6. We chose to treat it separately because the technology developed in
the next two subsections actually holds beyond the CβE, for large classes of orthogonal
polynomials. 
The identity in law between logΦ∗∞ and γG
C, and then between Φ∗∞ and e
γGC, implies
identities in law between functions of Gaussian variables and functions of the Verblunsky
coefficients. Indeed, using Szego¨ recursion (written in a matricial way), we can write the
coefficients of the polynomial Φ∗n as polynomials in the Verblunsky coefficients α0, . . . , αn−1
and their conjugates. Passing to the limit, we deduce an expression of the Taylor coeffi-
cients of Φ∗∞ as limits of infinite series involving all the Verblunsky coefficients and their
conjugates. On the other hand, the Taylor coefficients of eγG
C
can be written as polyno-
mials in the Gaussian variables N Ck . Identifying the two expressions gives the following
result (SCn representing the coefficient in z
n):
Corollary 3.3. For N, n ≥ 0, let Πn,N be the set of sequences (πj)j≥0 such that πj = 1
for n values of j, all smaller than or equal to N , and πj = 2 for all the other values of j,
and let
SCn,N :=
∑
π∈Πn,N
∏
j,πjπj+1=12
[−αj ]
∏
j,πjπj+1=21
[−αj ]
Then, SCn,N a.s. tends to a limit SCn when N goes to infinity, and this limit can be
expressed in terms of i.i.d Gaussians N Ck as:
SCn =
∑
(mk)k≥1,
∑
k≥1 kmk=n
∏
k≥1
(N Ck )mk
mk!
(
2
βk
) 1
2
mk
.
In particular, for n = 1, we deduce the following non-trivial identity in law√
2
β
N C1 =
∞∑
j=−1
αjαj+1 ,(3.3.1)
the series being a.s. (not absolutely) convergent. In the above sum, by convention α−1 =
−1. This convention is consistent with the book [Sim05a] and shall be used throughout
the paper.
From the corollary, we can deduce an expression of the Gaussian variables N Ck them-
selves in terms of the αj. A more direct way to get this expression is to use the CMV
matrices (from Cantero, Moral, and Velazquez [CMV03], see also [Sim05a, Section 4.2.]).
One can show that the characteristic polynomial corresponding to the CβE of order n
has the same distribution as the characteristic polynomial of the matrix Cn := LnMn, Ln
and Mn being the n× n top-left minors of Ln,0 and Mn,0, with
Ln,0 = Diag(Θn,0,Θn,2, . . . ), Mn,0 = Diag(1,Θn,1,Θn,3, . . . ),
Θn,j =
(
αn,j ρn,j
ρn,j −αn,j
)
, ρn,j = (1− |αn,j|2)1/2.
Here, αn,j = αj for j ≤ n− 2, αn,n−1 is independent of the αj ’s and uniform on the unit
circle, αn,j = 0 for j ≥ n.
The coefficient in zk of − logXn(z) is given by 1k times the sum of the k-th power of
the points in the CβE. Hence, the joint law of the coefficients of − logXn(z) is the same
as the joint law of (tr(Ckn)/k)k≥1, and we deduce, from the convergence in law of logXn
16 REDA CHHAIBI AND JOSEPH NAJNUDEL
towards logΦ∗∞, that the finite-dimensional marginals of (−
√
β
2k
tr(Ckn))k≥1 tend in law to
i.i.d. complex Gaussian variables.
In the expansion of tr(Ckn), each term involves a product of O(k) factors equal to αn,j,
αn,j or ρn,j, and such that all the indices j involved are in an interval of length O(k).
For fixed k, we then have a bounded number of terms involving αn,n−1 or its conjugate,
and all these terms tend to zero in probability when n → ∞, since a careful look of the
matrix product shows that they necessarily also involve a factor αn,j for j = n + O(k),
j 6= n−1. Hence, we can replace αn,n−1 by 0 in the matrices Ln andMn without changing
the limiting distribution of tr Ckn. It is not difficult to deduce the following result:
Corollary 3.4. Let C = LM, for
L = Diag(Θ0,Θ2, . . . ), M = Diag(1,Θ1,Θ3, . . . ),
where
Θj =
(
αj ρj
ρj −αj
)
, ρj = (1− |αj|2)1/2,
(αj)j≥0 being distributed as in Theorem 2.1. Then, (−
√
β
2k
tr(Ck))k≥1 has the same distri-
bution as (N Ck )k≥1, where tr(Ck) is obtained by taking the formal expansion of the trace,
removing all the terms involving indices larger than n and letting n→∞.
Such formulas have been investigated before, for example in [GZ07].
3.1. A universal bound on traces. Notice that (log Φ∗n(z))n≥0 is a complex martingale.
As such, thanks to Jensen’s inequality, for all σ ∈ C,
(eℜσ log Φ
∗
n(z))n≥0
is a real submartingale. We shall now prove that it is uniformly bounded in L1(Ω,B,P),
using the description thanks to CMV matrices. Using, in [Sim05a], the equation following
(4.2.48), p. 271, we get, after taking care of the conventions of conjugation of the αj ’s
(which are not the same here and in [Sim05a]),
log Φ∗n(z) = −
∞∑
k=1
zk
k
tr(Ck[n]),
where C[n] is the n× n top-left block of the infinite matrix C introduced in Corollary 3.4.
A careful look at the matrix product shows that the traces of powers of C[n] are equal to
the traces of powers of C after replacing all Verblunsky coefficients of index larger than
or equal to n by zero.
In the following computations, we then omit the subscript n and we always implicitly
assume that αj has been replaced by zero for j ≥ n. We have the following universal bound
on traces, which is clearly of independent interest, and which holds deterministically:
Lemma 3.5. For all k ≥ 2:
tr
(Ck) = −k(∑
j≥−1
αjρ
2
j+1ρ
2
j+2 . . . αj+k
)
+O
(
k3
∑
j≥−1
|αj |3
)
,
the implicit constant in O being absolute.
Proof. We prove the Lemma by a 3-step commutator argument. We notice that in the
present setting, finitely many Verblunsky coefficients are non-zero and then there is no
issue of convergence for the series which are involved.
Introduce the matrix Cρ = LρMρ where all the α terms have been replaced by zero, i.e.
Lρ = Diag(Θρ0,Θρ2, . . . ), Mρ = Diag(0,Θρ1,Θρ3, . . . ),
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where
Θρj =
(
0 ρj
ρj 0
)
.
Notice that in terms of operator norm |Lρ|op , |Mρ|op ≤ 1 and the same goes for L and
M. Also Cρ is a shift operator in the sense that:
Cρek = ukek±2 ,
depending whether k is odd or even, for some uk ∈ [0, 1].
Before presenting the 3-step commutator argument mentioned above, let us present
1-step and 2-step arguments which provide similar, but simpler and weaker estimates of
tr
(Ck).
1-step commutator: Because Cρ is the matrix of a weighted shifting operator, tr Ckρ =
0. Write
Ck = LM . . .LM (k times) ,
Ckρ = LρMρ . . .LρMρ (k times) ,
and use the commutator:
tr
(Ck) =tr (Ck − Ckρ)
=
k−1∑
i=0
tr
(Ci(C − Cρ)Ck−i−1ρ )
=
k−1∑
i=0
tr
(Ci(L − Lρ)MρCk−i−1ρ )+ tr (CiL(M−Mρ)Ck−i−1ρ )
=
∑
i1+i2=k−1
tr
(Ci1(L − Lρ)MρCi2ρ )+ tr (Ci1L(M−Mρ)Ci2ρ )
The nice fact about this operation is that it forces out the appearance of diagonal matrices
L−Lρ and M−Mρ. We will freely invoke (see [RS80, Chapter 6]) the circular property
of the trace tr(AB) = tr(BA) when A is trace-class and B bounded, and the inequality
| tr(AB)| ≤ |AB|1 ≤ |A|1|B|op, where |A|1 = tr
[
(A∗A)
1
2
]
is the trace-class norm and |B|op
is the operator norm ([RS80, Chapter 6, Exercise 28]). For example, those facts applied
to the previous computation give a bound on the traces:∣∣tr (Ck)∣∣ ≤ 2k ∑
j≥−1
|αj|.
Before pursuing, let us adopt a convention that will ease notations. Write
A(i) =
{ L if i is odd
M if i is even ; A
(i)
ρ =
{ Lρ if i is odd
Mρ if i is even .
In the same fashion:
B(i) =
{ L − Lρ if i is odd
M−Mρ if i is even .
Then define:
A(i1,i2) := A(i1) . . . A(i2) , A(i1,i2)ρ := A
(i1)
ρ . . . A
(i2)
ρ ,
with the convention that A(i1,i2) = A
(i1,i2)
ρ = id if i1 > i2. As such, the above commutator
argument becomes:
tr
(Ck) = tr (Ck − Ckρ)
= tr
(
A(1,2k) − A(1,2k)ρ
)
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=
2k−1∑
j=0
tr
(
A(1,j)A(j+1)A(j+2,2k)ρ − A(1,j)A(j+1)ρ A(j+2,2k)ρ
)
=
2k−1∑
j=0
tr
(
A(1,j)B(j+1)A(j+2,2k)ρ
)
.
2-step commutator: We start by the same argument as before, that is to say that
A
(j+2,2k)
ρ A
(1,j)
ρ = . . .LρMρLρMρ . . . is a weighted shifting operator. Because B(j+1) is
diagonal, B(j+1)A
(j+2,2k)
ρ A
(1,j)
ρ is a shifting operator as well. As a consequence, by the
circular property of the trace:
tr
(
A(1,j)ρ B
(j+1)A(j+2,2k)ρ
)
= 0 .
Therefore, we can repeat the operation and obtain a two step commutator:
tr
(Ck) =tr (Ck − Ckρ)
=
2k−1∑
j=0
[
tr
(
A(1,j)B(j+1)A(j+2,2k)ρ
)− tr (A(1,j)ρ B(j+1)A(j+2,2k)ρ )]
=
∑
0≤j1<j2≤2k−1
[
tr
(
A(1,j1)A(j1+1)A(j1+2,j2)ρ B
(j2+1)A(j2+2,2k)ρ
)
− tr (A(1,j1)A(j1+1)ρ A(j1+2,j2)ρ B(j2+1)A(j2+2,2k)ρ )]
=
∑
0≤j1<j2≤2k−1
tr
(
A(1,j1)B(j1+1)A(j1+2,j2)ρ B
(j2+1)A(j2+2,2k)ρ
)
.
This gives another bound on the traces, as follows. For each of the indices in the sum
0 ≤ j1 < j2 ≤ 2k−1, consider the trace which is more conveniently written as a sum over
Z:
tr
(
A(1,j1)B(j1+1)A(j1+2,j2)ρ B
(j2+1)A(j2+2,2k)ρ
)
=
∑
i∈Z
[
A(1,j1)B(j1+1)A(j1+2,j2)ρ B
(j2+1)A(j2+2,2k)ρ
]
i,i
=
∑
i∈Z
[
B(j1+1)
]
i,i
[
A(j1+2,j2)ρ
]
i,i+∗
[
B(j2+1)
]
i+∗,i+∗
[
A(j2+2,2k)ρ A
(1,j1)
]
i+∗,i
,
where ∗ is a shift, whose value is of no importance, and where terms are considered to
be equal to zero if they involve nonpositive indices. Taking absolute values and using the
fact that for any operator A, |[A]i,j| ≤ |A|op, we have:∣∣tr (A(1,j1)B(j1+1)A(j1+2,j2)ρ B(j2+1)A(j2+2,2k)ρ )∣∣
≤
∑
i∈Z
| [B(j1+1)]
i,i
|| [B(j2+1)]
i+∗,i+∗
| ∣∣A(j1+2,j2)ρ ∣∣op ∣∣A(j2+2,2k)ρ A(1,j1)∣∣op
≤
∑
i∈Z
| [B(j1+1)]
i,i
|| [B(j2+1)]
i+∗,i+∗
|
≤1
2
∑
i∈Z
(
| [B(j1+1)]
i,i
|2 + | [B(j2+1)]
i+∗,i+∗
|2
)
≪
∑
i≥−1
|αi|2 .
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Notice that we did not even use trace-class inequalities, only that B is diagonal and
A,Aρ are bounded. In the end: ∣∣tr (Ck)∣∣≪ k2 ∑
j≥−1
|αj|2,
the implicit constant being absolute.
3-step commutator: At this level, the computation is different. The crucial point is
that, for most indices j1, j2:
tr
(
A(1,j1)ρ B
(j1+1)A(j1+2,j2)ρ B
(j2+1)A(j2+2,2k)ρ
)
= 0 ,
but not all. We need a closer inspection.
If ℓ is even, Mρeℓ ∈ Reℓ+1; while if ℓ is odd, then Lρeℓ ∈ Reℓ+1. Reversing parity yields
eℓ−1 instead of eℓ+1. As such, if ℓ is even:
A(1,j1)ρ B
(j1+1)A(j1+2,j2)ρ B
(j2+1)A(j2+2,2k)ρ (Reℓ)
⊂ A(1,j1)ρ B(j1+1)A(j1+2,j2)ρ B(j2+1)(Reℓ+2k−j2−1)
⊂ A(1,j1)ρ B(j1+1)A(j1+2,j2)ρ (Reℓ+2k−j2−1)
⊂ A(1,j1)ρ (Reℓ+2k−j2−1−(j2−j1−1))
⊂ Reℓ+2k−j2−1−(j2−j1−1)+j1 = Reℓ+2k−2j2+2j1
Upon considering ℓ odd as well, one has for all ℓ:
A(1,j1)ρ B
(j1+1)A(j1+2,j2)ρ B
(j2+1)A(j2+2,2k)ρ (Reℓ) ⊂ Reℓ±2(k−(j2−j1)) .
Therefore, in the combinatorial computation of the trace, one has a “closed loop” only
for the indices such that j2 − j1 = k. Consequently,
tr
(Ck − Ckρ)
=
∑
0≤j1<j2≤2k−1
[
tr
(
A(1,j1)B(j1+1)A(j1+2,j2)ρ B
(j2+1)A(j2+2,2k)ρ
)
− tr (A(1,j1)ρ B(j1+1)A(j1+2,j2)ρ B(j2+1)A(j2+2,2k)ρ )]
+
∑
0≤j1≤k−1
tr
(
A(1,j1)ρ B
(j1+1)A(j1+2,j1+k)ρ B
(j1+k+1)A(j1+k+2,2k)ρ
)
. =
∑
0≤j1<j2<j3≤2k−1
tr
(
A(1,j1)B(j1+1)A(j1+2,j2)ρ B
(j2+1)A(j2+2,j3)ρ B
(j3+1)A(j3+2,2k)ρ
)
+
∑
0≤j1≤k−1
tr
(
A(1,j1)ρ B
(j1+1)A(j1+2,j1+k)ρ B
(j1+k+1)A(j1+k+2,2k)ρ
)
.
where in the last line, we used the usual commutator trick to rearrange the first sum.
This first sum can be controlled using the fact that the A’s are subunitary and the B’s
are diagonal, like in step 2 (note that the symbols ∗ denote shifts which may not be the
same for different factors of the same term):∣∣∣∣∣ ∑
0≤j1<j2<j3≤2k−1
tr
(
A(1,j1)B(j1+1)A(j1+2,j2)ρ B
(j2+1)A(j2+2,j3)ρ B
(j3+1)A(j3+2,2k)ρ
)∣∣∣∣∣
≤(2k)3 max
0≤j1,j2,j3≤2k−1
∣∣∣∣∣∑
i∈Z
[
A(1,j1)B(j1+1)A(j1+2,j2)ρ B
(j2+1)A(j2+2,j3)ρ B
(j3+1)A(j3+2,2k)ρ
]
i,i
∣∣∣∣∣
≤(2k)3 max
0≤j1,j2,j3≤2k−1
∣∣∣∑
i∈Z
[
B(j1+1)
]
i,i
[
A(j1+2,j2)ρ
]
i,i+∗
[
B(j2+1)
]
i+∗,i+∗
[
A(j2+2,j3)ρ
]
i+∗,i+∗
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B(j3+1)
]
i+∗,i+∗
[
A(j3+2,2k)ρ A
(1,j1)
]
i+∗,i
∣∣∣
≤(2k)3 max
0≤j1,j2,j3≤2k−1
∑
i∈Z
∣∣∣[B(j1+1)]
i,i
[
B(j2+1)
]
i+∗,i+∗
[
B(j3+1)
]
i+∗,i+∗
∣∣∣
≪(2k)3
∑
j≥−1
|αj|3 .
The second sum is explicitly obtained by following the “loops” in the combinatorial com-
putation of the trace, without forgetting the entry B
(2)
1,1 . We get
−k
∑
j≥−1
αjρ
2
j+1ρ
2
j+2 . . . ρ
2
j+k−1αj+k ,
which gives the bound we require:
tr
(Ck) = −k(∑
j≥−1
αjρ
2
j+1ρ
2
j+2 . . . αj+k
)
+O
(
k3
∑
j≥−1
|αj|3
)
.

3.2. A convergence result for OPUC with rotationally invariant (αj)j≥0. We can
now prove the following general convergence result for log Φ∗∞ inside compact sets of D.
The setting is that of independent and rotationally invariant Verblunsky coefficients, so
that (log Φ∗n)n≥0 is an F-martingale. Also, the condition on the decay of modulii |αj| easily
includes the square-root decay in Random Matrix Theory.
Proposition 3.6. Assume that Verblunsky coefficients are independent and rotationally
invariant and that
∀σ > 0, ∀k ≥ 3, E
[
exp
(
σ
∑
j≥−1
|αj|k
)]
<∞ .(3.6.1)
As a consequence, for any compact set K ⊂ D, (log Φ∗n)n∈N almost surely converges uni-
formly on K ⊂ D and
∀σ ∈ C, sup
z∈K
sup
n∈N
E
[
eℜσ log Φ
∗
n(z)
]
<∞.(3.6.2)
Proof. We start by proving the finiteness of exponential moments given in (3.6.2). Write:
Fn,k :=
∑
−1≤j≤n−k−1
αjρ
2
j+1 . . . ρ
2
j+k−1αj+k
where we recall that α−1 := −1 by convention. Thanks to Lemma 3.5:
log Φ∗n(z) =
∞∑
k=1
zkFn,k +O
(
1 +
∑
j≥0
|αj|3
)
,
the O being uniform on compact sets. Because of the hypothesis (3.6.1) and the Cauchy-
Schwarz inequality, it is sufficient to show that:
∀σ > 0, sup
z∈K
sup
n∈N
E
(
eσ
∑∞
k=1 |z|
k|Fn,k|
)
<∞ ,
for (3.6.2) to be true.
First, we work conditionnally on the σ-algebra M generated by the modulii |αj|. By
seeing the random variable Fn,k as a function of the bounded phases Θj, it is easy to check
that:
|Fn,k(. . . ,Θi, . . . )− Fn,k(. . . ,Θ′i, . . . )|
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≤|Θi −Θ′i| |αi|ρ2i+1 . . . ρ2i+k−1|αi+k|+ |αi−k| ρ2i−k+1 . . . ρ2i−1|αi| |Θi −Θ′i|
≤2|αi| (|αi+k|+ |αi−k|) =: Σi,
with the convention α−1 = −1 and αk = 0 for k ≤ −2. As such:∑
i
Σ2i ≪
∑
j≥−1
|αj|4 =: Σ2 .
Invoking McDiarmid’s inequality, there are constants C, c > 0 such that:
∀x > 0, P (|Fn,k| ≥ Σx | M) ≤ Ce−cx2 .
Classically, these subgaussian tails translate to bounds on moments:
E
(
eσ|Fn,k | | M) ≤ 1 + ∫ ∞
0
dx exP (σ|Fn,k| ≥ x|M)≪ ecσ2Σ2
with a possibly different constant c. We finish using the Ho¨lder’s inequality with
∑
k
1
pk
=
1:
E
(
eσ
∑∞
k=1 |z|
k|Fn,k|
)
≤ E
(∏
k
E
(
eσ|z|
k|Fn,k|pk|M
) 1
pk
)
≤ E
(
ecσ
2Σ2
∑
k |z|
2kpk
)
<∞
the finiteness coming from the assumption (3.6.1). All constants involved here are uniform
in z on any compact subset of D.
Now, in order to prove uniform convergence of log Φ∗n, consider the Hilbert space B =
L2(ρ∂D, dθ) of square-integrable functions on the circle of radius ρ < 1. It is easy to see
that (log Φ∗n(ρ ·))n≥0 is a B-valued martingale. We shall study its convergence in B. One
could invoke the general theory of martingales in Banach spaces (for e.g [Pis16]), but for
the reader’s convenience, let us explain why a Hilbert space such as B = L2(ρ∂D, dθ) does
not require such a machinery.
Thanks to bounds on moments, we have
sup
n≥0
E
(∫
ρ∂D
| log Φ∗n|2
)
<∞ ,
hence the square of the L2(ρ∂D, dθ) norm of log Φ∗n(·) is a scalar submartingale (Remark
[Pis16, 1.12]), which is also L2(Ω,B,P)-bounded, hence convergent. Because we are deal-
ing with holomorphic functions, the Banach norm in B dominates the C0-norm (and C1,
C2, . . . ) in smaller discs (because of Cauchy’s formula), and for all ρ < 1, the square
of the C1-norm of log Φ∗n(·) in the disc ρD is also a convergent submartingale (a.s and
in L2(Ω,B,P)), because the supremum of submartingales is a submartingale. By Ascoli-
Arzela theorem, (logΦ∗n)n∈N is relatively compact (a.s.) as a family of continuous function
on ρD. To prove the a.s. uniform convergence of this sequence on ρD, it is then enough
to check that the limit of any subsequence is uniquely determined. This last statement
is due to the a.s. convergence of each Fourier coefficient of z 7→ log Φ∗n(ρz), which is a
martingale, bounded in L2(Ω,B,P). We deduce that (log Φ∗n)n∈N a.s. converges uniformly
on compact sets of D. 
4. Beginning of the proof of the Main Theorem 2.1
As explained while announcing the structure of the paper, we made the choice of giving
a full proof of the Main Theorem 2.1, at the cost of admitting some intermediate results.
The missing ingredients are condensed in Lemma 4.1 and Lemma 4.2. And both lemmas
are formulated in this section, when needed.
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We first introduce the following quantity:
M∞ :=
∞∏
j=0
(
1− |αj |2
)−1
e−
2
β(j+1) .(4.0.1)
This product is a.s. convergent. Indeed, let us consider the logarithm and truncate the
series at rank n:
logMn :=
n∑
j=0
(
− log (1− |αj |2)− 2
β(j + 1)
)
.
Because of (1.1.4), (logMn)n≥0 is an F-martingale. Moreover, this martingale is bounded
in L2, and then it is a.s. convergent.
Now, we fix a nonnegative smooth function f : ∂D→ R+ on the unit circle. We will be
interested in the integral of f with respect to several random measures on the unit circle,
and its conditional expectation given Fn for n ≥ 0.
As formulated in the beginning of the paper (see Question 1.2), recall that the object
of interest is µβ. A natural approximation is the Bernstein-Szego¨ approximation of µβ
(see [Sim05a, Theorem 1.7.8 p.95]) which we denote by µβn. By definition:
µβn(dθ) =
dθ
2π
∏n−1
j=0 (1− |αj |2)
|Φ∗n(eiθ)|2
.(4.0.2)
The limit µβn(f)
n→∞−→ µβ(f) holds surely by virtue of the previously referenced [Sim05a,
Theorem 1.7.8 p. 95]: this is a deterministic statement regarding the Bernstein-Szego¨
approximation of a probability measure on the circle. Let us also prove that we have
convergence in all Lp(Ω,B,P). We notice that for all smooth f , (µβn(f))n≥0 is an (F,P)-
martingale by integrating against f the point-wise martingale:
E
(∏n
j=0(1− |αj|2)
|Φ∗n+1(eiθ)|2
|Fn
)
=
∏n−1
j=0 (1− |αj|2)
|Φ∗n(eiθ)|2
.
The above computation uses crucially that |Qj(eiθ)| = 1. Now, since µβn is constructed to
be a probability measure:
µβn(f) ≤ |f |∞ ,
and (µβn(f))n≥0 ends up being a bounded martingale! Then, the convergence (almost sure
and in all Lp(Ω,B,P)) holds by Doob’s martingale convergence theorem. In any case:
E
(
µβ(f) | Fn
)
= µβn(f) .
The second quantity of interest is related to the integral of f with respect to the
Gaussian multiplicative chaos constructed from the Gaussian field logΦ∗∞. We set:
Xr,n(f) := E
[
1
M∞
GMCγr (f)
∣∣∣ Fn](4.0.3)
=
∫
dθ
2π
f(eiθ) E
[
1
M∞
(1− r2) 2β
|Φ∗∞(reiθ)|2
∣∣∣ Fn
]
where
GMCγr = (1− r2)2/β|Φ∗∞(reiθ)|−2dθ.
Now all the positive moments of M−1∞ are finite and the Gaussian multiplicative chaos
can be obtained as the limit
GMCγ(f) = lim
r→1−
GMCγr (f) ,
GMCγ = lim
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in L1(Ω,B,P). In fact, we have:
Lemma 4.1.
E
[
1
M∞
|GMCγr (f)−GMCγ(f)|
]
−→
r→1−
0 .
This lemma is the first ingredient which is admitted for now, and proven in Section 7.
Therefore, using the fact that the conditional expectation is a contraction on L1(Ω,B,P),
we get the L1(Ω,B,P) convergence:
lim
r→1−
Xr,n(f) =E
[
1
M∞
GMCγ(f)
∣∣∣ Fn] .(4.1.1)
The entire point of the proof consists in relating the two measures defined by (4.0.2)
and (4.0.3).
From the product (4.0.1) and the fact that(
1− r2) 2β = e− 2β ∑∞j=0 r2j+2j+1 ,
Φ∗∞(z) =
∞∏
j=0
(1− αjQj(z)) ,
for all z ∈ D, we obtain:
Xr,n(f) =
∫ 2π
0
dθ
2π
f(eiθ)E
[
∞∏
j=0
1− |αj |2
|1− αjQj(reiθ)|2 e
2
β(j+1)
(1−r2j+2) | Fn
]
=
∫ 2π
0
dθ
2π
f(eiθ)
∏n−1
j=0 (1− |αj|2)e
2
β(j+1)
(1−r2j+2)
|Φ∗n(reiθ)|2
× E
[
∞∏
j=n
1− |αj |2
|1− αjQj(reiθ)|2 e
2
β(j+1)
(1−r2j+2) | Fn
]
=
∫ 2π
0
dθ
2π
f(eiθ) R(0,n−1)(θ) E
[
R(n,∞)(θ)|Fn
]
,
where R(0,n−1)(θ) and R(n,∞)(θ) represent respectively the products from 0 to n − 1 and
from n to ∞.
Let L be a compact set of Dn and AL the Fn-measurable event corresponding to the
fact that (α0, . . . , αn−1) ∈ L. Under the event AL, because the Verblunsky coefficients
are away from the unit circle,
sup
θ
∣∣∣∣R(0,n−1)(θ)− dµβndθ (θ)
∣∣∣∣ ≤ sup
θ
∣∣∣∣∣|Φ∗n(reiθ)|−2
n−1∏
j=0
e
2
β(j+1)
(1−r2j+2) − |Φ∗n(eiθ)|−2
∣∣∣∣∣
is bounded by a quantity cr depending only on β, r and L, and tending to zero when r
goes to 1 for β, L fixed. Indeed
n−1∏
j=0
(1− αjQj(z)) = Φ∗n(z)
is (by the Szego¨ recursion) a polynomial in z, the αj ’s and their conjugate, and then it
is uniformly Lipschitz in z ∈ D for n fixed. On the event AL, |Φ∗n(z)|−2 is also uniformly
Lipschitz in z ∈ D for n and L fixed since Φ∗n(z) does not vanish, and then is uniformly
away from zero by compactness of the sets L and D.
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As such, for any constant Kβ - to be determined later:
E
[
1AL
∣∣Xr,n(f)−Kβµβn(f)∣∣]
≤ cr Kβ|f |∞ + E
[
1AL
∣∣∣∣Xr,n(f)−Kβ ∫ 2π
0
dθ
2π
f(eiθ)R(0,n−1)(θ)
∣∣∣∣]
= cr Kβ|f |∞ + |f |∞E
[
1AL
∣∣∣∣∫ 2π
0
dθ
2π
R(0,n−1)(θ)
(
E
[
R(n,∞)(θ)| Fn
]−Kβ)∣∣∣∣]
≤ cr Kβ|f |∞ + |f |∞
∫ 2π
0
dθ
2π
E
[
R(0,n−1)(θ)
∣∣E [R(n,∞)(θ)| Fn]−Kβ∣∣] ,
From now on, we shall use, for r ∈ (0, 1) and θ ∈ R, a new probability measure Qr,θ,
equivalent to P and defined by:
dQr,θ
dP
=
∏∞
j=0
(
1− |αjQj(reiθ)|2
)
|Φ∗∞(reiθ)|2
.(4.1.2)
If the reference angle θ is not indicated, it means that we consider θ = 0 (note that all
angles play symmetric roles by rotational invariance) and we denote the measure by Qr.
Moreover, Qr will be simply denoted by Q if there is no possible ambiguity. In order to
check that the probability measure Qr,θ is well-defined, we first check that for all n ≥ 0,
because of the Szego¨ recursion:∏n−1
j=0 (1− |αjQj(r)|2)
|Φ∗n(r)|2
=
n−1∏
j=0
1− |αjQj(r)|2
|1− αjQj(r)|2
From the rotational invariance of αj and its independence with Fj , we have
E
[
1− |αjQj(r)|2
|1− αjQj(r)|2
∣∣|αj|,Fj] = 1− u2
2π
∫ 2π
0
dθ
|1− ueiθ|2
where u = |αjQj(r)| < 1. Computing the integral (see Lemma 5.2 below for more detail)
gives that the last conditional expectation is equal to 1, and then(∏n−1
j=0 (1− |αjQj(r)|2)
|Φ∗n(r)|2
)
n≥0
is a (F,P)-martingale. Moreover, this martingale is bounded in all Lp(Ω,B,P) spaces,
because it is dominated by (|Φ∗n(r)|−2)n≥0, which has been proven to be bounded in
Lp(Ω,B,P). Hence, the martingale converges a.s. and in all Lp(Ω,B,P), and its limit has
expectation 1. It is then the density of a probability measure with respect to P.
Note that we have, by the martingale property,
dQr
dP
∣∣Fn =
∏n−1
j=0 (1− |αjQj(r)|2)
|Φ∗n(r)|2
and then, for a Fn+1-measurable quantity X , and a Fn-measurable quantity Y , both
nonnegative,
EQr [XY ] = EP
[
XY
∏n
j=0 (1− |αjQj(r)|2)∣∣Φ∗n+1(r)∣∣2
]
= EP
[
Y
∏n−1
j=0 (1− |αjQj(r)|2)
|Φ∗n(r)|2
EP
[
X
1− |αnQn(r)|2
|1− αnQn(r)|2 |Fn
]]
= EQr
[
Y EP
[
X
1− |αnQn(r)|2
|1− αnQn(r)|2 |Fn
]]
,
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which gives
(4.1.3) EQr [X|Fn] = EP
[
X
1− |αnQn(r)|2
|1− αnQn(r)|2 |Fn
]
.
Similarly, if X is B-measurable and Y is Fn-measurable, both nonnegative,
(4.1.4) EQr [X|Fn] = EP
[
X
∞∏
j=n
1− |αnQj(r)|2
|1− αnQj(r)|2 |Fn
]
.
Using the problem’s rotational invariance, and (4.1.4), we deduce that:∫ 2π
0
dθ
2π
E
[
R(0,n−1)(θ)
∣∣E [R(n,∞)(θ)| Fn]−Kβ∣∣]
=E
[
R(0,n−1)(θ = 0)
∣∣E [R(n,∞)(θ = 0)| Fn]−Kβ∣∣]
=E
[
n−1∏
j=0
1− |αj|2
|1− αjQj(r)|2e
2
β(j+1)
(1−r2j+2)
∣∣∣∣∣E
[
∞∏
j=n
1− |αj |2
|1− αjQj(r)|2 e
2
β(j+1)
(1−r2j+2)| Fn
]
−Kβ
∣∣∣∣∣
]
=EQ
[
n−1∏
j=0
1− |αj|2
1− |αjQj(r)|2e
2
β(j+1)
(1−r2j+2)
∣∣∣∣∣EQ
[
∞∏
j=n
1− |αj|2
1− |αjQj(r)|2 e
2
β(j+1)
(1−r2j+2)| Fn
]
−Kβ
∣∣∣∣∣
]
≤e
∑n−1
j=0
2
β(j+1)
(1−r2j+2)
EQ
[∣∣∣∣∣EQ
[
∞∏
j=n
1− |αj|2
1− |αjQj(r)|2e
2
β(j+1)
(1−r2j+2)| Fn
]
−Kβ
∣∣∣∣∣
]
.
We now introduce the following quantities, for N ≥ n:
ωr,n,N :=
2
β
N−1∑
k=n
|Qk(r)|2 − r2k+2
k + 1
,
and
ρr,n,N :=
N−1∑
k=n
(
− log
(
1− |αkQk(r)|2
1− |αk|2
)
+
2
β
1− |Qk(r)|2
k + 1
)
,
and their respective upper limits ωr,n and ρr,n when N goes to infinity. Note that in
Proposition 5.5, we will show that these upper limits are in fact limits, i.e.
ωr,n :=
2
β
∞∑
k=n
|Qk(r)|2 − r2k+2
k + 1
,
ρr,n :=
∞∑
k=n
(
− log
(
1− |αkQk(r)|2
1− |αk|2
)
+
2
β
1− |Qk(r)|2
k + 1
)
.
In any case, we deduce, from the computation above:∫ 2π
0
dθ
2π
E
[
R(0,n−1)(θ)
∣∣E [R(n,∞)(θ)| Fn]−Kβ∣∣]
≤e
∑n−1
j=0
2
β(j+1)
(1−r2j+2)
EQ
∣∣EQ [eρr,n+ωr,n|Fn]−Kβ∣∣ .
In the end, since cr goes to zero as r → 1−:
lim sup
r→1−
E
[
1AL
∣∣Xr,n(f)−Kβµβn(f)∣∣] ≤ |f |∞ lim sup
r→1−
EQ
∣∣EQ [eρr,n+ωr,n |Fn]−Kβ∣∣ .
This is where we invoke:
Lemma 4.2. There exists a constant Kβ such that:
EQ
∣∣EQ [eρr,n+ωr,n|Fn]−Kβ∣∣ r→1−−→ 0 .
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This lemma is the second ingredient which is admitted for now, and proved in Section
7. We deduce:
E[1AL |Xr,n(f)−Kβµβn(f)|] −→
r→1
0.
From this limit, combined with (4.1.1), the triangle inequality and the fact that the new
quantities involved do not depend on r anymore, we have
E
[
1AL
∣∣∣∣E [ 1M∞GMCγ(f)|Fn
]
−Kβµβn(f)
∣∣∣∣] = 0 .
This is equivalent to
Kβµ
β
n(f) = E
[
GMCγ(f)
M∞
|Fn
]
almost surely on AL and then almost surely without extra restriction as the sample space
Ω can be written as a countable union of events of the form AL. We have seen that the
left-hand side of the equality is a bounded martingale, a fortiori uniformly integrable.
Taking the limit when n goes to infinity, we get
Kβµ
β(f) = E
[
GMCγ(f)
M∞
|F∞
]
almost surely, for F∞ equal to the σ-algebra generated by all the Verblunsky coefficients.
Now, by construction, GMCγ(f)/M∞ is F∞-measurable, and we easily deduce that the
measures GMCγ and M∞Kβµ
β almost surely coincide. Since the expectation of the total
mass of GMCγ is 1, we have
GMCγ =
M∞
E[M∞]
µβ.
Now, recalling the expression
Mn :=
n−1∏
j=0
(
1− |αj |2
)−1
e
− 2
β(j+1) ,
we have that
Mn
E[Mn]
=
n−1∏
j=0
(
1− |αj|2
)−1
E
[(
1− |αj |2
)−1] = n−1∏
j=0
(1− |αj |2)−1
(
1− 2
β(j + 1)
)
is a martingale in n. From straightforward computations on the Beta distribution, it is
also bounded in Lp for some p > 1, and a fortiori uniformly integrable. Therefore, we
have that
E[Mn] =
n−1∏
j=0
(
1− 2
β(j + 1)
)−1
e−
2
β(j+1)
converges to a limit M when n goes to infinity, and then the almost sure and L1 limit
of the martingale is M∞/M, and necessarily M = E[M∞] since the expectations of the
martingale and its L1 limit are equal to 1. Hence,
M∞
E[M∞]
= lim
n→∞
Mn
E[Mn]
= lim
n→∞
n−1∏
j=0
(1− |αj |2)−1
(
1− 2
β(j + 1)
)
,
which is the quantity C0 introduced in the Theorem 2.1. We deduce that
GMCγ = C0µ
β
almost surely, and a fortiori in distribution, which proves Theorem 2.1.
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5. Some useful estimates
We first recall that
Qj(z) =
zΦj(z)
Φ∗j (z)
.(5.0.1)
Here are a few properties we will require later:
Proposition 5.1. The following holds, for all j ≥ 0:
• Qj(z) is a Blaschke product, with modulus one on ∂D.
• |Qj(z)| ≤ 1 for all z ∈ D.
• If |z| = r, the following recurrence holds:
1− |Qj+1(z)|2 = (1− r2) + r2 (1− |αj|
2)(1− |Qj(z)|2)
|1− αjQj(z)|2 .(5.1.1)
• We have the conditional expectation bound, for all n ≥ 0:
r2j|Qn(z)|2 ≤ E[|Qn+j(z)|2|Fn] ≤ 1 .
Proof. The first point is due to the fact that
Qj(z) = z
∏
ω, Φj(ω)=0
z − ω
1− ωz ,
as a consequence of (5.0.1), and to the fact that all the roots of Φj have modulus strictly
smaller than 1.
The second point is due to the fact that z 7→ |Qj(z)| is subharmonic, because Qj is
holomorphic and the absolute value is convex.
For the third point, we start by the recurrence relation (1.0.1) and we write:
1− |Qj+1(z)|2 =1− r2
∣∣∣∣Φj+1(z)Φ∗j+1(z)
∣∣∣∣2
=1− r2
∣∣∣∣zΦj(z)− αjΦ∗j (z)Φ∗j (z)− αjzΦj(z)
∣∣∣∣2
=1− r2
∣∣∣∣ Qj(z)− αj1− αjQj(z)
∣∣∣∣2
=(1− r2) + r2 (1− |αj|
2)(1− |Qj(z)|2)
|1− αjQj(z)|2 .
For the last point, taking conditional expectation in the recurrence yields:
E
(
1− |Qj+1(z)|2 |Fj
)
=(1− r2) + r2E
(
1− |αj |2
1− |αjQj(z)|2 |Fj
)
(1− |Qj(z)|2)
≤(1− r2) + r2(1− |Qj(z)|2)
=1− r2|Qj(z)|2 .
The result follows from the previous inequality by induction. 
5.1. Moment estimates. The following lemma will be useful:
Lemma 5.2. For Θ uniform random variable on [0, 2π] and u ∈ D, we have, for all
λ ∈ R,
E
(∣∣1− eiΘu∣∣−2λ) = ∞∑
k=0
(
λ+ k − 1
k
)2
|u|2k(5.2.1)
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E
(∣∣1− eiΘu∣∣−2λ) =1 + λ2|u|2 +Oλ
(
|u|4
(1− |u|2)2|λ|
)
(5.2.2)
and in the case where |λ| ≤ 1,
E
(∣∣1− eiΘu∣∣−2λ) =1 + λ2|u|2 +O( |u|4
1− |u|2
)
(5.2.3)
Proof. For (5.2.1), we have by series expansion:
E
(∣∣1− eiΘu∣∣−2λ) =E( ∞∑
k,ℓ=0
(−λ
k
)
eikΘuk
(−λ
ℓ
)
eiℓΘuℓ
)
=
∞∑
k=0
(−λ
k
)2
|u|2k
=
∞∑
k=0
(
λ+ k − 1
k
)2
|u|2k.
The two first terms of the sum are 1 and λ2|u|2. If λ is a nonpositive integer, only finitely
many terms are non-zero. Otherwise, for k ≥ 2, the coefficient of |u|2k is(
Γ(k + λ)
Γ(λ)Γ(k + 1)
)2
= Oλ(k2(λ−1)),
whereas the coefficient of |u|2k in the expansion of |u|4(1− |u|2)−2|λ| is
(−1)k−2
(−2|λ|
k − 2
)
=
(
2|λ|+ k − 3
k − 2
)
=
Γ(2|λ|+ k − 2)
Γ(2|λ|)Γ(k − 1) ≫λ k
2|λ|−1 ≫λ k2(λ−1)
for λ 6= 0. This gives bound (5.2.2) for λ 6= 0, and this bound is obvious for λ = 0.
If |λ| ≤ 1, we have (−λ
k
)2
=
k−1∏
j=0
( | − λ− j|
1 + j
)2
≤ 1
which gives (5.2.3).

The following estimates will be useful:
Proposition 5.3. For β > 0, j large enough depending on β, and Qj = Qj(r), we have
almost surely, for Q = Qr:
EQ
(
1− |Qj+1|2
∣∣∣Fj)
(5.3.1)
=1− r2 + r2 (1− |Qj |2)(1− 2
β(j + 1)
(
1− |Qj |2
)
+
4
β(j + 1)
|Qj|2 +O
(
1
(j + 1)2
))
.
VarQ
(
1− |Qj+1|2
∣∣∣Fj) =r4 (1− |Qj|2)2( 4|Qj |2
β(j + 1)
+O
(
1
(j + 1)2
))
.(5.3.2)
EQ
(
(|Qj|2 − |Qj+1|2)4
∣∣∣Fj) =O((1− r2)4 + 1
(j + 1)2
)
.(5.3.3)
We also have
EQ (−2ℜ log(1− αjQj) |Fj) = 4
β(j + 1)
|Qj |2 +O
(
1
(j + 1)2
)
.
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VarQ (−2ℜ log(1− αjQj) |Fj) = 4
β(j + 1)
|Qj|2 +O
(
1
(j + 1)2
)
.
We recall that the implicit constant in O depends only on β.
Proof. For the first equation, taking the conditional expectation EQ( · |Fj) in (5.1.1), we
only have to prove:
EQ
(
1− |αj|2
|1− αjQj |2 |Fj
)
= 1− 2
β(j + 1)
(
1− |Qj |2
)
+
4
β(j + 1)
|Qj|2 +O
(
1
(j + 1)2
)
.
On the other hand, by using the rotational invariance of αj and its independence with
Fj, we get, for all λ ∈ R,
E[|1− αjQj|−2λ |Fj, |αj|] = E
(|1− eiΘu|−2λ)
with u = |αjQj |, and Θ a uniform random variable as in Lemma 5.2.
Now, using the change of measure (4.1.3) and then (5.2.2) for λ = 2 and u = |αjQj |,
we deduce
EQ
(
1− |αj |2
|1− αjQj|2 |Fj
)
=E
(
(1− |αj|2)(1− |αjQj|2)
|1− αjQj|4 |Fj
)
=E
(
(1− |αj|2)(1− |αjQj|2)
(
1 + 4|αjQj |2 +O
( |αjQj |4
(1− |αjQj |2)4
))
|Fj
)
=E
(
1− |αj|2 − |αjQj |2 + 4|αjQj |2|Fj
)
+O
(
E
|αj|4
(1− |αj|2)4
)
=1− 2
β(j + 1)
(
1− |Qj |2
)
+
4
β(j + 1)
|Qj|2 +O
(
E
|αj|4
(1− |αj|2)4
)
.
The first estimate holds as E
|αj |4
(1−|αj |2)4
= O( 1
(j+1)2
) for j large enough depending on β.
For the second equation, the proof is similar, by taking the variance under Q condi-
tionally to Fj in (5.1.1). We only have to prove:
VarQ
(
1− |αj |2
|1− αjQj|2 |Fj
)
=
4|Qj|2
β(j + 1)
+O
(
1
(j + 1)2
)
.
The required expansion uses (5.2.2) for λ = 3:
VarQ
(
1− |αj |2
|1− αjQj|2 |Fj
)
=E
(
(1− |αj|2)2(1− |αjQj |2)
|1− αjQj|6 |Fj
)
− EQ
(
1− |αj |2
|1− αjQj |2 |Fj
)2
=E
(
(1− |αj|2)2(1− |αjQj |2)
(
1 + 9|αjQj |2 +O
( |αjQj |4
(1− |αj |2)6
))
|Fj
)
− EQ
(
1− |αj|2
|1− αjQj |2 |Fj
)2
=E
(
1− 2|αj|2 − |αjQj |2 + 9|αjQj |2|Fj
)
+O
(
E
|αj|4
(1− |αj |2)6
)
− EQ
(
1− |αj|2
|1− αjQj |2 |Fj
)2
=1− 4
β(j + 1)
(
1− |Qj|2
)
+
12
β(j + 1)
|Qj |2
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+O
(
E
|αj|4
(1− |αj |2)6
)
− EQ
(
1− |αj|2
|1− αjQj |2 |Fj
)2
=
4
β(j + 1)
|Qj |2 +O
(
1
(j + 1)2
)
,
which gives the desired estimate for j large enough depending on β.
For the fourth moment, we first deduce from (5.1.1):
|Qj |2 − |Qj+1|2 =(1− r2) + (1− |Qj |2)
(
r2(1− |αj|2)
|1− αjQj|2 − 1
)
=|Qj |2(1− r2) + r2(1− |Qj|2)
(
(1− |αj|2)
|1− αjQj |2 − 1
)
.
Since |Qj |2 ∈ [0, 1], the fourth moment of the first term is smaller than (1− r2)4 and for
the second term, it is enough to get the estimate
(5.3.4) EQ
[(
1− |αj |2
|1− αjQj|2 − 1
)4 ∣∣Fj
]
= O
(
1
(j + 1)2
)
.
We have, for p ∈ {0, 1, 2, 3, 4}, thanks to (5.2.2),
EQ
(
(1− |αj|2)p
|1− αjQj|2p |Fj
)
=E
(
(1− |αj|2)p(1− |αjQj |2)
|1− αjQj|2p+2 |Fj
)
=E
(
(1− |αj|2)p(1− |αjQj |2)
(
1 + (p+ 1)2|αjQj |2 +O
( |αjQj|4
(1− |αj|2)2p+2
))
|Fj
)
=E
(
1− p|αj|2 − |αjQj |2 + (p+ 1)2|αjQj |2|Fj
)
+O
(
E
|αj |4
(1− |αj|2)2p+2
)
=1− 2p
β(j + 1)
+
2((p+ 1)2 − 1)
β(j + 1)
|Qj|2 +O
(
1
(j + 1)2
)
.
Multiplying this estimate respectively by 1,−4, 6,−4, 1 for p equal to 0, 1, 2, 3, 4, and
adding the terms, we get the desired bound for j large enough depending on β.
For the last equations that concern the logarithm, we get
EQ (− log(1− αjQj) |Fj) =− E
(
1− |αjQj |2
|1− αjQj |2 log(1− αjQj)|Fj
)
If we condition on Fj and |αj|, the expectation is, for u = |αjQj |,
1− u2
2π
∫ 2π
0
(1− ueiθ)−1(1− ue−iθ)−1 log(1− ueiθ)dθ
= −1 − u
2
2π
∫ 2π
0
∑
k,ℓ≥0,m≥1
uk+ℓ+m
m
eiθ(k−ℓ+m)dθ = −(1− u2)
∑
k≥0,m≥1
u2(k+m)
m
= −(1 − u2)
∑
k≥0
u2k
∑
m≥1
u2m
m
= log(1− u2).
We deduce
EQ (− log(1− αjQj) |Fj) =E
(− log(1− |αjQj |2)|Fj)
=E
(|αjQj |2|Fj)+O(E |αj|4
1 − |αj |2
)
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=
2
β(j + 1)
|Qj |2 +O
(
1
(j + 1)2
)
for j large enough depending on β.
Let us now estimate the variance. We get
EQ
(
(−2ℜ log(1− αjQj))2 |Fj
)
= E
(
1− |αjQj |2
|1− αjQj |2 (−2ℜ log(1− αjQj))
2|Fj
)
.
If we condition on |αj|, we obtain
1− u2
2π
∫ 2π
0
(1− ueiθ)−1(1− ue−iθ)−1[− log(1− ueiθ)− log(1− ue−iθ)]2dθ
=
1− u2
2π
∫ 2π
0
∑
k≥0
ukeiθk
∑
ℓ≥0
uℓe−iθℓ
 ∑
m∈Z\{0}
u|m|
|m| e
iθm
2 dθ
= (1− u2)
∑
k,ℓ≥0,m,p∈Z\{0}
uk+ℓ+|m|+|p|
|mp| 1k−ℓ+m+p=0
If we fix m and p, we prescribe the difference k − ℓ = −m − p. The possible values for
k + ℓ are then |m+ p|+ 2r for r = min(k, ℓ) ≥ 0. Hence, we get
(1− u2)
∑
r≥0
u2r
∑
m,p∈Z\{0}
u|m+p|+|m|+|p|
|mp| =
∑
m,p∈Z\{0}
u|m+p|+|m|+|p|
|mp| = 2
∑
m≥1
p∈Z\{0}
u|m+p|+m+|p|
m|p| .
If we split the sum in function of the sign of p and then isolate the terms for (m, p) =
(1, 1), (1, 2), (2, 1) in the second sum, we get after minoring 2max(m, p) by m+ p:
2
∑
m,p≥1
u2(m+p)
mp
+ 2
∑
m,p≥1
u2max(m,p)
mp
= O
(∑
m,p≥1
u2mu2p
)
+ 2u2 + 2u4 +O
(∑
m,p≥2
umup
)
,
which gives
2u2 +O
(
u4
(1− u)2
)
= 2u2 +O
(
u4
(1− u2)2
)
.
We deduce
EQ
(
(−2ℜ log(1− αjQj))2 |Fj
)
= 2E
(|αjQj |2)|Fj)+O(E |αj|4
(1− |αj |2)2
)
=
4
β(j + 1)
|Qj |2 +O
(
1
(j + 1)2
)
for j large enough depending on β. Subtracting the square of previous estimate of the
expectation gives the desired bound for the variance.

5.2. Bounds of useful quantities related to (Qk)k≥0. We recall the expressions, avail-
able for N ≥ n:
ωr,n,N :=
2
β
N−1∑
k=n
|Qk(r)|2 − r2k+2
k + 1
and
ρr,n,N :=
N−1∑
k=n
(
− log
(
1− |αkQk(r)|2
1− |αk|2
)
+
2
β
1− |Qk(r)|2
k + 1
)
.
The analysis of these random variables is intimately related to the following result:
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Proposition 5.4. For r ∈ (0, 1), the series:∑
k≥0
|Qk(r)|2
k + 1
converges Q-almost surely.
Moreover, if for every A > 0, we define the index Ar,n = max(n, ⌊A(1− r2)−1⌋) and:

(A,∞)
r,n :=
∑
k≥Ar,n
|Qk+1(r)|2
k + 2
,
then we have, for all p ∈ R:
EQ
(
ep
(A,∞)
r,n |Fn
)
≤ exp (Op(A−1))
almost surely.
Proof. In this proof, we again write Qk for Qk(r) in order to simplify the notation.
We know that (log Φ∗k(r))k≥0 is a (F,P)-martingale, bounded in L
2(Ω,B,P) since it has
bounded exponential moments, and then the expectation of its bracket is bounded. In
particular, the bracket is P-almost surely finite, and then Q-almost surely finite since P
and Q are equivalent measures. Now, since
log Φ∗k(r) =
k−1∑
j=0
log (1− αjQj) ,
the bracket is
〈log Φ∗· (r)〉k =
k−1∑
j=0
E
(|log (1− αjQj)|2 | Fj) = k−1∑
j=0
E
(
∞∑
m=1
|αjQj |2m
m2
| Fj
)
by rotational invariance of αj and independence of αj and Fj, and then
〈log Φ∗· (r)〉k =
2
β
k−1∑
j=0
( |Qj |2
j + 1
+O(E[|αj |4])
)
= O(1) + 2
β
k−1∑
j=0
|Qj |2
j + 1
.
Hence, the last sum is almost surely bounded when k varies, for fixed r < 1.
Now, let us bound 
(A,∞)
r,n . We start by proving the following equation:
(1− r2)−1(A,∞)r,n(5.4.1)
=(1− r2)−1
∞∑
k=Ar,n
|Qk+1|2 − EQ (|Qk+1|2|Fk)
k + 2
+ r2(1− r2)−1(A,∞)r,n +O
(
1
A
)
.
In order to see that, we write:
(1− r2)−1(A,∞)r,n =(1− r2)−1
∞∑
k=Ar,n
|Qk+1|2 − EQ (|Qk+1|2|Fk)
k + 2
(5.4.2)
+ (1− r2)−1
∞∑
k=Ar,n
EQ (|Qk+1|2|Fk)
k + 2
,
and from (5.3.1),
EQ (|Qk+1|2|Fk)
k + 2
=
r2|Qk|2
k + 1
+O
(
1
(k + 1)2
)
.
Then the combination of the two previous equations yields:
(1− r2)−1(A,∞)r,n
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=(1− r2)−1
∞∑
k=Ar,n
|Qk+1|2 − EQ (|Qk+1|2|Fk)
k + 2
+ r2(1− r2)−1(A,∞)r,n
+O
r2(1− r2)−1
Ar,n + 1
+ (1− r2)−1
∞∑
k=Ar,n
1
(k + 1)2

=(1− r2)−1
∞∑
k=Ar,n
|Qk+1|2 − EQ (|Qk+1|2|Fk)
k + 2
+ r2(1− r2)−1(A,∞)r,n +O
(
(1− r2)−1
Ar,n + 1
)
=(1− r2)−1
∞∑
k=Ar,n
|Qk+1|2 − EQ (|Qk+1|2|Fk)
k + 2
+ r2(1− r2)−1(A,∞)r,n +O
(
1
A
)
,
which is (5.4.1).
Rearranging this equation, we get

(A,∞)
r,n =O
(
1
A
)
− (1− r2)−1
∞∑
k=Ar,n
1− |Qk+1|2 − EQ (1− |Qk+1|2|Fk)
k + 2
=O
(
1
A
)
−
∞∑
k=Ar,n
∆Mk ,
where ∆Mk are martingale differences, bounded by 1. Estimating the increments of the
bracket from (5.3.2) yields:
EQ
(
(∆Mk)
2|Fk
)≪ (1− r2)−2
(k + 1)3
.
Hence, the bracket of the corresponding martingale is bounded by
〈M〉∞ ≪
∑
k≥Ar,n
(1− r2)−2
(k + 1)3
≪A 1
and the martingale converges in L2(Ω,B,Q). In order to bound exponential moments, we
use the following variant of conditional Chernoff bounds. For all p ∈ R:
EQ
(
ep∆Mk |Fk
) ≤ EQ(1 + p∆Mk + 1
2
(p∆Mk)
2 e|p∆Mk||Fk
)
≤ EQ
(
1 +
1
2
(p∆Mk)
2 e|p||Fk
)
≤ 1 +O
(
p2(1− r2)−2e|p|
2(k + 1)3
)
≤ exp
(
O
(
p2(1− r2)−2e|p|
2(k + 1)3
))
In the end, by the tower property of conditional expectation, and the fact that Ar,n ≥ n,
we get
EQ
(
e
p
∑∞
k=Ar,n
∆Mk |Fn
)
≤ exp
O
1
2
p2e|p|
∑
k≥Ar,n
(1− r2)−2
(k + 1)3
 ≤ exp (O(p2e|p|A−2)) .
Therefore,
EQ
(
ep
(A,∞)
r,n |Fn
)
≤ exp (O(pA−1 + p2e|p|A−2)) = exp (Op(A−1)) .
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
The main result of this subsection is the following:
Proposition 5.5. Almost surely, under Q, ωr,n,N and ρr,n,N converge when N → ∞,
respectively to
ωr,n =
2
β
∞∑
k=n
|Qk(r)|2 − r2k+2
k + 1
and
ρr,n :=
∞∑
k=n
(
− log
(
1− |αkQk(r)|2
1− |αk|2
)
+
2
β
1− |Qk(r)|2
k + 1
)
.
Moreover, for all p ≥ 0, there exists K > 0, depending only on p and β, such that for all
r ∈ (0, 1),
EQ[ep ωr,n|Fn] ≤ K, EQ[epρr,n |Fn] ≤ K
a.s., and if ε > 0, and L is a compact subset of the n-th power of the open unit disc, then
there exists η, depending on β, ε, n, L and r, and tending to zero when r → 1− and the
other parameters are fixed, such that
Q[|ρr,n| > ε|Fn] ≤ η
a.s. on the event where (α0, . . . , αn−1) ∈ L. In particular, for n = 0, we get that ωr,0
and ρr,0 have bounded positive exponential moments and ρr,0 converges to 0 in probability
when r tends to 1 from below.
Proof. The convergence of the series defining ωr,n is a direct consequence of the conver-
gence of the series
r,n :=
∑
k≥n
|Qk+1|2
k + 2
,
proven in Proposition 5.4. Let us now bound the positive exponential moments of ωr,n.
Using the index Ar,n = max(n, ⌊(1− r2)−1⌋) for A = 1, we get
ωr,n =
2
β
∑
n≤k≤Ar,n
|Qk|2 − r2k+2
k + 1
+
2
β
∞∑
k=Ar,n+1
|Qk|2 − r2k+2
k + 1
≤ 2
β
∑
n≤k≤Ar,n
1− r2k+2
k + 1
+
2
β
∞∑
k=Ar,n+1
|Qk|2
k + 1
≤ 2
β
Ar,n∑
k=n
1− r2k+2
k + 1
+
2
β

(A=1,∞)
r,n
= O(1) + 2
β

(A=1,∞)
r,n .
In the last step, we recognized the convergent (hence bounded) Riemann sum:
Ar,n∑
k=n
1− r2k+2
k + 1
r→1−→
∫ 1
0
dt
1− e−t
t
.
As a consequence, it suffices to prove the bound for 
(A=1,∞)
r,n instead of ωr,n, which is
already contained in Proposition 5.4.
Let us now consider ρr,n. We have
ρr,n,N =−
N−1∑
j=n
(
− log (1− |αj|2)− 2
β(j + 1)
)(
1− |Qj |2
)
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−
N−1∑
j=n
(
log
(
1− |αjQj |2
)− |Qj|2 log (1− |αj|2))
=: E1 + E2 .
We control each of the terms separately. We easily check that E1, in function of N , is a
P-martingale. It is also a Q-martingale, since (|αj |)j≥0 has the same law under the two
probability measures. Indeed, for any measurable function F from R to R+, and any
j ≥ 0, we have
EQ[F (|αj|)|Fj] = EP
[
F (|αj|)1− |αjQj |
2
|1− αjQj |2 |Fj
]
= EP
[
F (|αj|)EP
[
1− |αjQj |2
|1− αjQj |2 |Fj, |αj|
]
|Fj
]
= EP [F (|αj|)|Fj] ,
the last equality coming from the fact that for u = |αjQj | < 1,
1
2π
∫ 2π
0
1− u2
|1− ueiθ|2dθ = 1.
The conditional L2 norm of the martingale is bounded as follows:
EQ
(
E21 |Fn
)
=
N−1∑
j=n
EQ
(
(1− |Qj|2)2|Fn
)
Var
(
log(1− |αj |2)
)
≪
N−1∑
j=n
EQ
(
(1− |Qj|2)2|Fn
) 1
(j + 1)2
,
which a.s. converges when N goes to infinity. We deduce the a.s. convergence of the
series corresponding to E1.
Furthermore, by iterating Sze¨go recursion, we deduce that for j ≥ n,
Qj = Ξn,j(r, Qn, (αk)n≤k≤j−1, (αk)n≤k≤j−1)
where Ξn,j is a universal rational function, which has modulus 1 if the two first arguments
have modulus 1.
Moreover, Ξn,j is well-defined when the two first arguments have modulus at most 1
and the others have modulus strictly less than 1, and then it is coutinuous when these
constraints are satisfied, and uniformly continuous if we restrict the αk’s to a compact set
of the open unit disc. We deduce that for fixed (bk)n≤k≤q−1 of modulus strictly less than
1,
Sn,j(r, q, (bk)n≤k≤j−1) := inf
|Q|∈[q,1],(|ak|=bk)n≤k≤j−1
|Ξn,j(r, Q, (ak)n≤k≤j−1, (ak)n≤k≤j−1)|
goes to 1 when r and q go to 1 from below. Now, we have
EQ
(
E21 |Fn
)≪ N−1∑
j=n
1
(j + 1)2
EQ
(
(1− Sn,j(r, q, (|αk|)n≤k≤j−1)2)2|Fn
)
on the event when |Qn| ∈ [q, 1]. Conditionally on Fn, (|αk|)n≤k≤j−1 has the same distri-
bution under P and under Q, as proven above. Since (|αk|)n≤k≤j−1 is independent of Fn
under P, it is also independent under Q, with the same distribution, and then
EQ
(
E21 |Fn
)≪ N−1∑
j=n
1
(j + 1)2
EP
(
(1− Sn,j(r, q, (|αk|)n≤k≤j−1)2)2
)
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on the event when |Qn| ∈ [q, 1]. Now, |Qn| is a continuous function of r, α0, . . . , αn−1, and
then it is uniformly continuous if we assume that (α0, . . . , αn−1) is in a given compact set
L ∈ Dn. Hence, under this assumption, |Qn| ∈ [gn,L(r), 1] when gn,L is a function tending
to 1 when r → 1−. We deduce
EQ
(
E21 |Fn
)≪ ∞∑
j=n
1
(j + 1)2
EP
(
(1− Sn,j(r, gn,L(r), (|αk|)n≤k≤j−1)2)2
)
,
when (α0, . . . , αn−1) ∈ L. By dominated convergence, the right-hand side, which depends
on β, n, L and r, converges to 0 when r → 1− with fixed other parameters. The estimates
remains true if in E1, we replace the sum from n to N − 1 by its limit when N goes to
infinity. If we still denote this infinite sum by E1, we get
(5.5.1) Q[|E1| > ε|Fn] ≤ η1,
where
η1 ≪ ε−2
∞∑
j=n
1
(j + 1)2
EP
(
(1− Sn,j(r, gn,L(r), (|αk|)n≤k≤j−1)2)2
)
depends on β, ε, n, L and r and tends to 0 when r goes to 1.
In order to estimate E2, we observe that for a, q ∈ [0, 1),
− log(1− aq) + q log(1− a) =
∞∑
k=1
ak(qk − q)
k
,
and then this quantity is nonpositive. Moreover, since
q − qk =
k−1∑
r=1
(qr − qr+1) ≤ (k − 1)(1− q),
the absolute value of the quantity above is at most
∞∑
k=1
ak(k − 1)(1− q)
k
≤ (1− q)
∞∑
k=2
ak =
(1− q)a2
1− a .
We deduce that E2 is a sum of nonpositive terms, and if we still denote by E2 its limit
when N goes to infinity, we get
|E2| ≤
∞∑
j=n
(1− |Qj |2) |αj|
4
1− |αj|2 .
If (α0, . . . , αn−1) ∈ L, we get
|E2| ≤
∞∑
j=n
(1− Sn,j(r, gn,L(r), (|αk|)n≤k≤j−1)2) |αj|
4
1− |αj|2 .
We deduce, for ε > 0,
Q[|E2| > ε|Fn] ≤ Q
[
max
n≤j≤p−1
|αj|4
1− |αj|2 > R|Fn
]
+ ε−1EQ
[
R
p−1∑
j=n
(1− Sn,j(r, gn,L(r), (|αk|)n≤k≤j−1)2)
+
∞∑
j=p
(1− Sn,j(r, gn,L(r), (|αk|)n≤k≤j−1)2) |αj|
4
1− |αj|2 |Fn
]
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for any p ≥ n and R > 0. The first term is a quantity depending on β, n, R, p, and tending
to zero when R goes to infinity. The second term depends on β, ε, n, R, p, L, r, is finite as
soon as p is large enough depending on β, and under such assumption, it tends to zero
when r → 1− by dominated convergence. We deduce that for fixed β, ε, n, L, which also
allows to fix p, we get
Q[|E2| > ε|Fn] ≤ δ1(R) + δ2(R, r)
where δ1(R) goes to 0 when R→∞ and δ2(R, r) goes to 0 when R is fixed and r → 1−.
Since the left-hand side is in fact independent of R, we have
(5.5.2) Q[|E2| > ε|Fn] ≤ η2,
where
η2 := inf
R>0
(δ1(R) + δ2(R, r))
may depend on β, ε, n, L, r. For each R > 0, we get
lim sup
r→1−
η2 ≤ δ1(R) + lim
r→1−
δ2(R, r) = δ1(R),
and then η2 goes to zero when r → 1−.
From (5.5.1) and (5.5.2), we deduce the part of the proposition relative to the conver-
gence in probability of ρr,n.
It remains to bound the positive exponential moments of ρr,n. We notice that since
E2 has nonpositive terms, it is enough to bound the positive exponential moments of the
limit of E1 when N goes to infinity, still denoted E1.
We have, for all p ≥ 0,
EQ
[
exp
(
p
(
log
(
1− |αj|2
)
+
2
β(j + 1)
)(
1− |Qj|2
)) |Fj]
=EQ
[(
1− |αj|2
)p(1−|Qj |2) e 2pβ(j+1)(1−|Qj|2)|Fj]
=
(β/2)(j + 1)
(β/2)(j + 1) + p (1− |Qj|2)e
2p
β(j+1)(1−|Qj |2)
=
1
1 + 2p
β(j+1)
(1− |Qj |2)
e
2p
β(j+1)(1−|Qj|2) .
Now, using the inequality − log(1 + x) ≤ −x+ 1
2
x2, available for all x ≥ 0, we deduce:
EQ
[
exp
(
p
(
log
(
1− |αj|2
)
+
2
β(j + 1)
)(
1− |Qj|2
)) |Fj]
≤ e
2p2
β2(j+1)2
(1−|Qj |2)
2
≤ e
2p2
β2(j+1)2 .
Using the tower property of conditional expectation, we deduce
EQ[epE1|Fn] ≤ eO(p2),
which finishes the proof of the proposition. 
6. A diffusive limit for |Qj(reiθ)|2
In the proof of Lemma 4.2, we will require various estimates regarding
(|Qj(reiθ)|2)j≥n
as well as the diffusive limit for fixed θ, while j is large and r close to 1. These F-adapted
processes satisfy some discrete approximations of SDEs. We will need to know if their
distribution converges to some solutions of the corresponding continuous SDEs, in the
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same way as the simple random walk converges to the Brownian motion after suitable
scaling.
The precise statement is as follows, and its proof is the topic of the current section.
Proposition 6.1. We assume β > 2. For ε ∈ (0, 1), A > 0, r ∈ (0, 1), recall that the
indices Ar,n and εr,n are:
Ar,n = max(n, ⌊A/(1− r2)⌋) , εr,n = max(n, ⌊ε/(1− r2)⌋) .
Moreover, we fix an event G ∈ Fn, which may depend on r, and under which (α0, . . . , αn−1)
is in some deterministic compact subset of Dn, independent of r. Then, for every ξ > 0,
we have
lim sup
A→∞
sup
r∈(0,1)
Q
 ∞∑
j=Ar,n
|Qj(r)|2
j + 1
≥ ξ | G
 =0(6.1.1)
and
lim sup
ε→0
sup
r∈(0,1)
Q
[
εr,n−1∑
j=n
1− |Qj(r)|2
j + 1
≥ ξ | G
]
=0 .(6.1.2)
Moreover, consider the process X
(r)
t equal to |Qn+ t
log(r−2)
(r)|2 at time t when t is a multi-
ple of log(r−2), and linearly interpolated for other values of t. Under Q and conditionally
on G, the law of X(r) tends, for the topology of uniform convergence on compact sets, to
the distribution of a continuous solution X of the following stochastic differential equation
(6.1.3) d(1−Xt) = Xtdt− (1−Xt)2 2dt
βt
+ 4 (1−Xt)Xt dt
βt
+
√
(1−Xt)2 4Xt
βt
dBt ,
where B is a Brownian motion.
Furthermore, we have that almost surely,
(6.1.4) sup
t∈(0,1]
1−Xt
t1−ε′
<∞
for all ε′ ∈ (0, 1), and ∫ ∞
0
Xt − e−t
t
dt <∞ .
Finally, the law of X is uniquely determined by the properties given above.
Strategy of proof. In Subsection 6.1, we provide the proofs of the estimates (6.1.1) and
(6.1.2).
In Subsection 6.2, we prove that the sequence of laws L
(
X
(r)
t ; t ≥ 0
)
is tight for r < 1.
Furthermore, every limit point as r → 1 is solution of the announced SDE (6.1.3) - for
t > 0. At that stage, uniqueness will still be required to finish the proof of the convergence
in law.
In Subsection 6.3, we study the entrance law for any solution to the SDE (6.1.3) satis-
fying (6.1.4) for t > 0 and we relate it to Dufresne’s identity.
Subsection 6.4 finally proves uniqueness, and thus concludes the proof of Proposition
6.1. 
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6.1. Proofs of Eq. (6.1.1) and (6.1.2). For the first statement, with the notation of
Proposition 5.4, it is enough to prove that
(6.1.5) EQ
(

(A,∞)
r,n |Fn
)
= O(A−1)
almost surely, the implicit constant being independent from r. From the proof of that
proposition, we already have:

(A,∞)
r,n =O(1/A)−
∞∑
k=Ar,n
∆Mk ,
where ∆Mk are martingale differences, bounded by 1. Estimating the increments of the
bracket from (5.3.2) yields:
EQ
(
(∆Mk)
2|Fk
)≪ (1− r2)−2
(k + 1)3
.
Hence, the bracket of the corresponding martingale is bounded by
〈M〉∞ ≪
∑
k≥Ar,n
(1− r2)−2
(k + 1)3
≪ 1/A2
and the martingale converges in L2(Ω,B,Q), with
E[(M∞ −MAr,n)2|Fn]≪ 1/A2,
which gives the desired estimate.
For the second statement, we will need the following notion. We say that a family of
random variables (X(r))r∈(0,1) is tight conditionally to G when almost surely:
lim sup
a→∞
sup
r∈(0,1)
Q (|X(r)| > a | G) = 0 .(6.1.6)
Thanks to the recurrence (5.1.1) and the fact that Q0(r) = r, we have
1− |Qn+k|2
=
k−1∑
j=0
(1− r2)r2j
k+n−1∏
ℓ=k+n−j
1− |αℓ|2
|1− αℓQℓ|2 + (1− |Qn|
2)r2k
k+n−1∏
ℓ=n
1− |αℓ|2
|1− αℓQℓ|2
≤(1− |Qn|2)
k+n−1∏
ℓ=n
1− |αℓ|2
|1− αℓQℓ|2 + (1− r
2)
n+k∑
j=n+1
n+k−1∏
ℓ=j
1− |αℓ|2
|1− αℓQℓ|2 .
By introducing the two following (F,Q)-martingales:{
Nj :=
∑j−1
ℓ=0
(
− log(1− |αℓ|2)− 2β(ℓ+1)
)
Mj := Mj(r) =
∑j−1
ℓ=0
(− log |1− αℓQℓ|2 + EQ [log |1− αℓQℓ|2|Fℓ]) ,
we can rewrite the previous expression as:
1− |Qn+k|2
≤(1− |Qn|2) exp
(
k+n−1∑
ℓ=n
log
(
1− |αℓ|2
|1− αℓQℓ|2
))
+ (1− r2)
n+k∑
j=n+1
exp
(
n+k−1∑
ℓ=j
log
(
1− |αℓ|2
|1− αℓQℓ|2
))
≤(1− |Qn|2) exp
(
−(Nk+n −Nn) +Mk+n −Mn +
k+n−1∑
ℓ=n
EQ
[
log
(
1− |αℓ|2
|1− αℓQℓ|2
)
|Fℓ
])
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+ (1− r2)
n+k∑
j=n+1
exp
(
−(Nk+n −Nj) +Mk+n −Mj +
k+n−1∑
ℓ=j
EQ
[
log
(
1− |αℓ|2
|1− αℓQℓ|2
)
|Fℓ
])
.
In this computation, we have used the fact that the conditional distribution of |αj |2 given
Fj is the same under P and under Q, which implies
EQ[− log(1− |αj |2)|Fj] = EP[− log(1− |αj|2)|Fj] = 2
β(j + 1)
.
Combining these estimates with the last estimates of Proposition 5.3, we have a.s., for n
large enough depending on β:
EQ
[
log
(
1− |αj|2
|1− αjQj |2
)
|Fj
]
=
4
β(j + 1)
|Qj |2 − 2
β(j + 1)
+O
(
1
(j + 1)2
)
≤ 2
β(j + 1)
+O
(
1
(j + 1)2
)
,
which becomes upon summing:
n+k−1∑
ℓ=j
EQ
[
log
(
1− |αℓ|2
|1− αℓQℓ|2
)
|Fℓ
]
≤ O(1) + 2
β
log
(
n+ k
j + 1
)
.
We deduce a.s.:
1− |Qn+k|2 ≪ (1− |Qn|2) exp (−(Nk+n −Nn) +Mk+n −Mn)
(
n+ k
n+ 1
) 2
β
+ (1− r2)
n+k∑
j=n+1
exp (−(Nk+n −Nj) +Mk+n −Mj)
(
n+ k
j + 1
) 2
β
.
Now, we have to control the martingales N and M. We start by the easier N , which
is a convergent martingale. We have that:
CNω := sup
j≥n
|Nj −Nn| <∞ ,
since (Nj −Nn)j≥n is almost surely a Cauchy sequence. Furthermore, since N has inde-
pendent increments, CNω is independent from Fn, and its distribution under Q does not
depend on r. As such, because single random variables are tight:
lim sup
a→∞
Q
(|CNω | > a|G) = 0,
and (6.1.6) is satisfied for CNω .
In order to control the contribution of (Mj(r))j≥n, we crucially use the epsilon of room
between 2
β
and 1 in the subcritical regime. To that end, pick η > 0, depending only on
β, such that 2
β
+ η < 1, and consider the random variable
CM,kω (r) := sup
n≤j≤n+k
[
Mn+k(r)−Mj(r)− η log n + k + 1
j + 1
]
.(6.1.7)
This quantity has a distribution that depends on r and k. Upon using the bound
exp [−(Nk+n −Nj) +Mk+n(r)−Mj(r)]
= exp [−(Nk+n −Nn) +Nj −Nn)]
× exp
[
Mk+n(r)−Mj(r)− η log n+ k + 1
j + 1
](
n+ k + 1
j + 1
)η
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≤e2CNω +CM,kω (r)
(
n + k + 1
j + 1
)η
,
we have:
1− |Qn+k|2
≪ e2CNω +CM,kω (r)
[
(1− |Qn|2)
(
n + k + 1
n + 1
) 2
β
+η
+ (1− r2)
n+k∑
j=n+1
(
n + k + 1
j + 1
) 2
β
+η
]
.
From the classical comparison between series and integrals, we have:
∀k ∈ N,
k∑
j=0
1
(j + 1)
2
β
+η
≤ (k + 1)
1−η− 2
β
1− η − 2
β
,
and from the mean value theorem, we have:
(1− |Qn|2) ≤ (1− r)|2Q′nQn|L∞(D) ≤ 2(1− r2)|Q′n|L∞(∂D) .
In this last inequality, we used the fact that |Qn| ≤ 1 and that, by the maximum prin-
ciple for subharmonic functions, |Q′n| reaches its maximum on the boundary of the disc.
Therefore, the previous inequality becomes:
1− |Qn+k|2 ≪ e2CNω +C
M,k
ω (r) (1− r2)
[
2|Q′n|L∞(∂D)
(
n+ k + 1
n+ 1
) 2
β
+η
+
n + k + 1
1− ( 2
β
+ η)
]
≪ e2CNω +CM,kω (r)(n+ k + 1) (1− r2)
[
2|Q′n|L∞(∂D)
n+ 1
+
1
1− ( 2
β
+ η)
]
.
Moreover, by Szego¨ recursion, Q′n(z) is a rational function of z, the Verblunsky coefficients
of index between 0 and n−1, and their conjugates: it is then continuous in z, α0, . . . , αn−1,
and bounded if we restrict to |z| = 1 and (α0, . . . , αn−1) ∈ L for some compact set
L ∈ Dn. Hence, |Q′n|L∞(∂D) is uniformly bounded, independently of r, under the event G.
By absorbing all the constants into a single one, we deduce that there exists a Cω > 0,
independent of r, which satisfies (6.1.6) and such that:
1− |Qn+k|2 ≤ Cω eC
M,k
ω (r)(n + k + 1)(1− r2) .
For the second estimate, we are done upon showing that for ε′ > 0, the random variables
(6.1.8)
(
S(r) := sup
k≤1/ log(1/r2)
(
CM,kω (r) + ε
′ log[(n+ k + 1)(1− r2)]))
r∈(0,1)
form a tight family, under Q and conditionally on G. Indeed, by combining (6.1.8) with
the previous equation, since
εr,n = max
(
n,
⌊
ε
1− r2
⌋)
≤ n + 1
log(1/r2)
+O(1) ,
we obtain, by taking ε′ = 1/2,
εr,n−1∑
j=n
1− |Qj(r)|2
j + 1
≤ O (min(1, log(1/r2)))+ min(εr,n−1,n+1/ log(1/r2))∑
j=n
1− |Qj(r)|2
j + 1
≤O (1− r2)+ Cω eS(r) εr,n−1∑
j=n
1
j + 1
(
(j + 1)(1− r2)) 12
≪O (1− r2)+ Cω eS(r)√ε.
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Now, the sum we want to estimate is non-empty only if εr,n ≥ n + 1 which implies
ε/(1− r2) ≥ 1, i.e. 1− r2 ≤ ε. We deduce
εr,n−1∑
j=n
1− |Qj(r)|2
j + 1
≪ ε+ Cω eS(r)
√
ε.
and then
sup
r∈(0,1)
Q
[
εr,n−1∑
j=n
1− |Qj(r)|2
j + 1
≥ ξ|G
]
≤ sup
r∈(0,1)
Q
[
(1 + Cω e
S(r))≫ ξε−1/2|G] ,
which goes to zero with ε by the tightness of (S(r))r∈(0,1).
In order to be truly done with the proof of (6.1.2), it remains to prove the tightness of
(6.1.8).
The proof of (6.1.8) is rather technical but essentially boils down to Doob’s martingale
inequality in order to control suprema and a dyadic decomposition argument. First, let
us start with controlling suprema. Fix λ ∈ [−1, 1], and let us compute for ℓ ≥ n:
EQ
(
eλ(Mℓ+1−Mℓ) |Fℓ
)
=E
(
1− |αℓQℓ|2
|1− αℓQℓ|2(1+λ)
|Fℓ
)
eλE
Q[log |1−αℓQℓ|2|Fℓ] .
By the estimates in Lemma 5.2 and Proposition 5.3, we have for ℓ large enough depending
on β:
EQ
(
eλ(Mℓ+1−Mℓ) |Fℓ
)
=E
(
(1− |αℓQℓ|2)
(
1 + (1 + λ)2|αℓQℓ|2 +O
( |αℓ|4
1− |αℓ|2
))
|Fℓ
)
× e− 4β(ℓ+1)λ|Qℓ|2+O((ℓ+1)−2)
=
(
1 + ((1 + λ)2 − 1) 2|Qℓ|
2
β(ℓ+ 1)
+O ((ℓ+ 1)−2)) e− 4β(ℓ+1)λ|Qℓ|2+O((ℓ+1)−2)
=exp
(
((1 + λ)2 − 1) 2|Qℓ|
2
β(ℓ+ 1)
− 4
β(ℓ+ 1)
λ|Qℓ|2 +O((ℓ+ 1)−2)
)
=exp
(
λ2
2|Qℓ|2
β(ℓ+ 1)
+O((ℓ+ 1)−2)
)
.
Therefore, there exists a constant c > 0 such that
Eλj,j′ := exp
(
λ(Mj −Mj′)− λ2 2
β
j−1∑
ℓ=j′
1
ℓ+ 1
− c
j−1∑
ℓ=j′
1
(ℓ+ 1)2
)
,
is a positive (F,Q)-supermartingale in j ≥ j′, starting at 1, for j′ large enough depending
on β. We deduce that the probability that this supermartingale reaches a level M > 0 is
at most 1/M . Applying this for λ ∈ (0, 1) and for −λ, we deduce that for a large enough
depending on β and b ≥ a ≥ n (recall that G is Fn-measurable):
Q
(
sup
a≤j≤b
|Mj −Ma| ≥ x|G
)
≪ e−λx+λ2 2β (1+log b+1a+1) .
Hence for λ ∈ (0, 1) again:
Q
(
sup
a≤j≤b
|Mj −Ma| ≥
(
1 + log
b+ 1
a+ 1
) 1
2
x|G
)
≪ e−λx+ 2βλ2 .
GMCγ = lim
←−
CβEn 43
For all integers p ≥ 0, let us define
Sp(r) :=
∞∑
m=0
max
0, sup
k∈[2p−1,2p+1−1]
sup
n≤j≤n+k
log n+k+1
j+1
≤2m
|Mn+k −Mj|1.25 − 2m
 .
The double supremum is bounded by the supremum of |Mj −Mj′|1.25 where j and j′ are
in an interval [a, b] such that b = n+ 2p+1 − 1, and log((n+ 2p)/(a+ 1)) ≤ 2m. Now:
sup
a≤j,j′≤b
|Mj −Mj′|1.25 ≪ sup
a≤j≤b
|Mj −Ma|1.25 .
Because of the above estimate, this quantity has a k-th moment (conditionally on G)
dominated by 21.25
1
2
km for fixed k ≥ 0, and a large enough depending on β. This last
constraint can in fact be dropped since the individual increments of M after n have all
bounded conditional moments given G (they are dominated by the moments of log(1 −
|αj|)).
The expectation of the power 3.2 of the double supremum Σm is dominated by
21.25×0.5×3.2m = 22m ,
and then:
EQ[max(0,Σm − 2m)|G] ≤ E[Σm1Σm≥2m |G] ≤ 2−2.2mE[Σ3.2m |G] ≤ 2−2.2m22m = 2−0.2m
which implies that EQ[Sp(r)|G] is bounded by a quantity depending only on β. Now, for
k ∈ [2p − 1, 2p+1 − 1], and n ≤ j ≤ n + k, we can consider, in Sp(r), the term of index
m ≥ 0 such that (1/2) + log((n+ k + 1)/(j + 1)) ∈ [2m−1, 2m), and we get
|Mn+k −Mj| ≪ 20.8m + Sp(r)0.8 ≪ 1 + log0.8((n+ k + 1)/(j + 1)) + Sp(r)0.8.
Then recalling the expression (6.1.7), we get for k ∈ [2p − 1, 2p+1 − 1],
CM,kω (r)≪ Sp(r)0.8 + sup
n≤j≤n+k
(
log0.8
n+ k + 1
j + 1
− η log n+ k + 1
j + 1
)
≪ Sp(r)0.8 + 1 .
Now, let us define for pr by 1/ log(1/r
2) ∈ [2pr − 1, 2pr+1 − 1]. We see that S(r) from
(6.1.8) is controlled by S˜(r) defined as:
S˜(r) := max
p≤pr
(
Sp(r)
0.8 − ε′′(pr − p)
)
for ε′′ = ε′ log 2. We have, for all x > 1, using a union bound and Markov’s inequality:
Q[S˜(r) ≥ x|G] ≤
∑
p≤pr
Q[S0.8p (r) ≥ x+ ε′′(pr − p)|G]
≤
∑
p≤pr
1
(x+ ε′′(pr − p))1.25E
Q[Sp(r)|G]≪ε′′ x−1/4
which is finite and tends to zero when x→∞, since E[Sp(r)|G] is bounded independently
of p and G. This provides the tightness of (6.1.8).
6.2. Weak convergence to a solution of the SDE. We start this subsection by a
general theorem of convergence of discrete stochastic processes towards the solution of a
SDE. Then, we apply this theorem to the setting of Proposition 6.1.
44 REDA CHHAIBI AND JOSEPH NAJNUDEL
6.2.1. A general theorem for convergence of stochastic processes.
Proposition 6.2. Let (εn)n≥1 be a positive sequence converging to zero. Let (X
(n))n≥1
be a family stochastic processes defined on intervals (In)n≥1 containing a fixed compact
interval I ⊂ R+ and whose endpoints are multiples of εn, X(n) being continuous and
piecewise linear on the intervals of the form [kεn, (k + 1)εn], uniformly bounded, and
satisfying the following equation:
X
(n)
(k+1)εn
−X(n)kεn = bn
(
kεn, X
(n)
kεn
)
εn + σn
(
kεn, X
(n)
kεn
)√
εnY
(n)
k
where bn : In × R→ R and σn : In × R→ R+ are given functions.
We assume that bn and σn are uniformly converging on R×I to continuous and bounded
functions b and σ when n goes to infinity, and
E[Y
(n)
k |(X(n)jεn)j≤k] = 0, E[(Y (n)k )2|(X(n)jεn)j≤k] = 1 ,
E[(X
(n)
(k+1)εn
−X(n)kεn)4|(X
(n)
jεn
)j≤k] = O(ε2n) .
Moreover, we suppose that b and σ satisfy the estimates:
|b(t, x)− b(t, y)| ≪ |x− y|, |σ(t, x)− σ(t, y)| ≪
√
|x− y|.
Then, the family of the laws of X(n) restricted to I for n ≥ 1 is tight and any subsequencial
limit has the law of a solution of the SDE:
dXt = b(t, Xt)dt+ σ(t, Xt)dBt ,
B being a Brownian motion.
Proof. For the tightness, by the classical Kolmogorov criterion, it is enough to show that
E[(X
(n)
t −X(n)s )4] = O((t− s)2)
for |t − s| smaller than some absolute constant. Since we assume a linear interpolation,
we can suppose s < t, s = kεn, t = mεn for k and m integers. For m ≥ k, we define
∆k,m = X
(n)
mεn −X(n)kεn
and we expand:
E[∆4k,m+1] = E[∆
4
k,m] + 4E[∆
3
k,mE[∆m,m+1|Hm]] + 6E[∆2k,mE[∆2m,m+1|Hm]]
+4E[∆k,mE[∆
3
m,m+1|Hm]] + E[∆4m,m+1],
where Hm is the σ-algebra generated by X(n)kεn for k ≤ m. We have
E[∆m,m+1|Hm] = bn(mεn, X(n)mεn)εn = O(εn)
since bn converges uniformly to b and b is bounded. Similarly,
E[∆2m,m+1|Hm] = b2n(mεn, X(n)mεn)ε2n + σ2n(mεn, X(n)mεn)εn = O(εn),
E[∆4m,m+1|Hm] = O(ε2n)
by assumption, and by using Cauchy-Schwarz inequality,
E[|∆3m,m+1|
∣∣Hm] = O(ε3/2n ).
Using Ho¨lder inequality, we deduce that if Em = E[∆
4
k,m], we have
Em+1 − Em ≪ (E3/4m + E1/2m )εn + E1/4m ε3/2n + ε2n.
As soon as Em ≤ 1 we deduce
Em+1 − Em ≪ E1/2m εn + ε2n,
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and then, if Em+1 ≥ Em ≥ ε2n
E
1/2
m+1 − E1/2m ≤
Em+1 − Em
2E
1/2
m
≪ εn + ε2nE−1/2m ≪ εn,
which remains true if Em+1 ≥ Em and Em ≤ ε2n since in this case
Em+1 ≤ Em +O(E1/2m εn + ε2n)≪ ε2n.
By induction, we deduce E
1/2
m ≪ (m − k)εn as soon as (m − k)εn is smaller than some
absolute constant. This is enough for tightness.
Now, let X be any limit in law of a subsequence of (X(n))n≥1. In order to prove that
the law of X is necessarily the unique weak solution of the above SDE, we prove that
X solves a well-posed martingale problem. Let f be a smooth function with compact
support. We have by Taylor’s formula:
f(X
(n)
(k+1)εn
)− f(X(n)kεn) = f ′(X
(n)
kεn
)∆k,k+1 +
1
2
f ′′(X
(n)
kεn
)∆2k,k+1 +Of(|∆k,k+1|3),
where the subscript f means that the implicit constant may depend on the function f .
Since 
E[∆k,k+1|Fk] = bn(kεn, X(n)kεn)εn ,
E[∆2k,k+1|Fk] = σ2n(kεn, X(n)kεn)εn +O(ε2n) ,
E[|∆3k,k+1|
∣∣Fk] = O(ε3/2n ) ,
we get
E
(
f(X
(n)
(k+1)εn
)− f(X(n)kεn)− εn[f ′(X(n)kεn)bn(kεn, X(n)kεn)
+
1
2
f ′′(X
(n)
kεn
)σ2n(kεn, X
(n)
kεn
)]
∣∣Hk] = Of (ε3/2n ) .
Summing for consecutive values of k, and conditioning, we deduce that for s < t
multiples of εn in I,
E
[
f(X
(n)
t )− f(X(n)s )−
∫ t
s
(
f ′(X
(n)
⌊u⌋εn
)bn(⌊u⌋εn, X(n)⌊u⌋εn )
+
1
2
f ′′(X
(n)
⌊u⌋εn
)σ2n(⌊u⌋εn, X(n)⌊u⌋εn )
)
du
∣∣(X(n)v )v≤s]
is dominated by ε
1/2
n (with a constant depending on f), ⌊u⌋εn denoting the largest multiple
of εn which is smaller than or equal to u. Replacing bn by b and σn by σ changes the
integral by at most
|I|(||f ′||∞||bn − b||∞ + ||f ′′||∞||σ2n − σ2||∞) −→
n→∞
0,
|I| denoting the length of I. After that, replacing ⌊u⌋εn by u changes the integrand by at
most wA(f
′b+ 1
2
f ′′σ2, εn + ηn), defined as
sup
x,y∈[−A,A]
u,v∈I
|x−y|+|u−v|≤εn+ηn
∣∣∣∣(f ′(x)b(u, x) + 12f ′′(x)σ2(u, x)
)
−
(
f ′(y)b(v, y) +
1
2
f ′′(y)σ2(v, y)
)∣∣∣∣ ,
as soon as X
(n)
⌊u⌋εn
and X
(n)
u are in [−A,A] and their difference is at most ηn. Since X(n)
is uniformly bounded, we can choose A in such a way that the integral is changed by at
most
|I|wA(f ′b+ f ′′σ2/2, εn + ηn)
+2||f ′b+ f ′′σ2/2||∞
∫ t
s
du
(
1
|X
(n)
⌊u⌋εn
−X
(n)
u |≥ηn
)
.
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The variation of the last conditional expectation is then at most
|I|wA(f ′b+ f ′′σ2/2, εn + ηn)
+2|I|||f ′b+ f ′′σ2/2||∞η−2n sup
u∈[s,t]
E[(X
(n)
⌊u⌋εn
−X(n)u )2|(X(n)v )v≤s].
Now, we have, with the previous notation,
E[∆2k,k+1|Hk] = O(εn)
and then the last conditional expectation is dominated by εn.
The variation of the conditional expectation of the integral involving f is then domi-
nated by:
wA(f
′b+ f ′′σ2/2, εn + ηn) + ||f ′b+ f ′′σ2/2||∞η−2n εn.
By uniform continuity, the first term goes to zero when n goes to infinity if ηn goes to
zero. We deduce, by taking ηn = ε
1/4
n , that
E
[
f(X
(n)
t )− f(X(n)s )−
∫ t
s
(
f ′(X(n)u )b(u,X
(n)
u ) +
1
2
f ′′(X(n)u )σ
2(u,X(n)u )
)
du
∣∣(X(n)v )v≤s]
is bounded by a deterministic quantity δn which goes to zero when we let n → ∞. We
then get, for all measurable functionals G,∣∣∣∣E [(f(X(n)t )− f(X(n)s )− ∫ t
s
(
f ′(X(n)u )b(u,X
(n)
u )
+
1
2
f ′′(X(n)u )σ
2(u,X(n)u )
)
du
)
G
(
(X(n)v )v≤s
)]∣∣∣∣ ≤ ||G||∞δn.
if s < t are multiples of εn. If in the big parenthesis, we replace t by t
′ ∈ [t, t+ εn] and s
by s′ ∈ [s, s+ εn], we change the corresponding quantity by at most
||f ′||∞(|X(n)t′ −X(n)t |+ |X(n)s′ −X(n)s |) + 2||f ′b+ f ′′σ2/2||∞εn
which shows that the estimate just above still occurs if we replace s by s′ and t by t′, with
a possibly different δn satisfying the same properties. We can then write, by changing
notation, ∣∣∣∣E [(f(X(n)t )− f(X(n)s )− ∫ t
s
(
f ′(X(n)u )b(u,X
(n)
u )
+
1
2
f ′′(X(n)u )σ
2(u,X(n)u )
)
du
)
G
(
(X(n)v )v≤⌊s⌋εn
)]∣∣∣∣ ≤ ||G||∞δn
for all s < t in any interval [kεn, mεn] contained in I. Hence, for s
′ < s < t fixed in the
interior of I, we have for n large enough and all measurable functionals G.∣∣∣∣E [(f(X(n)t )− f(X(n)s )− ∫ t
s
(
f ′(X(n)u )b(u,X
(n)
u )
+
1
2
f ′′(X(n)u )σ
2(u,X(n)u )
)
du
)
G
(
(X(n)v )v≤s′
)]∣∣∣∣ ≤ ||G||∞δn
If G is a continuous, bounded functional from C(I,R) to R, the quantity inside the ex-
pectation is continuous and bounded in the trajectory of X(n), since this process is uni-
formly bounded by some constant A and f ′′, σ and b are uniformly continuous in [−A,A],
[−A,A]× I and [−A,A]× I respectively. We deduce that if the law of X is a limit point
of the family of laws of X(n) restricted to I, then
E
[(
f(Xt)− f(Xs)−
∫ t
s
(
f ′(Xu)b(u,Xu) +
1
2
f ′′(Xu)σ
2(u,Xu)
)
du
)
G ((Xv)v≤s′)
]
= 0
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for all s′ < s < t in the interior of I. Taking limits and using dominated convergence,
we can let s = s′ and allow s′ and t to be at the boundary of I. As such for all smooth
functions f with bounded support, and bounded continuous functionals G, and s < t in
I, we have:
E
[(
f(Xt)− f(Xs)−
∫ t
s
(
f ′(Xu)b(u,Xu) +
1
2
f ′′(Xu)σ
2(u,Xu)
)
du
)
G ((Xv)v≤s)
]
= 0 .
Now, let t0 be the left-hand point of the interval I, and let us fix x0. In order to
invoke the machinery of the martingale problem, we will need a fixed initial condition
- as the literature is stated in that form. Since X belongs to the space of continuous
functions, which is a separable complete metric space, the regular conditional probability
Pt0,x0 = P (· | Xt0 = x0) does exist (see [Dur19]). The above equation says that for all
smooth f with bounded support:
Mft := f(Xt)− f(Xt0)−
∫ t
t0
(
f ′(Xu)b(u,Xu) +
1
2
f ′′(Xu)σ
2(u,Xu)
)
du
is an
(
P,FX)-martingale, where FX denotes the natural filtration of X . We then get, for
t0 ≤ s ≤ t, and for a bounded continuous functional G,
EP
t0,Xt0 [Mft G ((Xv)v≤s)] = E
P[Mft G ((Xv)v≤s) |Xt0 ] = EP[EP[Mft G ((Xv)t0≤v≤s) |FXs ]|Xt0 ]
= EP[Mfs G ((Xv)t0≤v≤s) |Xt0 ] = EP
t0,Xt0 [Mfs G ((Xv)v≤s)]
almost surely. Hence, for PXt0 (dx)-almost every x0, we have
EP
t0,x0
[Mft G˜ ((Xsv)v≤1)] = E
Pt0,x0 [Mfs G˜ ((Xsv)v≤1)]
for t0 ≤ s ≤ t, G˜ bounded and continuous functional on C([0, 1],R), f smooth with
compact support, all these elements being restricted to arbitrary countable sets.
Replacing s and t by s′ and t′ for s′ > s, t′ > t in the chosen countable set, supposed
to be dense, and letting s′ → s and t′ → t, we can drop the restriction on s and t by
dominated convergence. Moreover, since for two smooth functions f and g with compact
support,
|Mft −Mgt | ≪b,σ,I (1 + t)(||f − g||∞ + ||f ′ − g′||∞ + ||f ′′ − g′′||∞),
we can drop the restriction on f after considering a dense subset of smooth functions with
respect to the C2 norm.
We then have for PXt0 (dx)-almost every x0,
EP
t0,x0
[(Mft −Mfs )H(Xsv0, . . . , Xsvr)] = 0
for all smooth f with compact support, all t ≥ s ≥ t0, all v0, . . . vr ∈ Q ∩ [0, 1] and all
polynomials H with rational coefficients. By dominated convergence, one can drop the
assumption v0, . . . , vr ∈ Q and only assume that H is a continuous function. Using again
dominated convergence, the equality remains true when H is the indicator of a product
of intervals. By monotone class theorem, we easily deduce that for PXt0 (dx)-almost every
x0 and all smooth f with compact support, M
f is a (Pt0,x0,FX)-martingale, i.e. the
law L (Xt, t ≥ t0 | Xt0 = x0) is a solution of the martingale problem associated to the
SDE and with initial condition x0. The regularity assumptions on the coefficients of b
and σ allow us to apply the result by Yamada and Watanabe given in [SV07, Theorem
8.2.1]. It says that the SDE satisfies Itoˆ uniqueness and that the martingale problem is
well-posed for deterministic initial conditions. This means that for PXt0 (dx)-every x0, the
law L (Xt, t ≥ t0 | Xt0 = x0), is uniquely determined and coincides with the law of the
solution of the SDE with initial condition x0.
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In the end, as required, the law of X is uniquely determined by its initial probability
distribution at the left-hand point of I. And X has the same distribution as the solution
of the SDE with the same initial distribution.

6.2.2. An application of the previous result. We will now apply the result of the previous
subsection to the particular case we are interested in. Recall that the goal is to prove
that
(
X(r); r < 1
)
is tight and that any limit point solves the SDE (6.1.3).
We start by observing that, thanks to Proposition 5.3, there exists an (F,Q)-martingale
N with normalized bracket such that, for Qj := Qj(r),
1− |Qj+1|2
(6.2.1)
=1− r2 + r2 (1− |Qj |2)(1− 2
β(j + 1)
(
1− |Qj |2
)
+
4
β(j + 1)
|Qj|2 +O( 1
(j + 1)2
)
)
+
√
r4 (1− |Qj|2)2
(
4|Qj |2
β(j + 1)
+O
(
1
(j + 1)2
))
∆Nk .
We choose ε ∈ (0, 1) and A > 1, a sequence (rm)m≥1 in (0, 1) which tends to 1 and such
that rm is sufficiently close to 1 for all m, and we apply Proposition 6.2 to:
εm = log(1/r
2
m), X
(m)
kεm
= |Qn+k|2, Im = R+, I = [ε, A],
bm(t, x) = (log(1/r
2
m))
−1
[
(1− x)− (1− r2m)− r2m(1− x)
(
1− 2
β(j + 1)
(1− x)
+
4
β(j + 1)
x+O((j + 1)−2)
)]
,
and
σ2m(t, x) = (log(1/r
2
m))
−1r4m(1− x)2
(
4x
β(j + 1)
+O((j + 1)−2)
)
,
for j = n + t/ log(1/r2m), which tend uniformly to
b(t, x) = −x+ (1− x)
(
2
βt
(1− x)− 4x
βt
)
and
σ2(t, x) =
4x(1− x)2
βt
.
We then also have the uniform convergence of σm towards σ since the square root is
uniformly continuous. Moreover, the condition on the conditional fourth moment is en-
sured by (5.3.3), and the Lipschitz-like conditions for b and σ are also satisfied. From
Proposition 6.2, we deduce that the family, indexed by m, of distributions of the linear
interpolation X
(rm)
t of t 7→ |Qn+t/ log(1/r2m)|2, restricted to the interval [ε, A], is tight, and
any limit point satisfies the SDE of Proposition 6.1 on the interval [ε, A].
From the tightness of (S(r))r∈(0,1) (see (6.1.8)), we get that for k ≤ 1/ log(1/r2), and
ε′ ∈ (0, 1),
1− |Qn+k|2 ≤ CωeS(r)
[
(n+ k + 1)(1− r2)]1−ε′
≤ CωeS(r)[[(1− r2)(n+ 1)]1−ε′ + (k log(1/r2))1−ε′]
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which implies that the family of conditional distributions of
sup
t∈[0,1]
1−X(r)t
t1−ε′ + (1− r2)1−ε′ ,
given G, remains tight with respect to r ∈ (0, 1).
This allows us to extend the tightness of the conditional law of X(rm) given G from the
interval [ε, A] to the interval [0, A]. Indeed, tightness is ensured by the fact that for all
ξ > 0,
lim sup
m→∞
Q[wX(rm),[0,A](δ) > ξ|G] −→
δ→0
0,
where wX(rm),[0,A] denotes the modulus of continuity of X
(rm) restricted to the interval
[0, A]. We already know tightness on the interval [ε, A] and then
lim sup
m→∞
Q[wX(rm),[ε,A](δ) > ξ/2|G] −→
δ→0
0.
Moreover, for δ ∈ (0, ε),
lim sup
m→∞
Q[wX(rm),[0,ε](δ) > ξ/2|G] ≤ lim sup
m→∞
Q[wX(rm),[0,ε](ε) > ξ/2|G]
≤ lim sup
r→1
Q
[
sup
t∈(0,1]
1−X(r)t
t1−ε′ + (1− r2)1−ε′ >
ξ/2
ε1−ε′ + (1− r2)1−ε′ |G
]
.
We deduce, for all ε ∈ (0, 1),
lim sup
δ→0
lim sup
m→∞
Q[wX(rm),[0,A](δ) > ξ|G]
≤ lim sup
r→1
Q
[
sup
t∈(0,1]
1−X(r)t
t1−ε′ + (1− r2)1−ε′ >
ξ/2
ε1−ε′ + (1− r2)1−ε′ |G
]
≤ lim sup
r→1
Q
[
sup
t∈(0,1]
1−X(r)t
t1−ε′ + (1− r2)1−ε′ >
ξ/2
2ε1−ε′
|G
]
Letting ε→ 0 gives the tightness we are looking for.
This tightness shows that any sequence (X(rm))m≥1 for rm → 1 has a subsequence which
tends in law (conditionally on G) to a limiting process. Moreover, this limit should satisfy
the SDE of the proposition on the full open interval (0,∞), since it satisfies the equation
on any interval of the form [ε, A].
Let X be a process which is the limit in law of a subsequence of (X(rm))m≥1, and let us
now show that
sup
t∈(0,1]
1−Xt
t1−ε′
<∞
almost surely. Since X has the limiting distribution of a subsequence of (X(rm))m≥1, we
have, by continuity of the underlying functional, for all ε ∈ (0, 1), ξ > 2,
P
[
sup
t∈(ε,1]
1−Xt
t1−ε′
> ξ
]
≤ lim sup
r→1
Q
[
sup
t∈(ε,1]
1−X(r)t
t1−ε′
> ξ − 1|G
]
and then
P
[
sup
t∈(ε,1]
1−Xt
t1−ε′
> ξ
]
≤ lim sup
r→1
Q
[
sup
t∈(ε,1]
1−X(r)t
t1−ε′ + (1− r2)1−ε′ > ξ − 2|G
]
≤ lim sup
r→1
Q
[
sup
t∈(0,1]
1−X(r)t
t1−ε′ + (1− r2)1−ε′ > ξ − 2|G
]
,
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which implies
P
[
sup
t∈(0,1]
1−Xt
t1−ε′
=∞
]
≤ lim sup
ε→0
P
[
sup
t∈(ε,1]
1−Xt
t1−ε′
> ξ
]
≤ lim sup
r→1
Q
[
sup
t∈(0,1]
1−X(r)t
t1−ε′ + (1− r2)1−ε′ > ξ − 2|G
]
,
for all ξ > 2, and then by letting ξ →∞,
P
[
sup
t∈(0,1]
1−Xt
t1−ε′
=∞
]
= 0.
This immediately provides the a.s. integrability of (Xt− e−t)/t on the interval (0, 1]. For
the integrability at infinity, we observe that from (6.1.5),
EQ
 ∑
k≥max(n,⌊(1−r2)−1⌋
|Qk+1(r)|2
k + 2
|G
 = O(1),
which easily implies for r close enough to 1 (depending on n),
EQ
[∫ ∞
1
X
(r)
t
t
dt|G
]
= O(1),
and then
EQ
[∫ B
1
X
(r)
t
t
dt|G
]
= O(1)
uniformly in B > 1. Since X is a limit point of a subsequence of (X(rm))m≥1, and the
integral on a compact set with respect to dt/t is a continuous functional, we have
E
[∫ B
1
Xt
t
dt
]
= O(1),
again independently of B. By monotone convergence,
E
[∫ ∞
1
Xt
t
dt
]
= O(1),
which implies the integrability of Xt−e
−t
t
on [1,∞).
To end the proof of the Proposition 6.1, it now remains to prove that the law of X is
uniquely determined by the fact that it satisfies the SDE and that
sup
t∈(0,1]
1−Xt
t1−ε′
<∞.
The proof is given in the next two subsections.
6.3. Entrance law from Dufresne’s identity. An amusing fact is that the entrance
law of the process X uses Dufresne’s identify which relates the perpetuity of a Brownian
motion with drift to the inverse of a Gamma random variable.
More precisely, if W is a Brownian motion, then Dufresne’s identity states that (see
[BS12, p.78]) for all b > 0:
2
∫ ∞
0
exp (−2(Ww + bw)) dw L= 1
γb
(6.2.2)
where γb is a Gamma random variable of parameter b. This plays an important role in
the following:
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Lemma 6.3. Let (Xt)t≥0 be a continuous process, satisfying the SDE (6.1.3), and such
that
sup
t∈(0,1)
1−Xt
t1−ε′
dt <∞
almost surely, for all ε′ ∈ (0, 1). Then, the following convergence in law holds:
1−Xt
t
t→0−→ β
2γν
where ν = β
2
− 1.
Proof. Recall that X0 = 1 and X satisfies the SDE:
d(1−Xt) = Xtdt− (1−Xt)2 2dt
βt
+ 4 (1−Xt)Xt dt
βt
+
√
(1−Xt)2 4Xt
βt
dBt .
Via Itoˆ’s formula, we can write, for all t0 > 0, on the event when Xt0 < 1 and in the
interval between t0 and the first hitting time T
1
t0
of 1 after t0:
−d log(1−Xt) = 1
1−XtdXt +
1
2
1
(1−Xt)2d〈X,X〉t
=− Xt
1−Xtdt+ (1−Xt)
2dt
βt
− 4Xt dt
βt
−
√
4Xt
βt
dBt +
2Xt
βt
dt
=− Xt
1−Xtdt+
2dt
βt
− 4Xt dt
βt
−
√
4Xt
βt
dBt .(6.3.1)
Let us show that this equation is in fact satisfied for all t > 0. Using the Dambis-Dubins-
Schwarz Theorem and the fact that X is bounded by 1, we deduce that for all t1 > t0,
sup
t∈[t0,min(t1,T 1t0
))
[− log(1−Xt) + log(1−Xt0)] ≤
2
β
log(t1/t0) + sup
0≤s≤ 4
β
log(t1/t0)
βs <∞,
where (βs)s≥0 is a Brownian motion. Taking limit at the end of the interval, we deduce
− log(1−Xmin(t1,T 1t0 )) + log(1−Xt0) <∞
i.e. Xmin(t1,T 1t0)
< 1 and then T 1t0 > t1. Since, t1 > t0 is arbitrary, T
1
t0
= ∞, which means
that X almost surely never returns to 1 after t0, conditionally on the event Xt0 < 1. In
particular, for all t0 < t1,
P[Xt0 < 1, Xt1 = 1] = 0
and then taking a countable union,
P[Xt1 = 1, ∃t ∈ Q ∩ (0, t1), Xt < 1] = 0,
and by continuity
P[Xt1 = 1, ∃t ∈ (0, t1), Xt < 1] = 0,
i.e.
P[Xt1 = 1] = P[∀t ∈ (0, t1], Xt = 1] = 0
since the fact that X remains equal to 1 in a non-trivial interval contradicts the SDE
satisfied by X . Hence, for all t0 > 0, Xt0 < 1 almost surely, which by the previous
reasoning, implies a.s. that X never hits 1 after t0. Taking the countable intersection of
the events for t0 ∈ Q∩ (0, 1], we deduce that a.s. X is strictly smaller than 1 everywhere
except at time 0. Hence, (6.3.1) is almost surely satisfied for all t ∈ (0,∞).
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As we shall see, Eq. (6.3.1) can be recast into the following Volterra equation:
(1−Xt) =
∫ t
0
ds e−(t−s)
(s
t
) 2
β
exp
(∫ t
s
4Xu
βu
du+
∫ t
s
√
4Xu
βu
dBu
)
.(6.3.2)
To do so, fix an arbitrary time, say 1, and write:
Yt = (1−Xt)ett
2
β exp
(∫ 1
t
4Xu
βu
du+
∫ 1
t
√
4Xu
βu
dBu
)
.(6.3.3)
First, let us prove that almost surely, limt→0 Yt = 0. Fix an integer r ≥ 1. Using
the Dambis-Dubins-Schwarz Theorem, there exists a Brownian motion β(r) such that for
t ≥ e−r: ∫ t
e−r
√
Xu
u
dBu = β
(r)∫ t
e−r
Xu
u
du
.
Because Xu ≤ 1, we obtain:
sup
e−r≤t≤1
∣∣∣∣∣
∫ t
e−r
√
Xu
u
dBu
∣∣∣∣∣ ≤ sup
0≤s≤
∫ 1
e−r
1
u
du
|β(r)s | = sup
0≤s≤r
|β(r)s | L=
√
rV
where V is a random variable with subexponential tails. By the Borel-Cantelli Lemma,
we deduce that there is random variable Cω <∞, such that
∀r ≥ 1, sup
e−r≤t≤1
∣∣∣∣∣
∫ t
e−r
√
Xu
u
dBu
∣∣∣∣∣ ≤ Cωr3/4 ,
and then
∀r ≥ 1, ∀e−r ≤ t ≤ 1,
∫ 1
t
∣∣∣∣∣
√
Xu
u
dBu
∣∣∣∣∣ ≤ 2Cωr3/4 ,
which gives
∀t ∈ (0, 1],
∣∣∣∣∣
∫ 1
t
√
Xu
u
dBu
∣∣∣∣∣ ≤ 2Cω (1 + | log t|)3/4 .
The previous bound applied to Eq. (6.3.3) gives
Yt ≤ (1−Xt)ett−
2
β e2Cω(1+| log t|)
3/4
.
By assumption on the process X and the fact that 2
β
< 1 we deduce that Yt almost surely
goes to zero when t → 0. We are now ready to recast the SDE on X into a Volterra
equation. From (6.3.1), we deduce that d log Yt = dt/(1−Xt), and then, since Y tends to
zero at zero:
Yt =
∫ t
0
ds
Ys
1−Xs .
which implies the Volterra equation (6.3.2).
We are now ready to finish the argument. We have
0 ≤
∫ t
s
4(1−Xu)
βu
du ≤
∫ t
0
4(1−Xu)
βu
du
which tends to zero in probability when t goes to zero, since (1 − Xu)/u is integrable
because of the assumption on X .
On the other hand, by using again the Dambis-Dubins-Schwarz theorem, we have for
ε ∈ (0, t),
sup
ε≤s≤t
∣∣∣∣∫ s
ε
(1−
√
Xu)
√
4
βu
dBu
∣∣∣∣ ≤ sup
0≤ℓ≤L
|γ(ε)ℓ |
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where γ(ε) is a Brownian motion and
L =
∫ t
ε
(1−
√
Xu)
2 4
βu
du ≤
∫ t
0
(1−Xu) 4
βu
du .
We deduce that for a, α > 0,
P
[
sup
ε≤s≤t
∣∣∣∣∫ s
ε
(1−
√
Xu)
√
4
βu
dBu
∣∣∣∣ > a]
≤ P
[∫ t
0
(1−Xu) 4
βu
du ≥ α
]
+ P
[
sup
0≤ℓ≤α
|γ(ε)ℓ | ≥ a
]
= P
[∫ t
0
(1−Xu) 4
βu
du ≥ α
]
+ P
[√
αV ≥ a] .
Using the triangle inequality and letting ε→ 0, we get
P
[
sup
0<s≤t
∣∣∣∣∫ t
s
(1−
√
Xu)
√
4
βu
dBu
∣∣∣∣ > 2a] ≤ P [∫ t
0
(1−Xu) 4
βu
du ≤ α
]
+ P
[√
αV ≥ a] .
By the assumption on the behavior of X at zero, we have almost surely∫ t
0
(1−Xu) 4
βu
du −→
t→0
0 .
We deduce
lim sup
t→0
P
[
sup
0<s≤t
∣∣∣∣∫ t
s
(1−
√
Xu)
√
4
βu
dBu
∣∣∣∣ > 2a] ≤ P [√αV ≥ a] .
By letting α→ 0, we deduce that
sup
0<s≤t
∣∣∣∣∫ t
s
(1−
√
Xu)
√
4
βu
dBu
∣∣∣∣ −→t→0 0
in probability. Hence,
At := sup
0<s≤t
∣∣∣∣∫ t
s
4(1−Xu)
βu
du+
∫ t
s
(1−
√
Xu)
√
4
βu
dBu
∣∣∣∣ = oP(1)
where oP(1) denotes any quantity tending to zero in probability with t. As such, by
making the substitution in Eq. (6.3.2), we find:
1−Xt =eoP(1)
∫ t
0
ds
(s
t
) 2
β
exp
(∫ t
s
4
βu
du+
∫ t
s
√
4
βu
dBu
)
=(1 + oP(1))
∫ t
0
ds exp
(
2
β
log
t
s
+
∫ t
s
√
4
βu
dBu
)
.
We deduce, by using the Dambis-Dubins-Schwarz theorem for Wiener integrals, there
exists a Brownian motion W (t) such that:(∫ t
s
√
1
βu
dBu ; 0 < s ≤ t
)
=
(
−W (t)1
β
log t
s
; 0 < s ≤ t
)
.
The change of variables s = te−βw yields
1−Xt =(1 + oP(1))
∫ ∞
0
tβe−βwdw exp (2w − 2Ww)
=(1 + oP(1)) t
β
2
[
2
∫ ∞
0
dw exp
(
−2(Ww + (β
2
− 1)w)
)]
.
We are done thanks to Dufresne’s identity (6.2.2). 
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6.4. Uniqueness in law of solutions of the SDE.
Lemma 6.4. Let (Xt)t≥0 be a continuous process, satisfying the SDE (6.1.3), and such
that
sup
t∈(0,1)
1−Xt
t1−ε′
dt <∞
almost surely, for all ε′ ∈ (0, 1). Then the law of X is uniquely determined.
Proof. Let X1 and X2 be two solutions. In order to prove that X1
L
=X2 as processes, we
need to prove that finite dimensional distributions on {t > 0} coincide.
Nevertheless, because X1 and X2 solve the same SDE which admits strong solutions
for t > 0, both processes enjoy the Markov property, with the same transition kernels.
Therefore, we only need to prove that marginals match:
∀t > 0, X1t L=X2t .
In other words, one can fix t0 ∈ (0, 1) and prove that X1t0 and X2t0 have the same law.
Although X10 = X
2
0 = 1 is the natural continuation at t = 0, we do not have the Markov
property in order to directly make the transition from time 0 to time t0. From the previous
section, since both X1 and X2 have the required tightness property at 0 and solve the
SDE, they have the same ”entrance law”:
1−X1t
t
t→0−→ G,
1−X2t
t
t→0−→ G,
for
G
L
=
β
2γ(β/2)−1
.
From this convergence in law, one deduces that for all η > 0, there exists δ ∈ (0, t0)
small enough, depending on η, such that we can couple the distributions of (X1t )t≥δ and
(X2t )t≥δ, in such a way that with probability larger than 1− η, |L1δ − L2δ | ≤ η, where
Ljt := log
(
1−Xjt
t
)
and (X1t )t≥δ and (X
2
t )t≥δ are driven by the same Brownian motion. From the SDE given
by (6.3.1), the drift term in Ljt is nonincreasing with respect to the value of L
j
t . Moreover,
since the SDE has strong solutions, the corresponding stochastic flows do not intersect,
which implies that the relative order of L1 and L2 never changes. We deduce that the
process (|L1t − L2t |)t≥δ is a nonnegative supermartingale, and then for all t ≥ δ,
P
[
|L1t − L2t | ≥ η
1
2 | |L1δ − L2δ | ≤ η
]
≤ E
[ |L1t − L2t |
η
1
2
| |L1δ − L2δ| ≤ η
]
≤ η 12 ,
which implies
P[|L1t0 − L2t0 | ≥ η1/2] ≤ η1/2 + P[|L1δ − L2δ | > η] ≤ η + η1/2.
Hence, the characteristic functions of L1t0 and L
2
t0
, taken at λ ∈ R, differ by at most
E[min(2, λ|L1t0 − L2t0 |)] ≤ λη1/2 + 2P[|L1t0 − L2t0 | ≥ η1/2] ≤ η + (1 + λ)η1/2.
This bound does not depend on the coupling between L1t0 and L
2
t0
and is available for all
η > 0, which implies that L1t0 and L
2
t0
have the same distribution. Hence, X1t0
L
=X2t0 . 
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7. Concluding the proof of the Main Theorem 2.1
Finally, we are ready to tackle the proofs of Lemma 4.1 and Lemma 4.2, thus completing
the proof of the Main Theorem.
Proof of Lemma 4.1. If we multiply the quantity inside the expectation by the indicator of
1M−1∞ ≤A
for some A > 0, the convergence occurs since GMCγr (f) converges to GMC
γ(f)
in L1. Hence, the upper limit of the left-hand side is at most
||f ||∞lim sup
r→∞
E
[
1M−1∞ >A
1
M∞
GMCγr (∂D)
]
+ ||f ||∞E
[
1M−1∞ >A
1
M∞
GMCγ(∂D)
]
.
By Fatou’s lemma:
E
[
1M−1∞ >A
1
M∞
GMCγ(∂D)
]
≤ lim inf
r→∞
E
[
1M−1∞ >A
1
M∞
GMCγr (∂D)
]
,
which is trivially smaller than the lim sup, and therefore the upper limit is at most:
2A−1||f ||∞lim sup
r→∞
E
[
1
M2∞
GMCγr (∂D)
]
.
Since A is arbitrarily large, it is enough to show that E
[
1
M2∞
GMCγr (∂D)
]
is bounded,
uniformly in r < 1 sufficiently close to 1. By rotational invariance, we get
E
[
1
M2∞
GMCγr (∂D)
]
= E
[
M−1∞
∞∏
j=0
1− |αj|2
|1− αjQj(r)|2 e
2
β(j+1)
(1−r2j+2)
]
= EQ
[
M−1∞ e
ρr,0+ωr,0
]
≤ (EQ [M−3∞ ])1/3 (EQ [e3ρr,0])1/3 (EQ [e3ωr,0])1/3
Recall that
ρr,n =
∞∑
j=n
(
− log
(
1− |αjQj(r)|2
1− |αj|2
)
+
2
β
1− |Qj(r)|2
j + 1
)
and
ωr,n =
2
β
∞∑
j=n
|Qj(r)|2 − r2j+2
j + 1
.
Since the law of (|αj|)j≥0 is the same under P and Q, M−1∞ has moments of all orders
under Q. We also know that ρr,0 and ωr,0 have exponential moments of all orders, bounded
independently of r. 
Proof of Lemma 4.2. We have for η > 0,
EQ [|eρr,n − 1|eωr,n |Fn] ≤ EQ
[
1|eρr,n−1|≥η(1 + e
ρr,n)eωr,n |Fn
]
+ ηEQ [eωr,n |Fn]
In Proposition 5.5, we have proven that the conditional exponential moments of order
p of ωr,n and ρr,n are bounded by a quantity depending only on p and β, independently
of r, and that on the event AL, Q[|eρr,n − 1| ≥ η|Fn] is bounded by a quantity depending
only on β, η, n, L, r and tending to 0 when r goes to 1−.
We deduce, by applying Ho¨lder inequality and letting η → 0, that on AL, the condi-
tional expectation EQ [|eρr,n − 1|eωr,n |Fn] is bounded by a deterministic quantity depend-
ing on β, n, L, r and tending to zero when r goes to 1−. Since it is also uniformly bounded
by a quantity depending only on β, we have
EQ
[
EQ [|eρr,n − 1|eωr,n |Fn]
] −→
r→1−
0
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by dominated convergence. It is then enough to show that
EQ
∣∣EQ [eωr,n |Fn]−Kβ∣∣ −→
r→1−
0
for some Kβ ∈ R.
Now, for all u > 0,
EQ
∣∣EQ [eωr,n − emin(ωr,n,u) |Fn]∣∣ ≤ e−uEQ [e2ωr,n] = O(e−u)
since the exponential moments of ωr,n are bounded uniformly in r and n. It is then enough
to show that for all u > 0, there exists some Kβ,u ∈ R such that
EQ
∣∣EQ [emin(ωr,n,u) |Fn]−Kβ,u∣∣ −→
r→1−
0 .
In this case, Kβ,u is bounded uniformly in u because of the bound on the exponential
moments of ωr,n and one can take for Kβ a limit point of Kβ,u for u→∞. It is a fortiori
sufficient to prove that for some random variable ω with distribution depending only on
β, and for all continuous, bounded functions G from R to R,
EQ
∣∣EQ [G(ωr,n) |Fn]− E[G(ω)]∣∣ −→
r→1−
0 .
By dominated convergence, it is then enough to show that some determination of the
conditional law of ωr,n given Fn, under Q, almost surely converges to the distribution of
a random variable ω depending only on β.
In order to avoid the issue of fixing these determinations of conditional laws (recall that
conditional expectations are only defined almost surely), let us use the following trick.
First, since the full event can be approximated by events of the form AL, it is enough to
show, for all compact sets L ∈ Dn,
EQ
[
1AL
∣∣EQ [G(ωr,n) |Fn]− E[G(ω)]∣∣] −→
r→1−
0 .
Let E be the Fn-measurable event, defined by
E = {EQ [G(ωr,n) |Fn]− E[G(ω)] > 0}.
This event may depend on r. The left-hand side of the last convergence can be written as
EQ[EQ [G(ωr,n) |Fn]− E[G(ω)] |AL, E ] Q[E ∩ AL]
+EQ[EQ [−G(ωr,n) |Fn] + E[G(ω)] |AL, E c] Q[E c ∩AL]
and then, since E and AL are in Fn, it is equal to
(EQ [G(ωr,n) |AL, E ]− E[G(ω)]) Q[E ∩ AL]
+(EQ [−G(ωr,n) |AL, E c] + E[G(ω)]]) Q[E c ∩AL]
We deduce that it is sufficient to prove the following: for any event G of non-zero proba-
bility, possibly dependent on r, included in AL and Fn-measurable, the conditional law of
ωr,n given G tends to the distribution of a random variable ω depending only on β, when
r → 1−.
Recall that for ε ∈ (0, 1) and A > 1, we have:
ωr,n = ω
(0,ε)
r,n + ω
(ε,A)
r,n + ω
(A,∞)
r,n ,
where for a < b:
ω(a,b)r,n =
2
β
bn,r−1∑
j=an,r
|Qj(r)|2 − r2j+2
j + 1
.
and an,r = max (n, ⌊a/(1− r2)⌋). From Proposition 6.1, we deduce that for all η > 0:
lim sup
ε→0
sup
r∈(0,1)
Q
(∣∣ω(0,ε)r,n ∣∣ ≥ η|G) = 0 ,
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lim sup
A→∞
sup
r∈(0,1)
Q
(∣∣ω(A,∞)r,n ∣∣ ≥ η|G) = 0.
From this bound, it is easy to deduce the convergence we are looking for, from the
convergence, for all positive integers A and all ε ∈ (0, 1), of the conditional distribution
of ω
(ε,A)
r,n , under Q and given G, to a variable ω(ε,A) depending only on β, ε and A. Notice
that we have convergence in law of ω(ε,A) towards ω, when A→∞ and ε→ 0.
Now, let us consider the process X
(r)
t which is equal to |Qn+(t/ log(1/r2))(r)|2 when n +
(t/ log(1/r2)) is an integer and which is linearly interpolated otherwise. In other words,
for all t ≥ 0,
X
(r)
t =
∑
j≥n
wrj (t)|Qj(r)|2 ,
where wrj (t) = w0
(
−(j − n) + t
log(1/r2)
)
and
w0(t) =
{
0 if |t| > 1 ,
1− |t| if |t| ≤ 1 .
That is to say that the graph of wrj is given by a triangle of width 2 log(1/r
2) and height
1, centered at t = (j − n) log(1/r2).
We then have∫ A
ε
X
(r)
t
t
dt =
∑
j≥n
|Qj(r)|2
∫ A
ε
wrj (t)
t
dt
=
∑
j≥n
|Qj(r)|2
∫ −(j−n)+A/ log(1/r2)
−(j−n)+ε/ log(1/r2)
w0(t)
j − n+ tdt .
Since w0 is supported on [−1, 1], each integral in the above formula vanishes if −(j −
n) + ε/ log(1/r2) ≥ 1 or −(j − n) + A/ log(1/r2) ≤ −1. Therefore, we can restrict the
summation index j to
ε/ log(1/r2)− 1 < j − n < A/ log(1/r2) + 1 .(7.0.1)
For such indices, j grows to infinity as r → 1− and the contribution of each bounded
number of terms to the series goes to zero as r → 1−. This remark allows us to take care
of two boundary effects:
• The integrals ∫ −(j−n)+A/ log(1/r2)
−(j−n)+ε/ log(1/r2)
w0(t)
j−n+tdt can be taken over [−1, 1] since the inte-
gration interval does not cover [−1, 1] only for a bounded number of indices j such
that (7.0.1) occurs.
• Because ε/ log(1/r2) = εn,r+On,ε(1) for r ∈ (1/2, 1) and the same for An,r, instead
of restricting indices j to (7.0.1), we can restrict to εr,n ≤ j ≤ Ar,n − 1.
Hence, if or(1) denotes any quantity tending to zero when r → 1−, n, ε and A being
fixed: ∫ A
ε
X
(r)
t
t
dt =or(1) +
An,r−1∑
j=εn,r
|Qj(r)|2
∫
[−1,1]
w0(t)
j − n+ tdt
=or(1) +
An,r−1∑
j=εn,r
|Qj(r)|2
(∫
[−1,1]
w0(t)
j + 1
dt+On
(
1
(j + 1)2
))
=or(1) +
An,r−1∑
j=εn,r
|Qj(r)|2
j + 1
.
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A comparison between Riemann sums and integrals easily gives∫ A
ε
e−t
t
dt = or(1) +
Ar,n−1∑
j=εr,n
r2(j+1)
j + 1
,
and then, the combination of the two previous equations yields
ω(ε,A)r,n =
2
β
(
or(1) +
∫ A
ε
X
(r)
t − e−t
t
dt
)
.
Now, from Proposition 6.1, (X
(r)
t )t≥0, conditionally on G, under Q, tends in law to a
limiting stochastic process (Xt)t≥0 whose distribution depends only on β, for the topology
of uniform convergence on compact sets. Since the map
Y 7→ 2
β
∫ A
ε
Yt − e−t
t
dt
is continuous for this topology, the continuous mapping theorem entails that ω
(ε,A)
r,n con-
verges in distribution to
ωε,A :=
2
β
∫ A
ε
Xt − e−t
t
dt .
Since the integral
2
β
∫ ∞
0
Xt − e−t
t
dt
is absolutely convergent by Proposition 6.1, it defines a random variable ω which is the
limit of ωε,A when ε goes to zero and A goes to infinity. This completes the proof of the
Main Theorem. 
Appendix A. CBE as regularization of a Gaussian space
Here we provide a short proof independent from [JM15] that traces from the Circular
Beta Ensemble become Gaussian as n→∞. This proof is absent from the literature and
is in fact hidden in the book of Macdonald [Mac98].
Unlike [DS94] or [JM15], this proof is not quantitative. It shows that the CβEn is the
regularization of a Gaussian space by n points at the level of symmetric functions.
Lemma A.1 (Gaussianity of traces). Given a unitary matrix Un whose spectrum is sam-
pled following the CβEn, we have the convergence in distribution:(
tr
(
Ukn
)
; k ∈ Z∗+
) n→∞−→ (√2k
β
N Ck ; k ∈ Z∗+
)
.
Proof. Consider the following specialization of power sum polynomials, which form a basis
of symmetric functions:
pk := pk(Un) = tr
(
Ukn
)
and for a partition λ
pλ :=
∏
i
pλi .
Also, consider the following scalar product for functions in n variables. Given f, g :
(∂D)n → C symmetric, define:
〈f, g〉n := ECβEn
(
f(y1, . . . , yn)g(y1, . . . , yn)
)
where {y1, . . . , yn} follows the CβEn.
GMCγ = lim
←−
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The convergence in law of traces of the CβEn to Gaussians is equivalently reformulated
as the convergence of the 〈pλ, pµ〉n to the appropriate limit. This is readily obtained from
the combination of the two following facts:
• [Mac98, Chapter VI, §9, “Another scalar product”, Theorem (9.9)]: The scalar
product 〈·, ·〉n approximates the Macdonald scalar product in infinitely many vari-
ables 〈·, ·〉n → 〈·, ·〉 , where
〈pλ, pµ〉 = δλ,µCste(λ) .
• [Mac98, Chapter VI, §10, “Jack symmetric functions”]: The Macdonald scalar
product has a Gaussian space lurking behind as
Cste(λ)δλ,µ = zλ
(
2
β
)ℓ(λ)
δλ,µ = E
∏
k
(√
2k
β
N Ck
)mk(λ)(√
2k
β
N Ck
)mk(µ) ,
where ℓ(λ) is the length of the partition λ, mk(λ) the multiplicity of k in the
partition λ and
zλ =
∏
k
(
mk(λ)! k
mk(λ)
)
.

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