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Abstract
This thesis presents techniques for detecting and recognizing faces under various
imaging conditions. In particular, it presents a system that combines several
methods for face detection and recognition. Initially, the faces in the images are
located using the Viola-Jones method and each detected face is represented by
a subimage. Then, an eye and mouth detection method is used to identify the
coordinates of the eyes and mouth, which are then used to update the subimages
so that the subimages contain only the face area. After that, a method based
on Bayesian estimation and a fuzzy membership function is used to identify the
actual faces on both subimages (obtained from the rst and second steps). Then, a
face similarity measure is used to locate the oval shape of a face in both subimages.
The similarity measures between the two faces are compared and the one with
the highest value is selected.
In the recognition task, the Trace transform method is used to extract the
face signatures from the oval shape face. These signatures are evaluated using
the BANCA and FERET databases in authentication tasks. Here, the signa-
tures with discriminating ability are selected and were used to construct a clas-
sier. However, the classier was shown to be a weak classier. This problem is
tackled by constructing a boosted assembly of classiers developed by a Gentle
Adaboost algorithm. The proposed methodologies are evaluated using a family
album database.
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Chapter 1
Introduction
One of the most attractive research areas is recognizing human faces. Research
in this area can be classied into two categories, namely, face authentication (or
verication) and face recognition (or identication). The dierences between the
authentication and recognition tasks are the following.
 The authentication task involves one-to-one matching that compares a query
face image against a template whose identity is being claimed. The result
is either recognition of the person as a client or identication of the person
an impostor. A client is a person who claims his/her own identity, while an
impostor is a person who pretends to be someone else. The recognition task
involves one-to-many matches that compares a query face image against all
templates in a face database to identify the identity of the query face. The
result is the N best matches of the face identity.
 The performance of face authentication is measured in terms of False Rejec-
tion Rate (FRR) and False Acceptance Rate (FAR), where FAR is the case
where an impostor, claiming the identity of a client, is accepted, whereas
FRR is the case where a client, claiming his/her true identity, is rejected.
The performance of a face authentication system is often quoted in Equal
Error Rate (EER), the operating point FAR=FRR, while the performance
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of face recognition is quantied in terms of the percentage of correctly iden-
tied faces within the N best matches.
 Face authentication and recognition also dier in applications. Face au-
thentication is used in building access, ATM access, PC logon etc, while
face recognition is used to monitor movement in military zones, in casino
security, where the search is for repeated cheats etc.
In this thesis, we are focusing on recognizing specic faces in a database that
consists of family photos. The photos were captured with dierent cameras,
under various imaging conditions, which are clearly unknown, and of course at
dierent times, with dierent poses, resolutions, wearing glasses or not and having
dierent expressions, which makes the task challenging. Some examples of family
photos in the database are shown in Figure 1.1. In general, the problem of face
authentication is easier than the problem of face recognition. For this reason, and
in order to develop the methodology we shall use, we rst perform authentication
experiments with the BANCA and FERET databases, as well.
1.1 Problem Statement
Detecting and recognizing faces in a database of family photos is a dicult task.
This is because the photos were captured with dierent cameras, under various
imaging conditions, which are clearly unknown, and of course at dierent times,
with dierent poses, resolutions, wearing glasses or not and having dierent ex-
pressions, as mention previously.
The techniques proposed in this thesis follow several strategies for solving
various problems related to face recognition. The following are the problems in
face detection and face recognition that we intend to tackle.
 Face detection: The issue is to develop a method for face detection which
can be used to locate faces under various imaging conditions.
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Figure 1.1: Example of family photos in the database used in this thesis.
 Face representation: The problem concerns the construction of image rep-
resentations that are able to distinguish between dierent faces.
 Face matching: There is a need for robust face matching measures.
In order to detect the faces, we used a combination of several techniques.
First, the location of faces in the images is identied using the Viola-Jones method
[1, 2, 3] and each detected face is represented by a subimage. However, for some
subimages, the dimension is quite large and it includes part of the background.
To tackle this problem, a method that is based on pixel intensity to detect facial
features, i.e. eyes and mouth, is used to update the subimages. In this algorithm,
the eyes and mouth are detected based on the fact that the pixels of the eye and
mouth are always darker than their surrounding pixels. Here, the resolution of
the subimages is reduced and 8 individual lters are used to nd the pixels that
are darker than their surroundings. Then, a triangle model where the vertices
representing the center of eyes and mouth are used to detect the eyes and the
mouth. Having located the coordinates of the eyes and mouth, the subimage
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can then be updated. Then, a method for selecting color models that is based
on Bayesian estimation and a fuzzy membership function to combine the chosen
color models is used to detect the skin area on both subimages (obtained from
the rst and second steps). Using this method, the non-skin area can be rejected
and this helps reduce the computation time of searching the face. Then, a face
similarity measure is used to locate the oval shape of a face in both subimages
(obtained from the rst and second steps). The similarity measures between the
two faces are compared and the one with the highest value is selected.
For the face recognition stage, the ability to dierentiate between dierent
persons is required. Using the oval shape face can help us in the recognition
task. This is because the rectangular shape always captures the face and some
background, while the oval shape contains only the face image. From the oval
representation of the face we construct face signatures, which are face represen-
tations using Trace transform. Finally, a classier that is able to perform well in
the classication task is constructed using the Gentle Adaboost algorithm.
1.2 Summary of the Contributions
The original contributions of this thesis are the following.
 The algorithm used to detect the eyes and mouth, which is part of the face
detection process. In order to detect the eyes and mouth, we propose an
algorithm which is based on pixel dierence. This is because the pixels of the
eye and mouth are always darker than the surrounding pixels. Therefore,
in this algorithm, we propose the following.
{ A way to highlight the pixels of the face so that we can easily dieren-
tiate between the eyes, mouth and other part of the face. This is done
by reducing the resolution of the subimage (the detected face region)
by decimation (blur, decimate and upsample the subimage by replac-
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ing each pixel with four identical pixels). This process is repeated if
the height of the subimage is larger than 35 pixels.
{ A triangle model where the vertices representing the eyes and mouth.
The dierence with the algorithm proposed by J.Ren and X.Jiang in
[4], which inspired our work is our algorithm is simpler than J.Ren and
X.Jiang's algorithm. In their algorithm, they applied directly the eye
maps to the original image, which indicated that pixels were chosen
as eye candidates as long as they were darker than surrounding pixels.
However, the resultant eye map has the salt and pepper noise. To
overcome these problems, they used rank order lter. In our algorithm,
we apply the eye map to the lowest resolution image and therefore
we have no problem with salt and pepper noise. In addition, their
algorithm is used for eye detection only.
 A combination of the Viola and Jones algorithm, eye and mouth detection,
skin detection and ellipse tting methods for face detection. Using these
methods, we are able to detect most of faces in a database of family photos,
where the photos were captured under various imaging conditions.
 A new face representation, using face signatures which are derived from the
Trace transform. By using these signatures, the problem to discriminate
one face from another is tackled.
 A classier constructed using a Gentle Adaboost algorithm that is able to
perform well in the classication task.
1.3 Outline of the Thesis
The thesis organization is as follows:
 Chapter 2 consists of the literature review on face detection.
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 Chapter 3 presents the methodology of the algorithms used in our face
detection system, the results of our implementations and the limitations of
these algorithms.
 Chapter 4 covers the literature review on eye detection. In this chapter, we
introduce the method for eye and mouth detection and present the results of
our implementation. This method is introduced to improve the performance
of the face detection algorithm, explained in Chapter 3.
 Chapter 5 describes the nalised face detection algorithm and evaluates it
using a database of 500 family photos containing 932 faces.
 Chapter 6 covers the literature review on the face recognition, the method-
ology of face signatures derived from the Trace transform and the results of
our implementation. In this chapter, the performance of the face signatures
is evaluated in authentication tasks. For the authentication, we used the
BANCA and FERET databases.
 Chapter 7 covers detailed description of the Adaboost algorithm and its
various variants: Real, Gentle and Modest Adaboost. In this chapter, clas-
siers are constructed using the Real, Gentle and Modest Adaboost and
the best performer is selected.
 Chapter 8 presents a large scale evaluation of the developed system using
the family album database. In addition, a comparison between our system
with the state of the art systems described in [5] on the problem of face
authentication using the BANCA face database is presented.
 Chapter 9 presents the thesis conclusions and ideas for future work.
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22-24, London, Lecture Notes in Electronic Engineering, Springer, pp205-
208.
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Chapter 2
Face Detection: literature survey
In this section, dierent types of face detection approaches are reviewed. Faces
of dierent sizes may appear in arbitrary locations with a variety of orientations
in an image. Due to these situations, many eective face detection algorithms
and methods have been proposed and they have been classied into four main
methods, namely knowledge-based methods, feature invariant approaches, tem-
plate matching methods and appearance-based methods [6]. The details of each
method are explained in the following sections.
2.1 Knowledge-Based Methods
The knowledge-based face detection methods have been developed based on the
rules that describe the relationships between facial features, such as a face often
appears with two eyes that are symmetric to each other, a nose and a mouth [6].
A typical example of this method is the multi resolution rule-based method of
Yang and Huang [7]. Their method consisted of three levels. At the rst level, the
lowest resolution images were searched and were processed at ner resolutions.
Some examples of the coded rules used to locate the face candidates in the lowest
resolution are:\the center part of the face represented by the four dark shaded
cells in Figure 2.1, has a uniform intensity" and \the upper round part of a face
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Figure 2.1: A typical face used in a knowledge-based method: Rules are coded based
on human knowledge about the face characteristics (Redrawn from [7].)
represented by the light shaded cells in Figure 2.1, has a uniform intensity except
in the present of hair". Tested on a set of 60 images, the authors detected faces
in 50 of the images. However, false alarms occurred in 28 of the images.
In [8, 9, 10, 11], the authors also used this method to detect faces. In [8],
Kotropoulos and Pitas proposed a rule-based face detection algorithm in frontal
views. In their research, they used horizontal and vertical projection methods
to locate facial candidates. Here, two local minima from the horizontal and
vertical proles of the input image, that corresponded to the left and right side
of the head and to the locations of mouth lips, nose tip and eyes, respectively
were determined. These features formed a facial candidate and the hypothesis
was then validated using eyebrows/eyes, nostrils/nose and mouth detection rules.
Tested on the European ACT M2VTS database, the success rate of the detected
facial features such as eyebrows/eyes, nostrils/nose and mouth that validated the
choice of a facial candidate was found to be 86.5%. However, this method has
diculty detecting multiple faces and faces in complex backgrounds [6].
Chen and Lin [10] detected faces by the geometric correlations between loca-
tions of faces and hairs. Their algorithm consisted of a skin detection module
which utilised color information to detect possible skin color in an image, a hair
detection module that used brightness information to nd where the hair proba-
bly was, skin quantization that quantized skin color pixels and identied blocks
of the skin, hair quantization, which quantized the hair color pixels and searched
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the blocks of the hair, and nally the fusion of features which determined whether
the detected skin area was part of a human face according to the relative posi-
tions between the skin and the hair regions. They showed that the accuracy
of the single-face detection was better than 92% with a simple background and
sucient lighting. In [11], the authors adopted the method in [10] to develop an
interactive robot, named Golden Horn, which can display emotional expressions
and detect human faces.
2.2 Feature Invariant Methods
Using the feature invariant methods, a face can be detected based on facial fea-
tures, texture, skin color and multiple features. The goal of these methods is
to nd structural features that exist even when the pose, viewpoint and lighting
conditions are varied. However, the problem with these methods is that the im-
age features can be severely corrupted due to illumination, noise and occlusion
[6].
Examples of work based on this method are discussed in [12, 13, 14, 15, 16,
17, 18]. Yow and Cipolla [12] developed a facial-feature based method for face
detection. They applied second derivative Gaussian lters to identify the possible
locations of facial features, known as interest points. The edges around these in-
terest points were grouped into regions and the characteristics of the regions, such
as edge length, edge strength and intensity variance were calculated and stored
in a feature vector. Then, the Mahalanobis distance between the corresponding
feature vectors was computed and if the value was below a threshold, the region
became a valid facial feature candidate. A Bayesian network was used to evaluate
the groups and facial features. Tested on a test set of 110 images of faces with
dierent scales, orientations and viewpoints, the overall detection rate was 85%.
Dai and Nakano [13] developed a texture-based method that considered a
facial pattern as a texture pattern and used texture features to nd faces in an
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image. They used a space gray level dependence (SGLD) matrix to compute the
texture features. By comparing texture features of a model face with texture
features of windows in the image, potential faces were located. Tested on a set
of 30 images that included 60 faces, they achieved perfect detection rate.
Goyani et al. [14] used the skin color as a feature to detect faces. Their
algorithm works in three steps, skin color segmentation, morphological operations
and face rejection or acceptance rules that rejects the non-face regions. Tested
on images with various and dynamic condition, it achieved accuracy from 90% to
100%.
In [15, 16, 17, 18], the authors used multiple features to detect faces. Chu et
al. [15] used skin color and facial features to detect faces. In their algorithm, they
obtained the skin regions using a YCbCr skin-color model and then, they used a
face template measure to obtain face candidates. Then, a suitable face box was
used to remove non-face regions from the face candidates. Facial features were
measured to detect faces from face candidates. Tested on the FERET database
with faces in various poses, skin color-like backgrounds, illumination and races,
they achieved a 96.4% detection rate.
In [16, 17, 18], Srisuk and coworkers introduced a novel approach to improve
the performance of the face detection method, to provide a faster and more re-
liable face detection even in the case where the image contains multiple faces,
failure features and occlusions of faces. In their approach, a combination of skin
detection and oval detection was used. The skin detection method was developed
based on Bayesian estimation and a fuzzy membership function and the oval de-
tection method was used to locate the oval shape of the face by using the Robust
Automatic Minimum Hausdor Distance (RAMHD).
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Figure 2.2: By putting together several pair-wise invariants, Sinha obtained a \ratio
template". This is a representation of the invariant ordinal structure of the image
brightness on a human face under widely varying illumination conditions (redrawn
from [19]).
2.3 Template matching methods
In such a method, correlation values between a given input image and a standard
face pattern, that is manually parameterized by a function, are computed and
used to determine the existence of a face. This method is simple to implement
but it cannot deal eectively with variation in scale, pose, and shape [6].
In [19], Sinha proposed a ratio-template, as a candidate scheme for detecting
faces under signicant illumination variations. The ratio-template was imple-
mented based on the use of relative pair-wise ratios of the brightness of facial
regions as shown in Figure 2.2. A face was detected if an image satised the ratio
template. In the experiment, they achieved 80% detection rate. However, the
\coarseness" of the measurements used would render qualitative invariants quite
useless at tasks requiring ne discriminations.
Miao et al. [20] introduced a hierarchical system using a gravity-center tem-
plate matching method for face detection. Their system consisted of four stages
that were preprocessing, gravity-center template matching, gray-level check and
edge-level check. Their face template made used of the same horizontal orien-
tation and similar vertical scales of six facial components such as two eyebrows,
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two eyes, one nose, and one mouth. This method was tested on a set consisting
of 100 images and they showed better results in images containing single faces
(frontal or rotated) than in images with multiple faces.
Other works that used this method are discussed in [21, 22, 23]. Besides
the template matching method, they used the skin color to detect faces. As
an example, Aiping et al. [21] rst clustered YCbCr chrominance values of the
templates collected. Then, candidate face areas were located through the given
skin-color model. After the normalization of the candidate face areas, a Hausdor
distance, as the similarity measure between the given template and the candidate
was calculated. Finally, the area was determined as face or not based on this
distance. Li et al. [22] applied skin segmentation and template matching to detect
faces. In their work, they used an adaptive threshold and skin segmentation and
template matching with grid weights. In [23], the authors used skin detection,
geometrical face characteristics and template matching to detect faces. The skin
was detected using a statistical method, based on a Gaussian mixture model in
the chromatic CbCr color space, while the geometrical face characteristics and
template matching were used to eliminate any skin-like color region detected by
the skin detection method which was not face.
2.4 Appearance-based methods
The appearance-based methods describe the relevant characteristics of face and
non-face images using techniques from statistical analysis and machine learning.
Examples of works that utilized these methods are discussed in [24, 25, 26, 1, 2,
27, 28, 29, 30, 31]
Sung and Poggio [24] applied a distribution-based method for face detection.
In their work, the distribution-based models for face and non-face patterns and
a multilayer perceptron classier were used. Each face and non-face pattern
was manually cropped, normalized and grouped into six face and six non-face
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clusters using a modied k-means algorithm. Each cluster was modeled by a
multi-dimensional Gaussian function and then, the distances of a sample from all
the face and non-face clusters were computed. Each distance measurement con-
sisted of two values, a normalized Mahalanobis distance of the projected sample
from the cluster center and a Euclidean distance from the sample to the sub-
space. Using these distance measurements, a feature vector was formed for each
face and non-face sample and it was used by a multilayer perceptron (MLP) to
determine whether the input pattern belonged to the face class or not. However,
this method involved a time-consuming construction.
Rowley et al. [25] presented a neural network-based face detection system.
Their system consisted of two major components that were multiple neural net-
works, which were used to detect face patterns, and a decision making module,
which gave the nal decision from multiple detection results. The neural network
generated as output  1 indicating a non-face and 1 indicating a face. The deci-
sion making module was used to merge the overlapping detection and arbitrated
between the outputs of multiple networks. In comparison with the Sung and
Poggio's system [24], this system had higher detection rates and it was less com-
putationally expensive. However, this system could only detect upright, frontal
faces.
Osuna et al. [26] used Support Vector Machines (SVMs) to detect faces. The
authors presented a decomposition algorithm to train SVMs over very large data
sets. The main idea behind the decomposition was the iterative solution of sub-
problems and the evaluation of optimality conditions which were used both to
generate improved iterative values and also to establish the stopping criteria for
the algorithm. Their system detected faces by scanning an image for face-like
patterns at many possible scales, by dividing the original image into overlapping
sub-images and classifying them using an SVM to determine the appropriate
class (face or non-face). Multiple scales were handled by examining windows
taken from scaled versions of the original image. This method was tested on two
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Figure 2.3: Example rectangle features shown relative to the enclosing detection
window. Two-rectangle features are shown in (a) and (b). Figure (c) shows a three-
rectangle feature and gure (d) is a four-rectangle feature (redrawn from [1, 2]).
test sets of 10,000,000 test patterns of 19  19 pixels. They showed that this
system had slightly lower error rates than the system by Sung and Poggio.
Viola and Jones [2] applied Adaboost algorithm for face detection. The Ad-
aboost (Adaptive Boosting) is an eective algorithm and it can be used in con-
junction with many other learning algorithms to improve their performances [32].
In [2], the authors used a set of lters which were reminiscent of Haar basis func-
tions as shown in Figure 2.3. Using a 2424 pixels sub window, the number of
features extracted was over 160,000 and computation of these features was time
consuming. To accelerate the computation of these features, Viola and Jones in-
troduced an intermediate image representation called an integral image [1, 2]. In
addition, Viola and Jones proposed a learning algorithm using AdaBoost to select
the important features from a very large set of features. Then, they proceeded
with a method for combining classiers in a cascade so that background regions
of the image can be quickly discarded. Tested on the MIT + CMU frontal face
test set that consists of 130 images with 507 labelled frontal faces, their approach
was able to detect faces at 15 frames per second.
Roh et al. [33] proposed a face alignment approach that is robust to occlusion.
In their approach, they used the method in [1] to detect faces. In [34], the authors
presented the Computer Expression Recognition Toolbox (CERT). Their face
21
detector was trained using an extension of the Viola-Jones approach where it
employed GentleBoost as the boosting algorithm and WaldBoost for automatic
cascade threshold selection. They achieved a detection rate of 80.6% with 58 false
alarms on the CMU+MIT database.
Toews and Arbel [27] proposed a probabilistic face detection model. Their
model used a vector from nose to forehead as a common reference geometry to
model geometrical feature densities with respect to the face pose. The work was
based on a general viewpoint-invariant appearance model derived from local scale-
invariant features (e.g., SIFT), where features were probabilistically quantied in
terms of their occurrence, appearance, and geometry within a common reference
frame. The method was shown to work robustly on faces in cluttered imagery from
the CMU prole database. Stein and Fink [28] applied the same method which
was then used to develop a new face identication model which was invariant to
scale, location and in-plane rotation.
In [29], Toghi and Monadjemi used the skin color segmentation with Gaus-
sian skin color model combined with AdaBoost algorithm. In addition, they
used a series of morphological operators such as erosion, dilation, and closing
on the segmented region to improve the face detection performance. Tested on
IBTD database images, the experimental results showed that the system is ro-
bust enough to detect faces in dierent lighting conditions, scales, poses, and skin
colors from various races. They achieved a 94.2% detection rate.
Verma et al. [30] proposed a combination of Feature Extraction and Neural
Networks. In their work, they rst extracted pertinent features from the local-
ized facial image using Gabor lters. Then, based on the derived feature vector
obtained previously, they performed the classication using a Neural Network
based classier. This classier examined an incremental small window of an im-
age to decide whether there is a face contained or not in each window. The
neural network was trained to choose between two classes: face and non-face im-
ages. Tested on 35 images having dierent number of faces, the accuracy of the
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developed system was 84.4%.
In [31], the authors used a skin-color model, based on the YUV color space
to extract the possible face region followed by the BP (Back Propagation) neural
network model to determine the existence of human face regions. The Bayesian
decision theory was used to classify the face or non-face patterns. From the
experiments, they found that the used of skin-color model for color face images
was eective and fast.
2.5 Conclusion
To date, there are many methods for face detection with comparable results.
However, we found that among the most popular methods, one of them is the
Viola and Jones. Therefore, the Viola and Jones method will be adopted for this
work. In the next chapter it will be presented in detail and used, to form the
rst step of our face detection methodology, which will also incorporate a skin
detection method.
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Chapter 3
Face Detection
In this chapter, we describe the algorithms used for face detection. The scheme
we will adopt consists of three steps:
 use the Viola and Jones method [1, 2, 3] to detect subimages that might
contain faces;
 use a skin-based method [16, 17] to identify the actual faces;
 use a face similarity measure [16, 17] to locate the oval shape of a face.
These methods are discussed in detail next.
3.1 The Viola-Jones Methodology
The method that will be used to identify the location of faces in an image is
the Viola-Jones method. This method is able to process an image rapidly and
achieve high detection rates [1, 2, 3]. This section describes in detail the Viola-
Jones method, which consists of three main parts, the Integral Image, a learning
algorithm based on Adaboost and the attentional cascade [1, 2, 3].
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Figure 3.1: The value of the integral image at point (x; y) is the sum of all the pixels
above and to the left of point (x; y) redrawn from [1, 2].
3.1.1 Integral Image
Viola and Jones introduced an intermediate image representation called integral
image, which accelerated the computation of rectangle feature [1, 2]. The integral
image is described as the sum of the pixel values above and to the left of (x; y):
ii(x; y) =
X
x0x;y0y
i(x0; y0) (3.1)
where ii(x; y) is the integral image and i(x; y) is the pixel value of the original
image as shown in Figure 3.1.
The integral image is calculated using
s(x; y) = s(x; y   1) + i(x; y) (3.2)
ii(x; y) = ii(x  1; y) + s(x; y) (3.3)
where s(x; y) is the cumulated row sum.
Using the integral image, any rectangular sum can be calculated in four array
references. As an example, the sum of pixels within rectangle D as shown in
Figure 3.2 can be computed using
ii(4) + ii(1)  ii(2)  ii(3) (3.4)
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Figure 3.2: The sum of the pixel values within rectangle D can be computed with
four array references. The sum within D is ii(4) + ii(1)   ii(2)   ii(3) redrawn from
[1, 2].
where ii(1) is the value of the integral image at location 1 and is equal to the sum
of the pixels in rectangle A. The value at location 2, ii(2) is equal to A + B, at
location 3, ii(3) is equal to A+C and at location 4, ii(4) is equal to A+B+C+D.
Based on this, the total number of the array references for the two-rectangle
feature is eight, but due to the adjacent rectangular sums, there are only six
array references to be calculated. This is similar for the case of the three-rectangle
feature and four-rectangle feature. Eight array references are computed for the
three-rectangle feature and nine array references for the four-rectangle feature.
Even though each feature can be computed very eciently using the integral
image, there are over 160; 000 possible features to be calculated in a 2424 pixels
sub window, therefore, computing the complete set is prohibitively expensive.
Hence, a method for constructing a classier by selecting a small number of
important features is needed. This method is discussed in the next section.
3.1.2 Learning Classication Functions
Within any image sub window, the total number of features is very large. A
feature selection procedure is needed to discard the large majority of the features
and select a small number of important features. In [1, 2], the weak learning
algorithm that works based on the Adaboost method was used to train a classi-
er, which allows for a feature selection. Adaboost was used to select the weak
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classier with the smallest weighted error that best separates the negative and
positive examples from the set of possible weak classiers. The weak classier
hj(x; f; p; ) consists of a feature fj, a threshold j and a polarity pj :
hj(x; f; p; ) =
8><>: 1 if pjfj(x) < pjj0 otherwise (3.5)
x is a 24 24 pixel sub window of an image [1, 2].
The algorithm that was used to select the weak classiers contains several
steps. The rst step was the Adaboost initialization. At this step, the weights
w1;i for the negative and positive examples that had labels yi = 0; 1, respectively,
were initialized to 1
2m
and 1
2l
, where m and l were the number of negative and
positive examples, respectively. The weight determines the probability of being
selected for an individual component classier. The second step was the Ad-
aboost Training Loop, where at any time t, where t = 1; :::; T , the weights were
normalized:
wt;i  wt;iPn
j=1wt;j
(3.6)
so that wt could be treated as a probability distribution. n is the total number
of negative and positive examples. On each iteration, the weak classier with
the lowest weighted error (classier that minimizes the error with respect to the
distribution) was selected. The weighted error was dened as
t = minf;p;
X
i
wt;i j h(xi; f; p; )  yi j (3.7)
and the weights were updated using the equation:
wt+1;i = wt;i
1 ei
t (3.8)
where
t =
t
1  t (3.9)
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and ei = 1 if example xi was classied incorrectly, otherwise, ei = 0. So, the
weight for the example that was classied incorrectly was maintained, otherwise,
the weight was adjusted down. The new distribution was used to train the next
classier and the process was iterated. A weighted combination of the weak
classiers produced a nal strong classier, using the equation:
C(x) =
8><>: 1 if
PT
t=1 tht(x)  12
PT
t=1 t
0 otherwise
(3.10)
where
t = log
1
t
(3.11)
Using this algorithm, Viola and Jones achieved a detection rate of 95% with a
false positive rate of 1 in 14; 084 [1, 2]. This result is promising, but for the real
applications, this is not enough as the false positive rate must be closer to 1 in
1; 000; 000 [1]. To improve the detection performance, more features should be
added to the classier. However, adding more features increases the computation
time linearly. In order to overcome this problem, the authors introduced the
Attentional Cascade method, which is explained in the next section.
3.1.3 The Attentional Cascade
This method is used to construct a cascade of classiers that allows non-face
instances of the image to be quickly discarded. The detection process is shown
in Figure 3.3. The main idea of this method is to use simpler classiers that
reject the majority of the sub-windows (negative examples) and to use complex
classiers at a later stage, which were trained using the examples that had passed
through all previous stages. The evaluation of every classier in the cascade was
triggered by the positive examples. This meant that the classiers at a later stage
had to face a more dicult task, as additional computation was required [1, 2, 3].
The cascade of classiers was trained using Adaboost.
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Figure 3.3: Schematic depiction of the detection cascade redrawn from [1, 2].
In practice, Viola and Jones used a simple framework that contained the
number of cascaded stages, the number of features in each stage and the threshold
of each stage to produce an eective classier [1]. The maximum acceptable false
positive rate, fpi and the minimum acceptable detection rate, dri were selected
by the user. Then, each stage in the cascade was trained by the Adaboost with
the number of features used added until the target detection and false positive
rates were met. These rates were obtained by testing the current detector on a
validation set. The stages were added until the overall target for false positive
rate was met. The negative set for training subsequent layers was obtained by
collecting all false detections found by running the current detector on a set of
images which do not contain any instances of faces. The precise algorithm is
described in Table 3.1.
3.1.4 Experimental Results
The Viola and Jones algorithm was obtained from the Open Computer Vision
Library (OpenCV) samples, downloaded from [35] and then adapted for this
research. The results were obtained by using Visual Studio 2005 and OpenCV.
In the OpenCV samples, there are several types of Haar Cascade classiers that
can be used for dierent types of detection such as face or prole detections but in
this research, haarcascade frontalface alt2.xml was used to identify the location
of faces in the images. The source code was tested on 50 images with faces and
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Table 3.1: The training algorithm used to built a cascaded detector [1].
 The user selects values for fp, the maximum acceptable false positive rate
per layer, and dr, the minimum acceptable detection rate per layer.
 The user selects the target overall false positive rate, Ftarget
 P= set of positive examples and N = set of negative examples
 F0 = 1; D0 = 1
 i = 0
 While Fi < Ftarget
{ i i+ 1
{ ni = 0; Fi = Fi 1
{ While Fi > fp Fi 1
 ni  ni + 1.
 Use P and N to train a classier with ni features using Adaboost.
 Evaluate current cascaded classier on validation set to determine
Fi and Di.
 Decrease threshold for the ith classier until the current cascaded
classier has a detection rate of at least drDi 1 (this also aects
Fi).
{ N  
{ If Fi > Ftarget then evaluate current cascaded detector on the set of
non-face images and put any false detections into set N .
 Compute the output
H (x) =
TX
n=1
cnMn (x)
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50 images without faces. The images with faces were obtained from personal
collections and from Universiti Putra Malaysia, Faculty of Engineering's photo
albums [36]. Examples of images with all the faces in the image detected by the
face detector are shown in Figure 3.4 and the overall results obtained from this
face detector run on the 50 images with 505 faces are reported in Tables 3.2 and
3.3. The results in Tables 3.2 and 3.3 show that the face detector performed well
but not as well as reported in [1, 2, 3]. The reason is that some faces appeared
in prole or were too small or severely occluded and some non-faces were also
identied as faces as shown in Figures 3.5 and 3.6.
In addition to using images with faces, we also used 50 images without human
faces. These images were obtained from the internet [37, 38, 39]. The algorithm
detected wrongly 7 faces in these images and some examples are shown in Figure
3.7.
Based on these results, we conclude that the Viola and Jones approach per-
formed well. However, there are some cases where this method wrongly detected
faces, and some cases where faces were missed. The basic reason for missing
faces was that the missed faces were either too small or in prole. We consider
this performance acceptable for our purpose, as this detector is for frontal faces
anyway.
Once a face is detected, it has to be isolated from its surroundings. Thus, the
next step in this research is to use a method based on colour analysis to identify
the actual face and t it with an ellipse.
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Figure 3.4: Images where all faces were detected by the face detector. For image (a)
of size 800 600 pixels, on a computer type Intel Core 2, 1.83GHz and 1GB of RAM,
the algorithm took 0:066s; for image (b) of size 398  600 pixels, the algorithm took
0.054s and for image (c) of size 545 409 pixels, the algorithm took 0.06s.
Figure 3.5: Images that contain faces without full-view of frontal-face.
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Table 3.2: Results for 50 images with 505 faces .
No.
of
Im-
age
No. of
Faces
in the
image
No. of
Faces
De-
tected
No. of
Faces
Missed
Count
non-
face as
face
Total
Detec-
tion
Correctly
detected
faces over
number of
faces
(%)
Faces missed
over number
of faces (%)
Non-face
counted as
face over
number of
faces
(%)
1 220 218 2 0 218 99.1 0.9 0.0
2 1 1 0 0 1 100.0 0.0 0.0
3 58 58 0 1 59 100.0 0.0 1.7
4 2 1 1 0 1 50.0 50.0 0.0
5 3 3 0 0 3 100.0 0.0 0.0
6 3 2 1 0 2 66.7 33.3 0.0
7 17 15 2 0 15 88.2 11.8 0.0
8 5 5 0 0 5 100.0 0.0 0.0
9 2 2 0 0 2 100.0 0.0 0.0
10 7 6 1 0 6 85.7 14.3 0.0
11 5 5 0 0 5 100.0 0.0 0.0
12 6 6 0 1 7 100.0 0.0 16.7
13 14 10 4 0 10 71.4 28.6 0.0
14 4 4 0 0 4 100.0 0.0 0.0
15 2 2 0 0 2 100.0 0.0 0.0
16 18 17 1 0 17 94.4 5.6 0.0
17 11 8 3 1 9 72.7 27.3 9.1
18 6 4 2 0 4 66.7 33.3 0.0
19 5 5 0 0 5 100.0 0.0 0.0
20 1 1 0 0 1 100.0 0.0 0.0
21 6 6 0 1 7 100.0 0.0 16.7
22 4 3 1 1 4 75.0 25.0 25.0
23 1 1 0 0 1 100.0 0.0 0.0
Figure 3.6: (a) Image with a very small face that is not detected. (b) Image with
non-face regions counted as faces.
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Table 3.3: Results for 50 images with 505 faces .
No.
of
Im-
age
No. of
Faces
in the
image
No. of
Faces
De-
tected
No. of
Faces
Missed
Count
non-
face as
face
Total
Detec-
tion
Correctly
detected
faces over
number of
faces
(%)
Faces missed
over number
of faces(%)
Non-face
counted as
face over
number of
faces
(%)
24 13 10 3 0 10 76.9 23.1 0.0
25 2 2 0 0 2 100.0 0.0 0.0
26 3 3 0 2 5 100.0 0.0 66.7
27 3 2 1 0 2 66.7 33.3 0.0
28 3 2 1 0 2 66.7 33.3 0.0
29 1 1 0 0 1 100.0 0.0 0.0
30 1 1 0 1 2 100.0 0.0 100.0
31 2 2 0 0 2 100.0 0.0 0.0
32 2 2 0 0 2 100.0 0.0 0.0
33 2 2 0 0 2 100.0 0.0 0.0
34 2 2 0 0 2 100.0 0.0 0.0
35 2 2 0 0 2 100.0 0.0 0.0
36 3 2 1 0 2 66.7 33.3 0.0
37 11 7 4 1 8 63.6 36.4 9.1
38 3 3 0 0 3 100.0 0.0 0.0
39 2 2 0 0 2 100.0 0.0 0.0
40 1 1 0 0 1 100.0 0.0 0.0
41 4 2 2 0 2 50.0 50.0 0.0
42 12 9 3 0 9 75.0 25.0 0.0
43 3 3 0 0 3 100.0 0.0 0.0
44 2 2 0 0 2 100.0 0.0 0.0
45 12 11 1 0 11 91.7 8.3 0.0
46 4 4 0 0 4 100.0 0.0 0.0
47 3 2 1 0 2 66.7 33.3 0.0
48 1 1 0 0 1 100.0 0.0 0.0
49 2 2 0 0 2 100.0 0.0 0.0
50 5 5 0 0 5 100.0 0.0 0.0
Total 505 470 35 9 479 93.1 6.9 1.8
Figure 3.7: Images with no faces in which some faces were wrongly detected.
34
3.2 Skin Detection Algorithm
Skin detection is used to reject nonskin areas in order to reduce the computation
time of detecting faces in an image [16, 17, 18]. The authors of [16] and [18]
identied human skin areas in an image by rst transforming the RGB values of
each pixel to several other well known color representation models. Then, they
used the chrominance components of the transformed color to classify the pixels,
by discarding the luminance value. The probabilities of the skin and nonskin
were computed using Bayesian estimation:
p (wi jC1; C2 ) = p (C1; C2 jwi ) p (wi)
p (C1; C2)
(3.12)
where (C1; C2) 2 f(r; g) ; (r; b) ; (g; b) ; (x; y) ; (x; z) ; (y; z) ; (H;S) ; (Cb;Cr) ; (I;Q)g,
the chrominance components of the various color models used. The color models
used are dened in Appendix A. Function p (C1; C2 jwi ) represents the probability
of C1 and C2 to be observed given class wi, where wi 2 fw1; w2g denotes the skin
(w1) and nonskin (w2) classes, and is dened as
p (C1; C2 jwi ) = hwi (C1; C2)
Nwi
(3.13)
Here hwi (C1; C2) is the value of the 2D histogram of the respective skin and
nonskin areas for chrominance components C1 and C2 computed from training
data and Nwi is the total number of training pixels used to construct the 2D
histogram hwi (C1; C2). Function p (wi) is the prior probability of class wi dened
as
p (wi) =
NwiP
j Nwj
(3.14)
and p (wi jC1; C2 ) is the a posteriori probability of a pixel to belong to class wi,
given that its chrominance components are C1 and C2.
The next step is to use the maximum a posteriori probability (MAP) to
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classify the pixels in the training data and identify this way the chrominance
components that best characterise skin [16, 18]. The MAP classier is dened as
w = arg maxwi p (wi jC1; C2 )
= arg maxwi
p(C1;C2jwi )p(wi)
p(C1;C2)
= arg maxwi p (C1; C2 jwi ) p (wi)
(3.15)
where w is the class assigned to a pixel with chrominance components (C1; C2).
Since the denominator in (3.12) does not depend on the unknown class, p (C1; C2)
may be ignored. The pixel is classied as skin if the result from equation (3.15) is
w1 (skin) and as nonskin if the result from equation (3.15) is w2 (nonskin). Thus,
the decision function is dened as
p (C1; C2 jw1 ) p (w1) > p (C1; C2 jw2 ) p (w2)) pixel with (C1; C2) 2 w1 (3.16)
p (C1; C2 jw2 ) p (w2) > p (C1; C2 jw1 ) p (w1)) pixel with (C1; C2) 2 w2 (3.17)
To use this method, a database of images containing skin regions was created.
A mask was manually created identifying the skin regions. Figure 3.8(a) shows
some of the images in the database. Figure 3.8(b) shows the masks that have to
be superimposed on these images to isolate the skin regions. Figure 3.9(a) shows
the result. Internal facial features such as teeth and eyes were excluded from the
skin. We also collected several images that do not contain skin. These are shown
in Figure 3.9(b).
Using these databases, 2D chrominance histograms of the skin and nonskin
areas for all colour models were generated. Figures 3.10 and 3.12 show the skin
histograms and Figures 3.11 and 3.13 show the nonskin histograms for two of the
colour models used, namely the rg and IQ models, respectively.
With the 2D histograms, the probabilities of the skin and nonskin were cal-
culated and by using the MAP classier, the pixels in the training data were
classied. The classication was performed pixel by pixel and the results of the
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Figure 3.8: (a) Several images containing skin regions which were captured under
varying lighting conditions and for people of dierent races. (b) The masks which were
created for the images in (a).
Figure 3.9: (a) The images of the skin produced by superimposing the masks on the
images in Figure 3.8(a). (b) Non-skin images collected from various sources.
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Figure 3.10: Skin distribution of the r and g components.
Figure 3.11: Nonskin distribution of the r and g components.
38
Figure 3.12: Skin distribution of the I and Q components.
Figure 3.13: Nonskin distribution of the I and Q components.
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Table 3.4: Confusion matrices of the training data. The percentages of the pixels
of the true skin classied as skin, the pixels of the true nonskin classied as skin, of
the pixels of the true skin classied as nonskin and of the pixels of the true nonskin
classied as nonskin for the pixels in the training data.
classication, when the pixels are characterised by using the chrominance com-
ponents r and g, r and b, g and b, I and Q, H and S, U and V , Cb and Cr, x
and y, x and z, y and z, are shown in Figures 3.14 and 3.15 respectively. In these
gures, the black pixels are the pixels of the true nonskin classied as nonskin,
the white pixels are the pixels of the true nonskin classied as skin, the light grey
pixels are the pixels of the true skin classied as skin and the dark grey pixels are
the pixels of the true skin classied as nonskin. The percentages of these pixels in
each class are shown in Table 3.4. We note that some chrominance components
have very low correct classication rate even though the classication results are
referring to the training data themselves. Next, we used the evaluation set as
shown in Figure 3.16. These images were also manually segmented to skin and
non-skin regions, to see how well each pair of chromaticity components classies
evaluation data that have not been used for training. These results are reported
in Table 3.5. Based on these results, the appropriate color models are chosen.
In the ideal case, the percentage of the true skin classied as skin and the per-
centage of the true nonskin classied as nonskin should be 100%. Therefore, the
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Figure 3.14: Result of pixel classication for the pixels with the (a) r and g, (b) r
and b, (c) g and b, (d) I and Q components. The white pixels are the pixels of the true
nonskin classied as skin, the black pixels are the pixels of the true nonskin classied
as nonskin, the light grey pixels are the pixels of the true skin classied as skin and the
dark grey pixels are the pixels of the true skin classied as nonskin.
41
Figure 3.15: Result of pixel classication for the pixels with the (a) H and S, (b) U
and V , (c) Cb and Cr, (d) x and y, (e) x and z, (f) y and z components. The white
pixels are the pixels of the true nonskin classied as skin, the black pixels are the pixels
of the true nonskin classied as nonskin, the light grey pixels are the pixels of the true
skin classied as skin and the dark grey pixels are the pixels of the true skin classied
as nonskin.
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Figure 3.16: Images used as the evaluation set, to see how well the chromaticity
components classify skin and nonskin pixels.
Table 3.5: Confusion matrices of the evaluation data. The percentages of the pixels
of the true skin classied as skin, the pixels of the true nonskin classied as skin, the
pixels of the true skin classied as nonskin and the pixels of the true nonskin classied
as nonskin for the pixels in the evaluation data.
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selected chrominance components are the components with the highest percent-
age of the true skin classied as skin and the true nonskin classied as nonskin.
Based on the result in Tables 3.4 and 3.5, the selected chrominance components
are I, Q, U , V , Cb and Cr, as these produce the highest percentages along the
diagonals of the confusion matrices for both the training and the evaluation data.
Although these chrominance components have been selected on the basis of
their performance when used as pairs, for simplicity, we shall use them in what
follows as independent skin indicators. Ideally, the 2D histograms of the pairs
of chrominance values should be modelled perhaps with some bivariate Gaussian
function. However, this would make the algorithm slow. Instead, each chromi-
nance component is modelled separately. This is equivalent to modelling the 2D
distribution with a rectangle with its sides parallel to the coordinate axes, i.e.
treating the two chrominances as independent. To do that, we construct their
histograms for the training skin regions as marginals of their 2D histograms con-
structed when used as pairs. These marginals are constructed by summing up
the rows and column of the corresponding histograms. These 1D histograms cor-
responding to the 6 chrominance components selected, are shown on the left of
Figures 3.17 and 3.18. To avoid the use of the histograms created directly from
observation data (which are noisy and only numerically available), a parametric
model is tted to each 1D chrominance histogram for skin. Let us dene as Xmin
and Xmax the extreme values one of the two chrominance components takes for
human skin in a particular colour space, as shown in Figures 3.17 and 3.18. In our
approach, the Xmin and Xmax for each chrominance component were as follows
 Imin = 155, Imax = 220; Qmin = 128 and Qmax = 147.
 Umin = 95, Umax = 128; Vmin = 130 and Vmax = 170.
 Crmin = 115, Crmax = 153; Cbmin = 80 and Cbmax = 112.
Then, one may dene a membership function  (z) that a pixel belongs to class
\skin", according to its value z of a single chrominance component of a certain
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colour system, as:
 (z; a; b; c; d) =
8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:
0; if z  a or z  d;
2(z a)2
(b a)2 ; if a < z 
(a+b)
2
;
1  2(z a)2
(b a)2 ; if
(a+b)
2
< z  b;
1; if b < z < c;
1  2(z c)2
(d c)2 if c  z <
(c+d)
2
;
2(z c)2
(d c)2 ; if
(c+d)
2
 z < d:
(3.18)
Parameteres a, b, c and d, where a < b < c < d, are computed from the histogram
so that a = Xmin and d = Xmax. Parameters b and c are calculated using b =
a+ (d a)
100
X and c = d  (d a)
100
X where X is a percentile of the range of observed
values. Figures 3.17 and 3.18 on the right show these fuzzy membership functions
for the histograms shown on the left, for X = 15 and X = 25, respectively.
This way, each chrominance value of a pixel, for each colour model used,
implies a certain condence with which this pixel belongs to the class \skin".
A mechanism is then needed to combine all these condence values so a single
answer is derived, that is the nal probability with which we think a particular
pixel belongs to the class \skin". For the sake of speed and simplicity, all the
selected chrominance components are treated as independent and their evidence
(the results from equation (3.18) for all the chrominance components) is summed
up:
S (x; y) =
8><>: 1 if 
n
i (zi (x; y) ; ai; bi; ci; di)
i  skin;
0 otherwise
(3.19)
where ai 2 fIMIN ;QMIN ;UMIN ;VMIN ;CbMIN ;CrMIN ; g are the lower bound-
aries and di 2 fIMAX ;QMAX ;UMAX ;VMAX ;CbMAX ;CrMAXg are the upper bound-
aries for each selected chrominance components, bi is equal to b1i = ai+
(di ai)
100
15
or b2i = ai +
(di ai)
100
 25 and ci is equal to c1i = di   (di ai)100  15 or c2i =
di   (di ai)100  25. The weighting coecient 
, associated with chrominance com-
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Figure 3.17: The 1D histogram of the (a) Cb, (d) Cr and (g) U component of skin
pixels. In the middle column, the fuzzy membership functions 1 with b equal to b1
and c equal to c1 computed for X = 15 and on the right, the corresponding fuzzy
membership functions 2 with b equal to b2 and c equal to c2 computed with X = 25.
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Figure 3.18: The 1D histogram of the (a) V , (d) I and (g) Q components of skin
pixels. In the middle column, the fuzzy membership functions 1 with b equal to b1
and c equal to c1 computed for X = 15 and on the right, the corresponding fuzzy
membership functions 2 with b equal to b2 and c equal to c2 computed with X = 25.
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Figure 3.19: Receiver Operating Characteristic curves of skin classied as skin (true
positive) and nonskin classied as skin (false positive), computed from the evaluation
data using fuzzy functions with X = 15 and X = 25.
ponents i is dened as

i =
p (zi)Pn
j=1 p (zj)
and
P
i
i = 1 (3.20)
where p (zi) is the probability generated by the 1-D histogram of the selected
chrominance component i and n is the total number of chrominance components
used. Threshold skin for making a decision whether a color pixel is skin or not is
obtained by testing a set of threshold ranges from 0.1 until 0.9 on the evaluation
data. The results are presented as the Receiver Operating Characteristic curve
shown in Figure 3.19, for X = 15 and X = 25. We observe that the membership
functions with X = 25 t the histograms better than membership functions with
X = 15, and the ROC curves show that X = 15 produces slightly worse results
than X = 25, for the same value of false positives. Based on these curves,
the selected value for X is X = 25 and the selected value for the threshold is
skin = 0:7.
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Table 3.6: The percentages of pixels in each class which were obtained from the fuzzy
membership function that was tted to each of the chrominance components and the
integration of them. FC stands for Fuzzy Classier.
The classications produced by the fuzzy membership functions with X = 25
tted to each of the selected chrominance components are shown in Figure 3.20.
These images were labeled with 4 tones of gray. The white pixels are the pixels
of the true nonskin classied as skin, the black pixels are the pixels of the true
nonskin classied as nonskin, the light grey pixels are the pixels of the true skin
classied as skin and the dark grey pixels are the pixels of the true skin classied as
nonskin. The percentages of the pixels that were classied as skin or nonskin for
these images by each individual chrominance components and for the integrated
classier are shown in Table 3.6.
After completing the skin detection process, we performed connected com-
ponent analysis and determined the area of each connected region. Then, we
determined the minimum, (RXmin; RY min) and maximum, (RXmax; RY max) coor-
dinates of the largest connected region which are used to create the bounding
box around it. Images in Figure 3.21 (c) are the images of the largest skin re-
gion with three rows of black pixels added all around the bounding box. Then,
all the black regions inside the white region were set to white and the thus cre-
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Figure 3.20: Classications obtained from the fuzzy-membership function that was
tted to (a) the Cb, (b) the Cr, (c) the I, (d) theQ, (e) the U and (f) the V components.
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Figure 3.21: (a)Faces detected by the Viola-Jones algorithm. (b) In white the largest
skin region plus 3 rows of black pixels all around. (c) All the black regions inside the
white region were set to white and then used as masks to isolate part of the gray-scale
image. The results are shown in (d). (e) The detected edges.
ated mask was used to isolate part of the gray-scale image, as shown in 3.21(d)
and 3.21(e). Then, edge detection was performed. The result is shown in Fig-
ure 3.21(f). The edge detection was performed using Sobel lters with Canny's
hysteresis thresholding of the resulting edge magnitudes. The image was rst
smoothed to eliminate noise by using a 5  5 Gaussian kernel. Then, the 3  3
Sobel convolution masks were used to nd the image gradient to highlight regions
with high spatial derivatives. The detector then suppressed the values that were
not local maxima (nonmaxima suppression). Finally, hysteresis thresholding was
used on the remaining pixels with non-zero gradient values. Hysteresis uses two
thresholds (low and high). Any pixel that has magnitude below the low thresh-
old is set to zero and if the magnitude is above the high threshold, the pixel is
assumed an edgel. However, if the magnitude of the pixel is between the two
thresholds, the pixel is assumed to be part of the background unless this pixel is
connected to a pixel with a gradient above the high threshold [40, 41]. In this
algorithm, the low and high thresholds were set to 35 and 170 respectively. This
algorithm is the algorithm implemented in OpenCV. The detected edges will be
used for the ellipse tting stage which will be discussed in the next section.
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Figure 3.22: Searching strategy. pK is a point on the ellipse boundary and eJ is an
edge point in the image redrawn from [42].
3.3 Ellipse tting methodology
In [16], Srisuk and Kurutach showed how the ellipse tting method is performed.
They tted an ellipse to the face by using a face similarity measure that was based
on an enhanced Hausdor Distance (HD) combined with a searching strategy as
shown in Figure 3.22.
Our work on the ellipse tting extends the work done by Srisuk and Kuru-
tach [16], as we are tting ellipses that may be rotated in relation to the image
coordinates. In order to nd the elliptical model that best ts the face, we used
the Robust Automatic Minimum Hausdor Distance (RAMHD) algorithm [16].
Using this algorithm, we try to search for the edgel, for example ej that is the
closest to the point on the boundary, that is pk, along two directions which are
interior (D1) and exterior (D2). The interior and exterior directions are dened
by the angle k which is dened by the coordinates of point pk. The edgels
in an image, which were detected in the previous section, were represented as
E = fe1; e2; e3; ::; eJg. We start by dening a coordinate system (x; y) with its
centre at the centre of the bounding box of the largest skin region we identied.
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We also dene the equation of the ellipse in this coordinate system as
fellipse (x; y)  Ax2 +By2 + Cxy +D = 0 (3.21)
where A = 1  r2y r2x
r2y
sin2 , B = 1  r2y r2x
r2y
cos2 , C =
2(r2y r2x)
r2y
cos sin, D =  r2x,
 is the angle of rotation of the axes of the ellipse in relation to the coordinate
system, and rx and ry are the x- and y-semi-axes of the elliptical model. To begin
with, we assume that the axes of the ellipse coincide with the axes of the local
coordinate system, i.e. we start by setting  = 0. Then
A = 1; B = r
2
x
r2y
; C = 0; and D =  r2x
i.e. the equation of the ellipse is
x2 + r
2
x
r2y
y2 = r2x ) x
2
r2x
+ y
2
r2y
= 1 (3.22)
The values of rx and ry are dened from the dimensions of the bounding box of the
skin region. The semi-axes of the ellipse are equal to half the size of the original
bounding box (without the three rows of black pixels all around the bounding
box), so we set:
rx =
jRXmax RXminj
2
and ry =
jRYmax RYminj
2
We then consider values of angle  (see Figure 3.22) in increments of 1. Let us call
one such value k. A point on the ellipse will have coordinates (rk cos k; rk sin k)
which must satisfy
Ar2k cos
2 k +Br
2
k sin
2 k + Cr
2
k cos k sin k +D = 0 (3.23)
) rk =
s
  D
A cos2 k +B sin
2 k + C cos k sin k
(3.24)
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The similarity measure value is calculated using the Robust Automatic Min-
imum Hausdor Distance (RAMHD) algorithm [16] that consists of four main
steps as follows.
 Let ~dk be the unit vector along the direction of search, at angle k, corre-
sponding to point pk. The components of this vector are ~dk = (cos k; sin k)
T .
 The search starts at ~pk where the components of this vector are ~pk =
(xk; yk)
T . The search continues until vector ~qk = ~pk + i ~dk, i.e. ~qk =
(xk + i cos k; yk + i sin k)
T where i = 1;2; :::: coincides with an edgel.
As the components of ~qk are real numbers, we round them to the nearest
integers in order to do the matching.
 Then, the distance between ~pk and ~qk which is given by jj~pk   ~qkjj is calcu-
lated. As ~qk moves in two directions, we select the edgel with the minimum
distance. The minimum distance is represented as DRAMHD (pk).
 Then, a measure of how well the ellipse ts the data is calculated using
hRAMHD(P;E) = e
 [ 1n (P )
P
pk2P (DRAMHD(pk))] + (1  ) n (P )
K
(3.25)
where n (P ) is the respective cardinality of the point sets fpk 2 P; 1  k  K
jDRAMHD (pk)j  g where  is a threshold dened in order to discard large
values of DRAMHD (pk). Function  (DRAMHD (pk)) is dened as
 (DRAMHD (pk)) =
8><>: DRAMHD (pk) ; if DRAMHD (pk)  ;0; if DRAMHD (pk) > ; (3.26)
In [16, 18], n (P )
K
was used to prevent the false detection that may occur when too
many points on the boundary are discarded by the  function. This means that
if a point pk on the boundary yields a value of DRAMHD (pk) >  , this point is in
the occluded areas and is discarded. If most of the points in P are near points
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in E, each e [
1
n (P )
P
pk2P (DRAMHD(pk))] and n (P )
K
will be approximately 1 [16, 18].
Threshold  is selected by visual inspection.
The best matching ellipse does not only depend on its position, but it also
depends on its size. The ellipse is updated by updating the rx and ry values,
which are calculated using the following equations
rnewx = rx +
1
n (C)
X
cm2C
cos (m   ) fellipse (cm) (3.27)
and
rnewy = ry +
1
n (C)
X
cm2C
sin (m   ) fellipse (cm) (3.28)
where n (C) is the number of elements in C, where cm 2 C are the edgels asso-
ciated with the ellipse, which were not rejected by the  (DRAMHD (cm)). These
points are searched using the steps in the RAMHD algorithm. fellipse is the ellipse
function as stated in equation (3.21), which has the following properties:
fellipse (x; y)
8>>>><>>>>:
< 0; if (x; y) is inside the ellipse boundary,
= 0; if (x; y) is on the ellipse boundary;
> 0; if (x; y) is outside the ellipse boundary.
(3.29)
The recreated ellipse will be enlarged if the rnewx and r
new
y are both larger than
rx and ry, respectively. Then, we calculate the similarity measure of the updated
ellipse, hRAMHD (P
new; E). The whole process is repeated for values of  incre-
mented by 1 starting from  45 to 45, and the ellipse with the minimum error
over all 91 tted ellipses is adopted as the nal one.
In order to nd the right threshold,  and parameter , we run experiments
in the images of various dimensions, shown in Figure 3.23 for various values of 
ranging from 1 to 4, and calculated separately the values of the two terms in (3.25)
in order to get an idea what the value of  should be. The results are shown in
Tables 3.7 and 3.8. As we would like both terms in equation (3.25) to participate
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Figure 3.23: Images used to nd the values of  and .
equally in the similarity calculation, a reasonable value of  is around 0:5 as both
terms in equation (3.25) are of the same order of magnitude. Experiments were
conducted for each considered value of  and  = 0:2; 0:3; 0:4; 0:5; 0:6 and 0:7.
The result for every combination is shown in Figures 3.24 - 3.27.
By visual inspection, the ellipses t the faces well for all images for  = 1 and
 = 0:2; 0:3; 0:4; 0:5; 0:6 and 0:7, while for  = 2 and  = 0:2; 0:3; 0:4; 0:5; 0:6 and
0:7, the ellipses t the faces well for most of the images. However, the ellipses do
not t the faces well for most of the images for  = 3 and 4. Therefore, we select
 is  = 1, but for , the ellipses t the faces well for all images at all . In order
to select , we refer to Tables 3.7 and 3.8, where e [
1
n (Pnew)
P
pk2Pnew (DRAMHD(pk))]
is slightly higher than n (P
new)
K
for most of the images. Therefore, for  = 1, we
select  = 0:4. The best matching elliptical models, are then used as masks to
isolate part of the gray-scale images. The results are shown in Figure 3.28.
However, in some photos, the detected face area, obtained from the Viola and
Jones algorithm is quite large. Figure 3.29 shows the example of faces with quite
large enclosing rectangle. Due to this situation, we faced some problems, which
are the following.
 In some of the subimages, the nonskin area has the same colour as the skin,
which is then detected as skin.
 It is also observed that not only faces are detected but also the ears.
As a consequence, when we perform the skin detection, the results are not only
the skin of the faces, but also the nonskin area that has the same colour as
the skin and the ears. Some examples are shown in Figure 3.30, which are the
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Table 3.7: e
 
h
1
n (Pnew)
P
pk2Pnew (DRAMHD(pk))
i
and n (P
new)
K for the images in Figure
3.23 for various  .
Images  e [
1
n (Pnew)
P
pk2Pnew (DRAMHD(pk))] n (P
new)
K
a
1 0.57 0.47
2 0.43 0.56
3 0.30 0.69
4 0.24 0.76
b
1 0.51 0.39
2 0.43 0.61
3 0.34 0.68
4 0.28 0.74
c
1 0.60 0.60
2 0.35 0.36
3 0.25 0.44
4 0.19 0.52
d
1 0.48 0.49
2 0.46 0.49
3 0.40 0.69
4 0.29 0.74
e
1 0.54 0.46
2 0.37 0.44
3 0.25 0.60
4 0.33 0.75
f
1 0.56 0.39
2 0.44 0.54
3 0.31 0.60
4 0.23 0.67
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Table 3.8: e
 
h
1
n (Pnew)
P
pk2Pnew (DRAMHD(pk))
i
and n (P
new)
K for the images in Figure
3.23 for various  .
Images  e [
1
n (Pnew)
P
pk2Pnew (DRAMHD(pk))] n (P
new)
K
g
1 0.61 0.58
2 0.52 0.52
3 0.43 0.62
4 0.23 0.71
h
1 0.56 0.36
2 0.49 0.52
3 0.34 0.64
4 0.26 0.72
i
1 0.53 0.26
2 0.35 0.36
3 0.31 0.43
4 0.25 0.54
j
1 0.54 0.34
2 0.42 0.43
3 0.34 0.53
4 0.24 0.68
k
1 0.52 0.28
2 0.35 0.34
3 0.32 0.42
4 0.24 0.44
l
1 0.55 0.36
2 0.39 0.38
3 0.26 0.40
4 0.16 0.44
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Figure 3.24: Images with the updated elliptical models that are obtained for  = 1:0
and  = 0:2; 0:3; 0:4; 0:5; 0:6 and 0:7. The updated elliptical models t all the faces
well.
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Figure 3.25: Images with the updated elliptical models that are obtained for  = 2:0
and  = 0:2; 0:3; 0:4; 0:5; 0:6 and 0:7. The updated elliptical models t most of the faces
well.
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Figure 3.26: Images with the updated elliptical models that are obtained for  = 3:0
and  = 0:2; 0:3; 0:4; 0:5; 0:6 and 0:7. The updated elliptical models do not t most of
the faces well.
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Figure 3.27: Images with the updated elliptical models that are obtained for  = 4:0
and  = 0:2; 0:3; 0:4; 0:5; 0:6 and 0:7. The updated elliptical models do not t most of
the faces well.
Figure 3.28: Gray-scale images with the best matching elliptical models.
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Figure 3.29: Faces in the enclosing rectangle (detected face area) obtained from the
Viola and Jones algorithm.
results of the skin detection for the faces in Figure 3.29. Then, by continuing
with the rest of the steps in the face detection algorithm, which are to isolate
part of the gray-scale images using the largest skin region, as shown in Figure
3.31, by performing edge detection and ellipse tting, we found that the best
matching elliptical models did not t the faces. These are shown in Figures 3.32
and 3.33. In order to solve the problems, the detected face area by the Viola and
Jones algorithm are updated so that only the faces are detected. To update the
detected face area, we detect the eyes and mouth and use their coordinates. The
algorithm that we used to nd the coordinates of the eyes and mouth is explained
in the next chapter.
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Figure 3.30: Images of the largest skin region for the faces in Figure 5.1.
Figure 3.31: The largest skin region are used as masks to isolate part of the gray-scale
images.
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Figure 3.32: Faces with the best matching elliptical models that do not t well the
faces.
Figure 3.33: Gray-scale images with the best matching elliptical models.
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Chapter 4
Eye and Mouth Detection
In the previous chapter, we showed that in some images the elliptical models did
not t the faces well. The problem is because the detected face area, obtained
by the Viola and Jones algorithm, is quite large. Therefore, when we perform
the skin detection, the results are not only the skin of the faces, but also the
ears and some nonskin area that has the same colour as the skin. To overcome
this problem, the face area detected by the Viola and Jones algorithm is updated
using the coordinates of the eyes and the mouth. The method used to detect the
eyes is a method which is based on pixel dierences, a method proposed by Ren
and Jiang [4]. In [4], the authors proposed a fast eye localization based on the
fact that the eye is darker than its surroundings. In addition to detecting the
eyes, we use here the same method to detect also the mouth. This is because
the mouth pixels have regions that are darker than the surrounding skin when
mapped to grey-scale, i.e. the mouth pixels are darker than the surrounding
pixels. The remaining sections of this chapter are organised as follows. In the
next section, we discuss the various methods used for eye detection followed by
the methodology that we used to detect the eyes and mouth. Then, we present
the results of eye and mouth detection using a database of family photos.
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4.1 Eye Detection: literature survey
In this section, dierent types of eye detection methods are reviewed. They have
been classied into four main methods, namely shape-based methods, appearance-
based methods, feature-based methods and hybrid methods [43].
4.1.1 Shape-Based Methods
The shape-based methods use a model of eye shape and surrounding structures
to detect the eye. The models can be classied into simple elliptical shape and
complex shape models [43].
4.1.1.1 Simple Elliptical Shape Models
Simple elliptical shape models can be divided into voting-based methods [44, 45]
and model tting methods [46, 47, 48]. In a voting-based method, features that
support a given hypothesis through a voting or accumulation process are selected.
In [44], the method was based on isophote curvatures in the intensity image
and they used edge orientation directly in the voting process. In order to limit
false positives, the approach depends on a prior face model and anthropomorphic
averages. These models rely on maxima in the feature space, and when the
number of features in the eye region decreases, other features, such as eyebrows
or eye corners, may be mistaken as eyes. These methods were typically used
when a constrained search region was available [43]. In [45], Perez et al. used
thresholds of image intensities to estimate the center of the pupil ellipse, while
the limbus or the pupil boundaries were extracted by edge detection techniques.
Several regions in the image may have a similar intensity prole to the iris and
pupil regions and thresholds were therefore only applicable to constrained settings
[43].
For the model tting approaches, features are tted to the model such as an
ellipse [43]. In [46], the curve integral of gradient magnitudes under an elliptical
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shape model were optimized. This model does not take the contour neighborhood
into account and may therefore disregard useful information. Hansen and Pece
[47] modeled the iris as an ellipse as well, but the ellipse was locally tted to the
image through an EM and RANSAC optimization schemes. They introduced a
likelihood model that takes neighboring information into account. In addition, it
avoided explicit feature detection (such as detecting the strongest gray-level gra-
dient and using thresholds). This method allows for multiple hypotheses tracking
using a particle lter. Sreecholpech and Thainimit [48] utilized intensity and gra-
dient information to detect the edges of the pupil boundary. Accurate edges of
the pupil were obtained by rened searching over a blurred input eye image using
gradient information. The obtained edges were then modeled using a circle or
an ellipse. They showed that elliptical tting yields better performance than cir-
cular tting. Tested on CASIA-IRISV3-Interval database, they achieved 95.93%
and 99.4% correct detection rate (CDR) for the circular and elliptical tting,
respectively.
4.1.1.2 Complex Shape Models
A more detailed eye model was used in complex shape-based methods [49, 50]. In
[49], a deformable template model that consists of two parabolas representing the
eyelids (modeled with 11 parameters) and a circle for the iris was proposed. Using
an updating rule, which incorporates energy functions for valleys, edges, image
peaks and internal forces, the model was tted to the image. In this work, the
initial position of the template was critical, as, for example, the algorithm failed
to detect the eye if the template was initialized above the eyebrow. Furthermore,
other disadvantages were that it was computationally demanding, required high
contrast images and had problems handling eye occlusions due to either eyelid
closure or non-frontal head pose [43].
In [50], an eye model with six deformation parameters consisting of two semi-
ellipses that share the same major axis was proposed. Coarse estimates of the
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right and left eye locations and shapes were initially calculated. The templates
were then optimized similarly as in [49]. Wang et al. [51] used a deformable
template to get the precise location, shape of eye, the position and size of the
pupil, and other information which was then used to track a driver0s gaze direc-
tion. The experimental results showed that the system was not robust to glasses.
The correct detection rate was only 53% if the driver wore glasses, otherwise the
detection rate was 85% or more.
4.1.2 Feature-Based Methods
In these methods, the characteristics of the human eye are explored to identify
a set of distinctive features around the eyes. The goal of these methods is to
identify informative local features of the eye that are less sensitive to variations
in illumination and viewpoint [43]. The common features used for eye localization
are image intensity, the responses of appropriately chosen lters, and the presence
of structures that could be identied as the pupil or the iris.
4.1.2.1 Intensity as Feature
The eye region consists of dierent levels of intensity. For example, the pupil is
darker than the surrounding area. Based on this information, Park et al. [52]
could detect the eyes. They proposed a method that comprises four stages, which
are automatic face region extraction based on Adaboost, illumination normaliza-
tion using local information, estimation of eye candidates by the eye lter based
on texture information, and detection of eye location using the geometrical in-
formation of a face. Based on the fact that the pupil is circular and darker than
it surroundings, they used 2 eye lters which are a horizontal Gabor and a circle
lter. The eye detection rate that they achieved was 99:2% for 3137 face images
in the CAS-PEAL and JAFFE databases.
In [53], an eye model consisting of six landmarks (eye corner points) is pro-
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posed. They used the eye landmarks to guide the localization of the iris and eye
boundary. The precise eye position was determined and veried by using the
variance projection function, which utilises the variance of intensities within a
given eye region to estimate the position and the size of the iris or the positions
of the eyelids. The variance projection function can be shown to be orientation
and scale invariant. However, this method fails if the eye is closed or partially
occluded by hair or face orientation. Further, it is inuenced by shadows and eye
movements and the eyebrows may be mistaken for eyes.
In [4], the authors proposed a fast eye localization method based on the fact
that the eyeball is dark and round. The rst step in their method was to obtain
a binary eye map by choosing pixels that are darker than their surrounding.
To remove noise and recover any missing eye, they used a rank order lter. The
connected regions in the eye map were then labeled by their geometric centers and
the best suitable eyeball pair, which was based on a set of geometric constraints,
was selected. An iterative structure was constructed to improve the detection
accuracy and speed. This algorithm is fast, since it converts the gray level image
to a binary eye map at the beginning. The achieved detection rate was 93:4% for
4095 images of size 250 200.
Chen and Liu [54] proposed a method for detecting the center of the eye in
color face images. In their method, a color face image was transformed from the
RGB to the YUV color space to extract the U color component image, whose
binary image was utilized by projection functions to estimate the eye boundaries.
Then, they used two approaches to nd the center of the eye within the eye
boundaries: the rst approach converted the RGB image to a gray scale image
and pinpointed the center of the eye as the point with the lowest intensity value.
The second approach transformed the color image from the RGB to the HSV color
space and singled out the center of the eye with the largest intensity variation
compared with its 8-neighbors in the H color component image. The approach
with the better result was chosen as the center of the eye. Finally, to improve
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the accuracy of the eye detection, the center of the eye was adjusted based on
the prior knowledge of anthropometry. Tested on the FRGC database, the eye
detection rate of both eye centers being accurately detected was 95.4%.
4.1.2.2 Filter Responses as Features
The lters considered enhance particular characteristics in the image while sup-
pressing others. The value of a pixel in the image after ltering is related to
the similarity of the region to the lter and, therefore, regions in the image with
particular characteristics can be extracted through a similarity value [43].
In [55], Sirohey et al. used linear and nonlinear ltering and face modeling for
eye detection. Edges of the eye0s sclera were detected with four Gabor wavelets. A
nonlinear lter was constructed to detect the left and right eye corner candidates.
The eye corners were used to determine eye regions and the postprocessing steps
were employed to eliminate the spurious eye corner candidates. The edge of the
iris was located using a voting method, where the votes were accumulated by
summing edge pixels in a U-shaped annular region whose radius approximated
the radius of the iris. The annulus center receiving the most votes was selected
as the iris center. To detect the edge of the upper eyelid, all edge segments were
examined in the eye region and tted to a third-degree polynomial. The authors
showed that the nonlinear ltering method produced better detection rates than
traditional edge-based linear ltering methods [43].
In [56], an eye location algorithm based on a low level, context free generalized
symmetry transform was proposed. In order to locate the eye, the authors rst
removed the noise using a 5 5 Gaussian lter. Once the face area was detected,
they extracted the eye region, where they applied a radial symmetry transform
to produce a symmetry magnitude map. Then, a 55 mean lter was applied to
suppress noise. Following a thresholding process, the symmetry map was turned
into a binary image, where pixels with high symmetry values were labeled with
1 and the rest were labeled with a 0. The eye centre was identied as the centre
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of the highest symmetry region. If several such regions existed, some smaller
ones could be ltered out rst. Constraints could be applied to further eliminate
false regions, e.g., candidate regions of both eyes had to be roughly on the same
horizontal level. Tested on the BANCA database, the detection rate was 98:64%.
4.1.2.3 Pupil or Iris Detection
Pupil and iris are common features in eye detection [57, 58, 59, 60]. In [57],
the authors proposed an iterative thresholding algorithm to locate the pupils by
looking for two dark regions that satisfy certain anthropometric constraints using
a skin-color model. Their method had some limitations, such as it depended on
the results of the skin-color model. Also, it would fail in the presence of other
dark regions, such as eyebrows and shadows, or when there were other regions
with similar intensity and during eye closure.
To overcome these limitations, Tian et al. [58] proposed a method to track the
eye and recover the eye parameters through a dual state model (open/closed eyes).
The method required manual initialization of the eye model. The inner corners
of the eye and eyelids were tracked using a modied version of the Lucas-Kanade
tracking algorithm. The edge and intensity of the iris were used to extract the
shape information of the eye using a deformable template in [49]. The method,
however, required high contrast images to detect and track eye corners and obtain
a good edge image.
In [59], the authors proposed a robust and fast pupil detection and tracking
technique using Gabor lters. In their work, the eye region was automatically
determined based on the geometric structure of the human face. Four Gabor
lters with dierent directions (0; =4; =2; 3=4) were then applied to the eye
candidate region. Since the pupils of the eyes do not have any directions, the pupil
or the eye can be easily detected by combining the four responses of the Gabor
lters with a logic AND. The proposed method was able to detect robustly and
track eyes, and was insensitive to distance, pose and glasses. However, intensive
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calculations are involved.
Xu et al. [61] proposed an iris center and eye corners detection algorithm for
gaze tracking. In this work, they used Active Appearance Models to locate the
rough area of the eyes. The iris center and eye corners in the eye region were
located using an improved local integral algorithm based on Ahlbergs method [62].
The features in a blink image were estimated by comparing with the consecutive
images. Under three conditions including naked-eye indoor, glasses indoor and
naked-eye outdoor, the experimental results showed high correct detection rates
for the eye corners and iris center but low detection rate for the the iris radius.
Kashani and Arani [60] located the pupil using the bag of pixels technique.
The pupil was located after separating the face region from the rest of the image
using a mixture of Gaussian. In this technique, points with the highest values
were considered as the pupil candidates. In addition, they used color entropy in
the eye region to eliminate the irrelevant candidates. They achieved a correct
detection rate of 94.9% using testing sets, gathered from dierent images of face
data with complex backgrounds.
4.1.3 Appearance-Based Methods
The appearance-based methods are also known as the image template or holis-
tic approach. These methods relate to template matching as the eye detection
is performed through model matching using a similarity measure [43]. In these
methods, a large amount of training data representing the eyes of dierent sub-
jects, under dierent illumination conditions and face orientations are needed.
Some example works that used appearance-based methods are discussed in
[63, 64, 65, 66]. In [63], a method to represent eye images using wavelets in con-
junction with a Radial Basis function classier is presented. The authors treated
eye detection as binomial classication. They showed that the wavelet Radial
Basis function classier performed better than intensity images. After eye region
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detection, they obtained precise eye location information, such as the center and
radius of the eyeballs, by combining contour and region information. Wang et
al. [64] proposed the recursive nonparametric discriminant feature for eye and
face detection. In this method, they used nonparametric discriminant analysis
on image patches. The method overcame the limitations of using Haar features
such as time and memory consumption but it only worked well for detecting eyes
on frontal faces. The authors report good detection and pupil localization results
with a reduced number of discriminating features.
In [65], the authors used invariant moments as robust features to describe eye
shape. The robust features are selected based on their variance among training
images. In their method, the non-eye candidates were removed using several
complementary features such as the existence of the nose between the eyes. The
most probable locations of the eyes were selected by a Bayesian classier. They
achieved a 93.2% detection rate using the XM2VTS database. Yang et al. [66]
proposed a new method based on Multiscale Sparse Dictionaries (MSD) to locate
the eyes. A pyramid of dictionaries was built to model context information at
multiple scales. The eye locations were estimated at each scale by tting the image
through sparse coecients of the dictionary. Their method was robust to various
eye appearances as it used context information. In addition, this method works
eciently as it avoids sliding a search window in the image during localization.
Using the BioID database, they achieved 99.1% correct localization.
Choi et al. [67] proposed an eye detection algorithm that detects the eye
candidates using the AdaBoost eye detector with Modied Census Transform
(MCT) features. They dened MCT as an ordered set of comparisons of pixel
intensities in a local neighborhood that shows which pixels have greater intensity
than the mean pixel intensity. They achieved a 99.34% detection rate at the 0.1
normalized error on the BioID database.
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4.1.4 Hybrid Methods
In these methods, dierent eye models are combined within a single system.
Ishikawa et al. [68] and Witzner et al. [69] introduced methods that combine
shape and appearance models. In these models, both shape and appearance
are combined into one generative model through an Active Appearance Model
(AAM). The model can then be tted to the image by changing the parameters
according to a learnt deformation model. The disadvantage of these models is
the necessity to initialize the models close to the actual eye position in order to
obtain a good t. In addition, these methods face diculties modeling the large
eye appearance variability and this is because the AAM methods are based on
linear decompositions [43].
In [69, 70], the color distribution of the eye regions has been used to detect
the eyes. However, using only the skin color may be prone to errors since skin
colors can be similar with other textures in the scene, such as certain wood types.
Thus, prior eye location data are needed. Witzner et al. [69] use a color model
for a mean-shift color tracker for coarse-scale tracking and a gray-scale active
appearance model for precise localization. The disadvantages of this method are
that the AAM depends on the results from the color tracker and the two models
are separated.
Xia et al. [71] integrated the feature extraction method and the template-
matching method to detect the eyes. The feature extraction method was used to
locate two rough regions of eyes in the face. A template-matching method was
used to nd the accurate eye location. They showed that this method can detect
human eyes fast and eectively when the person does not wear glasses. In [54],
the authors proposed a real-time accurate eye localization system using a new
ecient SVM (eSVM) with color information and 2D Haar wavelet features. The
eSVM is based on the idea of minimizing the margin of misclassied samples.
Tested on the FERET database, they achieved a 94.9% detection rate.
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4.1.5 Conclusions
From all of the reviewed methods, we conclude that the most suitable method
for our work is the method proposed by Ren and Jiang [4]. This is because,
in our work, we use a database that consists of family photos, which have been
captured with dierent cameras, under various imaging conditions, which are
clearly unknown, and of course at dierent times, with dierent poses, resolutions,
wearing glasses and expressions and therefore, it is easier to locate the eyes based
on pixel intensity, as the pixels of the eye are always darker than the surrounding
pixels. In addition, this method can be used to detect the mouth as well and this
is because the mouth also has the same characteristic as the eye (the pixels of
the mouth are always darker than the surrounding pixels). The methodology of
our algorithm for detecting the eyes and mouth is explained in the next section.
4.2 Eye and Mouth Detection Algorithm
In order to locate the eyes and the mouth, the rst step in our algorithm is to
convert the subimage (the face area located by the Viola and Jones algorithm)
as shown in Figure 4.1 into a gray-scale image. Then, we reduce the resolution of
the subimage so that the dierence between the pixels is obvious and therefore it
is much easier to locate the eyes and mouth. The steps to reduce the resolution
of the subimage are as follows:
 blur the subimage using a 3 3 Gaussian kernel;
 decimate the subimage;
 repeat steps 1 and 2 if the height of the subimage is larger than 35 pixels;
 upsample the subimage by replacing each pixel with four identical pixels.
This process is repeated until the dimensions of the subimage are similar
to the original subimage dimensions.
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Figure 4.1: The faces detected by the Viola and Jones algorithm.
Figure 4.2: The low resolution versions of the faces of Figure 4.1.
Examples of the low resolution subimages are shown in Figure 4.2. Then, to
nd the pixels that are darker than their surroundings, we applied 8 individual
lters, as in [4] to the low resolution subimages. The individual lters were based
on a model shown in Figure 4.3 and were dened as
Mn(x; y) =
8><>: 1 if I(x+ pn; y + qn) > I(x; y)0 otherwise (4.1)
where n = f0; 1; 2; :::; 7g, and (pn; qn) = f(wa; 0); (ha; ha); (0; ha); ( ha; ha); ( wa; 0);
( ha; ha); (0; ha); (ha; ha)g; ha and wa are the estimated height and width
of the model. By considering various image conditions and based on visual in-
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Figure 4.3: The model used by the lters [4].
spection, ha and wa are set to
ha =
6
100
 h; wa = 12
100
 w (4.2)
for subimages larger than 80 80, otherwise the ha and wa are set to
ha =
4
100
 h; wa = 5
100
 w (4.3)
h and w are the height and width of the detected face, respectively.
Equation (4.1) indicates that pixels are chosen as eye or mouth candidates as
long as they are darker than the surrounding pixels. Therefore, eyes and mouth
under very poor illumination can also be detected. Then, as in [4], the individual
lter outputs are combined to form one feature classier, MT (x; y):
MT (x; y) =
8><>: 1 if
PN 1
n=0 Mn(x; y)  V
0 otherwise
(4.4)
where V is the threshold and N is the number of the individual lters. Following
[4], V is set slightly smaller than N to tolerate the pixels that are not darker
than surrounding pixels in some directions, (V = 7). The subimages in Figure
4.4 are examples of the results obtained by applying the 8 individual lters to
the low resolution subimages. Then, to search for the eye and mouth candidates,
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Figure 4.4: The results obtained by applying the 8 individual lters to the low reso-
lution subimages.
Figure 4.5: A model with vertices representing the eyes and mouth.
we introduced the model shown in Figure 4.5, where vertices 1 and 2 represent
the centers of the right and left eyes, respectively, and vertex 3 represents the
center of the mouth.  is the distance between the eyes, while  and  are the
distances between the right eye and left eye from the mouth, respectively. These
parameters are assigned values, as follows.
 According to the proportions of the human face, the human eyes region
accounts roughly for one quarter of the whole human face region [72]. We
also observe that the eyes are always located in the region starting from the
second quarter until the middle of the face. Based on these facts, vertices
1 and 2, representing the centers of the eyes, should be in this region.
 In addition, by visual inspection, we observe that vertices 1 and 2 are always
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Figure 4.6: Regions A and B in a face.
located in some specic regions of the human face, which we designate
regions A and B, respectively. Figure 4.6 shows regions A and B. w and h
in Figure 4.6 are the width and height of a face, respectively. So, regions
A and B are located in the second quarter of the face from the top, and
roughly between the second and the fourth ninth of the face from left and
right.
 , the distance between vertices 1 and 2, is calculated using
 =
q
(xeye2   xeye1)2 + (yeye2   yeye1)2 (4.5)
where (xeye1 ; yeye1) is the coordinate of vertex 1 and (xeye2 ; yeye2) is the
coordinate of vertex 2. In [4], the authors stated that the eye distance
should be within the range [4:7  wa; 6:9  wa], where wa is the estimated
width of the eyeball. These values are tested on images of size 250  200
with various illuminations, dierent hair styles, face expressions or wearing
glasses. As we are using images of various dimensions, these values are not
appropriate. From our observation, the distance between the eyes for the
images of various sizes should be within the range, [R1,R2]:
R1 = 1:5 wa; R2 = 8:0 wa (4.6)
80
 The angle between the line dened by vertices 1 and 2 and the horizontal
axis is calculated using
Aeye = arctan

yeye2   yeye1
xeye2   xeye1

(4.7)
In [4], the authors stated that the angle should be within 15 degrees
from the horizontal axis. Using the family photos, some of the faces in the
subimages are tilted to a larger angle. Therefore, the range of angle used
in [4] is not suitable. Based on our observation, the angle should be within
25 degrees.
Besides the above criteria, we propose some other criteria to choose these vertices.
The proposed criteria are:
 The area for every blob in regions A and B is calculated and the maximum
area is obtained. We propose that blobs with area more than 10% of the
maximum area are considered as the eye candidates.
 We also considered the height of the blob in regions A and B. If the height
of the blob is higher than the estimated height of the eye, ha, then, that
blob is not considered as the eye candidate.
 In some cases, a blob that represents the bridge of the nose appears in region
A or B alongside with the blob that represent the eye. To ensure that the
vertices are the centers of the eyes, we nd the maximum x-coordinate in
region A and the minimum x-coordinate in region B. Blobs without the
maximum and minimum x-coordinates in regions A and B, respectively, are
considered as eye candidates.
 Sometimes, a blob that represents an eyebrow appears in region A or B
alongside with the blob that represent the eye. In this case, the blob with
the maximum y-coordinate in regions A or B is considered as the eye can-
didate.
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 We know that the mouth is always located in the bottom half of the face
and in between the eyes. Therefore, vertex 3 (representing the center of the
mouth) should be in this region.
  and  are calculated using
 =
q
(xeye1   xmouth)2 + (yeye1   ymouth)2 (4.8)
 =
q
(xeye2   xmouth)2 + (yeye2   ymouth)2 (4.9)
where (xmouth; ymouth) is the coordinate of vertex 3. The relationship be-
tween these parameters is
  

(4.10)
If  > 0:8, then the calculated  and  are the distances between the eyes
and the mouth. Then, the corresponding vertices are accepted as the centers
of the eyes and mouth.
 If the angle between the line dened by vertices 1 and 2 and the horizontal
axis, Aeye is more than 0
, the selected vertices have  less than , otherwise,
the selected vertices have  less than .
 In order to avoid chin detected as mouth, we calculate the distance between
the line dened by vertices 1 and 3 and the horizontal axis and the distance
between the line dened by vertices 2 and 3 and the horizontal axis for
every blob located in the bottom half of the face and in between the eyes.
Then, we choose the maximum distance, dmax and use it to calculate:
h1 =
dmax
h
 100 (4.11)
where h is the height of the subimage. By visual inspection, we found that
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Figure 4.7: Subimages with detected eyes and mouth.
h1 must not be larger than h2, given as
h2 = 0:2hmin + hmin (4.12)
where hmin is dened as
hmin =
dmin
h
 100 (4.13)
where
dmin = ymouthmin   yeyemin (4.14)
ymouthmin is the minimum y-coordinate of the mouth candidate and yeyemin
is the minimum y-coordinate of the eye (vertex 1 or 2).
Figure 4.7 shows the result of eye and mouth detection for the faces in Figure
4.1.
This algorithm is evaluated using a database that consists of 300 family pho-
tos. The total number of faces detected by the Viola and Jones algorithm is
466. By visual inspection, the number of faces with vertices 1, 2 and 3 as the
center of the eyes and mouth, respectively, is 460. Therefore, the percentage of
accurately detected eyes and mouth (vertices 1, 2 and 3 as the center of the eyes
83
Figure 4.8: Subimages where vertex 1 or 2 represents the edge of the eye or the center
in between the eyebrow and the eye. The algorithm failed in these cases.
Table 4.1: Results for 300 family photos with 476 faces
Number of
Faces
Detected
Correctly
detected
eyes and
mouth
Less accurate
detection
Correctly
detected eyes
and mouth over
the number of
detected faces
466 460 6 98.7%
and mouth, respectively) over the number of detected faces is 98:7%. For the rest
of the faces, the eyes and mouth are detected as well, but the chosen vertex 1 or
2 did not represent the center of the eyes, as shown in the third row in Figure
4.8. For these faces, vertex 1 or 2 represents the edge of the eye or the center in
between the eyebrow and the eye. The reason for these cases is because in the
ltered images, the eye is divided into several blobs or the eyebrow is connected
to the eye. However, the vertex that represents the edge of the eye or the center
in between the eyebrow and the eye is acceptable as it is still in the eye region or
close to the eye. Table 4.1 shows the detection result.
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Figure 4.9: The subimages with the updated enclosing rectangle.
Based on this result, we conclude that this method is suitable for updating
the face area. The detected face area is updated using,
FXmin = Round
xeye1
4

; FYmin = Round
yeye1
4

(4.15)
FXmax = Round

w   xeye2
5
 3

+ xeye2 (4.16)
FYmax = Round

h  ymouthmax
5
 3

+ ymouthmax (4.17)
where (FXmin ; FYmin) and (FXmax ; FYmax) are the coordinates of the face area de-
tected by the Viola and Jones algorithm, (xeye1 ; yeye1) is the coordinate of vertex 1,
xeye2 is the x coordinate of vertex 2 and ymouthmax is the maximum y coordinate
of the detected mouth. We used the maximum y coordinate as the detected
mouth because for some faces, the mouth is represented by several blobs, as
shown in Figure 4.7. The results of the updated face area for the faces in Figure
4.1 are shown in Figures 4.9 and 4.10.
This algorithm is then used in conjunction with the face detection algorithm,
explained in the previous chapter, to improve the performance of the face detec-
tion. The nalised face detection algorithm is explained in the next chapter.
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Figure 4.10: The updated face region for the faces of gure 1.
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Chapter 5
Finalised Face Detection
Algorithm
In this chapter, we describe and evaluate the nalised face detection algorithm.
The system used to detect faces in images is the following.
 Use the Viola and Jones method to detect subimages that might contain
faces.
 Use the eye and mouth detection method to identify the coordinates of the
eyes and the mouth, which are then used to update the subimages so that
the subimages contain only the face area.
 Use the skin-based method to identify the actual faces.
 Use the face similarity measure to locate the oval shape of a face.
All of these methods have been explained in chapters 3 and 4.
To show that the algorithm with the eye-mouth detection module improves
the detection, we applied this algorithm to the images where the ellipses did not
t the faces well, which are previously shown in chapter 3, (Figure 3.34). Some
subimages that contain faces, detected by the Viola and Jones algorithm are
shown in Figure 5.1. Then, by using the eye and mouth detection module, we
87
Figure 5.1: Faces from chapter 3 detected by the Viola and Jones algorithm where
the ellipses did not t the faces well.
identied the location of the eyes and the mouth in every face. The result for the
eye and mouth detection is shown in Figure 5.2. The coordinates of the detected
eyes and mouth are used to update the subimages and the result of the updated
subimages is shown in Figure 5.3. After completing this process, we applied the
skin detection and ellipse tting methods to these faces. The result of ellipse
tting is shown in Figures 5.4 and 5.5. Using this algorithm, the ellipses t the
faces well.
First, this algorithm is evaluated using 100 faces selected at random, in order
to know the accuracy of the algorithm in comparison with the algorithm without
the eye-mouth detection module. Therefore, for each face, we produced three face
masks, one mask is constructed manually and the other two masks are constructed
automatically, from the ellipses that t the faces using the algorithm with or
without the eye-mouth detection module. The examples face masks constructed
manually and automatically for some of the faces from the 100 faces, shown in
Figure 5.6, are shown in Figures 5.7, 5.8 and 5.9, respectively.
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Figure 5.2: Faces with the detected eyes and mouth.
Figure 5.3: Faces in the updated enclosing rectangle.
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Figure 5.4: Faces with the best matching elliptical models that t them well. These
results should be compared with those shown in Figure 3.34.
Figure 5.5: Gray-scale images in the best matching elliptical models, for the faces of
Figure 5.3.
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Figure 5.6: Images used in the construction of the face masks.
Figure 5.7: Face masks for the faces in Figure 5.6 which were constructed manually.
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Figure 5.8: Face masks for the faces in Figure 5.6 which were constructed automati-
cally using the algorithm with the eye-mouth detection module.
Figure 5.9: Face masks for the faces in Figure 5.6 which were constructed automati-
cally using the algorithm without the eye-mouth detection module.
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For measuring the correlation of two binary images we used the  coecient,
which is a statistical measure for understanding the association between two sets
of binary random variables [73] [74].
Assume thatX and Y are two sets of binary random variables. Then the relations
of these two sets could be described by a 2 2 contingency table as in table 5.1.
If two sets of binary random variables X and Y are highly correlated, then it
Y = 1 Y = 0 Sum
X = 1 TPR FNR P  TPR + FNR
X = 0 FPR TNR P 0  1  P = FPR + TNR
Sum Q  TPR + FPR Q0  1 Q = FNR + TNR 1.0
Table 5.1: The association of two sets of binary random variables can be described
using this table. TPR is True Positive Ratio, FNR is False Negative Ratio, FPR is
False Positive Ratio and TNR is True Negative Ratio.
is expected that TPR and TNR have higher values in comparison with FNR
and FPR. The  coecient measures the correlation between two sets of binary
random variables using a contingency table similar to that of 5.1. Based on the
terminology dened in table 5.1, the  coecient is computed using
  TPR TNR  FNR FPRp
P  P 0 QQ0 (5.1)
where  2 [ 1; 1]. The larger the value of , the better the values of the binary
random variable X can be predicted by Y and vice versa.
So, in the case of the face masks: Let us say that the dark ellipse in gure
5.10 represents the face mask constructed automatically. The light grey mask has
been constructed manually. Let us say that each mask is represented by a binary
image, where the face pixels have value 1 and the background pixels have value
0. Then the marked regions correspond to the situations represented in table 5.2.
Then, the measure of correlation between the two face masks is:
 =
AD   CBp
(A+B)(C +D)(A+ C)(B +D)
(5.2)
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Face Background (manually)
Face A B
Background C D
(automatically)
Table 5.2: The values for regions A, B, C and D are computed by counting the number
of pixels that belong to these regions and dividing them by the total number of pixels
in the subimage, so that A+B + C +D = 1.
If the two masks are highly correlated,  will be close to 1. The  values
A
B
B
C
CD
Figure 5.10: The light grey mask was determined manually while the dark mask was
determined automatically, with or without the eye-mouth detection module.
calculated from the masks produced manually and the mask produced using the
algorithm with the eye-mouth detection module for the 100 selected faces are
plotted as a histogram in Figure 5.11 (a). For the case between the mask produced
manually and the mask produced using the algorithm without the eye-mouth
detection module, the calculated  values are plotted as a histogram in Figure
5.11 (b).
We note that when using the algorithm with the eye-mouth detection module,
in 80% of the cases the  values between the manually and the automatically
tted ellipse is more than 0:8, while, with the algorithm without the eye-mouth
detection module, only 66% of the cases have the  values more than 0:8. This
shows that the ellipses t the faces better when using the algorithm with the eye-
mouth detection module. However, in some cases, we observed that the ellipses t
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(a)
(b)
Figure 5.11: The histograms of 100 values obtained by considering two cases: (a) with
the eye-mouth detection module and (b) before we applied the eye-mouth detection
module.
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the faces well using the algorithm without the eye-mouth detection module and
the similarity measures for these faces are higher than the similarity measures
for the faces where the ellipses are tted using the algorithm with the eye-mouth
detection module. Figure 5.12 shows the example of faces where the ellipses t the
faces well using the algorithm without the eye-mouth detection module. Based
on these results, we decided that the algorithm for the nalised face detection
algorithm is the following.
 Use the Viola and Jones method, explained in section 3.1 to detect subim-
ages that might contain faces.
 Use the eye and mouth detection method, explained in section 4.2 to identify
the coordinates of the eyes and the mouth, which are then used to update
the subimages so that the subimages contain only the face area.
 Use the skin-based method, explained in section 3.2 to identify the actual
faces on both subimages (obtained from the rst and second steps).
 Use the face similarity measure, explained in section 3.3 to locate the oval
shape of a face on both subimages.
 Compare the similarity measures between the two faces and select the one
with the highest value.
Then, we evaluated the nalised face detection algorithm using a database
that consists of 500 family photos with 932 faces. By visual inspection, the
number of faces detected by the Viola and Jones algorithm is 897 and the number
of over-detection cases is 12. Figures 5.13 and 5.14 show some of the cases where
the faces were missed, and some of the cases where non-faces detected as faces.
The number of over-detection cases can be reduced using the eye-mouth de-
tection module, as there are no eyes and mouth in these images. Figure 5.15 (a)
and (b) show examples of non-faces subimages where no eyes and mouth are de-
tected. For the subimages where the eyes and the mouth are not detected, they
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(a)
(b)
Figure 5.12: Faces where the ellipses t the faces well using the algorithm without
the eye-mouth detection module. Example faces where ellipses were tted using (a)
the algorithm without the eye-mouth detection module and (b) the algorithm with the
eye-mouth detection module.
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Figure 5.13: Some example images where the faces were not detected.
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Figure 5.14: Some example images where non-faces regions were counted as faces.
are not updated and the algorithm is ended. However, there are some images
where some blobs in the non-face subimages are wrongly detected as the eyes and
the mouth. An example is shown in Figure 5.15 (c). Therefore, the skin detection
algorithm is applied to such subimages.
In some cases, the non-face subimage has the colour of the skin. Figure 5.15
(a) shows an example of a non-face subimage detected as skin. For subimages
where skin is not detected, the algorithm is ended. However, there are some non-
face subimages in which skin regions are detected. Then, ellipse is to be tted.
However, the similarity measure for the ellipse that ts a non-face image is low.
In addition, in some cases, we observed that the dimensions of the skin region
in a non-face subimage is small. Figure 5.16 (a) shows an example of such a
subimage. Therefore, we set a threshold to remove these subimages. By visual
inspection, the dimension of the faces detected as skin are larger than 40  40,
while for some of the non-face subimages, the width or the height of the regions
which are detected as skin is less than 40 pixels. Therefore, the threshold for
the width and heigth of the detected skin is set to 40 each. However, there are
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Figure 5.15: Some examples of non-face subimages from the images in Figure 5.14.
The images in the rst branch in (a), (b) and (c) are the results of the algorithm without
eye-mouth detection module, while the images in the second branch are the results of
the algorithm with the eye-mouth detection module. In (a), the ellipse can be tted
to the subimage because non-skin is detected as skin. However, the similarity measure
for this subimage is low, hRAMHD = 0:26, and so the subimage may be rejected. In
(b) and (c), the algorithm is ended before the ellipse tting can be performed. This is
because the skin region and the eyes and mouth are not detected
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Figure 5.16: Some examples of non-face subimages from the images in Figure 5.14.
The ellipse can not be tted to the subimage in (a) because the dimensions of the
non-skin detected as skin region is less than 40 40. In (b), the ellipse can be tted to
this non-face subimage but it is not considered as face because the similarity measure
is less than the threshold.
some non-face subimages which are wrongly detected as skin with a dimension
larger than 40  40. The ellipses can then be tted to these subimages but the
similarity measure for these images is lower than the similarity measure for the
ellipses that t the faces. An example of such a subimage is shown in Figure 5.16
(b). From our observation, the similarity measures for the ellipses that t the
non-skin images are less than 0.4, where as the similarity measures for the ellipses
that t the faces are larger than 0.4. Therefore, based on our observation, we set
a threshold for the similarity measure which is 0:4.
Besides the over-detection, we observed that there are some cases where the
eyes or mouth are not detected correctly. In these cases, the edge of the eye or the
center in between the eyebrow and the eye is detected as the eye, or the bridge
of the nose is detected as the mouth, or the chin is detected as the mouth or the
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frame of the glasses is detected as the eyes. By visual inspection, the number of
faces under these cases is 38. Surprisingly, from these faces, we found that the
ellipses t some of the faces well and the similarity measures for these ellipses are
higher than the similarity measures for the ellipses that t the faces using the
algorithm without the eye-mouth detection module. Figure 5.17 shows examples
of faces where the algorithm with the eye-mouth detection module failed to detect
the eyes and the mouth correctly but the ellipses t the faces well. Figure 5.18
shows examples of faces where the algorithm with the eye-mouth detection module
failed to detect the eyes and the mouth correctly and the ellipses do not t the
faces well.
There are also some cases where the ellipses do not t the faces well even
though the ellipse tting is performed to the faces with correctly detected eyes
and mouth. This is because the updated face region has lost some part of the
skin region. Examples of these cases are shown in Figure 5.19.
The similarity measure for the ellipse that ts the face using the algorithm
with the eye-mouth detection module is compared with the similarity measure for
the ellipse that ts the face using the algorithm without the eye-mouth detection
module. The ellipse with the highest similarity measure value is selected. Figure
5.21 shows examples of ellipses that t the faces well. However, there are some
faces where the ellipses do not t the faces well. The reasons are the updated
subimage and the original subimage consist of the background that has the same
colour as the skin, or the updated subimage has lost some part of the skin while
the original subimage consists of the ear or neck or both. Examples of such faces
are shown in Figure 5.23.
By visual inspection, the total number of faces where the ellipses t the faces
well is 850 and the number of faces where the ellipses do not t the faces well is
47. Therefore, the percentage of faces where the ellipses t the faces well over
the number of faces in the images is 91.2%, the percentage of the faces where the
ellipses t the faces well over the total number of faces detected by the nalised
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(a)
(b)
(c)
(d)
(e)
Figure 5.17: Some example faces where the eye-mouth detection module failed to
detect the eyes and mouth correctly, shown in (b). Subimages in (c) are the updated face
regions. The ellipses t the faces well using the algorithm with the eye-mouth detection
module, as shown in (d) and the ellipses do not t the faces using the algorithm without
the eye-mouth detection module, as shown in (e).
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(a)
(b)
(c)
(d)
(e)
Figure 5.18: Some example faces where the eye-mouth detection module failed to
detect the eyes and mouth correctly, shown in (b). Subimages in (c) are the updated
face regions. The ellipses do not t the faces using the algorithm with the eye-mouth
detection module, as shown in (d) but the ellipses t the faces using the algorithm
without the eye-mouth detection module, as shown in (e).
104
(a)
(b)
(c)
(d)
(e)
Figure 5.19: Some example faces where the eye-mouth detection module detects the
eyes and mouth correctly, shown in (b). Subimages in (c) are the updated face regions.
The ellipses do not t the faces using the algorithm with the eye-mouth detection
module, as shown in (d) but the ellipses t the faces using the algorithm without the
eye-mouth detection module, as shown in (e).
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Figure 5.20: Subimages used in ellipse tting.
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Figure 5.21: Faces of Figure 5.20 with the ellipses that t the faces well
107
Figure 5.22: Gray-scale images of Figure 5.20 with the best matching ellipses.
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(a)
(b)
(c)
Figure 5.23: (a) Example faces where the ellipses do not t the faces using the
algorithm without the eye-mouth detection module. Using the algorithm with the
eye-mouth detection module, the ellipses do not t the faces either, as shown (b). The
reason for this situation is that the updated subimage and the original subimage consist
of the background that has the same colour as the skin, or the updated subimage has
lost some part of the skin while the original subimage includes the ear or neck or both.
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face detection algorithm is 94.8% and the percentage of non-faces detected by
the nalised face detection algorithm over the number of faces is 0%. The overall
results obtained from this algorithm are reported in Table 5.3.
Based on these results, we conclude that the nalised face detection algorithm
performs satisfactorily. The faces detected using the nalised face detection al-
gorithm are then to be recognized using a new face representation, the face sig-
natures which are extracted using the Trace transform. The method to extract
the face signatures is discussed in the next chapter.
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Chapter 6
Features for Face Authentication
and Recognition
Recognizing human faces is one of the most challenging research areas. This is
because human face structure does not change much from one person to another.
Problems concerned with human faces are of two types: face authentication (ver-
ication) and face recognition (identication). Face recognition is dierent from
face authentication, as in the recognition task, the system usually determines and
ranks the most similar faces in the face database whereas in the authentication
task, the system veries the face as a client, i.e. one who claims his/her own
identity, or impostor, i.e. one who pretends to be someone else. In this chapter
we shall present the features we shall use for face recognition. As the authenti-
cation task is easier than the recognition task, in this chapter we shall test these
features by performing authentication experiments. Depending on the success of
these experiments, we shall adapt our approach for our main task, namely that
of face recognition under unconstrained conditions, to be presented in the next
chapter.
The organization of this chapter is as follows. In the next section, we review
the various methods used for face recognition and authentication. Then, we
describe the methods used to extract features and nally, we present the results
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of our implementation.
6.1 Literature Review of Face Recognition and
Authentication Methods
To date, the face recognition and authentication methods have been widely ex-
plored. In this section, we discussed some of the methods used in face recognition
and authentication systems.
6.1.1 Face recognition methods
Principal Component Analysis (PCA) is an intensity based method which is also
known as an Eigenpicture, Karhunen-Loeve transform and Eigenface method.
The aim of the PCA is to project linearly the 2D image space onto 1D feature
space. In [75], Turk and Pentland performed the recognition by rst projecting
the image into the face space, dened by eigenfaces and then classied a face by
comparing its position in the face space with the position of the known individuals.
They achieved 96%, 85% and 64% correct classications average over lighting,
orientation and size variation, respectively.
In [76], the authors showed that this method provides optimal reconstruction
as it projects an image onto directions that maximize the total scatter across all
classes, across all images of all faces. However, in terms of discrimination ability,
which relies more on the separation between dierent faces (dierent persons)
than the spread of all faces, this method is not optimal. The performance of this
method degrades when face position and lighting variation increases.
Pentland et al. [77] introduced view-based and modular eigenspaces to recog-
nise faces under variable poses. The authors located the faces under dierent
poses using a view-based eigenspace approach. In this approach, the eigenspace
that best represents the image is selected by calculating the \distance-from-face-
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space" using the viewspace's eigenvectors. Then, the authors used a modular
eigenspace which makes use of the eigenfeatures, such as eigeneyes, eigennose
and eigenmouth, to improve the system performance. Tested on a database of
7; 562 images of approximately 3000 individuals, a recognition rate of 95% was
achieved.
In [78], the authors used PCA of gradient orientations which was a much more
ecient subspace-based data representation. The work was based on the gradi-
ent orientation dierences distribution and the cosine kernel which gave them a
consistent way to measure image dissimilarity. Their method required the eigen-
decomposition of a covariance matrix and was as computationally ecient as
standard-intensity based PCA. Using the AR database, they achieved approxi-
mately 100% and 94% recognition rate for the case of illumination changes and
for the case of occlusions, respectively.
Linear Discriminant Analysis (LDA) nds vectors in the underlying space
which best discriminate the classes [79]. The aim of this method is to maximise
the ratio of scatter between classes to the scatter within classes. This means
the variations between dierent faces are emphasized, while the variations of the
same face that are due to illumination conditions, facial expression and orien-
tation are de-emphasized [80]. In [80, 81, 82], the authors used the LDA based
method to recognise faces. Another method that is related to LDA is Fisher
Linear Discriminant (Fisherfaces) analysis. In [83], Belhumeur et al. introduced
a face recognition algorithm based on Fisher Linear Discriminant analysis that
deals with large variations in lighting direction and facial expression. Performing
experiments on the Harvard database, that consists of 330 images of ve people
(66 of each), the authors showed that their method had lower error rates, required
less computation time and it was insensitive to the variation in lighting conditions
and facial expression.
Liu and Wechsler [84] proposed an enhanced Fisher classier (EFC) which em-
ployed the enhanced Fisher linear discriminant model (EFM) on integrated shape
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and texture features. The authors showed that the integrated shape and texture
features contained enormous discrimination information for face recognition. The
EFC outperformed the eigenfaces method. The shape feature was a set of con-
trol points, which represented the eyebrows, eyes, bridge of nose, nose, mouth,
and the contour of the face, while texture was a normalised face image. In this
work, the authors used PCA to reduce the dimension of the shape and texture
features and combined them through a normalization procedure. The enhanced
Fisher linear discriminant model (EFM) was applied to the integrated shape and
texture features to improve its performance and to enhance its generalization.
In [85], the authors proposed Adaptive Discriminant Analysis (ADA) that
tackled the limitations of traditional discriminant analysis, in terms of the Single
Sample per Person (SSPP) problem. This is because the traditional methods need
more than one sample per person to estimate the within class scatter matrix. In
the proposed method, the within-class scatter matrix of each enrolled subject
was estimated from his/her single sample, by inferring from a generic training
set with multiple samples per person. The inference was based on the idea that
similar persons follow similar within-class variations. In this step, k-Nearest
Neighbors regression and Lasso regression [86] were explored. Evaluated using
FERET database, this method outperformed the traditional methods in tackling
the SSPP problem.
In [87, 51, 88, 89], Neural Network based classiers are used to recognise faces.
Lawrence et al. [87] introduced an articial neural network based method to rec-
ognize faces. In their approach, they used the integrated Self-Organizing Map
(SOM) neural network and a convolutional neural network. The SOM quantized
the image samples using the intensity values into the topological space, where
the information of the input patterns was preserved in the output space, result-
ing into a reduction in image dimension and invariance to the variations in the
intensity of the image sample. The convolutional network consisted of several
convolutional layers that can detect multiple features and provide partial invari-
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ance to translation, rotation, scale and deformation. Even though they showed
that this method could classify 40 classes in less than 0:5 seconds, the training
took a lot of time. Wang [51] proposed a Radial Basis Function (RBF) neural
network face recognition approach. In his work, he compared the proposed ap-
proach with the Back Propagation (BP) neural network. Experimental results
showed that the RBF neural network outperformed the BP neural network in
terms of the reduction in the error rate, the training time and the recognition
time.
In [88], Dolkar and Saha presented a new Back Propagation Neural net-
work (BPN) training algorithm in conjunction with an Ant Colony Optimization
method (ACO) for recognizing faces. In their work, the Haar wavelet was used to
extract features and the resultant coecients were used as a feature vector. ACO
was used to select the optimal feature sets from the feature vector set where
the selected features were fed to a back propagation network hybrid with ant
colony optimization (BPN-ACO) for classication. Youyi and Xiao [89] proposed
a face recognition algorithm based on a wavelet neural network which depends
on the multi-resolution property of wavelets and the robustness and memoriza-
tion features of a neural network. In addition, this algorithm could speed up the
convergence rate of the network and due to the linear distribution of network
weight coecients and the convexity of the learning function, the probability of
sub-optimization in local non-linear optimization problems during network train-
ing process could be excluded. Furthermore, adopting the Beale-Powell method
in the learning algorithm improved the searching rate. The authors showed that
the detection rate in a limited environment could reach 90%.
Other methods used for face recognition are Support Vector Machines based
methods [90, 91, 92, 93]. Support Vector Machines classify a set of vectors that
belong into two classes by constructing a hyperplane that separates the vectors
of the same class on the same side and maximize the distance between support
vectors, the vectors near the hyperplane. Normally, the vectors are the features
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extracted from the face images using Principal Component Analysis (PCA). In
[90], the face recognition problem was formulated as a problem in a dierence
space, which models dissimilarities between two facial images. In the dierence
space, face recognition was formulated as a two class problem: dissimilarities
between faces of the same person, and dissimilarities between faces of dierent
people. The authors generated a similarity metric between faces, learned from
examples of dierences between faces by modifying the interpretation of the deci-
sion surface generated by SVM. Tested on the FERET database, their algorithm
was compared with a principal component analysis (PCA) based algorithm. Per-
formance was measured for both verication and identication scenarios where
the SVM outperformed PCA in both scenarios.
Jonsson et al. [91] investigated the capabilities of SVMs to extract the relevant
discriminatory information from the training data irrespective of representation
and pre-processing. In their work, they designed experiments in which faces were
represented in both Principal Component (PC) and Linear Discriminant (LD)
subspace. In addition, they studied the eect of image photometric normalization
on the performance of the SVM method. They found that the SVMs were robust
against changes in illumination provided these were adequately represented in the
training data. However, SVMs loose their superiority if the representation space
already captures and emphasizes the discriminatory information. Evaluated on
frontal-face images from the extended M2VTS multi-modal database, an equal
rate of 1% for verication and a rank-one error rate of 2% for recognition were
achieved.
In [93], the authors presented a face recognition method based on the com-
bined kernel PCA (KPCA) and SVM methods. In this method, the features were
extracted from the input images using the KPCA method and the SVM method
was applied to the extracted features for classication. This method outper-
formed the nearest neighbor (NN) classier SVM, and the combination of KPCA
and NN classier, where KPCA and SVM methods produced 99.05% accuracy.
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Another approach which has been thoroughly explored for recognising faces is
the Graph matching method [94, 95]. Lades et al. [94] employed the elastic graph
matching method. In their approach, the stored object, which was extracted
from an image, was represented by a model graph in the form of a rectangular
grid. Then, the 2D Gabor lters were applied to the grid nodes which were then
tuned to dierent scales and orientations. During recognition, the current image
(with the grid placed on it) was compared with the stored model graphs and the
matching was evaluated according to the cost function which was based on the
response of the lters and the grid distortion. The images were matched when
the cost function had the minimum value.
In [95], Wiskott et al. introduced an elastic bunch graph matching method for
recognizing face images. Their approach used a structure which reected the fact
that the images of the same subjects translate, scale, rotate and deform in the
image plane. As object representation they used a labeled graph, with its edges
labeled with distance information and its nodes labeled with wavelet coecients
in jets. The model graphs were used to generate image graphs, which could then
be incorporated into a gallery and become model graphs. The model graphs can
easily be translated, scaled, oriented, or deformed during the matching process,
which makes the system robust to large variations in the images. Tested on the
FERET and Bochum databases, the recognition was high on faces of the same
pose. The authors also showed robustness against rotation in depth up to about
22. However, for large rotation angles the performance degraded signicantly.
Perez et al. [96] proposed two improvements to the local matching Gabor
method. The rst improvement was the Local Matching Gabor Entropy Weighted
(LMGEW) method, which used an entropy measure to weigh Gabor jets between
a given face and the faces in the gallery. Then, they proposed to use a threshold
in the Borda count classication stage [97] to eliminate low score jets that act as
noisy inputs to the classier. Tested on the FERET database, the total number
of errors in face recognition was reduced to 37%.
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Besides these methods, the Trace transform has been used for face recogni-
tion [98, 99]. The Trace transform is a new tool for image processing which can
be used for recognizing objects under transformations, e.g. rotation, translation
and scaling [100, 101]. The Trace transform is produced by computing a func-
tional along tracing lines of an image. Dierent Trace transforms can be produced
from an image using dierent trace functionals. In [98], the authors transform the
faces inside an ellipse onto Trace transform spaces, called masked Trace transform
(MTT) using some trace functionals. Tested on the AR database under various
scaling, orientation and facial expressions (smiling, angry and screaming), the
authors achieved high recognition rate in all cases (77.3% (scaling), 96.2% (orien-
tation), 86.3% (smiling) and 91.53% (angry)) except for the screaming expression
(35.56% recognition).
Footprateepsiri et al. [99] used the combination of Trace transform and Fast
Active Contours to extract the features of the face. Then, they applied the
Hausdor distance and Modied Shape to measure and determine the similarity
between models and test images. Their system was evaluated on the AR, ORL
and Yale face databases and they showed that their method was robust to ro-
tation, smiling and angry expressions. The recognition rate was approximately
97% for rotation and approximately 91% for smiling and angry expressions.
In [102], the authors proposed a combination of Trace method and subspace
method to recognise faces. The Trace transform was used to extract features
from the images and the obtained features were then projected into a lower di-
mensional facial subspace using linearity distinction analysis. The classication
task was performed using the nearest neighbor (NN) method and Euclidean dis-
tance. This method is compared with PCA, LDA and Gabor wavelet methods
and the experimental results showed that this method had better recognition rate
and was more robust to noise.
The Local Binary Pattern (LBP) was originally introduced by Ojala et al.
[103]. It is a non parametric operator which is used for describing the local spatial
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structure of an image [104]. The advantages of the LBP are that it is highly
discriminative, computationally ecient and it is invariant to monotonic gray-
level changes [105]. It has been used in various elds including face recognition
[106, 105, 104].
In [104], Meena and Suruliandi investigated the performance of LBP and its
modied models Multivariate LBP, Center Symmetric-LBP and LBP Variance
for face recognition. The extracted facisl features were compared using the K-
nearest neighbor classication algorithm and the G-statistics distance measure
was used for classication. Tested on JAFFE female, CMU-PIE and FRGC
version2 databases, Center Symmetric-LBP outperformed other models with the
achieved recognition rate of 87%.
Maturana et al. [107] presented a simple method to learn a discriminative
LBP descriptor from the data. The method represented an LBP-like descriptor
as a set of pixel comparisons within a small region and searched from among all
the possible comparisons for a subset to maximize a Fisher separability criterion
for the output histograms. Based on the experiments conducted on the FERET
and the CAS-PEAL-R1 benchmark databases, this method was able to create
discriminative descriptors. Huang et al. [108] proposed a novel face representation
based on Multi-Scale Extended Local Binary Patterns (ELBP). They showed that
a combination of the proposed face representation with the SIFT-based local
feature matching scheme produced a rank-one recognition rate up to 97.2% in 3D
face recognition.
Then, Ahonen et al. [109] proposed the recognition of blurred faces using
the Local Phase Quantization (LPQ) operator. LPQ is based on quantizing
the Fourier transform phase in local neighborhoods. The operator outperforms
the LBP operator in texture classication [109]. The experimental results on the
CMU PIE and FRGC databases show that the LPQ operator was better than the
LBP operator in terms of being very robust to blur, lighting and facial expression
variations present in real world images. In addition, the operator was simple
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to implement and fast to compute requiring only image convolutions with small
separable kernels and vector rotations.
In [5], Chan et al. presented a novel discriminative face representation derived
by the Linear Discriminant Analysis of (Multiscale) Local Phase Quantisation
(LPQ) histogram. In their work, they rst applied a (multiscale) LPQ operator
to the face image followed by the extraction of the histograms from local regions
of the resultant images, and projected into an LDA space. The recognition was
performed by measuring the similarity of the gallery and probe descriptors using
normalised correlation. Test-normalisation was proposed for robust performance.
The proposed methods have been compared with the existing LPQ and LBPH
methods and the experimental results showed that they outperformed the existing
methods.
Lei et al. [110] proposed an eective local frequency descriptor (LFD) for low
resolution face recognition, based on the ideas behind local phase quantization
(LPQ) and exploring both blur-invariant magnitude and phase information in
the low frequency domain. They claimed that the proposed descriptor was more
descriptive than LPQ with more comprehensive information. They also intro-
duced a statistical uniform pattern denition method to improve the eciency of
the proposed descriptor. Experimental results on a real video database and the
FERET database showed that LFD was eective and robust for low-resolution
face recognition.
Next, the methods used for face authentication system are discussed.
6.1.2 Face authentication methods
In the face authentication task, there are some examples of works that applied
Principal Component Analysis (PCA) and Linear Discriminant Analysis (LDA).
The authors in [111, 112] proposed PCA and LDA based methods for face au-
thentication. Liu et al. p[111] proposed an eigenow approach that deals with
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variations such as facial expressions and registration errors. In this approach, the
authors computed the optical ow and the optical ow residual between a testing
image and a training image. Then, eigenows were produced by applying PCA
to optical ows. The eigenow residue was obtained by projecting the optical
ow onto the eigenow space. These residuals were combined using LDA, which
was then used for authentication. The authors showed that the proposed method
outperformed the traditional eigenface method in the presence of expression vari-
ation and registration errors.
In [113, 114, 115, 116], the authors used neural-networks based methods to
authenticate faces. Wang et al. [113] used a Radial Basis Function (RBF) neural
network and the Bagging method [117] to verify faces. The main contribution
was to select randomly a few negative samples and combine them with an equal
number of positive samples at the training phase to reduce over-tting. The
RBF network was chosen because of its ability to reduce misclassications among
the neighboring classes and was able to learn using both positive and negative
samples [118]. The networks were trained using all available positive samples of a
subject and a few randomly selected negative samples. To improve the classier
performance, the authors applied bagging to the results of the networks. This
approach was proven to be good in accuracy and generalization capability when
tested using the ORL, Yale and NLPR face databases.
In [115], the authors used a Backpropagation Neural Network (BPNN) to
learn feature patterns that lead to relevant client and imposter scores for verica-
tion. The features are extracted using Principal Component Analysis and Linear
Discriminant Analysis. Evaluated on the AT&T face database which comprises
40 subjects with a total of 400 images, the percentages of improvement achieved
by BPNN in equal error rate (EER) were 62% for PCA and 85.7% for LDA.
Fernandes et al. [116] proposed an AutoAssociative Pyramidal Neural Net-
work (AAPNet) to perform face verication. The AAPNet received an image
as input, features were extracted through its receptive elds-based architecture
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and reconstructed the image with such features. Then, the proximity between
the AAPNet output and the input image gave a score which was used to verify
whether the given image belonged or not to the class represented by the AAPNet.
Evaluated using the Cambridge Olivetti Research Lab (ORL) face database, the
AAPNet produced EER of 0.029.
Some researchers used Support Vector Machines based methods to verify faces
[119, 91, 120, 121]. In [119], Jonsson et al. evaluated the eectiveness of the SVM
approach in the face authentication system. The authors summarized that this
approach was able to extract relevant discriminatory information from the data
fully automatically, capable of handling variations in illumination and had the
ability to learn non-linear decision boundaries. However, on data which has been
sanitised by Fisherfaces and/or normalisation, SVM can get overtrained and lead
to a loss in generalization capability.
Fuliang et al. [121] introduced a exible person identity authentication archetype
by using multiple identity verication methods. They used SVMs with orthog-
onal polynomial kernels to fuse face and speaker modalities. The experimental
results showed that their proposed method outperformed those with SVMs with
traditional kernels in terms of needing fewer support vectors, and having better
classication and generalization power.
Another method used for face authentication is the Graph Matching method.
Duc et al. [122] performed face authentication using Elastic Graph Matching.
In the Elastic Graph Matching, the matching process comprises two steps: (1)
a matching with a rigid grid, by moving a rigid grid over a search area in the
image; (2) a deformation of the grid. The purpose of deformation is to allow
some deformation, rotation, and scaling of the object to be matched. Based on
the residual matching error, the matching is not good enough. Therefore, to
improve the performance, the authors applied Fisher0s discriminant ratio to each
grid node so that discriminating features could be obtained. The authors also
proposed an automatic weighting of the nodes according to their signicance.
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Tested on the M2VTS database, an equal error rate of 6.1% was reported.
Kotropoulos et al. [123] introduced morphological dynamic link architec-
ture (MDLA), a dynamic link architecture based on multiscale morphological
dilation-erosion for frontal face authentication. The multiscale dilation-erosion
was employed to obtain a feature vector at each grid node. The authors showed
that multiscale dilation-erosion captures important characteristics for key facial
features such as eyebrows, eyes, nose tip, mouth, etc. In order to obtain the most
discriminating features, the authors employed PCA for raw feature vector dimen-
sionality reduction, followed by LDA which best discriminates among classes. In
addition, they proposed an automatic weighting of the nodes according to their
signicance, which was based on the mean and variance of intraclass and inter-
class matching errors. Tested on the M2VTS database, an equal error rate of
3.7% was reported.
In [124], Zafeiriou et al. proposed a series of techniques that improve the
elastic graph matching performance in frontal face verication. Their work in-
volved the usage of discriminant analysis in the feature vectors of the graph
nodes, the node deformation for discrimination and the local similarity values at
the nodes of the elastic graph, weighted by coecients that were derived from
some discriminant analysis for the similarity measure between faces. In addition,
they proposed an algorithm for nding the most discriminant landmarks upon a
person0s face and a person-specic graph was placed in the spatial coordinates
that corresponded to these discriminant features. With the XM2VTS database,
they showed that the proposed advances were able to achieve state of the art face
verication performance.
Srisuk et al. proposed a Trace transform based method for face authentication
[125]. In [125], the authors utilized the shape and the texture information of the
Trace transform to authenticate faces. The face space was transformed to the
Trace transform space via a trace functional to produce the texture information,
called the masked Trace transform. From the masked Trace transform, the au-
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thors extracted the shape characteristics, namely the shape Trace transform. The
texture information was veried against the training set using template match-
ing with the help of the weighted Trace transform. The shape Trace transform
was compared against the training set using a new shape matching measure, the
Hausdor Context. The optimal parameters of the algorithm were searched by
the reinforcement learning algorithm in which the within-class variance was min-
imized. The results from the shape and texture information were then integrated
by a classier combination [126]. They achieved a very low total error rate of
0:18% on the XM2VTS database, consisting of 2360 face images of 295 people.
In [127, 128], the authors used Trace transform to extract features for face
authentication. In [127], the features were extracted using Trace transform, fol-
lowed by Hausdor distance and Shape Context to measure and determined the
similarity between models and test images. They achieved an average accuracy
rate higher than 84%. Then, in [128], they investigated face authentication with
variant illumination, scaling, rotation, blur, and dierence in emotions (smiling,
angry, and screaming). Their algorithm involved two stages. In the rst stage,
the features were extracted using a combination of Trace transform and Fourier
transform. The Hamming distance was employed in the second stage to measure
and determine the similarity between models and test images. Evaluated with
experiments on the AR and XM2VTS face databases and compared with other
related works, such as eigenface, Hausdor-ARTMAP and Enhance-EBGH, the
average accuracy rate of face authentication with variant illumination, scaling,
rotation and dierent emotions was higher than 88%, and this method outper-
formed the other compared methods in all cases.
Example of works that used LBP for face authentication are discussed in
[129, 130, 131]. Zhao et al [129] veried faces using an integration of the LBP
descriptor and the KFDA method. The LBP was used to extract facial features
while the KFDA method was used as the face classier. They introduced a
kernel function by using Chi square statistic distance and RBF as inner product
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for the KFDA classier. The performance of the LBP based KFDA method with
Chi square statistic distance was compared with the original LBP and KFDA
methods on the FRGC database. The results showed that the proposed method
outperformed the original LBP and KFDA methods with a 0.008 EER.
In [131], the authors employed LBP based histogram sequence to represent
a normalized face image in a novel biometric hashing scheme. This method
involved a pseudorandom sequence which was generated using the user specic
secret seed (hash key) and it was orthonormalized by using the Gram-Schmidt
algorithm. The biometric hash was obtained by thresholding the inner product
between the histogram vector and the pseudorandom sequence with the threshold
calculated by using the Otsu method. The performance was measured using the
Hamming distance. The experimental results showed that this method was robust
to lighting changes.
6.1.3 Conclusions
From all of the reviewed methods, we are interested in using the Trace transform.
Our goal here is to explore some other options of the Trace transform and con-
struct features from it. In the next section, the overview of the Trace transform,
the method used to construct features from Trace transform and the experimental
results of our implementation are presented for an authentication task.
6.2 Features Extraction Methodology
In our work, we used the Trace transform to extract features, called face signa-
tures from the detected faces. The Trace transform is used to recognize objects
under transformations such as rotation, scaling and translation [101, 132]. The
advantage of the Trace transform is that it extracts both shape and texture in-
formation, which are important characteristics for face representation. Another
advantage is that it allows thousands of features to be constructed from an image
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Figure 6.1: A tracing line with parameters p, t and '.
[101]. As stated by Kadyrov and Petrou, \in order to be able to recognize objects,
apart from the issue of invariant object descriptors, one also has the problem of
the large number of features necessary. The more classes one has to discriminate,
the more features may be necessary" [101]. Being able to provide a large number
of features, this method has excellent discrimination ability.
The Trace transform is produced by calculating a functional along tracing
lines, where each tracing line is characterized by two parameters, which are the
distance from the centre of the axes and the orientation, as shown in Figure 6.1
[101, 132]. The produced Trace transform depends on the type of trace functional
used. In [132], Petrou and Wang listed more than 30 trace functionals to create
Trace transforms that were used in texture analysis and in [98, 125], Srisuk et al.
used 22 dierent trace functionals for face authentication.
6.2.1 Implementation of the Trace transform
The construction of the face signatures is based on the algorithm proposed by
Petrou and Kadyrov in [133]. In their algorithm, a Trace transform was pro-
duced by rotating the tracing lines from 0 to 360. In addition, the image was
divided into 4 quadrants and this was due to the dierent formulae used for the
calculation of the line parameters in each quadrant. Therefore, the algorithm
involved complex computations. In our approach, the algorithm to produce a
Trace transform of an image is much simpler as the tracing lines are not rotated
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Figure 6.2: A face rotated by dierent angles.
but the image is rotated, following the suggestion in [134]. The steps to obtain
the Trace transform are based on the steps explained in [132] except that the
image is rotated [134]. The details are as follows.
 The image is rotated at 360 dierent rotations (4 = 1). For each rotation,
the tracing lines that cross the M N image are in the horizontal direction
only, as shown in Figure 6.2.
 Each pixel in the M  N image is thought of as a tile of size 1  1. The
sampled value of the pixel corresponds to the value at the centre of the tile.
For each image, the origin of the axes, O, is set at the centre of the bottom
left pixel, which makes the coordinates of the top right pixel (M   1; N   1).
The centre of the image, C will be at coordinates (Cx; Cy) 
 
M 1
2
; N 1
2

.
Half of the image size then will be MH = Cx + 0:5 and NH = Cy + 0:5.
In the digital domain calculation, a pixel is treated like a point and if we
calculate along the digital line, we shall never produce results compatible
with the theoretical predictions. Therefore, to obtain a higher accuracy, we
impose a ne grid over each tile, resulting in BN  BN ner tiles for each
pixel tile. Then, the resultant ne grid is (MBN) (NBN). However, the
choice of BN must obey the rule of
PmaxBN < 2
15 (6.1)
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for operations using two-byte (16-bit) signed integers or
PmaxBN < 2
31 (6.2)
for operations using four-byte (32 bit) signed integers, where Pmax is the
maximum allowable value of t or p along the tracing lines [132]. If the
used BN fall outside the allowed range, signicant errors will occur. In the
experiment, we used BN = 2
12 and this is because we could perform the
calculations with signed integers of four-bytes and be sure that the total
error will always be less than 0:5: The total error refers to the extreme
values of the various parameters and to avoid reaching it, the image was
trimmed all around by E as shown in Figure 6.3. E is given by [132]:
E =
1
2BN

2Pmax
4t + 1

(6.3)
As parameter t was measured from the foot of the normal along the line and
parameter p from the centre of the image, the maximum value for either
of these parameters is
p
M2H +N
2
H . In order to avoid moving outside the
image border, we decrease this number by   10 3 [132] and therefore
Pmax is
Pmax 
q
M2H +N
2
H   0:001 (6.4)
In addition, the calculation is performed in the range (MH   E)  MHE
for the x coordinate and  (NH   E)  NHE for the y coordinate.
 As the orientation of the tracing lines is ' = 90 (as shown in Figure 6.3),
all the points on each line have the same y coordinate, but dierent x
coordinates as x along each line is incremented by [132]
xinc =  4 tBN (6.5)
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Figure 6.3: As an example, considered the pixels of a 5  5 image (M = N = 5) as
tiles of size 1  1. The values of the pixels are assumed to be sample values of the
continuous scene at the centre of each tile. A continuous coordinate system (x; y) is
placed at the centre of the bottom left pixel. The coordinates of the centre of the top
right pixel are (M   1; N   1) and the centre of the image, marked with a cross, has
coordinates (Cx; Cy).
as between two successive values of t there are 4tBN ne pixels. 4t is the
sampling rate along the scanning line (sample each tracing line in steps of
1, ie 4t = 1 [132]). Parameter t along a tracing line is allowed to take
values in the range [ MHE;MHE]. Thus, the extreme samples along each
line will be
tbegin =
 MHE
4t

(6.6)
and
tend =

MHE
4t

(6.7)
number of4ts away from the foot of the normal and on either side of it [132].
For every line, the starting point B shown in Figure 6.3, has coordinates:
xB = bCxBN + xinctbegin + 0:5c+ BN
2
(6.8)
yB = b(Cy + pJ)BN + 0:5c+ BN
2
: (6.9)
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pJ in (6.9) is the p values that is varying from  Np4 p to Np4 p and Np is
the maximum number of intervals 4p that can be tted in the half of the
image
Np =

NHE
4p

(6.10)
withNHE being the maximal values of p. The maximum number of intervals
4p that can be tted in the whole image is
NP = 2Np + 1 (6.11)
In the experiments, we use 4p = 1. For the other points, their coordinates
are
xI = xB + bIxincc and yI = yB (6.12)
where I takes values from 0 to tend  tbegin, xB and yB as given by equations
(6.8) and (6.9), respectively. We used 7 Trace functionals, as listed in the
equations (6.16) - (6.22), to build the trace transforms. The selection of
these Trace functionals is based on [133]. For the Trace functionals, T1, T2
and T3, the summation is over the r1 positive values, while for T6 and T7,
the summation is over the r positive values. In all denitions r  t   c
and r1  t   c1. t is the variable along the tracing line, c1 and c in the
functionals are weighted medians and they are dened as
c  median (ftkgk ; fjf (tk)jgk) (6.13)
c1  median

ftkgk ; fjf (tk)jg1=2k

(6.14)
where f (tk) is the value of the image at the sampling points along the
tracing line. Generally, a weighted median, where median (fykgk ; fwkgk) is
dened as the median of values y1; y2; y3; :::; yn with non-negative weights
w1; w2; w3; :::; wn, computed as the median of the sequence created when yk
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is repeated wk times. For the case when the weights are not integer numbers,
the weighted median is dened as follows: assuming that the values have
been sorted in ascending order, and that any values with zero weight have
been removed, the weighted median is dened by identifying the maximal
index m for which X
k<m
wk  1
2
X
kn
wk (6.15)
if the inequality above is strict, the median is ym but if the inequality
above is actually an equality, the median is (ym + ym 1) =2. The 7 Trace
functionals are:
T1 :

nX
j=1
ei5 ln r1j r1jf(r1j)4t
 (6.16)
T2 :

nX
j=1
ei3 ln r1j r1jf(r1j)4t
 (6.17)
T3 :

nX
j=1
ei4 ln r1j (r1j)
0:5f(r1j)4t
 (6.18)
T4 : median
 fj(tk   c1)f(tk   c1)jgtk>0; fjf(tk   c1)j1=2gtk>0 (6.19)
T5 : median
 fjf(tk   c)jgtk>0; fjf(tk   c)j1=2gtk>0 (6.20)
T6 :

nX
j=1
r2jf(rj)4t
 (6.21)
T7 :

nX
j=1
rjf(rj)4t
 (6.22)
where i =
p 1 in all functionals. Figure 6.4 shows two example Trace
transforms. These Trace transforms were produced by using the rst and
fourth Trace functionals as dened by equations (6.16) and (6.19), respec-
tively, applied to the rst image in Figure 6.4.
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Figure 6.4: The rst Trace transform is produced from the rst Trace functional
(equation (6.16)) and the second Trace transform is produced from the fourth Trace
functional (equation(6.19)).
The next step is to produce the so called circus function, that characterizes each
image. The construction of the face signatures is explained in the next section.
6.2.2 Construction of the Face Signatures
The circus function is produced by applying a diametric functional P to the
columns of the Trace transform, to produce a function that depends only on '.
In this work, 6 diametric functionals were used:
P1 :
NX
k=1
jg(pk+1)  g(pk)j (6.23)
P2 : median (fg(pk)gk; fjg(pk)jgk) (6.24)
P3 :
NX
k=1
jFourierTrans(!)g(pk)j44p (6.25)
P4 :

NX
k=1
ei4 ln rp1k (rp1k)
0:5g(rp1k)4p
 (6.26)
P5 : median
 fj(pk   cp1)g(pk   cp1)jgpk>0; fjg(pk   cp1)j1=2gpk>0 (6.27)
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P6 :

NX
k=1
r2kg(rpk)4p
 (6.28)
where rp1  p  cp1. p is the variable along a column of the Trace transform and
cp1 in the functional is weighted median and it is dened as
cp1  median

fpkgk ; fjg (pk)jg1=2k

(6.29)
where g (pk) is the value of the Trace transform along a column, at sample pk.
N is equal to NP , which is the maximum number of intervals 4p that can be
tted in the whole image. The combination of the 7 Trace functionals and 6
diametric functionals produced a total of 42 circus functions, denoted as h(').
These functions can be plotted in polar coordinates as they are functions of the
polar angle, ' [135] where h (') denes a point at radius h from the origin, with
orientation ' with respect to the reference orientation. Figure 6.5 shows the
produced 42 circus functions for the face image in Figure 6.4.
Then, following [135] we produced the associated circus functions using
ha (')  sign (h (')) jh (')j 
1
v (6.30)
where   TP   P . T , P and P determine the behavior of the functional.
Each Trace and diametric functional has its own values as stated in Tables 6.1
and 6.2. In the appendix, we explain what the meaning of these parameters is.
If the P   P = 0, the associated circus is dened as [100]
ha (') 
sdh (')d'
 (6.31)
The produced associated circus functions are normalised so that they dier
from each other only by rotation and a positive scaling. To normalise the associ-
ated circus function, we use [100]:
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Figure 6.5: Image of the 42 circus functions. These functions are produced by applying
the diametric functionals listed on the left, to the Trace transforms, produced by the
Trace functionals listed in Table 6.1.
Trace Functionals T T
T1 :
Pnj=1 ei5 ln r1j r1jf  r1j4t -2 1
T2 :
Pnj=1 ei3 ln r1j f  r1j4t -1 1
T3 :
Pnj=1 ei4 ln r1j r0:51j f  r1j4t -1.5 1
T4 : median

fj(tk   c1) f (tk   c1)jgtk>0 ;
n
jf (tk   c1)j1=2
o
tk>0

-1 1
T5 : median

fjf (tk   c)jgtk>0 ;
n
jf (tk   c)j1=2
o
tk>0

0 1
T6 :
Pnj=1 r2jf (rj)4t -3 1
T7 :
Pnj=1 rjf (rj)4t -2 1
Table 6.1: Trace functionals with their T and T values
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Diametric Functionals P P
P1 :
PN
k=1 jg (pk+1)  g (pk)j 0 1
P2 : median (fg (pk)gk ; fjg (pk)jgk) 0 1
P3 :
PN
k=1 jFourierTransf (g (pk))!kj44p -0.75 1
P4 :
PNk=1 ei4 ln r1k r0:51k f (r1k)4p -1.5 1
P5 : median

fj(pk   c1) g (pk   c1)jgtk>0 ;
n
jg (pk   c1)j1=2
o
tk>0

-1 1
P6 :
PNk=1 r2kf (rk)4p -3 1
Table 6.2: Diametric functionals with their P and P values
han (') =
1
K (')
ha (R (')) (6.32)
where ha (R (')) is the associated circus function, dened as
ha (R ('))  sign (h (R ('))) jh (R ('))j 
1
v (6.33)
where   TP   P and T , P and P have the values as stated in Tables 6.1
and 6.2. K (') and R (') are given by
K (') =
q
(a cos'+ b sin')2 + (c cos'+ d sin')2 (6.34)
R (') = arccos

a cos'+ b sin'
K (')

(6.35)
where a, b, c and d are dened as,
a =
p
	max cos
2  max +
p
	min cos
2  min (6.36)
b = c =
p
	max sin max cos max +
p
	min sin min cos min (6.37)
d =
p
	max sin
2  max +
p
	min sin
2  min (6.38)
where 	max and 	min are dened as
	max = a0 +
q
a22 + b
2
2 	min = a0  
q
a22 + b
2
2: (6.39)
136
The angles,  max and  min in equations (6.36), (6.37) and (6.38) are calculated
using,
 max =
!
2
 min =
( + !)
2
(6.40)
where ! is calculated using
cos! =
a2p
a22 + b
2
2
sin! =
b2p
a22 + b
2
2
(6.41)
a0, a2 and b2 are dened as,
a0 =
1
8
NX
r=1
(ha ('r))
44' (6.42)
a2 =
1
8
NX
r=1
(ha ('r))
4 cos 2 ('r)4' (6.43)
b2 =
1
8
NX
r=1
(ha ('r))
4 sin 2 ('r)4' (6.44)
where ha ('r) is the associated circus function that is calculated using equation
(6.33). Figure 6.6 shows the produced face signatures (42 normalised associated
circus functions) which correspond to the circus functions of Figure 6.5.
This process is applied to other faces as shown in Figure 6.7 where the last
two faces are of the same person and their face signatures are shown in Figures
6.8, 6.9 and 6.10. One can see that the corresponding signatures of the last
two faces dier mainly by scaling, while the signature of dierent persons are
dierent. However, some signatures of dierent people are pretty similar, and
some signatures of the same people are quite dierent. So, we must apply a
signature selection process to identify the most discriminating signatures.
6.2.3 Face Signatures Selection
In order to select the signatures, the normalised correlation coecient between
two circuses is computed. Using the normalised correlation coecient, we shall
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Figure 6.6: The face signatures of the rst image in Figure 6.4 (42 normalised asso-
ciated circus functions).
Figure 6.7: Example of faces where the last two faces are of the same person.
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Figure 6.8: The signatures (normalised associated circus functions) of the rst face
of Fig.6.7.
Figure 6.9: The signatures (normalised associated circus functions) of the second face
of Fig.6.7.
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Figure 6.10: The signatures (normalised associated circus functions) of the third face
of Fig.6.7.
assess the similarity between the two functions. The normalised correlation
coecient(NCC) between two circuses, computed from a reference face and a
query face is given by
NCC =
maxd
nPN
i=1

hR (i)  ehRhQ (i+ d)  ehQo
NhRhQ
(6.45)
Here index i refers to the sample values of angle ' we use. For 4' = 1, we
have 360 points to sample angle ', and so N = 360. hR(i) is the signature of
the reference face and hQ(i + d) is the signature of the query face, shifted by d
samples in relation to the reference signature, for d = f0; 1; 2; 3;   ; 359g since
we know that the signatures are computed to be the same up to a rotation and
a scaling constant, if the two faces dier by an ane transform [135]. hR or hQ
is the mean value of the corresponding signature. For the case when i+ d > 360,
hQ(i + d) = hQ((i + d)   360). hR and hQ are the standard deviations of the
two signatures. The normalised correlation coecients of the dierent signatures
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Figure 6.11: Some of the faces from the BANCA database.
are summed up to produce a score of similarity between the two faces.
6.3 Evaluation of the proposed method
The algorithm is evaluated in an authentication task using the BANCA and
FERET databases. We used 520 faces of 52 subjects (10 faces per subject, 26
females and 26 males) captured under controlled conditions from the BANCA
database [136, 137]. Some example images are shown in Figure 6.11. These faces
are divided into three sets: training set, evaluation set and testing set as shown in
Table 6.3. The training set is used to build the client models and the evaluation
set is used to produce client and impostor access scores. The faces in the testing
set are used to simulate the recognition test. The subjects are randomly divided
into 25 clients, 12 evaluation impostors and 15 test impostor.
The FERET database [138][139] consists of 450 faces of 150 subjects (3 faces
per subject). Some example images are shown in Figure 6.12. The partitioning
of the faces from this database is as shown in Table 6.4. The subjects from this
database are randomly divided into 50 clients, 50 evaluation impostors and 50
testing impostors. However, the clients only have one shot for training.
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Table 6.3: The partitioning of the faces from the BANCA databases.
Session Shot Clients Impostors
1 Training
2 Evaluation
3 Training
4 Evaluation
1 5 Training Evaluation Testing
6 Evaluation
7 Testing
8 Testing
9 Testing
10 Testing
Figure 6.12: Some of the faces from the FERET database.
Table 6.4: The partitioning of the faces from the FERET databases.
Shot Clients Impostors
1 Training
2 Evaluation Evaluation Testing
3 Testing
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The performance is reported using two error rates, False Acceptance (FA)
and False Rejection (FR). FA and FR are measured by FA = (EI=I)  100%
and FR = (EC=C) 100%. EI is the number of impostor acceptances, I is the
number of impostor claims, EC is the number of clients rejected and C is the
number of client claims. There is a trade o between the two error rates, i.e. it is
possible to reduce either one of them with the risk of increasing the other one, by
changing the threshold of similarity T with which we accept or reject a client [125].
Three thresholds are chosen so that they make the two error rates when computed
for the evaluation set, to be FAe = FRe, FRe = 0 and FAe = 0: TFAe=FRe ,
TFRe=0 and TFAe=0, respectively, where letter e indicates that these error rates
refer to the evaluation dataset. During training, we computed the normalised
correlation coecients between face signatures of the same client, for all clients,
between face signatures of the same impostor, for all impostors and between
signatures that correspond to all combinations of clients and impostors. The
normalised histograms of these values were constructed in order to help us identify
which face signatures are good discriminators. For the BANCA database, the
total number of normalised correlation coecients that correspond to all clients
and all impostors for every circus function is 915 (25 clients  15 combination of
shots for the clients + 12 impostors  45 combination of shots for the impostors)
and for clients and impostors is 18000 (25 clients  6 shots  12 impostors  10
shots), while for the FERET database, the total number of normalised correlation
coecient that correspond to all clients and all impostors for every circus is 200
(50 clients (between training and evaluation shots for the clients) + 50 impostors
 3 combination of shots for the impostors) and for clients and impostors is 15000
(50 clients  2 shots  50 impostors  3 shots). The normalised histograms for
the BANCA and FERET databases are shown in Figures 6.13-6.19 and 6.20-6.26,
respectively.
For the BANCA database, the selected circuses are those produced by the
following pairs of functionals: (a) P1 and T1, (b) P1 and T2, (c) P1 and T4, (d) P1
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(a) (b)
(c) (d)
(e) (f)
Figure 6.13: The normalized histogram of the correlation coecients obtained from
circuses, produced by the functionals (a) P1 and T1, (b) P2 and T1, (c) P3 and T1, (d)
P4 and T1, (e) P5 and T1 and (f) P6 and T1. These values were calculated from the
training and evaluation sets from the BANCA database.
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(a) (b)
(c) (d)
(e) (f)
Figure 6.14: The normalized histogram of the correlation coecients obtained from
circuses, produced by the functionals (a) P1 and T2, (b) P2 and T2, (c) P3 and T2, (d)
P4 and T2, (e) P5 and T2 and (f) P6 and T2. These values were calculated from the
training and evaluation sets from the BANCA database.
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(a) (b)
(c) (d)
(e) (f)
Figure 6.15: The normalized histogram of the correlation coecients obtained from
circuses, produced by the functionals (a) P1 and T3, (b) P2 and T3, (c) P3 and T3, (d)
P4 and T3, (e) P5 and T3 and (f) P6 and T3. These values were calculated from the
training and evaluation sets from the BANCA database.
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(a) (b)
(c) (d)
(e) (f)
Figure 6.16: The normalized histogram of the correlation coecients obtained from
circuses, produced by the functionals (a) P1 and T4, (b) P2 and T4, (c) P3 and T4, (d)
P4 and T4, (e) P5 and T4 and (f) P6 and T4. These values were calculated from the
training and evaluation sets from the BANCA database.
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(a) (b)
(c) (d)
(e) (f)
Figure 6.17: The normalized histogram of the correlation coecients obtained from
circuses, produced by the functionals (a) P1 and T5, (b) P2 and T5, (c) P3 and T5, (d)
P4 and T5, (e) P5 and T5 and (f) P6 and T5. These values were calculated from the
training and evaluation sets from the BANCA database.
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(a) (b)
(c) (d)
(e) (f)
Figure 6.18: The normalized histogram of the correlation coecients obtained from
circuses, produced by the functionals (a) P1 and T6, (b) P2 and T6, (c) P3 and T6, (d)
P4 and T6, (e) P5 and T6 and (f) P6 and T6. These values were calculated from the
training and evaluation sets from the BANCA database.
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(a) (b)
(c) (d)
(e) (f)
Figure 6.19: The normalized histogram of the correlation coecients obtained from
circuses, produced by the functionals (a) P1 and T7, (b) P2 and T7, (c) P3 and T7, (d)
P4 and T7, (e) P5 and T7 and (f) P6 and T7. These values were calculated from the
training and evaluation sets from the BANCA database.
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Figure 6.20: The normalized histogram of the correlation coecients obtained from
circuses, produced by the functionals (a) P1 and T1, (b) P2 and T1, (c) P3 and T1, (d)
P4 and T1, (e) P5 and T1 and (f) P6 and T1. These values were calculated from the
training and evaluation sets from the FERET database.
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Figure 6.21: The normalized histogram of the correlation coecients obtained from
circuses, produced by the functionals (a) P1 and T2, (b) P2 and T2, (c) P3 and T2, (d)
P4 and T2, (e) P5 and T2 and (f) P6 and T2. These values were calculated from the
training and evaluation sets from the FERET database.
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Figure 6.22: The normalized histogram of the correlation coecients obtained from
circuses, produced by the functionals (a) P1 and T3, (b) P2 and T3, (c) P3 and T3, (d)
P4 and T3, (e) P5 and T3 and (f) P6 and T3. These values were calculated from the
training and evaluation sets from the FERET database.
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Figure 6.23: The normalized histogram of the correlation coecients obtained from
circuses, produced by the functionals (a) P1 and T4, (b) P2 and T4, (c) P3 and T4, (d)
P4 and T4, (e) P5 and T4 and (f) P6 and T4. These values were calculated from the
training and evaluation sets from the FERET database.
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Figure 6.24: The normalized histogram of the correlation coecients obtained from
circuses, produced by the functionals (a) P1 and T5, (b) P2 and T5, (c) P3 and T5, (d)
P4 and T5, (e) P5 and T5 and (f) P6 and T5. These values were calculated from the
training and evaluation sets from the FERET database.
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Figure 6.25: The normalized histogram of the correlation coecients obtained from
circuses, produced by the functionals (a) P1 and T6, (b) P2 and T6, (c) P3 and T6, (d)
P4 and T6, (e) P5 and T6 and (f) P6 and T6. These values were calculated from the
training and evaluation sets from the FERET database.
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Figure 6.26: The normalized histogram of the correlation coecients obtained from
circuses, produced by the functionals (a) P1 and T7, (b) P2 and T7, (c) P3 and T7, (d)
P4 and T7, (e) P5 and T7 and (f) P6 and T7. These values were calculated from the
training and evaluation sets from the FERET database.
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Figure 6.27: The normalised histogram of the face scores, obtained by summing
up the normalised correlation coecients of the selected circuses. These values were
calculated from the BANCA database.
and T6, (e) P1 and T7, (f) P4 and T6, (g) P4 and T7, (h) P5 and T6 and (i) P5
and T7, while for the FERET database, the selected circuses are those produced
by the following pairs of functionals: (a) P1 and T1, (b) P1 and T2, (c) P2 and
T4, (d) P2 and T5, (e) P4 and T4, (f) P4 and T5, (g) P5 and T1, (h) P5 and T2,
(i) P5 and T3 and (j) P5 and T5. The normalised correlation coecients of the
selected circuses were summed up to produce the score between the faces. The
scores for the evaluation sets are represented by the normalised histogram shown
in Fig. 6.27 and 6.28, for the two databases, respectively. From these graphs, the
three thresholds, TFAe=FRe , TFRe=0 and TFAe=0 were obtained. For the BANCA
database, TFAe=0 = 8, TFRe=0 = 2 and TFAe=FRe = 5, while for the FERET
database, TFAe=0 = 9, TFRe=0 = 3 and TFAe=FRe = 6.
In the testing, the scores of similarity between the impostors in the testing set
and the clients in the training set, and the scores between clients in the testing set
and the training set were calculated. Using the BANCA database, the total num-
ber of scores for the clients-impostors is 15000 (25 clients4 shots15 impostors
10 shots) and for the clients-themselves is 450(25 clients  6 combination of shots
for the clients + 25 clients  12 shots between the training and testing images
for the clients) while for the FERET database, the total number of scores for the
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Figure 6.28: The normalised histogram of the face scores, obtained by summing
up the normalised correlation coecients of the selected circuses. These values were
calculated from the FERET database.
Table 6.5: Error rates from (a) BANCA and (b) FERET
(a) (b)
TFAe=0 TFRe=0 TFAe=FRe TFAe=0 TFRe=0 TFAe=FRe
FA 0% 74.8% 3.3% 0.1% 90.9% 4.9%
FR 49.8% 0% 6.4% 98.0% 0% 8.0%
TER 49.8 74.8 9.7 98.1 90.0 12.9
clients-impostors is 7500 (50 clients  1 shots  50 impostors  3 shots) and for
the clients-themselves is 50 (between training and testing shots for the clients).
The scores for the BANCA database are represented by the histogram shown in
Figure 6.29, while the scores from the FERET database are represented by the his-
togram shown in Figure 6.30. The FAFAe=FRe , FAFRe=0, FAFAe=0, FRFAe=FRe ,
FRFRe=0, FRFAe=0 and the sum of FA and FR, the Total Error Rate (TER):
TERFAe=FRe = FAFAe=FRe + FRFAe=FRe , TERFRe=0 = FAFRe=0 + FRFRe=0
and TERFAe=0 = FAFAe=0 + FRFAe=0 were used to evaluate the system. The
calculated error rates from the BANCA and FERET databases are shown in Ta-
ble 6.5. The results presented in Table 6.5 show a total error rate of 10   13%.
This is too high for an authentication system to be used in practice.
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(a) (b)
Figure 6.29: (a)The scores between faces of all impostors in the testing set and all
clients in the training set. (b) Scores between faces of all clients in the testing and all
clients in the training sets. Both for the BANCA database.
(a) (b)
Figure 6.30: (a)The scores between faces of all impostors in the testing set and all
clients in the training set. (b) Scores between faces of all clients in the testing and all
clients in the training sets. Both for the FERET database.
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6.4 Discussion and Conclusions
The results produced by our system are encouraging but not competitive with
other methods. We used as classier a simple score value formed by summing all
normalised correlation coecients of the selected signatures. We conclude that
the simple score value which represents face similarity measure is a weak classier.
This leads us to the idea of using a method which learns a face similarity measure
from face pairs for face recognition. One such method is Adaboost. In the next
chapter we shall discuss this method and present the way we shall adapt this
algorithm to recognise the faces we identied in family photo album using the
method of chapter 5.
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Chapter 7
Boosted Features for Face
Recognition
In the previous chapter, we showed that the classier we used, a simple score
value formed by summing all normalised correlation coecients of the selected
signatures, which represented the face similarity measure, was a weak classier.
A method that can be used to learn a face similarity measure from face pairs
for face recognition is Adaboost. In this chapter, we shall rst give a detailed
description of the Adaboost algorithm and its various variants, with particular
emphasis on the major dierences among them. Then we present the way we
shall adapt this algorithm to work with our data. Finally, we shall present some
experiments using three variants of the Adaboost.
7.1 Adaboost
The Adaboost is the rst practical boosting algorithm, proposed by Freund and
Shapire [140] and it has become one of the most popular classication tools.
This is because it has low implementation complexity, fast performance and good
generalisation capabilities [141]. It combines a set of \weak" classiers into one
powerful \strong" classier. In what follows, we explain the original Adaboost
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algorithm and three versions of it, namely Real Adaboost [142], Gentle Adaboost
[143] and Modest Adaboost [141].
The Adaboost algorithm is listed in Table 7.1. The algorithm takes as input
a training set, f(x1; y1) ; :::::::; (xm; ym)g where each xi belongs to some domain
X, m is the number of training examples and each label yi, belongs to some label
set Y , where Y = f 1;+1g. Freund and Shapire stated that the aim of this
algorithm is to nd a nal classier with low error relative to a given distribution
or set of weights over the training set. The weight of the distribution on training
example i is denoted D (i). Initially, this distribution will be set to uniform,
meaning that all training examples have equal weight. Then, at iteration t, the
algorithm calls a weak or base learning algorithm, Weak Learner, which uses the
distribution on round t, Dt to nd a weak classier, ht : X ! f 1;+1g with
small error, t
t =
X
i:ht(xi) 6=yi
Dt (i) (7.1)
where the error is measured with respect to distribution Dt on which the Weak
Learner was trained. Once the weak classier ht has been identied, Adaboost
chooses a parameter t
t =
1
2
ln

1  t
t

(7.2)
which measures the importance assigned to ht. Note that t gets larger as t gets
smaller. The distribution, Dt, is next updated using the rule shown in Table 7.1
so that the weight of incorrectly classied examples is increased and the weight of
correctly classied examples is decreased. Therefore, the Weak Learner is forced
to focus on the misclassied examples in the training set. After T such iterations,
the output is the nal classier, H. The nal classier, H combines the outputs
of the T weak classier using a weighted majority vote.
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Table 7.1: The Adaboost algorithm [140]
1. Input: a set of labeled examples: f(x1; y1) ; :::::::; (xm; ym)g where
xi 2 X, yi 2 Y = f 1;+1g, a distribution D over the m exam-
ples, a weak learning algorithm, Weak Learner, and an integer T
specifying the number of iterations.
2. Initialise D1 (i) = 1=m.
3. Do for t = 1; ::::::; T :
(a) Call Weak Learner and train it using distribution Dt (i) and
select a weak classier, ht (xi) 2 f 1;+1g with error, t, min-
imal.
(b) Set the weight of the weak classier to t =
1
2
ln

1 t
t

.
(c) Update the weights of the examples for the next iteration.
Dt+1 (i) =
Dt(i)
Zt


exp ( t) if ht (xi) = yi
exp (t) if ht (xi) 6= yi
= Dt(i) exp( tyiht(xi))
Zt
Zt is a normalization factor (chosen so that the elements of
Dt+1 (i) summed over all i yield 1).
4. Output of the nal classier:
H (x) = sign
 
TX
t=1
tht (x)
!
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In [144], Schapire and Singer showed the improved Adaboost algorithm, known
as Real Adaboost, that outputs real-valued or condence-rated predictions rather
than f 1;+1g. Therefore, for each example x, the weak classier ht outputs a
prediction ht (x) 2 R whose sign is the predicted label f 1 or +1g and whose
magnitude jht (x)j gives a measure of \condence" in the prediction. Therefore,
if ht (x) is close to or far from zero, it is represented as a low or high condence
prediction. Furthermore, t is replaced by
t =
1
2
ln

W+1
W 1

(7.3)
where W+1 and W 1 are the total weights of the positive and negative examples,
respectively, and are dened as
Wb =
X
i:yiht(xi)=b
Di (7.4)
where b 2 f 1;+1g. In some cases, it may happen that W+1 or W 1 is very
small or even zero, in which case t will be very large or innite in magnitude.
In practice, this large value may cause numerical problems. To overcome the
problem, the authors of [144] suggested
t =
1
2
ln

W+1 + "
W 1 + "

(7.5)
where " is a small positive value. In our work, " = 2:2204 16, which is following
the value used in [145].
The Gentle Adaboost algorithm [142] was developed from the Real Adaboost
algorithm by changing t to
t =
1
2
ln

W+1  W 1
W 1 +W+1

: (7.6)
This change improves the generalisation capabilities of the algorithm and also
overcomes its sensitivity to noise and overtting problems.
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Modest Adaboost varies from Real Adaboost by modifying t according to
t =W+1
 
1 W+1
 W 1  1 W 1 (7.7)
where W+1 and W 1 are dened as
W b =
X
i:yiht(xi)=b
Di (7.8)
with the inverse distribution, Di given by
Dt (i) = (1 Dt (i))Zt: (7.9)
where Zt is chosen so that:
mX
i=1
Dt (i) = 1 (7.10)
This algorithm produces less generalisation error compared with the Real and
Gentle Adaboost algorithms at the cost of somewhat higher training error [141].
In all of these algorithms, the classication task is performed using a Classication
and Regression Tree (CART).
A Classication and Regression Tree (CART) [146] is a rule based method
that generates a binary tree through a binary partitioning process that splits a
node based on the true or false answer of the predictors. The node of CART is
constructed by nding the value of the predictor (threshold) that separates the
training samples with the least error. The steps of constructing the tree are as
follows:
 create the root node;
 choose the leaf with the largest error;
 create a node, using only those training samples, that are associated with
the chosen leaf;
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 replace the chosen leaf with the constructed node;
 repeat steps 2-4 until all leaves have minimum error, or a predened number
of steps has been done.
In our work, the appropriate number of tree splitting nodes to be passed as a
constructor parameter to create the class object through the Adaboost functions
is determined in the next section. The classication results using the Real, Modest
and Gentle Adaboost algorithms are presented in the next section as well.
7.2 Adaptation to our problem
In the Real, Modest and Gentle Adaboost algorithms, let S be a sequence of
training examples,
S = h(x1; y1);     ; (xk; yk)i (7.11)
where each xj is a real valued vector with dimensionality n, so xj = (xj1; :; x
j
n) and
each yj belongs to a label space Y . Binary classication task where Y = f 1;+1g
is considered.
In our case, let us say that we have one reference face, F1 and k faces in the
database, fd1; fd2; ::::;fdk. For each face, the face signatures are produced. Using
these faces, there are k face pairs, which are (F1; fd1),(F1; fd2);     ;(F1; fdk),
which represent the number of examples in the Adaboost. Therefore, in the equa-
tion S = h(x1; y1);     ; (xk; yk)i above, x1 = (F1; fd1);   ;xk = (F1; fdk). Here,
each of the examples, xj , where j 2 f1; 2; :::; kg, is a vector that consists of the
normalised correlation coecients, NCCs, of the selected signatures. We do not
use the normalised correlation coecients from all the 42 face signatures and this
is because we have shown in the previous chapter that only some of the signa-
tures have discriminating ability, which are shown by the normalised histograms
in Figures 6.13-6.19 and 6.20-6.26, for the BANCA and FERET databases, re-
spectively. In this work, we used the following pairs of functionals: (a) P1 and T1,
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(b) P1 and T2, (c) P1 and T4, (d) P1 and T6, (e) P1 and T7, (f) P4 and T6, (g) P4
and T7, (h) P5 and T6 and (i) P5 and T7, which are the functionals selected using
the BANCA database. This is because the Total Error Rate from the BANCA
database is smaller than that for the FERET database, as shown in Table 6.5.
Therefore, xj = (NCCj1 ; NCC
j
2 ; ::::; NCC
j
9), where NCC
j
1 , NCC
j
2 , NCC
j
3 ,
NCCj4 , NCC
j
5 , NCC
j
6 , NCC
j
7 , NCC
j
8 and NCC
j
9 correspond to the normalised
correlation coecients calculated between signatures produced by the pairs of
functionals P1 and T1, P1 and T2, P1 and T4, P1 and T6, P1 and T7, P4 and T6,
P4 and T7, P5 and T6 and P5 and T7, respectively. Each example is labeled as
+1 if it is a positive example (same face pair) and  1 if it is a negative example
(dierent face pair). Therefore, the total number of training data is represented
in a matrix 9 k as follows:0BBBBBBBBBBBBBB@
NCC11 NCC
2
1    NCCk1
NCC12 NCC
2
2    NCCk2
NCC13 NCC
2
3    NCCk3
     
     
NCC19 NCC
2
9    NCCk9
1CCCCCCCCCCCCCCA
Each row in the matrix has the same number of positive and negative exam-
ples. The algorithm used to construct a node of CART is as follows
 For each row in the matrix, nd a threshold, that separates the positive
and negative examples with error t minimal. The error is measured with
respect to the distribution or set of weights over the training set. Among
the thresholds in each row, we identify the threshold with the smallest error
t and construct a root node.
 The branches from the root node, that are connected with leaves, represent
the classication result. Here, the error of the leaf is the probability of an
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example being misclassied. The leaf with the largest error is chosen.
 Then, using only the examples that are associated with the chosen leaf, a
node is constructed and replaced the chosen leaf.
 The previous step is repeated until all leaves in branches have zero error,
or a predened number of steps has been done.
To make sure that this classier performs better than the simple classier used
in Chapter 6, we repeat here the experiments of Chapter 6 using Adaboost. In the
previous chapter, the normalised correlation coecients between face signatures
of the same client, for all clients, between face signatures of the same impostor,
for all impostors and between signatures that correspond to all combinations
of clients and impostors were computed during training. The total number of
normalised correlation coecients that correspond to all clients and all impostors
for every circus function is 915 (25 clients  15 combination of shots for the clients
+ 12 impostors  45 combination of shots for the impostors) and for clients and
impostors is 18000 (25 clients  6 shots  12 impostors  10 shots).
Using the same training set, there are 915 positive examples and 18000 nega-
tive examples in the Adaboost. These examples are labeled as \  1" and \1" for
negative and positive examples, respectively. These examples and the boosting
procedure (RealAdaboost, ModestAdaboost, GentleAdaboost) are used to con-
struct a boosted classier committee, a boosted assembly of classiers (cell array
of weak classiers) with respective weights, which is used to perform the classi-
cation. The appropriate number of splitting nodes to be passed as a constructor
parameter to create the class object through the Adaboost functions and the
number of iterations are selected based on the training error, which is dened as
Training error =
FP + FN
ToF
(7.12)
where FP is False Positive, FN is False Negative and ToF is the total number
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Figure 7.1: The training errors produced by (a) Real Adaboost, (b) Modest Adaboost
and (c) Gentle Adaboost algorithms for dierent number of splitting nodes ranging from
1 to 10.
of examples in the training set.
The training errors obtained for iterations up to 100 and for the number of
splitting nodes ranging from 1 to 10 using the Real, Modest and Gentle Adaboost
are shown in Figure 7.1. It can be seen that the training errors produced by the
Real and Gentle Adaboost algorithms are smaller than the errors produced by
the Modest Adaboost algorithm. It is also shown that as the number of splitting
node increases, the training errors from the Real and Gentle Adaboost algorithms
decreases to zero at approximately similar range of iteration, for the case where
the splitting node is set to a value higher than 5. As the Real and Gentle Adaboost
algorithms outperformed the Modest Adaboost algorithm, we chose several sets
of boosted classier committees developed by these two algorithms. The chosen
boosted classier committees are constructed with splitting nodes ranging from
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7 to 10 and for iterations set to 40, 60, 80 and 100. Therefore, the total number
of boosted classier committees is 16. These sets are then tested using the test
set, in order to show the boosted classier committee outperforms the simple
classier in Chapter 6.
Using the same test set as in the previous chapter, the total number of
normalised correlation coecients that correspond to clients-impostors for ev-
ery circus function is 15000 (25 clients  4 shots  15 impostors  10 shots)
and for the clients-themselves is 450 (25 clients  6 combination of shots for
the clients + 25 clients  12 shots between the training and testing images for
the clients). Therefore, the total number of negative and positive examples in
the Adaboost is 15000 and 450, respectively. As in the previous chapter, the
FAFA=FR, FRFA=FR and the sum of FA and FR, the Total Error Rate (TER):
TERFA=FR = FAFA=FR + FRFA=FR were used to evaluate the system. The
results are as shown in Table 7.2.
Based on the results, we conclude that the classiers constructed using the
variants of Adaboost algorithm outperformed the single classier describe in
Chapter 6. This is because the total error rates produce by these classiers rang-
ing from 4% to 7%, are smaller than the error rates produce by the single classier
in Chapter 6, ranging from 10% to 13%. Hence, classiers constructed using the
variants of Adaboost algorithm will be used in the following experiments.
7.3 Experiments
The classication results using the Real, Modest and Gentle Adaboost algorithms
in our family album problem are presented in this section. In the experiment, we
used three training and evaluation sets and from the results, we shall select the
best performer of the three variants. The steps in the experiment are as follows.
 First, we want to select the most representative face of the person we want
to identify. So, we consider the faces of the same person that we would
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Figure 7.2: Some of the faces of the same person in the rst set.
like to learn to recognise. We want to recognise three dierent persons, so
we have one set of faces for each person. The total number of faces of the
same person in the rst, second and third training sets is 30, 26 and 20,
respectively. Examples of faces in the rst, second and third sets are shown
in Figures 7.2, 7.3 and 7.4, respectively. Then, in each set, we calculate
the normalised correlation coecient between the signatures of each one of
the faces and the signature of the remaining faces of the same person. Then
the normalised correlation coecients of the selected circuses are summed
up to produce the score between the faces. The face that has the maximum
score is selected as a reference face, F1. This is because that face correlates
most with all other faces of the same person. Once the reference face has
been selected, the remaining faces of this person are mixed with faces of
other people to form the three training sets we shall use, as shown in Table
7.3.
 Then, we use the reference face, F1 and k faces in the training set, fd1; fd2; ::::;fdk.
For each face, the face signatures are produced. Using these faces, there are
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Figure 7.3: Some of the faces of the same person in the second set.
Figure 7.4: Some of the faces of the same person in the third set.
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Table 7.3: The number of faces, k, and the total number of positive and negative
examples in the rst, second and third training sets.
Sets k Positive examples Negative examples
1 118 29 89
2 118 25 93
3 118 19 99
k face pairs, which are (F1; fd1), (F1; fd2),     , (F1; fdk), which represent
the number of examples in the Adaboost.
Then, the number of splitting nodes to be passed as a constructor parameter
to create the class object through the Adaboost functions and the number of
iterations are selected based on the training error, as in equation 7.13.
The training errors obtained for iterations up to 100 and for the number of
splitting nodes ranging from 1 to 10 using the Real, Modest and Gentle Adaboost
from the rst, second and third training sets are shown in Figures 7.5, 7.6 and
7.7.
It is shown that as the number of splitting nodes is increased, the training
errors from the Real and Gentle Adaboost algorithms decreases to zero rapidly.
In addition, we noticed that using the Real and Gentle Adaboost algorithms, the
training error from each training set decreased to zero at approximately similar
range of iteration, for the case where the splitting node is set to a value higher than
5. Based on these results, we chose several sets of boosted classier committees
which are developed with splitting nodes ranging from 5 to 10 and for iterations
set to 20, 40, 60, 80 and 100. Therefore, the total number of boosted classier
committees is 30. These sets are then evaluated using the evaluation sets, in
order to select the boosted classier committee that best classies the data in the
evaluation set, and thus be our selected nal classier.
The evaluation set consists of faces which are dierent from the faces in the
training set. The number of faces, k, the total number of positive examples (same
face pair) labeled as +1 and the total number of negative examples (dierent face
pair) labeled as 1 in the rst, second and third evaluation sets are shown in Table
175
0 20 40 60 80 100
0
0.05
0.1
0.15
0.2
0.25
Iterations
Tr
ai
ni
ng
 e
rro
rs
splitting nodes = 1
splitting nodes = 2
splitting nodes = 3
splitting nodes = 4
splitting nodes = 5
splitting nodes = 6
splitting nodes = 7
splitting nodes = 8
splitting nodes = 9
splitting nodes = 10
(a)
0 20 40 60 80 100
0
0.1
0.2
0.3
0.4
0.5
0.6
Iterations
Tr
ai
ni
ng
 e
rro
rs
splitting nodes = 1
splitting nodes = 2
splitting nodes = 3
splitting nodes = 4
splitting nodes = 5
splitting nodes = 6
splitting nodes = 7
splitting nodes = 8
splitting nodes = 9
splitting nodes = 10
(b)
0 20 40 60 80 100
0
0.05
0.1
0.15
0.2
0.25
Iterations
Tr
ai
ni
ng
 e
rro
rs
splitting nodes = 1
splitting nodes = 2
splitting nodes = 3
splitting nodes = 4
splitting nodes = 5
splitting nodes = 6
splitting nodes = 7
splitting nodes = 8
splitting nodes = 9
splitting nodes = 10
(c)
Figure 7.5: The training errors from the rst training set produced by (a) Real Ad-
aboost, (b) Modest Adaboost and (c) Gentle Adaboost algorithms for dierent number
of splitting nodes ranging from 1 to 10.
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Figure 7.6: The training errors from the second training set produced by (a) Real Ad-
aboost, (b) Modest Adaboost and (c) Gentle Adaboost algorithms for dierent number
of splitting nodes ranging from 1 to 10.
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Figure 7.7: The training errors from the third training set produced by (a) Real Ad-
aboost, (b) Modest Adaboost and (c) Gentle Adaboost algorithms for dierent number
of splitting nodes ranging from 1 to 10.
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Table 7.4: The number of faces, k, and the total number of positive and negative
examples in the rst, second and third evaluation sets.
Sets k Positive examples Negative examples
1 101 15 86
2 100 14 86
3 108 10 98
7.4. The labels are only used for calculating the false positive and false negative
values which are then used to calculate the error of each classier (evaluation
error). The evaluation error is calculated using the same formula as we used to
calculate the training error,
Evaluation error =
FPe + FNe
ToFe
(7.13)
where FPe is False Positive, FNe is False Negative and ToFe is the total number
of faces in the evaluation set. The evaluation errors obtained from the rst eval-
uation set using the Real, Modest and Gentle Adaboost algorithms are shown
in Table 7.5. In Table 7.5, it is shown that the boosted classier committee
constructed using the Gentle Adaboost algorithm outperformed the other two
algorithms. The same situation was observed using the second and third evalua-
tion sets. The classication result for these sets are shown in Tables 7.6 and 7.7.
Therefore, the selected algorithm is the Gentle Adaboost algorithm.
Then, we identied the boosted classier committee sets constructed using the
Gentle Adaboost algorithm that are able to classify the evaluation set with small
error, which is further illustrated with the confusion matrices shown in Table
7.8. We found that the boosted classier committee constructed with iterations,
T = 40 and splitting nodes = 5 best classied the data.
7.4 Conclusions
The results presented in this chapter showed that the boosted classier commit-
tee developed by the Gentle Adaboost algorithm classied the evaluation data
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Table 7.8: Classication results by the boosted classier committee constructed using
the Gentle Adaboost algorithm.
Set Faces to identify Faces of others Evaluation error
1
True faces to identify 10 5
0.089
Faces of others 4 82
2
True faces to identify 10 4
0.140
Faces of others 10 76
3
True faces to identify 7 3
0.083
Faces of others 6 92
(a) Results by classiers constructed at splitting nodes = 5 and T = 40.
Set Faces to identify Faces of others Evaluation error
1
True faces to identify 8 7
0.109
Faces of others 4 82
2
True faces to identify 9 5
0.170
Faces of others 12 74
3
True faces to identify 6 4
0.065
Faces of others 3 95
(b) Results by classiers constructed at splitting nodes = 8 and T = 60.
Set Faces to identify Faces of others Evaluation error
1
True faces to identify 8 7
0.109
Faces of others 4 82
2
True faces to identify 8 6
0.190
Faces of others 13 73
3
True faces to identify 5 5
0.074
Faces of others 3 95
(c) Results by classiers constructed at splitting nodes = 6 and T = 40.
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with error smaller than the errors produced from the boosted classier com-
mittee developed by the Real and Modest Adaboost algorithms. Hence, in the
next chapter, we shall presents a large scale evaluation using the family album
database.
184
Chapter 8
System Evaluation
In this chapter, we present a large scale evaluation of the whole system, which
includes the face detection and recognition algorithms discussed in the previous
chapters. The evaluation is executed using a family album database that consists
of 1000 photos containing 1732 faces. In this chapter, we shall rst give the
system summary description followed by the system results. The problem we
shall be solving here is the following:\Here is a family album. Identify all faces
of person A, for which this trained classier is available." The trained classier is
developed by the method in Chapter 7, using training images that are dierent
from those in the database used here. In addition, we also present the comparison
of our system with the state of the art systems described in [5] on the problem
of face authentication using the BANCA face database.
8.1 The System Summary Description
The constructed system consists of 2 parts, which are face detection and face
recognition algorithms. The face detection part comprises
 the Viola and Jones method, explained in section 3.1, which is used to
detect subimages that might contain faces;
 the eye and mouth detection algorithm, explained in section 4.2, which is
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used to identify the coordinates of the eyes and the mouth, which are then
used to update the subimages so that the subimages contain only the face
area;
 the skin-based method, explained in section 3.2, which is used to identify the
actual faces in both subimages (obtained from the rst and second steps);
 the face similarity measure method, explained in section 3.3, to locate the
oval shape of a face in both subimages;
 the comparison between the similarity measure for the ellipse that ts the
face using the algorithm with the eye-mouth detection module and the sim-
ilarity measure for the ellipse that ts the face using the algorithm without
the eye-mouth detection module. The reason is to select the ellipse with
the highest similarity measure value, which is then used to produce the oval
shape face.
The recognition task involves one-to-many matches that compares a query face
with all faces extracted from the database and classies the pairs into pairs of
the same face, or of dierent faces, as done in Chapter 7. The steps in our face
recognition part are as follows.
 Extract the face signatures for the oval shape query face and for each of
detected oval shape faces in the database, using the trace transform, as ex-
plained in section 6.2. The face signatures are produced from the following
pairs of functionals: (a) P1 and T1, (b) P1 and T2, (c) P1 and T4, (d) P1 and
T6, (e) P1 and T7, (f) P4 and T6, (g) P4 and T7, (h) P5 and T6 and (i) P5
and T7, which are shown in section 6.2.3 to have discriminating ability.
 Create face pairs using the query face and the faces in the database, and
calculate the normalised correlation coecients between the face signatures
for each pair.
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Figure 8.1: Diagram of the full system.
 Perform classication using the boosted classier committee, a boosted as-
sembly of classiers with their respective weights which was developed using
the Gentle Adaboost algorithm, as explained in the previous chapter.
The whole system is schematically shown in Figure 8.1
The constructed system is evaluated using a family album database that con-
sists of 1000 photos containing 1732 faces. Some examples of family photos in the
database are shown in Figure 8.2. The computer used was an Intel r CoreTM
i3, 2.27GHz with 1:85 GB of memory. The results obtained are discussed in the
next section.
8.2 The Results
Using this system, we would like to identify faces of 5 people in the family album
database. The representative faces of people that we would like to identify are
shown in the photos in Figure 8.3. In order to identify these faces, the rst step
is to detect the faces in the database. The system detected 1683 faces in 1000
images in 4993 seconds (approximately 83 minutes). The true number of faces
is 1732. So, some of the 1683 faces might not be faces at all, or some faces are
missing. We do not have a means to know that in an operational form of the
187
Figure 8.2: Examples of family photos in the database used in this thesis.
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Figure 8.3: Representative faces of the people we want to identify selected by the
method in Chapter 7.
system.
Next, we pair the representative face of the person that we would like to iden-
tify with the 1683 faces detected by the system, to form 1683 pairs of faces. Then
we calculate the normalised correlation coecients for each face pair and classify
the 1683 pairs using the developed classiers. The output of the classication is
a real number, with the signum representing the class, where the positive value
shows that the system identied the pair as of the same person and negative value
shows that the system identied the pair as of dierent person. Then we check
the pairs the system thinks are of the same person. The classication of the 1683
pairs takes 5708 seconds.
For the rst person that we would like to identify, of the 92 pairs that the
system thinks are of the same person, the 47 are correct and the 45 are wrong.
So, the face of the rst person has been correctly identied in 47 photos, and
incorrectly in 45 photos. Of the 45 pairs the system wrongly thought that they
came from the rst person, none of them were non faces. For the rest of the pairs,
which are 1591 pairs, the system identied them as faces of other people, 12 of
them wrongly, but 1579 of them correctly. Among the 1579 pairs, 4 of them were
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Table 8.1: Results for the rst person that we would like to identify.
Number
of pairs
identied
as of the
same
person
Number
of pairs
identied
as of
dierent
person
Number
of pairs
with
non-faces
identied
by the
classiers
as faces of
other
people
Number
of pairs
with
non-faces
identied
by the
classiers
as of the
same
person
Number
of faces
for this
person do
not
detected
by the
face
detection
module
The true
number of
faces for
this
person
92 1591 4 0 1 60
Table 8.2: Classication result for the rst person that we would like to identify.
Faces identied Faces of others
True faces to identify 47 12
Faces of others 45 1579
the pairs between the representative face and non faces which were detected as
faces. In addition, of the missed faces by the classier, 1 was not detected at
all as face. These errors were due to the rst stage of the algorithm, ie the face
detection part. In the database, the true number of faces for the rst person is
60. The results for this person are summarized in Table 8.1.
The classication result is illustrated in the confusion matrix shown in Table
8.2. Then, we calculate the overdetection and underdetection errors using:
Underdetection error =
Not identied faces for this person
The total number of faces for this person
 100%
Overdetection error =
Wrongly identied faces
All faces identied for this person
 100% (8.1)
where the not identied faces for this person also include the faces which are not
detected, the error of the rst stage of the algorithm. Based on these results, the
total number of the not identied faces for the rst person that we would like to
have identied is 13. Therefore, the underdetection and overdetection errors for
the rst person that we would like to identify is 21:7% (13
60
 100%) and 48:9%
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Table 8.3: Results for the second person that we would like to identify.
Number
of pairs
identied
as of the
same
person
Number
of pairs
identied
as of
dierent
person
Number
of pairs
with
non-faces
identied
by the
classiers
as faces of
other
people
Number
of pairs
with
non-faces
identied
by the
classiers
as of the
same
person
Number
of faces
for this
person do
not
detected
by the
face
detection
module
The true
number of
faces for
this
person
100 1583 4 0 5 60
Table 8.4: Classication result for the second person that we would like to identify.
Faces identied Faces of others
True faces to identify 45 10
Faces of others 55 1573
(45
92
 100%), respectively.
The second person appears in 60 photos, but in 5 of them the face of this
person was not detected by the face detection part. So, the system should have
identied 55 pairs as being of the same person. However, the system thought
100 pairs were of the same person. Of the 100 pairs, 45 of them were correctly
identied, while the other 55 were wrongly identied. Therefore, the face of the
second person has been correctly identied in 45 photos, and incorrectly in 55
photos. For the other 1583 pairs, the system identied them as faces of other
people, 10 of them wrongly, but 1573 of them correctly. Similar to the rst
person, the classier identied the 4 pairs with non faces as of dierent person.
The results for this person are summarized in Table 8.3. The classication result
is illustrated in the confusion matrix shown in Table 8.4. The not identied
faces for this person also include the faces which are not detected, the error of
the rst stage of the algorithm. Based on these results, the total number of the
not identied faces for the second person that we would like to have identied is
15. Therefore, the underdetection and overdetection errors for the second person
that we would like to identify is 25:0% (15
60
 100%) and 55:0% ( 55
100
 100%),
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Table 8.5: Results for the third person that we would like to identify.
Number
of pairs
identied
as of the
same
person
Number
of pairs
identied
as of
dierent
person
Number
of pairs
with
non-faces
identied
by the
classiers
as faces of
other
people
Number
of pairs
with
non-faces
identied
by the
classiers
as of the
same
person
Number
of faces
for this
person do
not
detected
by the
face
detection
module
The true
number of
faces for
this
person
90 1593 4 0 4 60
Table 8.6: Classication result for the third person that we would like to identify.
Faces identied Faces of others
True faces to identify 40 16
Faces of others 50 1577
respectively.
The third person that we would like to identify appears in 60 photos, but
in 4 of them the face of this person was not detected at all. So, the system
should have identied 56 pairs as being of the same person. However, the system
identied 90 pairs as being of the same person. Of the 90 pairs, 40 of them were
correctly identied, while the other 50 were wrongly identied. Therefore, the
face of the third person has been correctly identied in 40 photos, and incorrectly
in 50 photos. For the other 1593 pairs, the system identied them as faces of
other people, 16 of them wrongly, but 1577 of them correctly. Similar to the rst
person, the classier identied the 4 pairs with non faces as of dierent person.
The results for this person are summarized in Table 8.5. The classication result
is illustrated in the confusion matrix shown in Table 8.6. Based on these results,
the total number of the not identied faces (include the faces which are not
detected by the face detection part) for the third person that we would like to
have identied is 20. Therefore, the underdetection and overdetection errors for
the third person that we would like to identify is 33:3% (20
60
 100%) and 55:5%
(50
90
 100%), respectively.
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Table 8.7: Results for the fourth person that we would like to identify.
Number
of pairs
identied
as of the
same
person
Number
of pairs
identied
as of
dierent
person
Number
of pairs
with
non-faces
identied
by the
classiers
as faces of
other
people
Number
of pairs
with
non-faces
identied
by the
classiers
as of the
same
person
Number
of faces
for this
person do
not
detected
by the
face
detection
module
The true
number of
faces for
this
person
110 1573 4 0 2 60
Table 8.8: Classication result for the fourth person that we would like to identify.
Faces identied Faces of others
True faces to identify 43 15
Faces of others 67 1558
The fourth person appears in 60 photos, but in 2 of them the face of this
person was not detected by the face detection part. So, the system should have
identied 58 pairs as being of the same person. However, the system identied 110
pairs as being of the same person. Of the 110 pairs, 43 of the pairs were correctly
identied, while the other 67 were wrongly identied. Therefore, the face of the
fourth person has been correctly identied in 43 photos, and incorrectly in 67
photos. For the other 1573 pairs, the system identied them as faces of other
people, 15 of them wrongly, but 1558 of them correctly. Similar to the rst
person, the classier identied the 4 pairs with non faces as of dierent person.
The results for this person are summarized in Table 8.7. The classication result
is illustrated in the confusion matrix shown in Table 8.8. Based on the results,
the total number of the not identied faces (include the faces which are not
detected by the face detection part) for the fourth person that we would like to
have identied is 17. Therefore, the underdetection and overdetection errors for
the fourth person that we would like to identify is 28:3% (17
60
 100%) and 60:1%
( 67
110
 100%), respectively.
The fth person also appears in 60 photos, but 5 of those faces were missed
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Table 8.9: Results for the fth person that we would like to identify.
Number
of pairs
identied
as of the
same
person
Number
of pairs
identied
as of
dierent
person
Number
of pairs
with
non-faces
identied
by the
classiers
as faces of
other
people
Number
of pairs
with
non-faces
identied
by the
classiers
as of the
same
person
Number
of faces
for this
person do
not
detected
by the
face
detection
module
The true
number of
faces for
this
person
125 1558 4 0 5 60
Table 8.10: Classication result for the fth person that we would like to identify.
Faces identied Faces of others
True faces to identify 45 10
Faces of others 80 1548
by the face detector. So, the system should have identied 55 pairs as being of
the same person. However, the system identied 125 pairs as of the same person.
Of the 125 pairs, 45 of the pairs were correctly identied, while the other 80
were wrongly identied. Therefore, the face of the fth person has been correctly
identied in 45 photos, and incorrectly in 80 photos. For the other 1558 pairs, the
system identied them as faces of other people, 10 of them wrongly, but 1548 of
them correctly. Similar to the other persons, the classiers identied the 4 pairs
with non faces as of dierent person. The results for this person are summarized
in Table 8.9. The classication result is illustrated in the confusion matrix shown
in Table 8.10. Based on these results, the total number of the not identied
faces for the fth person that we would like to identify is 15. Therefore, the
underdetection and overdetection errors for the fth person that we would like to
identify is 25:0% (15
60
 100%) and 64:0% ( 80
125
 100%), respectively.
The underdetection and overdetection errors for all the people that we would
like to identify are summarized in Table 8.11. These errors are system errors, i.e.
they include the error of both the face detector and the classier. In Table 8.12,
we show the summary of the errors only due to the classier, i.e. not taking into
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Table 8.11: Overall results for the ve people that we would like to identify.
Persons Underdetection
error
Overdetection
error
1 21.7% 48.9%
2 25.0% 55.0%
3 33.3% 55.5%
4 28.3% 60.1%
5 25.0% 64.0%
Table 8.12: Classication errors due to the classier only for the ve people that we
would like to identify.
Persons Underdetection
error
Overdetection
error
1 20.0% 48.9%
2 16.7% 55.0%
3 26.7% 55.5%
4 25.0% 60.1%
5 16.7% 64.0%
consideration the non-faces detected as faces and the faces that were not detected
at all. Finally, the face detection part detected 1683 faces out of the 1732 that
were in the photos of the database. Most of the missed faces were in prole
or occluded. Of the 1683 detected faces, 4 were not faces at all. So, the over-
detection error of this part is 4=1683  100 = 0:24%, while the under-detection
error is 49=1732 100 = 2:83%.
Beside these errors, we also calculate the percentage of correctly identied
pairs which is calculated using:
Percentage of correctly identify pairs =
TP + TN
Tpairs
 100% (8.2)
where TP is the total number of pairs of the same person identied as of the
same person, TN is the total number of pairs of dierent persons identied as of
the dierent persons and Tpairs is the total number of face pairs. We found that
the percentage of the correctly identied pairs ranging from 94% to 97%.
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Table 8.13: The BANCA protocols and the involve sessions. \T": clients training,
\C": clients test and \I": impostor test [147].
Condition Session MC P G
Controlled
1 TI TI TI
2 CI CI CI
3 CI CI CI
4 CI CI CI
Degraded
5 TI
6 CI CI
7 CI CI
8 CI CI
Adverse
9 TI
10 CI CI
11 CI CI
12 CI CI
8.3 Comparison of face signatures with Local
Binary Pattern (LBP)
To compare our system with another state of the art system which uses a dierent
face representation, we run experiments using BANCA database following the
protocol describe in [5] where Local Binary Pattern is used to describe the face.
In [5], the authors used Matched Control (MC), Pooled test (P) and Grand
test (G) protocols in the face authentication test using the BANCA database.
These protocols have specied which sessions in the BANCA database can be
used for training and testing, as shown in Table 8.13. Each session contains two
recordings per subject, a true client access and an informed impostor attack. For
the face image database, 5 frontal face images have been extracted from each video
recording, which are supposed to be used as client images and 5 impostor ones.
The total number of subjects in the database is 52 (26 males and 26 females).
For every protocol, the subjects are divided into two groups, g1 and g2. A more
detailed description of the MC, P and G protocols are shown in Table 8.14 [147].
In the MC and P protocols, the total number of images used as client for training
is 130 (26 subjects  5 images), whereas in the G protocol, the total number of
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images used as client for training is 390 (26 subjects  5 images  3 sessions).
Images from World model are used as impostors in the training and there are 300
images (30 subjects  10 images) in total.
In order to compare our system with the state of the art systems described
in [5], we used these protocols as well. For each image in the database, the face
signatures are produced. Then, the normalised correlation coecients are calcu-
lated. The total number of normalised correlation coecients that correspond to
all clients in each group for every circus function in both MC and P protocols is
260 (26 clients  10 combination of images for the clients). However, in the G
protocol, the total number of normalised correlation coecients that correspond
to all clients in each group is 2730 (26 clients  105 combination of images for
the clients (15 images per subject)). For the impostors, the total number of nor-
malised correlation coecients for every circus function is 1350 (30 impostors 
45 combination of images for the impostors). Hence, in the Adaboost, there are
260 positive examples in the MC and P protocols and 2730 positive examples
in the G protocol. The total number of negative examples in each protocol is
1350. These examples and the Gentle Adaboost algorithm are used to develop a
boosted assembly of classiers (boosted classier committee), as explained in the
previous chapter.
In the testing, the total number of images used as clients and impostors are
shown in Table 8.14. The total number of normalised correlation coecients that
correspond to all clients in each group for every circus function in the MC protocol
is 2730 (26 clients  105 combination of images for the clients (15 images per
subject)) and in the P and G protocols, the total number of normalised correlation
coecients is 25,740 (26 clients  990 combination of images for the clients (45
images per subject)).
For the impostors, the total number of normalised correlation coecients in
each group for every circus function in the MC protocol is 4940 (26 impostors
 190 combination of images for the impostors (20 images per subject)) and in
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the P and G protocols, the total number of normalised correlation coecients is
46,020 (26 impostors  1770 combination of images for the clients (60 images per
subject)). Hence, in the Adaboost, there are 2730 positive examples and 4940
negative examples in the MC protocol, and 25,740 positive examples and 46,020
negative examples in the P and G protocols. These examples are classied using
the constructed boosted classier committee.
The performance of the system is measured using Half Total Error Rate
(HTER) at the cost function R = 1 (a false acceptance, FA and a false rejec-
tion, FR are equally harmful). The HTER is dened as [148]
HTER =
FAR + FRR
2
(8.3)
where FAR and FRR are false acceptance rate and false rejection rate, respec-
tively. FAR and FRR are dened as
FAR =
FA
NI
; FRR =
FR
NC
(8.4)
where NI and NC are number of impostor and client accesses, respectively.
The results are presented in Table 8.15, where for all the protocols, the FAR is
larger than the FRR. This means that the total number of impostors accepted as
clients in both g1 and g2 groups in each protocol is larger than the total number of
clients rejected. This is due to the images used as impostors and clients are from
the same subject (as described in Table 8.14, where the rst 5 images from the
10 images of every subject in each session are used as clients while the following 5
images are used as an impostors). Therefore, some of the impostors are wrongly
accepted as clients. As a consequence, the HTER for each protocol is quite high,
ranging from 20% to 43%. In addition, in Table 8.16, we presented the comparison
of these results with the results produced by the state of the art systems that used
Local Binary Pattern to describe faces [5]. Based on these results, we conclude
that the constructed classiers do not perform satisfactorily using the MC, P and
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Table 8.15: FAR, FRR and HTER at the cost function R = 1 of g1 and g2.
Protocols Groups FAR FRR HTER
MC
g1 36.6% 6.7% 21.65%
g2 33.6% 5.3% 19.45%
G
g1 34.72% 6.1% 20.41%
g2 39.86% 7.9% 23.88%
P
g1 55.2% 28.1% 41.65%
g2 60.74% 25.9% 43.32%
Table 8.16: Comparing with the state of the art methods in [5] on the standard
BANCA protocols in average HTER of g1 and g2 in % at R=1.
State of the art methods P G MC
Our method 42.49 22.15 20.55
PS MLBPHLDA T norm 2.11 0.13 0.21
PS LBPHLDA T norm 2.85 0.27 0.16
PS LBPH+X2 T norm 4.40 0.45 0.37
PS MLBPHLDA 5.96 1.06 2.37
PS LBPHLDA 8.32 1.46 3.14
PS LBPH+X2 23.10 10.13 3.16
G protocols.
8.4 Conclusions
The results on the problem of face recognition showed that the proposed system
classied the face pairs with the underdetection error ranging from 21% to 34% for
the case when the error of both the face detector and the classier are considered.
Without the error from the face detection module, the underdetection error for
each person that we would like to identify is lower, ranging from 16% to 27%.
However, the overdetection error for both cases is very high, ranging from 48%
to 64%. Nevertheless, the classier overall did a pretty good job, as, if we take
into consideration the correct identication of the pairs of dierent people, the
total success rate ranges from 94% to 97%.
In the comparison with the state of the art systems described in [5] on the
problem of face authentication, we have shown that our system do not perform
satisfactorily. The HTER is too high for an authentication system, ranging from
200
20% to 43%.
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Chapter 9
Conclusions and Future Work
This chapter summarizes the work presented in this thesis. In the next section,
we present the summary for each chapter, followed by the conclusions from all
the work presented and ideas for future work.
9.1 Summary of the thesis
In this thesis, we have developed a system that consists of face detection and face
recognition algorithms. The rst step in the system is face detection, which is
developed using a combination of several techniques. In Chapter 2, we reviewed
dierent types of face detection approaches and in Chapter 3, we presented the
techniques used in our face detection module. The methods involved are the Viola
and Jones method which is used to detect the subimages that might contain faces.
Then, a skin-based method that comprises a method for selecting color models
that is based on Bayesian estimation and a fuzzy membership function to combine
the chosen color models is used, followed by a face similarity measure, which is
used to locate the oval shape of the face. We found that in some photos, the
ellipses do not t the faces well and this was due to the detected subimages,
which were quite large. These subimages contain background which has the same
color as the human skin or ears or neck and as a consequence, when we perform
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the skin detection, the results are not only the skin of the faces, but also the
nonskin area that has the same colour as the skin and the ears.
In order to tackle the problems that we identied in Chapter 3, we proposed
an eye and mouth detection module in Chapter 4. In this chapter, we reviewed
the methods available for eye detection and selected the one that is based on
pixel dierence which could also be used for mouth detection. In this algorithm,
the eyes and mouth are detected based on the fact that the pixels of the eye
and mouth are always darker than their surrounding pixels. We search the pixels
that represent the eyes and mouth by reducing the resolution of the subimage,
followed by ltering with 8 individual lters. Then, the coordinates of the eyes
and the mouth are identied using a triangle model where the vertices represent
the centres of eyes and mouth. Evaluated on a database that consists of 300
family photos, we showed that the percentage of accurately detected eyes and
mouth (vertices 1, 2 and 3 as the centres of the eyes and mouth, respectively)
over the number of detected faces is 98:7%.
Adding the eye and mouth detection method to the face detection module,
then, we presented the nalised face detection module in Chapter 5. This module
is evaluated using 500 family photos with 932 faces and based on the results, the
module performs satisfactorily. The results are as follows. The percentage of
faces where the ellipses t the faces well over the number of faces in the images is
91.2% and the percentage of the faces where the ellipses t the faces well over the
total number of faces detected by the nalised face detection algorithm is 94.8%.
The face recognition part starts at Chapter 6. In this chapter, we reviewed
the methods used for face recognition. Then, we presented the methodology used
in our work which included the extraction of the face signatures using the Trace
transform. The performance of the constructed features is evaluated using the
BANCA and FERET databases in authentication tasks. Here, we use as classier
a simple score value formed by summing all normalised correlation coecients of
the selected signatures. Only some of the signatures are used and this because
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only the selected signatures have discriminating ability. However, the results
show that the classier is a weak classier.
In Chapter 7, we present a method based on Adaboost, which is used to
overcome the limitation of the classier in Chapter 6. In this chapter, we give
a detailed description of the Adaboost algorithm and its various variants, which
are Real, Gentle and Modest Adaboost with particular emphasis on the major
dierences among them. Then we present the way we adapt the Adaboost al-
gorithm to work with our data and present the experimental results using three
variants of the Adaboost. Based on the results, the classier developed by the
Gentle Adaboost algorithm outperformed the classier developed by the Real
and Modest Adaboost algorithms. Then, in Chapter 8, we present a large scale
evaluation of the whole system using the family album database that consists of
1000 photos containing 1732 faces. Here, we show that the system performs sat-
isfactorily. In this chapter, we also made a comparison between our method and
the LBP-based methods in authentication task using BANCA database and pro-
tocol. In this task, we nd that the LBP-based methods produce better results.
Our experiments end in this chapter.
9.2 Conclusions
In this thesis, we showed that the developed system performs satisfactorily identi-
fying and recognising faces in a totally unconstrained and unstructured database,
with an accuracy of roughly 75%, but with a rather large overdetection error of
about 60% and a very long execution time. However, using BANCA database
and protocol for authenticating faces, we found that the developed system per-
form unsatisfactorily. Every method used in the face detection and recognition
algorithms in our system has its own advantages and disadvantages. In the face
detection part, the advantages are as follows.
 The use of Viola and Jones method helps to reduce the computation time
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in face detection module. The reason is because this method identies the
face region only and the following process in the face detection module was
executed in this region only.
 The use of eye and mouth detection module in the faces detection algorithm
reduced the total number of ellipses that do not t the faces. This is because
with the coordinates of the detected eyes and mouth, the detected subimage
region could be updated so that the subimages contain only the face area.
 The result of the skin-based detection method is the rejection of the non-
skin area and this helps reduce the computation time of searching the face.
 The oval shape of the face which is the result of face similarity measure
ensures that only face information is used in the face recognition process.
In the face recognition part, the advantages are as follows.
 The face signatures were extracted from the faces using the Trace transform,
a method that extracts both shape and texture information, which are
important characteristics for face representation.
 The classier constructed using the Gentle Adaboost algorithm was able
to perform well in the classication task. We have showed in the previous
chapter that the constructed classier produced high percentage for the
correctly identied pairs.
Beside the advantages, we also identied some limitations in our system which
are discussed in the next section. In addition, we also state the future directions
for our work.
9.3 Future Work
In this section, we discuss the limitations of our system and the future directions.
The limitations of our system are as follows.
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 The computation time for the face detection and face recognition algorithms
are too long. In chapter 8, we showed that the system detected 1683 faces
in 1000 images in 4993 seconds (approximately 83 minutes) and the time it
took to classify 1683 pairs was 5708 seconds.
 We found that the appearance of shadow close to the eye aects the eye
and mouth detection result. From our observations, the shadow causes the
eyebrow to connect to the eye in the ltered images. Therefore, the vertex
1 or 2 will not represent the center of the eye but the center in between the
eyebrow and the eye.
 The use of Viola and Jones method in the face detection module causes
some of the faces to be missed and some of the non-faces detected as faces.
 The use of the boosted classier committee to classify the faces in the family
album database produced quite high overdetection error.
 The boosted classier committee produced high false acceptance rate in the
authentication experiment, which involved images under controlled condi-
tion from BANCA database and Matched Control protocol.
In future, the following tasks can be implemented.
 Simplify the face similarity measure method in the face detection module
as this method causes the long computation time for the face detection
module. Also in the face recognition algorithm, the method that extracts
the face signatures of the faces needs to be simplied.
 Improve the eye and mouth detection algorithm by considering larger num-
ber of faces with shadow and nd the appropriate estimated height and
width of the model used by the lters in order to nd the pixels that are
darker than their surroundings.
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 Develop a method that is able to solve the problem of faces missed and the
non-faces detected as faces. In the developed method, take into considera-
tion faces that appeared in prole or were too small or severely occluded.
This is because, in some photos, there are some faces that appeared in
prole or were too small or severely occluded.
 Improve the classication results by introducing additional features that
are able to highlight the dierence between dierences people so that the
overdetection error could be reduced.
 Extend the experiments for the face recognition using other databases, such
as a database that consists of various type of people from dierent races.
This is because our experiment for face recognition is tested using a family
album database which consists of Malays and Chinese only.
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Appendix
Appendix A
The RGB model of the image are converted to other color models such as rgb,
xyz, YIQ, YUV, YCrCb and HSV. The algorithm used to convert the RGB model
to other color models are stated in the following sections.
A.1 RGB to normalized rgb
The normalized rgb color model is constructed so that the eect of the illumina-
tion can be reduced. The normalized rgb color model is transformed by dividing
the component R, G, and B to that of the summation of R,G and B.
r =
R
R +G+B
; g =
G
R +G+B
; b =
B
R +G+B
A.2 RGB to YIQ
YIQ is a color model developed for NTSc standard in boardcasting television.
The conversion is computed by [18]
Y = 0:299R + 0:587G+ 0:144B
I = (0:596R  0:275G  0:321B) + 152
226
Q = (0:212R  0:528G+ 0:311B) + 135
A.3 RGB to YUV
YUV is a standard color model used in CCIR 601 standard for digital video. The
conversion is computed by [18]
Y = (0:257R + 0:504G+ 0:098B) + 16
U = ( 0:148R  0:291G+ 0:439B) + 128
V = (0:439R  0:368G  0:071B) + 128
A.4 RGB to normalized xyz
The normalized xyz is computed in order to reduced the eect of illumination.
The normalized xyz color model is transformed by dividing the component X, Y,
and Z to that of the summation of X,Y and Z.
x =
X
X + Y + Z
; y =
Y
X + Y + Z
; z =
Z
X + Y + Z
The XYZ color model is dened by International Commision on Illumination
as
X = 0:412453R + 0:357580G+ 0:180423B
227
Y = 0:212671R + 0:715160G+ 0:072169B
Z = 0:019334R + 0:119193G+ 0:950227B
A.5 RGB to YCrCb
YCrCb is a common color model used in JPEG compression where the transfor-
mation is computed by [18]
Y = 0:299R + 0:587G+ 0:144B
Cr = (
V
1:6
+ 0:5) + 111:2218
Cb = (0:5 (U + 1)) + 112:4649
where U = B   Y and V = R  Y .
A.6 RGB to HSV
The RGB color model can be nonlinearly transformed to the HSV color model
by [18, 149]
V = max;
228
S =
8><>:
(max min)
max if max 6= 0;
0 max=0:
H =
8>>>>>>><>>>>>>>:
 1 60 if S = 0;
(G B)
(max min)  60 if R = max;
2 + (B R)
(max min)  60 if G = max;
4 + (R G)
(max min)  60 if B = max;
where max = sup fR;G;Bgand min = inf fR;G;Bg. The R,G and B are
converted to oating point format and the valid range for the R,G and B values
is [0,1]. The output values for this model are H = [0,360], S = [0,1] and V = [0,1]
[150].
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Appendix B
In this work, the used functionals T and P are invariant to shifts [101] and this
means,
 (f (t+ b)) =  (f (t)) 8b 2 <
where  is T or P . The functionals are characterised by two numbers,  and
. These two parameters determine the behavior of the functional with respect
to scaling.
 Scaling the independent variable by a, where a > 0, scales the result by
a , where  is a number that characterizes the functional:
 (f (at)) = a (f (t)) 8a > 0
 Scaling the function by c, where c > 0, scales the result by c , where  is
the second number that characterizes the functional:
 (cf (t)) = c (f (t)) 8c > 0
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