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Resumen
En este trabajo se explora la utilización de estrategias de anotación au-
tomática sobre información textual y visual obtenida de artículos científi-
cos, la forma en que este contenido se relaciona y la representación de esta
información, con el fin de desarrollar un sistema de recuperación de infor-
mación por contenido específico para este tipo de colecciones. Para esto, un
nuevo modelo de representación, recuperación y anotación automática de
imágenes es propuesto. Este modelo está basado en estrategias de semántica
latente para representaciónes estructuradas. El sistema desarrollado durante
este trabajo es llamado Litermed, el cual implementa el modelo propuesto
y ofrece las funcionalidades de procesamiento necesarias para la transforma-
ción de archivos correspondientes a artículos científicos en la representación
propuesta. Para esto se desarrollaron fases como: extracción de imágenes de
archivos PDF, extracción de características textuales y visuales, construcción
de índices de características con sus respectivas anotaciones, clasificación de
modalidad de imágenes, solución y evaluación de consultas visuales. Además,
Litermed permite la realización de consultas por medio de su interfaz web
utilizando como consulta imágenes de ejemplo.
Para la realización de una evaluación cuantitativa del sistema, se pro-
pone el uso de un versión modificada de un conjunto de datos conocido. Los
resultados indican que el modelo propuesto de anotación automática mejo-
ra el desempeño obtenido por estrategias de recuperación por contenido del
estado del arte.
Palabras clave: búsqueda de información por contenido, anotación au-
tomática de imágenes, búsqueda de información en artículos científicos.
x
Abstract
In this work, we explore the use of automatic annotation strategies for
text-visual information from research papers, as well as the relationship be-
tween the content and the representation to build a retrieval system for this
specific type of documents. To achieved that, we propose a novel strategy for
the representation, search and automatic annotation of images. This model,
is based on strategies of latent semantic analysis for structured representa-
tions. The system that implements the proposed model is called Litermed.
This system is able to process the research papers files to achieve the pro-
posed representation. The processing phases are decomposed as follow: image
extraction from research paper files (PDF), text-visual features extraction,
index files construction with associated annotations, modality image clas-
sification, solution and evaluation of visual queries. Additionaly, Litermed
allows run visual queries over a web based interface.
Finally, an exhuastive automatic evaluation is performed over a modified
version of a public well know dataset. The results show that the proposed
model outperforms the state-of-the-art methods of query-by-example search.
Keywords: Content-based information retrieval, automatic image anno-
tation, document information retrieval.
xi
Capítulo 1
Introducción
El acceso a la información sigue siendo un reto importante cuando se
tienen sistemas tan grandes y heterogéneos como Internet. No es fácil en-
contrar lo que se quiere sin el uso de un motor de búsqueda que permita
determinar donde se encuentra la información que se está requiriendo. Esto
ocurre en una amplia gama de situaciones asociadas al acceso de informa-
ción. Hoy en día, existen motores de búsqueda bien conocidos en los cuales
se utiliza texto por medio de palabras como consultas para poder introducir
la solicitud del usuario y encontrar los documentos relevantes, sin embargo,
nuevas formas de acceso a la información han y están siendo desarrolladas.
Por ejemplo, actualmente es posible usar motores de búsqueda en los cuales
las consultas son fracciones de música o imágenes. Debido a que en estos
sistemas se varia el tipo de consulta utilizado para acceder a la información
se utilizan novedosas estrategias para encontrar la información relevante. En
este tipo de estrategias es muy frecuente que la información utilizada en la
consulta está fuertemente asociada a la información disponible en los docu-
mentos a los cuales se accede y a la información con la que cuenta quién está
realizando la búsqueda.
El poder usar nuevas formas de acceder a la información permite tener
acceso a temas específicos con solo usar un motor de búsqueda, lo que está
cambiando el comportamiento de quienes acceden a esta información incluso
en situaciones cotidianas. Por ejemplo, actualmente ante una enfermedad se
recurre a un médico general o especialista para que ellos realicen el diag-
nóstico de los síntomas que se presentan y de ser necesario, este remitirá al
paciente a exámenes adicionales donde mayor información sobre el estado de
salud puede ser recolectado. La función del paciente esta limitada a asistir a
la cita médica y seguir las recomendaciones e indicaciones del especialista. Sin
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embargo, la disponibilidad de información en Internet esta cambiando la for-
ma de interactuar ante las dificultades cotidianas que se presentan en temas
relacionados a la salud. Actualmente, es frecuente que los pacientes o famil-
iares de ellos consulten información sobre los síntomas presentes, su relación
con el diagnóstico e incluso sobre los tratamientos de enfermedades de las que
se padecen. En [61], se presenta un estudio realizado sobre estos nuevos com-
portamientos de búsqueda de información médica en la web. Esta encuesta
fue desarrollada dentro del proyecto europeo Kheresmoi (www.kheresmoi.eu)
que pretende desarrollar herramientas para el acceso a la información médi-
ca. El cuestionario constaba de 53 preguntas, se encontraba disponible en
4 idiomas, las respuestas obtenidas fueron realizadas por 385 participantes
de 42 países. Es interesante resaltar que entre las preguntas se encontraba
la utilización de fuentes como Internet o documentos médicos como consul-
ta adicional de los tratamientos que se estaban siguiendo actualmente por
los encuestados. Los resultados indican que entre el 71% y el 52% de los
encuentados consideran como fuentes de información importante o muy im-
portante los sitios web y literatura médica respectivamente. Aunque estas
fuentes siguen estando por debajo de la principal fuente, los médicos o espe-
cialistas con el 82% que los consideran como importante o muy importante,
es notable que fuentes alternativas de información se están imponiendo ca-
da vez más como fuente de información de los pacientes y no solo de los
profesionales de la salud. Es por esto que el desarrollo de sistemas para el
acceso a esta información de forma adecuada permitirá una interacción may-
or por parte del usuario respecto al estado actual de su salud, permitiendo
por ejemplo, el poder usar incluso sus imágenes de radiografía para buscar
información relacionada.
En el ambiente académico, estudiantes del área médica son enfrentados
a situaciones en las cuales disponen de una imagen de un caso médico co-
mo fuente de información y se les asigna la interpretación de la misma. Por
desconocer el contenido semántico de la imagen, deben realizar un esfuerzo
para encontrar información asociada a esta imagen realizando una búsqueda
manual de similaridad sobre un conjunto de imágenes de libros seleccionados,
lo que seguramente les exige invertir un determinado número de horas para
lograrlo. En el ambiente profesional situaciones similares se pueden presentar
con casos reales. Si la imagen proveniente de un paciente es un caso frecuente,
seguramente un médico con experiencia reconocería la imagen y realizaría el
respectivo diagnóstico. Sin embargo, en casos desconocidos para el especial-
ista un sistema que realice la búsqueda de forma automática facilitaría esta
tarea. Otra situación similar en el entorno clínico, se puede presentar el caso
en el cual el usuario es un médico que realiza la evaluación de un paciente
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con una imagen médica y, según su experiencia, esta imagen no tiene un as-
pecto habitual. Luego, el médico decide consultar el sistema de información
médica para obtener un conjunto de imágenes similares evaluados por otros
médicos [54]. El médico obtiene como resultado de algunas historias clínicas
con imágenes similares y también de los últimos artículos médicos relaciona-
dos con el contenido de la imagen. Estos casos presentan situaciones en las
que el usuario no es capaz de expresar una consulta precisa con las palabras
clave. En cambio, el uso de la imagen en cuestión en un sistema adecuado
para acceder a la información puede evitar un bucle de prueba y error con
diferentes combinaciones de palabras clave, y además ofrecería una manera
más precisa para acceder a la información correcta.
Debido a la gran cantidad de información que hoy en día se puede generar
y almacenar con el uso de diferentes dispositivos, en un rango muy amplio,
la búsqueda de información es una actividad fuertemente investigada que ha
generado diferentes sistemas especializados y genéricos, motivados siempre
por el crecimiento de la información disponible para realizar esta tarea. Par-
ticularmente, la información multimedia generada por el uso de diferentes
dispositivos cómo cámaras digitales, de video, celulares, etc., o en ambientes
médicos con dispositivos como electrocardiogramas. En estas situaciones gen-
eralmente se presentan las siguientes características:
Se generan alto costo en el almacenamiento.
Grandes colecciones son rápidamente generadas.
No se cuenta con información semántica del contenido.
No importa si es una fotografía familiar o una imagen de resonancia mag-
nética, el contenido de estás depende de la situación en la cual fue adquirida.
Luego si a eso le agregamos el hecho que actualmente se pueden generar fá-
cilmente colecciones de gran tamaño, encontrar una imagen en esta situación
implicará un gran esfuerzo. Para evitar esto, se podría almacenar cada ima-
gen con una metadata que describiera su contenido, sin embargo hacer esto
manualmente en una colección de gran tamaño también implicaría un gran
esfuerzo.
Los sistemas de recuperación información en bases de datos de imágenes
pueden explotar las descripciones de texto para permitir búsquedas sólo
mediante palabras clave. Bajo este enfoque, la recuperación de imágenes
basada en texto puede ser una buena estrategia para recuperar imágenes
relacionadas cuando el usuario conoce una combinación de palabras clave
adecuadas para expresar su necesidad de información. La mayoría de los sis-
temas comerciales actuales de recuperación de imágenes se basan en esta
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estrategia. Sin embargo, a veces no logran recuperar imágenes relevantes,
ya que su método de indexamiento sólo se basa en anotaciones de texto, y
el contenido de la imagen visual es ignorado por completo. Por otro lado,
a pesar de la existencia de anotaciones de texto, la gran cantidad de datos
que no son de texto disponible en muchas colecciones de documentos puede
conducir al diseño de otros medios eficaces para el acceso y búsqueda de
información. Por ejemplo, los sistemas de recuperación de la imagen sólo se
basa en anotaciones de texto no puede apoyar una consulta del paradigma
query-by-example, en el que un usuario presenta una imagen de ejemplo para
recuperar imágenes relacionadas en la base de datos [64].
Para abordar las situaciones presentadas anteriormente, este trabajo es-
ta enfocado a la exploración de técnicas y la construcción de un sistema
especializado en la recuperación de imágenes en artículos científicos. Con el
apoyo del grupo de investigación Bioingenium, se pretende utilizar los ex-
periencia y desarrollos similares realizados por el grupo para apoyar este
trabajo. Particularmente, para la extracción de características de imágenes
se tienen desarrolladas las representaciones planteadas por el grupo en [8].
Sin embargo, estas representaciones utilizan características globales de la
imagen, lo cual motivó la implementación de representaciones como bag-of-
features propuestas en [56]. Para la extracción de características textuales
es utilizado un conjunto de palabras claves, utilizando un preprocesamien-
to donde se eliminan stop words y realiza stemming a las palabras. Como
medidas de similitud se utilizan diferentes estrategias de kernels entre los
que se incluyen la intersección de histogramas [2]. Para el procesamiento de
la información visual, Bioingenium ya contaba con la implementaciones de
funciones de kernel para histogramas, sin embargo, para las técnicas asoci-
adas a la información textual fue necesario la implementación de funciones
de kernel textuales existentes en la literatura.
La anotación automática semántica de imágenes esta enfocada a la uti-
lización de representaciones como bag-of-features o características globales
realizando [70]: análisis de correlación entre palabras visuales y textuales,
análisis de correspondencia entre palabras visuales y textuales, y la combi-
nación de Kernels visuales y textuales planteadas en la literatura en enfoques
como Diffusion Kernels y Kernel Aligment. En este trabajo se utilizaron es-
trategias basados en la relación latente entre características visuales y tex-
tuales, por medio de la aplicación de métodos de análisis de semántica la-
tente.
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1.1. Objetivos del Trabajo
Desarrollar un sistema para la recuperación por contenido de imágenes en
artículos científicos que utilice la información textual y visual de los mismos.
 Implementar un esquema de representación de las imágenes y del texto
asociado a estas.
 Proponer e implementar un modelo de anotación automática de las
imágenes usando la información textual asociada a estas.
 Desarrollar un sistema de recuperación de imágenes que utilice la in-
formación de las anotaciones automáticas.
 Validar el modelo propuesto con un conjunto de artículos pertenecientes
a un dominio específico.
1.2. Principales Contribuciones
Durante el desarrollo de este trabajo se realizaron diferentes trabajos
exploratorios que permitieron enriquecer el resultado final del mismo. A
continuación se detallan las principales contribuciones realizadas durante el
desarrollo de este trabajo:
La determinación de un conjunto de 5575 artículos científicos para eval-
uación de sistemas similares, con su respectivo archivo de resultados
relevantes y 25 consultas compuestas de 25839 imágenes. Este conjunto
esta basado en el originalmente propuesto en la competencia Image-
Clef 2010 y está compuesto por artículos de libre acceso en la web que
pueden ser descargados en formato PDF.
Un modelo de anotación automática semántica para el problema de
búsqueda de imágenes en el cual por medio de representación estruc-
turada de las imágenes y su proyección a un espacio de semántica
latente. Los resultados obtenidos con el modelo propuesto basado en
kernels de semántica latente muestra que este tiene un mejor desem-
peño que actuales sistemas del estado del arte basados en búsqueda
por contenido. Los resultados de este trabajo fueron publicados como
artículo científico en una conferencia internacional [11].
Un sistema de búsqueda de imágenes en artículos científicos llama-
do Litermed en el que se implementaron las estrategias de anotación
automática semántica y clasificación de modalidad. Este sistema está
basado en sistemas de recuperación textual y visual previos, e presenta
una novedosa integración de los mismos. La estrategia de anotación
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automática semántica implementada corresponde al modelo propuesto
en [11]. La primera versión prototipo de Litermed fue publicada como
artículo científico en una conferencia nacional [51]. El sistema cuenta
con 2 interfaces:
 LitermedWeb : de libre acceso y disponible en http://www.litermed.org
 Litermed Research : con propósito científico y disponible bajo pre-
via solicitud. Diponible en http://www.litermed.org/downloads/
En resumen, estos son los trabajos más significativos publicados du-
rante el desarrollo de este trabajo de investigación y que están rela-
cionados en diferente grado con el tema principal del trabajo. Se in-
cluyen trabajos que son resultado base de la investigación así como
resultados preliminares de la continuación de la misma:
 Juan C. Caicedo, José G. Moreno, Edwin A. Niño, Fabio A.
González "Combining Visual Features and Text Data for Med-
ical Image Retrieval Using Latent Semantic Kernels". 11th ACM
SIGMM International Conference on Multimedia Information Re-
trieval. MIR2010. March 29-31, 2010. Philadelphia, Pennsylvania,
USA. Pages: 359-366. ISBN:978-1-60558-815-5.
 José G. Moreno, Juan C. Caicedo, and Fabio A. González. Bioin-
genium at ImageClefmed 2010: A Latent Semantic Approach.
Conference on Multilingual and Multimodal Information Access
Evaluation 2010 - Cross Language Image Retrieval 2010, Septem-
ber 20-23, 2010. Padova, Italy. Notebook papers. ISBN: 978-88-
904810-0-0. ISSN: 2038-4963.
 José G. Moreno and Fabio A. González. A Prototype System for
Medical Literature Image Retrieval. 6th International Seminar on
Medical Image Processing and Analysis. SIPAIM 2010. Dic 1-4 de
2010. Bogotá, Colombia. ISBN: 978-958-719-614-6.
 José G. Moreno, Juan C. Caicedo, and Fabio A. González. A
Kernel-Based Multi-Feature Image Representation for Histopathol-
ogy Image Classification. Acta biol. Colomb., Vol. 15 N.o 3, pp
251-260, 2010. ISSN: 1900-1649.
 José G. Moreno and Fabio A. González. Exploración de Combina-
ciones de Características Visuales y Representaciones de Imágenes
aplicado a la Clasificación de Modalidad. 7th International Sem-
inar on Medical Information Processing and Analysis. SIPAIM
2011. (sometido, en revisión).
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 José G. Moreno and Gaël Dias. Using Ephemeral Clustering and
Query Logs to Organize Web Image Search Results on Mobile De-
vices. International ACMWorkshop on Interactive Multimedia on
Mobile and Portable Devices (IMMPD'11) of the ACM Multime-
dia Conference. ACMMM 2011. Scottsdale, USA, November 28.
Además, durante el proceso de desarrollo e implementación fueron pub-
licados otros trabajos con resultados parciales:
 José G. Moreno, Juan C. Caicedo and Fabio A. González. Clasifi-
cación de Imágenes Médicas usando Patrones Visuales Latentes.
Memorias del Quinto Seminario Internacional de Ingeniería Biomédi-
ca Y V Seminario Internacional de Procesamiento y Análisis de
Imágenes Médicas - SIBSIPAIM 2009. Bogotá, Colombia. ISBN:
978-958-695-478-5.
 José G. Moreno, Edwin A. Nino, Fabio A. González. Fusión de
Kernels Visuales-Textuales para la Extracción Automática de Con-
ceptos Semánticos en Datos Multimedia. Bogotá, Colombia. Con-
greso Multimedia 2009.
 José G. Moreno, Juan C. Caicedo, Edwin A. Niño and Fabio A.
González. Clasificación de Imágenes Médicas mediante un Kernel
de Semántica Latente. Tendencias en Ingeniería de Software e
Inteligencia Artificial, Capítulo 24. ISBN: 978-958-44-5820-9.
 José G. Moreno, Juan C. Caicedo and Fabio A. González. Content-
Based Histopathology Image Retrieval Using Latent-Semantic-
Kernels. Latin-American Conference on Networked and Electronic
Media. LACNEM 2009. Bogotá, Colombia.
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Capítulo 2
Planteamiento del Problema
2.1. Problema de Investigación
El problema que se aborda en este trabajo es la búsqueda de imágenes
en artículos científicos utilizando la información y la estructura particular
que esta presente en ellos. En este trabajo, la información que compone los
artículos es considerada información textual o visual. Aunque este tipo de
documentos están compuestos de información textual, se pretende abordar
el problema sobre el hecho de no disponer de la información textual para
realizar las consultas, por el contrario, solo se dispone de información visual
de las consultas. Los artículos científicos cuentan con una estructura que
generalmente incluye imágenes y son estas el objetivo de búsqueda en este
trabajo.
La estructura de la información textual de los artículos científicos puede
variar según los individuos involucrados en el proceso de creación, incluyendo
autores, revisores, editoriales, etc. Sin embargo, generalmente estos cuentan
con una estructura básica que incluye: título, resumen y contenido, entre
otras. La información que da una idea general o que resalta el contenido
más relevante se define como el título, y normalmente es un conjunto muy
reducido de palabras. El resumen también incluye la información relevante
que describe en forma general el contenido del documento, pero a diferen-
cia del título es más extenso proporcionando más detalle del contenido del
documento. Las palabras claves son un conjunto de palabras que incluyen
las áreas del conocimiento que abarca el documento. Y por último tenemos
la información visual que proporciona una representación del conocimien-
to, de la metodología, de los resultados, etc, obtenidos o ideados durante el
desarrollo de la investigación presentada en el artículo científico. Esta infor-
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mación visual resume de una manera abstracta la información incluida en el
documento.
A diferencia del texto, en los artículos científicos las imágenes no cuentan
con una estructura definida. Regularmente, los editores permiten libertades
sobre la estructura visual de la imagen a publicar y los autores la utilizan
de tal forma que pueda sustentar o completar la información del artículo
científico. Sin embargo, es claro que las imágenes presentes en el artículo
científico están relacionadas con el texto del mismo, así como el texto es
utilizado para describir las imágenes. Esta relación es creada por el autor (o
autores) del artículo científico.
Si se tiene una colección de artículos científicos, el requerir encontrar la
relevancia de cada documento a una consulta visual sigue siendo un reto para
los investigadores actualmente. Generalmente, los sistemas actuales permiten
la realización de búsquedas por medio de palabras claves [39] que son de
conocimiento del usuario. Si la búsqueda se va a realizar sobre la información
contenida en una imágen, el usuario debe realizar la interpretación e ingresar
las palabras claves. En este proceso, el usuario introduce un sesgo sobre la
información contenida en la imagen.
El problema que se pretende afrontar con este trabajo es la búsqueda
de imágenes en colecciones de artículos científicos por medio de imágenes,
utilizando la información (visual-textual) y la estructura presente en ellos. En
donde el usuario requiere encontrar las imágenes de los artículos científicos
en una colección y que son relevantes a una determinada imagen consulta.
2.2. Limitaciones
Este trabajo no pretende necesariamente proponer un nuevo método de
anotación automática ni de recuperación de información visual-textual que
supere en desempeño trabajos previos reportados en el estado del arte. Por
el contrario, este trabajo esta enfocado a la utilización de desarrollos y es-
trategias previamente estudiadas en el grupo de investigación Bioingenium
que permitan la construcción del sistema.
2.3. Trabajos Previos
El incremento de publicaciones científicas ha generado la necesidad de
realizar de manera eficiente el proceso de almacenamiento y búsqueda de
estos documentos, inclusive hasta el punto que se ha convertido de interés
de grandes compañías que ofrecen servicios de búsqueda especializados como
9
es el caso de google scholar [39]. En particular para la búsqueda de artículos
médicos en repositorios específicos como MedLine existen diferentes traba-
jos [28] [45] que utilizan la información textual para realizar las búsquedas,
sin embargo, un elemento importante como lo son las imágenes de los artícu-
los no son incluidas al momento de presentar los resultados de las consultas.
En casos como los artículos temas como medicina, arte, arquitectura, etc.,
estas imágenes pueden ser muy relevantes o incluso ser parte fundamental
del artículo científico. Las imágenes presentes en estos documentos científicos
describen de una forma visual los temas principales contenidos en el docu-
mento. Por la estructura de los artículos científicos, estas imágenes tienen
asociada una leyenda que describe la información presente en determinada
imagen.
El diseño de los sistemas y modelos para facilitar el acceso a un gran
número de imágenes ha sido un área de investigación activa en los últimos
años. En el área de recuperación de información la utilización del contenido
visual de la imágenes es aún un problema abierto debido a la brecha semán-
tica existente [72], es decir, al desacuerdo entre las características visuales y
la interpretación semántica asignada a una imagen. Para abordar este prob-
lema, la comunidad científica de recuperación de información de imágenes
basada en contenido (CBIR) ha propuesto diferentes estrategias para com-
prender el contenido visual de la imagen y poder extablecer estrategias que
permitan la anotación automática de las imágenes con una gran variedad
de conceptos [25][liu_survey_2007]. Generalmente en estas estrategias, un
requisito previo para la anotación automática de las imágenes es la presencia
de metadatos confiables y explícitos que expliquen claramente el contenido
de la imagen [25]. Estas anotaciones pueden ser dadas por seres humanos que
observan cada imagen y describen su contenido en términos de una ontología
o utilizando términos de un diccionario predefinido. Sin embargo, este proce-
so es representa la inversión de alto esfuerzo e incluso puede ser considerado
no viable en colecciones de imágenes muy grandes.
Se considera de gran interés el desarrollo de un sistema que utilice tanto
el texto como la información presente en las imágenes para encontrar simili-
tudes entre las imágenes del artículo científico e imágenes de consulta, y por
tanto entre los documentos científicos y las consultas. Trabajos desarrolla-
dos por parte del grupo Bioingenium en la recuperación de información de
imágenes basados en contenido [8] [9] que utilizan características visuales de
bajo nivel muestran resultados satisfactorios para la búsqueda en repositorios
compuestos por imágenes médicas. Además, Bioingenium han desarrollado
enfoques como [7] que aprovechan la información semántica incluida por ex-
pertos en el área del dominio. Este trabajo incluye la utilización de técnicas
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Figura 2.1: Diagrama conceptual de la composición de la literatura científica.
de aprendizaje máquina para realizar un mapeo entre información visual de
bajo nivel a información textual de alto nivel.
La conexión entre la información textual y visual en artículos médicos
es analizada con diferentes propósitos [18]; según la utilización de las partes
textuales que componen el artículo define diferentes enfoques. En algunos
trabajos solo la información contenida en leyenda de la imagen utilizada,
como en [36] [46] donde señalan la relevante capacidad de la información
asociada a las imágenes para describir su contenido. Inclusive trabajos como
[46] determinan que la información de la leyenda ofrece un mecanismo más
eficiente y acertado que la utilización del documento completo.
Como se muestra en la Figura 2.1, la literatura científica normalmente
esta compuesta por el título, el resumen, las palabras claves, el contenido del
documento y la respectiva información visual. Generalmente, con el texto del
documento el autor ofrece información sobre el contenido de las imágenes,
tanto que, estudios como [37] indican que es viable la utilización del resumen
del artículo como principal fuente para la comprensión de las imágenes del
artículo científico. Este trabajo se basa en la hipótesis que argumenta que
las imágenes contenidas en el documentos están asociadas a frases dentro
del resumen del artículo científico [37]. El sistema desarrollado utiliza técni-
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cas basadas en la interacción humano-máquina para el diseño e la interfaz,
permitiendo las búsquedas por texto completo, resumen y leyenda de las
figuras.
En cuanto a la utilización de la información visual se han desarrollados
trabajos como [69] donde las figuras son extraídas de los documentos y clasi-
ficadas en subconjuntos a partir de su textura, los subconjuntos agrupan
las imágenes en: gráficos (histogramas, diagrama de barras, etc), imágenes
flourecentes de microscopia, otras imágenes de microscopia, etc. Principal-
mente se utilizan dos máquinas de vectores de soporte para definir si la
imagen pertenece a una imagen experimental o es un gráfico. Las caracterís-
ticas visuales son clasificadas por medio de una red bayesiana simple usando
MALLET toolkit [69].
La tarea de anotación de imágenes es considerada compleja y costosa, por
esto la necesidad de procesos automáticos que faciliten esta tarea. En [85] se
establece una jerarquía que clasifica la tarea de anotación automática en dos
enfoques: basado en la información visual o mixta en donde se encuentran
trabajos como [40] que definen una estrategia basados en la probabilidad
de ocurrencia de las palabras y las características visuales, con el fin de
anotar automáticamente las imágenes. Similarmente, trabajo como [3] se
enfocan en la realización de un modelo que permite relacionar las imágenes
con el texto asociado, de tal forma, que se pueda establecer la relación entre
las características de la imagen (composición de color, textura, etc) y el
texto utilizado para su referenciación. Para esto se define una clasificación
jerárquica en forma de árbol que incluye información más general en la raíz
y más especifica conforme se desplaza hacia las hojas, una estructura de tipo
de lo general a lo específico, logrando que exista una relación en el nodo entre
la imagen y la palabra utilizada. Por otro lado, basándose en la utilización de
grafos existen enfoques como [58] que realizan la generación automática de
leyendas de las imágenes de consulta y así poder tener texto para realizar la
consulta. Paralelamente, otros enfoques propuestos basados en la información
textual utilizan el contexto en el cual se presenta la imagen como en [29]
y utilizando otologías como en [18]. En este último, un punto crítico de
este tipo de estrategias es la elección de un adecuado conjunto de palabras
para describir la información de un conjunto de imágenes, sin embargo, es
precisamente la utilización de ontologías como Mesh que le permiten al autor
establecer este conjunto.
Otros enfoques de interés en la recuperación de información y anotación
automática, son aquellos basados en funciones de kernel [22]. En estos en-
foques, se destacan estrategias como Kernel Canonical Correlation Analysis
(KCCA) que son utilizados en [79] para combinar la información textual
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y visual, de tal forma que la información semántica presente en las carac-
terísticas visuales-textuales es explotada. La categorización o clasificación de
las imágenes antes de realizar la anotación automática es una fase impor-
tante. En [55] son utilizas redes neuronales para implementar una catego-
rización previa. Los autores comparan sus resultados con enfoques que uti-
lizan máquinas de vectores de soporte evidenciando mejores resultados. Otras
estrategias como Kernel Alignment [23] permiten ajustar la matriz de kernel
calculada de los datos de entrenamiento respecto a la matriz de kernel ide-
al del conjunto de entrenamiento para establecer una previa categorización.
En cuanto a la información textual, algunas funciones de kernels para texto
permiten incluir la semántica del lenguaje dentro de la representación de los
documentos [24]. Kernels de semántica latente es una estrategia que permite
reducir la dimensionalidad de la representación de los documentos textuales
en sus tópicos latentes que son valores de presencia de un conjunto de pal-
abras del lenguaje, esta estrategia es utilizada para la información textual y
no es abordada para la combinación de información textual y visual hasta la
realización del trabajo presentado en este documento.
Estos trabajos señalan los caminos previos tomados por los investigadores
del área. Actualmente, para la comunidad científica sigue vigente el interés
de acceder de forma eficiente a los artículos médicos utilizando la informa-
ción visual y textual presente en ellos de una forma integrada, tanto en la
visualización de los resultados como en la búsqueda misma.
2.4. Recuperación de información utilizando imá-
genes
La recuperación de imágenes es un área especializada que utiliza técnicas
heredadas de la recuperación de información. Algunas trabajos pioneros del
área, proponen técnicas basadas en las técnicas utilizadas en la recuperación
de información textual [65] para realizar la búsqueda. Posteriormente, se de-
sarrollaron técnicas que explotan diferentes características de la imagen para
abordar el problema de recuperación de información. Los métodos basados
en imágenes utilizan las características de las imágenes para establecer rele-
vancia y relaciones entre ellas.
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2.4.1. Recuperación de información visual basada en con-
tenido
Para este grupo de estrategias, son extraídas las características visuales
de las imágenes y la información es almacenada. Este almacenamiento puede
ser realizado utilizando diferentes estructuras, como histogramas, vectores,
grafos, etc. Sin embargo, todos ellos pueden entenderse como vectores carac-
terísticos. Luego en el espacio de estos vectores es determinada la similitud
entre imágenes. En [74] es propuesta una técnica llamada Color Indexing
que utiliza el color como principal característica de la imagen en donde la
ocurrencia de cada color en una imagen es representado como un histograma
multidimencional de color. Estos son utilizados por su invariabilidad al punto
de vista (traslación, rotación, cambios de zoom). Luego el trabajo Constant
Color Indexing de [31] fortalece el trabajo adicionando 2 pasos que permiten
obtener la independencia a la iluminación, esto se logra con la determinación
de una proporción en el histograma de color. También son utilizadas carac-
terísticas globales como los histogramas con el fin de establecer similitudes
entre imágenes. En [38] se propone un trabajo que esta basado en los his-
togramas de color que son una característica global de la imagen, con esto
logra solventar inconvenientes que se pueden presentar al variar el punto de
vista. La debilidad de esta característica es que no posee información espacial
de la composición de la imagen.
Cuando la textura es la principal característica de la imagen utilizada,
en el proceso de extracción se utilizan diferentes trasformaciones como las
vistas en [49] [50] [63] [81]. En trabajos como [12], se separa la información
de la imagen en regiones permitiendo incluir información espacial. Este tra-
bajo es basado en la noción fotográfica de la composición de una imagen.
Se concentra en la identificación de regiones relevantes y la extracción de
características basándose en el color presente y la textura de las regiones
identificadas. Para la extracción de información del color es utilizado el sis-
tema HSV por sus características de invarianza. Para la textura se utiliza un
conjunto de descriptores y se aplica a diferentes resoluciones de la regiones
seleccionadas. Estas características de color y textura luego son combinadas
para obtener valores generalizados de las regiones.
2.4.2. Recuperación de información visual basada en la semán-
tica
En este grupo de estrategias, las características de las imágenes son ma-
peadas a conceptos representativos que describen de una forma muy próxima
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la información contenida en la imagen. Normalmente estos conceptos están
asociados a un ámbito específico. Trabajos como [3] se enfocan en la real-
ización de un modelo que permite relacionar las imágenes con el texto asocia-
do, de tal forma que se puedan establecer la relación entre las características
de la imagen (composición de color, textura, etc) y el texto utilizado para
su referenciación. Para esto se define una clasificación jerárquica en forma
de árbol que incluye información más general en la raíz y más específica
conforme se desplaza hacia las hojas, una estructura de tipo de lo general a
lo específico. Logrando que exista una relación en el nodo entre la imagen
y la palabra utilizada para describirla. Un punto crítico en este tipo de es-
trategias es la elección de un adecuado conjunto de palabras para describir
la información de un conjunto de imágenes.
2.4.3. Sistemas previos en recuperación de información vi-
sual
Muchos enfoques se han utilizado para plantear una alternativa para el
proceso de recuperación. En recuperación por contenido se destacan trabajos
como [12], [30], [43], [59], [66], [75] y [78] (una visión del trabajo global en
esta área se puede consultar en [72]), y en recuperación utilizando estrategias
que abordan la semántica de las imágenes se destacan [3], [57] y [80]. A
continuación se presenta una lista no exhaustiva de estos sistemas:
2.4.3.1. BlobWorld
Este trabajo [13] muestra un enfoque linear en el proceso de indexam-
iento donde inicialmente se realiza una extracción de las características de
la imagen, luego estas características son combinadas y se obtiene un vector
característico. Son analizadas las regiones hasta obtener las características
principales de las regiones. Al momento de realizar la consulta las regiones
son evaluadas individualmente lo que permite que se transformen las imá-
genes a manchas en las cuales se verifica su similitud. Al realizar los exper-
imentos con imágenes naturales se obtienen buenos resultados comparados
con otros enfoques desarrollados, por ejemplo, histogramas de color. En el
conjunto de imágenes evaluado el algoritmo propuesto presenta mejores re-
sultados que otras estrategias comparadas [74]. Se encontró que la utilización
de varias regiones da mejores resultados que una única región. Este enfoque
es interesante por la exploración de coherencia entre regiones de las imágenes.
Entre sus debilidades el problema al evaluarlo en imágenes con gran canti-
dad de regiones diferentes. Sin embargo, ofrece buenos resultados cuando se
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presentan poca variabilidad en las imágenes, como es el caso de imágenes
naturales con uno o dos fondos y un objeto principal.
2.4.3.2. PicToSeek
Este trabajo [34] esta enfocado en la realización de un sistema que so-
porte la consulta por medio de imágenes y el de encontrar un objeto en una
base de datos de imágenes; para esto se pretenden determinar características
del conjunto objetivo y que sean comparadas con la imagen de la consulta,
algunas de estas características son la forma y el color. Sin embargo, estas
deben ser invariantes a la posición del objeto la geometría y la iluminación.
Se incluye una matemática fuerte con el fin de definir un conjunto de modelos
de color con características como la invarianza al punto de vista y se anal-
izan los modelos basados en la forma con características invariantes. Para
la definición del sistema de recuperación son utilizadas las características de
color y forma invariantes. Además es normalizado el histograma para proveer
robustez ante la oclusión y saturación.
Los experimentos reportados muestran buenos resultados ante problemas
como la oclusión por el punto de vista y por la composición de la imagen.
El sistema consiste en encontrar la imagen de una base de datos que mayor
similitud presenta respecto a una consulta dada, así esta sea solo una porción
de la consulta.
2.4.3.3. Netra
Este sistema [48] se basa en el color, la textura, la forma y ubicación
de regiones segmentadas (cada una de estas regiones son similares) de la
imagen; esta información es comparada con lo almacenado en una base de
datos para encontrar similitudes y realizar el reconocimiento de los objetos
que comprenden una escena. En la componente de análisis del enfoque prop-
uesto se realiza una segmentación de regiones homogéneas, seguidamente se
realiza el proceso de representación del color y por último el análisis de atrib-
utos como la textura y la forma. Esta información luego es representada con
ayuda de un thesauros en codebooks de color, textura y forma. Para encon-
trar la similitud entre colores es utilizada la distancia euclidiana entre los
codebooks que los representan. Y para realizar una búsqueda eficiente de
la similitud entre colores son utilizadas técnicas binarias. La forma es otra
característica utilizada en el sistema de recuperación, se describe la forma de
obtenerla y clasificarla con descriptores de Fourier. La textura es representa-
da con un esquema multiresolución de la características de la textura basado
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en la descomposición de Gabor. Los experimentos presentados basados solo
en la información del color no muestran un buen comportamiento. Sin em-
bargo, al agregar la información de la forma se obtienen mejores resultados.
Adicionalmente, cuando todas las características descritas son incluidas en el
sistema se obtienen los mejores resultados. Este estrategia se basa en infor-
mación local debido a que realiza una segmentación de la imagen y se analiza
cada región separadamente realizando la representación de las características
relevantes.
2.4.3.4. SIMPLIcity
Propuesto en [80], este sistema realiza un preproceso en el cual se ex-
traen n esquemas de características de las imágenes almacenadas en la base
de datos. Cuando se realiza una consulta, primero se verifica si la imagen
pertenece a la base de datos; en el caso de pertenecer, el sistema utiliza la
información ya almacenada y muestra los resultados, de lo contrario, son
extraídas las características con los n esquemas y se muestran los mejores
resultados. Estas características son extraídas de la imagen partida en blo-
ques de 4 x 4 pixeles y se utilizan diferentes esquemas según si la imagen
pertenece a un exterior-interior, clasificable por los objetos que la componen,
con textura-sin textura, con personas-sin personas; también es segmentada
la imagen realizando un proceso de subdivisión de la misma. Este sistema
es comparado con los resultados obtenidos por WBIIS y SIMPlicity obtiene
mejores resultados. Los resultados muestran que el sistema propuesto supera
notoriamente al sistema confrontado (Ej: SIMPLIcity 10 correctos de 11 re-
sultados, y WBIIS 0 correctos de 11 resultados). Este sistema es descrito
de forma detallada y los resultados mostrados indican la superioridad de la
estrategia propuesta, así como de la importancia de realizar una clasificación
previa de las imágenes antes de proceder con la etapa de recuperación.
2.4.3.5. LIRE
Este sistema de búsqueda por contenido fue desarrollado bajo el lenguaje
de programación Java utilizando el sistema de recuperación de información
Lucene. Este es utilizado como módulo para el almacenamiento de las car-
acterísticas visuales extraídas a cada imagen, en donde las imágenes son
tratadas como documentos en Lucene. En este sistema se implementaron
los métodos que permiten la utilización de diferentes representaciones de las
imágenes, entre las que se incluyen características clásicas y del estado del
arte. Entre ellas se destacan la bolsa de características usando descriptores
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SIFT, la característica FCTH, la característica CEDD, entre otras caracterís-
ticas como las planteadas en MPEG-7. Este sistema procesa cada imagen,
extrayendo las información pertinente de la imagen y simultáneamente con-
struye el índice respectivos utilizando los métodos desarrollados por Lucene.
En este índice, los valores que describen la imagen son almacenados utilizan-
do una estructura específica que los agrupa por característica. Este sistema
ha sido utilizado por sus autores en diferentes proyectos más estructurados
como [17] [62] debido a que cuenta con una variada gama de características
implementadas y su buen rendimiento en situaciones reales.
2.5. Recuperación de información utilizando texto
2.5.1. Información textual
Cuando se tienen grandes volúmenes de datos, la información es difícil
manejar y la tarea de analizar los datos se convierte en un problema com-
plejo. Sin embargo, descartarlos no siempre en una buena opción ya que
estos datos incluyen información relevante sobre los documentos del cual
fueron obtenidos. En particular, la información textual de un documento se
deriva del conocimiento del autor llevado a una representación formal y es-
quematizada. Por lo cual la información textual posee información relevante
(conocimiento) que es de interés identificar.
Particularmente, en la literatura científica existe una composición gener-
al entre las partes que se destacan están: el título, el resumen, las palabras
claves, el contenido del documento e la información visual. Esta información
visual pueden ser tablas, figuras o imágenes que siempre van acompañadas
de una leyenda que permite su identificación o contextualización dentro del
documento. La información que da una idea general o que resalta el contenido
más relevante se define como el título, y normalmente es un conjunto muy
reducido de palabras. El resumen también incluye la información relevante
que describe en forma general el contenido del documento, pero a diferencia
del título es más extenso proporcionando más detalle del contenido del doc-
umento. Las palabras claves son un conjunto de palabras que incluyen las
áreas del conocimiento que abarca el documento. Y por último tenemos la in-
formación visual que proporciona una representación del conocimiento, de la
metodología, de los resultados, etc, obtenidos o ideados durante el desarrol-
lo de la investigación. Esta información resume de una manera abstracta la
información incluida en el documento. Sobre el resumen, en [37] se comenta
de trabajos previos enfocados en la utilización del resumen del artículo como
principal fuente para la comprensión de las imágenes del artículo, donde se
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establece la hipótesis que argumenta que las imágenes contenidas en el doc-
umentos están asociadas a frases dentro del resumen del artículo. Y sobre la
leyenda de la imágen, en [36] [46] [69] señalan la relevante capacidad de la
información asociada a las imágenes para describir su contenido. Inclusive
trabajos como [46] determinan que la información de la leyenda ofrece un
mecanismo más eficiente y acertado que la utilización del documento com-
pleto.
2.5.2. Enfoques utilizados el artículos científicos
En esta área asociada a la adquisición de conocimiento se destacan las
técnicas provenientes de recuperación de información, extracción de infor-
mación y minería de texto. En recuperación de información, los volúmenes
grandes de documentos son su principal aplicación. La búsqueda de informa-
ción se considera un tema crítico en la administración de la información. Las
técnicas asociadas a la recuperación de información permiten el indexamien-
to de los documentos y su respectiva visualización de documentos cuando
son realizadas consultas, con el fin de presentar de una forma eficiente los
documentos relevantes. La extracción de información es definida en [21] co-
mo cualquier proceso que con estructuras y combinaciones de datos pueda
determinar información explícita o implícita. Esta área de investigación esta
más enfocada al tratamiento del documento para obtener información rele-
vante y a diferencia de la recuperación de información su principal objetivo
no es el retornar los documentos relevantes sino parte del documento que in-
cluya información pertinente. En [20] se indica que la minería de texto tiene
como objetivo el permitir que sea el computador el que realice el trabajo de
sobrecarga de información, permitiendo que el investigador realice un tra-
bajo de más alto nivel. El sistema se encarga de encontrar la relación entre
los elementos y el conocimiento biomédico. La minería de texto pretende re-
solver problemas específicos en áreas determinadas, permitiendo por ejemplo
encontrar los diferentes documentos asociados a un tratamiento específico en-
contrando las relaciones que no son evidentes, donde el conocimiento previo
del área y de las enfermedades son importantes para el éxito de la respuesta.
2.5.3. Estrategías de representación y medidas de similitud
Para establecer estrategias apropiadas de representación es necesario en-
tender como esta conformada la información que se desea tratar, en este
caso son los artículos científicos. El crecimiento de literatura científica gen-
era la necesidad de tener sistemas eficientes para la búsqueda de documentos
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en determinadas áreas del conocimiento. Sistemas como Google Scholar son
frecuentemente utilizados, sin embargo, este sistema no provee información
visual contenida en los documentos, que en áreas como la salud, las artís-
ticas, las de diseño, etc, es un factor importante que ayuda a fortalecer los
criterios de selección de documentos relevantes a la búsqueda.
Muchas de las técnicas de representación conocidas utilizan diferentes
medidas de similitud que permiten establecer la relevancia o similitud entre
documentos y consultas. Algunas de estas medidas clásicas descritas en [67]
se mencionan brevemente a continuación. La booleana que establece un vec-
tor para cada uno de los documentos, este vector incluye un campo para
cada término y si el término esta presente al campo es asignado un 1 de lo
contrario un 0. Para una consulta, la consulta es llevada a la representación
de los documentos y la similitud es definida como el producto punto entre los
vectores. La booleana normalizada donde cada valor del vector es normaliza-
do respecto a los pesos de los otros factores en el documento. En este caso
los pesos están determinados por un valor igual que el caso anterior dividido
por la raíz de la sumatoria de los cuadrados de todos los pesos, teniendo
siempre valores entre 0 y 1. De las consultas se obtienen los pesos para los
términos de igual forma y su similitud esta dada por la ecuación de similitud
entre vectores. La frecuencia de términos (TF), en esta técnica se utiliza el
número de ocurrencias dentro del documento para determinar su valor. Para
evitar influencias negativas de palabras frecuentemente utilizadas, la frecuen-
cia inversa del documento (IDF) es utilizada. Esta tiene en cuenta el total
de documentos en la colección y el número de documentos que contienen el
término. Para finalizar, una de las representaciones ampliamente usada es
TF-IDF que se obtiene por medio de la multiplicación de las dos medidas
anteriores, es decir, TF e IDF y de allí su nombre.
2.5.4. Sistemas previos en recuperación de información tex-
tual
Muchos de los casos actuales las imágenes vienen acompañadas de in-
formación visual que esta fuertemente relacionada con la imagen, los méto-
dos basados en información textual explotan esta característica y utilizan
la información textual de la imagen para establecer relaciones entre ellas. A
continuación se mencionan algunas de estos sistemas.
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2.5.4.1. BioText
Es una herramienta disponible vía web y es utilizada para la búsqueda
de literatura científica. Este sistema utiliza técnicas basadas en la interac-
ción humano-máquina para establecer su diseño y el de la interfaz. Permite
búsquedas por texto completo, resumen y leyenda de las figuras. En los ex-
perimentos reportados señalan que gran parte de la información relevante
se encuentra en la leyenda de las imágenes. El conjunto de datos utilizados
actualmente son los artículos de libre acceso disponibles en PubMedCentral.
Este trabajo esta implementado con PHP y Phyton sobre una base de datos
MySQL.
2.5.4.2. FigSearch
Figsearch descrito en [46] es un sistema con interfaz web prototipo de
minería de texto que utiliza el texto de artículos médicos para realizar clasi-
ficaciones de las imágenes en el documento, particularmente enfocado a in-
teracciones de proteínas. En los experimentos reportados, los autores utilizan
una colección de aproximadamente 8000 documentos y un conjunto de 4500
figuras para realizar el entrenamiento. Estas imágenes fueron clasificadas
manualmente en dos clases (relevantes y no relevantes). Las palabras rep-
resentativas son escogidas luego de realizar los filtros generales y verificar
su diferenciación entre las 2 clases. Con el conjunto seleccionado el sistema
obtiene valores de precisión de un 86% y de recall de un 70,5%. Esta apli-
cación permite establecer una relaciona entre la información textual y la
información contenida en las imágenes para las interacciones de proteínas.
2.5.4.3. TERRIER
Este buscador de texto es considerado uno de los buscadores más com-
pletos de código abierto. Desarrollado por la Universidad de Glasgow (UK),
cuenta con una amplia evaluación en diferentes competencias internacionales
y generalmente logrando un destacado desempeño. Una de sus características
más interesantes, es que cuenta con un equipo de desarrollo activo lo que gen-
era frecuentes actualizaciones en las cuales son corregidos errores del sistema
e implementadas nuevas funcionalidades. Además, alrededor de su desarrol-
lo se encuentra una comunidad activa que genera contenido de ayuda así
como discusiones respecto a sus características y futuras implementaciones
del sistema. Entre los sistemas de asignación de pesos que se destacan se
encuentran BM25 y TFIDF. Las características básicas de preprocesamiento
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de documentos como eliminación de stop words y aplicación de stemming se
encuentran implementadas en este sistema.
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Capítulo 3
Un nuevo sistema de
recuperación de imágenes en
artículos científicos
En este capítulo es presentado la interfaz de Litermed y la ejecución de
consultas en el mismo. Este es un novedoso sistema de búsqueda de imágenes
en artículos científicos que se encarga de realizar las fases necesarias para la
extracción de información visual y textual de los documentos, hasta permitir
el respectivo acceso a los mismos por medio de consultas. Esta herramienta
también es motivada por la competencia anual ImageClef Medical Retrieval
(ImageClefMed). Esta competencia actualmente se encuentra efectuando su
octava versión en la cuál nuevos retos han sido propuestos para los par-
ticipantes. En la versión del 2008 [53] diferentes grupos de investigación se
enfrentaron al reto de buscar imágenes relevantes en una colección de 67115
y utilizando 61 imágenes de consulta. Con el fin de utilizar una colección que
pueda incrementarse frecuentemente y a un ritmo más acelerado que lo que
nos ofrece el ImageClefMed, se propone la utilización de artículos científi-
cos obtenidos de PubMed Central. PubMed es un archivo digital de más de
1'500.000 artículos indexados provenientes de 450 journals biomédicos y de
las ciencias de la vida, patrocinado por los Institutos Nacionales Americanos
de la Salud (NIH por sus siglas en inglés), siendo estos artículos científicos
en su mayoría de libre acceso.
A continuación se presenta las generalidades de procesamiento en Litermed
y ejemplo de consultas con una muestra de artículos científicos de PubMed.
En esta versión del sistema, 269 artículos médicos fueron indexados de los
cuales se extrajeron automáticamente 2168 imágenes y más de 70.000 pal-
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abras.
3.1. Procesamiento de los artículos científicos
Los procesos de indexamiento semántico y recuperación del sistema están
compuestos por tres fases, la cuales definen su arquitectura; la primera está
encargada del indexamiento de los documentos, en esta fase, los sistemas
Terrier (www.terrier.org) y Lire (www.semanticdata.net/lire) son usados co-
mo sistemas base para el indexamiento de la información textual y visual.
Como entrada a esta fase se le entrega al sistema un directorio local en el
cual se encuentran los artículos científicos en formato PDF y como salida
se obtienen los archivos índices generados por Terrier y Lire. Además, como
salida se obtiene la relación entre las imágenes indexadas por Lire y el texto
indexado por Terrier lo que permite relacionar estas representaciones difer-
entes para un mismo documento. En la segunda fase el sistema construye los
índices semánticos que representan cada una de las imágenes de los artículos
científicos, para esto es necesario construir las respectivas matrices de ker-
nels. Luego estas matrices son usando la estrategia propuesta en [11], donde
un algoritmo de análisis semántico es aplicado para obtener tanto la repre-
sentación semántica de las imágenes con su respectivo texto asociado como
el proyector de nuevos documentos. Es importante resaltar que este proyec-
tor permite el indexamiento de una consulta con solo información textual,
solo visual o mixta, sin embargo, en este sistema solo consultas visuales son
permitidas. Por último se tiene la fase de consulta, esta fase es la única que
se realiza cuando un usuario genera una consulta, pues las dos primeras fases
son realizadas previamente debido a su alto consumo computacional. En esta
fase como entrada se tiene una imagen de consulta y como salida se obtiene
una lista ordenada en la cuál se indica la relevancia de las imágenes en la
colección con respecto a la imagen de consulta.
La figura 3.1, incluye las principales fases implementadas mencionadas
anteriormente. Estas fases son:
Indexamiento de los documentos: en este fase los documentos PDF a
procesar son definidos y se realiza la extracción automática de imágenes
y texto que contiene cada archivo. Luego, los procesos de indexamiento
de Lire y Terrier son ejecutados de tal forma que queden construidos
los índices de cada uno. La relación entre los documentos en los índices
es controlada por Litermed.
Construcción del espacio de anotaciones semánticas latentes y proyec-
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(a) Indexamiento de los documentos.
(b) Construcción del espacio de anotaciones semánticas latentes y proyección de la colección.
(c) Ejecución de consultas y evaluación de los re-
sultados.
Figura 3.1: Principales procesos implementados en Litermed.
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ción de la colección: con cada uno de los índices y una apropiada función
de kernel es construida la matriz de kernel para los documentos index-
ados. Luego el proceso de fusión de características es ejecutado. Un
proyector al espacio de anotaciones semánticas latentes es construido
con la aplicación de la descomposición en valores singulares sobre la
matriz que fusiona la información visual-textual. Finalmente, la colec-
ción es proyectada usando este proyector.
Ejecución de consultas y evaluación de los resultados: para la ejecu-
ción de consultas es aplicado el proceso de proyección al espacio de
anotaciones latentes de similar forma como con la colección. Luego se
aplica una medida de similitud entre los documentos proyectados para
establecer el orden de relevancia. Por último, con este orden y el los
archivos de relevancia de los documentos el proceso de evaluación es
ejecutado.
3.2. Características visuales y textuales disponibles
3.2.1. Caraterísticas visuales
El conjunto de características visuales corresponde al disponible por el
sistema Lire. Estas características utilizan descriptores basados en el color,
la textura, compuestos en color y textura, y basados en información local
como bag-of-features usando descriptores Sift. A continuación se presentan
estos descriptores:
Descriptores del color:
Estos descriptores presentan información del color presente en la imagen,
tanto de la escala como de la distribución del color.
MPEG-7 Scalable Color Descriptor SCD [71]: ScalableColor.
MPEG-7 Color Layout Descriptor CLD [71]: ColorLayout.
Descriptores de la textura:
La información de la textura es analizada con diferentes descriptores que
permiten obtener variedad en las estructuras analizadas.
MPEG-7 Edge Histogram Descriptor EHD [83]: EdgeHistogram.
Tamura Histogram [76]: Tamura.
Gabor Filters [84]: Gabor.
Descriptores híbridos:
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Estos combinan la información del color y de la textura en una única repre-
sentación compacta.
Composite Histograms - CEDD [15]: CEDD.
Composite Histograms - FCTH [16]: FCTH.
Descriptores de información local:
Estos permiten obtener información de secciones específicas de la imagen, lo
que permite evitar problemas de oclusión del objeto de interés, variaciones
de la ubicación de los objetos, entre otras. Este tipo de representaciones han
mostrado ser útiles en diferentes tareas asociadas al análisis de información
visual.
Sift Histograms [47] - bag of words [56]: SiftHistogram.
3.2.2. Características textuales
Similarmente que como en la representación visual, la representación del
texto es basada en el sistema Terrier. Aunque Terrier cuenta con diferentes
representaciones, en Litermed por omisión está configurada la representación
TF-IDF. Esta es una representación frecuentemente usada y ampliamente
aceptada en sistemas de recuperación de información por texto [67].
3.3. Consultas en Litermed
Con las siguientes consultas se pretende presentar la interfaz de interac-
ción web con Litermed, mostrar su funciones básicas y verificar la respuesta
del sistema a consultas visuales en las cuales no se incluye ningún texto.
3.3.1. Consulta 1:
La figura 3.2 es utilizada como imagen consulta en el sistema, esta ima-
gen se encuentra en el documento científico con título A Case of Pulmonary
Langerhans' Cell Histiocytosis Mimicking Hematogenous Pulmonary Metas-
tases. El resultado del sistema se presenta en la figura 3.3 donde se mues-
tran los 20 resultados más relevantes a la imagen consulta. Adicionalmente
la interfaz provee dos enlaces: el primero permite la ejecución de una nue-
va búsqueda de imágenes similares a una imagen determinada del conjunto
de imágenes resultado del sistema (enlace Similar images) y el segundo, es
un enlace al archivo del artículo científico original en formato PDF (enlace
PDF). En la parte inferior de la interfaz, se incluyen enlaces para navegar
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Figura 3.2: Leyenda original de la imagen [19]: Chest CT after 15 months
reveals that previously noted lung nodules are disappeared.
entre las diferentes páginas de resultados del sistema. Esta es una funcional-
idad típica cuando el número de resultados resultados relevantes excede la
cantidad de resultados a mostrar en una página.
Resultado:
De los resultados presentados en esta consulta, se seleccionó la imagen en
la posición 14 de la lista de resultados por no tener una evidente relación visu-
al con la imagen de consulta. Esta sería una típica imagen no relevante de un
sistema de recuperación de imágenes que utilice solo información visual. Una
versión ampliada de esta imagen es presentada en la figura 3.4. Esta imagen
fue extraída del artículo científico con título Fatal gemcitabine-induced pul-
monary toxicity in metastatic gallbladder adenocarcinoma. Litermed per-
mite relacionar las figuras 3.2 y 3.4, debido a la existencia de un concepto
semántico latente que asocia los títulos y las leyendas de ambas imágenes.
Este concepto ha de estar asociado a las palabras lung y pulmonary pre-
sentes en la información textual asociada a ambas imágenes.
3.3.2. Consulta 2:
En esta consulta se pretende verificar la existencia de conceptos latentes
sobre el espécimen del cual se realiza la adquisición de las imágenes, para
esto se utiliza la imagen de la figura 3.6 la cual corresponde a una imagen
tomada de un ratón. Esta figura fue extraída del artículo científico con títu-
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Figura 3.4: Leyenda original de la imagen [32]: Lung surgical biopsy speci-
men showing accelerated usual interstitial pneumonia (UIP). A characteristic
area of honeycomb change is shown at low magnification.
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Figura 3.6: Leyenda original [35]: Noninvasive in vivo imaging of MPNSTs
transformation within NF lesions. (A) FDG-PET/CT image of a NF1 pa-
tient with MPNST. (B) FDG-PET/CT image of a NF mouse with MPNST.
mGFAP-Cre;Ptenloxp/;LSL-K-rasG12D/ mouse with three independent tu-
mors, T1 and T2 are NF with low FDG intake, while T3 has increased FDG
intake. (C) The FDG-PET SUVs, measured from the ROI for each tumor,
compared to baseline uptake (blue) measured from limb muscle without tu-
mor. (D) Correlation of FDG uptake, H&E staining, and PTEN expression
(left panels) in a NF lesion (gray boxed sample area, middle panels) with
MPNST transformation (red boxed sample area, right panels). Red arrow
points to PTEN vessel. T, tumor; H, heart; B, bladder.
lo PTEN dosage is essential for neurofibroma development and malignant
transformation.
La imagen resultado en la segunda posición es presentada en la figura 3.7,
la cual también fue extraída de un ratón y no comparte una aparente relación
visual con la primera. El título del artículo científico del cual fue extraída
esta imagen es Gene expression profiles of mouse spermatogenesis during
recovery from irradiation. La relación entre las imágenes es obtenido por
Litermed y corresponde al concepto latente asociado al espécimen utilizado
para la adquisición de las imágenes. Aunque en esta consulta no se incluyó
la información textual el sistema muestra una relación entre las imágenes.
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Figura 3.7: Leyenda original [68]: in situ hybridization analysis of Tnp2 ex-
pression during recovery after irradiation. ISH analysis of Tnp2 expression
during recovery in adult mouse testis after irradi ation with 1 Gy. A con-
trol, pi days 14, 24 and 38 were shown. Low magnification images of whole
testis are shown (left) together with a higher magnification of a representa-
tive part of the testis (right). The bars correspond to 100 micro-m. ISH from
additional pi days can be found in Additional file 3.
33
Capítulo 4
El método de anotación
semántica latente de imágenes
En este capítulo es presentado el método de anotación semántica latente
de imágenes utilizado por Litermed. Este modelo está basado en la identifi-
cación de patrones latentes de forma automática en las colecciones. General-
mente, estos patrones no corresponden a palabras exactamente iguales, por
el contrario incluyen la información semántica de los documentos. La iden-
tificación de estos patrones se realizan por medio de estrategias estadísticas
que permiten encontrar relaciones latentes entre la frecuencia de términos.
A continuación es presentado el fundamento matemático y el modelo en sí.
4.1. Indentificación de patrones latentes
4.1.1. Indexamiento de semántica latente
Indexamiento de semántica latente (LSI) es una técnica ampliamente us-
ada en recuperación de información textual. Esta técnica permite de forma
automática determinar los conceptos presentes en colección de documentos
por medio del uso de descomposición en valores propios [26]. Para esto es
utilizada la colección por medio de una representación matricial que rela-
ciona los documentos con los términos. Es decir, la colección es representada
como una matriz termino-documento D de tamaño mxn. Donde el valor en
la posición dij de esta matriz indica el valor asignado para el término i (var-
iando entre 1 y m) documento j (variando entre 1 y n). Generalmente, estos
términos están asociados a frecuencias de características relevantes dentro de
los documentos que se desean representar. Si aplicamos sobre D la descom-
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posición de valores propios se obtiene que D = UΣV ′. Sin embargo, en LSI la
identificación de los conceptos latentes se logra por medio de la reducción de
la dimensión de características usadas para representar los documentos. Por
lo cual, si los valores propios k+ 1 hasta min(n,m) se hacen cero se obtiene
una representación compacta de la colección y por tanto se logra la iden-
tificación de conceptos latentes. Es decir, que la colección se representaría
como:
Dk = UkΣkV
′
k (4.1)
donde Dk es considerada una representación compacta de D debido a que
k es seleccionado de tal forma queDk ≈ D y k < m (generalmente se tiene
que m < n), Uk es la base que permite proyectar documentos no incluidos
en D al espacio compacto y ΣkV
′
k son la proyección de los documentos en
este espacio. Al generar esta compresión de la representación, los términos
semánticamente relacionados tienden a quedar agrupados siendo estos los
conceptos latentes.
Por medio de LSI es posible encontrar estos patrones y utilizarlos para
mejorar el desempeño de sistema de búsqueda de imágenes y clasificación
[60]. Sin embargo, LSI solo puede ser aplicado en representaciones en las
cuales se cuenta con la matriz término documento (D), es decir, donde la
representación vectorial de cada documento djes conocida.
4.1.2. Kernels de semántica latente
Cuando se cuenta con una representación vectorial de las imágenes, una
técnica a utilizar que permita la identificación de conceptos latentes podría
serla descrita en la sección 4.1.1. Esta técnica se basa en la descomposición
espectral de la representación vectorial de los documentos encontrar concep-
tos semánticas que asocian las palabras presentes en los documentos, por
ejemplo, en una colección se podría encontrar que los términos familia y
casa estan asociados a un mismo concepto semántico hogar. Sin embargo,
al necesitar la representación vectorial de los documentos, esta técnica no
es apropiada para su utilización en objetos con representaciones más com-
plejas como las imágenes. Es frecuente que para representar la información
visual de las imágenes sean utilizadas aquellas representaciones que ofrecen
mejor desempeño, entre las cuales que se encuentran las representaciones
estructuradas como grafos, árboles e histogramas.
La estrategías kernels de semántica latente (LSK) es una alternativa a
estas situaciones donde no se cuenta con la representación vectorial de los
documentos, ya que realiza al igual que LSI un asociación de características
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a conceptos latentes en los documentos. En este trabajo, la asociación de
términos a conceptos semánticos no es explícita sin embargo ofrece todas
las ventajas presentes en LSI. Cristianini [24] describe la relación entre LSI
y LSK, e introducen la representación dual de la proyección al espacio la-
tente, donde la proyección de las características depende de los valores de la
función de kernel entre los documentos, y de los valores y vectores propios
obtenidos a partir de la matriz de kernel. La proyección al espacio latente
está determinada por [24]:
φ(I)Uk =
λ−12i l∑
j=1
(vi)jkc(Ij , I)

k
i=1
(4.2)
donde φ(I) es la representación vectorial de la imagen, Uk es el proyector
al espacio latente, kc(Ij , I) es el valor de la función de kernel entre el docu-
mento Ii y el documento I, y por último λi y (vi) son el valor y vector propio i
respectivamente. Los valores y vectores propios están ordenados de tal forma
que λ1 y (v1) corresponden al valor propio y vector propio correspondientes
al valor propio de mayor magnitud. Estos valores propios corresponden a la
descomposición espectral de la matriz:
K = D′D = V ΛV ′ (4.3)
donde D es la matriz termino-documento, V es la matriz compuesta por
todos los vectores propios v_i y Λ es la matriz diagonal compuesta por
todos los valores propios λ2i . Note que el proyector Uk corresponde en su
representación matricial a V 1/2Λ.
Sin embargo, este trabajo fue propuesto para documentos textuales, a
continuación se realiza el respectivo análisis para la integración de LSK en
el modelo de anotación semántica latente de imágenes.
4.2. Representación de la información de los artícu-
los científicos
La representación adecuada de la información contenida en las imágenes,
es decir, determinar que características permiten obtener mejores resulta-
dos continua siendo un problema abierto en la comunidad científica [25] y
ha sido abordado en diferentes trabajos. En [1] [42] se muestran enfoques
recientes que utilizando representaciones estructuradas logran obtener re-
sultados equivalentes o superiores al estado del arte. Trabajos realizados
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dentro del grupo de investigación Bioingenium [10] [11], muestran que las
representaciones estructuradas tienen un buen desempeño tanto en tareas de
búsqueda de imágenes como en la clasificación de imágenes.
A continuación se describen las funciones de kernel para las representa-
ciones usadas en el sistema.
4.3. Matrix de kernel visual
4.3.1. Representaciones basadas en histogramas
Como función de kernel se seleccionó el kernel intersección de histogra-
mas [1] debido a su buen desempeño reportado por trabajos previos [6, 10].
Una de las características que ofrece esta función de kernel es inducir una
gran dimensionalidad. El valor de esta dimensionalidad esta determinado por
la multiplicación entre el número de bins utilizados para representar el his-
tograma, el número de secciones discretas en el ancho y el alto de la imagen.
Este valor suele ser muy grande de tal forma que su calculo directo no es
fácilmente realizable.
El valor para esta función de kernel esta determinado por [2]:
kc(I1, I2) =
∑
j∈F
k∩(h
j
1, h
j
2) (4.4)
donde k∩(h
j
1, h
j
2) es el valor mínimo de los histogramas para el bin j, es
decir, k∩(h
j
1, h
j
2) = min(h
j
1, h
j
2). Nótese, que para imágenes de nxm pixeles
y utilizando histogramas con l bins, los valores obtenidos corresponden a el
producto punto en un espacio inducido de nxmxl dimensiones.
Los histogramas son construidos usando Lire, para esto las características
SIFT son calculadas para cada imagen. Luego con una muestras de estas es
construido un vocabulario visual (o codebook) y finalmente para todas las
imágenes es calculado el histograma de palabras visuales, donde cada bin
indica la frecuencia de palabras visuales presentes en la imagen.
4.3.2. Otras representaciones
Para las representaciones dentro del sistema que no se encuentran como
histogramas en Lire, se utilizó el kernel similitud coseno:
kcos(I1, I2) =
Sim(I1, I2)√
Sim(I1, I1) ∗ Sim(I2, I2)
(4.5)
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donde Sim(Ii, Ij) es calculado directamente por Lire. Este valor no es
calculado como un producto punto de la representación de la imagen, sin
embargo, si corresponde a una similitud válida para la representación.
4.4. Matrix de kernel textual
Para la información textual la función de kernel similitud coseno fue
utilizada sobre una representación TF-IDF. La representación TF-IDF fue
obtenida utilizando los índices construidos con Terrier y la función de kernel
es:
kTcos(T1, T2) =
< T1, T2 >√
< T1, T1 > ∗ < T2, T2 >
(4.6)
donde < Ti, Tj > es el producto punto entre los vectores de Ti y Tj . Estos
vectores son obtenidos de Terrier usando la representación TF-IDF.
4.5. El método de anotación semántica latente para
imágenes en artículos científicos
El método propuesto esta basado en las representaciones estructuradas,
es por esto que LSK es utilizado en cambio de LSI. Sin embargo, como es
mostrado en [24] los dos métodos son matemáticamente equivalentes, sin
embargo, LSK permite el uso de representaciones estructuradas lo que nos
permite ampliar las representaciones que pueden ser exploradas.
Para los artículos científicos, se cuenta con dos representaciones difer-
entes para cada una de las imágenes en los documentos. Es decir, se cuenta
con una representación de la información textual que contiene el artículo
científico y otra de la información visual del mismo. Para realizar la fusión
de estas dos representaciones es utilizada una propiedad de las funciones de
kernel [33], con la cual se garantiza que la suma de dos funciones de ker-
nel es una función de kernel válida. Además, esta suma corresponde a la
concatenación de los vectores que representan a cada imagen en el espacio
inducido y similarmente como en LSI, los patrones latentes son identificados
de forma automática. Adicionalmente, como los documentos son representa-
dos por información visual y textual, los patrones encontrados permiten la
relación entre información textual y visual. Este es una de las características
más sobresalientes del método propuesto. A continuación es presentado en
mayor detalle.
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4.5.1. Construcción de las matrices de kernel
El método propuesto esta basado en la descomposición en valores y vec-
tores propios de la matriz de kernel. De cada documento la información
textual y visual es obtenida para construir un vector con los valores corre-
spondientes de la funciones de kernel entre el documento y un conjunto de
documentos de entrenamiento l. Con la información visual se obtiene para
la imagen Ij :
Kjc = [kc(Ij,I1), kc(Ij,I2), ..., kc(Ij , Il)] (4.7)
y para toda la colección de imágenes se obtiene
Kc =

K1c
K2c
...
Knc
 (4.8)
donde la matriz Kc es de tamaño nxl. Como la descomposición en valores
y vectores propios solo se puede aplicar sobre matrices cuadradas no es posi-
ble aplicarla sobre Kc directamente cuando n 6= l, pero si cuando n = l. Sin
embargo, cuando n crece hace que el tamaño de Kc llegue a no ser manejable
computacionalmente, por esto es necesario utilizar un l < n y para poder
aplicar el método propuesto. Para esto es propuesto que la matriz Kc sea
truncada usando solo l documentos para obtener KTrainingV que es de tamaño
lxl.
La matrix KTrainingV es etiquetada como de entrenamiento (Training)
debido a que solo este subconjunto de documentos es utilizado para obtener
el proyector Uk de la ecuación 4.2.
Para la información textual el análisis y consideraciones es realizado de
igual forma, teniendo en cuenta que es utilizado el subíndice T para estas
matrices. Donde KTrainingT es la matriz cuadrada de tamaño l y KT es la
matriz de tamaño lxn (generalmente, n > l).
4.5.2. Fusión de la información visual y textual
Este es el primer paso que se realiza después de construir las matrices de
kernel. Esta fusión es realizada aplicando la suma de las matrices de kernel
correspondientes entre información visual y textual, es decir, se suman los
valores obtenidos entre documentos correspondientes.
KV+T = KV +KT (4.9)
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donde KV+T es la matriz que fusiona la información y contiene a la
matriz KTrainingV+T .
4.5.3. Construcción del proyector al espacio de anotaciones
semánticas
El espacio construido usando LSK permite fusionar y compactar la in-
formación visual-textual, por esto es llamado el espacio de las anotaciones
semánticas latentes, ya que para valores de información visual-textual es
obtenida una única representación fusionada con sus respectivos patrones
latentes. Para lograr esto es necesario aplicar la descomposición singular de
valores (SVD) sobre la matriz KTrainingV+T y realizar la respectiva proyección
de KV+T . El proyector puede ser construido como fue descrito en 4.1.2. A
continuación se presenta el proyector P en su representación matricial:
P = Λ1/2p Vp (4.10)
dado que
KTrainingV+T = VpΛpV
′
p (4.11)
donde Vp es la matriz de vectores propios y Λp es la matriz diagonal
de valores propios de KTrainingV+T . La relación entre P y Uk esta dada por la
ecuación 4.2, siendo P la representación matricial del proyector.
4.5.4. Indexamiento con anotaciones semánticas
Con el proyector P calculado, el indexamiento consiste en calcular la
multiplicación entre la matriz de fusión de la información visual-textual con
el proyector:
Isa = KV+TP (4.12)
donde Isa es el índice que contiene la información de anotaciones semán-
ticas latentes en el nuevo espacio de representación. Aunque aún no se ha
utilizado la reducción de dimensionalidad, todas las ecuaciones corresponden
exactamente a la igualdad. Esta estrategia es utilizada durante el proceso de
indexamiento, con el fin de poder contar con diferentes representaciones de
espacios inferiores a l en el índice construido. Sin embargo, para obtener el
resultado de proyectar con P usando solo k dimensiones latentes, es decir,
para obtener el índice de proyectar con Pk es suficiente con usar las primera
k dimensiones de Isa. En este caso la ecuación es redefinida como:
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Isa(k) ≈ KV+TPk (4.13)
la diferencia entre Isa y Isa(k) tiende a 0 cuando k y l tienden a V + T .
Sin embargo, cuando Isa− Isa(k) = 0 , la nueva representación construida es
igual a la original y no incluye las anotaciones semánticas latentes.
4.5.5. Solución de consultas e indexamiento de nuevas imá-
genes
Cuando una imagen es utilizada para realizar una consulta o va a ser
incluida en el índice previamente creado, es necesario realizar la misma
proyección al espacio de anotaciones semánticas latentes que la realizada
con la colección. Para esto, se debe realizar la construcción de los vectores
con los valores de las funciones de kernel obtenidos con las l imágenes pre-
viamente usadas. Luego sumar los vectores obtenidos para la información
visual-textual para nuevas imágenes en la colección. En el caso de las con-
sultas, solo está disponible la información visual, por lo que para el texto
el valor de la función de kernel es asignado como cero. Es decir, que para
consultas visuales tenemos que:
KqV+T = K
q
V +K
q
T
(4.14)
donde KqT = 0 y K
q
V+T es un vector de tamaño l. Luego la proyección es
realizada utilizando el operador Pk:
Qsa−k = K
q
V+TPk (4.15)
donde Qsa−k es el vector de proyectado al espacio de anotación semántica
latente con k dimensiones. Luego la similitud coseno es calculada entre la
consulta Qsa−k y los documentos indexados Isa−k para establecer la relevan-
cia de cada documento. Cuando mayor sea el valor obtenido el documento
es considerado de mayor relevancia. Aunque otras similitudes pueden ser
utilizadas, la similitud coseno permite considerar solo el ángulo entre las
representaciones lo que elimina problemas generados por la magnitud de los
vectores en el espacio de anotación semántica latente, además ha mostrado
buen desempeño en trabajos previos [11].
En el caso del indexamiento de nuevas imágenes, el procedimiento es
similar teniendo en cuenta que KqT 6= 0 y el valor de Qsa−k es calculado con
k = l e incluido en el índice Isa.
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El ordenamiento de las imágenes es determinado por el producto punto
entre la consulta proyectada y la base de datos previamente indexada. Es
decir,
Rsa =< Qsa−k, Isa−k > (4.16)
donde el valor obtenido para cada imagen corresponde a la similitud entre
las mismas en el espacio de anotaciones semánticas latentes.
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Capítulo 5
Clasificación automática de
modalidad
Realizar una previa clasificación de los documentos a recuperar ha sido
una estrategia utilizada ampliamente en recuperación de información [62]
[41, 54, 65,72]. Esta previa etapa de clasificación es usada para incluir infor-
mación de conocimiento de expertos en el modelo de recuperación de infor-
mación, por ejemplo, haciendo una posterior reorganización de los resultados
utilizando información de la respectiva clasificación. Para realizar esta clasi-
ficación, expertos del dominio definen un conjunto de clases a utilizar, las
cuales permiten establecer discriminación de los documentos utilizados en un
dominio específico. Normalmente, no todos los documentos son clasificados
por expertos debido al incremento del costo de recursos que esto puede im-
plicar (humanos, monetario o en tiempo), así como tampoco las consultas son
clasificadas por ellos debido a la alta disponibilidad que el recurso experto no
cuenta. Los modelos de aprendizaje máquina son frecuentemente utilizados
para realizar la clasificación automática debido a que ellos pueden ofrecer
alta disponibilidad y generalmente no se consideran un recurso costoso, sin
embargo se sacrifica la confiabilidad que los expertos del dominio pueden
ofrecer. A continuación es presentado el modelo de clasificación automática
incluido en el modelo de recuperación de información. Este nuevo modelo es
propuesto, ha diferencia del anterior sin información textual debido a que en
la tarea de clasificación de la colección utilizada trabajos previos indican que
la información textual no ofrece un incremento representativo [52], es decir,
la brecha semántica presente entre la información visual y la información
textual no es semejante al caso anterior. Es por esto, que en este capítulo el
modelo explora la combinación de únicamente información visual.
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5.1. Características visuales utilizadas
Los documentos son procesados con Litermed, por lo que las característi-
cas disponibles son las mismas que las utilizadas en la etapa de recuperación
de información. Es decir, se cuentan con las características: Colorlayout, Scal-
ableColor, EdgeHistogram, SiftHistogram, Tamura, Gabor, FCTH y CEDD.
Con cada una de estas características es construido un vector xfi de carac-
terísticas. El tamaño de este vector esta dado por la característica en sí y por
los parámetros para la extracción de la misma. Por ejemplo, xSiftHistogram es
el vector de características correspondiente a SiftHistogram y su tamaño esta
determinado por el número de palabras visuales utilizadas para construirlo.
Si es utilizado un vocabulario de 1024 palabras, entonces el tamaño de dicho
vector sera 1024. Cuando dos o más características son usadas simultánea-
mente los vectores son concatenados.
Ciertamente, solo la información visual es utilizada por el Litermed en la
etapa de clasificación. Tanto la representación por medio de características,
así como la representación basada en similitud empleada para la clasificación
de modalidad.
5.2. Modelo de clasificación automática
Para establecer la clase o modalidad a la que pertenece cada imagen que
no cuenta con una clasificación dada por un experto se ha definido un modelo
de clasificación automática de modalidad. Este modelo es un clásico modelo
de clasificación utilizando máquinas de vectores de soporte (SVM). Las SVM
permiten la solución de problemas de clasificación binaria, es decir, cuando
el número de clases es dos donde normalmente se índica la pertenencia o
no a un grupo con características similares. Cuando se cuenta con varias
clases el problema puede ser resuelto con SVM binarias por medio de la
construcción de k ∗ (k − 1)/2 clasificadores binarios, donde k es el número
de clases, utilizando el enfoque uno-contra-uno. La definición del problema
a optimizar para la clase i contra la clase j esta dado por [14]:
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min 12(w
ij)Twij + C
∑
t(ξ
ij)t
wij , bij , ξij
subject to (wij)Tφ(xt) + b
ij ≥ 1− ξij , si xt pertenece a la clase i− esima,
(wij)Tφ(xt) + b
ij ≤ −1 + ξij , si xt pertenece a la clase j − esima,
ξijt ≥ 0
(5.1)
donde wij son los pesos, ξij es el grado de clasificación incorrecta, bijes la
ordenada al origen para el modelo ij, xt son los vectores de características,
φ(xt) es la función que mapea el vector xt a un espacio de alta dimension-
alidad y C es el parámetro de compensación del error. La clase asignada
corresponde al mayor número de votos recibidos teniendo en cuenta todos
los k ∗ (k − 1)/2 clasificadores.
Este problema es resuelto en su representación dual permitiendo facilitar
el cálculo de la solución y además el uso de valores de similitud obtenidos
por medio de funciones de kernel precalculadas.
5.3. Clasificación de documentos no etiquetados
El modelo de la SVM obtenido es utilizado para la predicción de la clase
a la que corresponde cada documento no etiquetado. Los documentos no eti-
quetados corresponden a documentos dentro de la colección, así como doc-
umentos que son utilizados como consulta. Al ejecutar el proceso de clasi-
ficación de una imagen en Litermed, el procedimiento consiste en realizar
la respectiva extracción de características, y la aplicación el modelo con el
fin de obtener la clase a la que pertenece la imagen. Sin embargo, con la
representación basada en similitud, es necesario obtener los valores de simil-
itud entre las imágenes no etiquetadas y las imágenes de entrenamiento para
luego realizar la respectiva clasificación.
5.4. Reorganización de resultados
Calculado la modalidad de la consulta y los documentos en la colección es
realizado el proceso de reorganización de resultados. Un nuevo valor utilizado
para la organización de resultados es basado en el valor máximo es asignado
a las imágenes dentro de la colección que son de la misma modalidad que la
consulta. La siguiente ecuación define la asignación del nuevo valor para las
imágenes de la misma modalidad:
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rankingi =
{
mod(qj) = mod(imageni), max(ranking) + rankingi
mod(qj) 6= mod(imageni), rankingi
(5.2)
dondemod(qj) corresponde a la modalidad de la consulta,mod(imageni)
es la modalidad de la imagen, rankingi es el valor de relevancia obtenido
para la imagen i y ranking corresponde a el vector de todos los valores de
relevancia obtenidos. La función max() permite calcular el valor máximo de
todos los valores de un vector dado.
5.5. Clasificación automática de modalidad en Im-
ageClef
La utilización de la modalidad en la colección del ImageClef fue propuesta
inicialmente en [41] y posteriormente llevado como parte de la competencia
que se realiza anualmente [52]. Ocho diferentes modalidades fueron inclu-
idas: Computarized tomography, Graphics, typically drawing and graphs,
Magnetic resonance imaging, Nuclear medicine, Positron emission to-
mography including PET/CT, Optical imaging including photographs, mi-
crographs, gross pathology etc, ultrasound including (color) doppler y x-
ray including x-ray angiography. Todas estas clases con un respectivo grupo
de entrenamiento y de evaluación. En total, 2390 imágenes fueron utilizadas
para entrenamiento y 2620 para evaluación. Cinco diferentes grupos de in-
vestigación participaron en este reto y los valores obtenidos para Acurracy,
la medida de evaluación utilizada, varían entre 0.22 y 0.87.
5.6. Consideraciones de implementación
La implementación realizada esta basada en la librería libSVM [14] para
el lenguaje de programación java. Esta librería permite la construcción del
modelo y la predicción del mismo utilizando representaciones basadas en
características o en similitud.
El proceso de clasificación de documentos no etiquetados pertenecientes
a la colección es realizado durante el tiempo de indexamiento y previo a la
realización de consultas, esto con el fin de tener esta información disponible al
momento de realizar la consulta. Sin embargo, la clasificación de la consulta
es realizada sólo cuando la consulta es solicitada.
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Capítulo 6
Experimentación y resultados
6.1. Configuración experimental
Al comenzar con este trabajo, no existía un conjunto de experimentación
de dominio público con archivos en PDF para la evaluación de recuperación
de imágenes con su respectiva clasificación de imágenes relevantes. Debido a
esto y con el fin de realizar una evaluación cuantitativa del sistema se con-
sideró necesaria la construcción de un conjunto de datos con características
específicas.
Debido a las limitaciones de tiempo y recursos del proyecto se consid-
eró necesario realizar una exploración de los conjuntos de datos existentes
para realizar dicha evaluación. La competencia ImageClef Medical Retrieval
(ImageClef) cuenta con un conjunto de datos similar pero no idéntico, sin
embargo, la experiencia del grupo de investigación en esta colección fue de-
terminante en la selección de la misma. A partir de esta se construyó un
conjunto de documentos en PDF utilizando como conjunto base la informa-
ción de archivos PDF que contienen las imágenes utilizadas en ImageClef
del año 2010. Adicionalmente, fue necesario la construcción del archivo con
los PDF relevantes a las consultas, al igual que el conjunto de documentos.
Este también fue basado en la información de imágenes relevantes de los
archivos originales de la competencia. A continuación se detalla el proceso
de construcción del conjunto de datos y las medidas de evaluación utilizadas.
6.1.1. Un nuevo conjunto de datos para la evaluación de sis-
temas de búsqueda de artículos científicos
El conjunto de datos fue construido a partir de la colección del Image-
Clef del año 2010. En esta competencia el objetivo es obtener una lista de
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imágenes ordenadas como resultado dada una imagen como consulta. Los
archivos de las imágenes que componen la colección sobre la cual se realizan
las consultas es suministrada al comenzar la competencia, luego son sum-
inistradas las imágenes de consulta y finalmente después de que todos los
competidores someten los resultados a las consultas. Al finalizar este proce-
so, es suministrado el archivo para evaluar los resultados. En este archivo de
evaluación, es listada un subconjunto del conjunto que compone la colección
y se indica si la respectiva imagen es relevante o no a una consulta. Como
este archivo es proveído por los organizadores de la competencia, puede ser
utilizado para la evaluación de otros sistemas que realicen búsquedas sobre la
misma colección. Sin embargo, en Litermed aunque la colección contiene las
mismas imágenes, el indexamiento es realizado sobre un conjunto de archivos
PDF y no se cuenta con un identificador único para las imágenes extraídas
con respecto a las imágenes del ImageClef por lo que no es posible utilizar
de forma directa el archivo de evaluación.
Para obtener los archivos PDF se utilizó el archivo informativo del Im-
ageClef en el cual se listan las imágenes y su correspondiente archivo PDF.
Estos fueron descargados para construir el respectivo conjunto de datos. En
total 5755 archivos PDF se descargaron todos estos de libre acceso en los
sitios web http://radiographics.rsnajnls.org y http://radiology.rsnajnls.org,
siendo 1269 y 4486 los archivos descargados respectivamente.
Adicionalmente, el archivo de evaluación de resultados fue alterado para
soportar la evaluación de archivos PDF, como criterio de relevancia fue
definido que si al menos una imagen dentro del archivo PDF es relevante,
entonces el archivo PDF se considera relevante. Este proceso fue realizado
para las 25 consultas de la ImageClef. La tabla 6.1 muestra el número de
documentos identificados como relevantes y no relevantes para cada una de
las consultas. Un total 8546 anotaciones de relevancia se obtuvieron para los
archivos PDF y en promedio 340 por cada consulta. El promedio de docu-
mentos relevantes por consulta es de 29 archivos lo que influyo incluso en
los resultados del ImageClef 2010 donde el MAP promedio obtenido por los
participantes fue de 0.0029 [52].
Con los archivos PDF definidos y el respectivo archivo de relevancia el
conjunto de datos para evaluar el modelo fue construido. A continuación se
describe el conjunto de imágenes obtenido después de procesar los archivos
con Litermed.
Al finalizar el proceso de extracción e indexamiento de imágenes de los
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Número de archivos PDF
Identificador de la consulta Relevantes No-Relevantes
1 12 364
2 116 287
3 29 366
4 22 355
5 18 352
6 6 411
7 18 403
8 25 265
9 53 388
10 50 260
11 39 331
12 66 269
13 3 342
14 4 345
15 31 337
16 8 304
17 10 272
18 16 311
19 47 291
20 25 145
21 52 334
22 29 391
23 18 140
24 19 241
25 13 313
Total 729 7817
Tabla 6.1: Número de archivos PDF relevantes y no relevantes por consulta.
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archivos PDF se obtuvieron un total de 25839 imágenes. Este número es
menor que el reportado en el ImageClef por las siguientes razones:
Se descartaron imágenes por no tener un tamaño mínimo de ancho o
alto durante el proceso de extracción de las imágenes de los archivos
PDFs.
Se descartaron imágenes por no incluir información procesable, incluso
en algunos casos la librería extraía la image pero esta no podía ser
procesada.
Existen imágenes desglosadas en la competencia que en los archivos
PDF se encuentran como una única imagen.
El conjunto de datos originalmente utilizado así como la clasificación de
imágenes relevante son los mismos que los proveídos por el ImageClef 2010
para la clasificación de modalidad.
Las características extraídas para este conjunto se encuentran disponibles
para descarga en http://www.litermed.org/downloads/.
Con el fin de tener una evaluación cuantitativa del sistema desarrollado,
se presenta una evaluación con un conjunto de artículos científicos médicos
en una competencia ampliamente aceptada por la comunidad científica.
6.1.2. Medidas de evaluación
Las medidas de evaluación utilizadas corresponden a medidas utilizadas
frecuentemente en problemas de recuperación de información y de clasifi-
cación. A continuación se presentan las de recuperación de información:
Precision en N : corresponde al valor de Precision obtenido para los N
primeros resultados. Los valores de N son 5,10,15,20,30,100,200,500 y
1000.
P@N =
#RelevantDocsRetrieved
#DocsRetrieved
(6.1)
Recall enN : corresponde al valor de Recall obtenido para losN primeros
resultados. Los valores de N son 5,10,15,20,30,100,200,500 y 1000.
R@N =
#RelevantDocsRetrieved
#RelevantDocs
(6.2)
MAP: es el valor de la media del promedio de Precision. Este valor es
calculado sobre todos los documentos recuperados.
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Predicción
Clase1 Clase2 ... Clasei ... ClaseN
Etiqueta Real
Clase1 TP1 FP2−1 ... FPi−1 ... FPN−1
Clase2 FP1−2 TP2 ... FPi−2 ... FPN−2
... ... ... ... ... ... ...
Clasei FP1−i FP2−i ... TPi ... FPN−i
... ... ... ... ... ... ...
ClaseN FP1−N FP2−N FPi−N ... TPN
Tabla 6.2: Tabla de identificación de acrónimos para etiquetas reales contra
la predicción. TP hace referencia a positivos correctos y FP a Positivos
incorrectos.
Usando la tabla 6.2 para cada clase las medidas de evaluación para clasi-
ficación son [77]:
Accuracy: corresponde a la fracción de la suma del número de docu-
mentos correctamente clasificados en una modalidad entre el número
total de documentos.
Accuracy =
∑N
i TPi∑N
i |Clasei|
(6.3)
Precision: corresponde a la fracción de la suma del número de docu-
mentos correctamente clasificados en una modalidad entre el número
total de documentos.
Precision =
1
N
∗
N∑
i
TPi
TPi +
∑N
j FPi−j
(6.4)
Recall: corresponde a la fracción de la suma del número de documentos
correctamente clasificados en una modalidad entre el número total de
documentos.
Recall =
1
N
∗
N∑
i
TPi
TPi +
∑N
j FPj−i
(6.5)
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6.2. Resultados
6.2.1. Línea base para la recuperación de imágenes en artícu-
los científicos
Para establecer una línea base sobre la cual evaluar el desempeño del
método propuesto se utilizaron cada una de las características visuales y
se realizaron las respectivas medidas. La tabla 6.3 presenta los resultados
obtenidos. Los valores obtenidos para MAP muestran un desempeño supe-
rior de EdgeHistogram y SiftHistogram, ambas características superan por
más de un 30% de MAP a la tercera característica que es ColorLayout. El
desempeño más bajo es obtenido por Gabor y siempre está en el último lugar
de los resultados comparados. Como ninguna característica es superior a to-
das las otras en todas las medidas, se realiza una evaluación exploratoria de
combinaciones de las mismas. Se definieron algunas combinaciones basados
en los resultados obtenidos individualmente. La primera combinación utiliza
las características con un mejor desempeño en MAP que son EdgeHistogram
y SiftHistogram, para las siguientes tres son utilizadas todas las caracterís-
ticas que obtienen el mejor desempeño en al menos una de las medidas de
evaluación utilizadas, incluyéndolas de forma acumulativa de menor a mayor
valor de MAP. Adicionalmente, se evaluaron la combinación con los mejores
tres valores de MAP y la combinación con mejor desempeño en la tarea de
clasificación. La tabla 6.4 presenta los resultados obtenidos con todas estas
combinaciones. El valor más alto de MAP es obtenido con la combinación de
EdgeHistogram y SiftHistogram. Esta combinación supera por un 4,1% al
valor obtenido de MAP por EdgeHistogram individualmente y por un 11,4%
al valor de MAP obtenido por SiftHistogram individualmente.
Estos resultados muestran la dificultad inherente en la combinación de
características visuales para la representación de imágenes. En este sentido
varios trabajos se han desarrollado, sin embargo en este trabajo es de interés
la combinación no solo de las visuales, sino también la representación textual.
Con la información textual y si se conoce la consulta en su representación tex-
tual se obtienen resultados significativamente superiores. A continuación se
presentan los resultados obtenidos empleando dos representaciones textuales.
Los valores muestran un comportamiento similar entre la representaciones
y una significativa superioridad de la información textual en este conjunto
de datos. En términos de MAP, se logra obtener cerca de 20 veces el valor
obtenido con las características y consultas visuales. En Precision y Recall
los valores son superiores por un orden de magnitud.
La superioridad de los métodos basados en consultas textuales muestra
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Característica
Visual
MAP
Precision Recall
P@5 P@10 P@100 R@5 R@10 R@100
ColorLayout 0.0120 0.0560 0.0400 0.0156 0.0121 0.0339 0.0665
ScalableColor 0.0064 0.0080 0.0120 0.0144 0.0133 0.0151 0.0831
EdgeHistogram 0.0169 0.0480 0.0360 0.0228 0.0189 0.0253 0.0876
SiftHistogram
(1024)
0.0158 0.0400 0.0360 0.0208 0.0175 0.0225 0.0891
Tamura 0.0100 0.0320 0.0280 0.0160 0.0060 0.0087 0.0661
Gabor 0.0045 0.0160 0.0120 0.0100 0.0032 0.0046 0.0409
FCTH 0.0081 0.0560 0.0440 0.0132 0.0072 0.0257 0.0580
CEDD 0.0098 0.0480 0.0360 0.0144 0.0213 0.0243 0.0583
Tabla 6.3: Valores de MAP, Precision y Recall sobre el conjunto Image-
Clef2010 modificado usando características visuales individualmente.
una clara brecha semántica entre las características visuales utilizadas y la
representación textual. Es decir, que en este conjunto de datos utilizado se
puede evidenciar que la información visual representa más adecuadamente el
contenido semántico de la colección y que la información visual se distancia
significativamente de los resultados obtenido con la información textual.
6.2.2. Recuperación de imágenes en artículos científicos us-
ando anotación semántica latente
Esta superioridad de la información textual es aprovechada en el modelo
propuesto e implementado en Litermed. Aunque las consultas textuales no
son utilizadas, la información textual en los documentos es incluida en la
representación y anotación semántica latente de las imágenes, y por tanto
de los documentos. Con el fin de analizar el comportamiento del modelo
propuesto ante los diferentes tamaños del espacio semántico y el conjunto de
imágenes de entrenamiento se realizó una exploración de ambos valores. Los
resultados son mostrados usando diferentes tamaños del espacio latente var-
iando en potencias de 2 y para tamaños del conjunto de entrenamiento fijo.
Estos son comparados individualmente para cada una de las características
visuales utilizando su respectiva línea base. Las gráficas 6.1,6.2,6.3,6.4,6.5,6.6
y 6.7 muestran los resultados para Precision, Recall y MAP obtenidos.
Los resultados obtenidos con la característica SiftHistogram como con
Edgehistogram indican que cuando un mayor número de son usadas imá-
genes como conjunto de muestreo para obtener KTrainingV+T son mayores los
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Figura 6.1: Precision en 5 para las características visuales individuales.
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Figura 6.2: Precision en 10 para las características visuales individuales.
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Figura 6.3: Precision en 100 para las características visuales individuales.
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Figura 6.4: Recall en 5 para las características visuales individuales.
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Figura 6.5: Recall en 10 para las características visuales individuales.
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Figura 6.6: Recall en 100 para las características visuales individuales.
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Figura 6.7: MAP para las características visuales individuales.
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Representación
Textual
MAP
Precision Recall
P@5 P@10 P@100 R@5 R@10 R@100
TF-IDF 0.3470 0.5280 0.4520 0.1704 0.1379 0.2318 0.6728
BM25 0.3470 0.5360 0.4560 0.1696 0.1512 0.2332 0.6701
Tabla 6.5: Valores de MAP, Precision y Recall sobre el conjunto Image-
Clef2010 modificado usando información textual.
resultados obtenidos en las métricas utilizadas. Sin embargo, esta situación
no se presenta para todas las características. Por ejemplo, las característi-
cas ColorLayout y Gabor obtienen mejores resultados cuando el número de
imágenes para obtener KTrainingV+T es 512 y con muy poca dimensionalidad
en el espacio latente de anotaciones. Esta es una configuración atípica y son
frecuentes picos en esta área de las gráficas lo que muestra una inestabili-
dad de esta configuración. Los valores obtenidos con mayor número de imá-
genes muestran una mayor estabilidad para las características SiftHistogram
y Edgehistogram. Además, estas características son las individualmente ob-
tienen mejores resultados, por lo que se utilizará el KTrainingV+T más grande
de los evaluados. Las tablas 6.6, 6.7, 6.8 muestran los mejores resultados
obtenidos para cada característica aplicando el método de anotación semán-
tica latente y su respectiva configuración. Los parámetros nT y k correspon-
den al tamaño del conjunto usado para obtener KTrainingV+T y al logaritmo del
tamaño del espacio latente de anotación respectivamente. Las característica
Mejor Línea Base corresponde al valor máximo obtenido por cada caracterís-
tica individualmente evaluada, lo que correspondería a una técnica de fusión
ideal de características visuales que conserva el mejor obtenido individual-
mente por cada una de ellas. Al aplicar el método sobre las características
SiftHistogram, EdgeHistogram y Tamura, estas casi siempre igualan o mejo-
ran los resultados obtenidos por la línea base utilizada. Aunque CEDD tiene
un comportamiento positivo al aplica el método de anotación semántica y
supera su línea base individual, no le es suficiente para superar el mejor resul-
tado obtenido por otras características sin aplicar el método. De igual forma
Mejor Combinación, corresponde a una combinación de características ideal
que conserva los mejores resultados obtenidos con las combinaciones explo-
radas en la tabla 6.4. En este caso, solo el resultado de aplicar el método de
anotación sobre SiftHistogram supera el valor del MAP obtenido. Sin em-
bargo, aunque los valores de Precision son superados el comportamiento no
es igual en Recall donde los valores obtenidos con las combinaciones logran
mejores resultados.
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Característica
MAP
MAP nT k
Mejor Línea Base 0.0169 - -
Mejor Combinación 0.0176 - -
ColorLayout 0.0084 512 3
ScalableColor 0.0055 2048 4
EdgeHistogram 0.0168 2048 9
SiftHistogram (1024) 0.0210 2048 7
Tamura 0.0174 2048 2
Gabor 0.0078 1024 2
FCTH 0.0087 2048 9
CEDD 0.0130 2048 6
Tabla 6.6: Mejores resultados obtenidos en MAP para cada característica
utilizando el método propuesto con sus respectivos parámetros.
De las características que superan la Mejor Línea Base y Mejor Combi-
nación, solo SiftHistogram presenta una mayor estabilidad en la selección de
parámetros, siendo en la mayoría de casos nT = 1024 y k = 7 la configuración
que ofrece mejores resultados. Los resultados reportados, son consistentes con
lo reportado en [11] y adicionalmente se incluyen resultados de la variación
del parámetro nT . Este parámetro afecta los resultados obtenidos en todas
las métricas utilizadas. En la exploración realizada para SiftHistogram, los
resultados mejoran conforme se usa un mayor valor para este parámetro.
6.2.3. Variando la influencia del texto en la anotación semán-
tica latente
Como se muestra en la tabla 6.5, la información textual compuesta por el
texto de los documentos y el texto de la consulta ofrece resultados significa-
tivamente superiores a los obtenidos con las característica visuales e incluso
a los obtenidos con las anotaciones semánticas latentes. Con el fin de explo-
rar la influencia del texto en el método propuesto, la fusión de información
textual y visual definida en la ecuación 4.9 es redefinida como:
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Característica
Precision
P@5 nT k P@10 nT k P@100 nT k
Mejor Línea
Base
0.0560 - - 0.0440 - - 0.0228 - -
Mejor
Combinación
0.0560 - - 0.0480 - - 0.0216 - -
ColorLayout 0.0320 1024 2 0.0360 1024 2 0.0144 512 3
ScalableColor 0.0160 512 1 0.0200 2048 4 0.0144 512 7
EdgeHistogram 0.0640 512 4 0.0440 512 4 0.0232 512 4
SiftHistogram
(1024)
0.0880 2048 2 0.0600 2048 7 0.0272 2048 7
Tamura 0.0800 512 5 0.0560 512 2 0.0224 2048 2
Gabor 0.0240 512 5 0.0440 512 2 0.0132 512 2
FCTH 0.0480 512 7 0.0440 2048 7 0.0164 1024 8
CEDD 0.0480 2048 7 0.0400 2048 8 0.0176 512 4
Tabla 6.7: Mejores resultados obtenidos en Precision para cada característica
utilizando el método propuesto con sus respectivos parámetros.
Característica
Recall
R@5 nT k R@10 nT k R@100 nT k
Mejor Línea
Base
0.0213 - - 0.0339 - - 0.0891 - -
Mejor
Combinación
0.0175 - - 0.0302 - - 0.0986 - -
ColorLayout 0.0161 1024 6 0.0212 1024 6 0.0626 512 2
ScalableColor 0.0040 2048 10 0.0092 2048 4 0.0708 2048 10
EdgeHistogram 0.0200 512 7 0.0242 2048 8 0.1034 2048 10
SiftHistogram
(1024)
0.0152 1024 5 0.0202 2048 7 0.0941 2048 7
Tamura 0.0117 512 2 0.0275 1024 6 0.0761 2048 8
Gabor 0.0090 512 2 0.0174 512 2 0.0476 512 2
FCTH 0.0093 2048 8 0.0240 512 0 0.0750 1024 8
CEDD 0.0213 2048 9 0.0299 2048 9 0.0790 1024 9
Tabla 6.8: Mejores resultados obtenidos en Recall para cada característica
utilizando el método propuesto con sus respectivos parámetros.
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KV+T = (1− α)KV + αKT (6.6)
donde α es un valor entre 0 y 1 que determina la influencia de cada una
de las fuentes de información disponibles.
Debido a que SiftHistogram muestra un buen desempeño al aplicar el
método de anotación semántica latente, se selecciona esta característica para
realizar la exploración de la afectación de los resultados al variar el parámetro
α. Los valores utilizados corresponden a variaciones de 0, 25 del valor de α
en el intervalo [0, 1]. Los valores seleccionados permiten realizar una breve
exploración sobre la variación de la influencia en la fusión de la información
visual y textual, con esto no se pretende encontrar el mejor valor para α,
sino realizar un análisis sobre como influye este parámetro. Además, estoa
valores permiten resaltar que cuando α = 0 la fusión solo tiene en cuenta
información visual para construir el método de anotación semántica latente
lo que permite explorar una combinación netamente visual. Cuando α = 1
solo se tiene en cuenta la información textual y para α = 0,5 la fusión es
equivalente a la fusión utilizada en el método de anotación semántica latente
original. Los resultados obtenidos son mostrados en la gráfica 6.8 y resumidos
en la tabla 6.9.
En la figura 6.8 la línea base corresponde a los valores obtenidos directa-
mente con la característica visual SiftHistogram. Los valores obtenidos mues-
tran que al variar α los resultados varían significativamente. Por ejemplo, en
el caso de α = 0, es decir cuando solo la información visual es utilizada, los
valores de MAP en cualquiera de los tamaños para el espacio de anotaciones
latente es inferior al valor de la línea base. Esto quiere decir que aplicar el
método propuesto en [24] usando submuestreo no ofrece una mejora en tér-
minos de MAP, sin embargo, al aplicar el método de anotaciones semánticas
latentes siempre se obtiene una combinación de parámetros que ofrece una
mejora del desempeño. En Precision 100 ocurre una situación similar. Para
Recall 100 no se obtiene mejora significativa con el método propuesto, sin
embargo, algunas configuraciones de parámetros no desmejoran el desempeño
en términos de Recall.
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Figura 6.8: Evaluación para diferentes valores de α en la fusión de informa-
ción textual y visual.
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α
0 0.25 0.5 0.75 1
LíneaBase MAP 0.0208 0.0208 0.0208 0.0208 0.0208
MAP 0.0264 0.0272 0.0272 0.0232 0.0212
kMAP 6 6 7 8 7
LíneaBase P@100 0.036 0.036 0.036 0.036 0.036
Precision100 0.040 0.052 0.060 0.056 0.060
kP@100 6 8 7 5 2
LíneaBase R@100 0.0891 0.0891 0.0891 0.0891 0.0891
Recall100 0.0958 0.0935 0.0941 0.0886 0.0719
kR@100 10 6 7 9 7
Tabla 6.9: Mejores resultados obtenidos en MAP para cada característica
utilizando el método propuesto con sus respectivos parámetros.
6.2.4. Clasificación de Modalidad con ImageClef
El reto de clasificación de modalidad del ImageClef es usado para obten-
er una evaluación cuantitativa de la clasificación realizada con las imágenes
antes del proceso de recuperación de información. La clasificación de modal-
idad como parte del ImageClef fue introducida en la versión del 2010 de esta
competencia. En el ImageClef la tarea consiste en predecir la modalidad para
un conjunto de imágenes perteneciente al conjunto que hace parte de la tarea
de recuperación de información. La tabla 6.10 presenta las 8 modalidades in-
cluidas como parte de la competencia en el año 2010, el número de imágenes
de entrenamiento y de evaluación.
La características visuales fueron evaluadas individualmente para estable-
cer cuales de ellas tienen un mejor comportamiento en la colección. La tabla
6.11 muestra los resultados obtenidos para representaciones basadas en los
vectores de características. Los parámetros utilizados son los asignados por
omisión por la librería para máquinas de vectores de soporte libSVM.
Los valores de Accuracy obtenidos muestran un desempeño notablemente
superior de CEDD y FCTH sobre las otras características cuando se conoce
xfi como en el caso de Linear y RBF. Aunque en ningún caso los parámet-
ros C y γ fueron optimizados para los valores obtenidos, estos valores de
Accuracy permiten conocer las características que presentan un mejor com-
portamiento sin realizar una búsqueda exhaustiva de parámetros. En este
caso la característica con el peor desempeño es SiftHistogram, esto para la
función de kernel Linear, así como para la función de kernel RBF. Sin em-
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Modalidad Código # imgs entr # imgs eval
Computarized Tomography CT 314 369
Graphics, typically drawing and graphs GX 355 427
Magnetic resonance imaging MR 299 376
Nuclear Medicine NM 204 177
Positron emission tomography including
PET/CT
PET 285 232
Optical imaging including photographs,
micrographs, gross pathology etc
PX 330 316
Ultrasound including (color) Doppler US 307 360
X-ray including x-ray angiography XR 296 363
Tabla 6.10: Imágenes de entrenamiento y de evaluación por modalidad.
bargo, en [11] es reportado un buen desempeño de esta característica usando
la función de Kernel Intersección de Histogramas (KIH) [1]. Al calcular el
Accuracy usando esta función de kernel el valor obtenido es de 73.52% sien-
do incluso superior que los valores de CEDD y FCTH. Todos los valores son
competitivos comparados con lo reportado clasificación de modalidad en el
ImageClef del 2010 [52]. De haber sido sometidos estos resultados, la mayoría
de ellos se ubicarían en la 13ra posición de un total de 21 experimentos. Con
el fin de mejorar el desempeño de la clasificación se construye un nuevo xfi
concatenado las características que obtuvieron los mejores resultados.
Según los valores de Acurracy obtenidos, las tres características que indi-
vidualmente presentan los mejores desempeños son FCTH, CEDD y SiftHis-
togram, siendo los valores de Accuracy 68.89, 71.46 y 73.52 respectivamente.
Estos resultados muestran claramente como KIH muestra un desempeño no-
tablemente superior para SiftHistogram que utilizar la representación como
un vector de características. Los valores varían de 26.28 a 73.52, lo que índica
que individualmente esta característica varia de ser la de peor desempeño a
ser la de mejor desempeño al cambiar la función de kernel utilizada.
A partir de estos resultados, una nueva representación basada en similitud
es construida utilizando las características FCTH, CEDD y SiftHistogram,
e igualmente también es construido el nuevo vector de características que
corresponde a la concatenación de las mismas. La evaluación de estas 2 com-
binaciones es presentada en la tabla 6.12. El valor alcanzado con KIH es de
81.53% lo que ubica a este método en el segundo lugar de los experimentos
sometidos para la competencia de clasificación de modalidad del ImageClef
2010 mencionada anteriormente. Es esta representación la que obtiene un
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Característica Linear (C = 1) RBF (C = 1 y
γ = 1#caracteristicas )
KIH (C = 1)
ColorLayout 51.64 61.41 -
ScalableColor 43.64 41.26 -
EdgeHistogram 53.86 63.60 -
SiftHistogram (1024) 26.28 16.32 73.52
Tamura 54.94 16.32 -
Gabor 46.25 38.01 -
FCTH 68.89 68.50 -
CEDD 70.50 71.46 -
Tabla 6.11: Valores de Accuracy para clasificación de modalidad usando difer-
entes funciones de kernel.
mejor desempeño dentro de Litermed para la tarea de clasificación de modal-
idad de las representaciones evaluadas. La tabla 6.13 muestra las matrices
de confusión para la clasificación de modalidad utilizando la combinación de
características FCTH, CEDD y SiftHistogram. En los tres casos se puede
observar que las clases Computarized Tomography y Magnetic resonance
imaging son frecuentemente confundidas por el modelo, así como las clases
Nuclear Medicine y Positron emission tomography including PET/CT.
Debido a los resultados satisfactorios obtenidos con la representación
por similitud usando KIH, esta representación junto al mismo conjunto de
imágenes clasificadas se ha incorporado el modelo de clasificación de modal-
idad de Litermed, con el fin de el respectivo reordenamiento de resultados
obtenidos con el modelo de anotación semántica.
6.2.5. Reorganizando resultados usando clasificación de modal-
idad
Con el fin de evaluar la reorganización de resultados en la tarea de recu-
peración de imágenes en artículos científicos se realizó la evaluación del resul-
tado de aplicar la clasificación de modalidad sobre los resultados de anotación
semántica latente utilizando la característica SiftHistogram que reportó los
mejores resultados. La tabla 6.14 muestra los resultados obtenidos para las
consultas 5, 6 y 21. Estas consultas muestran resultados interesantes ya que
contrastan las ventajas ofrecidas por reordenamiento de modalidad y la an-
otación semántica latente. Para la consulta 5 los resultados obtenidos con la
línea base muestran que la utilización de sólo información visual no ofrece
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Predicción
Etiqueta real
- CT GX MR NM PET PX US XR
CT 298 0 53 0 4 0 5 9
GX 0 406 0 1 1 15 2 1
MR 51 0 272 0 0 0 30 23
NM 6 7 3 69 54 4 18 16
PET 2 0 6 19 186 6 6 7
PX 11 3 3 5 7 262 3 15
US 2 0 12 0 1 5 334 6
XR 19 0 13 11 10 0 7 301
(a) Matriz de confusión aplicando la función de kernel intersección de histogramas (C =
1).
Predicción
Etiqueta real
- CT GX MR NM PET PX US XR
CT 260 2 74 6 2 2 9 14
GX 0 405 1 2 2 16 0 0
MR 69 0 244 0 1 2 33 27
NM 9 7 17 65 48 7 9 15
PET 3 0 4 32 173 3 6 11
PX 13 4 7 5 15 257 2 6
US 9 0 30 0 7 5 298 11
XR 30 0 28 31 11 3 6 252
(b) Matriz de confusión aplicando la función de kernel linear (C = 1).
Predicción
Etiqueta real
- CT GX MR NM PET PX US XR
CT 211 0 94 10 2 0 31 21
GX 0 402 0 5 2 16 1 0
MR 76 0 205 1 0 0 64 30
NM 9 6 11 66 56 2 17 10
PET 1 1 3 24 169 13 8 13
PX 20 4 3 6 5 256 3 12
US 18 0 25 0 6 5 300 6
XR 16 0 28 31 10 0 11 265
(c) Matriz de confusión aplicando la función de kernel RBF (C = 1 y γ = 1
#caracteristicas
).
Tabla 6.13: Matrices de confusión para las características SiftHistogram
(1024), CEDD y FCTH combinadas.
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buenos resultados, incluso los de MAP están por debajo de los obtenidos
como promedio para todas las consultas (ver tabla 6.3). Sin embargo, in-
dividualmente tanto el método de reordenamiento usando la clasificación
de modalidad como el método de anotación semántica latente mejoran los
resultados obtenidos con respecto a la línea base y logran similares resul-
tados en MAP pero con diferencias en cuanto a Precision en los primeros
100 documentos retornados. Al combinar estos dos métodos los resultados
mejoran significativamente y logran que tanto el MAP como P@100 superen
el promedio obtenido para todas las consultas, es decir, para esta consulta
los métodos aportan significativamente en la mejora de los resultados glob-
ales del sistema para la colección del ImageClef. Desafortunadamente, esta
situación no es similar para todas las consultas. Para la consulta 6, el método
de clasificación de modalidad mejora el desempeño. Al contrario, la anotación
semántica latente empeora el desempeño para esta consulta. La combinación
de los métodos obtiene resultados levemente inferiores que la línea base. Y
finalmente, para la consulta 21 se presenta el caso opuesto a la consulta 6.
En esta los valores obtenidos por la anotación semántica latente son signi-
ficativamente superiores y terminan afectando positivamente los resultados
de la combinación. Las restantes consultas presentan comportamientos sim-
ilares pero las desmejoras producidas terminan afectando los resultados de
los valores promedio.
En resumen para las 25 consultas, el valor de MAP obtenido al aplicar
la reorganización de resultados usando clasificación de modalidad es 0.0090
representando una desmejora del 43% y la combinación de clasificación de
modalidad con anotación semántica latente obtiene un MAP del 0.0146 sien-
do prácticamente similar a la línea base.
Los valores obtenidos al usar clasificación de modalidad, muestra que esta
es una estrategia factible y que bajo las condiciones adecuadas ofrece una
mejora sobre el desempeño de los sistemas de recuperación de información
visual como se ha reportado anteriormente [41,62]. Sin embargo, es necesario
con un sistema de clasificación de modalidad bastante preciso que permita
garantizar la efectividad con la que se realiza esta clasificación y de esta forma
evitar las situaciones en las cuales se desmejoraron los resultados obtenidos
por la línea base.
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Consulta 5 Consulta 6 Consulta 21
MAP P@100 MAP P@100 MAP P@100
Líneabase 0.0081 0.0200 0.0061 0.0100 0.0095 0.0300
Clasificación de
Modalidad
0.0140 0.0100 0.0330 0.0200 0.0107 0.0200
Anotación Semántica
Latente
0.0143 0.0300 0.0013 0.0000 0.0444 0.1000
Anotación Semántica
Latente Clasificación de
Modalidad
0.0225 0.0400 0.0048 0.0100 0.0341 0.0800
Tabla 6.14: Comparativo de métodos de los resultados obtenido en MAP y
P@100 para las consultas 5, 6 y 21.
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Capítulo 7
Conclusiones y trabajo futuro
7.1. Conclusiones
La anotación semántica latente de características visuales por medio de
la información textual es un enfoque muy interesante para aplicar en la
tarea de recuperación de imágenes bajo aplicaciones reales, particularmente,
cuando se trata de artículos científicos. Este trabajo muestra un método que
permite que la información textual que se encuentra asociada a las colec-
ciones de imágenes sea explotada, particularmente cuando no se encuentra
presente la información textual en las consultas. Aunque, la solución de este
problema sigue siendo un problema abierto en la comunidad científica, ya
que las relaciones entre el contenido de la imagen con las descripciones de
texto no son explícitas y son realizadas por un experto con alto nivel de
conocimiento del tema, como en el caso de los artículos científicos es realiza-
do por el autor. Este trabajo presenta una aproximación al problema de la
anotación de semántica latente cuando es usado texto libre conjuntamente
con características visuales para la resolución de consultas compuestas por
solo información visual. Este nuevo enfoque se basa en un método de kernel
propuesta previamente para documentos de texto y modificado para incluir
información visual. Este método permite ser aplicado sobre representaciones
complejas y de esta manera dando solución a los problemas computacionales
presentes en su equivalente de una representación vectorial. En particular, el
método kernel de semántica latente se aplicó en una representación combi-
nada de los descriptores de las imágenes y los datos textuales. Este método
está matemáticamente fuertemente fundamentado y es usado en sistemas del
estado del arte. También se exploró la influencia de aplicar pesos sobre los
métodos de kernel y así explorar el aporte de la información textual sobre
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la visual. Los resultados muestran que la información puede ser fusionada
incluso cuando la representación de la imágenes es realizada por medio de
histogramas y la del texto por medio de vectores de frecuencias.
La evaluación experimental de este trabajo ha sido realizado en una gran
colección de artículos biomédicos. El sistema permite extraer de forma au-
tomática las imágenes de los mismos e iniciar su respectivo procesamiento.
Para poder realizar la experimentación se construyeron nuevos archivos de
evaluación basado en archivos de evaluación existentes y proveídos por la
competencia ImageClef Medical Retrieval. Estos archivos de evaluación están
disponibles en http://www.litermed/org/downloads/ , además se encuentran
disponibles los archivos correspondientes a los índices de los artículos cien-
tíficos para que sean utilizados por otros investigadores y poder realizar
comparaciones con los resultados obtenidos. Los resultados experimentales
mostraron que el enfoque propuesto es capaz de mejorar los resultados de
recuperación en términos de Precisión, Recall y MAP comparados con car-
acterísticas visuales del estado del arte.
Adicionalmente, en este trabajo es presentado un sistema para el index-
amiento y recuperación de imágenes en documentos artículos científicos basa-
do en estrategias de anotación de semántica latente. Este sistema se encuen-
tra de libre acceso por medio de su interfaz web en http://www.litermed.org
, donde también se puede descargar una versión estable del mismo. Las fun-
cionalidades básicas del sistema fueron presentadas por medio de consultas
básicas y una prueba de concepto enfocada a verificar el aporte del texto
sobre consultas netamente visuales. El sistema presentó el comportamiento
esperado bajo una situación real de recuperación de información indicando
que efectivamente sí se logra enriquecer la representación visual y que este
modelo puede ser aplicado en ambientes reales.
7.2. Discusión
Este trabajo ofrece varios puntos interesantes de estudio y explora difer-
entes combinaciones de los parámetros existentes en el método con el fin de
establecer la influencia sobre el mismo. Sin duda la utilización de una car-
acterística visual que ofrezca un buen desempeño va a repercutir sobre los
resultados obtenidos con el método. Aunque se exploran un total de ocho
diferentes características solo una de ellas ofrece un comportamiento estable
y mejora ampliamente los resultados obtenidos por la línea base establecida.
Algunas características no presentaron buenos resultados, llegando al punto
de nunca superar el resultado de la línea base por lo que no se recomien-
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da su uso para esta estrategia. Los resultados obtenidos indican que repre-
sentaciones más estructuradas generan resultados con mayor desempeño que
aquellas más simples. No deja de ser interesante estudiar el comportamiento
de estas ante diferentes funciones de kernel, sin embargo esto no fue incluido
en este trabajo.
Otro parámetro estudiado es el tamaño l del conjunto de imágenes para
la construcción de KTrainingv+t . Este tamaño afecto el comportamiento del
método y para la característica SiftHistogram el utilizar un mayor tamaño
ofrecía mejores resultados. Aunque el tamaño total posible no fue utilizado,
el modelo logra superar lo reportado por la línea base. Notese que en las
figuras de exploración del tamaño del espacio de anotación latente el valor
final incluyendo todas las características no es igual que el valor de la línea
base. Esto por la utilización del muestreo, sin embargo de utilizarse todo el
conjunto disponible para la construcción del espacio de anotaciones semán-
ticas latentes el resultado de la ecuación 4.16 correspondería a Kqv debido a
que PP ′ sería igual a (KTrainingv+t )−1 y por tanto (K
Training
v+t )
−1 ∗ Kv+t = I
. Este resultado matemático permite suponer que se podría incluso superar
el desempeño de los resultados obtenidos. Adicionalmente, la exploración de
combinaciones más complejas de la fusión permitiría mejorar el conocimiento
sobre la influencia del texto sobre la información visual.
7.3. Trabajo futuro
Como trabajo futuro se debe explorar más características visuales y méto-
dos de combinación más complejos sobre las mismas. Los resultados mues-
tran que este es un factor importante y la mejora de los resultados por medio
del método propuesto. El uso de métodos de aproximación de la descomposi-
ción espectral podría mejorar el desempeño computacional del indexamiento.
Además la explotación de las estructuras propias del artículo científico como
autores, referencias, palabras clave, etc., podría ofrecer conocimiento de alto
nivel que podría se incluido por medio de funciones de kernel adecuadas. Con
este trabajo surgieron nuevas interrogantes, sin embargo, también se ofrece
un sistema de uso científico que facilitará la exploración de nuevas estrategias
y la implementación del trabajo futuro.
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