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ABSTRACT 
Hankel determinants can he viewed as special Schur symmetric functions. This 
provides, without computations of determinants or matrices, most of the algebra of 
Hankel determinants and explains their links with other classical fields. 
INTRODUCTION 
Partant d’articles r&cents tires de Linear Algebra and Its Applications 
relatifs aux matrices de Hankel, nous montrons (93) que la partie algebrique 
de cette theorie decoule de relations plus ou moins classiques satisfaites par 
les fonctions symetriques que nous resumons (01) et dont on trouvera la plus 
grande part dans le livre de Macdonald [20] ou celui de Littlewood [19]. Ce 
point de vue pourrait aisement foumir des resultats plus generaux que ceux 
que nous donnons, par exemple plus de relations entre les coefficients de 
l’inverse dune matrice de Hankel que celles qui f&rent au paragraphe 7. 
Nous preferons detailler les proprietes en cause des fonctions symetriques. 
Cela rend plus clair les liens avec des theories telles que la thborie de 
l’elimination, la division euclidienne ($4) les fractions continues, la resultante 
et le Bezoutien (95) les suites recurrentes, l’interpolation rationelle (ap- 
proximantes de Pad&) et les polynames orthogonaux (§S), la localisation des 
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LINEAR ALGEBRA AND ITS APPLICATIONS 129:77-102 (1990) 
0 Elsevier Science Publishing Co., Inc., 1990 
77 
655 Avenue of the Americas. New York, NY 10010 0024-3795/90/$3.50 
78 ALAIN LASCOUX 
zeros des polynhmes. Ces liens ont en partie CtC mention&s dans [5, 8, 23, 
25, 26, 281. Nous les faisons pour notre part decouler de leur enracinement 
commun dans la theorie des fonctions symetriques. 
Au paragraphe 8, nous esquissons un point de vue altematif fond& sur la 
theorie des operateurs de symetrisation (parmi lesquels les differences divisees 
de Newton, voir aussi [14, 17, 181). Cela donne lieu a des calculs differents, et 
parfois plus simples comme dans le cas des series de Laurent. 
1. FONCTIONS SYMETRIQUES 
Etant donnee une s&e formelle en X, C;t)3:jSj, avec Se = 1, Sj = 0 si j < 0, 
a coefficients dans un anneau commutatif quelconque, on lm associe la 
matrice infinie de ses coefficients S = [Sk-,,] ,,, k > i) et la matrice doublement 
infinie S = [Sk_,,],t,kEE dont la precedente est le quart sud-ouest. Pour tous 
entiers, p, 9, tout Z=(j, ,..., jp)EZP, et tout Z=(i, ,..., i,)Ehq, on note 
S ,,1 la sous-matrice de S prise sur les colonnes j, + 1, j, +2,. . . , j, + p et 
lignes ii-tl,i,+2,..., i, + 9. Le determinant de S,,,, lorsque p = 9, est dit 
fonction de Schur gauche S,,, d’indice J/Z et de poids (i.e. degre) [J/Z1 = 
j,+ . . . +j -i,_ . . . -i,.Danslecasotip=qet Z=O...O,S,,,,,,,est 
not&e S, et ion determinant S, est dit fonction de Schur d ‘indice .Z. 
En d’autres termes 
(1.1) s,/I = ISjk-ih+k-hII<h, k<P' 
On note que S,,,,, = 1. Si toutes les colonnes de S,,, sont distinctes, de mGme 
que ses lignes, on peut supposer, en les reordonnant, que j, + 1,. . . , j, + p et 
i,+l,..., i, + p sont deux suites strictement croissantes d’entiers positifs, i.e. 
que J et Z sont des partitions: 0 < j, < . . . < jp; 0 < i, < . . . < i,. Suivant la 
tradition anglo-saxonne, on note parfois les indices ou partitions multiplica- 
tivement: 523 l2 designe 1’61Cment (5,2,2,2,1,1) de Z ‘. 
Etant don&s dew ensembles d’indeterminees (alphabets) A, B fi- 
nis, on denote S(A - U3l) la matrice correspondant a la s&e rationnelle 
n b,B(I - =h)/K, A (1 - zu) et S,,,(A - B) les fonctions de Schur 
associbes. La notation A - B est compatible avec la multiplication des series: 
(1.2) ckS,(A - B). ~,_jSj(A’- B’) = &jSj((A +A’) - (B + B’)), 
la somme A + A’ designant I’union des dew ensembles A et A’. 
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On a bien (A + [ID) - (B + D) = A - B, ce qui correspond a la simplifica- 
tion d’un facteur commun pour la s&e rationnelle 
&isi((A+D) -(rB+lID)) = &%,(A -!B). 
(les differences d’alphabets ne s’expliquent commodement que dans la theorie 
des X-anneaux dont Grothendieck [7] est le principal architecte; les fonctions 
de Schur sont alors interpret&es comme des foncteurs (polyndmiaux) de 
Schur, cf. [20, p. 74-841). 
La formule (1.2) peut se d&composer en chaque degre n (n E Z): 
(1.3) $,(A +A’- B - B’) = c S,(A - B).Sj(A’- El’). 
i+j=n 
Le cardinal de B &ant n, on peut ecrire le polynGme n, E B(x - b) sous 
la forme condende S,,( x - B) d’apres la definition precedente pour A = {x }: 
(1.4) S,,(X--B)=r’~+r”-lSI( -is)+ ... +r”S,( -B). 
On a de plus 
(1.5) j>O * s,,+j(-B)=o, s,+j(~-~)=~43,(~-~). 
Le reste modulo S,,(x - B) s’ecrit aidment: 
LEMME 1.6. Soient deux alphabets A,B, B de cardinal n, et m E H. 
Alors le reste de S,,,( x - A) module S,( x - B) est f2gfil h 
S,,,(B- A)d’,(x-B)+S,,_,@- A)+-B)+ ... 
+ S,,,en+@ - A)%,(~ - B). 
En effet, x - A = (5 - A)+(x - B), et done ‘S,Jx - A) = S,,,(B - A) 
+ ... +s t,rprl+l(’ - A).Sn-,(r - ‘)+Cj>oSnz-n-j(’ - A).Sn+j(x - B). 
Chaque terme de la dewibme partie de la somme est divisible par S,( x - B) 
d’aprits (1.5), alors que la premiere partie est un polyn6me de degri: au plus 
m - 1. 
L’inverse de la s&e rationnelle &‘S,(A - B) est la serie &‘S,(B - A); 
l’inversion des series correspond a l’inversion des matrices, et pour leurs 
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mineurs que sont les fonctions de Schur, i la transposition de leurs indices 
(cf. [20, p. 261): representant les partitions par des diagrammes planaires de 
boites, on a que la transposition est la symetrie qui &change lignes et colonnes 
J + .Z- . On a done, pour tout couple de partitions J, I: 
(1.7) S,,,(A - 5) = ( - l)“‘r’S,.,r-(B - A). 
On associe a 2p alphabets A r, . . . , A p, II3 l,. . . , B, et un element _Z E Z p, 
la multifonction de Schur 
(1.8) S,(A,- Et,,..., Ap-~p)=~Sjl~,,(A~-5~)/~~~*,~~p. 
La linear&i: (1.3) s’applique encore a de telles fonctions. Ainsi: 
(1.9) S,j,(D+A,-5,,A,-B,,A,-B,) 
On peut voir en le lemme suivant la clef de nombreux calculs en thkorie 
de l’elimination. 
LEMME 1.10. Soient p et q deur entiers: q < p, D un alphabet de 
cardinal q. Alors, la valeur de la multifonction de Schur S,(A r - B r,. . . , 
A p - BP) ne change pas lorsque 1 ‘on remplace duns les p - q premikres 
lignes tous les Sjl ,J A k - Bk) par Sjk-,z(A, - B, - D). 
Preuve. Pour tout i, S,(A - B - ID) = S,(A - B)+ S,( - lD).Si_,(A - 
Es)+ ... + S,( - ED) d’apres (1.3) et (1.5); la transformation a done consiste a 
retrancher a chacune des p - q premieres hgnes du determinant une combi- 
naison lineaire des q suivantes. 
COROLLAIRE 1.11. Duns le cas o& A,=x=D, et ozi j,~card(B,), 
notant J’= ( jl,. . . , jppl), j = jp, on a 
%(A,-5 ,,..‘, x-5,) 
=S,.(A,-IT+x,...,A,_,-BP_,-+Sj(x-B,). 
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En effet, la transformation (1.9) change la demike colonne de S, en 
sj+p_l( -Bp)>"'> Sj+,(-B,),Sj(x-lEBp),i.e.enO,...,O, Sj(x-B,)puisque 
j > card@,). Le dkterminant factorise done comme indiquk 
On peut aussi soustraire par colonnes lorsque parts et alphabets sont 
r&p&s, pour la m&me raison qu’en 1.10: 
LEMME 1.12. Soient p, q, r trois entiers, q + r G p, 1 E Zp tels que 
j,= ..a =jq+r, A,= ... = Aqtr, B,= .a. =Bq+,, [ID un alphabet de 
cardinal < q. Aloes la vakur de la multifonction de Schur S,(A 1 - 
If3 1,. . . , A p - Ebp) ne change pas lorsque 1 ‘on soustrait IID dans les colonnes 
q+l,..., q + T, i.e. lorsque 1 ‘on remplace uniformkment duns ces colonnes 
S,(A k - Bk) par S,(A k - B, - ID). 
Les fonctions de Schur peuvent 8tre dkfinies comme quotients de deux 
“ alternants”. C’Ctait d’ailleurs originellement le point de vue de Jacobi et 
Cauchy (cf. [20, p. 251): 
LEMME 1.13. Soient A un alphabet de cardinal, n, ] EN”, V la 
matrice n x 00 de Vandermonde [a’]” G i, n E A. Alors S,(A) = n/,/n/,,. 
On note aussi A(A) le mineur V,,, produit des diffkrences 2 ti 2 des 
&l&ments de A (c’est le Vandemwnde usuel). 
COROLLAIRE 1.14. Soient A un alphabet de cardinal n, J E N”. Alors 
S,+&) = &(A) -S,(A) 
o& J + 1” dksigne 1 ‘Gment ( j, + 1,. . . , j, + n) de N “. 
Soient A un alphabet et A -’ I’alphabet des inverses, i.e. l’alphabet 
{l/a, a E A}. La relation entre les fonctions de Schur pour A et celles pour 
A -’ est don&e par le lemme suivant: 
LEMME 1.15. Soient p et q deux entiers positifs, A un alphabet de 
cardinal p, J = ( jl,. . . , j,) une partition telle que j, ,< q, H la partition 
H = (q - j, ,..., q - j,). Alors 
S,(A -‘> = S&+,,(A) . 
On dispose sur l’anneau des polyn6mes d’opkateurs qui permettent de 
prolonger g cet anneau beaucoup des propri&% des fonctions symktriques. 
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Ainsi, a tout couple de variables (x, y), on associe la diffdrence divisde notee 
(a droite) dry, definie par 
(1.16) f(~>YA...bf~,,= 
f(X,Y,Z ,... )-f(Y,X,Z,...) 
X-Y 
La difference divisee rYxY commute g la multiplication par les fonctions 
symetriques en x et y et est compatible aux fonctions S, (cf. [16, 171): 
LEMME 1.17. Soient x et y dew variables, A et B deur alphabets ne 
contenant ni x ni y, n un entier duns Z. Alors 
S,,(xSA -B)d,,=S,_,(x+ y+A -5) 
2. MINEURS 
La formule (1.3) exprime que la matrice infinie s(A - lE!> = [S,_,,(A - 
B)l ,,, k ~ 1 est &gale au produit s(A).S( - l5) = s( - lB).S(A). On voit aisk- 
ment que cette factorisation s’etend a des bandes: 
LEMMA 2.1. Soient deur entiers p, q > 0, J E Z”, I E Eq. Alors 
%,,(A)~%,,~( - 5) = !+(A - 5). 
Binet et Cauchy ont exprime les mineurs d’un produit de matrices en 
fonction des mineurs de chacune des dew matrices. Pour la matrice S(A - l5), 
leur formule s’ecrit: 
LEMME 2.2. Pout tout p 2 0, tous I, I E zp, 
S,,,(A -5) = ~S,,H(A).%,,( - 5) 
H 
somme sur toutes les partitions H E Np. 
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De cette formule, ou bien de 1.10, on deduit l’expression fondamentale 
suivante de la resultante de dew polynbmes ll, E A( x - a) et lib E n( x - PI) 
comme determinant en les S,(A - U!B) (cf. [13; 20, p. 381): 
LEMME 2.3 (Cauchy). Soient A et B dew alphabets de cardinaux res- 
pectifs m, n. Alors la rkdtante %‘(A, B) des deux polytis n, E n(~ - a) 
et II bse(x-b) estdgaleri 
11 existe de nombreuses autres matrices dont le determinant est &gal a 
.%‘(A,B) (ou plus gen&alement, au P.G.C.D. des deux polyn6mes en cause, 
cf. [13, 24, 271); nous donnerons celle due a Bezout au $5. 
On peut aussi calculer la resultante par division euclidienne de ll(l - a) 
par ll( x - b). C’est dans Wronski (cf. [14]) que nous avons trouve la 
premiere expression des coefficients des restes successifs en terme des fonc- 
tions destinees a devenir de Schur (S, est la n-i&me Fonction-aleph de 
Wronski). 
LEMMA 2.4. Soint A et B dew alphabets de cardinaux m, n; alors 
(1) le premier reste est 
gl=S,,,(x- A)-S,(x-B)S,,_,,(x- A+B) 
=(-1) “’ - “Si”_, (n,pn+i)@ -x,...,B -x,B - A); 
(2) ci des facteurs f(A,B), g(A,B) p&s, le r-i&me reste est &gal ci 
~~=f(A,B).S,.~,,,_,+,,,(B-x ,..., B-x,B--A ,..., B-A) 
= dA3)( Scr+nr~np (B - A -x)&(x - A) 
- ( - l)m-nSrr+n>-n-~(A -B -+3,(x -B)]. 
Le developpement, dii a Laplace, d’un determinant suivant un sous- 
ensemble de colonnes s’ecrit aisement pour les fonctions de Schur. Par 
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exemple: 
LEMME 2.5. Soient p,qEN, FEZ, IEZ!~, A, ,,,., Ap+q des alpha- 
bets. Alors 
S~r”(Ap..,A .+,> = CC - ~)““S~,H-(A~,...~A~).S~~+H(A~+~~...~A~+~) 
somme SW to&es les partitions H: 0 < h, < * * . < h, < p, notant rq + H la 
partition h,+ r ,..., h,+ r. 
Les mineurs dune matrice ne sont pas independants; a fortiori il existe 
des relations algebriques entre fonctions de Schur du m8me alphabet 
(toutefois, les fonctions de Schur indicees par les partitions sont lintairement 
independantes). 11 est ici preferable de revenir a l’indexation usuelle des 
mineurs: pour i, j, k E Z, [ijk] designe le mineur pris sur les lignes i, j, k 
d’une matrice a trois colonnes. Etant don&es dew suites finies d’entiers 
H=(h,,..., hp)EP, K=(k,,..., kq) E H 4, HK dbsigne la suite concat&u?e 
(h 1 ,..., h,, k, ,..., kq) E BP+Q; si H est une sous-suite de K, K \ H designe 
la suite complementaire de H dans K. 
Les plus simples des relations entre mineurs appartiennent a dew familles, 
la premiere Ctant form&e de relations quadratiques, la seconde de relations 
determinantales; on trouvera dans [3] le puissant formalisme des algebres de 
Cayley qui permet de gtn&aliser ces relations. 
LEMME 2.6 (Relations de Plucker). Soient une matrice 00 X n, H, K 
deux suites dans Z, H de cardinal n - 1, K de cardinal n + 1. Alors 
c( -l)i[Hk,].[K\ki] =o. 
LEMME 2.7 (Relations de Bazin-Sylvester). Soient une matrice co X n, p 
un entier 0 < p < n, H, K, L trois suites: H, K E Z p, L E En-p. Alors 
REMARQUE: Lorsque p = 2, la relation de Bazin-Sylvester est le cas 
particulier de la relation de Plucker oh card{ H n K } = n - 2; c’est la posi- 
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tion favorite, qu’ils attribuent a Sylvester ou Jacobi, des spkcialistes des 
determinants de Hankel: 
(cf. [9, p. 5951). 
De la relation de Bazin-Sylvester decoule l’expression d’une fonction de 
Schur (eventuellement gauche) comme un determinant en les fonctions 
“ I equerre” S,,,,,,, (cf. [20, ex. 9, p. 30; 151) qui sont deja apparues dans 
l’expression du premier reste de la division de x”’ par S,( x - lB) (cas 
A = {O,...,O} de 2.4): 
(2.8) 9f1= ( - l)n-lSI"-l(R,_"+l)(B - x,...,lEFl - x,B) 
= C( - l)ix”-l-iSll(n,_n+l)(B)’ 
11 existe aussi un calcul “differentiel” relatif aux fonctions symetriques. En 
effet, d’aprts 2.2, pour tout H E E”, tout alphabet A, et toute indetermi- 
nee x, 
(2.9) S,,(A + x) = &‘s,,j(A). 
Cette for-mule doit se comprendre comme l’analogue de la formule de Taylor 
f(a + x) = Zr’f”‘(a)/i!, l’operateur S, + SH,I Ctant la “Mme d&iv&e posi- 
tive” de S, (cette derivation est bien definie sur I’anneau des polyn8mes 
symetriques, les {S,, H partition} en &ant une base h&air-e; considerant les 
fonctions symetriques comme des fonctions en les variables Gi = somme des 
i-&mes puissances, on trouve que I’operateur S, -+ SH,( est &gal a a,,/i, cf. 
PX 41). 
Le developpement 
(2.10) MA - x> = cc - 4i%,,4A) 
foumit la i-&me derivee negative S, + SH,il. 
On peut iterer: Sw,i,j (A) est le coefficient de x”yj dans le developpe- 
ment de S,,(A + x + y) et SH,i,,ij (A), le coefficient de ( - x)‘( - y)j dans le 
developpement de S,,(A - x - y); noter que SH,i,j Z SH,(i+ j, et que SH,il,i, 
zs H/I’fj’ 
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3. MATRICES DE HANKEL 
Une matrice d’ordre n, S,. = [S,+k_,,]lG,1,k6 n, constante le long de 
chaque diagonale, est dite matrice de Hankel (cf. les chapitres relatifs aux 
determinants persymhiques dans [21]). Les m premieres fonctions symbtri- 
ques elementaires Sj(A) d’un alphabet A de cardinal > m &ant algebrique- 
ment independantes, on peut sans perte de gC&ralitC supposer qu’il existe A 
tel que Si = Sj(A), ou bien encore qu’il existe dew alphabets disjoints A,B, 
card(A)+card(B) > m tels que Sj = S,(A - B), 16 j < m. 
Les mineurs de s&A) sont des fonctions de Schur, et done pour tout 
entier positif 9, la q-i&me matrices composee (9 th compound) de s,,(A), i.e. 
la matrice des mineurs d’ordre 9, a pour elements des fonctions de Schur 
de A. 
Avec les conventions d’ecriture du 91, et en utilisant (1.7), la matrice des 
n - 1 mineurs (matrice adjointe) peut se representer de deux manieres: 
LEMME 3.1. Soit S,,(A) une muttice de Hankel. Alum sa mutrice 
adjointe est 
=(-1) w+lwl)[S(“_ l)‘+L/(iGl)/(n-j)( - A)]l,i, j<n* 
COROLLAIRE 3.2. Soit 55,,.(A) une matrice de Hankel de diterminant 
# 0. Alors l’inverse de s&A) est la matrice 
Lorsque la matrice de Hankel a ses diagonales inferieures nulles (c’est le 
cas de S,,?,, pour p < n - l), des simplifications apparaissent. Par exemple 
Jagnow [ 121 considere le cas extreme p = 1 (avec un decalage dans les indices 
par rapport a 3.1): 
COROLLAIRE 3.3. La mutrice adjointe de S i,,+~(pb) est la mutrice 
['jn/i( - A)]04i. jgn-1' 
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Les elements de la matrice adjointe ‘sent done dans ce cas des fonctions 
quadratiques des coefficients de la skrie inverse EziSj( - A) de la s&e 
generatrice des elements de S(A), zzjSj(A). 
REMAFIQUE. Interprktant S, --f S,,, comme une derivation ainsi qu’en 
(2.10), et en utilisant que S~p+l~~~~,l~~~=Sp,,,p~p+l~,,,~p+l~, on a que la 
matrice adjointe de S,.(A) est le Wronskien des fonctions &I, 
Sp”-2(P+1)‘...‘SP(P+I)“~2,S~p+l)”~~. 
4. DIVISION ET MATRICE COMPANION 
Nous n’avons utilise jusqu’ici que les mineurs S,,, et non les matrices 
s . Le calcul matriciel, a priori plus riche, se reduit en fait (par adjonction 
d’%eterminees supplementaires) a des manipulations de fonctions symetri- 
ques dans le cas des matrices S,,. 
Considerons par exemple la matrice companion %‘(A) d’un alphabet A de 
cardinal m [ou si l’on prefere, le companion du polynbme S,,Jx - A)]. Pour 
m = 3, c’est la matrice 
Ptak [25, 261 prolonge cette matrice en la matrice companion infinie 
(4.1) q(A) = [S,o”l~l(A)I1.i.,,o~j 
Pour m = 3, ecrivant S, pour S,(A), le companion est 
[ 
s 000 s,, s2, %Kl smo %w . . . 
s - 10 s, S,” s, s, $0 . . . 
s s_, s, s, s, s, ... -2 1 
(S, = s,, = s,, = s_,, =S_,=S~,=O; ne pas oublier que Sja= -Sicj-i,’ 
sjOO= sll(j-2,)' 
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On note que la j-i&me colonne de %‘(A), j >, 0, est le reste de rj modulo 
S,,,(x - A) d’apres (2.8); en d’autres termes, %?(A) est le projecteur de 
l’espace des polyn6mes en XT sur l’espace des restes modulo S,( x - A) (de 
base {x~,...,x”‘-I}). 
La matrice s,,.,(A - B) est elle-m&me associee au reste, mais dans une 
base differente. P&k [25, 261 en donne l’interpretation suivante, se limitant 
inutilement au cas oti le cardinal de IFB est inferieur a m. 
PROPOSITION 4.2. Soient A et B dew alphabets, card(A) = m, et n un 
entier > card(B). Alors 
s .r,Oz,,(A - B) = sn”t(A -B).%(A). 
Preuve. La matrice s’nw,OV,l (A - tEk> est d’apres 1.6 la matrice des coeffi- 
cients des restes modulo Sn,(x - A) des polyGmes S,, j_ r( r - B), j > 1, 
dans la base {S,(x- A),..., S,, _ r( x - A)}. En d’autres termes, multipliant a 
gauche par le vecteur [S,_r(x - A)]rGicm, on a [S,_r(x - A)].S,m,Onr(A - 
B)=[S,(x-B),S,,+,(r-B) ,... ] modulo S,,(x- A). Or, pour tout ia0, 
S,+i( x - B) = xiSI1(x - B) d’apres (1.5). Le dernier vecteur est done 
SJX-B)[x0,x1,x2,... 1. Mais par ailleurs pour ce qui est du membre de 
droite de 4.2, 
[Si_,(x- A)].S,,.,(A -B).??(A)+,&-B)+“,...,r”‘~‘]G’(A) 
puisque %‘(A) est la matrice des restes des xi dans la base {x0,. . . , x1”-‘}. n 
En considerant les mineurs maximaux de la matrice S,,,,,.(A - B) on 
obtient lorsque n est le cardinal de B le corollaire suivant qui est fondamen- 
tal en thkorie de l’elimination puisqu’il per-met la division par la resultante 
9(A,B). 
COROLLAIRE 4.3. Soient A et 173 deux alphabets de cardinaux respectifs 
m, n, etJElW”‘. Alors, avecn”‘+J=(n+ jl,...,n+ j,,) ona 
$.,+,(A -B) = .%‘(A,B)S,(A). 
En fait, on peut Ctendre la precedente factorisation a des determinants 
plus generaux, ne serait-ce qu’en jouant sur la symetrie en A et B. 
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5. BEZOUTIENS 
A toute paire (A,B) d’alphabets de cardinaux m, n: m < n, i.e. a toute 
paire de polyn8mes S,,(x - A), S,(x - B), Bezout associe une matrice d’or- 
dre n, .G&z(A,EB) qui est la matrice des coefficients de n polynames de 
degre < n - 1 [ces polynomes sont les restes de S,(x - IB). S,( x - A), . . . , 
S, _ 1(x - IEB) . S,,,( x - A) modulo S,( x - E8)]. Le determinant de cette matrice 
est la resultante .%‘(A, B). Cayley [2] a remarque que .%&(A, B) est la matrice 
de la forme quadratique 
(5.1) 
S,,r(r - A)$(Y -B) - S,(y - A&(x - B) 
X-Y 
en les variables x0 ,..., XT”+‘; yn ,..., y”-‘. 
De nombreux auteurs ont exhibe les matrices par lesquelles multiplier 
.?&z(A,B) pour retrouver l’une quelconque des matrices classiques dont le 
determinant est + %‘(A, B). Ainsi: 
LEMME 5.2. %z(A,B) = S,.( - B).S,,.(B - A).+( - lE3). 
Preuue. On a vu en 4.2 que S,@ - A) est la matrice des restes 
modulo S,(x-IEB) des polyn6mes S,,,(x-- A),r.S,(x- ph),...,~“~‘.S,Jx- 
A) dans la base { S,(x - B),. . ., S,_ 1( x - E3)). La matrice des restes de 
S,(x - 5).S,,,(x - A) ,..., S-,(x-fB).S,(x- A)danslabase{x”,...,x”-‘} 
est done S,.( - E). S,,,(B - A).S,.( - B). n 
Le Bezoutien est la matrice du morphisme compose de la “multiplication 
par S,,,(x - A)” par le “reste modulo S,(x - B)” dans une certaine base de 
l’espace .9’,,, ~ 1 des polyn6mes de degri: < n - 1. Dans le cas ou les elements 
de x - I5 sont distincts, .P,,_ 1 admet pour base les polyn6mes { Pb(x) = 
S,(x - B)/(r - b)],,,. Dans cette base, le Bezoutien est diagonal: en effet, 
P~(x).S,,(X - A) = S,,,(b - A).P,( ) x module S,(x - IEI), puisque Snl(x - A) 
= S,,( b - A) modulo x - b. On retrouve ainsi sans calcul qe le determinant 
du Bezoutien est Cgal a FI ,,,S,(b - A)= f .!Z(A,B). 
L’inverse de la matrice S,.(B - A) peut Gtre consider&e comme une 
matrice de Bezout: 
TH~OR~ME 5.3. Soient B et A deux alphabets de cardinaux respectifs 
m, n. Le Bezoutien de .!+_,,.,(A -B + x) et S,(x - B) est la matrice ad- 
jointe de S,,,.(B - A). 
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Preuve. S,,,_,,.Jy+A -B)~S,(x-B)=S~“_,,“,,(r+y+A -03 ,...) 
x + y + A - B, IX - U3) d’apres 1.11. L’image par la difference divisee axy de 
ce polyn8me est, d’apres 1.17, S~,_rrVZ+~(x + y + A - B,. . . , x + y +A - Et, x 
+ y - B), i.e. S,,_ ,)V,,+ ~(r + y + A - !B) puisque l’on peut soustraire A dans 
la derniere colonne d’apres 1.12. Developpant par rapport B x et y, on ob- 
tient que le Bezoutien etudie est &gal a ES,,_ ~,“‘+L,~,~(A - B). x’yj, i.e. a 
E( - x)‘( - Y)jS(,,,,,,. ~,r,,rt(15 - A) ainsi que voulu d’apres 3.1. N 
Ce theoreme est don& par Heinig et Jungnickel [8, theoreme 2.11 dans le 
cas m < n - 1, et dans le cas m = n par Fuhrmann [S, thboreme 1.11. 
L’adjointe de la matrice plus gknerale s&B - A), ou k et r ne sont plus 
les cardinaux de B et A, s’interprete encore comme la matrice de la forme 
quadratique S(,_r)k+~(x + y +A - IEB) en 1, x ,..., xrP1,l, y ,..., y’-‘, mais 
cette dernibre n’est plus un Bezoutien. 
L’inverse d’une matrice de Hankel est done un Bezoutien, mais I’inverse 
d’un Bezoutien n’est en general pas une matrice de Hankel. Cependant 
Jacobi [ 1 l] a obtenu le rtsultat suivant, lorsque le determinant du Bezoutien 
est nul: 
PROPOSITION 5.4. Soient A’, B’ et c des alphabets disjoints de cardinaux 
respectifsn-l,n-l,letA=A’+c, B=B’+c. Alorslamutriceadjointe 
de .G&(A,lE!) est une matrice de Hankel. 
Preuve. La matrice adjointe de S&B - A) s’interprete d’apres 3.1 
comme la matrice de la forme quadratique S,, _ r)” + I( x + y + A - !5); comme 
A - B = A’ - B’, on reconnait en cette demiere la resultante 
9(x + y +A',B') 
= 9(A’,B’)&‘(x + y,W) 
i 
n-1 n-1 
=9(A’,W). c x n-l-is;( _ B’) C yn-l-isj( _ B’) 
0 0 
Multipliant gauche et droite par S,.(B), d’apres 5.2, pour obtenir la matrice 
adjointe de G&z(A,B), et tenant compte de ck = S,(B - IEB’) =CS,_i(~). 
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Si( - B’), on trouve finalement que l’adjointe de B’a(A,B) est .B(A’,B’). 
[CR-i’CjlO~i,j~r~-l~ qui est bien une matrice de Hankel. n 
Netto [22] a g&&ralisi: la proposition prbchdente au cas oti le P.G.C.D. de 
S,( x - A) et S,( x - B) est de degr(? sup&ieur g 1. 
6. INTERPOLATION RATIONNELLE ET 
POLYNOMES ORTHOGONAUX 
Les fonctions utilisCes aux paragraphes 3,4,5 apparaissent dans d’autres 
domaines (mathkmatiques). Nous ne donnerons que dew exemples. 
Nous suivrons tout d’abord Jacobi [ll] qui exprime numkrateur et 
d&nominateur d’une fraction rationnelle n(l - .zb)/n(l - za) comme des 
dhterminants en les coefficients de cette fonction. 
PROPOSITION 6.1. Soient A et B dew alphabets disjoints de cardinal n. 
A lors 
9?(A,B). n (1-bz)=z”S 
b E B 
L2(A,iB). n (1 - az) = 2”s 
,I E A 
..+~(B-A+++). 
Preuve. 1.10 et 1.12 nous autorisent A soustraire A g la premiere 
ligne, et l/z dans toutes les colonnes, sauf la premikre, du dCterminant 
S,.+ ,(A - B + l/z). La premibre ligne est transformbe en S,( l/z - B), 
S,, 1( - B) = 0, . . . , S,, J - B) = 0. On a done la factorisation 
S,.+l(A - I5 + l/z) = $,(1/z - B).S,.(A - B). L’Cchange de A et B donne 
pareillement S,,#$+ I@ - A + l/z) = S,(l/z - A)~S,.(B - A). n 
Une preuve encore plus simple consiste g remarquer que 9?(A + l/z, B) 
= B’(A) B) . II( l/z - b), et done que les dbterminants foumissant numerateur 
et dknominateur de la fonction rationnelle ne sont autres que l’expression 
2.3 de Cauchy de la r&&ante pour la paire d’alphabets (A + l/z,B) et 
(A, B + l/z ) respectivement. 
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REMARQUE 6.2. Utilisant 1.7, 1.11 et 1.12 on a aussi 
.z _“P( z) = s”,+l ( A-B+A A-B 2’ ,...,A-~i=Slnill..(B-A-~~ 
=S(n+l)“” B-A )...) B-A,;) 
i 
et les expressions similaires pour Q(z), 
Soient maintenant A un alphabet (que l’on suppose infini, les fonctions 
symetriques en un alphabet infini pouvant se dkfinir aisement, cf. [20, p. 241; 
sinon il faut limiter les &non&s suivants aux degres infbrieurs i card(A)), p 
un entier > 0, p la fonctionelle lineaire: Vn > 0, I = S,+,(A). Alors (cf. 
[ 11) les polytimes orthogonuur pour p (uniques a des scalaires X n p&s) sont 
les {P,(x)=S,.+,,.(A -x)}, les p Zy 0 n&es ussocifk sont les {Q,(y) = 
,,+I(A + y)}, et enfin les rwyaux reproducteurs sont les { K,(x, y) = 
culti. reproductrice de K ,,( x, y c 
+p) “+,(A)}. Demontrons par exemple la fa- 
LEMME 6.3. Pour tout polyn&ne T(x) de degr6 < n, 
p(K,(x, y).T(x)) = T(Y). 
Preuve . 11 suffit de demontrer l’assertion pour une base de polynsmes, 
par exemple 
D’apres 1.12, le produit SCn+p+lj” (A - x - y)-Sj(x - y) est &gal, si j 2 1, B 
S (n+p+l)“jtA - YT”‘> A - y, x - y). Son image par jr est SCn+p+lj”Cj+pj(A - 
y) puisque, pour tout k > 0, p( xk-‘( x - y>) = S,+,(A) - YS~+~_,(A) = 
, . 
Sk+&A - Y ). Le detet+mlnant Scn+p+ l)n(j+p) est nul pour 0 < j < 12, ayant 
dew colonnes identiques, et done Cgal comme voulu a la valeur de la fonction 
Sj(x - y) pour x = y. Enfin, SCn+p+ij.(A - x - y) = SCn+p+ijnO(A - y...., 
A - y, x) a pour image par p la fonction SCn+p+lj”p(A - y,...,A - y,A) = 
(-l)Y5(,l+p)“+l(A,A -y,....A -y)=(-l)“SC,+,,.+I(A). w 
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Remplac;ant A par A - B et choisissant pour p les valeurs appropriees, 
on reconnait en les P,,, Q, et K, les fonctions rencontrees en 2.4,3.1,5.2,6.1. 
7. RECURRENCES ET SYSTEMES LINEAIRES 
Le paragraphe 3 foumit la solution theorique de I’inversion d’une matrice 
de Hankel. Pour en deduire des algorithmes, il faut faire appel aux relations 
entre les fonctions de Schur impliquees. Par exemple, Trench [28, p. 2071 
bnonce: 
LEMME 7.1. Soit S,. une matrice de Hankel d’ordre n. Alors les 
klbments de la matrice adjointe v&f&mt la rbwrence 
o& Cl est la partition n”. 
Preuve. La formule est en fait vraie pour tout Clement Cl = (pi,. . . , p,) 
de N n, et n’est qu’un cas particulier des relations de Plucker. La seule 
difficulti: consiste a identifier les mineurs en cause, une fonction de Schur 
pouvant 6tre consider&e comme un mineur de multiples matrices. Soit done la 
matrice cc X n 
s PI sp2+1 ... Sp,+n-1 
i: ! 
S S . . . PI-1 P2 S p,in-2 . 
f I 
Alors la fonction So/rl,r est le mineur [12. . . n - in - i +2. . . n + 13 de 
cette matrice, So,,, le mineur [0 . . . n - j - 1 n - j + 1 . . . n], So,i”,i,+~ le 
mineur [ 1 . f . n- j-ln- j+l...n+l] et enfin So,i8-~ le mineur [O... 
n - in - i +2.. . n]. La relation de Plucker 2.6 avec H = (0. . . n} \ 
{n- j,n-i+l}, K={l..e n + 1) se reduit aux trois termes [0 . . . n \ 
n - i + l].[l . . . n+l\n-j]-[O.+.n\n- j].[l...n+l\n-i+l] 
+[{O*. . n+l}\{n- j,n-i+l}]~[l...n+l\n+l] et done, en sup- 
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posant i < j pour fixer les id&es, le membre de droite 
S q /1Jrn’2’ S O/l”’ Par ailleurs, d’apres 2.2, on a pour tout A 
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de 7.1 est egal a 
= C( - l)i+‘s,,,,~,,(A). yy 
I I 
++r ) 
x’ x1+1 
la derniere egalite resultant du lemme 1.13 pour un alphabet de cardinal 2. 
Finalement, So/i, a2, = So,i,,ii - Sb,i,+~,i,+~, ce qui conclut la ddmonstra- 
tion. n 
Une autre mbthode d’inversion consiste a exhiber des paires de vecteurs 
(V, W ) solutions de l’equation 
(7.2) QV = w. 
11 suffit en fait de dew solutions dans le cas des matrices de Hankel. 
Par exemple, Fuhrman [5, for-mule (1.7)], donne: 
LEMME 7.3. Soient n un entier, El la partition (n + l)“, I-I la matrice 
s ,,n. Alors 
WV= ( - l)“-ls,,l”w 
ozi V est Ze oecteur (S,, -So,l,...,( -l)n-lSO,l”-l) et W Ze uecteur 
(S~2,,,..., %,+I). 
Preuue. Ajoutant une colonne a la matrice I-U, il est equivalent de 
montrer 
S,, . . . s2n 
[: I 
: [s,,..., 
S, ... S”+l 
( - 1) nso,lJ - = 0. 
Or, vi E E, le developpement de S,, + l)nCn ~i) suivant sa demikre colonne est 
Cgal a SJ,, pi - S,,,S, _ i+ l + . . . + S0,1”S2n_i; par ailleurs, cette demiere 
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colonne est identique g la n - i + l-i&me lorsque 0 G i G n - 1, ce qui donne 
les n nullit& requises. n 
LEMME 7.4 ([S, thkorl?me 1.21). Soient n un entier, 0 la partition nnP1, 
W la matrice S,,n. Alors 
w[s,, -s, ,,‘...‘( -1)“~‘s,,,.-I]-= [s,n,o ,..., 01”. 
Preuve. De la mEme man&e qu’ep 7.3, le membre de gauche est &gal 
au vecteur [Sn”~~n,Sn,,~~(n_-l),..., S,,-LJ dont seule la premibre composante 
est non nulle, les autres composantes Btant des dkterminants ayant dew 
colonnes &p&es. w 
LEMME 7.5 [lo, p. 1481. Soient n un entier, 04 = S,., V = [V,, . . . , V,,]-, 
W les solutions des deux systbnes 
WV= [s,.,o )...) o]^, ww= [o ,...) 0,sJ. 
Alors 1 ‘adjointe de E-U, multiplide par le facteur S,.-I, est &gale d la 
diffhence de produits de matrices 
I6 = [~~j+l]i,j'[Wn+i-j]i,j- [W-j]i,j*[Vi-j+n+l]i,j 
O<i, j<n-1, enposant q=Wi=O pourlesig0 et lesi>.n+l. 
Preuve. D’aprks 7.4, V. = ( - l)j-$-l , I; similairement, Wj = 
(- l)j-ls~,,+l)“~‘,l,-L. La mat&e K est done k&e B 
0 < i, j < n - 1, en posant Sr,~k = 0 si k -C 0. 
Au signe prb, 1’Gment (i, j) de Dd est 
avec 0 = (n + l)n-l, en tenant compte de ce que So,l.ml = S,.-l. La relation 
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7.1 montre que cette somme est &gale a So,i~-~,i.~jSo,i.-~, et done que la 
matrice K de Iohvidov est l’adjointe de S,. au facteur S,.-I pres. H 
Par exemple, pour n = 4, ecrivant J/Z pour S,, et * pour 0, on a 
444 . . 
- . K= [ 344 444 
. - 444 - 555 
’ . Ii 445 455 - 444 445 - 455 
334 - 344 444 * . . - 444 445 
- 333 334 344 - 444 . . . - 444 
- 
[. - 455 45 - 555 4 ’ . 555 . ’ . * I[ . - 333 . - 334 3. - 344 33. I 
- 444 1 
444 - 445 455 - 555 
- 344 445/ 1 - 455/l 455 
= 
334 - 445/H 455/H 1 - 445 * - 333 445/w - 455/111 444 
LEMME 7.6 [23, formule 321. Soient A un alphabet, k et n deux entiers 
positifs, 0 Za partition (k + l)n-l, HI la m&rice S,.(A). AZors W[S,(A - l), 
- S&A - l), . . . ,( - l)“S,,,.+I (A - 1)j = ( - l)“-‘S,,(A)+, 1,. . . , l]-. 
PREUVE. Le membre de gauche, par le mime cakul qu’en 7.3, est igal 
au vecteur 
[%k(A - 1 ,..., A-l,A) ,..., S,,+,_,(A-l,..., A-l,A)]-. 
Or, developpant par rapport a IID = { 1) d’apres (1.9), on a I’egalite 
S,,(A -l,..., A - 1,A) =Cy:,i( - l)iSk,Ck+i)“~~-zj(A) pour tout j dans Z. Si 
1~ j < n, il ne reste dans la somme precedente qu’un seul terme non nul, a 
savoir ( - l)fSk,Ck+lr~~~,j (A) = ( - l)“- ‘S,,(A). n 
On peut lier les composantes des vecteurs 7.3 et 7.4 a l’interpolation 
rationnelle. Soient comme en 6.1 dew alphabets A et B de cardinal n; les 
polynbmes P(z) et Q(z) font intervenir 5 = So,,(A - !5) qui ne figure par 
contre pas dans la matrice S,.(A - B), laquelle ne comporte que les 
S,(A - It%), 1 < j ,< 2n - 1. Fuhrman [5] isole ce “parametre” surnumeraire 
et developpe en fonction de 5. 
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LEMME 7.7 [5, corollaire 1.31. Avec les hypothbes de 6.1, PO et Q,, 6tant 
les valeurs de P et Q pour .$ = 0, on a 
Les facteurs de 5 dans les expressions de P et Q sont les multiplicateurs 
d’Euler/Bezout dans l’expression 2.4(2) de a,,, c’est-a-dire, de la resultante 
de S,( x - A) et S,( x - l5), avec x = l/.z. Le developpement de Q(z) suivant 
les puissances de z foumit les fonctions * S(n+lr.,l(A - B) intervenant au 
lemme 7.3; celui de (Q - Qa)/t exhibe les fonctions S,.-,,,,(A - B) du 
lemrne 7.4. 
L,es fonctions que l’on trouve au lemme 7.6 sont Ii&es a la n-i&me 
transfmke de Shanks de la suite (S,(A)); par definition (cf. [l]), la n-i&me 
transform&e de Shanks est la suite (Skn(A)/Sck+ljn-~(A - 2)), oti 2 doit 8tre 
compris comme la specialisation de l’alphabet { x, y } pour x = y = 1. Comme 
S (k+ l,nm~(A - 2) = C( - l)jS~,+,,,~,,,,(A - l), on a bien la le lien annond. 
8. SERIES DE LAURENT ET DIFFERENCES DIVISEES 
Tous les calculs precedents peuvent Qtre interpret&s comme l’etude des 
determinants isobares en les coefficients d’une fonction rationnelle, ou de 
man&e Bquivalente, en les elements d’une suite r&rrente. Historiquement, 
il semble que les premiers de ces determinants se soient present& chez Euler 
a la recherche d’invariants de suites r+currentes. 
Le passage aux series de Laurent conduit a d’autres prop&t&. 
Etant don&e une s&e de Laurent XT ZzjL j, on lui associe comme en 
(1.1) la matrice infinie L = [Lk_h]h,kal et l’on se propose d’inverser les 
matrices I_ P,I. Le calcul du paragraphe 3 reste bien entendu valable, mais on a 
une prop&G de dualite supplementaire obtenue par Trench [28, theoreme 21 
qui permet de determiner si la matrice ILr,n est inversible a l’aide dun 
determinant d’ordre stable quand n tend vers l’infini. 
PROPOSITION 8.1. Soient p, q, r, n des entiers positifs, A, B, D des alpha- 
bets finis, card(A) = r < n, card(B) Q n, card(iID) = p + q. Soit X:‘zziLi 2~ 
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&tie de Laurent 
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AZors le ddterminant de L,,, est &gal ci 
L,. = 
MA) 
n 
,,Ei\,6E.(1_ab)S,4”P(CD- A-‘,..., D- A-‘,D-B )...) D-B). 
4 P 
Nous ne donnerons pas la demonstration de cette proposition, qui peut se 
faire bien entendu a l’aide des fonctions symetriques. Prealablement toutefois, 
il faut tronquer la serie de Laurent pour n’avoir a manipuler que des 
polyn6mes au lieu des series 
(8.2) 
Lj=Sj(A)+Sj+,(A)S,(B-D)+Sj+B(A)S,(B-D)+ . . . . ~EH. 
Trench donne, dans le cas ou tous les d E D (i.e. ou tous les zeros de ;a sdrie 
de Laurent sont distincts), un determinant en les S&d - A -‘) et S,(d - 03) 
qui diffbre de celui que nous donnons par le facteur A(D). Pour permettre 
ensuite des multiplicb d = d’ = d” = . . . , il divise par les Vandermondes 
partiels (d - d’)(d - d”)(d’- d”). . . , ce qui revient a remplacer des 
polyn6mes S,(d - A - ‘) et Sj(d - 5) par leurs d&i&es succesives. Nous 
avons pour notre part employe plutot les Sj(lCD - A-‘) et S,(D - B), Cchap- 
pant ainsi B toute difficuhe Ii&e aux multiplicites. 
La decomposition (8.2) signifie que la matrice Lpm,O” factorise en le 
produit S,~,02~(A)~Soxl,o~l( B - ED)*, et done, grke B Binet-Cauchy 
(8.3) Lp” = ~S,(A)4,+,.(B - ID) 
1 
somme sur toutes les partitions I E N”, Z + p” designant (i, + p,. . . , i, + p). 
Rappelons que pour tout couple d’alphabets A, B dont au moins l’un des 
dew est de cardinal < n, on a la formule de Cauchy suivante (equivalente a 
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2.3, cf. [20, p. 381): 
(8.4) 
somme sur les partitions 1 E N n. 
La simple perturbation, necessaire au calcul 8.1: 
(8.5) S,(A)S,@) + S,WS,+,4~) 
est malaisee a prendre en compte si l’on ne dispose que de la theorie des 
fonctions symetriques. 11 est preferable d’utiliser les differentes actions du 
groupe symetrique sur l’anneau des polyn8mes (cf. [16, 17]), par exemple les 
differences divisees, ou bien les symetriseurs isobares suivants: 
DEFINITION 8.6. Pour tout couple de variables x, y, soit a,, la transposi- 
tion de x et y; alors le symetriseur rXxy est l’endomorphisme, note a droite, de 
l’anneau des polynomes suivant: 
f- 
X.f - Y.f”Y 
= 
X-Y 
f?T,y- 
LEMME 8.7. 
(1-x)-‘7&= (1-x)-‘(l- y)-‘, 
(I-w))‘?r,,?r,,= (1-x)-‘(1-y)-‘(l-z)-‘, 
Preuve. Une fois remarqui: que l’operateur rXxy commute avec la multi- 
plication par les fonctions symetriques en x et y, on est ramene a verifier 
l’identite [r/(1 - x) - y(1 - y)] (x - y))’ = (1 - r)-‘(1 - y)-‘. n 
Une des proprietes les plus importantes des operateurs n (et aussi des 
differences divisees) est que les fonctions de Schur en sont des fonctions 
pqwes; une fois exprimes les operateurs T en terme de permutations (cf. 
[16]), la proposition suivante decoule directement de l’expression 1.13 des 
fonctions de Schur. 
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PROPOSITION 8.8. Soient If! = { b,, . . . , b,+, } un alphabet de cardinal 
n + r, Z E h’, J E IV”, sru le produit de symetriseurs (srt+, . . . T~,+,_,~,+,)~. 
Abrs 
S,(b,+,+ ... + b,+,)S,(b,+ ... + b,)a,=S,,(B). 
On peut maintenant calculer sans manipulations determinantales les 
fonctions (8.3): 
PROPOSITION 8.9. Soient deux alphabets A et B de cardinaur quelcon- 
ques, p, n des entiers positifs. Alors la &tie 
somme sur les partitions J E N”, est une s&e rationnelle 
n ucA, bEB(l-ab). 
de d&ominateur 
,, }. La factorisa- Preuve. Posons B’= {b, ,..., b,}, B”= {b,,, ,..., b,, 
tion 1.14: S,+p,, (B’) = S,.(B’)~S,(iEi’) et la for-mule de Cauchy (8.4) entrainent 
(8.10) 
S&V 
&“‘S,(A)S,+p”(B’) = n,= A, bcB,(L _ &) 
somme sur to&es les partitions J E N “. 
L’image du membre de droite de (8.10) par re, prealablement multiplie 
haut et bas par n,, E A, B,e,(l - zab) = C( - z)‘HISH-(A).SH(B”), somme 
sur toutes les partitions H E N’, est &gale, d’apres 8.8 a 
puisque le denominateur FI, E A, b E B(l - zab) est une fonction symetrique 
en B, done un scalaire pour ~7~. 
Par ailleurs, l’image par rra du membre de gauche de (8.10) est la fonction 
cherchee I~z~~~S,(A)-S,+,.(IB). n 
Comme on vient de I’illustrer, Ies operateurs rr permettent de calcufer des 
series de Laurent a partir de series plus simples, en accroissant le nombre de 
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piYes. Nous ne dbvelopperons pas ce point qui now Ccarterait trop des 
propri&% des matrices de Hankel. 
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