Lee and Drysdale [13] and Sharir [16] have given suboptimal
. Results of Aurenhammer's [3] and Chazelle's [9] show that if the sites are spherical then the diagram can be constructed in time ¢ £ ¦ ¥
, but £ ¦ ¥ has yet to be determined for more general classes of site.
The sites are assumed to be compact and semi-algebraic of bounded algebraic complexity. For the sake of simplicity we assume that the sites are strictly convex and rounded (having no sharp corners nor edges). Assuming strict convexity simplifies the analysis, as does the roundedness assumption, though the latter is neither necessary nor restrictive.
Introduction
Given a set closed, bounded, and convex [14] . For a general survey of Voronoi diagrams and their applications, see [4] .
In two dimensions the complexity of constructing Voronoi diagrams is well-understood. Of particular interest is calculating the Voronoi diagram of polygonal sites, and optimal 2 4 3 $ & 6 5 8 7 @ 9 A & C B
construction times have been achieved [18, 11] . Both these algorithms adapt to computing the Voronoi diagram for a set of circular sites in two dimensions.
Naturally, one wants to develop algorithms for constructing Voronoi diagrams in three dimensions. It seems that the simplest case to consider, apart from point-sites which are fully understood, is the case of spherical sites. Here the complexity of the diagram is known to be , from a reduction to convex polyhedra in ' ) E [3] , and an optimal algorithm for their construction [9] . So the case of spherical sites is also understood.
However, these reductions for spherical sites can hardly furnish algorithms for polyhedral sites, where the complexity of the Voronoi diagram is as yet not settled. We continue, therefore, to study how more mainstream 2-dimensional methods can be adapted to three dimensions.
We base our algorithm here on Sharir's method for circular sites in two dimensions [16] , which itself is a modification of Lee and Drysdale's method [13] .
For the rest of this paper we shall be considering a set The trisector is a 1-dimensional curve, possibly with several connected components (see Figure  1 ). There is a bound on the number of components since sites are semi-algebraic of bounded algebraic complexity. 3 Frustums, the convex hull, and the inward projection of cell boundary
Our algorithm is classical divide-and-conquer, partitioning % into two sets, calculating the diagrams for each, and combining the results into one diagram. Later in this section (paragraph 3.15), the output of the algorithm will be specified fully.
The algorithm needs the Voronoi cells to be divided into simple pieces which will be called frustums. When combining two Voronoi diagrams, pairs of frustums will be processed. The combining process will be initiated from certain points called starter points, and it will be necessary to find the frustums containing the starter points in each diagram. Hence we need a point-location method for frustums. , using the inward projection (2.5). This map is not necessarily surjective: where it isn't, the site meets the boundary of the convex hull. Convex hulls are discussed extensively in [7, 17] . 
The set on the right is the closed halfspace bounded by and containing p , which implies that
, so`is a exposed boundary point. Q.E.D. 
. The boundary of
is composed of exposed facets on site boundaries, tunnel facets, and planar facets (triangular facets) meeting three sites. See [17] . Exposed facets are connected components of the exposed region, tunnel facets are surfaces generated by line-segments touching two sites, planar facets are bounded by triangles, and facets meeting four or more sites are ruled out by general position (2.12). Proof. The point`is in the boundary of the hidden region. Therefore there exists a sequence`Á of point in the hidden region converging to`. By Lemma 3.3, there exist (unique) points . Therefore the exposed facet boundaries can be decomposed into edges and vertices, where the edges are part of seams and the vertices are corners of planar facets. twice, and the order of these intersection points fixes an anticlockwise order between the unbounded components, and also an anticlockwise order within the unbounded components. This order is independent of Õ , if Õ is sufficiently large, and induces a corresponding order on the boundary of
is on an infinite 'branch' of a Voronoi edge bounding
Ë . An unbounded edge with no incident vertex has two branches, an unbounded edge with an incident vertex has one, and it corresponds to a unique seam vertex (Lemma 3.9). 
®
For each face, its boundary components, in cyclic order for the Jordan-curve components, while the unbounded components are presented together in cyclic order as discussed above.
For each unbounded branch as discussed above,
For each face, its two incident cells.
For each edge, its three incident faces and cells and its bounding vertices (at most two).
For each vertex, its four incident edges, six incident faces, and four incident cells.
A network representing the infinite branches and their incidence relationships, that is for each branch (vertex at infinity) a record describing the three adjacent edges at infinity, on the three incident faces, and for each edge at infinity, a record describing the two vertices at infinity which it connects. Proof. That is, the faces, edges, and vertices can be copied in linear time, and their incidence relations generated in linear time. Faces, edges, and vertices can be copied through the various lists mentioned above.
For each edge, there are two incident faces on w d S , and they can be extracted immediately from the three faces incident in 7 F 3 % t B
. Also, the vertices incident to each edge are available. to combine them along the contour, leading to an
construction of 2-dimensional Voronoi diagrams [16] . 
Proof. Divide the recurrence by
. Informally put, the solution is The recursive routine needs to construct the contour by developing it locally. It is necessary to furnish starting points from which to develop the contour, one for each contour component. Proof. The ideas in [13, 16] work well. We take all the sites in , and connect them to sites in , so the line-segments connecting them necessarily cross the contour. Proof. The boundary of each frustum has bounded algebraic complexity, and each frustum contains at least one of Up to now the semi-algebraic character of sites has not been used. Now, The question of finding the frustums containing contour starting points is deferred to Section 5. . The boundary of l À T ò can be calculated. This boundary is incident to other frustums, which can be marked for later processing. Generally during the processing, the boundary of that part of the contour component already developed is retained, with incidence relation connecting it to the frustums in 7 F 3 t B and 7 F 3 ¤ B
, and a queue of frustum pairs incident to this boundary is retained. As a frustum pair is removed from the queue, the boundary of their intersection with the contour is computed, and used to adjust the developing boundary.
Next we estimate the overall cost of computing the contour. 
Two unbounded branches of an unbounded edge are adjacent along a face in the sense given paragraph 3.15 if and only if they are connected by a chain of frustums intersecting the face, the chain not meeting another branch between them.
Thus the features of 7 F 3 % t B
, and their incidence relations, can be computed from the frustums and starting points in time
overall.
Cavities and the quad subdivision
In this section we consider how to construct the quad decomposition on which the frustums are based. 
taking each boundary point`to the outer unit normal at that point, is a homeomorphism. [8] for triangulating a simple polygon provides a quad decomposition for simple polygons, and it can be adapted to our problem here where the polygons are not piecewise linear but piecewise algebraic of bounded degree.
More generally, the bounding polygons can be combined into one which can be processed by Chazelle's algorithm, within the stated time-bound. See [5] .
See also [2] .
We shall prove that the sum of all the , where the sum is over all hidden faces (projected from cell boundaries). The total number of vertices and edges on the exposed facets is bounded by the complexity of the convex hull [10, Chapter 11] . A monotone subdivision of the plane is a subdivision into monotone regions.
In [10, Chapter 11] a planar-point location structure is built for monotone subdivisions. The construction is given for straight-edge subdivisions without vertical edges, but it is remarked there that the method applies generally, in particular to our graph These results follow from the theory of cylindrical cell decomposition [15, 6] . 
