Data assimilation algorithms combine a numerical model with observations in a quantitative way. For an optimal combination either variational minimization algorithms or ensemble-based estimation methods are applied.
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The computations of a data assimilation application are usually far more costly than a pure model integration. To cope with the large computational costs, a good scalability of the assimilation program is required. The ensemble-based methods have been shown to exhibit a particularly good scalability due to the natural parallelism inherent in the integration of an ensemble of model states. However, also the scalability of the estimation method -commonly based on the Kalman filter -is important. This study discusses implementation strategies for ensemble-based filter algorithms. Particularly efficient is a strong coupling between the model and the assimilation algorithm into a single executable program. The coupling can be performed with minimal changes to the numerical model itself and leads to a model with data assimilation extension. The scalability of the data assimilation system
Introduction
Ensemble-based data assimilation algorithms are applied to combine numerical models with observational data for various applications like in meteorology, oceanography, or in the problem of history matching in petroleum research. The algorithms are typically variants of the Ensemble Kalman filter (EnKF, Evensen, 1994; Burgers et al., 1998) . The computationally most efficient methods are currently the so-called ensemble-square root Kalman filters (EnSKF). Several of these methods have been developed and classified over the recent years (Bishop et al., 2001; Anderson, 2001; Whitaker and Hamill, 2002; Evensen, 2004; Tippett et al., 2003; Nerger et al., 2011) . For stongly nonlinear applications, particle filters are of growing interest (see van Leeuwen, 2009 ).
All EnSKFs use an ensemble of model state realizations to estimate the error of the model state. A prediction of the error at a future time is computed by integrating each ensemble state independently by the model. The integrations are typically performed until observations are available. At this time, the information from the observations and the ensemble are combined by performing an analysis step based on the Kalman Filter (Kalman, 1960) .
The quantitative combination of both information sources is computed using the estimated errors of the observations and the ensemble covariance matrix.
All ensemble members are updated in the analysis step resulting in an analysis ensemble that represents the new state estimate and the corresponding errors.
Typical ensemble sizes in EnSKF applications are between the order of 10 and 100 states. Because each ensemble state is integrated by the model, the application of an EnSKF is computationally extremely costly. To reduce the execution time of a data assimilation program, the natural parallelism in the ensemble integration can be utilized. As each ensemble state can be integrated independently from the others, all states can be integrated at the same time, if a sufficiently big computer is available. In the analysis step, all ensemble members have to be combined to compute the ensemble error covariance matrix. The analysis step can be parallelized to reduce its execution time. For the original EnKF, parallel implementations were reported by Keppenne (2000) ; Keppenne and Rienecker (2002) and Houtekamer and Mitchell (2001) . The scalability of different ensemble-based Kalman filters was discussed by Nerger et al. (2005b) .
The filter algorithms only require a limited amount of information from the model. In general, they can operate entirely on state vectors, rather than individual fields. In the state vector, all relevant fields, or even parameters in the case of parameter-estimation applications, are stored. For the implementation of observation operators, which compute the observed part of a state vector, it is only required to know how a field is stored in the state vector. These properties permit to implement the analysis step of the filter algorithms in a generic way and to call the analysis routine through a generic interface. A generic implementation should allow to use the same filter implementation with different numerical models. Hence, model specific re-coding can be avoided.
The implementation of the analysis step has to be coupled with the model code. Many assimilation systems use today an offline coupling of the model integrations and the analysis step. That is, two separate programs are used to compute the ensemble forecast and the analysis step. While this scheme is flexible, it has a limited efficiency, because the information transfer between the numerical model and the assimilation program computing the analysis is performed using files. In addition, there are start-up costs for each new model integration. An alternative is a direct coupling of the model and the assimilation routines into a single program. Here, one either has the choice to structure the assimilation system such that the time stepping part of a model is implemented as a subroutine or that the assimilation routines are called in the model code without the requirement that the model itself is a subroutine.
In this work, the latter implementation strategy is discussed as implemented in the Parallel Data Assimilation Framework (PDAF, Nerger et al., 2005b, available online at http://pdaf.awi.de). This implementation strategy allows to implement a single-program assimilation system with minimal changes to an existing model code. In addition, efficient implementation and parallelization strategies for the assimilation routines performing the analysis step are discussed. PDAF has been used for data assimilation in different applications (e.g., Nerger and Gregg, 2007; Skachko et al., 2008; Rollenhagen et al., 2009; Janjić et al., 2011b) .
The paper is structured as follows. In section 2, EnSKF algorithms are re-viewed based on the example of the Singular Evolutive Interpolated Kalman filter (SEIK, Pham et al., 1998b; Pham, 2001) . The parallelization strategies for the filter algorithm are then discussed in section 3. Section 4 discusses the strategies for coupling the numerical model and the filter algorithm. Finally, the parallel performance is examined using the example of data assimilation into an ocean model in section 5 and conclusions are drawn in section 6.
Ensemble Square-root Kalman Filters
EnSKFs estimate the state of the modeled system at some time t k by the state vector x k of size n. The filters assume that the errors in the state are Gaussian distributed. Accordingly, they describe the error of the state by an error covariance matrix P k . In ensemble-based filters, x k and P k are represented by an ensemble of N vectors x (α) (α = 1, . . . , N) of model state realizations. The state estimate is then given by the ensemble mean
The ensemble covariance matrix
is computed from the ensemble matrix
and the matrix of ensemble means
A forecast is computed by integrating the state ensemble with the numerical model until observations become available.
The observations are stored in form of the vector y k of size m. The model state is related to the observations by
where H k is termed the "observation operator". The vector of observation errors, ǫ k , is assumed to be a white Gaussian distributed random process with covariance matrix R k .
The observations are used in the analysis step to compute a corrected ("analyzed") ensemble, which represents the analysis state estimate x a k and covariance matrix P a k . The analysis equations are based on the Kalman filter and minimize the error variance for Gaussian error distributions of the state and observations.
The SEIK Filter
While the ensemble integration is identical for all EnSKFs, the formulations of their analysis step vary. Here, the analysis is exemplified using the SEIK filter (Pham et al., 1998a; Pham, 2001) . Comparisons with other filter methods showed that the SEIK filter is computationally very efficient (see Nerger et al., 2005a Nerger et al., , 2006 . The SEIK filter is very similar to the Ensemble Transform Kalman Filter (ETKF, Bishop et al., 2001 ) and the results of the numerical experiments would be very similar with the ETKF. We follow the formulation of the SEIK filter used by Nerger et al. (2011) , who classified the SEIK filter as an EnSKF. As all operations are performed at the same time t k , the time index k is omitted.
The analysis step corrects the state estimate and implicitly updates the state covariance matrix from the forecast to the analysis matrix. Subse-quently, the forecast ensemble is transformed such that it represents the analysis state estimate and covariance matrix. The analysis covariance matrix be can written as a transformation of the forecast ensemble as
Here, L is an n × (N − 1) matrix defined by
where T is a matrix of size N × (N − 1) with all entries being equal to and is defined by
The factor ρ with 0 < ρ ≤ 1 is denoted forgetting factor. It leads to an inflation of the estimated forecast state covariance matrix and can stabilize the filter algorithm. The forecast error covariance matrix P f can be written in terms of L and T as
The analysis update of the state estimate is given as a combination of the columns of the matrix L by
where the vector w of size N − 1 is given by
After updating the state estimate according to Eq. (9), the forecast ensemble X f is transformed such that it represents x a and P a . The transformation is performed according to
Here, C is a square root of A. It can be computed as the symmetric square root C sym := US −1/2 U T obtained from the singular value decomposition
. Ω is a matrix of size N × (N − 1) whose columns are orthonormal and orthogonal to the vector (1, . . . , 1) T . Ω can be a random or deterministic matrix with these properties and can be generated using
Householder matrices (Pham, 2001; Hoteit et al., 2002) .
Localization of the Analysis
Large-scale applications of EnSKFs commonly employ a localization of the analysis step (see, e.g., Janjić et al., 2011a, for a discussion of different localization methods). For the SEIK filter, typically a combination of domain localization (DL) and observation localization (OL) is used. The DL of the SEIK filter has been discussed by Nerger et al. (2006 
where C −1
δ . H δ is the observation operator that projects a global state vector onto the local observation domain. Thus, it combines the operation of a global observation operator with the restriction of the observation vector to the local observation domain. R δ is the observation error covariance matrix on the local observation domain. ρ δ denotes the local forgetting factor, which can vary for different local analysis domains.
The same matrix Ω has to be used for each local analysis domain to ensure consistent transformations throughout all local domains.
OL is a common addition to DL. With OL, weight factors are introduced in each local observation error covariance matrix R −1 δ such that the influence of observations is reduced with increasing distance from the corresponding local analysis domain (Hunt et al., 2007; Nerger and Gregg, 2007) . OL is performed by an element-wise (i.e. Schur or Hadamard) product of R −1 δ with a localization matrix D. Hence, equations (13) and (14) are rewritten as
Here • denotes the Schur product. D δ is usually constructed using correlation functions of compact support. Possible choices are, for example, an exponential decrease or a 5th-order polynomial that mimics a Gaussian function, but has compact support (Gaspari and Cohn, 1999) . If R δ is diagonal, D δ can be a diagonal matrix with elements varying according to the distance of an observation from the local analysis domain.
Numerical Implementation of the Local SEIK Filter
The analysis algorithm of the local SEIK filter is usually implemented in the following steps. 
Sequence of local analysis updates:
For each local analysis domain, the following computations are performed.
• The local forecast state x f σ and local matrix L σ are initialized.
• A search through all observations is performed to find those that lie within the observation influence radius. The available local observations define the localization in the observation operator H δ . In addition, the local observation vector y δ is initialized.
• The local state update is computed according to Eq. (12). During these computations, the OL is applied according to the distance of each observation from the local analysis domain.
• The forecast ensemble is transformed according to Eq. (15) to obtain the local analysis ensemble.
• The local analysis state x a σ and ensemble X a σ are used to initialize the corresponding entries in the global state vector and ensemble array.
In the state update and the ensemble transformation several linear algebra operations, like matrix-matrix or matrix-vector products, as well as singular value decompositions are performed. For optimal performance, the functions for matrix-matrix and matrix-vector products provided by the BLAS library and the LAPACK library functions for singular value decompositions can be used. Optimized variants of these libraries are available on most computers.
Parallelization Strategies for the Filter Algorithm
As discussed in the introduction, the analysis step of the filter algorithm itself should be parallelized for optimal performance of the full assimilation system of ensemble forecasts and analysis steps. For the parallelization, a distributed memory paradigm is assumed as is utilized with the Message Passing Interface (MPI, Gropp et al., 1994) standard. MPI is commonly used in large-scale numerical models. With distributed memory, only data belonging to a process itself is directly accessible. For data belonging to other processes, an explicit communication of data between the processes has to be performed.
Two parallelization strategies for the filter are possible (see Nerger et al., 2005b) . First, mode decomposition can be performed where sub-sets of the ensemble of full states are distributed over all available processes of a parallel program
1 . The alternative is domain decomposition. Here, full ensembles of sub-states representing a physical sub-domain of the model grid are distributed over all processes. Mode decomposition appears to be optimal for the ensemble forecast, as each ensemble member can be integrated independently from the others. However, mode decomposition will lead to a larger amount of data that needs to be exchanged between different processes in the analysis step of the filter algorithm (see, Nerger et al., 2005b With parallelization, the following modifications are performed to the steps in the local SEIK filter:
1. Non-local preparations: The observations can be initialized in a distributed way, if each process reads a file that holds only observations that belong to the sub-domain of the process. In the sequence of local analysis updates observations from other processes will be required.
This is due to the fact that the extent of local observation domains will reach into sub-domains of other processes. Thus, one has to assemble an observation vector that reaches beyond the sub-domain of the process.
A simple way might be to let each process read the global observation vector. However, at least in the application of the observation operator in Hx f and HL an information exchange between different processes is required.
Sequence of local analysis updates:
For each local analysis domain, a local analysis is performed according to in section 2.3. If the observation preparation has been performed as described above, all required data is available in the memory of the process. Thus, the local analysis can be performed without any communication of data. This also implies that no changes in the implementation are required when switching from a serial to a domain-decomposed filter implementation.
The sequence of local analysis updates could be further parallelized using shared-memory parallelization with OpenMP. In this case, the sequence of each MPI process would be split into several short sequences that can be executed concurrently.
Coupling Model and Filter Algorithm
In ensemble data assimilation, the numerical model is used to compute the ensemble forecast. The model grid defines at which locations the model fields are available. This information is required to implement the observation operator H in Eq. (4). In addition, the state vector used in the filter algorithm needs to be initialized from model fields and vice versa. These operations require an information transfer between the model and the filter analysis step. The aim for coupling the model with the filter algorithm into an assimilation system should be to obtain a generic data assimilation environment that can be used with different models. This strategy will allow to optimize the assimilation environment and filter algorithms once and to reuse them for different data assimilation applications.
There are two common approaches to connect the implementation of the analysis step to the model:
• Offline: Separate programs are used for the model and the analysis step. Files are used to transfer the information on the ensemble states between the model and the analysis step.
• Online: The routines for the analysis step and those for the numerical Thus, when the forecast is computed from time t a to t b , the model task has to jump back to time t a for each new ensemble member that it has to integrate.
The implementation has to ensure that the integrations are independent and consistent. For example, if the model uses forcing data, like surface wind stress in an ocean model, it has to be correctly re-initialized. If the program utilizes the parallelism of the ensemble integration, one can configure the execution of the program such that the ensemble size equals the number of model tasks. In this case, all model tasks will only compute forward in time. The consistency of the integration might be easier to achieve with this configuration as, e.g., the forcing never needs to be restored to an earlier time. If the number of model tasks is always equal to the ensemble size, one could also structure the additional subroutine calls in a way that avoids the ensemble loop. The possibilities, however, will depend on the number of processes that are available for the execution of the program. For efficiency, it is important to ensure that all ensemble members can be uniformly distributed over the model tasks.
The inserted subroutine calls initialize the assimilation application, control the ensemble forecasts, and perform the filter analysis step. They can be implemented with the following functionality:
• DA init parallel: This routine redefines the parallelization of the program, namely the communicators in case of MPI-parallelization. While for the original (forward) model all processes participate in the integration of a single model state, the assimilation system might compute several integrations at the same time. These are performed by the "model tasks", each with a separate set of processes. Next to these process sets, a set of processes that compute the analysis step has to be defined.
• DA init: Following the initialization phase of the model, this routine initializes the assimilation system. Necessary parameters for the assimilation system are defined, like the size of the state vector or the number of ensemble members. In addition, the initial ensemble is read from files. The ensemble is stored in an array that might be distributed over several processes.
• DA get state: Preceding the integration phase of the model, this routine initializes model fields from a state vector. In addition, it defines the number of time steps ("nsteps" in Fig. 1 ) over which the forecast is computed. During the forecast phase, it will also define if more ensemble forecasts should be computed, or if the assimilation sequence is completed.
• DA put state: This routine is called after the integration phase of the model. First, the routine writes the model fields back into the array holding the ensemble of model states. Subsequently, it checks whether the ensemble forecast is completed for the model task to which the calling process belongs. If there are further ensemble states to be integrated by the model task, the routine is exited and the program will jump back to the beginning of the ensemble loop. If the ensemble forecast is completed, the routine for the filter analysis step will be executed. After the analysis step, the program will jump back to the beginning of the ensemble loop.
The routines DA get state as well as DA put state require the information how the state vectors are related to actual model fields. These routines also utilize information about the available observations. In particular, the temporal availability of observations will define the length of the forecast phase. In addition, the analysis step requires an implementation of the observation operator H k as well as the initialization of the vector of observations y k . The implementation of these functionalities should follow two criteria:
First, the assimilation routines listed above should be independent of the definition of the state vector and of the observations. Second, to minimize the changes to the model code, one should avoid to perform the operations directly in the model code. An efficient implementation strategy that fulfills these criteria is the use of call-back routines. These are routines that are called by the assimilation routines in order to perform a specified operation, δ , which is required in Eqns. (13) and (14), is computed in a call-back routine. This routine is provided with (H δ L)
T and has to perform the multiplication by R 
Parallel Performance of the Assimilation System
In this section, an oceanographic application is used to examine the parallel performance of an assimilation system that is implemented with the strategy discussed above. The assimilation system is built by combining the Finite Element Ocean Model (FEOM, Danilov et al., 2004; Wang et al., 2008) with the PDAF assimilation framework. The model is configured for the North Atlantic, with a varying resolution of about 20km in the Gulf
Stream region and 100km elsewhere, similarly to that used by Danilov and Schröter (2010) . Synthetic observations of the sea level elevation are assimilated, which are available at each grid point of the ocean surface. The observation error are assumed to be uncorrelated with a standard deviation of 5cm. The optimal observation influence depends on the ensemble size as well as the model configuration. Typically, it is determined by experimentation with varying radii. As the focus of the experiments is on the parallel performance of the assimilation application, the radius is set to 500km, which should be not too far from the optimal value (see, e.g., Nerger et al., 2006) .
A particular property of FEOM is its use of unstructured triangular meshes. Due to this, there are no direct grid point neighbors in longitu-dinal or meridional directions like in a rectangular grid. In addition, the domain decomposition of the unstructured mesh is obtained by a partitioning software (METIS, Karypis and Kumar, 1999) . This partitioning computes sub-domains of approximately equal size and minimum interfaces to neighboring sub-domains. However, the procedure will result in sub-domains of irregular shape. These properties of the model have a direct influence on the implementation of the observation operator. In particular, the distance between two grid points is not directly related to the grid point indices, but one has to use the indices of the grid points to look up their coordinates in coordinate arrays and to compute the distance from these coordinates.
Accordingly, one has to search through all observations, when a local observation domain is defined in the LSEIK filter as explained in section 2.3.
This search would be easier in a model with a regular grid, as the grid point indices would indicate the distance between the grid points.
The parallel performance will be studied using the quantity denoted "speedup". It is defined by
where T a and T ap are the execution time using a processes and ap processes,
respectively. An ideal speedup is the factor by which the number of processes is increased. In addition, the discussion will refer to the "parallel efficiency"
defined by
A program with ideal speedup will show a parallel efficiency of 1.
Assimilation with Time-dominant Ensemble Integrations
A typical situation in ensemble data assimilation is that the forecast phase requires most of the computing time. The parallel performance in this situation is assessed here for the case of forecast phases of 10 days length. In this situation, the computing time for the ensemble forecasts is about 94 -99% For both ensemble sizes the speedup is almost identical. As expected, the speedup is nearly identical to that of a single integration using the model without data assimilation extension (not shown). The achieved speedup of the assimilation system is about 5.5 for the case of N = 64 and 5.9 for N = 8.
This corresponds to parallel efficiencies between 68% and 74%.
Next to the speedup of the data assimilation system for fixed ensemble sizes, the dependence of the computing time on the ensemble size is impor- increase is, of course, specific to the computer that is used to conduct the experiments. In particular, the performances of its network and disk storage system will influence the execution times.
While the experiments used an assimilation system with online-coupling, a similar speedup can also be expected offline coupling. However, if the experiments of this section would be performed with a data assimilation system using offline coupling of model and analysis step, a moderate time overhead can be expected. Based on the model start-up time and the time to read and write ensemble states, a minimal time overhead of about 1.5% can be estimated for the smallest ensemble of 8 members and using 8 processes per model task. The maximal time overhead is reached for the large ensemble of 64 members and 64 processes per model task. It can be estimated to reach about 15%. In both cases, the additional required time is dominated by the start-up time of the model.
Speedup of the Analysis Step
While the computing time for the ensemble forecasts will dominate for many applications, there can be cases where the analysis step requires a sig- between all processes is also required in other EnSKFs. Thus, the limitation of the speedup by these operations is a general property of EnSKFs.
The influence of the non-local preparation part of the analysis shows that it has to be implemented with care. As the operations are specific for the model and observations used, this part cannot be implemented in a generic and at the same time highly efficient way. Instead, one has to consider the specific properties of the observations as well as the model grid to obtain an efficient implementation. The easiest strategy could be to ensure that the execution time for this part is as low as possible as this will limit its influence on the total computing of the analysis step.
The speedup of the assimilation system depends on the load balancing.
In the case discussed here observations were available at each grid surface point. Further, the mesh is partitioned such that the number of surface grid points is approximately equal for each process. Due to this configuration, the nearly optimal speedup was achieved. With other types of observations, like precipitation in an atmospheric model or hydrographic data from ARGO floats (see, e.g. Deng et al., 2010) , the availability of the observations could be non-uniform. If the distribution of the observations is strongly non-uniform and the computing time of the analysis step is significant, it might be worth for optimal load balancing to use in the analysis step a distribution of the model grid in which the available observations are uniformly distributed. In this case, the grid distribution will be distinct in the forecast phase and the analysis step and the model fields have to be redistributed by parallel communication.
Conclusions
This study discussed implementation strategies for ensemble-based data assimilation algorithms with large-scale numerical models. In particular, the aspect of the parallelization of the full assimilation system consisting of the ensemble forecast and the analysis step was discussed. The analysis step of the filter algorithms can be efficiently implemented using a decomposition of the state domain. For the ensemble forecast, a domain decomposition for each single model instance can be combined with the possibility to let several models as model tasks compute the forecast of a different states at the same time.
For the implementation of the assimilation system the choice of offline and online implementations exists. In the offline implementation separate programs are used for the ensemble forecast and the analysis step. The information transfer between both programs is performed using files. Computationally more efficient is the online implementation where both the model and the analysis step are combined into a single program. In this case, the information transfer between the different parts is conduction using subroutine calls and direct memory access. It was shown that the combination of the model with the data assimilation environment that controls the ensemble forecasts and the analysis step can be performed by extending the model source code with a four subroutine calls plus an ensemble loop that encloses the time stepping part of the model. In particular, this implementation strategy does not require that the model itself is available as a subroutine.
Numerical experiments using an implementation of the finite element ocean model (FEOM) with the parallel data assimilation framework (PDAF) showed that the resulting data assimilation system provides a very good parallel performance. Even with a rather small configuration of the model, the program was able to efficiently use about 4000 processors. The overall scalability of the assimilation program thus allows to compute large-scale assimilation applications within a limited time span.
The PDAF software used here provides a generic implementation of the data assimilation environment following the implementation strategy discussed in this study. In addition, PDAF includes implementations of different parallelized ensemble-based Kalman filters. In the future it is planned to apply the framework for a wider range of applications and to use it as a general toolset for the development and study new filter algorithms.
In the light of new processor architectures, like GPU-based accelerators, and increasing numbers of processor cores and multiple levels of memory hierarchy, new parallelization options become of interest. Future work will examine the adaption of the analysis step in PDAF to hybrid parallelization using a combination of OpenMP and MPI as well as the use of GPUs. 
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