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In this work, we analyze in detail the occurrence of divergences in the irreducible vertex functions
for one of the fundamental models of many-body physics: the Anderson impurity model (AIM).
These divergences, a surprising hallmark of the breakdown of many-electron perturbation theory
– have been recently observed in several contexts, including the dynamical mean-field solution of
the Hubbard model. The numerical calculations for the AIM presented in this work, as well as
their comparison with the corresponding results for the Hubbard model, allow us to clarify several
open questions about the properties of vertex divergences in a particularly interesting context, the
correlated metallic regime at low-temperatures. Specifically, our analysis (i) rules out explicitly the
transition to a Mott insulating phase, but not the more general suppression of charge fluctuations
(proposed in [O. Gunnarsson et al., Phys. Rev. B 93, 245102 (2016)]), as a necessary condition for
the occurrence of vertex divergences, (ii) clarifies their relation with the underlying Kondo physics,
and, eventually, (iii) individuates which divergences might also appear on the real frequency axis in
the limit of zero temperature, through the discovered scaling properties of the singular eigenvectors.
PACS numbers: 71.27.+a, 71.30.+h, 75.20.Hr
I. INTRODUCTION
The foundation of the Feynman diagrammatic tech-
nique relies on the many-body perturbation expansion.
Nonetheless, its high flexibility and the transparency of
the physical interpretation have often motivated the ap-
plication of diagrammatic schemes also well beyond the
perturbative regime. This is particularly true for the
many-electron problem in condensed matter theory. In
fact, for the latter, the identification of a small parame-
ter controlling the perturbation expansion can become a
very hard task, especially if the Coulomb interaction is
not sufficiently screened, a common situation in transi-
tion metal oxides and heavy fermion compounds.
In general, exploiting diagrammatic techniques beyond
the regime of validity of the underlying perturbation ex-
pansion is a viable option, and – in some cases – also
a rewarding one, as witnessed, e.g., by the success of
the Dynamical Mean-Field Theory (DMFT)1 and its
extensions2,3. However, in doing so, one must expect
to face particular problems, which might limit the appli-
cability of well known diagrammatic relations and chal-
lenge the corresponding algorithmic implementations in
the strong-coupling regime. Not surprisingly, considering
the fast developments of the diagrammatic extensions3–11
of DMFT, some of these issues have been recently put in
the focus of the forefront literature on quantum many-
body theory.
In particular, two main kind of problems have been
brought to light12,13 and analyzed. The first one is
the occurrence of divergences of the two-particle irre-
ducible (2PI) vertex functions in several many-electron
models. In fact, their occurrence has been reported,
even for moderate values of the electronic interaction,
in DMFT studies of the disordered binary mixture
(BM)14, the Falicov Kimball (FK)12,14–16 and the Hub-
bard model12,14,17,18. Analytical calculations12,14,17,19
for the atomic limit (AL) of the Hubbard model20 or
the one point model21,22 have provided further evidence
of the robustness and the generality of the occurrence
of these divergences of the 2PI vertex. Finally, calcula-
tions with the dynamical cluster approximation (DCA)
have also demonstrated18,23 that the observed diver-
gences are not an artifact of the purely local treatment
of DMFT. The irreducible vertex divergences appear
as a consequence of the non-invertibility of the Bethe-
Salpeter equation in the fermionic Matsubara frequency
space (see Sec. II), associated with a simultaneous14 non-
invertibility of the parquet equations. In specific cases
(FK14–16, BM14), their presence has been also reported
on the real frequency axis.
The second problem reported13,14,18,19,24–26 is an in-
trinsic multivaluedness of the Luttinger Ward functional
(LWF). This unexpected characteristic of the LWF has
been demonstrated13 by considering the self-consistent
(bold) perturbation expansion for the self-energy Σ[G]
in the AL of the Hubbard model, for which the exact
Green’s function is known analytically. The correspond-
ing resummation is found always to converge but, for in-
teraction values U larger than a specific U˜ , it converges
to unphysical results, indicating the existence of at least
two branches of the LWF for the self-energy.
Eventually, recent studies26 have rigorously demon-
strated that these two aspects are exactly related, pro-
viding an analytic proof that any crossing of different
branches in the LWF functional is associated to a diver-
gence of the 2PI vertex, occurring for the same parame-
ters (see Sec. A in the Supplemental Material of Ref. [26]).
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2From a purely theoretical viewpoint, these problems
can be regarded as complementary manifestations of the
breakdown of the perturbation expansion. At the same
time, from a more practical perspective, their poten-
tial impact on several cutting edge algorithmic develop-
ments can also be significant. In particular, we recall
that the 2PI vertex functions constitute the fundamen-
tal building block of all diagrammatic theories based on
the Bethe-Salpeter or parquet equations27–30, such as,
e.g., the dynamical vertex approximation (DΓA)4,31,32,
the multiscale33, and the quadruply-irreducible local ex-
pansion (QUADRILEX)11 approach, or the parquet de-
composition of the self-energy23. Similarly, the presence
of multiple branches in the LWF might pose difficulties to
bold diagrammatic Monte Carlo schemes13,18,34. The dis-
cussion on how (and to what extent) it is possible to cir-
cumvent these difficulties within the different algorithms
is a subject of current scientific debate35.
One should mention, moreover, that the interpreta-
tion of the physics underlying this twofold manifesta-
tion of the breakdown of the perturbation expansion is
still debated. Certainly, these crossings and divergences
are not associated with any thermodynamic phase tran-
sition, due to the mutual compensation of (divergent)
irreducible and fully irreducible diagrams in the parquet
equations, which ensures, that the full vertex stays fi-
nite (see Sec. II B). It has been proposed12,14,15, how-
ever, that they might be interpreted, for example, as pre-
cursors of the Mott metal-insulator transition43 (MIT),
as features of the separation of spectral weight (such as
the Hubbard subbands), as an implication of the emer-
gence of kinks in the spectral function44,45 and specific
heat46,47, and even in terms of qualitative changes in the
non-equilibrium asymptotic behaviors12. Subsequently,
it has been argued23,26, that their occurrence in the Hub-
bard model is associated with the progressive suppression
of the charge susceptibility for increasing values of the
electrostatic repulsion U .
The aim of this paper is to improve our current un-
derstanding of the properties of the 2PI-vertex diver-
gences, especially in the arguably most interesting pa-
rameter regime of low-temperatures and moderate inter-
action values, where they appear to coexist with a metal-
lic, Fermi-Liquid ground state.
This will provide, in turn, hitherto missing pieces of
information about the vertex divergences. In fact, re-
cent studies14–16 have reported progress in understand-
ing the (relatively) simpler region of high temperatures
and large interactions: Here, the properties of the DMFT
vertex functions of the Hubbard model are efficiently ap-
proximated by easier calculations performed on the one
hand, in the BM and FK14–16 case, whose DMFT solu-
tions correspond48,49 essentially to the coherent potential
approximation (CPA)50, and on the other hand in the
AL14 case. In these models, it has been shown14 that the
proliferation of the divergence lines in the corresponding
phase-diagrams is merely a consequence of the Matsub-
ara representation of a unique underlying energy scale
ν∗, which, in the case of the BM, completely controls all
the vertex divergences. As a result, all the divergence
lines in the phase diagrams of the BM collapse onto a
single one, if multiplied with the appropriate Matsubara
index (2n − 1). For the FK and the AL case this pre-
cise characterization applies, however, only to half of the
divergence lines14,51. Further, at T → 0 all the lines accu-
mulate at the same value of U , where the vertex is found
to be diverging even on the real frequency axis. Even-
tually, the scale ν∗ could be directly related to specific
properties which characterize the single particle Green’s
function of the model evolving towards the opening of a
Mott spectral gap. More precisely in the BM and FK
model ν∗ corresponds to the frequency where the min-
imum of ImG(iνn) is found
14, in the AL, interestingly,
this is the case for the inflection point51.
None of these semi-analytical results, however, turned
out to be applicable for the interpretation of the low-T
vertex divergences in the Hubbard model. In fact, in
the low-T region of the corresponding DMFT phase di-
agram, the divergence lines display a clear re-entrance,
somehow similarly shaped as the Mott-Hubbard MIT,
with a significant spread for T → 0. Consequently, no
unique energy scale ν∗ could be identified, no collapse
of the lines is observed, as well as any accumulation at
a specific U value for T = 0. Also, classifying the dif-
ferent types of divergences according to their locality in
frequency space14 (see also Sec. II B), appears to work
no longer. The plausible origin of these complications
w.r.t. FK or AL must lie in the differences of the under-
lying physics. The major one is, arguably, the presence of
low-energy coherent quasiparticle excitations in the cor-
related metallic region of the Hubbard model: These are
missing – per construction – in the simpler cases of FK
and AL.
The path towards a better understanding of the nature
of the vertex divergences in the correlated metallic regime
is hampered by the intrinsic feedback effects of the self-
consistency procedure in DMFT: The embedding bath
of the auxiliary Anderson impurity model52, for which
the vertex functions are computed, is continuously read-
justed, including in itself an important part of the cor-
relation features of the DMFT solution. For example, it
has been pointed out45, that these self-consistent effects
are responsible for the appearance of two different low-
energy scales (ωFL and ωCP following the notation
53 of
Ref. [44]) and, thus, for the related low-energy kinks in
the self-energy44 and the specific heat46 .
To avoid this additional complication, in this we will
disentangle the different effects by considering a more ba-
sic system than the Hubbard model, still capable, how-
ever, of capturing the physics of low-energy quasiparti-
cle excitations: the Anderson impurity model (AIM). In
fact, the AIM, defined by a fixed electronic bath em-
bedding one correlated impurity site, describes highly
non-perturbative processes (such as the many-body ef-
fect related to the Kondo screening), but, at the same
time, yields important simplifications of the underlying
3physics w.r.t. the self-consistent solution of DMFT: For
example, no Mott-Hubbard MIT is present at T=0, so
that the ground state properties remain Fermi liquid-like
for all values of the local electrostatic repulsion U . In
particular, the comparison of our results for the vertex
divergences of the AIM to the ones found in the Hub-
bard model will allow us to rigorously address a set of
important questions, left unanswered in the most recent
literature:
(i): Is the Mott-Hubbard MIT a necessary condition for
the occurrence of the vertex divergences and their
related manifestations?
(ii): Given that for the Hubbard model at low-T it was
not possible to identify a unique scale ν∗, can there
be a scenario, comprising two-energy scales on the
real-axis (ωFL and ωCP ) compatible with the ver-
tex divergences? In the case of a positive an-
swer, can one find a relation with the low-energy
kink(s)44,45 in the self-energy and CV (T )
46, found
in previous DMFT studies. However, for the AIM
with large conduction electron bandwidth studied
in this paper, only one energy scale, the Kondo
scale54 TK , exists.
(iii): Can vertex divergences on the real frequency axis
be expected, similarly as in the BM/FK case?
(iv): What is the role played by the Kondo scale54, which
has – for the case of the AIM – a direct physical
meaning?
(v): Can one exploit the simpler AIM results presented
in this work, to predict some still unknown aspects
of the divergences in the Hubbard model?
The paper is structured as follows: In Sec. II we de-
fine the specific AIM used in our calculations as well as
the quantum field theory formalism necessary to analyze
the irreducible vertex divergences, and describe concisely
the numerical method applied as impurity solver. There-
after, in Sec. III, our numerical results, together with a
comparison to previous DMFT findings for the Hubbard
model, are presented. In Sec. IV, a detailed analysis of
the data shown in Sec. III is made, providing clear-cut
answers to the specific questions (i)-(v) posed above. Fi-
nally, in Sec. V, a conclusion and an outlook of our work
are presented.
II. FORMALISM AND METHODS
A. Anderson impurity model
In this work we consider an AIM with a fixed hybridiza-
tion to a bath of non-interacting electrons with a constant
(box-shaped) density of states (DOS). The corresponding
Hamiltonian reads as
H =
∑
σ
dd
†
σdσ + Und,↑nd,↓ + (1)∑
k,σ
k c
†
k,σck,σ +
∑
k,σ
(
Vk d
†
σck,σ + V
∗
k c
†
k,σdσ
)
,
where d represents the energy of the impurity level,
U is the value of the local interaction and d†σ/dσ cre-
ates/annihilates an electron on the impurity site, nd,σ =
d†σdσ. The first term in the second line of Eq. (1) is the
kinetic energy of the non-interacting bath of electrons
with k as the dispersion relation and c
†
k,σ/ck,σ, the cre-
ation/annihilation operators of the bath electrons. Fi-
nally, the last terms represent the hopping onto/off the
impurity site. In the specific AIM chosen for this work
the DOS of the bath electrons is ρ() = (1/2D)Θ(D−||),
with the half-bandwidth D = 10 being the largest energy
scale of the system. The hybridization is assumed to be
k-independent and set to 2 (Vk = V = 2) and the chem-
ical potential is set to µ = U/2 (half-filled/particle-hole
symmetric case). The choice of a box-shaped DOS and
a k-independent hybridization ensures that no particular
features of ρ() or V will affect the study of irreducible
vertex divergences, and the selected parameter set should
guarantee, that the Kondo temperature of our AIM re-
mains sizable with respect to the other energy scales, for
the half-filled case considered.
B. Two-particle formalism
The two-particle irreducible vertex function Γ , whose
divergences will be studied in this work, is – per definition
– the fundamental building block of the Bethe-Salpeter
equation for the generalized susceptibility. While for
more detailed information and definitions we refer the
reader to Ref. [55] as well as Refs. [3, 14, 17, 56, and 57],
we want to summarize here solely the crucial objects nec-
essary for our analysis. We start, then, from the gener-
alized susceptibility χ
νnνn′Ωn
ph,σσ′ at the impurity site, which
is defined (in the particle-hole channel) as
χ
νnνn′Ωn
ph,σσ′ =
β∫
0
dτ1dτ2dτ3 e
−iνnτ1ei(νn+Ωn)τ2e−i(νn′+Ωn)τ3
× [〈Tτd†σ(τ1)dσ(τ2)d†σ′(τ3)dσ′(0)〉 (2)
− 〈Tτd†σ(τ1)dσ(τ2)〉〈Tτd†σ′(τ3)dσ′(0)〉].
Here, ph refers to the particle-hole notation58, σ and σ′
denote the spin directions of the impurity electrons, Tτ is
the time ordering operator and νn, νn′ and Ωn represent
two fermionic and one bosonic Matsubara frequency, re-
spectively. χ
νnνn′Ωn
ph,σσ′ can be calculated using an impurity
solver, as described in the following section. We recall,
that, in the case of SU(2) symmetry, the Bethe-Salpeter
4FIG. 1. Schematic representation of the Bethe-Salpeter equa-
tion in the charge channel (see text).
equation can be diagonalized in the spin sector defining
the usual charge/spin channels. For this work, the charge
channel [χ
νnνn′Ωn
c = χ
νnνn′Ωn
ph,↑↑ +χ
νnνn′Ωn
ph,↑↓ ] is of particular
interest.
Note that Ωn will be set to zero throughout this work,
and is therefore omitted hereinafter. This is done to
perform comparisons of the results presented here to re-
sults of the recent literature12,14, but also because the
irreducible vertex divergences appear, systematically, at
lower interaction values for Ωn = 0, compared to cases
for Ωn 6= 0.
The Bethe-Salpeter equation in the charge channel
reads as:
χνnνn′c = χ
νnνn′
ph,0 −
1
β2
∑
νn1νn2
χ
νnνn1
ph,0 Γ
νn1νn2
c χ
νn2νn′
c (3)
Here Γ
νnνn′
c is the irreducible vertex function in the
charge channel, the bare susceptibility is given by
χ
νnνn′Ωn
ph,0 = −βG(νn)G(Ωn + νn)δνnνn′ . In Fig. 1 a
schematic representation of the Bethe-Salpeter equation
is given, from which it can be seen, that it represents a
two-particle analogue to the Dyson equation.
Inverting Eq. (3) and considering Γc, χph,0 and χc as
matrices of the fermionic Matsubara frequencies (νn, νn′)
leads to
Γc = β
2
(
[χc]
−1 − [χph,0]−1
)
. (4)
It is obvious, hence, that all divergences of Γc must corre-
spond to a singular χc-matrix
14 (typically no divergence
is expected in [χph,0]
−1). In fact, analyzing the matrix
in its spectral representation, i.e., the basis of its eigen-
vectors,
[χc]
−1
νnνn′ =
∑
i
V ci (iνn′)
∗(λi)−1V ci (iνn) , (5)
leads to the one-to-one correspondence of an irreducible
vertex divergence to a vanishing eigenvalue (λi=α → 0)
of the matrix χc in the fermionic frequencies νn, νn′ .
In particular, for a parameter set (U, T ) close to a di-
vergence, the corresponding eigenvalue will be vanish-
ingly small (λi=α ≈ 0), leading to a simplified expression
for Γc:
Γνnνn′c ∼ β2V cα(iνn)∗λ−1α V cα(iνn′). (6)
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FIG. 2. Visualization of the relation between the singular
eigenvalues λα and eigenvectors V
c
α (iνn) of χc and the full
frequency structure of Γc in proximity of a divergence (the
specific calculation, shown in the main panel as an exam-
ple, has been performed for an AIM with U = 3.321444 and
β = 40, yielding λα = 0.00025). The color of the singular
eigenvectors (not related to the color scale of the main plot)
highlights the connections to the sign/intensity structure of
Γc as a function of νn, νn′ , defined by Eq. (6). The values
of Γc are rescaled by 1/β
2 in the main panel for a better
readability.
One sees immediately how in the proximity of a di-
vergence the full frequency structure of Γc, i.e., its de-
pendence on the fermionic Matsubara frequencies νn and
νn′ , is determined
14 by the non-zero components of the
eigenvector V cα(iνn) associated to the vanishing eigen-
value λα. This leads to a distinction of two classes of
irreducible vertex divergences, a global one with an eigen-
vector V cα(iνn) 6= 0∀ νn and a local one, where only for a
finite subset of frequencies V cα(iνn) 6= 0 holds.
The interplay of eigenvectors, eigenvalues and Γc is
further discussed in Sec. III B. Already at this stage,
however, we illustrate how the direct relation of Eq. (6)
is actually realized in the proximity of a divergence: In
Fig. 2 we show a pertinent example of the vertex func-
tion computed for a parameter set very close to a diver-
gence, where the lowest eigenvalue λα of χc is O(10
−4).
In this figure, the full (fermionic) Matsubara frequency
dependence (νn, νn′) of Γc is plotted (main panel) to-
gether with the eigenvector V cα(iνn) (both on the left
and on top of the main panel) associated to the small-
est, almost vanishing, eigenvalue λα. It can be easily
noticed how in the proximity of a vertex divergence, the
frequency structure of Γc, including the location of the
maxima/minima and its signs, is completely controlled
by the corresponding frequency dependence of the sin-
5gular eigenvector V cα(iνn). The latter encodes, thus, all
the essential information about the divergence itself, and
will be used in the following for analyzing the evolution
of the frequency structure of the vertex function in the
proximity of different divergences.
Note that in Sec. III also results for the divergences in
the particle-particle up-down channel are shown [χ
νnνn′
pp,↑↓ ].
For this channel the same general consideration made
here holds, the corresponding Bethe-Salpeter equation
can be found in Appendix B of Ref. [55] and reads in
particle-particle notation
χ
νn(−νn′ )
pp,↑↓ = −
1
β2
∑
νn1νn2
(
χ
νnνn1
pp,0 − χνn(−νn1 )pp,↑↓
)
Γ
νn1νn2
pp,↑↓ χ
νn2νn′
pp,0
Let us also briefly comment, at the end of this section,
on the degree of two-particle irreducibility of the vertex
considered. While the vertex we obtain by the inversion
of the Bethe-Salpeter equation in a given channel (e.g.
the charge channel) is, per construction, 2PI only in that
specific channel, its divergences correspond12,14 precisely
to the divergences of the fully 2PI vertex function. In this
respect, we recall that the vertex divergences found here
are not associated to any thermodynamic phase transi-
tion, and never appear in the full two-particle scattering
amplitude (F ). Hence, due to the algebraic structure
of the parquet equation27,55, if one of such a divergence
occurs, e.g. in Γc, it has to be compensated by an analo-
gous divergence of the fully 2PI vertex function, in order
to preserve the finiteness of F (for more details see [3 and
14]). This has been explicitly verified also for the vertex
divergences discussed in the following sections.
We note that the choice of studying the divergences in
Γc, instead of considering the equivalent ones in the fully
2PI vertex, is also suggested by the more direct connec-
tion of Γc to the LW functional (of which Γc represents
the second functional derivative) and, hence, to the pre-
viously mentioned multivaluedness issues13,18,26.
C. Calculations in CT-QMC
We solve the AIM using a continuous-time quantum
Monte Carlo (CT-QMC) impurity solver in the hybridiza-
tion expansion59,60. The algorithm is based on a stochas-
tic Monte Carlo sampling of the infinite series expansion
of the partition function in terms of the hybridization.
From the stochastic series expansion of the partition
function one can construct estimators for the one-particle
and two-particle Green’s function and, thus, the general-
ized susceptibility defined in Eq. (2). Extracting the ir-
reducible vertex function from the one- and two-particle
Green’s functions, by inverting the corresponding Bethe-
Salpeter equation, is a post-processing step to the Monte
Carlo measurement, as is the calculation of eigenvalues
and eigenvectors of the generalized susceptibility.
Further, we recall14 that for an easier numerical iden-
tification of the singular eigenvalues and eigenvectors it
is convenient to diagonalize (χc/χph,0)
νnνn′ instead of
χ
νnνn′
c . This way it is straightforward to distinguish
the vanishing eigenvalues of χ
νnνn′
c from the trivial high-
frequency eigenvalues (∝ 1/ν2n) and the corresponding
eigenvectors. The results are not influenced by this pro-
cedure, because the vanishing of an eigenvalue of χ
νnνn′
c
corresponds to the one of (χc/χph,0)
νnνn′ (χ
νnνn′
ph,0 is not
singular). Hence, the specific interaction value for a
given temperature where a vertex divergence occurs, i.e.
U˜ , is identical. Further, for all cases considered in this
work, the numerical difference between the corresponding
eigenvectors was found to be negligible. Hence, in the rest
of the paper we will consider identical – for all practical
purposes – the singular eigenvectors of (χc/χph,0)
νnνn′
and χ
νnνn′
c . The details of the procedure for determining
U˜ for a given temperature, is described in the Appendix
C.
For the specific CT-QMC calculations, of the one- and
two-particle Green’s function needed in this work, we
have employed the w2dynamics software61. The ver-
tex functions generated by w2dynamics were previously
tested against other established codes62. Additionally,
we have benchmarked the reliability of the impurity
solver in computing the vertex divergences of the AIM,
against exact diagonalization (ED) results in an interme-
diate T -region, where the discretization of the electronic
bath affects the ED procedure only moderately.
For the low temperature calculations, we have quanti-
fied the reliability of our results using a Jackknife error
analysis63, which is described in the Appendix C.
III. NUMERICAL RESULTS
A. The T–U diagram
We start to illustrate our numerical results by report-
ing in the T–U diagram of the AIM (Fig. 3 left panel)
the first (five) lines along which the two-particle irre-
ducible vertex diverges. These correspond to the in-
teraction values U˜ at given temperatures T , where an
eigenvalue of the generalized susceptibility (charge or
particle-particle up-down channel) vanishes, see Eq. (4)
and Eq. (5). Specifically, the red lines mark irreducible
vertex divergences taking place in the charge channel
only, while orange lines represent divergences taking
place in the charge and the particle-particle up-down
channel simultaneously.
Even from the first look at the data, the overall be-
havior of the divergence lines of the AIM appears qual-
itatively very similar to the one of the Hubbard model
case12,14, reproduced in the right panel of Fig. 3
In particular, the similarity in the high-
temperature/large interaction area of both T–U
diagrams is not fully unexpected. In fact, here the
divergence lines of both models display a rather linear
behavior, which is consistent with the insights obtained
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FIG. 3. Left panel: T − U diagram of the AIM at half-filling, showing the first divergence lines along which the irreducible
vertex functions diverge. For red lines this divergence takes place in the charge channel, Γ
νnνn′ (Ωn=0)
c , along the orange lines
simultaneous divergences in the charge and the particle-particle up-down channel, Γ
νnνn′ (Ωn=0)
c and Γ
νnνn′ (Ωn=0)
pp,↑↓ , are observed.
The dashed blue box marks the parameter region where the ”atomic” ordering of divergence lines is violated (see text). Right
panel: Divergence lines of the half-filled unfrustrated Hubbard model (square lattice dispersion with 4t = 1), solved with
DMFT. The lines are plotted with the same color code, the blue solid line represents the Mott-Hubbard MIT64. Re-adapted
from Ref. [14].
from the results of the Hubbard atom case14. The
residual deviations can be ascribed to the fact that the
atomic limit condition, i.e., U and T larger than all
other energy scales, is not fully complied. In the case of
the AIM, only for larger interactions than those shown
in the left panel of Fig. 3 (U ≥ D = 10), we recover a
purely linear behavior as well as the connection between
the position of the divergence line and the inflection
point of ImG(iνn), as expected for the atomic limit (for
a more detailed analysis, see Appendix A).
At intermediate temperatures, the divergence lines
show a progressively stronger non-linear behavior, start-
ing to bend rightwards. Lowering the temperature fur-
ther, one reaches the correlated metallic regime. Remark-
ably, in spite of the differences in the ground states of the
two models (there is no MIT in the AIM), even there the
results of the AIM and the Hubbard model remain qual-
itatively very similar. For both models the lines show a
”re-entrance”, i.e. a bending towards higher interaction
values, as if the low-temperature intermediate interaction
regime were ”protected” against the non-perturbative
mechanism originating the irreducible vertex divergences.
Particularly remarkable, however, is that finite U˜ values
at T = 0 are observed in both cases, for the AIM the
low-temperature behavior of the first line is investigated
in detail in Sec. III C.
In the framework of the overall similarity discussed
above, a specific difference can be seen, however. This
is highlighted by the dashed blue box in the left panel
of Fig. 3 (see Fig. 4 for a zoom): At intermediate tem-
peratures, the second and third divergence line in the
T–U diagram of the AIM cross, breaking the typi-
cal line-order found in all cases analyzed so far in the
literature12,14,16,23,26 (i.e., always an orange line after a
red one, before the next red line). The two divergence
lines, however, cross again at lower temperatures, restor-
ing the typical line-order. We also observe, that even
the fourth and fifth line show such a peculiar crossing,
though, to a much smaller extent. To verify the reliabil-
ity of this observation several tests were performed using
exact diagonalization (ED) calculations of the general-
ized susceptibility65. As it turns out, our ED analysis
(not shown) has confirmed, within the numerical accu-
racy, the occurrence of such a line crossing.
Although somewhat unexpected and unobserved in
preceding studies, the crossing of divergence lines is,
however, not in conflict with the most recent theoreti-
cal progress made in the analysis of vertex divergences
(see Ref. [26]). In that work, it has been demonstrated
that vertex divergences of both kinds are originated by
the crossings between different branches of the Luttinger-
Ward functional (LWF) of the self-energy. While in the
cases considered hitherto18,26 crossings of at most two
branches have been reported, it can be logically inferred,
that due to the existence of infinite unphysical branches,
for other choices of models/parameters (such as in our
AIM) crossings among three (or more) branches of the
LWF (of which, of course, only one is physical) occurs66.
The intersections of two divergence lines observed in our
calculations then suggest that this indeed happens for the
AIM considered here. It remains to understand, however,
why such a situation is, apparently, not realized in the
correlated metallic regime of the Hubbard model solved
by DMFT.
Finally, as for the theoretical understanding of the low-
T regime of the AIM, it is important to estimate the
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FIG. 4. A zoom of the T–U diagram of the AIM (left panel
Fig. 3) at half-filling is shown. The blue-solid line marks the
Kondo temperature (TK), estimated from the rescaling of our
numerical data for the magnetic susceptibility to the universal
function given in Ref. [68]. The black-dotted line represents
an estimate for TK obtained from an analytic expression
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valid in the limit D  U, T . An additional scale related
to the Kondo screening, the half-bandwidth of the T → 0
Kondo peak (pi
2
Z∆)69 is marked with a gray-dotted line, and
is roughly five times larger than TK . The light-gray shaded
area can be regarded, thus, as the parameter region where the
effects of the Kondo screening become visible.
Kondo scale TK and its possible connection to the proper-
ties of the irreducible vertex divergences. In Fig. 4 a zoom
of the T–U diagram of the AIM shown in Fig. 3 is pre-
sented together with several estimates for the Kondo tem-
perature TK . In particular, the black dotted line repre-
sents an analytic estimate valid in the D  U, T param-
eter regime67 (TK = 0.4107U(
∆
2U )
1/2e−piU/8∆+pi∆/2U ,
where in our AIM: ∆ = piρ0V
2 = pi/5), while the blue
line is determined through the universal scaling of the
numerical susceptibility data68 (see Appendix B). We
note that the two procedures yield extremely close es-
timates of TK . The Kondo temperature marks however
not a phase transition but a smooth crossover. Indeed,
the screening processes associated with it become active
already at temperatures larger than TK . For instance,
we see that the temperature below which the effects of
the Kondo resonance become visible in the spectrum is
T <∼ Z∆pi2 , the half-bandwidth of the central peak69. We
choose this scale to define the upper border of the corre-
sponding crossover regime (shaded gray area in the T–U
diagram of Fig. 4). It is quite visible, how the bending
of the divergence lines is essentially occurring in this pa-
rameter region.
B. Classification of the singular eigenvectors
In order to make our study of the vertex divergences in
the AIM more quantitative, we proceed with the analysis
of the singular eigenvectors in the charge channel, associ-
ated to a vanishing eigenvalue of χ
νnνn′
c (see Eq. (5)). In
fact, as mentioned in Sec. II B, their frequency structure
controls the frequency dependence of Γc in the proximity
of – and especially at – a vertex divergence. We note, that
for the orange divergence lines, where Γc and Γpp,↑↓ di-
verge simultaneously, the frequency structure of the sin-
gular eigenvectors V cα(iνn) and V
pp,↑↓
α (iνn) is found to be
identical, which is why V pp,↑↓α (iνn) will not be shown in
the following.
Before showing our numerical results, we discuss some
general properties, applicable to a particle-hole and time-
reversal symmetric case, like our AIM. In particular, the
particle-hole symmetry implies that χ
νnνn′
c , considered
as a matrix of the two fermionic Matsubara frequencies,
is a centrosymmetric matrix, i.e., it is invariant under
a νn → −νn, νn′ → −νn′ transformation17,55. A cen-
trosymmetric matrix in Matsubara frequency space has
the property that its (non-degenerate) eigenvectors are
either symmetric or antisymmetric70. Indeed, our results
show that eigenvectors associated to red divergence lines
are antisymmetric under the transformation νn → −νn,
whereas orange eigenvectors are symmetric, as it can be
seen in the right insets of Fig. 5 and in Fig. 6. The sym-
metry of the singular eigenvectors is – as expected – well
reflected in the frequency structure of the irreducible ver-
tex. As an illustrative example, a cut of the irreducible
vertex function in the charge channel, Γ
νn=piT,νn′ ,Ωn=0
c
for two values of the interaction U at the same tempera-
ture (T = 0.05) is shown in Fig. 5. In fact, in spite of the
proximity between the second red and the first orange
divergence line for these parameters, it can be clearly
seen how the frequency structure of the vertex function
is almost perfectly antisymmetric/symmetric in the case
where the lowest eigenvalue corresponds to a red/orange
divergence line (left/right panel).
After discussing this general feature of the singular
eigenvectors, applicable to all particle-hole symmetric
models hitherto analyzed14, we turn to their intriguing
evolution with decreasing temperature, and start by go-
ing back to Fig. 6. There, eigenvectors corresponding to
the five divergence lines (three red, two orange) shown in
the left panel of Fig. 3 are compared for the same tem-
perature (T = 0.025). We further plot properly rescaled
eigenvectors corresponding to the red lines at the highest
temperature employed in the calculations (T = 0.5) in
gray. The latter show an almost perfect agreement with
the atomic limit: Eigenvectors, localized in Matsubara
frequency space, which have finite weight almost only at
one frequency [νn = (2n+1)piT ] equal to the energy scale
ν∗. For example for the first divergence line (top panel)
the gray eigenvector displays its by far largest contribu-
tion at the first Matsubara frequency (n = 1).
This specific property of frequency localization char-
8-2000
-1000
 0
 1000
 2000
-10 -5  0  5  10
Γ c
(Ω
n
=
0
, 
ν n
=
pi
/β,
 ν
n
’)
iν
n’
-0.04
-0.02
 0
 0.02
 4.48  4.52  4.56  4.6
λα
-0.5
-0.25
 0
 0.25
 0.5
-8 -4  0  4  8
Vα
c
-10000
-8000
-6000
-4000
-2000
 0
-10 -5  0  5  10
Γ c
(Ω
n
=
0
, 
ν n
=
pi
/β,
 ν
n
’)
iν
n’
-0.04
-0.02
 0
 0.02
 4.48  4.52  4.56  4.6
λα -0.4
-0.2
 0
-8 -4  0  4  8
Vα
c
FIG. 5. Cuts of the irreducible vertex function in the charge channel, Γ
νnνn′ (Ωn=0)
c , for the first Matsubara frequency, ν1 = pi/β
at T = 0.05 and two U values are shown. In the left insets the lowest two eigenvalues of (χc/χph,0)
νnνn′ (Ωn=0) are reported vs.
U , in the right insets the eigenvector V cα (iνn) corresponding to the lowest eigenvalue λα is shown as a function of iνn. Left panel:
At U = 4.5 the lowest eigenvalue is corresponding to the second red divergence line (red dot), hence V cα (iνn) is antisymmetric.
Right panel: For U = 4.59 the eigenvalue of the first orange line is the smallest (orange dot), V cα (iνn) is symmetric.
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FIG. 6. Singular eigenvectors of (χc/χph,0)
νnνn′ (Ωn=0) (nu-
merically equivalent to the ones of χ
νnνn′ (Ωn=0)
c ), correspond-
ing to the five divergence lines (left panel Fig. 3), shown as a
function of Matsubara index n for the temperature T = 0.025.
In gray the eigenvectors of the red divergence lines for a higher
temperature, T = 0.5, properly rescaled, are plotted, indicat-
ing the broadening of V cα (iνn) for lower temperatures. Top
panel: Eigenvectors of the first red divergence line (red, anti-
symmetric) and the first orange divergence line (orange, sym-
metric). Middle (Bottom) panel: Same as top panel, but for
the second (third) red and orange (red) divergence line.
acterizing the singular eigenvectors of the red divergence
lines (see Sec. II B) gets lost, however, when reducing the
temperature. At T = 0.025 (red and orange eigenvectors)
we note that their frequency decay is even slower than
for the singular eigenvectors of the orange lines, which
are always associated to ”global” divergences, even in
the AL14. This means, in turn, that also the divergence
of Γc is no longer restricted to a finite set of frequencies.
Such a ”frequency-broadening” of the red singular eigen-
vectors at low temperatures was so far only observed in
the DMFT solution of the Hubbard model14, and seems
to be associated with the presence of coherent quasipar-
ticle excitations.
This general trend is analyzed in detail in Fig. 7: In
the left panels the eigenvectors are plotted in terms of
the Matsubara index n, while in the right panels several
V cα for low temperatures are reported as a function of
Matsubara frequency iνn. It can be easily seen, then,
that for the eigenvectors corresponding to the first red
(upper) and the first orange (lower) divergence line two
regimes are distinguishable: (i) for T  TK , the V cα
are strongly peaked at a given Matsubara index nmax,
in perfect agreement with the results of the AL. (ii) for
T <∼ TK the maximum contribution of the eigenvector
moves to a higher index with decreasing temperature, i.e.
to the right (Fig. 7 left panels). Remarkably, one notices
instead that, as a function of Matsubara frequency, the
maximum contribution of V cα(iνn) remains localized at a
given frequency iνnmax in this regime (Fig. 7 right panels).
Finally, it is interesting to analyze in more detail the
low-frequency structures of V cα(iνn), which can be high-
lighted by comparing the red singular eigenvectors of dif-
ferent lines at the same low temperature, see Fig. 6. In
particular, for the eigenvector of the second red diver-
gence line (middle panel of Fig. 6) an additional local
maximum and minimum appear at the lowest frequen-
cies, leading to three ”nodes” in their frequency compo-
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FIG. 7. Left top panel: Singular eigenvectors V cα (iνn) for several temperatures along the first red divergence line, plotted
as a function of the Matsubara index n. Right top panel: Singular eigenvectors of the left top panel plotted as a function
of Matsubara frequency iνn instead. Bottom panels: As top panels, but showing the data corresponding to the first orange
divergence line.
nents. In the case of the third red line (bottom panel)
V cα(iνn) has five ”nodes”. Extrapolating the behavior ob-
served for the first three red divergence lines, one expects
that the eigenvector of the n-th red divergence line will
have 2n − 1 ”nodes”. It is also interesting to note, that
for the eigenvectors of the first and second red divergence
line the respective one or three nodes are also observed
in the high-T regime (see the gray eigenvectors). This,
however, no longer holds for the eigenvector of the third
line.
C. Calculations in the low-T regime
Before proceeding with the interpretation of our results
and their implications, we conclude this section with a
detailed analysis of our data in the regime of the lowest
temperatures accessible to our algorithm. This is partic-
ularly important, because a correct determination of the
vertex divergences for T → 0 is crucial for answering the
questions posed in Sec. I.
We start, thus, assessing the numerical accuracy of our
results for the first red divergence line in the low-T range
(0.0033 < T < 0.05 < TK ∼ 0.07). Our results are shown
in Fig. 8, together with the corresponding error bars. The
latter were obtained from a Jackknife error analysis63,
which is described in detail in the Appendix C. From
the error bars in the main plot and the inset of Fig. 8
it can be inferred, that the combined scaling (β3 of the
CT-QMC sampling and β2 of the Matsubara frequency
box of the vertex function for Ωn = 0) prohibits us to
access temperatures lower than T = 0.0033, therefore
not yielding any further informative results about the
vertex divergences. However, the numerical precision for
T > 0.0033 was sufficient to accurately define the low-
T behavior. In fact, we can compare our data with the
dotted gray line, showing a linear extrapolation of the
divergence line to T → 0 using the (higher) temperatures
T = 0.05 and T = 0.025. Even considering the growing
error bars, the first divergence line shows a progressive
leftwards deviation from the linear extrapolation when
reducing the temperature. This is evidently completely
inconsistent with an infinite value of U˜ of the divergence
line endpoint for T → 0.
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FIG. 8. Zoom on the first red divergence line showing the
low-T behavior (for T  TK) which shows, that within the
error bars obtained by a Jackknife analysis (see Appendix C)
the line bends towards the U axis for T → 0. Inset: Further
zoom on the lowest temperatures, emphasising the growth of
the error bar with decreasing temperature.
That the temperatures considered are low enough to
allow for a T → 0 extrapolation is also supported by the
behavior of the singular eigenvectors. We discuss here
the case for the first red and orange divergence, which
is representative for all calculated divergence lines. In
fact, for T  TK (e.g. for T ≤ 0.025 for the first di-
vergence) the eigenvectors do not only display a maxi-
mum at a T -independent value iνnmax , but as functions of
iνn, they even show a perfect scaling in the whole low-T
regime (see Fig. 9). This demonstrates that the low-T fre-
quency structure of the singular eigenvectors, and hence,
of the vertex divergences, is completely controlled by an
underlying, T -independent, function: V˜ cα(iν), such that
V cα(iνn, T ) = f(T )V˜
c
α(iν). Our numerical data indicates
further that f(T ) simply represents the conversion factor
needed, when taking the T → 0-limit of the discrete sum
of Matsubara frequencies defining the norm of the eigen-
vector (
∑
vn
|V cα(iνn, T )|2 = 1): f(T ) =
√
2piT . In Fig. 9
the correspondingly rescaled eigenvectors (= V˜ cα(iν)) for
the first red and orange divergence line are shown. These
are extracted from the data for V cα(iνn, T ) by exploiting
the low-T scaling relation:
V˜ cα(iν) =
V cα(iνn, T )
f(T )
=
V cα(iνn, T )√
2piT
(7)
In the case of V˜ cα(iν), iν represents continuous imagi-
nary frequencies.
IV. DISCUSSION AND ANALYSIS
Our numerical study of the vertex divergences in the
AIM presented in the previous sections, and the com-
parison of the results to the ones of the Hubbard model
in DMFT, yield clear-cut answers to several open ques-
tions on this subject, which were mentioned at the end
of Sec. I.
In particular, the results definitely demonstrate that
(i) the MIT does not represent the essential ingredient
to induce vertex divergences (as well as the associated
non-perturbative manifestations). This is proven by the
similarity of the low-T behavior of the vertex divergence
lines in the Hubbard model and the AIM, ending in both
cases at finite U values in the limit T → 0, although
no MIT occurs in the ground state of the latter. We
must conclude, hence, that the occurrence of a MIT can
represent a sufficient, but not a necessary, condition to
observe vertex divergences. In this respect we recall that
in the phase diagrams of the Hubbard/FK models the
MIT cannot be reached (from the non-interacting or the
high-T perturbative region) without crossing (at least)
one divergence line: Only in this somewhat more lim-
ited context, the vertex divergences can be regarded as
”precursors” of the MIT, as originally proposed12.
The picture emerging from our AIM data does not
contradict, however, the physical considerations made in
Ref. [23 and 26], where one could relate the suppression of
the charge susceptibility26, driven by the formation of a
local magnetic moment71, to the onset of the divergences.
The same physical mechanism can also induce, depend-
ing on the model, the appearance of a MIT. This scenario
would be, thus, coherent with our numerical finding of
divergence lines without a MIT.
At the same time, the origin of the rather striking simi-
larity between the low-T curvature of the divergence lines
and the MIT in the DMFT phase diagram of the Hub-
bard model can be further rationalized, as we will discuss
below, in terms of the relation to TK .
Further, (ii) the observation of an overall qualitatively
similar T–U diagram (down to very low T ) rules out
the proposed explanation of the line re-entrance shape
in terms of the so called ”ring-scenario”14. This pro-
posed scenario represents a simple generalization of the
theoretical framework applicable at high T and large U .
We recall14 that, in the latter regime, the existence of
infinitely many divergence lines could be interpreted as
a direct manifestation of an underlying energy scale ν∗
in the Matsubara frequency space: A divergence occurs
whenever a Matsubara frequency (νn =
pi
β (2n+1)) equals
ν∗. While it was already made clear in previous studies14,
that this high-T explanation does not work at low-T , a
simple generalization was proposed: At low-T two un-
derlying energy scales might control the vertex diver-
gences. This idea would have matched well previous re-
sults showing that in the DMFT solution of the Hubbard
model (for roughly the same interaction values where
the divergences occur) two energy scales ωFL and ωCP
appear in the low-energy sector44, where the renormal-
ized quasiparticle excitations of the systems are defined.
From a merely theoretical viewpoint, the separation of
low-energy scales can be ascribed45 to the self-consistent
renormalization of the electronic bath of the auxiliary
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FIG. 9. Left panel: Eigenvectors of the first red divergence line for a given temperature multiplied with the inverse of the
scaling factor f(T ) yielding the eigenvector at T = 0 governing the frequency structure of the eigenvectors at all temperatures
in the T  TK regime. Right panel: As left panel, but for the first orange divergence line. Here the minor discrepancies can
be ascribed to a stronger U dependence of the singular eigenvectors in comparison to those of the red lines.
FIG. 10. Schematic representation of the energy scale(s) con-
trolling the border(s) of the perturbative/non-perturbative
regimes, (a): in the AL/FK case, which is relevant for the
large T and U limit of the AIM and the DMFT solution of
the Hubbard model, (b): for the ”ring-scenario” which was
proposed in Ref. [14], for the Hubbard model in the correlated
metallic regime (see text). Note that for the AIM with a large
bandwidth, as studied here, only one energy scale exists.
AIM of DMFT in the correlated metallic regime. This
has also important observable consequences, like the
emergence of kinks in the spectral functions44 and the
specific heat46 of the Hubbard model. In the perspective
of the vertex divergences, the emergence of two energy
scales on the real axis would correspond to a situation
(referred to as “ring-scenario”) where the perturbative
physics is preserved not only – as usual – at high en-
ergy (for ω > ωCP ), but also in the lowest frequency
Fermi-Liquid (FL) regime (for ω < ωFL), for a schematic
representation see Fig. 10. The non-perturbative effects,
instead, would appear first at intermediate energies, i.e.,
for ωFL < ω < ωCP , and reach the Fermi level, only at
the MIT.
The existence of two scales could be indeed reflected
in the observed more complex non-local structure of the
singular eigenvectors in Matsubara space. Moreover, this
interpretation would also have the appealing advantages
of providing a one-to-one correspondence of the vertex
divergences to physical observables (the kinks), and, at
the same time, of avoiding the necessity to deal with a
Fermi-Liquid ground state, of intrinsic non-perturbative
nature.
Our finding of qualitatively similar divergence lines,
also in the low-T area of the T–U diagram of the AIM,
however, makes a general validity of the proposed “ring-
scenario” very unlikely: In our AIM with a fixed and
large conduction electron bandwidth, the intrinsic origin
of the separation of energy scales (i.e., the self-consistent
renormalization of the electronic bath) is missing, see the
discussion in Ref. [45,72].
As a consequence, from a theoretical point of view,
one will indeed face the challenge of reconciling the ob-
servation of well defined Fermi-Liquid properties at low-
energies with the evident breakdown of perturbation the-
ory marked by the multiple divergence lines. In other
words, it will be necessary to describe and fully under-
stand the emergence of an intrinsically non-perturbative
Fermi-Liquid phase.
From a more physical point of view, the similarity of
the divergence lines in the Hubbard model and the AIM
also excludes a direct connection of the divergences to
the kinks in the self-energy, which are present44,47 and
absent45,72 in the two respective models. Note however,
that the kinks in the DMFT solution of the Hubbard
model are also related to the Kondo temperature45, so
there might be an indirect connection as for the bending
of the divergence lines around TK , see (iv).
(iii) The presence of several distinct intersections of
the divergence lines with the T = 0 axis poses the ques-
tion as to whether irreducible vertex divergences occur
also on the real frequency axis. In fact, this behav-
ior is radically different from the one found in the FK
model14–16. In the latter case, all divergences lines ac-
cumulate at T = 0 for a non-zero interaction value14,16
(U = D/
√
2), which corresponds to the unique vertex
divergence on the real frequency axis14,15. The low-T
spread displayed by the divergence lines of the AIM is,
thus, fully incompatible with the simpler FK scenario of
12
a single divergence point of the vertex in real-frequency.
In this respect, important insight is provided by the anal-
ysis of the temperature evolution of the singular eigen-
vectors V cα(iνn) for the different lines, especially in the
low-T regime where their behavior can be fully described
by a rigid scaling (see Sec. III C and Fig. 9). In fact,
close to the divergence, Γc can be approximated as in
Eq. (6). The scaling properties of the eigenvectors, com-
bined with the different (odd/even) symmetries (under
νn → −νn) of the eigenvectors corresponding to the
red/orange divergences, provide a strong indication that
real-frequency divergences in the limit of zero frequen-
cies, i.e. iΩn = 0, iνn, iνn′ → 0, will appear at the end-
points of all orange lines. This is due to the fact that for
the rescaled eigenvectors of orange divergence lines the
value of the lowest frequency component of the singu-
lar eigenvector is finite and non-zero in the T → 0 limit
(V˜ cα(iν = 0) 6= 0, see Sec. III C and Fig. 9). On the con-
trary, the vanishing of V˜ cα(iν = 0) for red divergences,
which is enforced by the odd symmetry of the eigenvec-
tor, suggests the absence of similar real-frequency diver-
gences as for the orange endpoints. This would represent
a further, major differentiation between the two kinds of
divergences, as only the orange ones would be mirrored
by corresponding divergences at the origin of the real-
frequency axis at the T = 0 endpoints. Of course, our
analysis can not exclude, that the real frequency vertex
functions might display additional divergences at finite
non-zero frequencies.
(iv) The precise determination of the Kondo tem-
perature in the T–U diagram of the AIM we consid-
ered (Fig. 4) provides novel insights into the problem of
the vertex divergences in the correlated metallic regime.
First, as we briefly mentioned in Sec. III, the relatively
featureless and smooth behavior of all divergence lines
for T < TK indicates that unexpected bending below the
lowest temperature where the QMC calculations of the
impurity vertex functions are feasible, is highly improba-
ble and also incompatible with the perfect scaling of the
singular eigenvectors discussed in Sec. III C. This rep-
resents an important, physics-based argument support-
ing all low-T results and considerations discussed before.
Second, we must recall that the Kondo screening in the
AIM is not taking place as a sharp transition. On the
contrary, it is known that the impurity magnetic mo-
ment screening starts to become progressively effective
at temperature larger than TK . In fact, considering the
low-energy spectral properties of the impurity site, a nat-
ural estimate of the crossover temperature, leads to val-
ues more than five times larger than the “standard” TK
(see Sec. III A). This is relevant for the interpretation of
our results, as the bending of the divergence lines, and
in particular their re-entrance behavior, is taking place
in this crossover regime. Consistently, in the same pa-
rameter region, the qualitative change in the structure
of the eigenvectors for the red lines (and of the corre-
sponding divergence of Γc from localized to non-localized
in frequency space) takes place. The emerging scenario
for the breakdown of perturbation expansion in the AIM
is, thus, the following: Vertex divergences with a rel-
atively simple structure (straight linear behavior of all
divergence lines, fully localized eigenvectors, etc.) are
associated to the formation of a local moment, and to
the related net separation of energy scales, marked by a
spectral gap between the Hubbard bands. This agrees
with our understanding in the AL12,14,17,51.
The progressive Kondo screening occurring by lowering
T towards TK is responsible for the gradual, but impor-
tant deviations from this “simpler” divergent behavior.
In particular, it is interesting to note that the screening of
the local moment appears, to some extent, to ”counter”
the breakdown of the perturbation expansion (low-T re-
entrance) of the lines. This effect, however, is only par-
tial, as the divergence lines for T < TK are not bending
up to U = ∞, but rather display multiple (presumably
infinite) endpoints on the T = 0 axis.
(v) From the numerical results obtained for the AIM
and from the considerations made hitherto, it is possible
to formulate specific, though somewhat heuristic, pre-
dictions for the structure of the divergence lines in the
DMFT solution of the Hubbard model. In particular,
we will focus on the most interesting regime of the co-
existence region surrounding the Mott-Hubbard MIT. In
fact, due to the considerable accumulations of vertex di-
vergences close to the MIT, no detailed study of the ir-
reducible vertex functions in this parameter region has
been performed so far.
The starting point for our prediction is the connection
discussed above (iv), between the Kondo screening, con-
trolled by TK , and the bending of the divergence lines.
Further, it is also important that for T < TK each of the
(infinitely) many lines smoothly continues down to their
respective finite endpoint on the T = 0 axis (iii). In
fact, a converged DMFT solution is defined through the
self-consistently determined electronic bath of the auxil-
iary AIM. This means that the AIM of a given DMFT
solution would be characterized by a TK depending not
only on U but also on T , n, etc. Such an “effective”
TDMFTK (U, T ) becomes zero at the Mott-Hubbard MIT
at T = 0, U → Uc2. This suggests that, the divergence
lines appearing in the T < TK part of the whole T -U
parameter space of the AIM will be squeezed in the re-
gion U < Uc2 of the DMFT solution of the Hubbard
model. This will evidently result in an accumulation of
divergence lines close to Uc2. For T 6= 0, instead, one
will cross, by increasing U , a first order MIT where a
discontinuity of the physical properties occurs. Such a
discontinuity affects, among other observables like the
double occupancy or the kinetic energy, also the self-
consistently determined electronic bath of the auxiliary
AIM. Hence, one must expect that the number of neg-
ative eigenvalues of χc (and thus, of divergences lines
already crossed) will be different on the two sides of the
transition, except for T = 0 and at the critical endpoint
where the MIT is continuous. More specifically, we re-
call that the Mott insulating phase is characterized by an
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essentially unscreened local moment. As a consequence,
on the insulating side of the MIT we will observe only
very minor corrections w.r.t. the divergence lines com-
puted in the AL (straight lines with frequency localized
red divergences, etc.). On the metallic side of the MIT,
instead, the electronic bath is associated with a finite
TDMFTK (T,U), and, thus, the screening effect, partially
mitigating the vertex divergences, will be at work. As a
result, for a fixed T 6= 0 one would find here a fewer num-
ber of negative eigenvalues (and, hence, of divergences
lines) than on the insulating side. Eventually, for low-
enough T ∼ TDMFTK (U, T ), the divergence lines on the
metallic side will show the typical bending behavior, and
display very frequency delocalized eigenvectors.
V. CONCLUSION AND OUTLOOK
In this work we have studied the divergences of the irre-
ducible vertex functions occurring in an Anderson impu-
rity model with a fixed electronic bath, aiming at gaining
novel insights about the breakdown of many-body per-
turbation theory in correlated metallic systems. In fact,
the numerical solution of the AIM, computed at high
accuracy in CT-QMC, fully captures the physics of low-
temperature quasi-particle excitations, as those observed
in correlated metals. It avoids, however, the additional
complication of a self-consistent adjustment of the elec-
tronic bath required by DMFT calculations. Hence, the
AIM represents a fundamental test bed to address several
open issues posed in the literature, about the different
non-perturbative manifestations in quantum many-body
theory.
Indeed, our study could clarify a set of relevant ques-
tions about the interpretation and the consequences of
the divergences of the two-particle irreducible vertex
functions. In particular, our results rule out that the
Mott-Hubbard transition plays a crucial role as the ori-
gin of the multiple divergence lines. This limits the
previously proposed interpretation12 of the vertex diver-
gences as “precursors” of the MIT in the sense of a nec-
essary condition for vertex divergences to occur, con-
sistently with the physical interpretation presented in
Refs. [23 and 26]. By a thorough analysis of the low-
temperature sector, we could ascribe, at the same time,
important characteristics of the vertex divergences, such
as their structure in Matsubara frequency space and the
re-entrance of the divergences line, to the screening pro-
cesses of the local magnetic moment occurring when ap-
proaching TK . Moreover, our data for T  TK has
unveiled a perfect scaling of the singular eigenvectors,
allowing us to extrapolate the T = 0 behavior of the
vertex divergences on the real-frequency axis. Finally,
exploiting the insights gained from the low-T analysis,
we could propose a heuristic prediction about the ver-
tex divergences in the particularly relevant case of the
coexistence region in the DMFT phase diagram of the
Hubbard model.
Having clarified important properties of the vertex di-
vergences in the correlated metallic phase (partly with
an unexpected outcome which corrected previously made
assumptions) our work also demonstrates how valuable
studies are, where the many-body correlation effects are
realized in the most fundamental fashion. This suggests
future extensions of this work, by considering systems
with embedded clusters of impurities, to investigate the
role played by short-range correlations in the breakdown
of the quantum many-body perturbation expansion.
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APPENDIX
Appendix A: The atomic limit and the inflection
point of ImG(iνn)
As mentioned in Sec. I, in the case of the atomic limit,
the inflection point of ImG(iνn) is found
51 at the fre-
quency νn = ν
∗, i.e. the energy scale which is also
governing the position of the divergence lines and the
frequency structure of the localized singular eigenvectors
corresponding to red divergence lines. As we briefly dis-
cuss in Sec. III A, this connection is also found for the
Anderson impurity model, in the regime of high-T and
large interaction. The results are shown explicitly in
Fig. 11 of this Appendix, where the rescaled ImG(iνn)
is compared to ∂2ImG(iνn) =
∂2ImG(iνn)
∂ν2n
for the third
red divergence line. Note that in the simple method used
to compute the second derivative of ImG(iνn), namely
finite differences, there is no data for the first frequency.
For T = 0.5 (see Fig. 11a), it is evident that the inflec-
tion point is located at the third Matsubara frequency,
which agrees with the atomic limit description. With de-
creasing temperatures, the inflection point moves from
the third frequency towards lower frequencies, which is
visible in Fig. 11b, where it is found between the second
and third frequency for T = 0.33¯. Although the diver-
gence line shows still a rather linear behavior (see main
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FIG. 11. Comparison of ImG(iνn) (rescaled by a proper fac-
tor) and ∂2ImG(iνn) =
∂2ImG(iνn)
∂ν2n
for three different tem-
peratures along the third red divergence line of the AIM.
part, Fig. 3), the inflection point completely disappears
for T = 0.2 (see Fig. 11c).
 0
 0.02
 0.04
 0.06
 0.08
 0.1
 0.12
 0.14
 0.16
 0.18
 0.01  0.1  1  10  100
T
χ/
(g
µ B
)2
log(T/TK)
universal Tχ/(gµB)
2
shifted Tχ(iΩ
n
=0) (U=4.2)
FIG. 12. The shifted data for Tχs(ω = 0) for several tem-
peratures at U = 4.2, compared to the universal result for
Tχs(T ) (see Ref. [68]).
Appendix B: The numerical extraction of the Kondo
temperature TK
To extract the Kondo temperature TK numerically
the static local magnetic susceptibility of the impurity
χs(iΩn = 0) has been calculated by integrating χs(τ) =
g2〈Sz(τ)Sz(0)〉, with g = 2 (computed with w2dynamics)
over the interval [0, β].
χs(iΩn = 0) =
β∫
0
χs(τ) (8)
which corresponds to its Fourier transform for iΩn = 0.
The data for χs(iΩn = 0) has been computed for several
T , and then compared to the universal result for Tχs(T )(gµB)2 ,
computed for the spin- 12 Kondo Hamiltonian in Ref. [68]
(cf. also Ref. [73]), where µB is the Bohr magneton. Plot-
ted as a function of log(T/TK) the Kondo temperature
can thus be obtained with high precision by shifting the
numerical data for Tχs(iΩn = 0) onto the universal re-
sult (on a logarithmic T -scale). For the case of U = 4.2
the shifted results are shown in Fig. 12. The data for
TK obtained through this procedure are the blue crosses
reported in Fig. 4 of the main paper.
Appendix C: The determination of U˜ and the
associated error bars
To estimate U˜ for a given temperature at least two
separate calculations of χ
νnνn′Ωn=0
c are necessary. As an
example of the procedure, we show the case of the first
divergence line for T = 1/300 ≈ 0.00333. For this case
the smallest eigenvalue of (χc/χph,0)
νnνn′ (see Sec. II C)
is plotted as a function of U , see Fig. 13. This, in turn,
15
-0.02
-0.015
-0.01
-0.005
 0
 0.005
 0.01
 0.015
 0.02
 3.38  3.385  3.39  3.395  3.4  3.405  3.41  3.415  3.42
λ α
U
U
~
 - ∆
U
~
 + ∆
λα of χc/χ0 at T=0.00333
FIG. 13. The singular eigenvalue λα of (χc/χph,0)
νnνn′Ω=0 for
T = 0.0033¯ and two different U values (3.383, 3.42) is shown.
A linear interpolation is used for the determination of U˜ (red
solid line). The Jackknife error analysis provided error bars
for the two results for λα (red dashed), which are, then, used
to estimate the error bar of U˜ (gray dashed lines).
allows us to adopt an interpolation or extrapolation pro-
cedure for an estimation of U˜ , depending on whether we
find two eigenvalues with different signs or not. In the
following a bisection procedure is used until U˜ is known
to the desired accuracy for the given temperature. In
the calculations shown throughout this work, we have
performed calculations until we reached an interval in U
of the order of O(10−1) to O(10−3). For the first line
and high-T the coarser interval was used, for the subse-
quent lines a more refined interval was employed, as well
as for the low-T results of all lines. Each calculation was
performed on the Vienna Scientific Cluster (VSC3) us-
ing about 10.000 to 15.000 CPU hours, in the case of the
low-T calculations 25.000 (β = 160) or 50.000 (β = 300)
CPU hours were used.
Finally, to estimate the error bars of the interaction
values U˜ it is necessary to extract, first, the error of the
eigenvalues of (χc/χph,0)
νnνn′Ωn=0. To this end a (n− 1)
Jackknife method63 was used. Specifically, with the same
CPU hours used for the calculations discussed above, 25
bins were produced. From these 25 different results for
(χc/χph,0)
νnνn′Ωn=0 26 eigenvalues were produced, ac-
cording to the (n − 1) Jackknife method63, which also
provides an expression for the standard deviation. As
a last step, the intersection points of the interpolation
of the maximum and minimum error of the eigenvalues
and zero, were used as an estimate for the error bar of U˜
for a given T . This procedure is also shown explicitly in
Fig. 13.
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