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Abstract
This thesis deals with perovskite materials for photovoltaic applications. Specifically
the methylammonium lead iodide perovskite (MAPbI3) has experienced a recent surge
of research interest, due to its promising performance as a photovoltaic absorber and its
potential to provide cheap and abundant energy. The downside remains an insufficient
stability as well as a poor understanding of the relationship between structure, property
and photovoltaic performance. The aim of this thesis is to improve both shortcomings,
stability and fundamental understanding, by optimising the fabrication process and an
in-depth analysis of different MAPbI3 derivatives.
For the optimisation of the fabrication process, the substrate treatment protocol was
optimised regarding its influence on the adjacent TiO2 compact layer and its electro-
chemical response. Secondly, the cell layout and measurement protocol was optimised.
Finally, two new fabrication routes were introduced. One that allows a crystallisation of
the perovskite thin-film at a lower temperature (about 84 ◦C) by using a high air-flow
rate; the other fabrication technique uses a vacuum assisted vapour conversion of PbI2,
which allows for a controlled conversion process without environmental exposure and
without the necessity of a glovebox.
New perovskite materials were synthesised, which show an enhanced stability to-
wards water, by replacing the organic A-site cation methylammonium (MA+). Firstly,
cation mixtures with Cs+ (CsxMA1-xPbI3) show structural limitations with an esti-
mated substitution limit of x > 0.13, that is not solely caused by steric factors, as
expected, but indicates chemical bonding contributions. Secondly, the organic cation
azetidinium (Az+) was employed, which does not form a perovskite structure on its own
(δ-AzPbI3), like the δ-CsPbI3. However, solid-state solutions AzxMA1-xPbI3 formed
for small Az-ratios (x ≤ 0.05) and showed an enhanced photovoltaic performance and
reduced hysteresis. Notably, both systems, Cs+- and Az+-containing, improved the
water-resistance of the resulting perovskite. An initial assessment of the instability of
the AzPbI3 was undertaken with Raman spectroscopy and indicates a strong interaction
between the amine group and the inorganic part, which could offer an alternative
bonding scheme to the three-dimensional [PbX
6
]4– octahedra network and therefore
result in the formation of a two-dimensional structure.
xvi LIST OF TABLES
Finally, different halide derivatives MAPbX3 (X = Cl, Br, I) were analysed regarding
their structural dynamics, by measuring the spectroscopic response in resonance and
off-resonance conditions. It was shown that the low-frequency modes are mainly caused
by the inorganic lattice and matched the model of an harmonic oscillator, thus having
negligible influence from the organic cation. Internal MA+ vibrations showed an
continuous red-shift for smaller halide derivatives, which shows an increasing interaction
with the inorganic scaffold. Temperature dependent measurements for the MAPbBr3
between 100 K and RT indicate an order-disorder transition with an activation energy
of about Ea = 7.5 ± 1.0 kJ for the reorientation motion. The measurement of all
MAPbX3 species at 100 K indicates long-range order between the MA




AFM Atomic Force Microscopy
AM Air Mass Coefficient
AMBER Assisted Model Building with Energy Refinement
CB Conduction Band
CV Cyclic Voltammetry
CVD Chemical Vapour Deposition
DC Direct Current
DMSO Dimethyl sulfoxide
EDX Energy Dispersive Xray Spectroscopy
EIS Electrochemical Impedance Spectroscopy
EPBT Energy Payback Time
ETM Electron Transporting Material
FWHM Full Width Half Maximum
HOIP Hybrid Organic-Inorganic Perovskite
HTM Hole Transporting Material
IR Infrared
Kapton Poly(4,4’-oxydiphenylene-pyromellitimide)




xviii LIST OF TABLES
MAPX Methylammonium lead halide perovskite
MAX Methylammonium halide
mp Mesoporous
OCVD Open-Circuit Voltage Decay
PCE Power Conversion Efficiency
PL Photoluminescence
PSC Perovskite based Solar Cell
PV Photovoltaics
RMS Root Mean Square
RT Room Temperature
SC Spin-coating








V-VASP Vacuum Vapour Assisted Solution Processing







Untersuchungen über photoelektrische Eigenschaften stehen noch aus.







, a Pb(II)-System with Cubic Perovskite
Structure, Zeitschrift für Naturforschung, 1978, 33b, 1443-1445.[1]
L
ight plays a major role from the very beginning of the universe, where the
early dynamics were mostly set by photons and neutrinos, being the highest
energetic particles during the radiation-dominated era (first 47, 000 yrs of the
universe).[2] Even after the end of this era, when the energy density of matter became
dominant and was later succeeded by dark energy[2] and throughout the following 13.8
billion years[3, 4] until present, light remained essential for life, as being the driving
force for photosynthesis in plants and therefore one of our most fundamental energy
sources. Without it the earth would be nothing but a frozen ice block at 3 K.
In fact, solar power is the underlying driving force behind almost all human energy
sources: wind energy is based on a mass movement of air, caused by pressure differences
in the atmosphere which are in turn caused by buoyancy forces that are triggered by
solar heating. Hydro-power is based on the kinetic energy of fast-running water, which
in turn is gained by an evaporation process, fuelled by solar power. Fossil fuels are
ancient sources of carbohydrates, synthesised from carbon dioxide, water and solar
energy.[5] Even nuclear energy is fuelled by solar power, when looking at its very origin:
The only reason why heavy elements (including radioactive elements such as uranium)
exist is the so called stellar nucleosynthesis;[6] this process exclusively happens under
extremely harsh conditions which can only be found in stars, such as our sun.
1
2 1.1 Powering the planet
1.1 Powering the planet
Nowadays, a growing population, of currently almost 7.5 billion people (February
2017),[7] tied to an increasing industrialisation in most parts of the world, causes a
continuous growth of the world’s energy demand; this brings up an energy problem on
the terawatt scale.[8] More precisely, the estimated energy consumption in 2013 was
3.9× 1020 J or 9.3× 109 MT (mega-tonne) of oil equivalent,[9] which corresponds to an
average power output of 12.3 TW. Currently, most of our energy needs are covered by
limited fossil fuel based energy sources.[10] In order to secure a steady energy supply
for the future, it seems perspicuous to decouple emissions and economical growth by
utilising renewable energy sources in the future to follow the ‘irreversible momentum of
clean energy’,[11] as it has been recently called by Obama et al.
When comparing different types of renewable energy sources, solar power is the most
abundant resource on earth and therefore forms by far the largest part of the terrestrial
energy budget. Solar radiation of 172 PW (full spectrum) accounts for 99.97 % of
the incoming energy,[12] while internal, tidal and waste heat constitute the rest.[13]
The currently most used energy sources are oil, coal and gas with known reserves of
1750 PW · h, 1400 PW · h and 5500 PW · h, respectively.[14] Thus a few days of solar
radiation contain as much energy as the entire known fossil fuel reserves. Or from a
different point of view, our energy demands (12.3 TW) could easily be covered from
the sunlight that reaches the earth (172 PW), if only 0.072 %" could be used. In
order to cover the world’s energy needs with a 20 % efficient solar cell (SC), one would
have to cover an area of 183, 600 km2 (neglecting night time), which is less than Great
Britain (counting 209, 331 km2) and only about 2 % of the Sahara desert (counting
over 9, 000, 000 km2). Even though this sounds like a small area, it would still come
with a big price tag. The costs of photovoltaic (PV) modules tumbled recently to less
than 1 $/W, but are still considerably higher for complete PV systems, including soft
costs, e.g. labour.[15] With an assumed price of 1.4 $/W for a finished PV system, an
investment of about 17.2 trillion USD would be necessary to produce enough energy to
cover the above mentioned 12.3 TW. That is about as much as the current GDP of the
United States or the European Union.
This shows that solar energy is the most reasonable approach when it comes to
powering the planet, but it also comes with a disproportional price tag. The reason
for this lies in the high costs of PV systems, more than half of which is made up from
module costs.[15] The reason for the relatively high costs of current modules lies in the
elaborate and energy-intensive fabrication procedure for current silicon PV modules,
which will be explained in the next section.
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1.2 Solar cell materials: Gold, silicon and perovskites
The French physicist Alexandre-Edmond Becquerel was the first to discover that
sunlight can be converted into electricity in 1839.[16] He used wires of gold and platinum
in an electrolyte and observed an electric current when the plates were exposed to
solar radiation ‘in an uneven way’. The first solid-state PV cell was built in 1883
by Charles Fritts, who used selenium that was coated with two thin layers of gold to
form the junctions. The cell had a relatively low power conversion efficiency (PCE) of
about 1 %.[17] Further progress was not made before the 20th century, when a better
theoretical understanding was combined with the design of more efficient cells. Albert
Einstein published his ‘heuristic viewpoint concerning the production and transformation
of light’ in 1905, which described the photoelectric effect and underpinned the quantum
revolution.[18] The importance of this work earned him the Nobel Price for physics
in 1921. The first silicon SC was patented in 1941 by Ohl, which made him not only
the inventor of the silicon SC but also the first person to implant ions into silicon and
to discover the p-n junction.[19] However, efficiencies of his devices were below 1 %.
The first practical example of a SC was shown in 1954 by Pearson, Chapin, and Fuller
in the Bell Laboratories.[20] While working on alternative off-grid solutions for power
generation they managed to efficiently dope silicon pieces through diffused junctions
and thereby produced efficiencies of around 6 %.[20] This was the first SC to be efficient
enough to power large-scale devices, e.g. a radio transmitter during the Bell Laboratories
press conference, when this efficient SC was presented for the first time. The discovery
sparked a large public interest and ignited further research into silicon PV, which is up
to day the most commonly used PV technology. After almost three more decades of
research, another milestone was reached in the early 80s, when silicon cells surpassed
20 % PCE. Nowadays single-crystal silicon cells reach 25.6 % PCE,[21] which is not far
from the theoretical limit of around 30 % for the given bandgap of silicon,[22] and a
proposed practical limit of about 26 %.[23]
The reason for the popularity of silicon PV lies not only in their good PCE perfor-
mance, but also their stability. Moreover, it is one of the most abundant elements on
earth, that can be found almost anywhere in its oxidised form SiO2. The purification of
silicon has become a major industrial process, as micro-electronics have been developed.
Nevertheless, for both PV and electronic applications, a very high purity level of silicon
is needed. Impurities in form of dopants would give rise to recombination processes
and decrease the efficiency of the SC. But the purification process of silicon is very
energy intense and requires multiple processing steps, aggressive chemicals and very high
temperatures. A schematic of the widely used Siemens process for silicon purification is
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Figure 1-1: Schematic of the Siemens process to purify silica into silicon, in its
pure elemental state.
The next step after obtaining pure silicon pellets is to form large single crystals.
Therefore, the pellets need to be melted and crystals slowly grown from a seed crystal
just above their melting point of 1414 ◦C. This is known as the Czochralski Process.[24]
It becomes clear that silicon is a questionable candidate for delivering a majority of
the global energy demand, despite its favourable bandgap and stability. The energetic
and financial investment during the production is relatively high. Because of its indirect
bandgap, a material thickness of about 200 µm is needed. This is only slightly thicker
than a human hair, but still a lot when thinking about covering huge areas, e.g.
183, 600 km2 as discussed above. Modern research on next-generation SC focuses on
novel PV materials that are processable at low temperatures and have a high absorption
coefficient, to decrease the required thickness of active material.
This brings us back to the year 1839, where this section started. Not only did
A.E. Becquerel demonstrate the photovoltaic effect in Paris for the first time in this year,
but Gustav Rose also discovered a new material, CaTiO3 (see fig. 1-2b), in the Ural
mountains of Russia.[25] It was later named perovskite after Lev Aleksevich von Perovski
(see fig. 1-2a). It has the general structure ABX3 and can consist of ternary oxides,
nitrides, halides and other compositions with the same crystal structure. Another
prerequisite for the perovskite structure, besides the ABX3 stoichiometry is corner
sharing octahedral units, e.g. the AB3. For a metal oxide perovskite (X representing
oxygen), the valence of the metals A and B must sum to six in order to achieve charge
neutrality, e.g. I-V-VI3, II-IV-VI3 and III-III-VI3. If X is formed by an halide (as in
this thesis), the valence of the two cations must sum to three, leaving only one possible
valence: I-II-VII3. The B-site is then occupied by a metal, e.g. Pb, which is surrounded
by six halides and forms a corner-shared [PbX
6
]4– octahedral structure. The A-site
cation is located in the voids between the octahedra (e.g. see fig. 1.1c).
The first reported synthesis of a perovskite material was done in 1893 by Wells,[26]
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and a crystallographic characterisation followed in 1958 by Moller.[27] One candidate
in the class of perovskites which is of special interest for PV applications as a high-
performance semiconductor (details in section 1.3) is the methylammonium (CH3NH
+
3
= MA+) lead iodide MAPbI3 (see fig. 1-2c). It was first synthesised in 1978;[1] in
this very first report about the now so popular perovskite, Weber synthesises differ-
ent methylammonium lead halides MAPbX3 and presents their complete structural
characterisation.[1] He also mentions that ‘studies on photoelectric properties are out-
standing’ ; little did he know that this inconspicuous gap in his study would later on
engage thousands of researchers.
Before perovskites were finally discovered for PV applications, they drew attention
for their electronic properties. Mitzi et al. conducted several studies in the mid-90s
and 2000s for electronic and optical applications.[29, 30, 31, 32, 33, 34, 35] Intriguing
features of these materials are high carrier mobility, tunable electronic properties and an
easy and low-cost solution deposition. There are now multiple reports on the exciting
physical properties of different perovskite materials, like colossal magnetoresistance,
[36] ferroelectricity, [37] superconductivity, [38] thermoelectric properties [39] and
thermochemical catalysis.[40] Perovskites were finally introduced to PV in 2009 by
Kojima et al. with an initial PCE of 3.8 %.[41] This relatively low initial efficiency
would soon become the fastest rising PV technology in history. This rapid evolution of
perovskite based solar cells (PSC) is explained in more detail in section 1.4.
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Figure 1-2: (a) Portrait of Lev Perovskite, name patron of the perovskite struc-
ture (picture taken from wikipedia; CC in public domain).[28] (b) Crystallographic
structure of the first discovered perovskite CaTiO
3
. (c) Crystallographic structure
of the MAPbI
3
perovskite. (d) Extract from the NREL chart, focussing on per-
ovskite reports and their compositions. (e) NREL chart with perovskite solar cells
colour coded and zoomed in the inset.[21] (f) Different cations that can serve as an
A-site substitution in APbI
3
perovskites and are further discussed in this work.
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1.3 Hybrid perovskites as low-cost and high-performance
semiconductors
The outstanding performance of HOIP as a semiconductor is based on a variety of
effects. This interplay of optical properties, charge-transport behaviour and electronic
response can be partially explained by classical models but also includes important
relativistic contributions.
The optical response of HOIP shows a direct absorption across an indirect bandgap,
which is attributed to a Dresselhaus spin-orbit coupling that causes k-dependent splitting
of the conduction band minimum.[42, 43] The bandgap can be continuously tuned by
substituting either position of the ABX3 structure (details in section 1.7). A high
photoluminescence efficiency and a sharp absorption makes its performance comparable
to other state-of-the-art semiconductors like GaAs,[42] which is currently the best
performing single junction PV material (certified 27.5 % PCE, see fig. 1-2e). This is at
least partially due to the low defect density of ∼ 1010 cm−3, which makes this material
practically defect-free.[44] Even though many oxidic perovskites can be n-doped up to a
point of metallic behaviour, this effect can not be seen for halide perovskites, which
seem to be always intrinsic.[45]
The bandgap of HOIP is direct for all halide-based species and solely influenced
by the metal and halide. The valence band is contributed by the p6 orbital of the
halide and the s2 orbital of the metal. The conduction band consists of the p0 orbital
of the metal. Orbitals from the A-site cation are not contributing.[46] An important
contribution to the band structure is given by spin-orbit coupling, which causes an
effect known as Dresselhaus splitting;[42] thus the conduction band splits, which is
one of the contributions underpinning the large mobility (∼ 164 cm2V−1s−1), allowing
a carrier diffusion length of 175 µm.[44] Other effects that possibly contribute to the
optoelectronic response are too manifold to be addressed at this point, but include band
filling,[47] dual excited state,[48] bimolecular recombination,[49] photon recycling[50]
and self-trapped excitons.[51]
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In order to produce a high-efficiency solar cell, it is not enough to simply have the
right material. A good example is the silicon solar cell: it took about six decades to get
efficiency levels from less than 1 % in 1941[19] to over 25 % today.[52] A comprehensive
understanding of the material’s photo-physics as well as several milestones in the
processing of the cell were needed to reach this point. The first surge in efficiencies was
set off after Chapin, Fuller and Pearson introduced diffused junctions in 1954,[20] that
kick-started the development of silicon cells with the report of 6 % PCE. During the
next decade further improvements in the diffusion technique alongside the development
of the Siemens process (see above) resulted in a further rise to about 16 %.[53, 52]
Another series of improvements came along with advancement in the microelectronics
industry, which brought efficiencies up to 25 %,[52] by using closely spaced metal lines,
lithography techniques and anti-reflection coatings.
For perovskites, a similar trend can be seen in their early development. The first
two reports of perovskites in SC came from Kojima et al. in 2009 (3.8 %) and Im et
al. in 2011 (6.5 %). Both reports passed almost unnoticed and used MAPbI3 only as
a nano-crystalline absorber in conjunction with a liquid electrolyte that decomposes
the material,[41, 54] therefore underestimating the novelty of this new absorber. Two
individual PSC studies in 2012 by Lee et al. and Kim et al. employed the MAPbI3 as a
photoactive thin-film material and showed that it was possible to achieve efficiencies
around 10 %. From that point on PSC started to gain significant interest. Sensationally,
PSC were in the same efficiency-league as other third-generation PV technologies, just
after their first report as a solid-state absorber. Now, they competed with dye-sensitised
solar cells and organic photovoltaics, which at that time used to be praised as the most
promising material to produce cheap and abundant solar energy with a short energy
payback time.[55] This already impressive efficiency was soon to be turned over by a
succession of improvements that lead to the current record performance of 22.1 %.[21]
First improvements focused on different deposition techniques and processing pa-
rameters. An example of this is the introduction of a sequential conversion technique
by Burschka et al. in 2013.[56] In this approach a plain PbI2 layer is deposited first,
which is then converted to MAPbI3, by dipping the film into a MAI solution. This
significantly improved film morphology, gave a certified 14.1 % efficiency and now marks
the first entry of PSC in the NREL chart.[56, 21] The development of PSC record
cells on the NREL chart can be seen in figure 1-2d with details listed in table 1.1.
Shortly after, another deposition technique was reported where the precursors salts
PbI2 and MAI were simultaneously sublimed onto the substrate.[57, 58] This deposition
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technique gave perfectly smooth cells with an efficiency around 15 %. Even though the
process of vapour deposition is opposed to the idea of a cheap and mass producible
technology (not easily up-scalable), it allowed the creation of smooth films with a
controlled thickness, which was important for spectroscopic studies and to elaborate on
elemental device properties.[51, 49, 59, 60, 61, 62, 63] Further studies investigated a daz-
zling array of processing parameters e.g. precursor compositions,[64, 65, 66, 67, 61, 68]
different solvents,[69] deposition temperatures,[70, 71] atmospheric influences,[72, 73]
humidity,[74, 75, 76, 73, 77] alternative precursor salts,[78] pre-treatments,[79, 80] sol-
vent dripping[81] and dipping[56] just to name a few. A more detailed discussion of
parameters affecting thin-film morphology is given below (section 1.5).
The next step that lead from efficiencies of around 15 % to current record cells
focussed on chemical optimisation to tune the intrinsic material properties. MAPbI3
might be an excellent photovoltaic material but it has up to now failed to reach efficiencies
of 20 %,[84] a benchmark that its derivatives had already reached in 2014.[83] In order to
further improve the PSC performance a judicious design of the material composition was
necessary. First studies focused on the utilisation of Br-derivatives to increase the VOC
and it was found that the stability of the perovskite towards moisture also improved.[85]
The next NREL record cell was made from a MAPb(Br
0.15
I0.85)3 mixture, achieving
16.2 %.[81] However, the inclusion of the smaller Br halide blue-shifts the bandgap into
a less favourable region, away from the optimum 1.34 eV.[22] A general problem is that
the empirical Goldschmidt factor dictates that for a further decrease of the bandgap
towards the optimum 1.32 eV, the size of the cation or halide needs to increase.[86] But
halide derivatives larger than iodine are radioactive and cations larger than MA are
mostly not within in the frame of the Goldschmidt factor and lead to a transformation
into a yellow non-perovskite δ-phase at room temperature. A more detailed discussion
of the Goldschmidt factor can be found below (section 1.7). It gives an empirical
estimation for the stability of perovskites based on their ionic radii. Therefore, cations
that are larger than MA+ and on the upper end of the allowed cation size need an
Table 1.1: Overview of perovskite record cells as reported in the NREL table,
which time, performance, chemical composition and publication data, if available.
Year Efficiency [%] Perovskite Journal Ref.
2013 14.1 MAPbI3 Nature [56]
2013 16.2 MAPb(Br
0.15
I0.83)3 Nature Materials [81]












10 1.4 The surge of perovskite solar cells
entropic stabilisation, which can be achieved by mixing several types of cations in one
material (solid-state solutions). This marks the next NREL record cell in 2014 by Jeon
et al. with 17.9 %.[82] From there on PSC employed progressively more ions. Jang














see fig. 1-2f).[83] The next two NREL entries lie at 21.0 % and 22.1 %, but are not
published in literature yet (stand: February 2017). However, from published literature
that achieves similar performances it can be seen that the usage of an increasing number
of ions decreases the amount of impurities and gives more stable device with a higher
photovoltage and reproducibility. This was impressively shown by Saliba et al. with the
ternary cation system CsFAMA (Csx(FA0.87MA0.13)1-xPbBr0.17I0.87) and more recently
the quadruple RbCsFAMA perovskite, achieving a stabilised efficiency of 21.1 % and
21.6 %, respectively.[87, 88] A more detailed discussion of compositional and structural
engineering of perovskites is given below (section 1.7).
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1.5 Thin-film formation and device fabrication
The control of morphological parameters might seem trivial from a scientific point
of view, but is of paramount importance for cell performance, as has been discussed
above. Small changes in the process, that often go unnoticed, can give a vastly different
response of the perovskite. Therefore, a major difficulty during device fabrication
is the reproducibility of the process. A vast array of parameters influence the thin-
film formation and crystallisation of the perovskite layer. This is partially caused
by the sensitivity and meta-stability of this class of HOIP.[89, 90, 91] Zhang et al.
showed recently that, at least from a first-principle perspective, MAPbI3 as a material
is unstable.[92] This results in a variety of factors that can have an impact on film
formation, resulting in a variety of different fabrication protocols. [61, 64, 65, 66, 67,
68, 69, 70, 71, 72, 73, 74, 75, 76, 77] The result is that the most widely used deposition
process (spin-coating) is influenced by the ambient atmosphere, which varies from day
to day and can even be influenced during a deposition process in a glovebox by solvent
concentrations that stem from the solvent evaporation during the spin-coating. For
example Pockett et al. reported that cells which were prepared under nominally identical
conditions fell into two distinctive groups.[93] Several processes were developed to better
control the perovskite fabrication. The earlier mentioned dual-source sublimation of both
precursors PbI2 and MAI is one approach,[57, 58] but requires a full evaporation setup.
Chen et al. introduced another approach, where the PbI2 layer was spin coated and only
the MAI was evaporated, which can be done on a hotplate. This method was called
vapour assisted solution processing (VASP).[94] This process was further developed in a
study that is included later in this work, in order to minimise environmental effects.[95]
The MAI vapour conversion process was transferred into a low-vacuum environment by
using a desiccator lid and a vacuum pump.
In 2013 the wakening interest in PSC was accompanied with an uncertainty regarding
long-term impact. Only a few laboratories were able to produce high performing cells,
but PSC already drew considerable attention with 14.1 % efficient cells published in
several major scientific journals, e.g. Science and Nature.[96, 56] Under these peripherals,
Snaith and Hoke announced at the 2013 MRS fall meeting an anomalous hysteresis
(further referred to as simply hysteresis) during the IV measurement, that makes the
obtained IV curve highly dependent on scan speed and direction.[97] This caused
scepticism for virtually all reported IV curves, a measurement method that was hitherto
considered to be unambiguous. Even though hysteresis is normal at extremely high scan
speeds for every type of solar cell and can be explained by capacitive effects, the extent
and type of hysteresis in PSC were more severe and indicated a more fundamental
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problem.[98] Snaith et al. proposed three possible origins for this effect, namely: surface
trap states, ferroelectric domains and ion diffusion.[97]
Initially, several studies pointed towards surface trap states and ferroelectric domains
as the main reason for hysteresis, with both experimental and computational support.[99,
100, 101, 102] Later work however gave increasing support to the idea of vacancy
mediated ion diffusion. Even though the formation of ferroelectic domains by alignment
of MA+ dipoles is still considered possible in PSC, the degree of freedom at room
temperature (RT) is too high and the activation energy is too low to contribute to IV
scan measurements.[103, 104] A further discussion about implications of MA+ dynamics
is given in the next paragraphs.
Even though vacancy mediated halide diffusion had already been reported more than
three decades ago,[106] the exact nature and extent remained uncertain until it became
a popular explanation for the anomalous hysteresis phenomenon. Xiao et al. showed
that the intrinsic electric field can be flipped in a symmetric architecture by applying a
bias to the material,[107] which was the first evidence for an electric field induced change
of the MAPbI3 morphology and an indirect proof for ion motion. Later studies then
emphasised the contribution of ion motion to the IV hysteresis by more detailed studies
at different scan speeds and temperatures.[108, 109, 110, 98] A quantitative approach
was given later on by Eames et al. from first principles; he derived activation energies
for different ionic species, e.g. 0.6 eV for iodide.[111] This approximation was later
supported in several studies, for example Pockett et al. (via Arrhenius activation energy
for low frequency processes in IMVS and EIS measurements) and Richardson et al.
(employing these values in a drift-diffusion model that predicts IV curves).[112, 105, 113]
A possible explanation for the deviation of reported values for ion transport could be
that the transport is photo-induced or at least photo-assisted, as could be shown by a
visual imaging of photo-brightening, caused by a net migration of iodide.[114]
These iodide vacancies form charges in the device, that can move in a similar way as
electrons and holes, driven by the electric potential, only more slowly (higher activation
energy). The build-in electric field, that is caused by the different Fermi-levels of the p-
and n-type contacts, drives these mobile charges towards the contacts at short-circuit
conditions. The positively charged vacancies therefore accumulate at the p-type contact
and are opposed by a negatively charged region, caused by the depletion of vacancies at
the n-type contact.[105] These accumulated charges form a diffuse double layer at the
interface, that is labelled Debye layer throughout this work (see fig. 1-3), even though
different names can be given (e.g. Helmholtz, Stern, Gouy-Chapman), depending on the
assumed underlying mechanism. An applied positive voltage can oppose the build-in
potential and decrease the amount of charges in the Debye layer. This has a direct
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Figure 1-3: (left) Schematic of conduction band evolution while decreasing the
voltage and build-up of Debye layers at the interfaces. (right) Resulting anomalous
hysteresis in an IV scan. Data from Richardson et al.[105] Creative Commons
Attribution 3.0 Unported License.
contribution to the measured IV-curve, where the applied voltage is constantly changed
together with the distribution of mobile charges throughout the device.[105]
From a structural point of view the reason for the impact of hysteresis is twofold.
On one hand the rotational freedom of the organic cation facilitate the movement of
ionic species through the material,[115, 103] which is reflected in a low defect diffusion
barrier ∆Eb. On the other hand, the relatively soft inorganic lattice and strong lattice
polarisation, caused by relativistic effects, result in a low defect formation energy ∆H
during crystal formation. The latter gives rise to a high fraction of defects N0, while
the former allows their free movement under an applied electrical field. In a readily
formed crystal, ∆Eb is generally large, while the fraction of defect sides is comparably
small. This allows the expression of the ionic conductivity σion with the following
equation:[116, 117]














∆H Defect formation energy
∆Eb Defect diffusion barrier
N0 Fraction of defects n/n0
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In this context, k is the Boltzmann constant and T refers to the temperature.
Equation 1.1 possess two parameters (besides temperature), that can be tuned in order
to reduce the ionic conductivity and hence hysteretic effects.
Firstly, one could aim to increase ∆Ed, which could be done by changing the mobility
or polarity of the organic cation. This would reduce the orientational disorder and
lattice deformation that assist the diffusion process.[118] Therefore, one would have to
employ different cations to chemically engineer the bonding schemes. Several options for
compositional derivatives will be discussed below (section 1.7) and practical examples
are given in chapter 4.
The other aspect of hysteresis that has to be thought of is the level of defect
concentration [D], which can be controlled during device fabrication. In a comprehensive
structural study about different AMI3 perovskites Stoumpos et al. said that ‘It needs to
be mentioned that not only the material composition but also the level of impurities and therefore
synthesis conditions have a significant influence on the final physical and chemical properties
and thereby influences the performance of the solar cell.’[119] Even though the study was
conducted on single crystal materials, his statement holds true for thin-films and solar
cells as well. Up to now, a variety of factors in the fabrication process were shown to
influence the hysteresis of the device, e.g. purity and concentration of the precursor
solution,[120, 61] grain size,[121] humidity,[74] or temperature.[122]
A critical link between the amount of defects that support ion migration and
observed hysteresis is the device’s interface. Barnes et al. showed recently that, while
ion migration is most likely the underlying mechanism for hysteresis, high interfacial
recombination rate is necessary to trigger it.[123] This explains why high-performing
cells usually experience less hysteresis compared to poorer-performing or degraded
cells. A practical example of fabrication parameters that influence defect density and
hysteresis will be given in this work (chapter 3).
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1.6 Structural dynamics of hybrid organic-inorganic per-
ovskites
Since the discovery of MAPbX3 perovskites in 1978, their structure has been
extensively analysed.[1, 124] Initial reports focused on X-ray diffraction, which however
fails to resolve the positions of lighter elements, namely the organic cation, which are
clouded by the presence of the heavier lead and halide atoms. Initial reports on the
position, orientation and dynamics of the MA+ were done by NMR and millimetre-
wave spectroscopy.[125, 124, 126] An extremely fast reorientation of the MA+ was
found,[125] which corresponds to a dynamic disorder processes on the pico-second
time scale.[124] In the low-temperature orthorhombic phase this reorientation process
becomes restricted.[125] These studies in themselves already allow for far-reaching
assumptions about the behaviour of this type of material. A set of complimentary
studies about the physiochemical properties of CH3NH3MX3 (M = Pb, Sn and X
= Cl, Br, I) by Onoda-Yamamuro et al. allowed for a further refinement through
calorimetric and spectroscopic methods.[127, 128, 129, 130] Early work of Mitzi et
al. in the 90s mainly focused on electronic properties of this new field of ‘organic-
inorganic electronics’.[29, 30, 31, 32, 33, 34, 35] Since the use of perovskites as a PV
material, considerable effort has been put into the investigation of MA+ dynamics,
including neutron scattering and DFT methods, described in more detail in the next
few paragraphs.[115, 103, 131, 132, 133, 134, 135, 136]
A key property that has to be considered in order to understand the structure and
dynamics of this type of perovskite is its organic-inorganic character. But nevertheless, it
should be noted that perovskites are not organometallic, following the IUPAC definition,
because there is no bond between the metal and carbon.[137] The dynamics of the
perovskite structure have important implications on the operation of perovskite solar
cells, e.g. to assist charge separation,[138] tune the band gap[139, 140] and to improve
open-circuit voltage.[133, 122] The description of the MA+ dynamics is complex and
influenced by a variety of factors. Hydrogen bonding offers coupling between the
amine group and the halide network and seems to be a key motive to understand
bonding.[141, 142] It induces a strong orientational disorder and lattice deformations that




cage and assists ionic transport.[143]
The structural dynamics of the MA+ can be thought of as a plastic crystal,[144] with
strong bonding motives that induce tilting and distortion of the octahedral network,
which affects the structure and optoelectronic response of the system as a whole.[142]
This network can be influenced through the application of an external electrical field,
which aligns the MA+ dipoles and shifts photo-luminescence (PL) and Raman signals,
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as measured through the sensitive torsional mode.[145] Recently, the development of a
phonon model by Brivio et al. for MAPbI3 (and later MAPbX3, X = Cl, Br, I) allowed
for an in-depth discussion of the underlying bonding schemes for each vibrational





framework are energetically separated from the high-frequency MA+
internal modes (e.g. stretching and rocking in fig. 1-4a), significant coupling is found to
the cation for those,[146] e.g. for the torsional mode (see fig. 1-4a). This emphasises the
interaction between the inorganic cage and organic cation as well as common bonding
motives.[142]
The measurement and modelling of MA+ dynamics in the MAPbX3 has seen a surge
within recent years. Two individual studies by Leguy et al. and Weller et al. both used
neutron scattering to investigate the structural influence of the organic cation.[103, 115]
They found that the MA+ increases its disorder with increasing temperature, as has





framework in the tetragonal phase,[115] reorienting on a time scale of about
14 fs.[103] Vibronic analysis of the MAPbI3 dynamics gave useful information and
distinguished mainly two regimes which are related to internal MA+ vibrations in





(< 120 cm−1),[153, 127] while some studies also refer to libration modes at 140−180 cm−1
that refer to the constraint of the MA+ movement.[154] A real-time observation of the
reorientation dynamics with 2D IR spectroscopy distinguished between fast ‘wobbling
in a cone’ (∼ 300 fs) and a slower reorientation process (∼ 3 ps),[155] which proves the
assumption from first principle, that MA+ aligns in certain orientations.[100, 99] These
structural fluctuations can cause a variation of the electronic properties (bandgap) of
±0.1−0.2 eV,[131] which shows their influence on optoelectronic performance. However,
the vibronic analysis of MAPbI3 focused mainly on IR spectroscopy because of intrinsic
difficulties that arose during measurements with most Raman setups. The problem lies
in the fact that the most commonly used excitation sources are 315, 515 and 785 nm,
which is in the resonant regime of MAPbI3 and can cause a variety of unwanted side
effects. First of all, resonant absorption of HOIP materials is known to change the
structure and optical properties of the perovskite and therefore also the Raman spectrum
during excitation.[156] Secondly, many recent Raman studies are controversial because
the measured modes might have been caused by the degradation product PbI2,[148]
e.g. a strong signal around 120 cm−1 that is caused by PbI2 ‘quantum-wells’,[157]
which occur during the degradation of MAPbI3. These ambiguities can be seen when
comparing different reported Raman spectra, as can be seen in figure 1-4b. Gottesman
et al. reported on a ‘dark spectrum’ (fig. 1-4),[149] that gradually changes to a spectrum
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Figure 1-4: (a) Tetragonal MAPbI
3
structure at room temperature with three
important vibrational modes below. (b) Comparison of different reported Raman
spectra of MAPbI
3
from literature,[148, 149, 132, 150, 151, 152, 135, 147] focussing
on the low-frequency region.
that resembles the one measured by Park et al. and Ledinsky et al. upon prolonged
light exposure.[152, 148] Spectra that were measured by the same research group are
plotted in the same colour and show a similar behaviour. However, comparison to
spectra measured in different laboratories can show completely different spectra. The
degradation feature mentioned above can be quite commonly seen. One also has to
notice that especially the measurement of low-frequency modes is difficult because of a
high photoluminescent (PL) background when measuring in resonant conditions and
the sensitivity of these modes towards photo-induced changes and degradation.
The spectroscopic Raman study, which forms part of this thesis (chapter 4), followed
from a number of contradicting measurements that reported different spectra for
MAPbI3 which appeared to be dependent on measurement intensity,[132, 158, 148]
material architecture,[150] electric field,[151] or measurement time.[149] The presented
study employed multiple excitation sources, including the first off-resonant measurement
of MAPbX3 perovskites, and can therefore be seen as the first ‘true’ and unambiguous
Raman spectra of this material.[159] Similar studies using neutron scattering followed
up after our off-resonance Raman study, with similar results for the correlation time
ranging from 5 ps to 14 ps,[160, 103] which also agrees with previously reported values by
NMR,[125, 126] millimeter-wave spectroscopy[124] and ab-initio calculations.[131, 161]
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Due to the strength of chemical bonding effects in HOIP, the atomic radii of
substituting elements play a critical role.[162] This can be predicted by the Kupustinskii
equation for binary compounds or the more recent Glasser generalisation for more
complex systems.[163] They are crucial to help predict the formation of any perovskite
structure and can be used for an empirical estimation of the obtained phase. For
perovskite systems, the Goldschmidt tolerance factor t was introduced in 1927 as a
criterion for the formation of a perovskite structure and for an easier and empirical
classification of the system. The equation predicts structural variety of the perovskite
class by correlating the ionic radii of the constituents to the underlying structure.
Goldschmidt tolerance factor t =
rA + rX√
2 · (rB + rX)
(1.2)
rA, rB and rX are the respective radii of the anions in A, B and X position in the
perovskite ABX3. From a structural perspective, the equation gives an estimation of
how much of a mismatch the perovskite lattice can compensate before transforming to a
different structure. As long as the tolerance factor is within the regime 0.75 < t < 1.00,
the formability of a perovskite structure is empirically probable at RT. Hybrid organic-
inorganic halide perovskites tend to form an orthorhombic structure for t < 0.8, a cubic
structure for 0.8 < t < 1 and a hexagonal structure for t > 1.
It is important to note that the Goldschmidt model is based upon the hard sphere
model, which does not accommodate temperature-size dependence.[164] However, per-
ovskites show a variety of phase transitions upon changing the temperature. The
highest degree of symmetry is obtained in the cubic structure, usually formed at high
temperatures, also labelled α-phase in the context of this study, in accordance with
previous work.[165, 166] For lower temperatures many perovskite structures induce a
tilting of the metal-halide octahedra, which brakes the symmetry (e.g. transfer from
cubic into tetragonal phase) and hence lowers the energy of the system.[119] Certain
perovskite structures (e.g. FAPbI3) break down the 3D-network when lowering the
temperature and form a 1D-array of octahedra, which, by definition, does not classify as
perovskite structure and is denoted as the δ-phase in this work. Another decisive factor
is that organic cations are often disordered, as opposed to hard spheres. This gives rise
to fascinating properties such as ferroelectric domains, but also causes deviations from
the Goldschmidt model. With increasing temperature, the effective radius of organic
cations increases, which has a direct influence on the geometry of the lattice. At lower
temperatures, directional inhomogeneity occurs, which is caused by specific bonding
motives (e.g. hydrogen bonding). This hinders the free rotation of the cation and causes
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an alignment along specific directions.[103] As a result the Goldschmidt model is only
valid for RT structures, with both inorganic (spherical) and organic cations.
Another parameter that was introduced by Li et al. in 2008 is the octahedral factor
µ. It adds a further refinement with perovskite structures usually laying in the range of
0.414 ≤ µ ≤ 0.723.[167]




It addressed an issue that some halide perovskites ABX3 failed to be correctly predicted.
This modified structural window correctly predicts 96 % of halide perovskites ABX3.[167]
Both, the tolerance and octahedral factor, are necessary but not sufficient conditions
for ABX3 perovskite formation but combined they give a strong empirical model that
allows to build a structural map of different perovskite compositions.[167]
This refined compositional window offers access to a large amount of perovskite
compounds. For example a simple but impressive study that screened 13 different
organic cations, 21 metals and 8 anions, reported the tolerance factors of 2352 possible
combinations.[168] However, the window for materials that have good PV properties is
a lot narrower. Because of the instability of the +II oxidation state in Sn compounds
(and lighter group IV elements),[169] the most promising metal cation remains Pb,
which is relatively stable in its +II oxidation state because of spin-orbit coupling
effects. Mixtures of Pb-Sn were shown to form a stable perovskite,[170, 171, 172] which
indicates an entropic stabilisation effect. The relatively large metal cation needs to
be matched with a large halide, in order to keep the bandgap energy low. The largest
constituent that is not radioactive is I–. This narrows the only viable structural choices
to the choice of the A-site cation. Here again, the motto is ‘bigger is better ’ in order
to match the large metal cation size and minimise the optical bandgap. The widely
used MA+ has a tolerance factor of tMA+ = 0.91 (see tab. 1.2). Larger cations, e.g.
FA+, tend to transform into a lower dimensional non-perovskite phase (δ-phase), by
isolating the [PbI
6
]4– octahedra.[173, 174, 175] An increasingly popular strategy is the
entropic stabilisation, by using mixtures of large and small A-site cations, that average
to a desirable value. This trend can be followed when comparing the compositions of
record cells over time, as done above (section 1.4). Increasing the number of ions in
the perovskite can be a successful strategy to increase stability, for example in order to








fully avoids a structural
transformation.[173]
It is difficult to determine the influence of the mixing on the properties of the resulting
solid-state solution. It could be shown that for binary mixtures the expansion of the
lattice parameter and bandgap follow the stoichiometric composition in a nearly linear
fashion, with only a small parabolic contribution.[173] But for more complex mixtures
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Table 1.2: Listed values of ionic radii Rion and tolerance factors t as well as dipole
moment µdp (DFT calculation) of all perovskite A-site cations used in this work.
The octahedral factor for all ABI
3
compound listed below is µ = 0.54.
Ion rion [pm] Source t (APbI3) µdp [D]
Pb2+ 119 [176] - -
I– 220 [176] - -
MA+ 217 [177] 0.91 2.176
FA+ 253 [177] 0.99 0.605
Cs+ 167 [176] 0.81 0.0
Az+ 250 [168] 0.98 2.519
such as the currently used multi-halide and multi-cation mixtures, it is challanging to
predict their properties. However, a common motive that occurs when increasing the
number of constituents is that the stability and reproducibility improve, alongside the
JSC and FF , which often show a large statistical spread.[87, 88]
Generally speaking, the stability and thermal decomposition threshold for hybrid
perovskites with organic cations is considerably lower than conventional inorganic
semiconductors with ∼ 300 ◦C in bulk and ∼ 150 ◦C in thin films, and is further
decreased under photo-excitation.[178] An approach to improve stability of HOIP is
to (partially) replace the weakest link in the chain. Regarding the MAPbI3 the weak
link in the stability chain is the MA+,[138, 179] which has a relatively high vapour
pressure.[91] Its sublimation, either as CH3NH2 or CH3I and NH3,[179] is therefore
a major driving force in the decomposition process. Mixing with other ionic species
is likely to entropically stabilise the perovskite, in the same way that salt lowers the
boiling temperature of water. However, the replacement with an inorganic cation would
increase stability more dramatically. For example, the CsPbI3 perovskite remains stable
up to its melting point at 460 ◦C.[180, 88] However, similar to the FAPbI3, it transforms
into the δ-phase at room temperature and therefore is not an eligible PV material in its
pure form.[181] Ionic mixtures are a common motive to stabilise the perovskite phase
as a solid-state solution, e.g. the CsFA (CsxFA1-xPbI3).[182, 183, 184, 185] However,
the CsMA (CsxMA1-xPbI3) does not form such solid-state solutions (as discussed later
in this work),[186] even thought the triple and quadruple solutions CsFAMA and
RbCsFAMA are stable.[87, 88] Considering the range of publications across a wide range
of Cs+-containing HOIP compositions, it seems surprising that only one publication
deals with the Cs-MA mixture. Therefore, the Cs-MA mixture will be covered in more
depth in this work (chapter 4).
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1.8 Objectives of research
Despite the rapid development of PSC, it still has to overcome some shortcomings
in terms of stability and a possible environmental toxicity (e.g. Pb2+ leakage), before it
can be commercialised as a widely available PV product.[187, 188] The latter will not be
addressed in this thesis, but the former forms the focus of this thesis: The improvement
of the stability of PSC and the understanding of the underlying mechanisms influencing
stability. The ultimate aim is to facilitate a rapid commercialisation of HOIPs as a
photovoltaic material that can provide cheap and abundant energy, as outlined by
the underlying funding body (DESTINY ITN, FP7). Most commercial technologies,
e.g. cadmium telluride CdTe, copper indium gallium diselenide CIGS, amorphous Si
(a:Si), polycrystalline Si (poly-Si) and monocrystalline silicon (mono-Si), have an energy
payback time (EPBT) of about one to four years (see tab. 1.3).[189] This means that
they need to operate for this time until they become truly renewable. Dye-sensitised
solar cells (DSSC) however have an approximate EPBT of 0.8 years, which makes them
a promising and cheap alternative to conventional PV systems.[190]
In 2013, when the DESTINY ITN (underlying funding body to this thesis) started,
PSC arose as a new technology, which would quickly outperform DSSC in terms
of efficiency and commercial interest. The EPBT of PSC is estimated to be around
0.2−0.3 yrs,[191] which is a fraction of the estimated DSSC’s EPBT. Moreover, the surge
of efficiencies awoke a momentous research interest in this technology. The resulting
amount of publications rose from only two in 2012[96, 192] (excluding two further papers
about CsSnI3[193, 194], one about MAPbI3[195] and one about (CH3CH2NH3)PbI3[196]
because they do not use the pattern ‘perovskite solar ’ in their title) to 25 in 2013 and
reached 2083 publications in 2016 (source: SciFinder, accessed 27th of December, 2016,
see fig. 1-5 right y axis). Alongside, the interest in ‘perovskite solar cell’ on the web
search engine Google rose sharply. Unfortunately no absolute numbers are available,
Table 1.3: Energy payback time (EPBT) for different PV technologies. The listed
efficiency values refer to the average lifetime efficiency. If the source evaluates
several types of the same PV technology, the average is taken.
Material Efficiency [%] EPBT Source
mono-Si 13.00 4.6± 2.3 [189]
poly-Si 12.30 3.3± 1.4 [189]
a:Si 6.30 2.5± 1.0 [189]
CdTe 10.90 1.3± 0.8 [189]
CIGS 11.50 2.0± 0.9 [189]
DSSC 8.00 0.8 [190]
PSC 10.05 0.23± 0.05 [191]
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only relative search interest of two or more key words, which is displayed in figure 1-5
left y axis. Until 2011 almost no web search interest was existent. In 2012 a slight
interest awoke as the baseline rose to about 5 % of the current web search interest.
Only in mid-2013 the interest started to rise sharply, which is probably caused by one
of the major conferences in the field of hybrid and organic PV happening in May that
year (HOPV13) and the announcement of a new record efficiency in the NREL chart,
which was at that time attributed to a ‘perovskite pigment’ as part of a DSSC,[21] and
was only later on labelled separately on the NREL chart. Simultaneously the the web
search popularity of ‘dye solar cell’ dropped and was surpassed by PSC in late-2013. In
general, the chart shows that the web search interest preceded the trend in publications,
most likely because publications take significantly longer to process. The former seems
to start levelling off in 2016, which suggests that the amount of publications might stop
growing for the following years and that PSC are finally settling within their technology
hype cycle.
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Figure 1-5: Development of the popular-
ity of perovskite solar cells: The blue and
yellow data show Google web search in-
terest for ‘perovskite solar cell’ and ‘dye
solar cell’, respectively (left y axis, source
Google Trends). Red diamonds show num-
ber of publications for ‘perovskite solar’
per year (right y axis, source SciFinder,
accessed 27th of December, 2016).
In order to fulfil the aim of this PhD re-
search and improve the stability of hybrid
perovskite materials, different chemical
modifications are tested in order to im-
prove water-resistance, which is a major
cause of degradation for this material.[197,
187] Furthermore, perovskites represent a
relatively new and under-explored class
of photovoltaic material, which makes it
necessary to investigate its fundamental
structural properties in order to under-
stand their macroscopic response and fac-
tors that influence stability. Finally, the
novelty of HOIPs as a PV material makes
it necessary to develop a fabrication rou-
tine for perovskite solar cells and investi-
gate processing parameters that influence
the cell performance. In summary the ob-
jectives of this thesis can be itemised as
following:
(a) Optimisation of processing parameters that influence the perovskite thin-film
formation regarding the development of a solar cells fabrication routine
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(b) Development of new perovskite materials with an enhanced stability, specifically
against water-induced degradation
(c) Analysis of underlying structural motives of organic-inorganic hybrid perovskites
regarding their macroscopic response and stability
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his chapter gives an explanation of the techniques used throughout this thesis
and their basic working principles. This includes electrochemical characteri-
zation, as it underpins much of the research, as well as optical methods, which
allow a fast and straightforward characterization of materials and thin-films. Standard
PV characterisation methods were included as well.
2.1 Solar cell analysis
The sun can be approximated as a black body radiator with an effective temperature
of ∼ 5800 K.[1] This results in a maximum emission in the yellow-green part of the
visible spectrum, according to Stefan-Boltzmann’s black body radiation rule.[2] Solar
radiation intensity from the sun on an object in space is determined by its distance
from the sun. For the earth with a distance of 1.5 · 1011 m this results in a radiation
of about 1366.1 mW/cm2. This solar spectrum is also denoted as AM0, where AM is
the air mass coefficient. Upon entering the earth’s atmosphere, certain wavelengths
get absorbed and reflected by the atmosphere and the radiation intensity decreases
(see fig. 2-1). The standard solar radiation spectrum used to characterise solar cells
for terrestrial applications is the AM1.5 spectrum, where 1.5 denotes the relative path
length in relation to the atmosphere’s zenith path length. For example, AM1.0 refers to
solar radiation at the equator and AM1.5 is about the solar radiation that reaches the
surface in most European countries.
43
44 2.1 Solar cell analysis
Wavelength [nm]


























Figure 2-1: Comparison of extraterres-
trial sun illumination (AM0, imitating
black body radiation), and the terrestrial
(AM1.5) spectrum.
In order to characterise solar cells un-
der working conditions, typically a light
bias of AM1.5 is applied while different
measurements are performed. One way
to measure the cell is to determine its
steady-state output in terms of current
and voltage to estimate the solar cell per-
formance. Another approach is based on
decay or perturbation measurements, that
aim at understanding the response and
thereby the working mechanism of the so-
lar cell. Several of the techniques that are
used in this thesis will be briefly described
in the following sections.
2.1.1 Current-voltage curves
Current-voltage (IV) curves are one of the most fundamental characterization
techniques for solar cells. IV curves are usually measured with source-measurement
units which allow the potential to be set and the current to be measured at any point
in the fourth quadrant. This offers a fast and (mostly) straight-forward measurement of
the most important performance parameters of solar cells: The short-circuit current,
ISC , is the maximum current that the cell can produce when current travels along a
path with neglectable resistance. It can be extracted from the IV curve as the value of
the ordinate when the abscissa is zero. It correlates to the amount of photons absorbed
minus the losses by recombination processes. The open-circuit voltage, VOC , is
the maximum voltage that the cell produces upon illumination with a defined light
source and can be extracted as intersection with the abscissa. The maximum power
point, Pmax, is a point in the IV curve where the most power (P = I · V ) can be
extracted; in practical applications it is the ideal operating point of a cell. The fill
factor, FF , defines the shape of the IV curve between short- and open-circuit. For a
perfect solar cell, one would like to extract a high current (close to ISC) at the highest
possible voltage (close to VOC), which would in turn yield a high power output of the
cell. The FF is therefore defined as the ratio of the theoretically attainable power to
the attainable Pmax. It can also be seen as the squareness of the curve. Besides those
straight-forward attainable parameters one can extract much more information from an
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IV curve, when approximating it with a diode equation.[3]












n · kB · T
q
(2.2)
Where I is the current output, I0 is the reverse saturation current, n is the ideality factor
and is determined by the order of the recombination mechanism (e.g. Hall Shockley
Read, Sah Noyce Shockley, Auger).[4] Fitting the diode equation to an IV curves allows
for the extraction of shunt- and series resistance of the cell from the slopes at ISC and
VOC , respectively.
Despite the relatively easy acquisition of an IV measurement, this measurement
protocol can be flawed due to hysteretic effects that are described in the next chapter.
This can undermine the reported performance of PSC and makes it useful to combine IV
scans with other methods, such as chronoamperometry, maximum power point tracking
or incident photon to charge-carrier efficiency, as described in the next section.
2.1.2 Open-circuit voltage decay (OCVD)
Open-circuit voltage decay (OCVD) is a large amplitude transient measurement.
The cell is illuminated at open-circuit until it reaches equilibrium conditions and then
the light is switched off and the voltage decay is monitored. The voltage decay can
be converted to an electron lifetime, as was shown by Zaban et al. in 2003 for dye-
sensitised solar cells.[5] However, for perovskite cells the decay kinetics depend as well on
relaxation effects and can not be fully correlated to a lifetime.[6] In fact, differentiating
between relaxation effects and charge-carrier decay is difficult and can not be done
unambiguously. It can be assumed that ion motion dominates the response in the slow
(µs and s) time regime,[7] which in turn depends on the starting conditions. Most of the
charge-carrier decay happens on a nanosecond time scale,[8, 9] which is too fast to be
detected by normal OCVD setups.[10] This leaves the sub-µs regime as an intermediate
region that can be accessed with OCVD, but needs to be treated carefully because the
system’s response can stem from cooperative effects, e.g. reciprocal interaction between
electronic effects and a material relaxation.[6] Therefore, one needs to be aware of the












46 2.2 Electrochemical analysis
2.2 Electrochemical analysis
The electrochemical analysis in this study deals with small perturbation measure-
ments (EIS, IMVS, IMPS), as well as current voltage sweeping techniques, such as
CV.
The electrochemical reaction happens at the electrode, which usually consists of
a metal or semiconductor. An electron tunnels across this interface either through
the external application of electromotive force to trigger a chemical reaction or from a
spontaneous reaction to power an external supply. An empirical description of charge
transport processes at electrode interfaces was brought forward in 1905 by Juilius
Tafel and could be shown to have a theoretical justification later on, as it can be
deduced from the Butler-Volmer equation.[11] It is the most fundamental equation
about electrochemical kinetics. It describes the behaviour of an electron at an interface
and whether it can tunnel the electrode’s surface:















jo Exchange current density
A Electrode surface area
T Temperature
n Number of electrons
R Universal gas constant
F Faraday constant
αc Cathodic charge transfer coefficient
αa Anodic charge transfer coefficient
η Activation overpotential (E − Eeq)
This equation basically states that a cathodic and an anodic current exist which
sum up to the net current. Both currents have opposite signs. At equilibrium, the net
current is zero, even though the forward and reverse current are not necessarily zero,
e.g. there is a dynamic equilibrium. For a net current to flow, the potential needs to
be moved away from its equilibrium state Eeq. Charge-transfer can be hampered by
kinetic effects, which are described by the charge transfer coefficients αa and αc. The
Butler-Volmer equation gives a basic and straightforward description of electrochemical
reactions but it can only be used where the reaction at the electrode is dominating the
electron transfer kinetics. For processes that are controlled by diffusion or chemical
kinetics, the Butler-Volmer equation can not be used. It forms the foundation for
most electrochemical reactions and supports the cyclic voltammetry results in this work
(chapter 3).
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2.2.1 Cyclic voltammetry
Cyclic voltammetry moves the system away from its equilibrium state, by applying
a linear potential increase until a certain potential is reached and the potential ramp is
reversed. The resulting potential waveform profile is therefore zig-zag shaped. Variation
of the scan speed allows for the analysis of not only static properties (e.g. redox
potential), but also for dynamic processes (e.g. diffusion, reaction kinetics). The
changing potential at the electrode induces a change in the equilibrium concentration,
as predicted by the







E Equilibrium redox potential
E0 Standard redox potential





During the reaction, species at the electrode are converted and a concentration
gradient builds up. Assuming a stagnant solution and presence of a background
electrolyte, mass transport of the reactant to the electrode depends on the diffusional
flux, which is defined by Fick’s laws of diffusion. This results in the typical shape of
a CV, where the reaction starts with a steep concentration gradient, resulting in fast
diffusion to the electrode (Fick’s first law) and therefore a high current. While the
reactants are being used up, a peak current Ip is reached. As the reaction continues,
species need to diffuse from further away and the concentration gradient decreases, until
a stationary level is reached.
















Increasing the scan speed will, according to Fick’s first law, increase the concentration
gradient and therefore the peak current. Another important factor to consider is the
peak separation Epp, which increases with high scan rates, as the system becomes
irreversible. In this case ‘reversible’ refers to an electrochemical context, meaning that
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the Nernst equation is maintained at any point of the sweep and therefore electron
transfer is much faster than mass transport. The intrinsic peak to peak separation
at room temperature for a reversible redox reaction is about 57 mV (assuming an
intermediate transition state). Further increase of Epp can appear as other factors
come into play, e.g. activation overpotential η. However, an increasing peak offset with
increasing scan rate n indicates that the reaction is moving away from being reversible.
Fick’s laws of diffusion can also be applied to perovskites, where ions can move
across the cell through a vacancy-mediated mechanism. Later on in this work, measured
IV curves will be compared to a model that takes this ion movement into account and
is based on two contributions: drift and diffusion. The latter can be also be ascribed
with the above equations.
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2.3 Optical spectroscopy
Optical spectroscopy, i.e. the interaction between light and matter, is used throughout
this study in a variety of ways. Basic optical analysis is done with UV-Vis, a detailed
vibronic study is undertaken with Raman. An explanation of their basic working
principle is given in the following sections.
2.3.1 UV-Vis spectroscopy
UV-Vis spectroscopy is used to determine the basic absorption characteristics of thin-
film samples. The transmission T and diffuse reflectance R are measured, which give the
absorptance A = 1− T − R; it is plotted on a logarithmic scale for a normal absorption
UV-Vis spectrum. In order to determine the bandgap of a semiconductor, a Tauc plot
can be used. Therefore, the abscissa is plotted as (α · h · ν)2 against photon energy in
eV (with absorption coefficient α). The exponent depends on the type of excitation and
2 (as used above) corresponds to a direct and allowed transition.[12] An alternative
determination can be done with the Kubelka-Munk function with (F (R) · h · ν)2. This
however is only valid for flat and thin samples with negligible scattering.




Caution needs to be taken because a Tauc plot has no theoretical basis in the presence
of excitonic features.[13] The exciton binding energy and contribution of excitons to
the optical properties and charge transport are still uncertain in perovskites, with most
studies suggesting values between 5 and 20 meV,[13, 14, 15] which is below the thermal
energy at RT (25.7 meV).
A peculiarity for MAPbI3 and other HOIPs is the broad range of reported absorption
onsets. While theoretical studies and single crystalline materials show a bandgap of
1.57 eV,[13, 16] many studies on thin-films (as well as this study) show blue-shifted
bandgaps. This effect has been attributed to water intercalation into the perovskite
structure,[17] crystallite size,[18] or a lattice expansion and electron-phonon interactions
according to




Therefore the measured bandgaps are usually higher than reported bandgaps, but agree
with other reports when the above mentioned corrections are taken into account.[19]
50 2.3 Optical spectroscopy
2.3.2 Vibrational spectroscopy
In 1908 Gustav Mie formulated a fundamental description of the behaviour of
light that he derived from the scattering of a colloidal gold dispersion.[20] This elastic
scattering on ideal spheres gives rise to different effects, e.g. the blue sky, red sunsets
and grey colour clouds. It can be solved by the Rayleigh approximation for particles
that are much smaller than the wavelength of light.
Rayleigh approximation I = I0
(






















It becomes clear that the wavelength λ contributes with an exponent of four. The
so called ‘inverse fourth power law’ is responsible for the different colours of the sky
mentioned above. Solving the Mie equations for particles that are about the size of the
wavelength of light however is more complicated.[20] The light that scatters elastically off
a particle contains valuable information about the size and relative refractive index of the
particle, in relation to its medium. That information can be extracted when measuring
the scattering over time for the further (e.g. dynamic light scattering) or the scattering
intensity over wavelength for the latter (e.g. plasmonic spectroscopy). However, the
scattered light does not interact with the material and hence does not change the energy
of the photon (see fig. 2-2, Rayleigh scattering). Even more information can be gathered
from light that scatters inelastically: During light scattering, the photon excites an
electron into an imaginary state for a very short time before the energy is re-emitted.
In the case of inelastic scattering the light interacts with the sample and hence changes
its energy. When the emitted light gains energy during the scattering, it is called a
Stokes shift; when the scattering results in an energy loss, it is called anti-Stokes shift
(compare fig. 2-2). The magnitude of the shift can give information about vibrational
relaxations (or dissipation processes). Correlating this shift to vibrational processes was
done by Sir Chandrasekhara Venkata Raman, a discovery that earned him the Nobel
Price in physics in 1930.
Besides the so called normal modes, where the light frequency matches a molecular
oscillation, overtone bands and combination modes also contribute to the vibrational
spectrum of perovskites. The former refer to doubly excited vibrational states that
occur at about double the frequency of the respective normal mode. The latter consists
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Figure 2-2: Electronic and vibrational (vibronic) energy levels and different types
of electronic excitation and relaxation processes, which are of importance in this
study.
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of combinations of normal modes at different frequencies. Derivative changes in a
molecule can be approximated with Hooke’s law. This is usually applied to isotopes,
which change in mass, while the bond strength remains almost unchanged. The easiest
approximation for a changing oscillation frequency is the harmonic oscillator:











m1,2 Atomic mass of element 1 / 2
Measurement of the Raman spectrum can be principally done under two conditions,
resonant and off-resonant. In the former case, the probe beam can be absorbed by
the material and the intermediate excited state matches an electronic excitation. This
gives rise to a high selectivity because the probe is matched to the sample, but it also
induces electronic excitations in the sample, and can potentially alter or damage the
sample. Another problem with resonant excitation is PL, which is similar to Raman
scattering but an unwanted side reaction that can decrease the signal-to-noise ratio. For
PL, the electrons are also excited but then thermalised and given back from a relaxed
state without any information about vibrational processes. PL processes can be ×108
stronger than Raman-shifts for high-performance semiconductors, which also imposes
problems for the measurement of MAPbI3.
Another option is to use wavelengths above the bandgap energy of the material.
The Raman shift is therefore measured in the absence of any electronic excitation and
associated degradation of the perovskite. But it also lowers the scattering sensitivity
and selectivity, because the excited state is now virtual and not electronic. Moreover,
the inverse fourth power law dependence decreases the scattering for a given material if
the wavelength is increased. But because of the decreased interaction with the sample,
higher probe beam intensities are usually applied and the absence of PL effects improves
the signal to noise ratio.
To interpret the measured spectra at various temperatures, a correction according
to the Bose-Einstein distribution is necessary. An even more precise correction for the
perovskite systems studied was obtained by using the reduced Intensity relationship,
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that was employed recently for glasses and viscoelastic materials.[21, 22]
Reduced Intensity Ired(ω) =
I(ω)
n(ω, T ) + 1
with (2.13)





The measured line-width can then be related to structural dynamics in the material. For
example, bands due to the rocking vibrations can be related to corresponding correlation
times, which is the average time it takes the molecule to move one radian.[23, 24]
Correlation time τc =
1
2π · c · FWHM
The FWHM hereby refers to an assumed homogeneous line-shape that resembles the
probe beam and is expressed by a Lorentzian shape. In some materials (like in this
study) the measured peaks show a different peak shape e.g. mixed Lorentzian-Gaussian.
The reason for this is an inhomogeneous behaviour of different scatterers, which causes
a splitting of homogeneous peaks below the resolution limit of the measurement. Hence,
no individual peaks can be seen, instead the line-shape becomes inhomogeneous. In
order to correct a measured inhomogeneous line-width, one needs to calculate the true
inhomogeneous line-width ∆νcalc by correcting the measured linewidth ∆νmeas with




In cases of small values ∆ν0 (≈ 2 cm−1, as in this study), this correction does not
significantly contribute.
Besides the excitation of molecular vibrations via a Stokes shift caused by high
energy visible light, one can also directly excite the vibration with infrared (IR) light
that matches the vibration frequency. Both techniques are complimentary, while the
mutual exclusion principle dictates that each vibration is either Raman active (if it
changes its polarisability) or IR active (if it changes its dipole moment). Therefore, the
former gives an indication of the covalent character of a bond, while the latter measures
the ionic character.[26] Because IR is based on a direct excitation of vibrations, the
excitation energy is much lower than for Raman and less damaging on the sample, e.g.
between 10 cm−1 (1 mm) and 3000 cm−1 (2 µm).
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2.4 Structural and compositional analysis
2.4.1 X-ray diffraction
X-ray diffraction is based on the resonant interaction of electromagnetic radiation
with lattice atoms of crystalline materials. These (mostly) periodic crystals interact with
light of a given wavelength and undergo constructive interference at certain diffraction
angles:





Equation 2.15 forms the very foundation of X-ray diffraction and allows the correla-
tion of angular shifts 2θ to a structural d-spacing. For example, as will be shown later
in chapter 5, the introduction of smaller cations into the perovskite lattice shrinks the
unit cell and, according to the Bragg equation, shifts all reflections to larger values of
2θ.
The experimental setup for powder-XRD (as opposed to single crystal XRD) consists
of a radiation source with a wavelength that is similar to the lattice spacing (e.g.
λ = 1.5406 Å for CuKα1 radiation). The beam is collimated towards the sample at
various angles. The recorded intensities of the scattered radiation are plotted as a
function of scattering angle 2θ form the X-ray diffractogram. Each reflection corresponds
to a certain interstitial lattice spacing (d-spacing) that can be calculated via the Bragg
equation 2.15. In this study however, XRD is used solely on known structures, so that
peak assignment via d-spacing value is not essential. However, information about the
nature of the sample can be taken from a variety of parameters, that indicate structural
changes within the material, e.g. the peak shape and shift. The full width at half
maximum (FWHM) relates to crystallinity and grain size, as defined by the Scherrer
formula.[27] It states that large crystals give sharper, more narrow reflections:
Scherrer equation τ =
K · λ







The relative intensity of the peaks in a diffraction pattern in powder XRD depends,
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amongst other factors as occupancy, on the distribution of crystalline orientations. These
can be described by a relatively simple model, called March function, that correlates a
single pole-density function PH(φ) to the crystalline orientation that is described by
the March coefficient R.[28]
March function PH(φ) =
(




PH(φ) Pole density function
R March coefficient
φ Angle with symmetry axis
An easy way to evaluate the impact of these factors on a sample with a known crystal
structure is to simulate the diffraction pattern from structural parameters (reported
in literature in form of a .cif file). Several programs employ this functionality; in this
study the program CrystalDiffract (CrystalMaker Software Ltd., Oxford, UK) was used.
2.4.2 Energy-dispersive X-ray spectroscopy (EDX)
Energy-dispersive X-ray spectroscopy (EDX) was used for the purpose of composi-
tional analysis and to monitor the chemical exchange of perovskite cation derivatives.
Measurements were carried out inside the vacuum chamber of a SEM setup, where
the high energy electron beam was focused on the sample to excite and eject electrons
around the atomic nuclei and thereby creating a vacancy that can be filled with electrons
from outer shells (higher in energy). The differential energy that is emitted during the
relaxation process in form of X-rays is characteristic for the energy difference between
the electronic states and the respective element. The emitted radiation is then detected
with an energy dispersive sensor. The resulting spectrum shows all emitted lines and




[1] R. M. Goody and Y. L. Yung, Atmospheric Radiation: Theoretical Basis. OUP
USA, 1996.
[2] M. Planck and M. Masius, The Theory of Heat Radiation. Blakiston, 1914.
[3] M. A. Green, Solar Cells: Operating Principles, Technology and System Applications.
University of New South Wales, 1992.
[4] P. Landsberg, Recombination in semiconductors. Cambridge New York: Cambridge
University Press, 1991.
[5] A. Zaban, M. Greenshtein, and J. Bisquert, “Determination of the Electron Lifetime
in Nanocrystalline Dye Solar Cells by Open-Circuit Voltage Decay Measurements,”
ChemPhysChem, vol. 4, pp. 859–864, 2003.
[6] L. Bertoluzzi, I. Herraiz-Cardona, R. Gottesman, A. Zaban, and J. Bisquert,
“Relaxation of electron carriers in the density of states of nanocrystalline TiO2,”
Journal of Physical Chemistry Letters, vol. 5, no. 4, pp. 689–694, 2014.
[7] a. Baumann, K. Tvingstedt, M. C. Heiber, S. Väth, C. Momblona, H. J. Bolink, and
V. Dyakonov, “Persistent photovoltage in methylammonium lead iodide perovskite
solar cells,” APL Materials, vol. 2, no. 8, p. 081501, 2014.
[8] S. D. Stranks, V. M. Burlakov, T. Leijtens, J. M. Ball, A. Goriely, and H. J. Snaith,
“Recombination Kinetics in Organic-Inorganic Perovskites: Excitons, Free Charge,
and Subgap States,” Physical Review Applied, vol. 2, no. 3, p. 034007, 2014.
[9] Y. Yamada, T. Nakamura, M. Endo, A. Wakamiya, and Y. Kanemitsu, “Pho-
tocarrier Recombination Dynamics in Photocarrier Recombination Dynamics in
Perovskite CH3NH3PbI3 for Solar Cell Applications,” Journal of American Chem-
ical Society, vol. 136, pp. 11610–11613, 2014.
[10] A. Pockett, G. E. Eperon, T. Peltola, H. J. Snaith, A. Walker, L. M. Peter, and
P. J. Cameron, “Characterization of Planar Lead Halide Perovskite Solar Cells
by Impedance Spectroscopy, Open-Circuit Photovoltage Decay, and Intensity-
Modulated Photovoltage/Photocurrent Spectroscopy,” Journal of Physical Chem-
istry C, vol. 119, pp. 3456–3465, 2015.
[11] J. Tafel, “Uber die Polarisation bei kathodischer Wasserstoffentwicklung,”
Zeitschrift Fur Physikalische Chemie, Stochiometrie und Verwandtschaftslehre,
vol. 50, p. 1712, 1905.
[12] E. A. Davis and N. F. Mott, “Conduction in non-crystalline systems V. Conduc-
tivity, optical absorption and photoconductivity in amorphous semiconductors,”
Philosophical Magazine, vol. 22, no. 179, pp. 903–922, 1970.
57
[13] M. A. Green, Y. Jiang, A. Mahboubi Soufiani, and A. W.-Y. Ho-Baillie, “Optical
Properties of Photovoltaic Organic-Inorganic Lead Halide Perovskites,” The Journal
of Physical Chemistry Letters, vol. 6, pp. 4774–4785, 2015.
[14] K. Galkowski, A. Mitioglu, A. Miyata, P. Plochocka, O. Portugall, G. E. Eperon,
J. T.-W. Wang, T. Stergiopoulos, S. D. Stranks, H. Snaith, and R. J. Nicholas,
“Determination of the exciton binding energy and effective masses for methylam-
monium and formamidinium lead tri-halide perovskite semiconductors,” Energy &
Environmental Science, vol. 9, pp. 962–970, 2016.
[15] A. M. Soufiani, F. Huang, P. Reece, R. Sheng, A. Ho-Baillie, and M. A. Green,
“Polaronic exciton binding energy in iodide and bromide organic-inorganic lead
halide perovskites,” Applied Physics Letters, vol. 107, p. 231902, 2015.
[16] A. Leguy, P. Azarhoosh, M. I. Alonso, M. Campoy-Quiles, O. J. Weber, J. Yao,
D. Bryant, M. T. Weller, J. Nelson, A. Walsh, M. van Schilfgaarde, and P. R. F.
Barnes, “Experimental and theoretical optical properties of methylammonium lead
halide perovskites,” Nanoscale, vol. 8, pp. 6317–6327, 2016.
[17] G. Grancini, V. D’Innocenzo, E. R. Dohner, N. Martino, A. R. Srimath Kandada,
E. Mosconi, F. De Angelis, H. I. Karunadasa, E. T. Hoke, and A. Petrozza,
“CH3NH3PbI3 Perovskite Single Crystals: Surface Photophysics and its Interaction
with the Environment,” Chemical Science, vol. 6, pp. 7305–7310, 2015.
[18] V. D’Innocenzo, A. R. Srimath Kandada, M. De Bastiani, M. Gandini, and
A. Petrozza, “Tuning the light emission properties by band gap engineering in
hybrid lead-halide perovskite.,” Journal of the American Chemical Society, vol. 136,
no. 51, pp. 17730–17733, 2014.
[19] C. Quarti, E. Mosconi, J. M. Ball, V. D’Innocenzo, C. Tao, S. Pathak, H. J.
Snaith, A. Petrozza, and F. De Angelis, “Structural and optical properties of
methylammonium lead iodide across the tetragonal to cubic phase transition:
implications for perovskite solar cells,” Energy & Environmental Science, vol. 9,
pp. 155–163, 2016.
[20] G. Mie, “Beiträge zur Optik trüber Medien, speziell kolloidaler Metallösungen,”
Annalen der Physik, vol. 4, no. 25, pp. 377 – 445, 1908.
[21] G. E. Walrafen, M. S. Hokmabadi, P. N. Krishnan, S. Guha, and R. G. Munro,
“Low-frequency Raman scattering from vitreous and molten B2O3,” The Journal
of Chemical Physics, vol. 79, no. 8, pp. 3609–3620, 1983.
[22] E. I. Kamitsos, J. A. Kapoutsis, H. Jain, and C. H. Hsieh, “Vibrational study of
the role of trivalent ions in sodium trisilicate glass,” Journal of Non-Crystalline
Solids, vol. 171, no. 1, pp. 31–45, 1994.
[23] N. Onoda-Yamamuro, T. Matsuo, and H. Suga, “Calorimetric and IR Spectroscopic
Studies of Phase Transitions in Methylammonium Trihalogenoplumbates,” Journal
of Physics and Chemistry of Solids, vol. 51, no. 12, pp. 1383–1395, 1990.
58 2.5 Bibliography
[24] W. G. Rothschild, Dynamics of Molecular Liquids. Wiley-Interscience publication,
John Wiley & Sons, 1984.
[25] V. C. Stergiou, A. G. Kontos, and Y. S. Raptis, “Anharmonic effects and Faust-
Henry coefficient of CdTe in the vicinity of the energy gap,” Physical Review B -
Condensed Matter and Materials Physics, vol. 77, no. 23, pp. 1–8, 2008.
[26] E. Smith and G. Dent, Modern Raman Spectroscopy: A Practical Approach. Wiley,
2005.
[27] A. L. Patterson, “The Scherrer Formula for X-Ray Particle Size Determination,”
Physical Review, vol. 56, no. 10, pp. 978–982, 1939.
[28] C. J. Howard and E. H. Kisi, “Preferred orientation in Debye-Scherrer geometry:
Interpretation of the March coefficient,” Journal of Applied Crystallography, vol. 33,
no. 6, pp. 1434–1435, 2000.
Chapter 3
Development of different
fabrication routes for perovskite
solar cells
Progress is made by trial and failure;
the failures are generally a hundred times more numerous than the successes;
yet they are usually left unchronicled.
Sir W. Ramsay
’Radium and its Products’, 1904 [1]
M
any different variations of fabrication techniques were reported since per-
ovskites entered the solar cell race in 2009.[2] Even though the processing
can be done with equipment that can be found in most scientific laboratories,
experience shows that a thorough control and judicious adjustment of every parameter
involved in the fabrication process needs to be done. This is opposed to their promise of
being a cheap and easily processable photovoltaic material. Studied fabrication parame-
ters include simple things such as processing temperature,[3] and almost esoteric studies
that report enhanced efficiencies when playing pop rather than classical music during
fabrication.[4] This chapter will shed further light on the importance of the substrate
cleaning procedure and presents different fabrication approaches to obtain MAPbI3 thin
films with favourable properties for PV applications. The effects of temperature, air
flow and humidity during the deposition process are highlighted. Furthermore, an easy
technique to fabricate efficient perovskite cells in ambient air is presented. Modification
of the processing parameters of this new technique gave high-hysteresis cells, that were
used as a model to quantify ion motion in perovskite cells. This is of particular interest
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as part of an ongoing discussion in the perovskite community about the underlying
mechanism of the observed hysteresis during current-voltage scans.
3.1 Experimental methods
A brief description of the cleaning procedure is given here, while a more detailed
account is given in the appendix. FTO-covered glass (TEC7 with 7 Ω/sq sheet resistance,
Pilkington) was cut to device size of (25×25 mm2) and cleaned with Hellmanex solution,
then rinsed with deionised water, ethanol and finally 2-propanol (IPA for isopropyl
alcohol). Organic residuals were removed via oxygen plasma treatment for 30 min.
Spin-coated blocking layers were deposited at a spinning speed of 2000 rpm for 60 s
from a sightly acidic titanium isopropoxide (TTIP) solution, which was dried at 150 ◦C
for 30 min and subsequently annealed at 500 ◦C for 30 min to form a blocking layer of
TiO2. Spray pyrolysis blocking layers were deposited from a hand-held atomiser with
a solution of titanium diisopropoxy bis(acetylacetonate) (0.2 M). The substrate was
preheated to 450 ◦C and left to equilibrate for 30 min before spraying the solution in
intervals of 10 s for 2.5 min. The substrate was further annealed for 5 min and then
allowed to cool down to room temperature.
Perovskite thin-film deposition was carried out in three different ways. For the
morphological study a precursor solution was spin-coated and the resulting thin-film
annealed with a heat gun to evaporate the solvent and crystallise the perovskite.
For the so called simple fabrication approach, PbI2 thin-films were spin-coated and
then converted into a perovskite layer by vacuum-vapour assisted solution processing
(V-VASP). For the high hysteresis cell a modified V-VASP process was used with
different parameters and cells deposited in a planar architecture, rather than onto a
mp-TiO2 scaffold. All deposition methods are described in detail further down in this
paragraph.
For the high air-flow processing of the perovskite, a 3:1 wt/wt ratio of MAI:PbCl2
was dissolved in dimethylformamide (DMF). The precursor solution was spin-coated
at 2000 rpm for 45 s and immediately afterwards taken onto a home-build stage, that
fixed the substrate into its position and had the heat gun (Steinel HL 2020 E) above at
a distance of 15 cm. The stage had a build-in window below the cell that allowed for an
attachment of a reflection probe that was attached to an optical spectrometer (Ocean
Optics USB2000+) and light source (DT-MINI-2-GS) to measure the reflectance signal
during the perovskite formation. Different temperatures were used for the annealing,
which are described in the text below (for calibration see Appendix A, fig. A-2a).
The annealing duration was dependent on temperature (see Appendix A, fig. A-2b).
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This was necessary because low temperatures required longer annealing times to fully
evaporate the solvent and crystallise the perovskite. Using the same annealing time at
higher temperatures would have decomposed the perovskite. For the simple fabrication
approach, a mp-TiO2 layer was first deposited from a paste (Dyesol 18NR-T) and
annealed at 500 ◦C for 30 min. The PbI2 layer was deposited by spin-coating a hot
solution of PbI2 in DMSO. The thin-film was annealed at 120
◦C for 60 min. The
substrate was placed onto a preheated hotplate, surrounded by MAI powder and the
desiccator lid was placed on top with a rubber ring to seal the vacuum that was created
with an attached rotary pump. For the conversion process, the substrates and MAI
powder were put under a low vacuum and the timer was started after the pressure
equilibrated (annealing time mentioned in context). The process was carried out under
static vacuum. For the high-hysteresis cells, the V-VASP fabrication was used as
described above but in a planar architecture, rather than onto a mp-layer. The PbI2
film was spun at a slower speed (details in appendix) to compensate for the absence of
the mp-scaffold and the PbI2 annealing time was shortened to 10 min. The perovskite
conversion temperature was decreased from 150 ◦C to 120 ◦C and the time was set to
30 min, which is also shorter than the standard V-VASP process.
For the deposition of the hole transport material (HTM), a solution of Spiro-
OMeTAD (spiro) was dissolved in chlorobenzene and doped with bis(trifluoromethane)sulfonimide
lithium salt solution. The HTM was spin-coated at 4000 rpm for 45 s. The substrates
were left overnight for oxygen doping before the gold back contacts were evaporated
with a thickness of about 80 nm and an active area of 0.1 cm2.
For the sample analysis different characterisation techniques were used. Contact
angle measurements were performed according to the Sessile drop technique. The bl-
TiO2 blocking behaviour with cyclic voltammetry (AUTOLAB PGSTAT30). The area of
the electrode was 1 cm2 and was measured against a Ag/AgCl (3 M KCl) reference with
a Pt wire as counter electrode. The electrodes were immersed into a 100 mM solution
of Fe+II/Fe+III (equimolar amounts of K3Fe(CN)6 and K4Fe(CN)6) with background
electrolyte (10 mM KCl). Scans went from −1 V to 1.2 V at different scan rates,
which are mentioned in context. For the morphological analysis of the perovskite
thin-films, an AFM (Nanosurf FlexAFM) was used in tapping mode (Budget Sensors
AFM Probes TAP190-G). Powder X-ray diffraction (XRD) analysis was performed with
a BRUKER D8-Advance. Device performance was evaluated using a Class AAA solar
simulator at AM1.5G and 100 mW/cm2 connected to a source-meter (Keithley 2601A)
that was driven by a home-built program written in LabView (see fig. 3-8). For the
measurements, the samples were covered with a shadow mask with an opening area of
0.1 cm2. Measurements were performed by holding the cell at a voltage slightly above
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V
OC
(1 - 1.2 V, depending on cell) for 5 s to equilibrate the cell. The measurement
was then performed by sweeping the voltage to short-circuit and then back up to
the equilibration potential. The sweeping speed was usually 100 mV/s, if not stated
otherwise in the text.
For the estimation of the size of the ferro-cyanide anion, an Assisted Model Building
with Energy Refinement (AMBER) force field was used, as part of the Avogadro software
package.[5]
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3.2 Results and discussion
3.2.1 Substrate cleaning optimisation
Figure 3-1: Schematic of the substrate prepa-
ration procedure and evaluation via AFM and
cyclovoltammetry
The preparation of the glass/FTO
substrate before deposition of the
blocking layer can be elaborate and
there is no standard procedure, as
every laboratory uses a slightly dif-
ferent approach. However, the basic
steps are similar: etching the trans-
parent conducting oxide (TCO) to
prevent short-circuiting in the final
cell and cutting the substrate into
device size pieces (first step in fig. 3-
1). Then cleaning the substrate with
surfactants (e.g. Hellmanex) and or-
ganic solvents and in most cases an
additional step of oxygen plasma (or
ozone) cleaning in order to remove
organic monolayers that are left over
from the cleaning procedure earlier on
(second row in fig. 3-1). Afterwards
the deposition of pin- or nip-type so-
lar cell layers can proceed onto the
clean substrate surface.
Reports on the exact cleaning pro-
cedure of the substrate can differ and
show that in some cases the cleaning
with surfactants and solvents is combined with a sonication step.[6, 7, 8, 9, 10] However,
this treatment is time-intense and mostly applied during the fabrication of dye cells. For
perovskite cells an increasing amount of literature shows that the substrates are solely
cleaned through solvent rinsing and without sonication.[11, 12, 13, 14, 15, 16, 17] High
efficiencies can be obtained nevertheless and considering that the additional sonication
steps in multiple solvents takes several hours, this step was left out in order to rationalise
the process.
Additional cleaning after solvent treatment of the substrate is mostly done with
ozone treatment or plasma etching. The effect of surface pre-treatment was analysed
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with contact angle measurement, AFM and cyclic voltrammetry of differently prepared
substrates. The cleaning procedure consisted of scrubbing the samples with a 2 wt%
Hellmanex solution and then rinsing with milliQ water, acetone and IPA. Oxygen
plasma cleaning was done after the normal cleaning procedure. The effect of the
cleaning procedure on the substrate was measured via contact angle (see fig. 3-2a-c).
Measurements on the bare FTO surface were taken directly after cleaning and in certain
time intervals after the plasma cleaning in order to test the reversibility of the treatment
(see figure 3-2d). A significant decrease of the contact angle upon plasma treatment
was seen from around 20 ◦ for an untreated surface to complete spreading (Θ ≈ 0 ◦)
immediately after the plasma treatment. The surface wetting slowly decreases again
until it almost reached its initial value after about 2 days. The correlation between
time and contact angle does not follow a strict linear regression, as a data point after
28 h decreases its value, instead of increasing. The reason for that is probably that a
fresh (and different part) of the substrate was measured each time, which could have
experienced a slightly different pre-treatment during the pulsed laser deposition of the
FTO layer, the soap or solvent cleaning. During measurements it can also be seen that
the contact angle is not always consistent at every point throughout the substrate area
(2.5× 2.5 cm2), which is why five measurements were taken for each data point and the
mean average and standard deviation were calculated.
Figure 3-2: Plasma cleaning of TCO substrates causes an almost complete wetting
directly after the treatment. This effect decreases over time if the substrates are
left in dry air, so that substrates return to almost their initial surface wetting
properties about 2 days after treatment (a). All measurements were taken 5 times
to determine average and standard deviation. Optical images taken before (b) and
immediately after (c) the plasma cleaning.
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Clearly, the quality of the deposited TiO2 thin-film is influenced by the surface
cleaning procedure, as figure 3-2 shows that it has a significant effect on surface wetting
and thin-film formation. This is of special importance during the spin-coating and
crystallisation of the TiO2 film. The surface oxidation of the FTO also influences
its work function as a degenerate semiconductor, which in turn determines electron
transport in the working cell.[18] Besides the direct measurement of the bare FTO
surface with contact angle measurements, the quality of the spin-coated TiO2 film
was analysed with cyclic voltammetry with a Fe+II/Fe+III redox couple as described
in the experimental section. A blank FTO substrate and a bl-TiO2 (blocking layer)
that was deposited with spray-pyrolysis were measured as references. The samples were
spin-coated solutions of TTIP, spun at 2000 rpm onto FTO substrates after different
cleaning procedures. The results showed that the bare FTO electrode has the fastest
electron transfer kinetics. This can be seen by the separation of the anodic and cathodic
peak potentials (see fig. 3-3a). The measured peak separation is greater than the
expected 57 mV for a reversible system. This can be explained by the FTO, which is a
non-ideal electrode and is likely to induce an activation overpotential (see equation 2.4)
and also contributes with a series resistance and substrate roughness (see AFM image),
resulting in a peak separation of about 700 mV. TiO2 layers that were deposited by
spray-pyrolysis showed an excellent quenching behaviour, with hardly any noticeable
currents (fig. 3-3b). This indicates a continuous and dense compact layer without
pinholes that does not allow any current to leak through. AFM images show hardly
any changes compared to the blank FTO sample (see fig. 3-3a), which is indicative of a
dense and compact layer that is deposited on top of the substrate, and hence does not
change its morphology.
These results were compared to our spin-coated samples, which indicated an in-
complete suppression of current transport; an effect that can be modified by altering
the cleaning procedure of the glass substrate. The signal intensity is decreased for
the spin-coated samples for both substrate cleaning procedures. The peak to peak
separation increased as well, which becomes most significant for the substrate that was
additionally plasma cleaned. This indicates decreased electron transfer rate constant ks
in relation to the rate of mass transport to the electrode. The reason for this could be
that the charge-carrier needs to pass the blocking layer by diffusion through small pores
of the spin-coated layer, making the diffusion to the electrode the rate determining
step. This new bottleneck for the charge transport decreases the measured current as
well. Another explanation would be that the blocking layer forms a tunnelling barrier
for electrons, which slows down the electron transfer rate, but tunnelling barriers are
usually on the scale of several nanometres and the thickness in these samples are around
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Figure 3-3: Comparison of different TiO
2
layer deposition methods and substrate
cleaning procedures: (a) Plain FTO substrate; (b) spray-pyrolysis deposited layer;
(c) spin-coated layer on a Hellmanex cleaned substrate; (d) spin-coated layer with
an additional plasma cleaning step. Cyclic voltammetry measurements were per-
formed against a Ag/AgCl (3 M KCl) reference with a Pt wire as counter electrode
in a 100 mM solution of Fe+II/Fe+III with background electrolyte (10 mM KCl).
Scans went from −1 V to 1.2 V at various scan rates, mentioned in the legend.
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100x larger, which would make tunnelling nearly impossible.
Figure 3-4: Comparison of
substrate surface roughness for
different surface treatments.
FTO refers to blank substrate;
SP spray pyrolysis; Hellmanex
cleaned substrate with spin-
coated layer and an additional
Plasma cleaning step, before
spin-coating.
Comparison of the AFM images (see fig. 3-3,
right) shows a morphology that seems smoother
than the blank FTO (note the decrease in z-scale)
and a decreased film roughness (see fig. 3-4). The
spin-coating seems to form a less continuous and
dense layer than spraying and preferentially fills
valleys of the rough FTO landscape to decrease
surface tension.
It is known in literature that different depo-
sition techniques cause different types of defects
in the blocking layer.[19] The exact nature of the
defect depends not only on deposition parameters
but also post treatments, such as plasma or calci-
nation can induce defects. The occurrence of the
Fe+II/Fe+III redox signal in fig. 3-3c-d indicates
an insufficient blocking behaviour for the observed
system and is somewhat surprising, considering
that spin-coating bl-TiO2 is the most commonly used procedure for the creation of
MAPbI3 cells and produces an efficient SC with good blocking behaviour. It is known
from recent studies that the spin-coated bl-TiO2 can have different relative pinhole
areas.[19] Therefore, one has to differentiate between charge transport in solution as
for the measured system and a solid-state interface. Charge carriers in the former case
have a size of approximately 0.47 nm (as calculated via general AMBER force field[5])
which could diffuse through small pores in the blocking layer. On the other hand,
grain sizes of the crystallised MAPbI3 layer are in the order of 1 µm,[3] and therefore
substantially larger. This would explain a functioning MAPbI3 cell without shunting
across the spin-coated bl-TiO2 layer. Despite the similarity regarding photovoltaic
device performance values, blocking layers with porous defects give an amplification of
photocurrent under reverse bias. This makes them a viable candidate for photo-detectors
(PD). However, the underlying mechanism is as yet unknown.[20]
In conclusion, the cleaning procedure of FTO substrates was shown to benefit from
an additional plasma cleaning step. Especially the spin-coated TiO2 layer performs
better, because of the increased wettability. The plasma-induced change of wettability
seems to be reversible within several hours and a processing within 2 h after plasma
cleaning is recommended. Usage of a spray pyrolysis TiO2 layer gives a more dense and
compact layer and shows a better charge-transport quenching in solution. Even though
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spin-coated layers are easier and faster to fabricate, the results show that greater care
needs to be taken during their deposition.
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3.2.2 Low temperature MAPbI
3
fabrication in air
Figure 3-5: Schematic of the fabrication pro-
cedure. (a) Drop-casting and spin-coating of
precursor solution in ambient environment;
(b) temperature and air flow drives out sol-
vent from intermediate state; (c) HTM so-
lution drop-casted and spin-coated onto the
crystallised MAPbI
3
; (d) scratching of mate-
rial at the anode before evaporating the Au
contacts. (e) Shows the final cell with the real
equivalent shown in (f).
In order to obtain efficient devices,
the charge transport and surface mor-
phology of the MAPbI3 thin-film is
of crucial importance. However, the
intrinsic instability of the thin-film
for the desired film thickness of about
300 nm poses a problem, which makes
the process control during fabrica-
tion complicated and an important
issue.[3, 21, 22] Most reported fabri-
cation routines employ either a con-
vection oven or a hotplate for the an-
nealing of the precursor thin-film, in
order to drive out the solvent and crys-
tallise the MAPbI3 perovskite. Usu-
ally, the optimised conversion tem-
perature that yields the best thin-
film quality and most efficient devices
is around 100 ◦C,[23, 24] with some
variation including temperature ramp
profiles or flash annealing steps in the
end at higher temperatures,[25] or gas
quenching steps after the spin-coating
to homogenise the thin-film.[26] In
this section a different PSC fabrica-
tion route was investigated, by cre-
ating a laminar flow setup with a
heat-gun, that has a higher air flow
rate than other routes. This setup
allows a significant reduction of the
fabrication temperature below 100 ◦C
without residual precursor in the re-
sulting thin-film. It incorporates the
beneficial thin-film formation of a gas
quenching step, which at the same time aides the crystallisation of the perovskite. A
schematic of the process can be seen in figure 3-5. The properties of the thin-film
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Figure 3-6: Measured film properties: (a-d) AFM images showing the morphology
of different perovskite annealing temperature between 84 ◦C and 205 ◦C. (e)
XRD diffractogram of low-temperature perovskite film annealed at 84 ◦C shows
complete conversion. (f) UV-Vis Absorption spectrum of samples annealed at
different temperatures. (g) Typical IV curves for different temperatures.
were analysed with respect to morphology, absorption behaviour as well as structural
purity and finally also photovoltaic performance. AFM measurements give a fast and
precise evaluation of film morphology and quality. The film roughness increased with
annealing temperature, as can be seen in figure 3-6a-d. Smooth films were formed at
lower temperatures (fig. 3-6d), while discontinuities started to develop at temperatures
around 120 ◦C (fig. 3-6c): pinholes were forming, leaving shunt paths that decrease
light absorption and have detrimental effects on the shunt resistance in the final cell.
By further increasing the temperature shunt paths increase in size and start to separate
into crystalline islands. Furthermore, the crystallite size increases. When approaching
200 ◦C, the domains became mostly separated, with many islands consisting of only
a single large crystallite (fig. 3-6d). An overview of all obtained films made for this
project is given in Appendix A (fig. A-1).
X-ray diffraction measurements (XRD) were taken in order to confirm the complete
formation of the perovskite layer. Especially the sample annealed at 84 ◦C gave
a smooth and continuous film having the characteristic MAPbI3 absorption profile;
however many reports in literature state that annealing temperatures < 95 ◦C give
an incomplete conversion of the precursors.[22, 3] The reason for this discrepancy
might be the differences in fabrication routine, with most literature reports referring
to annealing on a hotplate where the temperature on the hotplate is higher than the
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effective temperature of the thin-film on the substrate. Furthermore, the high laminar
flow induced by the heat-gun helps to drive out solvent and assist the crystallisation,
therefore decreasing the required annealing temperature. The XRD pattern shows that
the precursors have fully converted into MAPbI3 with a clear characteristic perovskite
(110) reflection at around 14 ◦ and (220) reflection at around 28 ◦. Also, the most
characteristic precursor reflections of the (111) plane of PbCl2 at around 25
◦ and the
(002) plane of PbI2 at 12.7
◦ are not present. All reflections can be assigned to either
MAPbI3 or SnO2, which forms the substrate, and only a small artefact at 15.7
◦ remains
unknown. Because of the absence of precursor signal, it can be assumed that even at
the reduced temperature of 84 ◦C the film has fully converted to MAPbI3.
UV-Vis measurements of the MAPbI3 films show a sharp absorption onset at around
780 nm for all samples (see fig. 3-6f-g) and a very high absorption in the UV-region
as a characteristic of this MAPbI3 perovskite, which can be seen for low-temperature
annealed samples and makes them appear dark reddish. This is consistent with the
bulk absorption of MAPbI3 and with the continuous film morphology measured via
AFM. Films processed at higher temperatures appear lighter and greyish in colour and
show a comparably flat UV-Vis profile. The reason for this appears to be the formation
of crystalline islands, as seen in AFM. Strong light absorption of the thicker MAPbI3
islands is opposed to low light absorption paths in the ‘valleys’. This superposition of
high and low light absorption leads to a neutral density light filtering, resulting in a
grey colour and flat UV-Vis profile. One potential application of MAPbI3 islands are
semitransparent solar cells.[27] However, despite the complete conversion of the 84 ◦C
annealed films (see fig. 3-6e), the absorption values are slightly higher for annealing
temperatures just above 100 ◦C. This could indicate that the crystallisation process
influences the quality of the film, as proposed previously (chapter 1) and defect states
might affect the optical properties as well. This effect becomes more apparent when the
photovoltaic performance is measured, as is discussed in the next paragraph.
The different MAPbI3 films were made PV cells by spin-coating spiro as an HTM
on top and finally evaporating a gold top contact. The resulting cells had a typical
performance of around 5 to 6 % with a strong hysteretic contribution, which is not
uncommon for planar cells with the given contact materials.[28] Therefore a quantitative
evaluation of PV performance parameters does not seem useful (and might be misleading),
but a qualitative comparison shows interesting trends. First of all, the photocurrent
increases when comparing the high-temperature processed cells (173 and 205 ◦C) to
slightly lower temperatures. This can be explained by the higher light absorption (see
fig. 3-6f). But a maximum is reached at about 120 ◦C; despite a further increasing
absorption, the photocurrent decreases. This indicates an inefficient charge transport,
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e.g. carrier loss due to recombination, and is another indication that the quality strongly
depends upon the crystallisation route. Secondly, the photovoltage increases steadily
from about 820 to 950 mV (arrow in fig. 3-6g), which can be partially attributed to the
increase in photocurrent and absorption, and causes the Fermi-level to rise, but might
also be caused by the apparently increasing hysteretic contribution. A detailed analysis
of hysteretic effects can not be given at this stage, because the measurements were
taken before improving the measurement routine (described in the next section), which
allowed for more comprehensive IV measurements. The IV curves given in this section
are representative for cells obtained at that temperature, the full statistical distribution
can be found in the Appendix A (fig. A-3).
In this section a new fabrication route for perovskite thin-films was developed that
allowed a reduction of the already low processing temperature of perovskite solar cells
to about 84 ◦C under a high gas flow rate. This approach is similar to the so called
gas quenching method[29, 26] but keeps the high air flow rate throughout the whole
annealing time. The process yielded a complete MAPbI3 transformation, which is aided
by enhanced solvent evaporation. The thin-film morphology is favourable at lower
temperatures and influences the absorption and PV performance but with another
contribution possibly stemming from the crystallisation condition (e.g. defect density).
Thus, despite having a complete precursor conversion into a smooth and continuous
film at 84 ◦C, the absorption and PV performance show their best values at higher
temperatures. This indicates that defect formation seems to be more favourable (lower)
at higher temperatures. The optimum fabrication conditions can be seen as a trade off
between thin-film morphology, crystallinity and electronic structure.
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After a thorough substrate preparation and blocking layer deposition (section 3.2.1),
the next fabrication step is the deposition of the active (perovskite) layer. Even though
experimental sections in scientific reports are habitually detailed regarding chemical
procedures during this step, they are often poor regarding fabrication routines that
are lab-specific, e.g. substrate size and cell layout. Hence the first perovskite cells
produced in the course of this thesis had an unfavourable layout (see fig. 3-7, left). More
specifically, a (too) large gold top-contact of about 1 cm2 was sputtered by masking the
cell with sticky tape (Kapton). Because the sputtering process damaged the HTM layer,
initial cell efficiencies were mostly < 1 %. Improvements were made by evaporating the
gold top-contact at low deposition rates (< 1 nm/min) as well as adapting evaporation
masks. The initial size of the active area resembled the DSSC layout, but it was found
that a decrease of the active area was advantageous because of the much thinner layers in
MAPbI3 cells (∼ 400 nm) which give rise to short circuiting caused by small impurities
(a dust spec), which are more likely to occur in a large area cell. This would not have
a major impact on the performance of a DSSC (thickness ∼ 15 µm), but significantly
decreases the performance of a PSC. The active area was therefore divided into pixels
with an individual area of about 0.1 cm2 each (fig. 3-7, second from left). Usage of
larger substrates of 12 pixels/cell made the fabrication easier and faster, but the distance
between the pixels was found to be too small so that a conjunction of two pixels could
be measured sometimes. This resulted in the measurement of surprisingly large current
values, about twice of the expected value. Therefore the cell layout was reduced to 10
pixels/cell. In a last optimisation step the anode/cathode positioning was swapped,
which facilitated scratching off the thin-film for the bottom electrode. Furthermore
the outermost pixels were removed to exclude artefacts from the spin-coating at the
substrate edges to influence the active area. Narrowing of the top contact in areas
that are covered by the shadow mask is supposed to decrease dark currents during
measurements.
Figure 3-7: Five different cell architectures, as of November/13, January/14,
March/14, May/14 and November/15, respectively (left to right).
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Figure 3-8: Front side and back side view
of the home built IV measurement stage.
Cell contact is made with spring loaded
pins, which are adressed via a relay board
that gets controlled with the USB 6009
DAQ device.
As mentioned earlier in chapter 1, typ-
ical voltage scanning protocols with scan
speeds that were commonly used for DSSC
and other solar cells resulted in a falsifica-
tion of the obtained IV curve through the
occurrence of anomalous hysteresis.[28]
The scanning speed and direction of the
measurement strongly effects the mea-
sured performance of the cell. This is-
sue required and adjustment of the mea-
surement software. For this purpose a
program was created with LabView™,
that was able to cope with this new phe-
nomenon. In addition to that, the mea-
surement system was upgraded to enable
an inline measurement of up to four cells.
The developed software enabled a comprehensive control over the measurement pro-
cedure of the solar cell. Controllable settings include the pre-treatment (voltage bias
and delay) and measurement parameters (scan speed and direction). Furthermore,
the setup allowed for an automatised measurement of a whole cell, by coupling the
written software to a home built hardware setup (see fig. 3-8). This setup consists
of a sample holder that was adapted for the new perovskite cell layout. Contact to
the individual pixels of the cell was made via spring-loaded pins (Mill-Max). Each pin
can be individually selected with a relay board (Sainsmart 16-channel 12 V module),
which is addressed with a USB 6009, National Instruments DAQ device. This enables
an automated measurement of all pixels in one cell.
The improvement of the fabrication routine for PSC was done in multiple incremental
steps, focusing mainly on the cell architecture and measurement routine. This section
summarised the improvements of the measurement setup, that stretched through this
whole study and form the foundation for other experiments in this thesis. Especially
the fabrication and measurement of high-hysteresis cells in section 3.2.6 is based upon
this routine.
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Fabrication of the perovskite thin-films in a fume hood (rather than a glovebox)
offers a simple way to prepare PSC but it imposes a variety of problems regarding
the reproducibility of results. It is well-known and widely reported in literature that
humidity has a critical influence on the formation of the perovskite film as well as its
stability.[30, 31, 32, 33, 34] And because the environmental humidity levels can vary
depending on weather conditions, the efficiencies of cells made in ambient conditions can
vary. Therefore it seems like moving the fabrication process into controlled environment
(e.g. glovebox) is a solution to this problem, and in fact most reported PSC and virtually
all high-performance PSC are produced in gloveboxes nowadays.[35, 36, 37, 38, 39] But
even though moving the fabrication process into the glovebox removes the exposure
to environmental atmosphere, it creates another problem due to the build-up of the
precursor solvent that evaporates during the spin-coating and annealing process.[40] A
fundamental issue when working in a glovebox is therefore the degree and dynamics of
the solvent atmosphere build-up.
This issue was investigated in this work by building a self-made gas sensor. The
device is based on two different sensors, that show sensitivity towards different types of
solvents (see fig. 3-9). A MQ2 sensor was used that is sensitive for liquid propane gas
and combustibles and a MQ9 sensor (both Seed Studio) that is sensitive for CO and
combustibles. Both sensor are expected to be sensitive to the (combustible) solvents
used for the perovskite precursor. The use of two sensors should cover a broader
concentration regime and is more reliable as data is measured from two individual
sources. For data acquisition the sensor was placed between spin-coater and hotplate
and ran throughout a whole fabrication procedure as well as during solvent decay,
covering in total 400 min (over 6 h). As shown in figure 3-9, the solvent starts to build
up a few minutes after starting the spin-coating procedure. Another increase can be
seen after starting the annealing of the thin-films. The build up to the maximum value
takes a bit over 20 min. This can be explained by the retention of the solvent within an
intermediate phase, where the solvents acts as a space holder in the network and gets
gradually replaced by the organic cation.[36, 38] Once the residual solvent was replaced
and the perovskite fully converted, the solvent concentration remains constant until
the drying train is switched on. This initiates a steady decay, that slowly removes the
solvent from the atmosphere. But despite measuring the solvent decay for more than
4 h, the atmosphere did still not recover to its initial value before spin-coating. It needs
to be mentioned that the measured values only represent relative values of resistivity
of the gas sensor, which are used to qualitatively evaluate the build-up and decay of
solvents but do not allow a quantitative analysis of e.g. solvent concentrations.
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Figure 3-9: Home-built gas sensor: Front view (a) shows the display as well as
controller and interfaces. The back view (b) reveals both sensors (MQ2 and MQ9)
as well as the battery and the SD-card logger. (c) Qualitative measurement of the
solvent concentration during a full deposition cycle.
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In summary, a self-made sensor for the detection of organic solvents was built
from DIY components to measure the solvent distribution and removal efficiency of
the drying train. The results show fast build up that was partially retained by a
solvent-intermediate phase and a very slow solvent removal. This experiment highlights
that the atmosphere of the working place needs to be taken into consideration upon
fabrication of PSC, even when working in a glovebox environment, because a complete
removal of solvents can take a full day.
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3.2.5 A Simple Approach for the Fabrication of Perovskite Solar Cells
in Air
A key aspect of research in perovskite solar cells is the development of a repro-
ducible production routine. This should ideally be done without the need for costly
lab equipment, such as gloveboxes, which is opposed to the idea of a cheap and mass
producible energy material. An examples of an alternative fabrication process is the
vapour deposition, where both precursor salts are simultaneously sublimed onto the
substrate in vacuum chamber.[41, 42] Another option is the solution-mediated interca-
lation of MAI into a spin-coated PbI2 film,[35] which facilitates the thin-film formation
because PbI2 is easier to deposit than MAPbI3. However, several environmental factors
influence the conversion process, e.g. temperature or water content of the solvent.[43, 31]
A modification was reported by exposing the PbI2 film to MAI vapour, and therefore
leaving out the liquid mediator.[44] This technique was labelled vapour assisted solution
processing (VASP).
Our new technique consists of a modified VASP process, called vacuum-vapour
assisted solution processing (V-VASP) technique. It enhances the VASP process by
applying a static vacuum during the conversion step, which lowers the sublimation
temperature of the MAI precursor and improves penetration into the PbI2 layer. It
makes do with only basic lab equipment: A vacuum pump, a hot plate, a desiccator lid
and a spin-coater is all that is needed to produce perovskite solar cells. Moreover, the
vacuum conversion process eliminates humidity as a variable from the process control
and allows a better batch-to-batch reproducibility. To establish a dependable conversion
process, the PbI2 deposition was optimised to achieve a flat and shiny thin-film; therefore
several solvents and annealing times were screened regarding the quality of the resulting
PbI2 film. An initial assessment can be done by comparing the ‘shininess’ of the sample,
which correlates to microscopic surface smoothness. A quantitative evaluation was done
by AFM, which was also used determine the thickness of the PbI2 layer.
For the perovskite conversion, the MAI was assembled around the substrate on a
hotplate and the lid was placed on top. As soon as the vacuum was applied, the timing
was started and the valve closed. The static vacuum condition throughout the process
was used to avoid contaminations from the pump. Optimum perovskite conversion
parameters were developed with different deposition times and architectures. Perovskite
cells achieved efficiencies of up to 12.7 % PCE and remained stable on a bench top for
14 days (about 50 % humidity).
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3.2.5.1 Related publications
Reproduced with permission.[45] Copyright 2015, Elsevier.
RGN contributed to this study by modifying the VASP process towards the (vacuum)
V-VASP process together with SC. RGN carried out the AFM measurements and
morphological optimisation of the PbI2 precursor film, that formed the basis for the
V-VASP conversion that was carried out by SC.
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a b s t r a c t
Vacuum-vapor assisted solution processing has been investigated as a simple and low cost method for
preparing perovskite solar cells without a glove box. The devices were prepared in ambient air without
using a high vacuum or an inert atmosphere. A maximum efficiency of 12.7% for planar perovskite
(CH3NH3PbI3) devices was obtained. The perovskite films could be stored in air (20
 C, ~50% humidity) for
up to 14 days without discoloration or the appearance of crystalline lead iodide in the films.
© 2015 Elsevier B.V. All rights reserved.
1. Introduction
The perovskite solar cell is emerging as a new type of photo-
voltaic technology which may become a widespread low-cost
technology in the future [1]. Methylammonium (MA) lead halide
MAPbX3 (X ¼ halogen) and mixed-halide perovskites are the most
studied light absorber layers. Organometal halide perovskites have
attracted attention due to very impressive electrical/optical prop-
erties such as: i) diffusion lengths of up to 1 mm in mixed halide
perovskites [2,3], ii) good ambipolar transport of charge [4], iii)
efficient absorption in the visible range [5e7], and iv) a very simple
synthesis method [8]. Over the last 5 years the power conversion
efficiency (PCE) of organometal halide perovskite-based solar cells
has rapidly increased from 3.8% to certified 20.1% making this
technology comparable to both crystalline silicon (c-Si) and thin
film (CIGS, CdTe etc.) technologies [9,10]. A range of techniques
have been developed to grow perovskite thin films. The most
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common procedure is the direct deposition of the perovskite pre-
cursor solution (called one-step solution deposition) on top of
mesoscopic [8,11e15], or planar oxide [16e18]. In particular, a
mixture of PbX (X: Cl, I) and CH3NH3I dissolved in different solvents
such as N,N-Dimethylformamide (DMF), Dimethyl sulfoxide
(DMSO), g-butyrolactone (GBL) or N,N-dimethylacetamide (DMAc)
is deposited on the substrate by spin-coating or drop-casting to
realize the active layer after the annealing process [19]. This
deposition procedure is critical to ensure perfect film morphology
as the presence of pinholes and defects leads to lower photovoltaic
performance (especially in terms of Voc and Jsc values). To obtain
more reproducible perovskite film morphology, two step deposi-
tion techniques have been developed. In the first-step of the
sequential deposition, a PbI2ebased solution is directly deposited
by spin-coating on the electron transport layer (ETL) [18,20], or
onto amesoporous scaffold [21,22]. Then, the perovskite film can be
obtained by dip coating into methylammonium iodide (MAI) so-
lution in isopropanol (IPA) (the second-step deposition). As re-
ported byMa et al. [23], and by Im et al. [5], the two step procedure
is better than the one step procedure in terms of the perovskite
morphology as more uniform and reproducible films are prepared
[24]. Other strategies to produce the active layer are based on
MAPbX3 deposition using vapor techniques, where the perovskite
growth is carried out without using any solvent. In fact, several
different vapor deposition techniques are reported in literature,
showing better film uniformity and surface coverage of the active
layer compared to the solution processed films [18,25]. However
vapor deposition has some problems as the source temperature
must be tightly controlled due to the relatively low thermal sta-
bility of the perovskite precursors. Another kind of two-step
deposition is the vapor-assisted solution processing technique in
which a spin-coated PbI2 sample is exposed to CH3NH3I vapor in an
N2 atmosphere to create the perovskite layer [26]. Using this
approach good surface coverage, low surface roughness and
excellent film quality is obtained, with Chen et al. preparing planar
devices with a top efficiency of 12.1%. Recently, Leyden et al.
developed hybrid vapor phase deposition (HVPV) to grow perov-
skite layers by chemical vapor deposition, preparing cells in an inert
atmosphere with a top efficiency of 11.8%. The cells showed long
term stabilities of up to 1100 h in an N2 environment [27]. Hao et al.
used a vapor deposition technique in a glove box to produce 10.6%
efficient devices [28]. For all deposition and growth techniques the
long term stability of the perovskite solar cell is the most critical
issue that needs to be addressed, because as reported by Niu et al.
CH3NH3PbI3 decomposes rapidly in the presence of moisture [29].
This work is based on the two-step deposition technique using
vapor-assisted solution processing (VASP) [26]. Our methodology,
here called vacuum-vapor assisted solution processing (V-VASP),
builds on the method developed by Chen and by Hao. V-VASP has
been developed to avoid the use of a glove box or an inert envi-
ronment during film preparation. In fact, the preparation of the
active layer is performed in air with only a low vacuum to ensure a
moisture “free” environment. We first optimized the annealing
time of PbI2 in air using different solvents (such as GBL, DMF or
DMSO). The growth time of the perovskite layer during the second-
step was then optimized for both Planar-Perovskite Solar Cells (P-
PSC) and Mesoporous-Perovskite Solar Cells (M-PSC). Planar cells
showed a maximum efficiency of 12.7% for a perovskite growth
time of 1 h. After only 30 min of perovskite growth time the per-
formance was still over 11%. CH3NH3PbI3 layers prepared using the
V-VASP procedure did not discolour when stored in air (14 days at
20  C, humidity around 50%) without encapsulation and XRD
showed an absence of crystalline lead iodide after 14 days. This
result contrasts favourably with the reported stability of solution
processed films [29,30].
2. Experimental section
The FTO/glass substrate (TEC 7, 8 Ohm,"1, 25 # 25 mm) was
etched into the desired pattern with Zinc powder and 2 M HCl
diluted in deionized water. The substrates were first cleaned with
Hellmanex (2% solution) diluted in deionized water, then with
isopropanol, and finally acetone. They were then treated with an
oxygen plasma for 15 min to remove any remaining organic resi-
dues. Logical steps to fabricate the devices are shown in Fig. S10,
ESI. A TiO2 blocking layer (bl-TiO2), made according to a reported
procedure [31], was deposited onto the substrate by spin-coating at
2000 RPM for 60s and after drying at 150  C for 15 min a sintering
process at 500  C for 30 min was done. To obtain a mesoporous
layer, a TiO2 paste (Dyesol 18NR-T) was diluted 1:5 with ethanol
and spin coated on the substrate at 1000 RPM for 60s (thickness
around 300 nm). The samples were dried in an oven at 100  C for
10 min and then sintered at 500  C for 30 min. PbI2 powder
(Aldrich, 99%) was dissolved either in DMF or in DMSO solvent (at a
concentration of 400 mg ml"1) and stirred at 70  C. The hot PbI2
solution was spin-coated on either a mesoporous scaffold to obtain
mesoporous structure, or directly on the bl-TiO2 to obtain a planar
structure, at 4000 RPM for 30s on substrates preheated to 70  C.
These were then dried at 120  C for 1 h in air to remove the solvent
and drive the crystallization. For the perovskite growth, the sample
was put on a hot plate and surrounded byMAI powder. The samples
and the powder were put under low vacuum (desiccator lid
attached to an Edwards 5 E2M5 Rotary Vane Dual StageMechanical
Vacuum Pump) and heated at 150  C for the desired time. For the
hole transport material (HTM), 142.6 mg of Spiro-OMETAD was
dissolved in 2 ml chlorobenzene (Aldrich, anhydrous 99.8%) and 4-
tert Butylpyridine (17.5 ml, 96%, Aldrich) were added as well as
previously prepared bis(trifluoromethane)sulfonimide lithium salt
solution (37.5 ml of a 170 mg ml"1 LiTFSI, Aldrich, solution in
acetonitrile). The HTM was spin coated at 4000 RPM for 45s and
then left in air overnight in a closed box containing silica desiccant.
Finally the samples were introduced into a high vacuum chamber
to evaporate gold (Au) back contacts (thickness 80 nm). Each sub-
strate has 10 pixels with 0.1 cm2 of active area.
Powder X-ray diffraction (XRD) analysis was performed to
investigate the phases of the samples, using a BRUKER D8-Advance.
For the Atomic Force Microscope AFM measurements a Nanosurf
AG, Easyscan 2 was used operating in dynamic force mode. Device
performancewas evaluated using a Class AAA solar simulator at AM
1.5G and 100 mW cm"2 connected to a source-meter (Keithley
2601A). For the measurements, the samples were covered with a
shadow mask with an opening area of 0.1 cm2 to illuminate only
one cell at a time. Beforemeasuring the reverse JV curve the sample
was maintained for 5 s stabilization time at 1.2 V forward bias
under illumination. A custom-made tool comprising a sourcemeter
(Keithley 2612) and a monochromator (Newport 74000) was used
to measure the external quantum efficiency (EQE) values of the
device. For chronoamperometry measurements the cells were
illuminated with a white LED (100 mW cm"2, 3 Watts- 4200 K
luxeon star).
3. Results and discussion
Vapor-assisted solution processing (V-VASP) involves the two-
step deposition of methylammonium lead iodide (MAPI) films. A
lead iodide layer is first spin-coated on top of a titania blocking
layer before being converted to MAPI by exposure to MAI vapor
under low vacuum. The lead iodide films were deposited and
annealed in air (without any attempt to control the humidity,
typical lab humidity was approx. 50%). The lead iodide films were
then placed on a hot plate and covered with the lid of a vacuum
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desiccator and a low vacuum applied. MAI vapor was created in situ
to prepare the perovskite films. Finally the hole conductor was spin
coated on top under ambient conditions. Despite carrying out the
majority of the preparation steps under ambient conditions high
quality MAPI films were made, the highest efficiency was 12.7%
(OC-SC, see ESI for a discussion on hysteresis) for a planar device.
Firstly, the lead iodide deposition step was optimized. Spin-
coated PbI2 films were prepared using different solvents (GBL,
DMF, DMSO); the annealing time (30 min, 1 h and 2 h) at 120  C in
air was also varied. As shown in Fig. 1c, the PbI2 sample prepared
from a GBL solution was paler than the others and poor coverage
was attributed to the low solubility of the PbI2 in GBL in the absence
of other cations, ions, or other complexes as reported in the liter-
ature [23].
GBL deposited PbI2 films didn't give good quality perovskite
layers (Fig. S1a, ESI). For this reason, only PbI2 films prepared from
DMSO and DMFwere studied further. The PbI2 films prepared using
DMSO appeared clearer and shinier than those prepared using
DMF, in fact the roughness of the DMSO sample (average rough-
ness, Ra, 6 nm) was lower than for the sample prepared from DMF
(Ra 14 nm). PbI2 layers were annealed for 1 h, after this time XRD
(Fig. 1) showed a well resolved peak at 12.7 , corresponding to the
(001) lattice [20]. Complete XRD spectra have been reported in
supporting information (see Fig. S2a, ESI). The approximate PbI2
crystal size was calculated from the full-width-at-half-maximum
(FWHM) of the primary peak using the Scherrer formula [32].
Peakwidth is inversely proportional to crystallite size; in the case of
films prepared using DMF, the crystallite size was calculated to be
around 60 nm while in the DMSO case it was around 48 nm. The
morphology of the PbI2 layers was also studied by atomic force
microscopy (AFM, Fig. S3(a) to S3(c) ESI). Films prepared from both
DMF and DMSO showed a uniform surface morphology, however as
outlined above the surface roughness was slightly lower for films
deposited from DMSO than for films deposited from DMF. This
result is consistent with the findings of Wu et al., and is thought to
be due to a retardation of PbI2 crystallization and the higher solu-
bility of the lead in DMSO [20]. AFM images (not reported here) also
showed that the morphology of the films did not change greatly
with annealing time.
In the second step perovskite (CH3NH3PbI3) film formation was
optimized. In order to obtain a good photovoltaic performance a
very uniform film, full coverage of the substrate and sufficient
shunt resistance at the perovskite-electron transporting layer (ETL)
interface are required [16]. Fig. 2 shows XRD spectra as well as
photos and AFM images of perovskite samples prepared from PbI2
films deposited from DMF (Fig. 2a) and DMSO (Fig. 2b). The sub-
strates had a uniform dark-brown color (in web version). In both
cases complete PbI2 conversion was confirmed by the absence of
PbI2 peaks in the XRD spectra of the perovskite films. The principal
peaks for CH3NH3PbI3 were observed at 14.08
 , 28 and 32 [21].
The principal peak at 2theta ¼ 14.08 was narrow which suggested
that in the case of both DMF and DMSO deposited films the grains
showed good crystallinity and few defects [33]. In Fig. 2b it can be
seen that when the perovskite was formed on PbI2 prepared using
DMSO, 30 min were enough to convert all the lead iodide. AFM
images suggested a regular grain shape as well as good contact
between neighbouring grains. Smooth films were obtained from
DMSO and DMF (AFM analysis showed that the surface roughness
was approx. 26 nm for DMF and 20 nm for DMSO) [26]. A smooth
perovskite surface is important to make a good top contact without
shunting through the HTM. In the cells presented here the hole
transporting polymer layer was approx. 100 nm thick. Interestingly,
at short times the perovskite grains follow the shape of the PbI2
crystals (Figs. S4 and S5, ESI)) with relatively small grains formed on
PbI2-DMSO and slightly larger for PbI2 DMF films. In both cases
grain size increased (grain coarsening) with longer growth time
[34].
Fig. 3 shows currentevoltage curves for both planar perovskite
solar cells (P-PSC) and mesostructured perovskite solar cells (M-
PSC), measured under simulated AM 1.5G (100 mW cm"2) solar
irradiation in air. The solar cell parameters extracted from the JeV
curves are summarized in Table 1.
We repeated the cell preparation twice and obtained the same
trends both times. JeV curves for DMF based cells are shown in
Fig. 3a. The performance of cells where the perovskite was grown
for 30 min (Voc ¼ 950 mV, Jsc ¼ 17.9 mA cm
"2, FF ¼ 65.7%,
PCE ¼ 11.2%) and the best case of 1 h (Voc ¼ 967 mV,
Jsc ¼ 19.5 mA cm
"2, FF ¼ 67.5%, PCE ¼ 12.7%) was very similar.
Fig. 3d shows a cross-section SEM image of the best device with 1 h
of perovskite growth time on a PbI2 film deposited from DMF
Fig. 1. Images and XRD pattern (from 10 to 20 ) of FTO/bl-TiO2 with layer of PbI2 deposited from DMF a), DMSO b) and GBL c) solvent.
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solvent. The perovskite grain size (around 400 nm) is in accordance
with the AFM image (see Fig. 2a). In contrast, films formed over 2 h
(Voc ¼ 900 mV, Jsc ¼ 10.3 mA cm
"2, FF ¼ 63.9%, PCE ¼ 5.9%) had a
lower performance especially in terms of the current density. These
differences were related to different perovskite layer morphology
as shown in Fig. S4 in the ESI. In the case of cells made from
perovskite films grown for 30 min (PbI2 from DMF), the films
showed disorganized grains with varying shapes and sizes. In the
case of films grown for 2 h, the grain dimensions increased but the
contact between grains was poor and the film was not continuous.
The performance of cells formed from PbI2 dissolved in DMSO is
shown in Fig. 3b. The best cell was for 30 min of perovskite growth
time (Voc ¼ 972 mV, Jsc ¼ 17.5 mA cm
"2, FF ¼ 65.2%, PCE ¼ 11%).
AFM images (see Fig. S5, ESI), show that after 30 min the perovskite
film appears to have a reasonably uniform morphology which is
thought to greatly enhance the charge extraction process and is
essential to reduce structural defects and electronic traps
[16,35,36]. After 1 h (Voc ¼ 757 mV, Jsc ¼ 13.3 mA cm
"2, FF ¼ 44%,
PCE ¼ 4.4%) and 2 h (Voc ¼ 820 mV, Jsc ¼ 12.8 mA cm
"2, FF ¼ 54%,
PCE ¼ 5.7%) the grain size increased substantially and the cell ef-
ficiency dropped. As reported by Eperon et al. the Voc value is
strongly dependent on the coverage of the perovskite layer [16].
When the growth time was increased to 3 h (Voc ¼ 852 mV,
Jsc ¼ 16.5 mA cm
"2, FF ¼ 61.2%, PCE ¼ 8.6%), the performance
Fig. 2. XRD pattern, AFM image, Photo of PbI2 films prepared from DMF a) and DMSO b) solutions. Best cases shownwith perovskite growth for 1 h giving a roughness of 26 nm a),
and growth for 30 min giving a roughness of roughness 20 nm b). Peaks labelled with a # are assigned to the fluorine-doped tin oxide substrate (2 theta ¼ 26.5 , 33.7 , 37.7 , 51.5 ),
those with a * to principal perovskite peaks (2 theta ¼ 14.08 (110), 28.5 (220), 32 (312)).
Fig. 3. Best JV characteristics for P-PSC and M-PSC under 100 mW cm"2 AM1.5 illumination and SEM image. Performance of planar perovskite films formed from PbI2 solutions in
DMF and DMSO a) and b) respectively, and c) performance of mesoporous structure with PbI2 dissolved in DMF. d) Cross-section SEM image of planar perovskite solar cell with 1 h
of perovskite growth time on PbI2 DMF solvent (best case). The image reports a bl-TiO2 thickness of 90 nm, CH3NH3PbI3 layer of 400 nm, a Spiro-OMeTAD layer of 100 nm.
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improved again, it appeared that at longer times the grain size
actually decreased again and the films become more uniform
[16,35,37].
The V-VASP techniquewas also used to deposit a perovskite film
on a mesoporous TiO2 substrate. The optimum conditions for
planar cells were chosen (PbI2 powder dissolved in DMF). JeV
curves are reported in Fig. 3c. 1 h of perovskite growth time
(Voc ¼ 920 mV, Jsc ¼ 17.2 mA cm
"2, FF ¼ 63.5%, PCE ¼ 10%) was
much better than 2 h (Voc ¼ 830 mV, Jsc ¼ 11.3 mA cm
"2, FF ¼ 60%,
PCE ¼ 5.6%). The AFM images (Fig. S6, ESI) did not show a large
change in grain structure as the annealing time increased; but both
the Voc and Jsc decreased severely. Fig. S7, (ESI) shows both the
reverse (Voc e short circuit) and forward scan (short circuit to Voc)
of currentevoltage measurements under illumination with
different delay times to investigate cell hysteresis. The P-PSC
showed higher hysteresis, while for the M-PSC the effect was
smaller.
Fig. 4 shows external quantum efficiency (EQE) spectra for P-PSC
and M-PSC. Generation of photocurrent starts at 800 nm, in
agreement with the bandgap of the CH3NH3PbI3, and shows a good
photocurrent response until 400 nm. Integrating the overlap of the
EQE spectrum with the AM1.5G solar photon flux yields a current
density of 16.3 mA cm"2 for the P-PSC and 17.2 mA cm"2 for the M-
PSC. These values are in excellent agreement with the measured
photocurrent density range (shown in Table 1) at the standard solar
AM1.5G intensity of 100 mW cm"2. The maximum EQE of the
planar cell is blue shifted with respect to the mesostructured cell.
The reason for this shift is not clear. A tentative explanation is that
the mesostructured TiO2 is absorbing light below 370 nm, but that
the electrons are not escaping to be collected in the external circuit.
This could be due to poor sintering contacts between the titania
particles and surface recombination of electrons in the titania with
the perovskite.
The mesostructured and planar cells prepared by V-VASP were
further analysed by large amplitude Open Circuit Photovoltage
Decay (OCVD). It has recently been shown that OCVD and Imped-
ance spectroscopy do not generally give the recombination lifetime,
trec, for perovskite cells [38,39]. trec is defined as the product of the
chemical capacitance (due to photo-generated charge carriers, Cm)
and the recombination resistance (Rrec). In the majority of perov-
skite cells the geometric/contact capacitance, Cgeo, appears to be
larger than Cm. As a result the relaxation lifetime, tOCVD, measured
during OCVD decay appears to be related to RrecCgeo and doesn't
contain information about the chemical capacitance. OCVD decay
can however expose differences between devices, with some cells
exhibiting ‘persistent photovoltages’ [44]. OCVD for the P-PSC and
M-PSC is shown in Fig. 5(aeb) and the resulting lifetime tOCVD is
shown in Fig. 5c [38]. tOCVD was slightly higher for the planar cells
at the highest voltages, but overall the cells behaved very similarly
to cells prepared in an inert atmosphere [38]. The most interesting
feature of Fig. 5a is the long equilibration time needed to obtain the
open circuit photovoltage for the planar cell (nearly 10 s) under-
lining the slow response of planar compared to mesostructured
devices.
Although methylammonium lead iodide is very sensitive to
oxygen and in particular to moisture, the films grown using V-VASP
showed good stability [40e43]. XRD patterns may be used quali-
tatively to identify any new crystalline species formed during
degradation. In Fig. 6 we show the XRD pattern taken immediately
after deposition of a planar perovskite layer grown for 1 h on PbI2
deposited from DMF(see Fig. S9, ESI for the DMSO case), and stored
in air for up to 14 days (T ¼ 20  C, humidity ¼ 50%) without
encapsulation. The analysis confirms the absence of the typical
signal at 2 theta ¼ 12.7 associated with PbI2 and other new peaks
synonymous of film degradation, however amorphous degradation
products could be formed which would not show up on the XRD
spectrum. We believe that the relative stability of these unencap-
sulated devices is due to the compact and glassy nature of the vapor
deposited films which may slowwater induced degradation on this
timescale, although as discussed above we do not rule out the
formation of amorphous degradation products.
The evolution of the photocurrent with time for P-PSC and
M-PSC is shown in Fig. 7. This technique was used to study the
stability of the measured photocurrent when the device is under
illumination at short circuit as many perovskite devices perform
Table 1
Photovoltaic parameters of devices.
Cell Parameters - devices with 10 pixels Performance of best pixel
Solvent Perovskite growth time Cell type Average PCE [%] Voc [mV] Jsc [mA cm
"2] Fill factor [%] Best PCE [%]
DMF 30 min Planar 10.2 950 17.9 65.7 11.2
1 hr 11 967 19.5 67.5 12.7
2 hr 5.3 900 10.3 63.9 5.9
1 hr Mesoporous 9.1 920 17.2 63.5 10
2 hr 3.3 830 11.3 60 5.6
DMSO 30 min Planar 9 972 17.5 65.2 11
1 hr 3.5 757 13.3 44 4.4
2 hr 5.5 820 12.8 54 5.7
3 hr 7.1 852 16.5 61.2 8.6
Fig. 4. EQE spectrum of planar and mesoporous perovskite solar cells. The rightehand
axis indicates the integrated photocurrent that is expected to be generated under
AM1.5G irradiation for M-PSC (black line and circle) and P-PSC (red line and square)
with 1 h of perovskite growth from PbI2 films formed using DMF solvent. (For inter-
pretation of the references to colour in this figure legend, the reader is referred to the
web version of this article.)
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poorly at short circuit. Other cell parameters (such as fill factor and
global efficiency) were not continuously monitored as the constant
biasing of the cell to the VOC leads to complications in the JSC
measurements that we wanted to avoid. In cells that are degrading
the JSC typically drops extremely rapidly and so continuous moni-
toring of the JSC was chosen as a good indicator of cell stability. In
the case of both mesostructured and planar devices it was
necessary to wait for a considerable time (about 100 s) to obtain
steady state currents. The current from the M-PSC appears stable
up to 1200s, whereas the planar structure exhibits an 18 mA min"1
decrease of photocurrent. The photocurrent decrease in P-PSC
could be related to cell degradation, an increase in recombination
process or due to a lowering of charge extraction efficiency as
previously reported in literature [44].
Fig. 5. Large perturbation open circuit voltage transient for M-PSC (black line) and P-PSC (red line) with 1 h of perovskite growth on PbI2 in DMF solvent a). The light turned on at
0 s and turned off after 10 s. Open-circuit voltage decay on log(t) scale b). Lifetime extracted from open circuit voltage decay c). (For interpretation of the references to colour in this
figure legend, the reader is referred to the web version of this article.)
Fig. 6. XRD patterns of planar structure (FTO/bl-TiO2/CH3NH3PbI3) in DMF solvent and perovskite grown for 1 h, freshly deposited, after 7 days and after 14 days stored in air (20
 C,
humidity about 50%). (Right) Magnification of the XRD patterns from 2 theta ¼ 10 e30 .
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4. Conclusions
In summary, a cheap and rapid double step vapor deposition
technique was developed, based on vapor-assisted solution pro-
cessing at low pressures in air. We optimized both the first step of
PbI2 thin-film deposition from DMF and DMSO solvent and the
second step of vapor-assisted perovskite conversion. A power
conversion efficiency of over 12.7% has been realized with planar
structure and over 11% with mesoporous structure for a 0.1 cm2
active area. The CH3NH3PbI3 film morphology was very uniform as
confirmed by AFM images. PXRD analysis demonstrated a complete
transformation of precursor in only 30 min of vapor exposure.
Moreover, the optimized perovskite film showed good stability in
air at 50% humidity and 20  C without encapsulation after 14 days.
In future we believe this simple vapor-assisted technique could be
used to realize large area perovskite modules.
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Fig. 7. Photocurrent of P-PSC and M-PSC against time under 1 Sun illumination in air.
Both devices were held at short circuit for the duration of the measurement.
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Figure S1: a) Photo of PbI2 spin coating dissolve in DMF, DMSO and GBL solvent on 
FTO/bl-TiO2. b) FTO/bl-TiO2/PbI2 in different solvent after exposure to CH3NH3I vapor 








Figure S2a. XRD spectra of lead iodide dissolved in different solvent and with different 




Figure S2b. XRD pattern from glass FTO/bl-TiO2. Typical FTO peaks are at 2 theta =26.5 °, 












Figure S3. (a)AFM images of bl-TiO2 on FTO roughness 13 nm, (b) PbI2 in DMSO on 
FTO/bl-TiO2 roughness 6 nm and (c) PbI2 in DMF on FTO/bl-TiO2 roughness 14 nm c), after 







Figure S4. XRD and AFM images of evolution of perovskite film growth on a PbI2 in DMF 






Figure S5. XRD and AFM images of evolution of perovskite film growth on a PbI2 in DMSO 
layer. The images at 30 min, 1 h and particularly 2h show artifacts due to tip doubling, but the 







Figure S6. XRD pattern and AFM images of mesoporous structure. TiO2 perovskite 1h, 





Scan steps: Step: 20 mV - With delay 40ms: 500 mV/s - With delay 200ms: 100 mV/s 
5 s on Voc before start measure. 
1°:  reverse, 200 ms of delay on each point 
2°: reverse 1, delay 40 ms 
3°: forward delay 40 ms 














Scan steps:  Step: 20 mV - With delay 40 ms: 500 mV/s - With delay 200 ms: 100 mV/s 
5s on Voc before start measure. 
 
1°: reverse, 200 ms of delay on each point 
2°: forward 200 ms  
3° reverse 2, 200 ms  
4°: reverse 1, delay 40 ms  
5°: forward delay 40 ms  






Figure S7. Current density- voltage measurements of P-PSC and M-PSC. Different scan 
direction (Forward: from 0 V to Voc, Reverse: from Voc to 0 V) and delay times (40 ms and 











We didn’t choose the 30 minutes time of grow the perovskite layer on TiO2 mesoporous to 
fabricate device because this time was insufficient to have a complete formation of perovskite 
probably due to a large surface obtained with mesoporous TiO2. The film was a mix 
brown/yellow colors, indicating incomplete perovskite formation. The AFM image (Figure 
S8) confirms an incomplete perovskite growth process and the presence of big holes. The 
XRD pattern shows a peak at 2 theta= 12.7 °, identified as unreacted PbI2, and a typical 





Figure S8. XRD and AFM image of sample glass FTO/bl-TiO2/np-TiO2/Perovskite with 30 
minutes of grow time. The PbI2 was dissolved in DMF solvent.  
 
Degradation  
XRD pattern of sample with PbI2 dissolved in DMSO and perovskite growth for 1h. On right 
the magnification of pattern from 2 theta from 10 ° to 30 °. In this plot there aren’t traces of 






Figure S9. XRD pattern of perovskite layer fresh, after 7 days and after 14 days on a spin-

























Figure S11. Original SEM cross sectionimage of planar cell, a close up of which is  









Cell type Min-Max Min-Max Min-Max Mean – (Max) 














874 - 976 16.5 - 17.9 63.4 - 65.7 10.2 - (11.2) 
1hr 900 - 967 16.1 - 19.5 65 - 67.5 11 - (12.7) 
2hr 854 - 900 8 - 10.3 63 - 70 5.3 - (5.9) 
1hr 
mesoporous 
853 - 942 14 - 17.2 63 - 63.5 9.1 - (10) 




913 - 972 15 - 17.5 53 - 65.2 9  – (11) 
1hr 660 - 757 11.9 - 13.3 35 - 44 3.5 – (4.4) 
2hr 810 - 820 10 - 12.8 54 - 64 5.5 – (5.7) 
3hr 810 - 890 10.1 - 17.2 61.2 - 64 7.1 – (8.6) 
 
Table S1. Performance range of cells presented in table 1 in the main text.  
 
 
OCVD smoothing and fitting 
 
To obtain the lifetime, τOCVD, the photovoltage decay data in Fig 5b (main text) was smoothed 
using Loess smoothing, and then fitted to an 11 parameter rational function. The lifetime was 
calculated using the formula (see ref 38 for details): 
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3.2.5.2 Contemporary assessment
This paper has set out to facilitate the perovskite cell fabrication process and
established a novel methodology for its production. Potential applications are research
cell fabrication in labs without a glovebox and a possible upscaling to the level of
small modules. Recent studies showed that the V-VASP technique can be used for the
fabrication of large-area devices and even modules,[46, 47] which proves the scalability
of this method. The quality of the films produced with V-VASP was analysed regarding
interface and composition analysis by Matteocci et al. and it was found that V-VASP
gives very compact films with well-defined interfaces, as compared to other sequential
conversion techniques.[48] Other studies slightly altered the process, e.g. by flipping
the substrate and placing it directly over the MAI powder to decrease the diffusion
distance for the MAI vapour,[49] or by employing the vapour process after a solution
conversion, so that it acts as a vapour healing process.[50] A possible limitation to
this study is the vacuum pumping, which makes the process discontinuous, whereas a
continuous procedure would be more desirable for up-scaling considerations. Another
aspect is the conversion process itself, where the MAI powder is assembled around
the substrate, which means that the central part of the substrate is exposed to a
lower vapour concentration than the outer part. This effect can be visually observed
as the conversion process starts at the edges and then progresses to the middle of
the substrate. This can eventually affect bulk properties and defect densities. Other
studies have shown that the ratio of MAI/PbI2 plays a critical role in the crystallisation
process.[51, 52, 53, 54, 55, 56] An alternative setup that could circumvent this problem
would be to place the substrate directly over the MAI source,[49] ideally with a specially
designed substrate holder to avoid direct contact to the MAI powder. Furthermore, it
would be interesting to see further development of this process with a vapour pressure
control, which is not quantified in the current study. First studies towards an up-scaling
of this process show promising results and a better process control should enable further
efficiency improvements.[46, 47]
98 3.2 Results and discussion
3.2.6 High-hysteresis perovskite cells for the evaluation of ion motion
IV measurements are the most important characterisation technique for solar cells.
With a relatively fast and easy measurement, they can give important information
about both the performance (PCE) and working mechanism (V
OC
, series-, and shunt-
resistance) of the cell. In the case of measurements on DSSC and OPV, the IV curve was
an unambiguous characterisation technique, which gives reliable results as long as care
is taken during the measurements, e.g. by masking the active area.[57] This assumption
does not apply to perovskite cells, which show a more complex behaviour. A common
issue during IV measurements is so called anomalous hysteresis, which can make bad
cells look good[58] and require attention and caution when measuring and interpreting
IV curves. Factors that reportedly impact hysteresis are manifold and include interfaces
and fabrication conditions.[28, 59, 60] However, the causes for this hysteretic effect have
been the subject of intense debate within the scientific community and are unclear up to
now.[61, 62] Snaith et al. proposed three possible causes, which may work individually or
in conjunction:[28] (a) Interface effects, namely a large surface defect density may cause
an accumulated of charges at grain boundaries and contacts; (b) another explanation is
polarisation of ferroelectric domains,[63] which are caused by the organic cation and
slowed down by the interaction with the inorganic cage to time constants that are in
the same order of magnitude as IV measurement; (c) alternatively, a vacancy mediated
migration of defect sides, which will be further elaborated in this section. Recent studies
increasingly point towards (c) as the cause for the anomalous hysteresis.[64, 61] The
first qualitative description of the effect of ion motion on hysteresis was given by Van
Reenen et al., but the grid spacing used of 4 nm is too coarse to accurately resolve the
Debye layers in the devices.[65] A model that accounts for Debye layers and can give a
quantitative description of experimental results was missing from literature.
As shown in chapter 1 (eqn. 1.1), the magnitude of hysteretic effects depends
on the defect diffusion barrier ∆Ed, which intrinsic for each material, as well as the
defect concentration [D], which can be changed depending on the materials purity.
Therefore hysteretic effects can be controlled by varying the processing conditions. This
study intentionally employs cells with high defect concentrations, which were made by
modifying the previously described V-VASP process, e.g. by using lower temperatures
(120 ◦C instead of 150 ◦C) and shorter perovskite conversion times to increase the
defect density.[66] The produced cells showed significant hysteresis and were well suited
to study effects of the measurement routine on device performance and to compare
measured results with an computational drift-diffusion model.
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3.2.6.1 Related publications
Reproduced under a Creative Commons Attribution 3.0 Unported License.
RGN carried out the experimental part of this study. This includes the development of
the PSC fabrication routine for high-hysteresis cells, as well as making and measuring
of all devices.
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Can slow-moving ions explain hysteresis in the
current–voltage curves of perovskite solar cells?†
Giles Richardson,*a Simon E. J. O’Kane,b Ralf G. Niemann,c Timo A. Peltola,b
Jamie M. Foster,d Petra J. Cameronc and Alison B. Walker*b
The hypothesis that ion motion is responsible for anomalous hysteresis in the current–voltage curves of
perovskite solar cells is investigated through a combination of electrical transport modelling and experi-
mental measurements. In a combined computational and experimental study, good agreement is obtained
between experiment and the results of a charge transport model covering mixed ionic-electronic
conduction. Our model couples electrons, holes and defect mediated ion motion suggesting that slow
moving ions are indeed the origin of the hysteresis. The magnitude of the ion diffusion coefficient required
to match experiment and theory, B10ÿ12 cm2 sÿ1, depends on the cell, but is similar to that predicted
by microscopic theory of vacancy mediated diffusion. The investigation is extended to preconditioning
procedures which are known to substantially influence the hysteresis. The method developed for solving
the stiff equations in the drift diffusion model is widely applicable to other double layer problems occurring
in electrochemical applications such as the evolution of transmembrane potentials in living cells.
Broader context
A perovskite solar cell is so-called because it includes a perovskite structured compound, most commonly a hybrid organic–inorganic lead or tin halide-based
material, as the light-harvesting active layer. These cells were mentioned as an exciting development in the climate change conference in Paris in December
2015. The record certified power conversion efficiency for these cells is 21.0%. A well-known problem is hysteresis in which the cell current–voltage
characteristics are strongly dependent on the voltage scan rate, direction and pre-conditioning treatments. Despite evidence from cell measurements
identifying the likely cause of hysteresis as ion migration, there is no theoretical model capable of interpreting measured current–voltage characteristics that
show hysteresis. Here, we report a combined theoretical–experimental investigation of hysteresis where we have identified the physical origin of the features
seen in the measurements. Our model takes an approach to solving the charge transport equations that is widely applicable to other double layer problems
occurring in electrochemical applications such as the evolution of transmembrane potentials in living cells. The model allows us to understand the effect of
mobile defects on the operational mechanisms of the devices and paves the way for the development of cells with improved and reproducible performance.
1 Introduction
Since the first use of organolead halide perovskites as a sensi-
tizer in a solar cell in 2009,1 the power conversion efficiency,
PCE, of perovskite solar cells has risen from 3%2,3 to around
20% within five years. Recent reviews of perovskite solar cells are
given by Stranks and Snaith,4 Niu et al.,5 Miyasaka,6 and Park.7
Planar perovskite cells are produced by sandwiching a layer of
perovskite, such as the compoundMAPbI3 (whereMA is short for
methylammonium, CH3NH3) between electron transporting
and hole transporting contacts. The most common combi-
nation is titania (TiO2) for the former and spiro, namely
spiro-MeOTAD,2,207,70-tetrakis-(N,N-di-p-methoxyphenyl amine)-
9,90-spirobifluorene as the latter.
A major weakness that undermines the credibility of mea-
surements of perovskite solar cell PCEs is the choice of a
voltage scanning protocol that takes advantage of hysteresis
in the current density–voltage, J–V, curves to obtain apparent
efficiencies that are in excess of the real efficiency of the cell.
Indeed it was not until 2014, in the work of Snaith et al.,8 and
others,9–12 that this source of inaccuracy was openly discussed
in the literature. An understanding of the underlying working
principles of perovskite cells is crucial to their future improve-
ment,10 not just the PCEs but also to achieve rapid energy
payback time and sustainability.13 Ion motion within the
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perovskite could lead to degradation of the perovskite material
as it becomes depleted in Iÿ, and will inevitably lower the
PCE of the cell by reducing the built-in electric field in the
perovskite. Furthermore, ion motion is not an effect that can be
averted by encapsulation.14,15
Snaith et al.8 suggested three origins for hysteresis from the
perovskite layer, either solely or in combination: (a) a large
defect density close to interfaces with adjacent layers; (b) slow
polarization of the material due to bias dependent motion or
changes in configuration of the ferroelectric domains;16 (c)
vacancy aided migration of ions through the film. Mechanism
(a) is unlikely since electronic transport to the layer takes Bns
due to the high electronic mobility (though we note that charges
could detrap on a timescale comparable to that associated with
the hysteresis) and mechanism (b) is ruled out by electrical
measurements.17 Belstein-Edmands et al.17 provide strong evi-
dence for mechanism (c) estimating that motion of up to 3.7% of
Iÿ contributes to the hysteresis. With a measured stored charge
density of 2.5 mC cmÿ2 at 2 V, an ionic capacitance of 0.28 mF is
inferred, similar to the low frequency capacitance reported else-
where.9 Recent work18 has shown that hysteresis can be reduced
by replacing the TiO2 layer by PCBM and that this is associated
with a reduction in the low frequency capacitance of the cell.
Apparent PCEs of 11% and 13% have been measured from the
J–V scans of meso-structured cells without a TiO2 blocking layer
but the cells have nevertheless been shown to have nearly zero
stabilized power output.19 Li et al.15 have shown that by pre-
conditioning similar cells that apparent PCEs increased from
less than 1% to over 8% and that this can be attributed to ion
motion. O’Regan et al.20 found that that the apparent efficiency
of a cell aged for 100 days varied between 0.1% and 9%
depending on the time for which the cell was held at forward
bias. In addition they were able to identify two distinct con-
tributions to the transient response of the cell one of which
(on a microsecond timescale) they ascribe to detrapping of
electrons and the other (on the scale of 10 s of seconds) they
ascribe to ion motion or dipole realignment. In terms of their
capacitances the slow timescale response is much more signifi-
cant than the fast timescale one.
Yang et al.21 support the hypothesis that hysteresis arises
from the motion of Iÿ ions in the perovskite, inferring an ionic
diffusion coefficient of 2.4  10ÿ8 cm2 sÿ1. Atomistic calcula-
tions by Eames et al.22 using Density Functional Theory, DFT,
methods employing an ab initio code showed the fastest ion
motion is vacancy assisted Iÿ diffusion. Here the positively
charged Iÿ vacancies are the mobile species rather than the Iÿ
ions, with an activation energy EA of 0.58 eV from which a
diffusion coefficient D+ B 10
ÿ12 cm2 sÿ1 was deduced at a
temperature of 320 K. They postulated that this vacancy migration
could help to explain hysteresis. Other ion species that could also
explain hysteresis include negatively charged Iÿ interstitials,
which would also explain the results of Yang et al.21 and negatively
chargedMA+ and Pb2+ vacancies. Eames et al.22 calculated EA to be
0.84 eV for MA+ and to be 2.31 eV for Pb2+, leading to corres-
ponding diffusion coefficients of D+ B10
ÿ16 cm2 sÿ1 and effec-
tively zero respectively. On the other hand, DFT calculations by
Azpiroz et al.23 yielded values of EA ofB0.16 eV, 0.5 eV and 0.8 eV
for Iÿ, MA+ and Pb2+ vacancies, respectively. They suggested that
Iÿ vacancies and interstitials move too quickly to be responsible
for the hysteresis and therefore MA+ vacancies are a possible
cause. However the value of D+ B10
ÿ4 cm2 sÿ1 for Iÿ vacancies
(inferred from EA = 0.16 eV) is so large that the electric field across
the device would be fully compensated before the MA+ vacancies
had time to move. In turn this implies that no hysteresis would be
observed over the 10 s timescale that characterizes this pheno-
menon. MA+ and Pb2+ vacancy motion is also inconsistent with
the results of Yang et al.21 For both these reasons we can rule out
mobile MA+ and Pb2+ vacancies being the cause of the hysteresis.
The large number of results described above that lack a
coherent explanation demonstrate that much perovskite
research is based on a ‘shake and bake’ approach, uninformed
by an understanding of the underlying mechanisms. Given the
complexity of the proposed hysteresis mechanisms, a device
model is essential and is one of 10 critical challenges posed in
a recent review.24 Atomistic models show considerable dis-
crepancies in their predictions of the parameters governing
ion motion as shown in the previous paragraph. Furthermore,
the use of such models on the length scales required to study
charge transport in solar cells is not feasible because of the
huge computational cost involved; the appropriate tool for such
studies (especially for planar devices) is the drift diffusion, DD,
method.25 DD models of coupled ion–electron conduction
allow us to understand the effect of mobile ions on the
operational mechanism of the device8–12,19,22,23 and pave the
way for the development of cells with improved and reprodu-
cible performance. The model reported here is a development
of the DD model by Foster et al.26 This model has guided
developments in cell longevity via an equivalent circuit
model that quantified the loss in charge arising from shunting
where the metal electrode and the perovskite absorber layer
make contact.27
Within our DD picture, a built-in voltage Vbi, determined by
the difference in the Fermi levels in the TiO2 and the spiro
layers, gives rise to an electric field Vbi/b in the perovskite layer.
This field drives positive charges towards the spiro layer and
negative charges towards the TiO2. At short circuit, free elec-
tron–hole pairs are separated by this field to create a current in
which electrons are extracted through the TiO2 layer and holes
are extracted through the spiro layer. A positive applied bias, V,
produces an electric field that opposes the built-in field. In the
absence of charge build up within the perovskite there is a net
electric field (Vbi ÿ V)/b from left to right. When Vo Vbi, this field
drives the positively charged iodide vacancies into the region of
the perovskite adjacent to its interface with the spiro, where they
create a narrow positively charged layer of total areal charge
density Q+. To maintain overall charge neutrality, there is also a
negatively charged layer, created by depletion of the iodide
vacancies of total areal charge density Qÿ, in the region of the
perovskite adjacent to its interface with the TiO2. Fig. 1 illustrates
the resulting electric potential and conduction band profile.
The charge accumulation layers, termed Debye layers, are
examples of a diffuse double layer, such as seen in electrolytes.28,29
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The width of the layers can (as for electrolytes) be estimated from
the Debye length LD, which is proportional to the reciprocal of the
square root of the density of the mobile charged species. Ab initio
theory30 predicts an equilibrium Iÿ vacancy density of 1.6 
1019 cmÿ3 and a corresponding Debye length LD E 1.5 nm that
is much smaller than the perovskite layer width E300 nm. Our
approach explicitly accounts for ion motion and predicts charge
accumulation in these layers on the time scales associated with
mobile defect motion in the perovskite that are consistent with
experimental measurements and theoretical estimates of D+. Using
the vacancy diffusion coefficient 10ÿ12 cm2 sÿ1 calculated by
Eames et al.22 leads to an estimate of the timescale for vacancy
diffusion across a distance 5LD of around 0.5 s which is
consistent with experimental observations of hysteresis at scan
rates of B1 V sÿ1 from open circuit to short circuit and back.
There are very few published DD models of perovskite
cells.31–34 Of these, only Van Reenen et al.34 (published while
this work was in review) addresses ion migration. In that work a
finite difference based numerical scheme is employed. The
constant grid spacing of 4 nm is far too coarse to resolve the
Debye layers. Their assumed value of D+ is 10
6 times greater than
that of Eames et al.22 and voltage scan rates around 106 times
greater than the experimental scan rates at which hysteresis is
observed, ruling out a quantitative comparison with experiment.
Our approach is more sophisticated and involves solving
explicitly for the potential and ion distributions in the narrow
(and problematic) Debye layers. By comparing our results to
experiment, we can deduce the value of D+, finding it to be close
to the value of 10ÿ12 cm2 sÿ1 predicted by Eames et al.22 With
additional experimental J–V curves for different device struc-
tures and scan rates, our model would help resolve the question
whether other mobile species, such as MA+ and Pb2+ vacancies
contribute to hysteresis. With a little additional work our model
can also be used to address empirical observations showing
that cells with fullerene (C60) derivative PCBM, [6,6]-phenyl-
C61-butyric acid methyl ester, as an electron transport layer
have reduced hysteresis.18 This reduction is especially marked
in inverted structures such as ITO/PEDOT:PSS/MAPbI3/PCBM/
C60/BCP/Al. Here ITO is Indium Tin Oxide, PEDOT:PSS is
poly(3,4-ethylenedioxythiophene) polystyrene sulfonate and
BCP is bathocuproine.18,35 The reduction in hysteresis in these
devices is also predicted by our model and is the subject of a
current study, but is outside the scope of this paper which
focuses on the conventional TiO2 and spiro based devices.
It is possible that illumination levels may also influence
vacancy concentration. Hoke et al.,36 for example, speculate
that photoexcitation may cause halide segregation in mixed
halide perovskites resulting in photoinduced trap formation that
could influence hysteresis. However, since no clear experimental
evidence exists for such effects, we omit them from our model.
To validate our model, we compare its predictions with
experimental measurements on two cells chosen to demon-
strate high levels of hysteresis. Features seen in the measured
J–V curves at varying scan rates, such as a shallow peak on scans
from 1.2 V to short circuit, can be explained in terms of a time
varying internal electric field across the perovskite layer. These
measurements, and their interpretation, are extended to include
discussion of the influence of preconditioning. By reporting on
the two cells, we show howmuch J–V characteristics vary for cells
fabricated in the same way but with different preconditioning.
Validation of our methodology through this comparison
opens the way to study other solar cells containing mixed ionic




Choice of model parameters
Table 1 shows parameter definitions and values adopted in our
model. All values are for room temperature, set as 298 K. Values
for n0 and p0 were calculated from the effective density of states
ĝc, ĝv, the conduction and valence band edges EC and EV and the
Fermi levels in the TiO2 and spiro EFt, EFs.
Parameters fit to experiment are shown in Table 2. Our
treatment of light absorption via the Beer–Lambert law with a
single value for the absorption coefficient is approximate so we
have used a value of Fph that gives short circuit current
densities in the range 5–15 mA cmÿ2, reproducing measure-
ments by Sanchez et al.9 and the measurements reported in the
Results section. Tress et al.11 find that hysteresis is independent of
illumination, motivating our assumption that D+ is similarly
independent of illumination despite its soft structure. The
perovskite film nanoscale morphology, in the form of its grain
boundary structure, influences D+ and accounts for differences
between cells fabricated in the same way. Fitting predicted J–V
characteristics for varying scan rates to experiment gives an
estimate of D+ that differs by a factor of three between the two
cells. Our estimates forD1+ andD2+ are both within a factor of 10 of
Fig. 1 Schematic of the electric potential f in the perovskite. f is linear
across most of the perovskite film but varies rapidly across narrow Debye
layers at its edges, jumping by an amount Vÿ across the left-hand layer and
V+ across the right-hand layer. We assume the applied bias V is zero at
short circuit and is positive at the right hand contact relative to the left
hand contact. The inset shows the equivalent band energy diagram in the
perovskite. EC and EV depend upon f via EC = ÿEea ÿq f and EV = ÿEea ÿ
Eg ÿ q f where Eea and Eg are the electron affinity and energy gap,
respectively.
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that calculated by Eames et al.22 but are further away from that
determined by Yang et al.21
The differences in the values of tn and tp between the cells
can be accounted for by the strong influence of perovskite
morphology on recombination. These values were chosen to
give an open circuit voltage around 0.9 V, which approximately
matches the experimentally measured values on the scan from
1.2 V to 0 V. The predicted J–V curves for this scan are sensitive
to tp/tn (ESI,† note 2).
Modelling charge transport in the perovskite layer by drift
diffusion, DD
Vacancy mediated ion transport is modelled in a single layer of
perovskite sandwiched between highly doped spiro and TiO2
buffer layers. It is assumed that the doping levels in the buffer
layers are sufficiently high to force them to be at the same
electric potential as their respective contacts. The potentials at
the perovskite-buffer layer interfaces are thus approximately
equal to the potentials at their respective contacts. This allows
the problem to be simplified to one in the perovskite layer only.
In line with Eames et al.22 who estimate the diffusion coefficient
of the Iÿ vacancies to be four orders of magnitude greater than
that of the other ionic constituents (Pb2+ and MA+) we assume
that the only mobile charged species in the perovskite, other
than holes and electrons, are the Iÿ vacancies. Furthermore we
assume that these vacancies do not migrate into the blocking
layers. Whilst in some cells there is evidence that the Iÿ ions pass
through pinholes in the spiro to the metal contact,41 our overall
conclusions still hold, and we are currently looking to how to
extend our model to this case.
The narrowness of the Debye layers that ensue from the high
ion density, and the very strong variations of ion concentration
and potential within them, render direct numerical solution of a
drift-diffusion (DD) model extremely challenging, see for example.29
Even with a highly tailored numerical approach, such as the
one adopted here, it is not possible on a practical timescale to
compute an accurate representation of the solution. Here, in
order to circumvent these difficulties an approximate approach
is adopted based on asymptotic expansions.
The validity of this approach is demonstrated by comparing
the potentials and ion densities obtained from a numerical
solution to the DD model (ESI,† note 1) with the asymptotic
approximation (briefly described below) to the same model,
albeit for unrealistically low iodide vacancy concentrations. A
brief description of the asymptotic method follows. Matched
asymptotic expansions (cf. Foster et al.26) can be used to derive
a capacitance relation between the charge Q per unit area in a
Debye layers and the potential drop V across it; for a single









and is plotted in Fig. 2 (a similar capacitance relation has been
derived, in a different context, by Richardson42). Eqn (1) is
valid for diffuse layers in which the density of vacancy sites does
not limit vacancy density (i.e. volume exclusion effects are insig-
nificant) and is thus analogous to the capacitance relation calcu-
lated from Gouy–Chapman theory for a 1 : 1 electrolyte. The fact
that only one ion species is mobile is reflected in the asymmetry of
the capacitance curve in Fig. 2, which contrasts to the symmetric
capacitance curve predicted for a 1 : 1 electrolyte by Gouy–
Chapman theory. The diffuse layer approximation holds well
for N0 = 1.0  10
17 cmÿ3 used in Fig. 3 and 4 but can start to
break down for the higher equilibrium vacancy density, N0 =
1.6  1019 cmÿ3 predicted by Walsh et al.30 This breakdown
occurs if Q+, the charge per unit area in the vacancy accumula-
tion layer (the right-hand layers in Fig. 3 and 4), becomes
sufficiently large to result in vacancy densities comparable
to the density of vacancy sites (i.e. volume exclusion effects
become significant). Nevertheless this effect is not strong
enough, with N0 = 1.6  10
19 cmÿ3, to alter the results
qualitatively.
In practice it is easier to solve directly for surface charge
densities stored in the left- and right-hand Debye layers
(Qÿ and Q+, respectively) rather than for the potential drops
across these layers, Vÿ and V+ (illustrated in Fig. 1). In order to
do this it is necessary to invert the capacitance relation (1) to
obtain expressions for Vÿ and V+ in terms of Qÿ and Q+ of
the form
Vÿ = V(Qÿ), V+ = V (Q+) where V() = Q
ÿ1(). (2)
Table 1 Parameters used in the drift-diffusion simulations fixed a priori
Symbol Description Value
N0 I
ÿ vacancy equilibrium density 1.0  1017 cmÿ3 Fig. 3, 4
1.6  1019 cmÿ3 Fig. 5–830
n0 Density of free electrons at TiO2 6.9  1013 cm
ÿ3 ref. 37, 38
p0 Density of free holes at spiro 1.0  1012 cm
ÿ3 ref. 37, 38
ĝc Conduction band density of states 8.1  10
18 cmÿ3 ref. 38
ĝv Valence band density of states 5.8  10
18 cmÿ3 ref. 38
D̂n Electron diffusion coefficient 1.7 cm
2 sÿ1 ref. 39
D̂p Hole diffusion coefficient 1.7 cm
2 sÿ1 ref. 39
EC Conduction band minimum ÿ3.7 eV ref. 37
EV Valence band maximum ÿ5.4 eV ref. 37
EFt TiO2 Fermi level ÿ4.0 eV ref. 37
EFs Spiro Fermi level ÿ5.0 eV ref. 37
Ld Debye length = (epVT/(qN0))
1/2 1.5 nm
b Perovskite layer width 6  10ÿ5 cm ref. 39
e0 Vacuum permittivity 8.85187  10
ÿ12 F mÿ1
ep Static dielectric constant 24.1e0 ref. 38
q Electron charge magnitude 1.602  10ÿ19 C
VT Thermal voltage 0.0257 V
Vbi Built-in voltage 1 V
vscan Scan rate See figure caption
a Absorption coefficient 1.3  105 cmÿ1 ref. 40
Table 2 Parameter values derived from fitting the drift-diffusion simulations
to experiment
Symbol Description Value
Fph Intensity at x = 0 9.45  10
16 cmÿ2 sÿ1
D1+ Cell 1 I
ÿ vacancy diffusion coefficient 1.0  10ÿ11 cm2 sÿ1
tn1 Cell 1 electron pseudo-lifetime 0.38 ns
tp1 Cell 1 hole pseudo-lifetime 3.8 ps
D2+ Cell 2 I
ÿ vacancy diffusion coefficient 3.7  10ÿ12 cm2 sÿ1
tn2 Cell 2 electron pseudo-lifetime 0.30 ns
tp2 Cell 2 hole pseudo-lifetime 3.0 ps
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The density of generated electron–hole pairs is insufficient to
screen the electric field in the perovskite between the Debye
layers so that the potential profile is linear, as shown in Fig. 1,
and the electric field Ebulk(t) is spatially uniform; Ebulk(t) can
therefore be evaluated from the potential difference between
points just inside the two Debye layers and is thus given by
EbulkðtÞ ¼
Vbi ÿ VðtÞ ÿ Vþ þ Vÿ
b
: (3)
as can be seen from Fig. 1. Furthermore since the mobile ion
concentration is uniform (and equal to N0) within the perovskite
bulk, the corresponding ion current density is well-approximated
by jion =sEbulk(t), where s = qD+N0/VT is the ionic conductivity.
It follows, from the assumption that ions cannot migrate into
the blocking layers, that the rates of change of Qÿ and Q+ are








Given initial charge neutrality these equations imply the charge
conservation relation
Qÿ = ÿQ+. (5)
It therefore suffices to solve only for Q+ from the equation







Here Ebulk(t), Vÿ and V+ are obtained, in terms of Q+, from (2),
(3) and (5) and are used as input to a 1-d DD model for electron
and hole densities (n and p) within the perovskite. Multiple ion
species can be introduced by providing a contribution for each
species on the right hand side of eqn (6).
The equations for the drift diffusion model are well known
and so are provided in ESI,† note 2 rather than the main paper.
Eqn (1) and (2) of ESI,† note 2 are the continuity equations for
electrons and holes combined with the equations for the
current densities in terms of their diffusion and drift components.
The generation rate used in this DD model is the Beer–Lambert
law while charge recombination is assumed to be predominantly
trap assisted and to obey Shockley–Read–Hall theory. Its numerical
Fig. 2 The relation between the charge Q in the Debye layer and the
potential drop V across the layer.
Fig. 3 Comparison between the numerical (solid blue) and the asymptotic
(dashed green) solutions to EC(x) (panel a) and P(x) (panel b) as the applied
voltage V(t) is scanned from 1 V to 0 V taking values in V of 0.8, 0.6, 0.4,
0.2, 0. At time t = 0, EC(x) = 0 for all x. The arrow indicates the direction of
increasing time. For this figure and Fig. 4, N0 = 10
17 cmÿ3.
Fig. 4 As for Fig. 3 but here V(t) is scanned from 0 V to 1 V and plotted at
values in V 0, 0.2, 0.4, 0.6, 0.8, 1.0.
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solution is determined by using the package Chebfun43 and yields
electron and hole current densities ( jn and jp, respectively) which
are used to obtain an expression for the total current density across
the cell J(t). Plots of J(t) versus the applied voltage V(t) yield the
predicted hysteresis curves which are compared to measure-
ments from 2 cells. The latter are made using the same process
which is described in the Cell fabrication and characterization
section below.
Since device history affects the measured J–V curves it is
important to capture its effects accurately. After light soaking at
open circuit, both cells were preconditioned at 1.2 V for 5 s,
then swept from 1.2 V to 0 V and back again three times (these
measurements are described below and the full results shown
in ESI,† Fig. S1). The scan rate, vscan, was assigned values
1 V sÿ1, 500 mV sÿ1, 250 mV sÿ1 and 100 mV sÿ1. Further J–V
curves, reported in ESI,† Fig. S2(b), were measured from cell 2,
which was subsequently preconditioned for 5 s at 0 V immediately
after the initial set of measurements were performed.
Two different protocols were used to model: (I) the J–V curve
obtained from the third scan after the effects of the precondi-
tioning have worn off and (II) the J–V curve obtained from the
first scan immediately after the preconditioning step. Since
simulating all three scans is computationally intensive we
choose in case (I) to start the simulation by letting the cell
equilibrate at V = 1 V (i.e. Vbi) so that the Debye layers are
initially uncharged (i.e. the sweep begins at t = 0 with Q+ = 0)
and then scan the voltage down from 1 V to 0 V by setting V(t) =
1 Vÿvscant between t = 0 to t = (1 V)/vscan and then scan back
again at the same rate. Although this procedure may appear
adhoc we can justify it by noting that after two cycles the
preconditioning effects have worn off so that the Debye layers
will be close to being uncharged (Q+ = Qÿ E 0) at V = Vbi. In case
(II) the pre-conditioning step is explicitly accounted for by
starting the simulation at t = ÿ5 s with Q+ = 0 and then
immediately increasing V to 1.2 V where it remains for 5 s until
t = 0, after which the downward scan is commenced with V(t) =
1.2 V ÿ vscant from t = 0 to t = (1.2 V)/vscan; when V reaches 0 at
t = (1.2 V)/vscan the direction of the scan is reversed by choosing
V(t) = vscant ÿ1.2 V between t = (1.2 V)/vscan and t = (2.4 V)/vscan.
ESI,† Fig. S2(a), (c) and (d) shows predictions from our model
where we follow a similar procedure to case (II), but here the
preconditioning is at 0 V for 5 s before scanning to 1.2 V
and back.
Cell fabrication and characterization
Methylammonium iodide was synthesized by drop-wise addi-
tion of 10 mL of HI (57 wt% in water, Sigma-Aldrich) to a cooled
solution of 24 mL methylamine (33 wt% in EtOH, Sigma-
Aldrich) in 100 mL ethanol under steady stirring. The solvent
was removed in a rotary evaporator and then the salt was
recrystallized from ethanol. Upon slowly cooling the ethanol
solution, white crystals formed. Washing with diethylether and
drying at 70 1C for 6 hours gave a pure product. For the compact
layer of TiO2 a solution with 35 mL of 2 M HCl in 2.5 mL IPA was
drop-wise added to a solution with 369 mL titanium isopropoxide
(97%, Sigma-Aldrich) in 2.5 mL of IPA under heavy stirring.
The solution for the hole transporting layer was mixed by
dissolving 72.3 mg of spiro-MeOTAD (99%, Borun chemicals)
in 1 mL chlorobenzene at B60 1C for 30 min and then adding
8.75mL 4-tert-butyl pyridine (tBP) and 18.75 mL Li-TFSI solution
(170 mg mLÿ1 in acetonitrile).
For device fabrication, substrates of FTO/glass (TEC7,
7 m cmÿ2, Pilkington) were partially etched with Zn and 2 M
HCl and cut into device sizes. Cleaning was done with Hellmanex
solution (2 wt% in water), deionized water, acetone and oxygen
plasma treatment for 30 min. A compact layer of TiO2 was spin-
coated from the TTIP solution for 60 s at 2000 rpm (2000 rpm sÿ1
ramp rate) then annealed at 500 1C for 30 min.
The perovskite layer was deposited via vapour assisted
solution processing, VASP.44 First, a hot solution of PbI2
(99%, Sigma-Aldrich) in DMSO (1 M, 70 1C) was spin-coated
onto the heated FTO/glass substrate (70 1C) for 60 s at 2000 rpm.
The PbI2 film was then annealed at 100 1C for 10 min. Conver-
sion into perovskite films was done by vapor deposition of MAI.
Therefore the MAI powder was put onto a hotplate together with
the substrates and sealed with a desiccator lid. A temperature of
120 1C and low-vacuum were applied. Sublimation of the MAI
converted the PbI2 into MAPbI3 within 30 min. The perovskite
films were rinsed with IPA and blow-dried with nitrogen. For the
hole-transporting layer the spiro solution was spread on the
sample and left for 10 s before spin-coating at 4000 rpm for 45 s.
Finally, a gold cathode was deposited via thermal evaporation
with a shadow mask, resulting in a active area of 0.1 cm2.
A TS Space Systems solar simulator was used with a 200 W
metal halide lamp and an internal AM1.5 filter, which is
calibrated against a Fraunhofer reference cell (ISE, RS-OD-4).
The solar simulator is classified according IEC 60904-9 Edition2
and ASTM E927-10 standards as class A. Keithley 2600A Source-
Meter was used for the J–V measurements.
Two cells were prepared using the above methods, each
containing ten pixels. Both cells were measured with the
following protocol. The cells were connected to the solar
simulator and held at open circuit, Voc, in the dark for several
minutes. Then the cells were then held at Voc for 30 s under
illumination to allow a steady photovoltage to be achieved. In a
preconditioning stage, the cells were held at 1.2 V for 5 s.
Following this stage, the cells were swept from 1.2 V to 0 V and
back to 1.2 V three times. The scan rate was then reduced and
the scans repeated. In ESI,† Fig. S2(b), cell 2 J–V characteristics
were measured in the same way except that the preconditioning
voltage was 0 V. These cell 2 measurements followed immediately
after the measurements for preconditioning at 1.2 V.
3 Results
The evolution of Ebulk is illustrated in Fig. 3(a) and 4(a) and the
Iÿ vacancy concentration profile P(x,t) in Fig. 3(b) and 4(b).
These figures show a series of snapshots of the solution at
evenly spaced time intervals in the scans down from V = 1 V to
V = 0 V and back from V = 0 V to V = 1 V, respectively.
Comparison between the uniformly valid asymptotic solution
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and the numerical solution to the ion transport problem (green
dashed and blue solid curves, respectively) is made in these
figures (the agreement is extremely good).
The bulk electric field Ebulk(t) is equal to the gradient of
EC(x,t)/q within the central portion of the perovskite layer and is
positive as V(t) is decreased from 1 V to 0 V (Fig. 3(a)), driving
holes to the spiro layer and electrons to the TiO2 layer. Sharp
changes in EC(x) (of magnitude qVÿ, qV+) are seen across the
left-hand and right-hand Debye layers, respectively. Positively
charged Iÿ vacancies flow into the right-hand Debye layer,
increasing Q+, and away from the left-hand Debye layer. The
latter layer acquires its negative charge through vacancy deple-
tion. Its width Lÿ is determined by the need to maintain charge
neutrality, so that
QþðtÞ ¼ QÿðtÞj j ¼ q
ðLÿ
0




where L+ is the width of the right-hand Debye layer. Since 0 o
P(x,t) o N0 in the left hand layer while P(x,t) c N0 in the right-
hand layer, the extent of the left-hand layer Lÿ is greater than
that of the right-hand one L+ in order to fit the same amount of
charge into both. As Q+ and |Qÿ| increase, Lÿ also increases
significantly, see Fig. 3. The greater extent of the left-hand layer
in comparison to that of the right-hand one gives a greater
magnitude of potential drop |Vÿ| across it compared to that
across the right-hand one V+.
Note that Ebulk(t) becomes negative as V(t) returns from 0 V
to 1 V (Fig. 4(a)). This change in the sign of Ebulk can be used, in
part, to explain the difference between the measured current in
the 1.2 V to 0 V scan from that in the 0 V to 1.2 V scan. When
Ebulk o 0, the field drives the free charge carriers away from the
contacts where they are extracted, into the bulk of the device,
leading to large carrier concentrations and increased recombina-
tion. The charge density accumulations from the mobile vacancies
Qÿ and Q+ influence the free charge carrier densities at the
boundaries, causing diffusion currents towards or away from the
contacts. These diffusion currents can exceed the drift component.
In spite of this diffusion contribution, the current is typically
smaller on the 0 V to 1.2 V scan than it is on the 1.2 V to 0 V scan.
Experimental J–V data from 3 complete scan cycles of cell 1
which has been preconditioned for 5 s at 1.2 V are shown in
ESI,† Fig. S1(a)–(c). Fig. 5(b) plots experimental J–V data from
the third scan cycle performed on cell 1. The agreement
between these results and the model solutions, computed as
described above, case (I) in the Methods section, and plotted in
Fig. 5(a), is very good.
Fig. 6 depicts the evolution of the bulk electric field Ebulk and
the Debye layer surface charge density Q+ arising from the
vacancy motion predicted by the model used to simulate the J–V
curves in Fig. 5(a). As noted previously where Ebulk(t) 4 0,
positively charged Iÿ vacancies flow into the right-hand Debye
layer, increasing Q+. For large positive Q+, the potential drop
across the left-hand Debye layer, ÿVÿ, is large and positive and
screens out the field from the potential across the contacts. In
the subsequent 0 V to 1 V scan the screening, which lags behind
the scan, typically leads to negative Ebulk, putting the cell into
effective forward bias and leading to high recombination rates.
The model is able to predict the maximum in the current
density on the 1 V to 0 V scan, seen in measurements reported
here and elsewhere.9,11 This is closely associated with a maxi-
mum in Ebulk the field that drives the charge carriers apart. This
result strengthens the hypothesis that large positive values of
Ebulk suppress recombination, increasing current output.
The vacancy mediated ion motion hypothesis provides a
clear explanation for the influence of scan rate on J–V curves.
For slower scan rates, the vacancies have more time to respond
to the change in applied voltage than for faster scans. Hence,
the vacancy charge screens the bulk electric field more effec-
tively on slower scans than on fast ones, so |Ebulk| remains
relatively small on such slow scans, resulting in limited hyster-
esis. For intermediate scan rates, hysteresis is strongest. At the
other extreme, if the scan is sufficiently fast, the ions do not
have a chance to build up in the Debye layers so that there
is very limited screening and consequently little hysteresis
(and increased short circuit current). This effect is not
addressed here but is reported elsewhere.10,11
Snaith et al.8 also report an increase in hysteresis with reduction
in scan rate even at scan rates as low as 11mV sÿ1. This observation
contrasts with our data which suggests that hysteresis is reduced by
a decrease in scan rates below about 1 V sÿ1. The 1.4 V to 0 V scans
in ref.8 vary little with scan rate, which could be a result of the
strong preconditioning (60 s at 1.4 V) used. It may be the case that
Fig. 5 (a) Calculated J–V curves for cell 1 without allowing for precondi-
tioning; (b) measured J–V curves for cell 1 after an initial preconditioning at
1.2 V and two scan cycles. Solid lines show the 1.2 V to 0 V scan; broken
lines show the 0 V to 1.2 V scan. Scan rates are 1 V sÿ1 (magenta, circles),
500 mV sÿ1 (blue, crosses), 250 mV sÿ1 (cyan, filled squares), 100 mV sÿ1
(green, diamonds). As discussed in the text the third scans are shown as the
effect of the 1.2 V preconditioning is removed.














































































































This journal is©The Royal Society of Chemistry 2016 Energy Environ. Sci., 2016, 9, 1476--1485 | 1483
this strong preconditioning makes Ebulk high enough to yield a
large current for the whole of 1.4 V to 0 V and 0 V to 1.4 V scans,
unless the scan rate is very slow. Only when Snaith et al.8 decreased
the scan rate to 11 mV sÿ1 did the current maximum reappear.
Deviations between the experimental and theoretical results
occur for the fastest scan rate, 1 V sÿ1, and when the applied
voltage is increasing from 0 V to 1 V. For the calculated 0 V to
1 V scans, J is nearly independent of V except for sharp changes
in J close to open circuit. In contrast, the measured 0 V to 1.2 V
scans have a continuously varying slope. Evidence from an
analytic solution to the DD carrier equations that we have
derived when tp = 0 suggests that decreasing tp towards zero
could help correct this discrepancy between experiment and
theory. However for tp o tn/100, the DD equations for the free
charge carriers become so stiff that numerical solutions
become very difficult to find.
Experimental J–V data from 3 complete scan cycles of cell 2,
which like cell 1 has been preconditioned for 5 s at 1.2 V, are
shown in ESI,† Fig. S1(d)–(f). These plots show how the effects
of the preconditioning step diminish over successive scan
cycles. In Fig. 7(b), this data is shown for the first scan cycle.
Preconditioning plays a significant role in the subsequent
evolution of the J–V curve in contrast to the data presented in
Fig. 5(b) for the third scan cycle.
The simulated J–V curve for cell 2, computed using case (II)
in the Methods section, is plotted in Fig. 7(a) while the solution
for Ebulk and Q+ are plotted in Fig. 8. Comparison to experi-
mental data, though still good, is not as good as in Fig. 5. This
discrepancy may arise because the preconditioning step occurs
Fig. 6 Electric field between the Debye layers Ebulk (panel a) and charge
per unit area in the Debye layer next to the spiro Q+ (panel b) used to find
calculated J–V curves for cell 1 shown in Fig. 5. Scan rates and solid and
dashed lines as for Fig. 5.
Fig. 7 (a) Calculated J–V curves for cell 2 allowing for 5 s preconditioning
at 1.2 V. (b) Measured J–V curves for cell 2 on the 1st scan cycle
immediately after preconditioning for 5 s at 1.2 V. Solid lines show the
1.2 V to 0 V scan; broken lines show the 0 V to 1.2 V scan. Scan rates are as
for Fig. 5 with the addition of a scan rate of 50 mV sÿ1 (red, triangles). In the
fastest scans the shapes of the J–V curves are improved by the
preconditioning.
Fig. 8 As for Fig. 6, but for calculated J–V curves for cell 2 shown in Fig. 7
where we model effects of 5 s preconditioning at FB = 1.2 V.














































































































1484 | Energy Environ. Sci., 2016, 9, 1476--1485 This journal is©The Royal Society of Chemistry 2016
at 1.2 V, outside the range Vr 1V in which the effect of electrons
and holes on the potential can be neglected. Themodel therefore
overpredicts the charge accumulation (negative Q+) in the pre-
conditioning step. The sensitivity to preconditioning seen in
Fig. 7(a) and (b) was also observed by O’Regan et al.20
On commencing preconditioning, Q+ = 0. Since the precon-
ditioning occurs at 1.2 V which exceeds Vbi, the net field in the
bulk of the perovskite layer Ebulk is negative. As a consequence,
the Iÿ vacancies drift towards the TiO2 layer. A net negative
charge is left next to the spiro layer, causing Q+ to become
progressively more negative. This negative Q+ gives a negative
V+ and a positive Vÿ which is opposite to the signs depicted in
Fig. 1. By the end of the relatively short preconditioning period,
the net voltage drop of ÿ0.2 V is nearly all accounted for by V+
and Vÿ so that Ebulk E 0.
Once the scan begins, V(t) begins to drop. However it takes
time for the vacancies to move away from their accumulation
layer and for Q+ to increase from its negative value, so the
reduction in Ebulk from V+ and Vÿ is less than it would have
been without the preconditioning. This result aids extraction of
electrons into the TiO2 and holes into the spiro and explains the
widely reported observation that preconditioning at a voltage
exceeding Vbi improves the apparent solar cell performance.
4 Conclusions
In conclusion, a time-dependent drift-diffusion model has been
developed to explore the effects of defect mediated ion motion
on the J–V curves of planar perovskite solar cells. We have
shown that an accurate representation of the ionic charge buildup
in narrow Debye layers close to the blocking layers is crucial to
understanding the experimental J–V curves reported here.
Our model predicts hysteresis that compares well to the
experimental data reported here and which is similar to that
reported in the literature. The hypothesis that mobile ions in
the perovskite are responsible for hysteresis is confirmed,
although other explanations, such as large-scale trapping of
electrons,45 are not ruled out. We have also shown why apparently
high efficiencies, obtained from measurements at fast scan rates,
are not a useful indicator of device performance, even over several
voltage cycles. Our approach can be generalized to explore recom-
bination schemes other than the one considered here, to accom-
modate multiple ion species with different mobilities and to study
why hysteresis effects increase as the temperature decreases, even
in low hysteresis cells.46,47
The markedly lower hysteresis observed in perovskite solar
cells employing a 60-PCBM hole blocking layer has been
attributed by Shao et al.35 to passivation of perovskite grain
boundaries by the PCBM. This explanation has been questioned
by Tao et al.48 who note that the PCBM layer is so thin (B40 nm)
in comparison to the perovskite layer (b E 300–600 nm) that the
amount of PCBM leakage required for effective passivation is
enough to cause degradation of the PCBM layer and reduce device
performance. The moving ion hypothesis, however, points to an
alternative explanation for the lower hysteresis in these cells.
Under normal operating conditions (i.e. V o Vbi), vacancies drift
towards the spiro (PEDOT:PSS for inverted structures) and away
from the PCBM, i.e. Iÿ ions move towards the PCBM. Since PCBM
is made up of small molecules of functionalized C60 it is quite
possible that Iÿ ions could drift across the interface entering gaps
between the PCBM molecules. This cannot happen in titania,
which is crystalline. It is also possible that positively charged ions,
e.g. Li+ from the spiro, protons or MA+, could enter the PCBM,
compensating the negative charge of the iodide ions and causing
the hysteretic effect to be further reduced.
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ESI Note 1: Drift-diffusion (DD) model for iodide vacancies
Figs. 3 and 4 in the main article compare the conduction band edge EC(x, t) and the iodide vacancy density P(x, t) obtained
via two different methods: the asymptotic method outlined in the main article and a numerical drift-diffusion method,
























simultaneously, where Fp is the vacancy flux, kB is the Boltzmann constant, T is absolute temperature (assumed here to
be 298 K) and q is the electronic charge. Descriptions and values for εp and D+ are given in Tables 1 and 2 of the main
article respectively. Equations (1) and (2) are usually given in terms of the electrostatic potential φ(x, t) as opposed to the
conduction band edge EC(x, t). It is possible to switch between the two formulations by noting that EC(x, t) = E0−qφ(x, t),
where E0 is the energy relative to which EC(x, t) is defined. For the purposes of this work E0 = EC(x,0)∀x, i.e. the conduc-
tion band edge under flat band conditions.
ESI Note 2: Drift-diffusion (DD) model for electrons and holes
Equations (1) and (2) of this Note are the continuity equations for electrons and holes combined with the equations for
the current densities in terms of their diffusion and drift components. The current-voltage, J-V , curves are obtained by
solving a one-dimensional transport model for the charge carriers (electrons and holes) within the perovskite (0 < x < b).

































in which the variables: n and p denote electron and hole densities, respectively; jn and jp denote electron and hole
currents, respectively; and E(x, t) denotes the electric field. The parameters D̂n, D̂p and VT are described in Table 1 of
the main article. The latter, as discussed in the main article, is well-approximated, in the central region of the perovskite
(away from the Debye layers) by Ebulk(t) as defined in equation (3) of the main article. The charge generation term G(x)
is given by the Beer-Lambert law of light absorption which, since the light enters from the left of the device (through the
TiO2 layer), has the form
G = Fphα exp[−αx], (5)
where Fph is the incident photon flux and α is the light absorption coefficient of the perovskite. Charge carrier recombina-





where ni is the intrinsic carrier density. We have ignored the term n
2
i as we are always well away from equilibrium.
Estimates for the electron and hole pseudo-lifetimes (τn and τp) are given in Table 2 in the main article. The physical
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where Nt is the density of traps, vth is the thermal velocity and σn and σp are the electron and hole capture cross-sections
respectively. Crucially, the psuedo-lifetime of one carrier type is inversely proportional to the capture cross-section of the
other type.
Since we believe that bulk recombination, rather than interfacial recombination, is the source of the hysteresis we
neglect the effects of recombination via surface traps on the perovskite-TiO2 and the perovskite-spiro interfaces and impose
zero hole current on the former and zero electron current on the latter. It is assumed that the doping levels in the buffer
layers are sufficiently high so that they are at the same potential as their respective contacts. It follows that the potentials









on x = b. (8)
Numerical solution to the carrier transport equations (3)-(8) proves difficult for the same reasons that the solution to the
ionic one proves problematic, that is because of the presence of the narrow Debye layers adjacent to the edges of the
perovskite (on x = 0 and x = b) over which the solutions to n and p vary extremely rapidly. This difficulty may be overcome
by noting that there is minimal band bending within the Debye layers so that n and p vary exponentially (in the standard
fashion) with the potential in these layers. It follows that the boundary conditions at the interfaces (8) can be replaced by
the standard approximate ones









on x = 0+,










on x = b−, (9)
which hold on the interior of the respective Debye layers (denoted by x = 0+ and x = b− to highlight the fact that these
regions lie just inside the perovskite layer). Here ν− = ν (−Q+) is the potential drop from the TiO2 interface (on x = 0)
to the interior of the adjacent Debye layer at x = 0+ and ν+ = ν (Q+) is the potential drop from the spiro interface (on
x = b) to the interior of the adjacent Debye layer at x = b−. Solution of (3)-(4) is then made throughout the bulk region
0+ < x < b− with the appropriate asymptotic expression for the electric field in the bulk, namely
E = Ebulk(t) =
Vbi−V (t)−ν (Q+(t))+ν (−Q+(t))
b
. (10)
and used to calculate J(t) = jn + jp as the applied potential V (t) varies and hence to obtain J-V curves for particular
scanning profiles. The timescales used for generating these hysteresis curves are nearly always much greater than the
timescale for relaxation of the charge carrier concentrations and consequently the error made in neglecting the time
derivatives in (3)-(4) is negligible.
Here numerical solution of (3)-(4) and (9)-(10) is accomplished using the same package used for the ionic problem,
namely Chebfun, because although the effects of the Debye layers have been accounted for using an asymptotic technique
the problem is stiff (and therefore hard to resolve numerically) when E is large.
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ESI Fig.1.
Measured J-V curves for cells 1 and 2 preconditioned for 5s at 1.2V. Cell 1: (a) first scan, (b) second scan, (c) third scan. Cell 2: (d) first scan, (e)
second scan, (f) third scan. Solid lines show the 1.2 V to 0 V scan; broken lines show the 0V to 1.2 V scan. Scan rates are 1 V/s (magenta, circles),
500 mV/s (blue, crosses), 250 mV/s (cyan, filled squares), 100 mV/s (green, diamonds). For cell 2, we also show results for a scan rate of 50 mV/s
(red, triangles)
ESI Note 3: Preconditioning at short circuit
ESI Fig. 2 contains measurements (a) and simulations (b),(c),(d) of cell 2 for the case where the cell was preconditioned
at short circuit as opposed to 1.2 V. For faster scans, Q+ at V ≈ 1.2 V in ESI Fig. 2 (d) for the 1.2 V to 0 V scan is larger
for preconditioning at 0 V compared to Q+ where preconditioning is at 1.2 V shown in Fig. 8 (b) in the main article.
This difference in Q+ has little effect on the current J predicted by the model due to inaccuracies in the diffusion currents
when there is a large amount of electronic charge in the cell, as discussed in the main article. However, the measured
currents differ significantly between the two preconditioning experiments even for the slow scans where Q+ is predicted
to be similar for both types of preconditioning. It is possible that D+ has been overestimated so that the simulated I
−
vacancies respond too quickly to changes in the voltage compared to in the experiments. Some degradation may have
taken place during the measurement for preconditioning at 1.2 V, which were performed first, although we would not
expect significant changes in cell output over this short period.
3
ESI Fig. 2.
J−V curves, fields and accumulated ionic charge for the first scan of cell 2. Scan rates are 500 mV s−1 (blue), 250 mV s−1 (cyan), 100 mV s−1
(green) and 50 mV s−1 (red). Solid lines show the 1.2 V to 0 V scan dashed lines the 0V to 1.2V scan. Top panels: J-V curves with 5 s preconditioning
at 0 V; (a) calculated, (b) measured. Bottom panels: (c) Electric field Ebulk between the Debye layers and (d) charge per unit area Q+ in the Debye
layer next to the spiro. When Ebulk > 0, holes drift towards the spiro and electrons towards the TiO2.
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3.2.6.2 Contemporary assessment
The previously described V-VASP process was modified, by using lower tempera-
tures (120 instead of 150 ◦C) and shorter perovskite conversion times to increase the
defect density,[66] which yielded cells with higher hysteresis. While defects easily arise
during the crystallisation process, there are several ways to cure those defects to avoid
detrimental effects on cell performance. In this work however the aim was to maximise
hysteresis. Gouda et al. also reported on MAI vapour healing,[67] which is minimised
in this case by decreasing the conversion time. This would explain the underlying
mechanism on why the V-VASP treatment with our new parameters forms cells with
a very high hysteresis contribution. However, this does not lighten the significance of
this study for ‘normal’ cells with less hysteresis, because the increase in defect density
does not affect the activation barrier of ion diffusion, which was a critical parameter in
this study. Following our intial work, several other studies have recently pointed out
that the degree of hysteresis critically depends on processing conditions. Factors like
PbI2 deficiency and defect density are directly linked to several processes, including
hysteresis, recombination processes and even shelf-lifetime.[68, 69, 70] While it seems
widely accepted in literature that vacancy-mediated iodide transport is intrinsically
present in MAPbI3 perovskites,[71, 72, 73, 74, 61] the degree of hysteresis in the devices
seems to vary on processing conditions. Especially inter-facial recombination processes
seem to play a critical role regarding the dominance of hysteresis in the device;[70]
thus passivating the contact recombination would screen the ionic charge and decrease
hysteretic effects. However, the exact activation energy is still uncertain. Pockett et
al. recently measured an Arrhenius activation energy for low frequency processes in
IMVS and EIS measurements of 0.68 eV and 0.55 eV, respectively, which is very close
to the values of Eames et al.[64, 75] Other reports give different activation energies,
for example a study by Meloni et al. that measured temperature dependent IV scans
and deduces a value of 314 ≤ EA ≤ 333 meV.[76] It remains uncertain up to now to
which extent interfaces participate in hysteresis. It is known that hysteresis itself can
be changed by manipulating the interface material, which is unlikely to influence bulk
properties, such as defect density and activation energy.[70] This suggests that the
hysteretic effects are not confined to the perovskite layer but diffusion extends across the
interface boundaries. This could mean that either ionic species from the perovskite can
diffuse into one of the blocking layers or that ionic dopants from the interface (e.g. Li+)
diffuse into the perovskite. In summary, it could be shown that the V-VASP process
does not only offer opportunities for up-scaling,[46, 47] as shown in the last section,
but also allows a control of bulk properties. Even though this section intentionally
maximised the undesirable defect density, it also shows the delicacy of this type of
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material and demonstrates the importance of a thorough optimisation of processing
conditions.
3.3 Conclusions
This chapter described aspects of perovskite cell fabrication, from basic principles
up to a judicious fabrication procedure for cells with specific properties. The results
given in this chapter elaborate on basic principles of perovskite solar cell production and
give further evidence to the theory that vacancy mediated ion diffusion is responsible
for the anomalous hysteresis effect.
More specifically, the results on substrate treatment and bl-TiO2 deposition methods
compliment a study by Moehl et al. about photocurrent amplification with a porous
blocking layers,[20] by confirming the porosity of spin-coated TiO2 layers and showing
that the degree of this effect can be varied through different pre-treatments of the
substrate. The development of a hardware and software setup allowed for an automated
measurement of IV curves and adjustment of voltage scanning protocol to take hysteretic
effects into account. A home-build gas sensor showed the fast build-up of a solvent
atmosphere in the dry box environment, which equally stems from the spin-coating
and annealing of the thin-film. Furthermore, the development of different fabrication
routes for PSC devices shows the versatility and complexity of this perovskite material,
with many factors influencing its performance. Using a high air-flow rate decreases the
conversion temperature of the precursor solution. A further development of the VASP
process[44] to vacuum-VASP in this work allows for a perovskite conversion in air with
efficiencies up to 12.7 % PCE. The fabrication process was modified to produce cells
with a high defect density that give a pronounced anomalous hysteresis, which was
compared to a numerical drift-diffusion model.
These findings help to improve basic fabrication steps of the perovskite cell mak-
ing process and understand anomalous hysteresis effect, which remains an enigmatic
bottleneck towards a further implication of this technology. For example substrate
pre-treatment routines, annealing conditions of the MAPbI3 thin-film and conversion
times in the V-VASP process. The qualitative modelling of hysteresis aided the further
understanding of the working principles of perovskite cells, for example the Debye layer
thickness was estimated to about 1.5 nm from the chosen parameters, based on the
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In the history of science we often find the study of some natural phenomenon has




n recent years, the efficiencies of perovskite cells have experienced a steady growth
from 3.8 % in 2009[1] to currently 22.1 % with the potential for further improvement.[2]
In fact, perovskites are the fastest advancing PV technology up to date, as can be
seen on the NREL chart.[2] It serves as an excellent indicator for the state of current
PV technologies and their development. Even besides the view on performance data,
one can get a good impression about the technological development when comparing the
chemical composition of record cells from the NREL chart. After an initial improvement
of the processing conditions and thin-film morphology, further improvements for cell
efficiencies of > 15 % were done with chemical derivatives (e.g. organic cation or halide
replacements) to increase voltage, quantum efficiency and stability of the cells. Up to
date, the plain MAPbI3 perovskite failed to achieve efficiencies > 20 %,[3] a milestone
that was already passed in 2014 by its mixed-ion derivatives. This shows that the main
challenge for a further improvement of PSC lies in the material’s chemistry.[4] ISC and
FF are already close to their theoretical maximum. Further work should aim for an
improvement of the VOC as well as stability.
The specific objective of this chapter is to elaborate on two approaches that use
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different cations, namely Cs+ and Az+, and their respective mixtures with MA+ in
order to broaden the compositional space of MAPbI3 derivatives.
More specifically, the CsxMA1-xPbI3 perovskite was systematically investigated
for a broad range of compositions and different fabrication methods. We found that
most compositions are not stable and experience spinodal decomposition into pure
δ-CsPbI3 and a solid-state solution of CsxMA1-xPbI3 with an estimated substitution
limit of x = 0.13. This result is irrespective of the fabrication route and therefore of
thermodynamic origin. Furthermore, we showed that material compositions of x < 0.13
increase the stability and VOC .
The introduction of Az+ as a new organic cation instead of MA+ leads to a de-
struction of the three-dimensional perovskite network, despite the Az+ formally fitting
into the predictions given by the Goldschmidt tolerance factor. An evaluation of the
different mixtures of AzxMA1-xPbI3 showed that even small incorporation of a few
percent (0.05 ≤ x ≤ 0.1) show indications of phase separation. A spectroscopic analysis
and comparison of the AzI precursor with the AzPbI3 orange phase indicates a bridging





units, in the orange non-perovskite phase.
4.1 Experimental methods
The substrate cleaning and deposition for the AzPbI3 perovskite study was done
in the same way as described in the previous chapter. However, for the CsxMA1-xPbI3
we used larger substrates by the size of 7.1 × 7.1 cm2 and a modified fabrication
procedure that is described in detail in the appendix. Briefly, the MAPbI3 perovskite
was deposited by a two-step solution conversion, as described elsewhere in literature.[5]
The conversion into CsxMA1-xPbI3 by cation exchange was done in analogy to recent
reports,[6, 7] by dipping the MAPbI3 into a supersaturated solution of CsI in IPA. A
home-made dip coater was used to submerge the substrate into the supersaturated
solution; the substrate was then partially lifted out of the solution at different conversion
times of 1, 3, 10, 25 and 40 min for different conversion stages. After the conversion
finished, the film was annealed at 100 ◦C for 10 min. Elemental analysis was performed
directly on the perovskite layer. For the solar cell fabrication, a Li-TFSI doped layer
of spiro was spin-coated at 4000 rpm for 30 s and left in a dry atmosphere overnight
for oxygen-doping. For the top electrode, an array of 13× 13 separate silver contacts
(100 nm thickness) were thermally evaporated. Sonication soldering was used for the
bottom contact.
For the one-step deposited perovskite films (reference cells), two equimolar precursor
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solutions were prepared from MAI with PbI2 (each 1 mol/L in DMSO) and CsI with
PbI2 (each 1 mol/L in DMSO), by stirring at 60
◦C over 6 h. The mixed cation
solutions were prepared by mixing the CsPbI3 and MAPbI3 precursor solutions with
the respective ratios x = 0.05, 0.1, 0.15, 0.2, 0.25, 0.3, 0.4, 0.5 and 0.75. Finally, the
prepared precursor solutions were spin-coated at 2000 rpm for 60 s and then annealed
at 100 ◦C for 10 min.
For the analysis, IV scans were performed on a Keithley 2400 source measurement
unit at a scan rate of 50 mV/s and an active area of 0.026 cm2 of each of the 169
cells.[8] The in-situ absorption measurements were recorded with a CARY UV-Vis-NIR
spectrophotometer. The thin-film absorbance mapping was measured on a home-build
optical scanner, measuring total transmission, total reflection, and specular reflection.[9]
The x-ray diffraction (XRD) was measured on a Bragg Brentano geometry diffractometer
(CuKα1 with λ = 1.5406 Å and CuKα2 with λ = 1.5443 Å; intensity ratio of 2).
Diffractograms were corrected against FTO as an internal standard. Baseline removal
was performed with fityk 0.9.8.[10] For the time-resolved XRD measurements, the cation
exchange setup was placed inside the diffractometer to be able to take measurements
at different stages of the conversion process from the same position of the sample.
The native MAPbI3 sample was loaded and 1 mL of CsI in IPA solution were placed
on top. At a set of conversion times (0, 3, 8, 18, 28 and 38 min) the solution was
removed and the sample blow-dried in order to measure a diffractogram, after which
fresh solution was applied again. Peak fitting was done manually with CrystalDiffract
6.5 (CrystalMaker Software Ltd., Oxford, UK), using a Pseudo-Voigt peak profile.
The geometrical broadening was 0.1 ◦. The occupancy fitting was done against single
crystal data published by Stoumpos et al.,[11] comparing the dominant reflection peaks
(002) and (110). For the used fitting model the Cs+ was assumed to incorporate into
the entire MAPbI3 grains forming CsxMA1-xPbI3. Other options like two separate
phases of MAPbI3 and CsxMA1-xPbI3 with shared boundaries were tested. In this
case the fitting converged to a complete domination of CsxMA1-xPbI3 upon MAPbI3.
We concluded that the two-phase model is not necessary. Each fitting was done at
least three times; the reported values are an average of those three fittings and their
standard deviation as an error. SEM images were measured with a FEI Helios 600 high
resolution scanning electron microscope. The energy-dispersive X-ray analysis (EDX)
was measured with a 80 mm2 X-max, Oxford Instruments. Raman measurements were
performed with a Renishaw inVia Reflex micro-Raman spectrometer equipped with
solid state lasers emitting at 514 and 785 nm with a resolution of < 2 cm−1. The laser
beam was focused with a x50 magnification lens, giving a laser spot size of about 1 µm
in diameter. Rayleigh scattering was rejected with a 110 cm−1 cutoff dielectric edge
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filter. We measured the AzI sample with the 514 nm laser and the orange AzPbI3 with
the 785 nm laser in order to avoid resonant effects in the sample, which could change
the spectroscopic response. All measurements were performed in air and with different
laser powers to ensure that the laser probe did not induce damage or changes in the
sample.







perovskite: Substitution limit and stability en-
hancement
A key aspect of research on HOIP materials for photovoltaics is to bring the cell
performance as close to its theoretically achievable maximum efficiency as possible to be
able to compete with silicon solar cells. The recent evolution in research went from an
initial exploration of fabrication methods to a chemical optimisation of the material, as
described in chapter 1. It was shown that the incorporation of a halide mixture improves
the stability towards water, but also moves the bandgap into an unfavourable region.[12]
The usage of cations, that are slightly larger than MA+ allows for an extension of the
bandgap towards more favourable longer wavelengths.[13] Many potential HOIP cation
systems that could be suitable for photovoltaics were explored.[14, 15] However, most
candidates did not achieve a favourable bandgap paired with an acceptable stability
of the (usually cubic) dark phase of the perovskite.[16] The only promising candidate
that performs comparable to the MA+ system seems to be the FA+, which forms
a yellow δ-phase at RT, but can be stabilised in its dark phase as well.[17, 18, 19]
The FA+ cation radius (253 pm) is at the the upper end of the favourable window
described by the Goldschmidt tolerance factor with t = 0.99 (see fig. 4-1, explained
in chapter 1). Another candidate cation that is within the predicted stable perovskite
Goldschmidt range is the inorganic Cs+; but opposed to the FA+, which is on the upper
end of the range, the Cs+ (rion = 167 pm) is at the lower range with t = 0.81. This
causes the material to transform into an orthorhombic yellow phase at temperatures
< 310 ◦C. But, just like the FA+ system, it can be stabilised in its dark phase at lower
temperatures.[16, 20] The aforementioned ‘stabilisation’ of the photoactive dark phase
usually refers to a relative enhancement and stabilisation for several hours or days. The
thermodynamically stable form of both materials remains the yellow non-perovskite
phase, but solid-state solutions offer a way to stabilise the dark perovskite phase. As
pointed out in chapter 1, recent research activities covered the FA-MA and Cs-FA cation
mixture, as well as the ternary Cs-FA-MA system that yielded a world-record efficiency
(at that time) of 21 %,[21] that was beaten by a new NREL entry after just 3 days.[2]
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Figure 4-1: Comparison of different
cations for HOIPs. A tolerance factor be-
tween ∼ 0.8 and 1 (marked green) is ex-
pected to yield a cubic perovskite struc-
ture. However, many systems fall short
of that prediction. The octahedral factor
for all lead iodide systems listed below is
µ = 0.54.
However, the dual cation mixture Cs-
MA seems to be under-represented in liter-
ature with only one report from 2014, that
shows a significant (∼ 100 mV) increase
in photovoltage for all Cs-MA composi-
tions. In that study, the photocurrent in-
creases for small incorporations (x ≤ 0.1)
but a sharp drop of photocurrent for Cs-
ratios x ≥ 0.2. This goes along with new
features in the XRD and UV-Vis mea-
surements arising at ratios x ≥ 0.2, that
indicate a discontinuity for Cs-MA mix-
tures. These effects are not specifically
addressed in that report, but seem to be
crucial for the photovoltaic performance.
Our study gave the first comprehen-
sive exploration of the Cs-MA system and
explains the discontinuity that underlies
many of the systems properties. We propose a substitution limit (miscibility gap) to
be intrinsic to the Cs-MA system and underlay the performance of the corresponding
perovskites. A similar miscibility gap was proposed for mixed halide systems as well,
e.g. MAPbIxBr1-x.[22] These results indicate that the empirical Goldschmidt tolerance
factor only describes one aspect of perovskite formability, which is steric. Other factors
that significantly influence the formability of perovskite structures may include e.g.
chemical bonding effects or polarisability of the cation.[23]
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4.2.1.1 Related publications
Reproduced with permission.[24] Copyright 2016, Royal Society of Chemistry.
RGN contributed to this study in several ways. The experiments and measurements
connected to the one-step deposited CsxMA1-xPbI3 were carried out by RGN.
Experiments and measurements related to the two-step cation exchange were carried
out by LG and RGN; the MAPbI3 reference cell was fabricated and measured by JH.
The writing of the manuscript and creation of figures was done by RGN.
Cs+ incorporation into CH3NH3PbI3 perovskite:
substitution limit and stability enhancement†
Ralf G. Niemann,*a Laxman Gouda,b Jiangang Hu,b Shay Tirosh,b Ronen Gottesman,*b
Petra J. Camerona and Arie Zabanb
In this study we systematically explored the mixed cation perovskite Csx(CH3NH3)1xPbI3. We exchanged
the A-site cation by dipping MAPbI3 films into a CsI solution, thereby incrementally replacing the MA
+ in
a time-resolved dipping process and analysed the resulting thin-films with UV-Vis, XRD, EDAX, SEM and
optical depth-analysis in a high-throughput fashion. Additional in situ UV-Vis and time-resolved XRD
measurements allowed us to look at the kinetics of the formation process. The results showed
a discontinuity during the conversion. Firstly, small amounts of Cs+ are incorporated into the structure.
After a few minutes, the Cs content approaches a limit and grains of d-CsPbI3 occur, indicating
a substitution limit. We compared this cation exchange to a one-step crystallisation approach and found
the same effect of phase segregation, which shows that the substitution limit is an intrinsic feature rather
than a kinetic effect. Optical and structural properties changed continuously for small Cs incorporations.
Larger amounts of Cs result in phase segregation. We estimate the substitution limit of CsxMA1xPbI3 to
start at a Cs ratio x ¼ 0.13, based on combined measurements of EDAX, UV-Vis and XRD. The
photovoltaic performance of the mixed cation perovskite shows a large increase in device stability from
days to weeks. The initial efficiency of mixed CsxMA1xPbI3 devices decreases slightly, which is
compensated by stability after a few days.
The recent surge in the eld of ABX3-type hybrid inorganic–
organic perovskite solar cells has led to a rise of efficiencies
from 3.8% in 2009 to currently 22.1%.1–10 Numerous adjust-
ments were made to the initial structure MAPbI3 (MA ¼ meth-
ylammonium CH3NH3
+) in order to obtain a more stable, non-
toxic and efficient solar cell material.11–15 Current record-cells
usually employ a mixture of different cations and halides, as in
FAxMA1xPbBryI3y (FA ¼ formamidinium (CH3)2NH
+).16–18 In
fact, the plain MAPbI3 has up to now failed to reach efficiencies
exceeding 20%, a benchmark that its derivatives reached in
2014.10 This shows the importance of a judicial exploration
of structural derivatives and a thorough analysis of their
properties.
Halide derivatives of the plain MAPbX3 span a broad
compositional range (I, Br and Cl) and allow for a continuous
adjustment of the bandgap from around 1.56 eV to 3.06 eV, as
smaller halides are introduced into the structure.11,19–21 This
adjustment brings about an increasing stability towards high
ambient humidity but also moves the bandgap into an
unfavourable high energy region, that reduces the light har-
vesting range of the solar cell.11 Furthermore the use of mixed
halides is put into question because many Br–I compositions
segregate upon light exposure,22 possibly caused by thermody-
namic instability of the solid solution.23
On the other hand, A-site cation derivatives of ABX3 perov-
skites show various enhancements. The FAPbI3 perovskite has
a more favourable red-shied bandgap and is less prone to
thermal degradation compared to its MA equivalent.24 However,
its photoactive a-phase is only stable at elevated temperature
and it tends to transform into the inactive d-phase at room
temperature. More recently, the inorganic caesium lead halide
perovskite CsPbI3 has drawn a lot of attention.
12,25–32 This
material shows great potential, considering that a main reason
for the decomposition of perovskites is the high volatility of the
organic MA+ cation.33 Cs salts are less volatile than their organic
counterparts, which renders the material stable at high
temperatures and can yield perovskite solar cells with an
impressive thermal stability.34,35 However, CsPbI3 also suffers
from poor structural stability of its a-phase, and tends to
transform into the non-perovskite yellow d-phase at room
temperature.25 Several attempts have been made to stabilise the
a-CsPbI3 with different additives.
18,26,32 The only long-term
conservation of the dark phase at room temperature was done
by co-depositing colloidal nanocrystals, that were sintered to
obtain a supersaturation of Cl dopant.36
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Clearly, the options for plain ternary perovskites are limited
and even more so within the range of properties that are
desirable for photovoltaic applications. Therefore it seems
important to further investigate mixed perovskite materials.
A substitution of the halide in the CsPbX3 perovskite can be
done for the halide series X ¼ I, Br, Cl, just as in their MA
derivatives.27,28 Besides continuous tunability in colour, CsPbX3
materials are viable candidates for applications in tandem cells
and exhibit an improved thermal stability.29,30 But just as for
MAPbX3 compounds, usage of smaller halide derivatives shis
the bandgap into an unfavourable spectral region. Solid solu-
tions of CsxFA1xPbX3 have been shown to maintain a desirable
absorption onset and stabilise the photoactive a-phase due to
a gain in mixing entropy.18 This improves their resistance
against photo- and moisture-induced degradation.12,31,32 On
the other hand, mixtures of Cs+ with the MA cation as in
CsxMA1xPbX3 seem to be under-explored with only one report by
Choi et al., which shows an improved efficiency from 5.5 to 7.7%
for a Cs-doping concentration of 10 mol%.37 Interestingly, the
more complicated ternary cation mixture Csx(FA0.87MA0.13)1x-
PbBr0.17I0.87 was recently investigated by Saliba et al. and cells
reached efficiencies of >20% with an impressive improvement of
stability under operating conditions.38 In this study we want to
shed more light onto the less explored CsxMA1xPbX3 system by
rening the material's compositional space and demonstrating
its benets for photovoltaic applications.17 Therefore, we ana-
lysed large-area substrates (7.1 ! 7.1 cm2) to facilitate the
dipping process and reduces edge effects (e.g. capillary forces)
during the cation conversion process. The large conversion area
allows for a statistical treatment of the photovoltaic properties,
with 169 cells on one substrate (13 ! 13 anodic contacts), with
otherwise identical processing conditions, therefore creating
a continuous compositional spread. We have produced multiple
batches to ensure batch-to-batch reproducibility.
1 Experimental
1.1 Substrate preparation
FTO on glass substrates of the size 7.1 ! 7.1 cm2 were cleaned
by rinsing with a soap solution (2 vol% Hellmanex III in water),
deionised water, ethanol and then etched in an argon plasma. A
100 nm layer of TiO2 was coated on top via spray pyrolysis. A
mesoporous TiO2 layer was deposited from a 1 : 10 diluted
titania paste (18NR-T, Dyesol) in ethanol via spin-coating at
5000 rpm for 30 s and sintered at 500 "C for 30 min, resulting in
a 250 nm thick layer.
1.2 Cation exchange
A solution of 460mgmL1 PbI2 and 23mgmL
1 PbCl2 in DMSO
was deposited by spin-coating at 4000 rpm for 60 s and
annealed at 100 "C for 60 min. Dipping the lead halide lm into
a solution of methylammonium iodide (MAI) in 2-propanol
(IPA) (32 mgmL1) for 2 min converted the lm into the MAPbI3
perovskite. The lms were then washed in an IPA bath and
annealed with MAI vapor at 140 "C for 60 min according to our
previous report.39 To sublime the excess MAI, we then annealed
the cells for another 60 min on the hotplate. The Cs+ cation
exchange was done in analogy to recent reports.40,41 A super-
saturated solution of CsI in IPA was prepared by heating
a saturatedmixture with excess salt and sonicating it for 60min.
The solution was heated to 80 "C for 30 min and cooled down to
30 "C just before using it. The substrate was dipped into the
supersaturated solution with a home-made dip coater. The
substrate was partially lied out of the CsI solution at conver-
sion times of 1, 3, 10, 25 and 40 min in order to get different
conversion stages. The lm was annealed at 100 "C for 10 min.
Thin-lm substrates were directly used for elemental analysis.
For solar cell fabrication spiro-MeOTAD (72 mg mL1 in chlo-
robenzene) was used as a hole transport contact, doped with
34 mL Li-bis-(triuoromethylsulfonyl)imide (540 mg mL1 in
acetonitrile) and 58 mL 4-tert-butylpyridine (80 mM) and spin
coated at 4000 rpm for 30 s. The cells were kept in a dry
atmosphere overnight to oxygen-dope the spiro-MeOTAD layer.
Finally, an array of 13 ! 13 separate silver back contacts
(100 nm thickness) were thermally evaporated, thus forming
169 individual solar cells per substrate; an example of a so
called library can be found in the ESI (see Fig. E1†). For the
anodic contact the perovskite was scratched off the edges of the
substrate and the contact was strengthened with sonication
soldering. The solar cell fabrication procedure is identical to
our previous report, except for the cation exchange.39 Full
statistics on cell performance can be found in the ESI (see
Fig. E2†) including a comparison to another batch in order to
address reproducibility of the results. For the stability testing
the cells were stored in clean dry air (about 0.6% humidity) in
darkness at room temperature.
1.3 One-step deposition
Equimolar precursor solutions of MAI with PbI2 and CsI with
PbI2 were dissolved in DMSO with a concentration of 1 mol L
1,
by stirring at 60 "C over 6 h. The mixed cation solutions were
prepared by mixing the CsPbI3 and MAPbI3 precursor solutions
with the respective ratios x ¼ 0.05, 0.1, 0.15, 0.2, 0.25, 0.3, 0.4,
0.5 and 0.75. Solutions were spin-coated at 2000 rpm for 60 s
and then annealed at 100 "C for 10 min.
1.4 Analysis
An overview of measurements performed thin-lms and solar
cells is given in the ESI (see Fig. E3†). IV performance was
measured with a home-build and automated scanner, using
a Keithley 2400 sourcemeasurement unit at a scan rate of 50mV
s1 and an active area of 0.026 cm2 of each of the 169 cells, as
dened by the size of the metal back contact and the shadow
mask. Measurements were performed in forward and backward
direction; details about the measurement system can be found
in our recent study.42 In situ absorption measurements were
recorded on thin-lms in a cuvette with a CARY UV-Vis-NIR
spectrophotometer. Thin-lm absorbance was measured on
a home-build optical scanner, measuring total transmission,
total reection, and specular reection with millimeter spatial
resolution in a high-throughput fashion. A line scan was
measured, including 11 points along the dipping axis, therefore
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measuring more datasets than conversion stages. Details of the
optical scanning system can be found elsewhere.43 X-ray
diffraction (XRD) measurements were performed on a Bragg
Brentano geometry X-ray diffractometer (CuKa1 with l ¼ 1.5406
Å and CuKa2 with l ¼ 1.5443 Å; intensity ratio of 2). All dif-
fractograms were corrected against FTO as an internal standard.
Baseline removal was performed with tyk 0.9.8.44 For the
time-resolved XRD measurements, the cation exchange setup
was placed inside the diffractometer and measurements were
taken at different stages of the conversion process. The native
MAPbI3 sample was loaded and 1mL of CsI in IPA solution were
placed on top. At a set of conversion times (0, 3, 8, 18, 28 and
38 min) the solution was removed and the sample blow-dried in
order to measure a diffractogram, aer which fresh solution
was applied again. SEM images were measured with a eld-
emission, FEI, Helios 600 high resolution scanning electron
microscope. The energy-dispersive X-ray analysis (EDAX) was
done on a 80 mm2 X-max, Oxford Instruments, scanning the
entire substrate in analogy to the optical scanning system
mentioned above.
2 Results and discussion
The rst step for theMAPbI3 A-site cation exchange with Cs
+was
to nd a solvent that dissolved the CsI salt without decompos-
ing the MAPbI3 perovskite. We screened several solvents that do
not dissolve the MAPbI3 (so called anti-solvents). Solvents that
were tested include toluene, chlorobenzene, acetonitrile, IPA
and mixture of IPA/methanol, but none of them solubilised the
CsI to levels close to the commonly used concentrations for
cation exchanges (e.g. around 10 mg mL1 or 63 mmol L1 for
MAI).5 Therefore, the sample was dipped into a supersaturated
solution of CsI in IPA (that has a low solubility of CsI) for the
conversion. We would like to specify that in this study we used
amixed halide precursor solution of PbI2 and PbCl2. However, we
are using the nomenclatureMAPbI3 and CsxMA1xPbI3 to refer to
all species made from iodide–chloride mixed halide precursors,
for the sake of simplicity. Nevertheless, the Cl does play a critical
role during lm formation,45–48 and has recently been shown to
stabilise the photoactive a-phase of the Cs-perovskite.36 The
organic cation exchange was done by dipping the MAPbI3 lms
into a CsI solution in discreet steps at conversion times of 1, 3,
10, 25 and 40 min, resulting in a partially converted thin-lm.
The thin-lm were characterised using UV-Vis, XRD, EDAX, SEM
and optical depth-analysis techniques. We applied line scans or
mappings of the whole substrate (details in the Experimental
section) in a high-throughput fashion. The perovskite lm
showed a constant uptake of Cs cations with increasing dipping
time. This can be seen from the EDAX line scan that increases up
to a Cs ratio of x ¼ 0.5 for 40 min dipping time (see Fig. 1).
However, this steady uptake of Cs+ into the structure is opposed
by a discontinuity of both structural and optical properties.
The UV-Vis analysis showed an initial blue-shi of the
absorption edge (see Fig. 1d), caused by an increasing Cs ratio.
The same trend was reported for the same material by Choi
et al.37 and also for a mixed cation systems with FA.18,38 Longer
conversion times (>3 min) resulted in a visible change of colour
Fig. 1 (a) Photograph of measured region along sample. (b) Absor-
bance for wavelength 450 nm along the dipping axis stays first
constant and then decreases. (c) An EDAX line scan shows a contin-
uous increase of the Cs-ratio and correlates the drop of absorbance to
a Cs ratio x ¼ 0.13, indicating the formation of d-CsPbI3. (d) The full
absorptance spectra of Cs+ intercalation into MAPbI3 film for different
dipping times (0–40 min). Inset shows Tauc plot and bandgap shift. (e)
Time-resolved XRD of Cs+ incorporation intoMAPbI3 shows two steps.
First the (110) reflection shifts (inset), indicating incorporation of Cs+. In
the second step pure d-CsPbI3 builds up at the expense of
CsxMA1 xPbI3.
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from dark brown of the MAPbI3 to a bright yellow that can be
attributed to either PbI2 or the d-phase of CsPbI3. Accordingly,
the UV-Vis spectrum showed a decrease of the MAPbI3 absorp-
tion together with an intensifying absorption around 440 nm.
This wavelength corresponds to the signature absorption of
d-CsPbI3 and indicates a discontinuity of the material, which is
indicative of a substitution limit. The terminology substitution
limit in this context can interchangeably used with miscibility
gap. It refers to an intrinsic feature of thematerial, as we will show
later on. PbI2 should show an absorption onset around 510 nm. A
more detailed look shows a shiing absorption onset for initial
dipping times (#3 min) of MAPbI3. This indicates incremental
changes, namely small inclusions of Cs before the substitution
limit. Throughout this work we labelled the incremental conver-
sion of MAPbI3 into the solid solution CsxMA1 xPbI3 as step I,
while the transformation of CsxMA1 xPbI3 into the CsPbI3 caused
by the substitution limit is labelled as step II. In order to quantify
the beginning of the substitution limit (transition from step I to
step II), we plotted the absorbance at 450 nm, as a region that is
strongly absorbed by the MAPbI3 and below the bandgap of
d-CsPbI3. The absorbance shows a drop aer about 3 min
conversion, which correlates to a Cs ratio x ¼ 0.13, as measured
via EDAX.
Time-resolved analysis of the native MAPbI3 conversion was
measured with XRD, as opposed to the spatially resolved anal-
ysis of the dipped lms in the last section. Two distinctive
regions can be seen in the measurement, which correspond to
the Cs- and MA-perovskites. An excerpt that shows character-
istic peaks of both perovskite domains is shown in Fig. 1e, while
the full diffractograms before and aer conversion are shown in
the ESI (Fig. E4†). During the course of the conversion we
observed a decreasing peak intensity of the MA-containing
perovskite alongside an increasing intensity of the d-phase
CsPbI3, indicating a substitution limit (step II) in the same
fashion as discussed for the UV-Vis spectra above. Another
important feature in the X-ray diffractogram is a shi of the
MA-perovskite signal towards larger angles, indicating
a decrease of the unit cell size. This is an effect of adding small
amounts of Cs+ into the perovskite structure, as mentioned
before for the step I formation of CsxMA1 xPbI3. The same trend
is observed for Cs+ incorporations into FAPbI3 perovskites.
49 It
shows that the material, despite having a substitution limit,
allows for small incorporations of Cs cations. The (110) reec-
tion shis from 14.137! (at 0 min) to 14.180! (at 28 min), which
corresponds to d-spacing values of 6.2598 Å and 6.2409 Å,
respectively (assuming l ¼ 1.5406 Å). This corresponds to
a decrease in d-spacing of 1.89 pm. The reduction in d-spacing
is following the reduction in unit cell volume, caused by the fact
that Cs+ is smaller than MA+. Direction and magnitude of the
structural change lines up with our expectations. Tabulated
values of ionic radii and changes of structural parameters can
be found in the ESI (Table E3†). A more detailed quantitative
discussion of this nding will be given later in this text. A blank
measurement with IPA and without CsI salt has also been run,
which showed a constant peak position. An out of plane
movement of the focal plane caused by a layer-by-layer
conversion can be excluded because the resulting shi would be
beyond the detection limit.
The only comparable study on the system CsxMA1 xPbI3 was
done by Choi et al. in 2014, for the full compositional range of
CsxMA1 xPbI3 of one-step deposited perovskites.
37 In contrast to
this work, that study does not consider any phase segregation or
substitution limit. Therefore, we conducted analogous
measurements on one-step deposited lms of the mixed
perovskite CsxMA1 xPbI3 in order to address this discrepancy
and to ascertain that the substitution limit is an intrinsic
thermodynamic feature, rather than a kinetic product. The one-
step deposited lms all crystallised in their dark phase rst,
then the pure CsPbI3 changed its colour to yellow aer a few
seconds on the hotplate, indicating the transition of the
a-phase into the d-phase.26 Perovskites with Cs-contents of 75%
and 50% endured several hours and days, respectively, before
changing their colour to yellow. This indicates that MA+ cations
can stabilise the a-phase for a limited time, as has been re-
ported for several other additives before.18,26,36 UV-Vis analysis of
the CsPbI3 shows the distinct absorption onset around 450 nm,
Fig. 2 (a) One-step deposited mixtures CsxMA1 xPbI3 show build up
of the absorption onset of d-CsPbI3 for high Cs ratios x as well as
a shifting bandgap for small Cs incorporations, that can also be seen in
the Tauc plot (inset). (b) X-ray diffractogram shows pure MAPbI3 and
CsPbI3 at the top and bottom with their respective solid solutions in
between. (c) The fitted (110) reflection shifts continuously for Cs ratios
0$ x$ 0.15. (d) A close up of the MAPbI3 (110) reflection. The Intensity
of x ¼ 0 is reduced for the sake of clarity.
17822 | J. Mater. Chem. A, 2016, 4, 17819–17827 This journal is © The Royal Society of Chemistry 2016
Journal of Materials Chemistry A Paper
which remains conspicuous for decreasing Cs ratios down to
x $ 0.25. The absorption onset does not show any apparent
change in wavelength (see Fig. 2a). On the other hand, the
bandgap of MA-rich CsxMA1 xPbI3 compounds blue-shis
continuously, from around 780 nm (1.59 eV) for MAPbI3 to
about 770 nm (1.61 eV), as shown in the Tauc plot (see Fig. 2a,
inset). Materials with a high Cs content also show an absorption
onset around 510 nm, presumably relating to PbI2 as a decom-
position product during phase segregation. Analysis with XRD
illustrates how the (110) reection of the MAPbI3 phase
decreases in intensity and shis towards larger angles as
a result of Cs-inclusion. We tted the (110) reection, assuming
a pseudo-cubic structure. The tted peak position is linear for
Cs-ratios x $ 0.15 with a slope of 0.4012! (see Fig. 2b and c),
which is used later to determine the Cs ratio aer various
dipping times. We would like to point out that this is beyond the
estimated miscibility limit reported in this study (see Table 1)
and can be attributed to a kinetic effect, similar to the spinodal
segregation reported for mixed halide perovskites.23
A peculiarity is the diffraction peak at 20!, which soars for Cs
ratios x ¼ 0.4–0.5, presumably relating to the (110) reection of
the cubic a-CsPbI3 structure. This suggests a stabilisation of the
a-phase, which has been demonstrated before for different
additives.18,26,36 However, all signicant peaks of that phase,
coincide with the tetragonal MAPbI3 diffraction pattern, which
facilitates a denite conclusion. For Cs ratios x $ 0.25 we can
see characteristic peaks of the d-CsPbI3 alongside the mixed
phase CsxMA1 xPbI3. Interestingly the peak positions of the
d-CsPbI3 from Cs-rich mixed cation precursors (x $ 0.25) are
slightly shied with respect to its pure phase, which could
indicate a small solubility of MA+ in the d-CsPbI3. In conclusion,
both synthesis routes, the one-step crystallisation and two-step
conversion show continuous structural and optical changes for
small inclusion of Cs and a segregation of d-CsPbI3 alongside
CsxMA1 xPbI3 for larger Cs ratios. This indicates that the
substitution limit is an intrinsic feature rather than a kinetic
effect during the cation exchange. A similar effect of spinodal
decomposition has recently been shown for halide mixtures
MAPbBrxI1 x, caused by a substitution limit.
23
In order to investigate the depth-prole of the conversion
process we exfoliated the thin-lms with adhesive tape over 15
cycles. Prolometer measurements showed that the exfoliation
removed a layer with a total thickness of 60–70 nm aer 15
cycles, indicating a partial removal of the capping layer. We
measured the optical absorption aer each exfoliation for 15
cycles. The full absorption spectra show a decrease in absorp-
tion with each exfoliation cycle and can be found in the ESI.†
Most interesting are small changes around the bandgap region,
which are sensitive to changes in the material, such as the
bandgap shi with increasing Cs ratio shown earlier (see
Fig. 1d). Therefore, we subtracted the spectrum of the initial
spectrum from the exfoliated sample for different time regimes
of the dipping (AbsexfolAbsinitial). We can see two types of
features in the subtracted spectra: (1) plateau-like regions which
are caused by changes in absorbance because we take away
material and (2) peaks that are caused by a shied absorption
onset between native and exfoliated thin-lm. We corrected the
baseline in order to have a direct comparison of the latter. The
resulting spectra are shown in Fig. 3. Full absorption spectra
and differential spectra with baseline can be found in ESI
Fig. E5.† Intuitively, we would expect a faster conversion on the
interface between thin-lm and solution, because of the direct
exposure to the solution and a potentially faster mass transport
of Cs+. This would red-shi the absorption onset of MAPbI3 in
the converted interface layer and therefore result in a positive
peak of the differential spectrum aer exfoliation. However, the
experiment reveals the opposite effect. A negative peak in
the bandgap regime of MAPbI3 (760 nm) demonstrates
a Cs-enrichment in the underlying layer. This effect can be seen
only for short dipping times < 10 min, which indicates a faster
cation exchange in the mesoscopic region. We assume that the
increased surface of the underlying mesoscopic layer is respon-
sible for a faster Cs+ uptake. This negative peak also shows a blue-
shi which affirms the continuous formation of a solid solution
CsxMA1 xPbI3 for small x. Spectra of lms formed at longer
dipping times$ 10min do not exhibit this peak anymore, which
indicates Cs-saturation of the CsxMA1 xPbI3 phase. Instead, two
peaks appear at around 510 nm and 440 nm, that are allocated to
PbI2 and d-CsPbI3, respectively. Vice versa, their positive signature
Table 1 Comparison of three different methods to estimate the start
of the substitution limit for CsxMA1 xPbI3
Measurement Analysis method Substitution limit
UV-Vis Tauc plot x ¼ 0.14 " 0.08
EDAX Comparison to absorption x ¼ 0.13 " 0.04
XRD External standard x ¼ 0.12 " 0.03
Estimated limit (average) x ¼ 0.13 " 0.03
Fig. 3 Optical analysis via exfoliation of the capping layer shows
a preferential formation of Cs+ rich domains in lower sections. The
spectra of the difference in absorbance (AbsinitialAbsexfol, baseline
removed) shows peaks in the range of the bandgaps of CsxMA1 xPbI3,
PbI2 and CsPbI3. Negative magnitude of the CsxMA1 xPbI3 peak indi-
cates a higher MA content in the capping layer for short dipping times
(t < 10min). Positive peaks for PbI2 and CsPbI3 indicate and enrichment
in the lower mesoporous layer (t $ 10 min).
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indicates an enrichment of those species in the mesoscopic layer
that is le aer exfoliation. The position of the CsPbI3 peak does
not shi, which is an indication for the formation of a pure phase
without MA inclusions. On the other hand, the PbI2 phase does
show a blue-shi for increasing dipping times, which can be
explained by intercalation dynamics, that occur during the
conversion from the 3D perovskite to a 2D PbI2 structure.
50,51 We
further would like to add that the presence of PbI2 in the optical
measurements stems from the sensitivity of the measurement,
opposed to our XRD measurements which show only the perov-
skite structures CsxMA1 xPbI3 and CsPbI3. SEM images before
and aer exfoliation can be found in the ESI (Fig. E6†).
To quantify the stable region of the mixed phase
CsxMA1 xPbI3 we associated the previously described measure-
ments to estimate a limit for the substitution limit in three
different ways. Using a Tauc plot, we extracted an absorption
onset of 1.618 eV for CsxMA1 xPbI3 aer the cation exchange.We
related this value to the pure phases of MAPbI3 and a-CsPbI3 in
order to conclude the Cs ratio, assuming a linear bandgap shi
for small dopant concentrations. For MAPbI3 we measured
a bandgap of 1.598 eV (see Fig. 1d) and for a-CsPbI3 we used
a value of 1.73 eV (taken from Stoumpos et al.).25 This correlates
to a Cs ratio of xTauc ¼ 0.14 " 0.08. Details about the estimation
and an error calculation can be found in the ESI.† The previously
discussed thin-lm analysis gives an estimate composition of
xEDAX ¼ 0.13 " 0.04 as the elemental composition before the
absorbance of CsxMA1 xPbI3 starts to drop as a result of the
substitution limit step II conversion (see Fig. 1b). Finally, we
estimated the composition from the shiing XRD signal of the
time-resolved analysis of the conversion, by comparing the ob-
tained shi with one-step deposited lms with a known Cs ratio.
As mentioned earlier, we assumed a pseudo-cubic peak prole
and tted the peak shi against the Cs ratio of the thin-lm. The
resulting linear slope (see Fig. 2c) was related to the obtained
shi during cation exchange (0.048! aer 28 min) and gave an
estimated Cs ratio of x ¼ 12 " 0.03. Averaging those three
methods, we assess the stable regime of CsxMA1 xPbI3 to be
between 0 # x # 0.13, as the average of our three methods, and
a broad substitution limit for x > 0.13. It is worthwhile
mentioning that there are contradicting reports about the mix-
ing Cs+ with FAPbI3 perovskite, with some reports stating
continuous miscibility,18 while others report on segregation for
Cs ratios x $ 10%.12 The formation dynamics of perovskites can
be, at least empirically, very well described by the thermo-
chemical radii of the respective elements. The mathematical
description of this correlation is given with the Goldschmidt
tolerance factor t and octahedral factor m.52,53 One might argue
that the size difference between the Cs cation andMA is too large
with 1.81 Å and 2.17 Å as cation radii, respectively.54 However,
the FA cation is even larger with 2.53 Å and has been reported to
improve stability and reproducibility as a ternary cation perov-
skite Csx(FA0.17MA0.83)1 xPbX3.
38 This points towards bonding
effects that go beyond the radii of the respective ABX3 ions and
shows the temperamental nature of this class of perovskite.
Possible contributions are manifold and could include factors
such as mixing entropy, cation shape and polarisation as well as
chemical effects like hydrogen bonding, ion movements, spin–
orbit coupling or orbital hybridisation.55–58
A Cs-MA cation exchange for perovskite solar cells is useful
to overcome the intrinsic instability of the MAPbI3 perovskite,
59
which remains a major obstacle towards its commercialisation.
We measured decomposition rates of the CsxMA1 xPbI3 solid
solution in comparison to the plain MAPbI3 perovskite. There-
fore, the respective thin-lms were dipped into an IPA solution
with different water concentrations between 0 and 5 vol% and in
situ UV-Vis transmission was measured. Upon decomposition,
the transmission spectra show a drop in the absorbance due to
the conversion of the MAPbI3 and an increasing baseline caused
by the roughness of the formed PbI2, resulting in an increase in
light scattering. Two explanatory spectra are shown in Fig. 4a
and b, a listing of all spectra is given in ESI Fig. E7.†We labelled
a lm as decomposed when the transmission at 450 nm drops
below 80% of its initial value. Fig. 4c summarises the time
before the lms started to degrade. The plain MAPbI3 degraded
relatively quickly, within 30 min in anhydrous IPA. As we
increased the water concentration in IPA the lms decomposed
quicker, within 5 min in a solution of 5 vol% water in IPA. The
CsxMA1 xPbI3 solid solution showed a signicant increase in
stability. For water concentrations$ 2 vol% the lms remained
intact for about twice as long. An even better performance was
Fig. 4 In situ UV-Vis of thin-film degradation. MAPbI3 and
CsxMA1 xPbI3 in IPA solvent with different concentrations of water
(0–5 vol%). MAPbI3 decomposes in less than 30 min for any water
concentration, while the CsxMA1 xPbI3 was stable in water concen-
trations cH2O# 10 wt% throughout the wholemeasurement (10 hours).
(a and b) Shows an example of a decomposition of MAPbI3 in anhy-
drous IPA, while CsxMA1 xPbI3 remains stable throughout the whole
measurement (10 h). (c) Shows a summary of all measured
compositions.
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found for water concentrations # 1 vol%, where the lms
remained stable over the duration of the measurement (10 h)
and also did not show any visible decomposition aer being
kept another 7 days in the same solution. We would like to point
out that for the CsxMA1 xPbI3 perovskite the broad spectral
absorption remains intact, as opposed to changes in the halide
composition that come along with a blue-shiing bandgap.11
Finally we wanted to investigate the photovoltaic properties
of this compound. OurMAPbI3 reference cell showed an average
power conversion efficiency PCE of 12.1 " 1.4% with the best
cell achieving 14.2%. The cells had an average photovoltage VOC
¼ 1.01 V, photocurrent ISC¼ 19.2 mA and ll factor FF¼ 62.0%.
The Cs-containing samples were produced with a cation
exchange for 1 min, that resulted in a Cs concentration within
the stable region 0 < x < 0.13. A precise estimation of the
composition can not be done due to the propagation error of Dx
¼ 0.04 (see Table 1 and ESI† for calculations). The cells showed
a slight increase in VOC for all dipping times (see ESI Fig. E2†),
which is in agreement with a small blue-shi of the bandgap.
The ISC showed a linear drop with dipping time, which is
probably caused by the decrease in absorption as the proportion
of the yellow d-CsPbI3 increased (see Fig. 1a). The PCE also
drops with increasing dipping time but the decrease in photo-
current is partially compensated by a higher FF for long dipping
times. An overview of all PCE values is given in Fig. 5. A full
listing of photovoltaic parameters (VOC, ISC, FF and PCE)
including distribution histograms is given in the ESI (Fig. E2†).
We also evaluated the cell stability over a period of 31 days;
during this time the cells were stored in a dark and dry envi-
ronment (2% humidity) and taken out only for IV testing. Here
we saw a trade-off when increasing the Cs-content: a decrease of
photocurrent ISC is countered by a markedly improved stability.
Dipping the sample for 1 min decreases the average efficiency
from 12.1 to 10.3% which decays to 6.48% aer 31 days.
Dipping for 3 min gives an initial efficiency of 6.73% that
changes to 4.56% aer 31 days. In comparison, the native
MAPbI3 sample decreased in PCE from 12.1% to 2.81% within
only a week and went dead aer 31 days. A comparison of the
decomposition for the best performing native sample and the
best performing Cs+ dipped sample can be found in Fig. 5c–e.
This shows that even short Cs conversion times have an
appreciable impact on stability. Even though the initial PCE is
lower for Cs+ treated samples, this is been compensated by an
increased stability aer about 3 days, when the efficiency of the
native sample drops below the mixed cation perovskite
CsxMA1 xPbI3.
3 Conclusions
In summary, our study has investigated the incorporation of Cs+
into the MAPbI3 perovskite structure. Dipping the thin-lm into
a solution of CsI resulted in a continuous uptake of Cs+ over
time. We found that an increasing Cs ratio results in a conver-
sion into the d-CsPbI3, leaving a substitution limit. We
compared this cation exchange to a one-step crystallisation
procedure for different stoichiometric mixtures CsxMA1 xPbI3
and found an analogous and continuous change of optical and
structural properties for small Cs incorporations and a phase
segregation for larger Cs contents. We estimate the substitution
limit of CsxMA1 xPbI3 to start at a Cs ratio x ¼ 0.13, based on
combined measurements of EDAX, UV-Vis and XRD. We believe
that these results have important implications for the fabrica-
tion of mixed cation perovskites, that are commonly employed
in record cells. Furthermore, we looked at stability improve-
ment of the CsxMA1 xPbI3 material itself and in solar cells.
Thin-lms exposed to a mixture of water/IPA increased their
stability from minutes to days. Solar cells showed an improve-
ment in cell lifetime from days to a month, even for small
incorporations of Cs+. This study renes the compositional
Fig. 5 (a and b) A summary is given of power conversion efficiencies
PCE for different dipping times, on day 1 and after 31 days. (c and d) The
respective IV curves for a native MAPbI3 reference sample and Csx-
MA1 xPbI3 after 1 min cation exchange, over a months. (e) Shows the
PCE for the best performing device over a period of 31 days.
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space and gives further manifestation to the temperamental
nature of this class of perovskite with implications reaching
from material design to solar cell fabrication.
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Figure E1: An example of a solar cell library (13 x 13 cells) with a gradient
perovskite layer after dipping into a CsI in IPA solution.









Figure E2: A summary is given of the photovoltaic parameters over dipping time
for two different batches, namely open-circuit voltage VOC, short-circuit current
ISC, fill factor FF and power conversion efficiency PCE, respectively. (a+c)
shows the full parameter distribution with each cell indicated as a dot, while
(b+d) shows the distribution of those parameters for the native sample in form
of a histogram. The qualitative trend is the same in that the VOC increases upon
Cs-incorporation and ISC (and therefore PCE continuously drop for increasing
dipping times. The blank sample shown in (d) shows a broader distribution
of most PV parameters, but the qualitative response of the parameters for the
Cs+ dipping remains the same.
3
Figure E3: Synthesis and analysis of Cs+ incorporated MAPbI3 solar cells. A
gradual dipping conversion was done on 7 7 cm2 substrates. The optical, elec-
tronic and structural properties of the material were tested in a high-throughput
fashion. In-situ measurements were taken to clarify the conversion mechanism
and show the improved stability of CsxMA1-xPbI3. Analysis of the thin-films
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Figure E4: full XRD spectra of the in-situ cation exchange shows the complete
conversion within the 38min of the experiment. The inset shows zoomed-in
diffractograms at different stages of the conversion process.
Table E2: Peak position of (110) reflection found in diffractions done for different
CsxMA1-xPbI3 compositions made with a one-step deposition. Peak position
obtained using fittings of the (110) reflection peak to a calculated pseudoVogit
intensity profile done in CrystalMaker. The full diffractograms can be found in

























































































































































Figure E5: (a) UV-Vis spectra of different conversion stages of the native thin-
films (native MAPbI3 and different conversion times in CsI solution). (b) The
subtracted spectra before baseline removal. The baseline corrected spectra are
shown in fig. 5 in the main document.
6
Figure E6: SEM images taken at different stages of the peeling process on
MAPbI3 ting(before, after one peeling and ten peelings). Results show the
incremental removal of the capping layer.
Table E3: Structural parameters of the plain perovskites MAPbI3 and CsPbI3 as
well as the mixed cation CsxMA1-xPbI3 in their cubic phase. Namely the cation
radii rcation [1] and unit cell volume VUC,cubic [2] were taken from literature.
The values of the (110) reflection in XRD (2 Θ) and corresponding d-spacing
as measured in this study.
Perovskite cation MA CsxMA1-x Cs Rel. diff.
Literature rcation [1] 2.17 Å 1.81 Å -16.6 %
VUC,cubic [2] 251.6 Å
3 248.8 Å3 -1.12 %
Measured 2 Θ (110) 14.14 ◦ 14.18 ◦ 0.30 %




















































































































Figure E7: UV-Vis absorption spectra of thin-films (native MAPbI3 above and
CsxMA1− xPbI3 below) dipped into a solution of IPA with different concen-
trations of water. The absorption in the blue regime dropped significantly as
the thin-films decomposed into PbI2, alongside an increase of the red regime,
caused by scattering. A drop of the signal at 450 nm of 80 % was defined as the
time of degradation. CsxMA1− xPbI3 in solutions of water/IPA < 0.02 were
stable over the full duration of the measurement (10h) and remained without
visible color change for more than a week.
8
Error analysis
The propagation of error calculations were calculated individually for the three
different approaches that were taken in this study (Tauc plot, EDAX and XRD).
Tauc plot error: The shift of the bandgap was determined via Tauc plot.
Therefore, we fitted a first order polynomial to the linear region of the Tauc
plot of the CsxMA1-xPbI3 after cation conversion (Tauc 1 with bandgap T1)
and for the blank MAPbI3 (Tauc 2 with T2). The linear fit parameters for
Tauc 1 plot curve with standard deviation are a1 = 0.1775± 0.0009 · 10
−23 and
c1 = −0.2851±0.0014·10


















⇒ T1 = 1.618± 0.012 eV
For the blank MAPbI3 sample we performed and analogous calculation with the
fit parameters of the linear region of Tauc 2 of a2 = 0.1842±0.00015 ·10
−23 and
c2 = −0.2946±0.0002·10


















⇒ T2 = 1.598± 0.0018 eV
The value for the bandgap of pure CsPbI3 is taken from literature[2] T3 =
1.73 eV. Combining these values we can calculate the composition from our

















⇒ ∆xTauc = ±0.081
EDAX error: The constant regime (step I ) of the absorbance at 450 nm
is evaluated by forming the mean average c1 = 2.850 ± 0.047, while the slope
that occurs during the step II conversion is fitted with a first order polynomial
(y = a · x + b) with a2 = 0.407 ± 0.021 and b2 = −1.47 ± 0.18. The slope
of the EDAX Cs signal was also fitted with a first order polynomial with a3 =
−0.0466±0.0018 and b3 = 0.602±0.016. The formula to determine composition


































⇒ ∆xEDAX = ±0.042
XRD error: The miscibility gap estimation from XRD was done by meas-
ureing the (110) reflection peak of different stoichiometric CsxMA1-xPbI3 thin-
films. The shifting reflection peaks were fitted with a first order polynomial
with a slope a = 0.4012 ± 0.048. This slope was compared to the obtained
shift during the cation conversion, with (110) reflection before conversion of
Θ1 = 14.137 ± 0.0037
◦ and after 28 min conversion Θ2 = 14.184 ± 0.0098
◦.























⇒ ∆xXRD = ±0.030
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4.2.1.2 Further work: Structural and electronic response
To further support the XRDmeasurements and structurally analyse the CsxMA1-xPbI3
perovskite, we performed a manual fitting with CrystalDiffract covering both deposition
methods, the cation exchange and the crystallisation from stoichiometric precursors
(also called calibration sample in this context). The fitting focused on the (200) and
(110) reflections and was done manually, as described in the experimental section. Our
model assumes the formation of a homogeneous CsxMA1-xPbI3 alloy forming on the
expense of MAPbI3, therefore assuming a continuous solid-state solution. Other models
that incorporate two phases of MAPbI3 and CsxMA1-xPbI3 that share boundaries were
tested but have been found to be inaccurate. The fitting was done with five free
parameters: (1) Degree of orientation (March coefficient); (2) Grain Size; (3) Unit cell
volume; (4) Cs-occupancy; (Cs occupied C positions in crystal structure file); (5) η
parameter in Pseudo-Voigt profile. The unit cell volume was changed independently of
the Cs occupancy in order to improve the fitting between the calculated curve and the
measured data and was found to decreases with dipping time and with Cs-content in
the calibration sample. The grain sizes used during the fitting are consistent with SEM
results. The occupancies match well with the calibration sample as well as EDX mea-
surements. The structural and morphological implications of the two main parameters
will be discussed in the following paragraph: unit cell size and grain size.
From a structural point of view, the incorporation of the relatively small Cs+ cation
in MAPbI3 shrinks the unit cell size, which shifts the diffraction pattern towards larger
angles 2Θ, as can be seen in fig. 4-2a-b. We accounted for this shift by varying the unit
cell size upon fitting. Both deposition methods show a similar change of the unit cell
size over Cs ratio (see fig. 4-2). Small Cs incorporations x ≤ 0.1 give a minor decrease
of the unit cell size, while ratios 0.1 ≤ x ≤ 0.2 result in a more drastic change of the
unit cell, possibly resulting in considerable strains within the structure. This effect
levels off for even larger ratios x ≥ 0.2, which might be caused by the aforementioned
disintegration of the structure. Morphologically, the grain size correlates to the peak
width of the diffraction pattern, which we fitted as a third parameter. The results
showed a decrease in grain size for Cs ratios 0.15 ≤ x ≤ 0.2 (see fig. 4-2). This can be
explained by the phase segregation for high Cs ratios, which segregates the structure
into smaller grains. Interestingly, the calibration sample increases in grain size for
small incorporations of Cs+. This is consistent with the CsxFA1-xPbI3 system, which
improves crystallinity, photo-stability and electronic properties for small (x < 0.2) Cs+
contents.[25] The calculated decrease in grain size is consistent with SEM results.
We characterised the cells using large amplitude open-circuit photovoltage decay
(OCVD), the full decay is shown in figure 4-3a. The OCVD shows three distinctive
152 4.2 Results and discussion
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Figure 4-2: Both graphs present fitting results of the XRD pattern in Crystal-
Maker. (a) Normalised unit cell volume evolution for both deposition techniques.
(b) Evolution of grain size with increasing Cs+ content. The dashed lines serve to
visualise the trend and do not represent fit-functions.
regions in the decay curve: Immediately after switching the cell, we observe a fast
regime, with a steep voltage decay. After about 1 ms the decay curve experiences a kink
for all samples and changes its slope towards the medium regime, as can be seen figure
4-3b. Finally the curve changes into the slow regime.
For a more detailed evaluation of the data we need to treat each regime individually
and regarding the process that is dominating at that specific time regime. Pockett
et al. recently investigated planar PSC at a variety of temperatures and showed that
the OCVD consists of two distinctive processes.[26] The free carrier recombination
happens within fast time domains (e.g. ns).[27, 28] Slower time domains are therefore
not related to free carrier recombination but rather relaxation processes,[29, 30] most
likely through the movement of ion vacancies that equilibrate according to the change in
electric field.[31] However, the cells analysed in this work contain an additional mp-TiO2
scaffold and therefore the decay measurement is more complex with more time domains
during the large perturbation decay. A fast initial decay can be seen over the first
≈ 100 mV in less than 1 ms (see fig. 4-3b). According to recent studies this time scale
includes the processes of charge carrier recombination as well as depopulation of trap
states.[28, 27] The plot shows a linear decay after an initial curvature, which was fitted
with a first order polynomial in the range between 300 and 800 µs, in order to compare
the decay of the different Cs+ conversion times. The comparison of the fitted values
can be seen in figure 4-4a, which will be further discussed later. The next time regime
has a distinctive transition with a kink at 1 ms and lasts for about 200 ms. Assignment
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Figure 4-3: (a) Full photo-voltage decay for different perovskite conversion times;
(b) linear plot of the fast decay and (c) semi-log plot of the medium and slow decay.
(d) The full decay plotted as lifetime over voltage, where the upper constant regime
(< 700 mV) shows a constant value which is attributed to ion diffusion.
of the underlying process is difficult because it lies between the electronic response
that can still be seen in the fast domain and the ionic response in the slow domain.
The distinctive transition is very similar to a ’bounce back’ effect that was reported by
Pockett et al. for planar cells that strongly depends on temperature.[26] Finally, the
transition to the slow domain can be observed as a change of slope in figure 4-3c and is
even more significant when plotting the lifetime (see fig. 4-3d). This regime is probably
dominated by drifting ions that respond to the change in electrical field as a result of
the carrier depopulation.[31, 26]
The transformation of the OCVD into a lifetime τn needs to be given special attention
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The lifetime τn was initially derived as a lifetime of charge-carriers in DSSC,[32]
where the electrons and holes recombine across the interface between TiO2 and liquid
electrolyte. Applied to PSC, it includes several cooperative effects,[30] which complicates
the interpretation and demands caution for the interpretation. We assume that the
fast initial decay is dominated by recombination and depopulation of trap states, and
therefore this regime can be represented by the lifetime. The linear decrease of VOC
translates into a curved lifetime for the fast regime. The initial decay then turns into a
linear regime after a small kink between 850−950 mV. This is where fast recombination
and de-trapping processes become entangled with relaxation processes caused by the
movement of ions and possible contributions from ferroelectric alignments. This process
starts at time constants of about τn ≈ 55 ms for all compositions CsxMA1-xPbX3 but
differs in their further slope. Therefore a first order polynomial was fitted to that region
to compare their development. The resulting slopes are shown in figure 4-4, bottom.
Finally, the slow domain shows a broad but almost constant value and dominates the
lifetime plot for voltages < 700 mV. It should be stressed that this value does not
correspond to an actual lifetime. The transition from medium to slow domain is at
about 700 mV.
We fitted the slopes of figure 4-3b+d in order to quantify the changes of the OCVD
regarding Cs+ content, as described above. The results are shown in figure 4-4. For the
fast regime we can see that the slope becomes significantly steeper (about 40 %) over
the first 3 min of cation exchange. Correlation of this time domain to recombination
and depopulation of trap states shows that either the de-trapping becomes faster (traps
become more shallow) for increasing Cs+ contents or that the density of trap states is
lower. Considering the increase in VOC of about 100 mV (see supporting information
of paper in section 4.2.1.1), it seems likely that the mixed cation perovskite has an
intrinsically lower density of traps. For higher cation concentrations, the values level off,
which is consistent with our assumption of a substitution limit, where the Cs-content
remains constant. The medium regime slope is based on the lifetime against voltage
and, different to the OCVD slope, becomes less steep with increasing Cs+ content up
to values where the substitution limit lies. Then they start levelling at a more or less
constant value. This suggests that the Cs incorporation slows down the relaxation
process. The unpolar Cs+ could increase the defect diffusion barrier ∆Eb (equation
1.1 in chapter 1) and therefore reduce the ion movement. Thus contributing to the
organic cation’s molecular dynamics and hydrogen bonding, that plays a central role
for structural dynamics of the perovskite scaffold and also assists the ion diffusion
process.[33] The decrease of hysteresis in the IV curves reported in the paper in section
4.2.1.1 supports this assumption.
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Figure 4-4: (top) Photograph of the na-
tive MAPbI
3
as well as different conver-







Linear fitting of the fast regime of the
OCVD [V · s−1]. (bottom) Linear fit-
ting of the lifetime plot τn over voltage
[V −1 · s−1].
To sum up, we acquired addi-
tional structural information about the
CsxMA1-xPbI3 composite through a man-
ual fitting of the diffraction peak posi-
tion, relative height and width. Those
values correlate to the parameters unit
cell size and grain size. The reliability
of the fitting was assured by comparison
to independent methods such as HRSEM,
EDAX and calibration samples. The re-
sults show that Cs+ cations can exchange
with MA+ in MAPbI3 to form a continu-
ous phase of CsxMA1-xPbI3. Small Cs
incorporations (x ≤ 0.1) result in mi-
nor changes of the MAPbI3 structure,
while larger Cs ratios of x ≥ 0.15 leave a
strained CsxMA1-xPbI3 structure. After
the substitution limit, the structure de-
composes into smaller fractions of CsPbI3.
Furthermore, the VOC decay of different
CsxMA1-xPbI3 compositions was analysed
and showed three distinctive regions. The fast decay domain shows an increasingly
quicker decay which indicates a lower trap density for higher Cs+ contents. This is
opposed by slower decay rates for the > 1 ms time domain which might be caused by
slower relaxation processes, possible due to a hindered I– ion movement.
4.2.1.3 Contemporary assessment
Even though the publication presented above was published relatively recently, it
can already be compared to a number of related studies. A qualitative confirmation
was given by Niu et al. when they reported on a ‘remarkable improvement’ of stability
and a segregation of CsPbI3 for higher Cs-contents.[34] An opposing view was given
by Dong et al. who reported the synthesis of CsxMA1-xPbI3 nanowires for the whole
compositional spectrum.[35] This contradicts our findings, which found a substitution
limit for different deposition methods. However, the synthesis method used by Dong
et al. is a water-based conversion of PbI2 plates into single-crystalline one-dimensional
nanowires of CsxMA1-xPbI3, grown in [001] direction. Our study on the other hand used
two different methods for the synthesis but both of them being (two-dimensional) thin-
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film methods. Hence a major contribution for the instability of the solid-state solution
might be facet-dependent, possibly with the (001)-side initiating the degradation. Such
a facet-dependent activity and stability is known from other perovskites as well as other
crystal systems.[36, 37]
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4.2.2 Azetidinium: A new organic cation as an A-site derivative
As explained in the last section, the three main candidates for high performance
perovskite materials for PV are Cs+-, FA+- and MA+-based lead iodide perovskites.
Each of those systems has its own advantages and disadvantages, but none combines a
good PV performance with sufficient stability. Therefore, an ongoing research effort
is put into the search for a favourable cation replacement. A noticeable approach
was done by Kieslich et al. recently,[14] who screened 13 protonated amines with over
2500 possible perovskite permutations regarding their eligibility to form the perovskite
structure according to the Goldschmidt tolerance factor. Of the 13 suggested cations,
only a few have been implemented into PV devices.
One example is the hydrazinium (H2NNH
+
3 , Hi
+),[38] which however has a high
internal energy caused by the N-N bond, rendering it a useful candidate for rocket fuel
and therefore raising questions about its stability. Hi-based PSC showed an optimum
performance for a cation ratio of 0.1, with further substitutions resulting in a decrease
of photocurrent. The structural evolution shows a shift of the (110) reflection for
x ≤ 0.1, indicating an increase in unit cell size, which remains constant for higher
incorporations. The UV-Vis spectra indicate the rise of two new species, namely the
hydrazinium lead iodide and PbI2. All these effects indicate a similar behaviour to the
Cs-MA perovskite system, with the presence of a miscibility gap that supposedly starts
between 0.1 ≤ x ≤ 0.2.
Another experimental implementation of the organic cations computationally sug-






)+, Gu+), which however
is too large to form a perovskite structure and does not seem to incorporate into
the MAPbI3 structure. But it can presumably act as an additive that enhances the





)+, Az+) perovskites already drew attention for their
intriguing magnetic, ferroelectic, multiferroic properties and glassy behaviour.[40, 41]
Those properties are at least partially based on the Az+ cation that plays a central role
for bonding motives, supports strong hydrogen bonding and can adopt both a planar
and ring-puckered form under different conditions.[42, 41] Based on the Goldschmidt
rules, AzPbI3 is expected to form a perovskite structure, but it has not been reported as
an A-site cation up to now. In the approach presented in this work, we investigated the
Az+ as an A-site derivative on its own and for mixed cation systems with MA+. Small
incorporations (x < 0.05) form a solid-state solution that shows enhanced photovoltaic
properties. A Raman spectroscopic analysis of the AzPbI3 shows red-shifted signals of
the amine group compared to the AzI salt, which is indicative of significant bonding
interaction (e.g. hydrogen bonding) with the inorganic [PbI
3
]– framework. This study
158 4.2 Results and discussion
represents pioneering work on compositional derivatives of the MAPbI3 perovskite
system, aiming to overcome its intrinsic instability.
4.2.2.1 Related publications
RGN contributed to this study by analysing the powder XRD and discussing the
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Hybrid organic-inorganic perovskites have been established as good candidate materials for 
emerging photovoltaics, with device efficiencies of over 22 % being reported. There are 
currently only two organic cations, methylammonium and formamidinium, which produce 3D 
perovskites with band gaps suitable for photovoltaic devices. Numerous computational studies 
have identified azetidinium as a potential third cation for synthesizing organic-inorganic 
perovskites, but to date no experimental reports of azetidinium containing perovskites have 
been published. Here we prepare azetidinium lead iodide for the first time and show that it is a 
stable, bright orange material that can be successfully used as the absorber layer in solar cells. 
We also show that it is possible to make mixed cation devices by adding the azetidinium 
cation to methylammonium lead iodide. Mixed azetidinium-methylammonium cells show 
improved performance and reduced hysteresis compared to methylammonium lead iodide 
cells. 
1. Introduction 
The amount of research into Organo Lead Halide Perovskites for Perovskite Solar Cells (PSC) 
has increased rapidly since 2012.[1-3] The benefits of PSC include fabrication using facile 
solution processing methods,[2,4] and the ability to easily tune properties like band gap and 
colour.[5,6] Methylammonium lead iodide (MAPI) solar cells have reached efficiencies of over 




solar cells of 1.1 – 1.4 eV.[9,10] Band gap engineering is possible by mixing halide ions to form 
MAPbI3-yXy, where X is either chloride or bromide.
[6,8] Alternatively the lead cation can be 
exchanged for tin. MASnI3 has a lower bandgap of 1.3 V, and MASnI3 PSC can reach 
efficiencies of 5.7 %.[11] However MASnI3 has been shown to be more unstable and more 
toxic than MAPbI3.
[12,13]  
To date, variation of the organic cation has received much less attention compared to variation 
of the halide and group 14 metal components of the perovskite. This is likely due to the 
perceived lack of alternatives to methylammonium. Formamidinium (FA) is the only alterna-
tive organic cation that has been shown to produce a 3D perovskite. FAPbI3 has a band gap of 
1.48 eV, and solar cells have been prepared with efficiencies of up to 16 %.[14,15] An 
nalternative approach is to replace the organic cation with an inorganic caesium cation. 
CsPbI3 cells have reached 2.9 % efficiency;
[16] Cs+ has also been used as an aditive in MAPI 
cells, improving both the efficiency and stability.[16,17] Mixed cation perovskites, e.g. 
containing formamidinium and methylammonium show efficiencies of over 18 %, and a band 
gap more closely aligned to that of its contact layers.[18] Trication perovskites with the 
formula Cs5(MA0.17FA0.83)95Pb(I0.83Br0.17)3 have shown high efficiencies of 22.1 % and 
improved stability relative to single cation perovskites.[19,20] Methylammonium and 
formamidinium are by far the most common cations that are used in high efficiency 3D 
perovskite solar cells. Organo-lead halide perovskites have been produced using n-
butylammonium cations, but the larger size of the cation means that a 2D rather than a 3D 
perovskite is created.[21] Guanidinium lead iodide also forms a 2D perovskite, but the addition 
of small amounts of guanidinium to MAPI can improve the open-circuit voltage in the 
resulting devices.[22]  2D perovskites have been investigated as absorber layers in PSC and 
show enhanced stability compared to devices made with 3D perovskites.[21] 2D materials are 
very promising, although to date the efficiencies are lower than for devices containing 3D 





Substitution of any of the ions in a 3D perovskite will cause a change in the lattice 
parameters, and band gap of the material.[24] There are three perovskite phases, the α, β, and γ, 
as well as a non- perovskite δ phase; which are stable at different temperatures and dictate 
electronic properties.[25] A tolerance factor, which is calculated based on the size of the ions 




                    (1) 
where rA, rB and rx are the ionic radii of the components in the general perovskite formula 
ABX3. The tolerance factor approach has been used to predict the likely structure of new 
perovskites, where a value of t = 0.9 – 1.0 suggests a cubic perovskite phase will be formed. 
Compensating for the effect of the halide anions on the radius of the inorganic cation yields a 
modified factor.[26] Cations with radii that are too large to fit within the cubic perovskite 
parameters (i.e. rA gives t > 1) form 2D perovskites.
[23] The tolerance factor approach has 
been used to identify other possible ions that could be used to prepare 3D cubic lead halide 
perovskites suitable for PSC. Suggested organic cations include azetidinium, [(CH2)3NH2]
+, 
hydrazinium [H3N-NH2]
+ and guanidinium, [(NH2)3C]
+.[27,28] Hydrazinium was used recently 
to improve the efficiency of mixed cation inverted structure perovskite cells.[29] The 
azetidinium (Az) cation has a computationally derived ionic radius of 250 pm, which lies 
between the ionic radii of MA (217 pm) and FA (253 pm).[30] A simple tolerance factor 
calculation yields a t value of 0.98, within the region that a perovskite structure could be 
predicted. Factoring in the effect of the halide ions on the [PbI6]
4- octahedra produces a 
tolerance factor of 1.03, still within the region where a perovskite could be predicted to 
form.[31] Several computation papers have now predicted that azetidinium should produce 
stable lead iodide perovskites. The azetidinium cation has been previously been used in metal-




demonstrate that azetidinium lead iodide (AzPI) is stable and easy to produce. It is a bright 
orange solid that can be used to prepare PSC both on its own and when combined in a mixed 
cation solar cell with MA. We show experimentally for the first time that the Az cation is a 
good option for the engineering of high-efficiency and stable perovskite solar cells. 
2. Results & Discussion 
 
In this project we prepared both single crystals and thin films of azetidinium lead iodide 
(AzPI). The properties of the Az cation are compared to those of the commonly used MA and 
FA cations in Table 1. 
Table 1. Comparison of three organic cations for PSC regarding ionic size, Goldschmidt 
tolerance factor, perovskite structure at RT, dipole moment and chemical structure. Dipole 
moments were calculated for this study. 
Cation Methylammonium Formamidinium Azetidinium 
Effective radius[30]  217 253 250 
Tolerance 
Factor[27]  
0.912  0.987  0.980  
RT Structure tetragonal hexagonal unresolved 
Dipole moment  
(DFT calc.) 













We found that azetidinium iodide was not soluble in either DMF or DMSO, so a sequential 
deposition approach was used to produce films of AzPI. A solution of azetidinium iodide in 
isopropanol was spin-coated on top of a PbI2 film. The PbI2 film rapidly turned a glassy 
orange colour at room temperature (Figure 1a), the colour did not change with annealing. 
Powder XRD was performed on both MAPI and AzPI films formed by the two-step 
deposition route. Major reflections in the AzPI diffractogram were at 11.5 °, 24.9 °, 26.2 ° and 




diffractogram is clearly different from that of pure PbI2.
[2] A comparison of the thin film X-
ray diffractograms for MAPI and AzPI shows a large difference in the patterns obtained. The 
peaks in the MAPI spectrum were more intense and had a narrower peak width, suggesting 
that the MAPI film is more crystalline than the AzPI film. It is likely that chemical bonding 
effects play an important role in the interactions between cation and inorganic cage, which 
results in the formation of a more disordered AzPI phase.  
 
Figure 1: Azetidinium Lead Iodide (a) UV/Vis spectroscopy of an AzPI film with MAPI for 
comparison and (inset) photograph of an AzPI film, (b) XRD patterns of AzPI and MAPI, (c) a 
J-V curve of an AzPI solar cell with inset cell parameters 
 
Single crystals of AzPI were grown for analysis, but unfortunately a complete description of 
the atomic positions in AzPI could not be determined by single crystal XRD as all the crystals 





SEM images of the AzPI film (Figure S2) showed that the layer consisted of a large number 
of small crystals, each around 100 nm in size. There was also a high surface coverage with 
few noticeable pinholes, which should aid solar cell performance by increasing shunt 
resistance. A low surface roughness of around 100 nm was observed by AFM (Figure S2). 
 
To estimate the band gap of AzPI, UV/Vis absorbance of the film on glass was measured and 
compared with a MAPI film (Figure 1a). As expected for an orange film, the absorption onset 
for AzPI is at shorter wavelengths than for MAPI, with a difference of just over 200 nm. The 
band gap of AzPI was estimated to be 2.15 eV – significantly higher than the optimum band 
gap for solar cell materials. Mesoporous PSC were made using the bright orange azetidinium 
lead iodide layers (Figure 1d) The best cell exhibited an efficiency of just over 1 % (with an 
average over 8 pixels of 0.96 % and a standard deviation of 0.08), demonstrating that pure 
AzPI exhibits reasonable efficiencies for a new photovoltaic material in unoptimised solar 
cells. 
Due to the difficulties in resolving the single crystal structure of AzPI it is not possible to say 
which perovskite phase has been formed. In order to see if AzPI was photoactive, a cyclic 
voltammogram was measured under chopped illumination. This voltammogram is shown in 
Figure S3. In order to stabilise the AzPI film, the electrolyte was 0.1 M azetidinium iodide in 
isopropanol. A positive photocurrent was observed above 0.2 V (versus Ag/AgCl); at 0.2 V 
the photocurrent switched and became negative. The response suggests that like other 
organolead halide perovskites, AzPI is ambipolar.[30] 
Raman spectroscopy was performed to elicit more information about the possible role of the 
azetidinium cation in the structure. AzPI is compared to AzI and Az+ in Figure 2 (A full 
listing of measured modes is in Table S1).[36] The results show a continuous red-shift for most 




chemical Stark shift as well as increased interaction of the Az+ with its direct environment, 
due to the spatial constraint; thus increasing the interaction between the Az+ cation and the 
[PbI3]n cage. The magnitude of this shift is mostly between 5 to 10 cm
−1, with few exceptions. 
Specifically strong shifts can be seen for the ring deformation (ν3) and the NH2 wagging (ν13). 
Firstly, the ν3 mode shows a red-shift of 15 cm
-1 in the AzPI structure, potentially caused by 
sterical hindrance of the inorganic cage. Moreover, the ν13 NH2 wagging mode shows a strong 
red-shift of 61 cm-1, which is significantly larger than any other observed shift. The decrease 
in frequency suggests a weakening of the bond-strength, presumably through a strengthening 
interaction with the inorganic scaffold. Besides the increased interaction caused by the higher 
dipole moment (Table S1) and favourable out-of-ring position of hydrogen atoms for bonding 
with the inorganic scaffold, the Az+
 
also possesses fewer internal degrees of freedom because 
of its limited conformational isomerism. One way to compensate for this would be the 
formation of a lower-dimensional (not 3D) AzPI structure with higher entropy. Strong 
hydrogen bonding from the organic cation would offer an alternative bonding motif for this 
structure, as opposed to the three-dimensional I-Pb-I perovskite scaffold. The strong shift of 
the NH2 wagging mode ν12 indicates strong bonding action from the amine group (e.g. 
hydrogen bonding) in the orange AzPI phase. The generally stronger shifts in modes 
associated with the 2C-position and the ambivalent behavior of 1C-positioned modes suggests 






Figure 2: (a-b) Full spectra of AzI and AzPI including comparison to Az+ modes (c-e) 
zoomed region with shifts of assigned peaks against Az+  
Both MAPI and FAPI are known to be unstable in even low humidity conditions.[37] To test 
the stability of AzPI films towards water, both an AzPI film and MAPI film were submerged 
in water for a few seconds. As might be expected the MAPI film immediately turned yellow 
on contact with water and part of the film detached into the solution. In contrast the 
azetidinium film remained fully intact and the bright orange colour was unchanged. To 
investigate the degree of degradation of each film, thin film XRD was run before and after the 
dipping experiment. The results are shown in Figure 3a. The AzPI spectrum was largely 
unaffected by dipping and most importantly there was no increase in the intensity of the PbI2 
reflection at 12 °, showing that, unlike MAPI and FAPI, the photoactive phase of AzPI is 
stable even in the presence of extreme amounts of water. In contrast the MAPI had clearly 
degraded and the PbI2 peak increased in intensity by more than four times after exposure to 
water. 2D perovskites have generally been shown to have an improved stability to 3D 





Figure 3. The effect of water on AzPI and MAPI: (a) photographs of AzPI (left) and MAPI 
(right) before (above) and after (below) dipping in water; (b) pre- and post-dip XRD for AzPI, 
and (c) pre- and post-dip XRD for MAPI 
 
Mixed azetidinium-methylammonium lead iodide PSC were prepared and characterised. 
Tuning the proportion of different cations in the perovskite is known to alter the band gap and 
other properties of the material.[20,35] Mixed cation films were prepared by two step 
deposition; spin-coating methylammonium iodide solutions containing an increasing mole 
percentage of azetidinium iodide onto a pre-prepared PbI2 film.  The resulting films are shown 
in Figure 4a. The black colour of the MAPI was maintained until 10 mol% AzI was included 
in the solution. At this concentration the film became visibly lighter in colour. Increasing the 
mol% of AzI in the solution caused the film to continue lightening towards the orange colour 







which there is little change in the absorbance until 5 mol% AzI is present in the solution. As 
the percentage of azetidinium increases further, the absorption onset is slightly blue shifted 
and there is a reduction in the overall absorbance between 800-600 nm, then an increase in the 
absorbance at shorter wavelengths. 
 
 
Figure 4. A study of the effects of azetidinium on methylammonium lead iodide (a) 
photographs of the AzMAPI films on glass with different mol% Azetidinium iodide in the 
spin-coating solution, from left to right: (top row) MAPI, 1 mol% AzI , 2 mol % AzI, 5 mol% 
AzI; (bottom row) 10 mol% AzI, 25 mol% AzI and AzPI; (b) UV/Vis spectroscopy and (c) X-
ray diffraction patterns for the films on glass with inset tracking of the movement of the 
(2,2,0) peak at 28.5 °; (d) Box-chart for the efficiencies of cells made using AzMAPI and (e) 









In the thin film X-ray diffractograms there are clear trends that appear with the increasing 
mole percentage of azetidinium in the spin-coating solution. For compositional ratios of x ≤ 
0.02, the diffraction pattern shifts towards smaller angles, caused by an increase in unit cell 
size. There is a single peak at 28.5 ° without shoulder, suggesting that there is a continuous 
phase of AzxMA1-xPbI3. For larger Az ratios 0.05 ≤ x ≤ 0.1, the perovskite reflections indicate 
splitting into two domains. The primary AzPI peak at 26.2 ° appears at x = 0.1, and upon 
further increasing the Az ratio to x ≥ 0.25, the intensities of the MAPI phase reflections 
decrease, while the AzPI reflections become more intense. Taking the MAPI (2,2,0) reflection 
as an example (inset in Figure 4c), there is a broadening and leftward shift – with the 
appearance of shoulders in the peak for the 5 mol% AzI sample. The apparent phase 
separations in the films made with a larger proportion of AzI explains the shape of the 
UV/Vis spectrum, with separate AzPI phases within the MAPI film causing shoulders in the 
absorbance, rather than completely shifting the band gap. 
 
For solar cell fabrication PbI2 films were dipped into solutions of mixed AzI and MAI, to 
allow the organic cation solution to fully penetrate the mesoporous layer (Figure S4). MAPI 
cells were used as the control. Until recently the highest reported efficiency for a pure 
MAPbI3 cell was 15%, 
[2] however using a multi-step Lewis base adduct method, the 
efficiency can be increased to 19.7 %. [38] The highest efficiency perovskite devices are mixed 
cation and contain MA, FA and Cs. We chose to work with lower efficiency MAPbI3 cells to 
allow us to fully characterise any changes introduced by the Az cations. The cells were made 





Table 2. Photovoltaic parameters for MAPI and 1 mol% Azetidinium solar cells (averaged over 15 pixels) 
 VOC (mV) JSC (mAcm




MAPI 948 ± 13 18.6 ± 0.70 62 ± 5.1 12.9 11.0 ± 1.35 
Az0.01MA0.99PI 925 ± 16 18.1 ± 0.95 65 ± 4.0 13.0 11.1 ± 0.95 
 
AzMAPI mixed cation cells deposited from a solution containing more than 5 mol% AzI 
show a lower efficiency than pure MAPI cells (Figure 4d). This agrees with the UV/Vis 
spectra, XRD (Figure 3b & 3c) and EQE (Figure S5) measurements which all show phase 
separation into MAPI and AzPI regions when 5 mol% AzI is present in the precursor solution. 
A discontinuous phase may hinder charge transfer through the lattice. With lower percentages 
of azetidinium in solution there is an improvement in the average efficiency of the cells, 
which is largely due to an improved fill factor (Figure S6). This, as well as a significant 
reduction in the hysteresis, is evident in the JV curves displayed in Figures 4(e) and S7, 
where, as in Table 2, the best performing MAPI and AzMAPI pixels are compared. There is a 
reduction in the standard deviation of the cell efficiency, from 1.35 in the MAPI control to 
0.95 in the Az0.01MA0.99PbI3 set. The stabilised power output of the devices also increased, 
shown in Figure S8. The best performing cell, from the Az0.01MA0.99PbI3 set had an efficiency 
of 13.00 % in the reverse sweep, and 12.98 % in the forward sweep.  
3. Conclusion 
 
In conclusion, we have synthesised and characterised the new compound, azetidinium lead 
iodide (AzPI). We have determined that this compound exists as a stable, bright orange film 
and exhibits some photovoltaic capability, with an optical band gap of 2.15 eV. This tests the 
application of tolerance factor calculations to these materials, as azetidinium lead iodide is 
predicted to be within the range where a 3D perovskite should form. Chemical differences in 
the cation itself (dipole, acidity of the N-H group) are likely to be a key factor that needs to be 




methylammonium to further improve the properties of the MAPI perovskite. These AzMAPI 
perovskites show an enhanced efficiency and stability compared to pure MAPI, with a 
reduced hysteresis at low percentages of azetidinium. 
4. Experimental 
 
4.1. Dipole calculations 
The calculated dipoles have been obtained using the NWChem code. [39] The initial input 
obtained by geometrical intuition has been optimized. To express the wavefunction we used 
the cc-pVTZ basis set provided within the package and the as exchange correlation functional 
we used the B3lyp. The obtained values are in good agreement with other reports in literature. 
[40,41] 
 
4.2. Azetidinium iodide preparation 
5 ml of Azetidine (Alfa Aesar) at 0 °C had 55 mL hydroiodic acid (Sigma) added to it under 
argon atmosphere (Caution! Exotherm). The ice bath was subsequently removed, and the 
solution was stirred for one hour. The solution was then left on a rotary evaporator until dry, 
leaving a bright orange solid. This was washed with diethyl ether to remove the iodine, and 
recrystallized in isopropanol, leaving white needle-like crystals. The identity of azetidinium 
iodide (AzI) was confirmed by 1H NMR (Figure S1): (300 MHz, D2O, δ): 2.46 (quin, J = 8.29 
Hz, 2 H) δ 4.04 (t, J = 8.5 Hz, 4 H) 
4.3. Crystal formation 
0.1 mmol PbI2 and AzI were dissolved in 1 mL N,N-dimethylformamide, and single crystals 
were grown by the solvent evaporation method. 
4.4. Film deposition 
For optical and structural measurements the perovskite films were deposited on to microscope 




cleaned by sonication in 2% Hellmanex solution in water, followed by deionised water, 
acetone and isopropanol at 90 °C. Lastly they were treated with UV/Ozone for 20 minutes. 
100 µL of a 1 M solution of PbI2 (Sigma-Aldrich) in N,N-dimethylformamide was spin-coated 
at 2000 rpm for 60 seconds, followed immediately by 100 µL of isopropanol spun at the same 
rate. The resulting PbI2 film was dried at 60 °C for 30 minutes. Solutions containing varying 
mole percentages of azetidinium iodide compared to methylammonium iodide were prepared 
in isopropanol, with a concentration of 20 mgml-1. 100 µL of these solutions were pipetted 
onto the PbI2 films, and spun for 60 seconds at 2000 rpm. The perovskite films were annealed 
at 100 °C for 20 minutes. 
4.5. Solar cell fabrication 
Pre-etched FTO glass (Kintek) was cleaned in 2% Hellmanex solution in water, followed by 
deionised water, acetone and isopropanol. A compact TiO2 layer was deposited by spray 
pyrolysis. A hand held atomiser was used to spray a solution of 10 vol% solution of titanium 
isopropoxide (bisacetylacetonate) (Sigma-Aldrich) in isopropanol onto the substrates, which 
were kept at 550 °C for the procedure, and sintered for 30 minutes at the same temperature. A 
mesoporous layer consisting of a 2:7 mixture of 30 NR-D TiO2 paste (Dyesol) in ethanol was 
spun onto the compact layer with a further 30 minute sintering step at 550 °C. After cooling, 
to improve conductivity a 0.1 M solution of Li-TFSI (Sigma) solution was spin-coated at 
3000 rpm for 10 seconds and the substrates were then re-sintered at 550 °C for 30 minutes.  
Perovskite deposition was performed in a nitrogen filled glove box. A two-step dip-coating 
method was used to fabricate the solar cells.  1M PbI2 in DMF was kept at 70 °C for spin-
coating. 100 µL of PbI2 solution was spin-coated at 6500 rpm for 30s, then dried at 100 °C for 
30 minutes. A 5 minute dipping step in the MAI or mixed MAI/AzI in IPA solution 
(10 mgml-1, AzI fractions in mol% with respect to MAI). The films were annealed at 100 °C 




The hole transport layer solution consisted of 85 mgml-1 Spiro-OMeTAD (Ossila) in 
chlorobenzene, with additives of: 30 µLml-1 t-butyl pyridine (Sigma), 20 µLml-1 of 
520 mgmL-1 Li-TFSI in acetonitrile and 30 μgmL-1 FK209-TFSI solution. This was spin-
coated onto the perovskite at 4000 rpm for 30 seconds. 
To establish the contacts, 2 mm of perovskite was removed from the centre of the substrate. 
100 nm of gold (Kurt J Lesker) was deposited by thermal evaporation. 
4.6. SCXRD, PXRD 
Crystal X-ray diffraction was performed on an Agilent Technologies EOS S2 Supernova, using 
a Cu X-ray source. 
A Bruker axs D8 advance powder x-ray diffractometer with a Cu Kα source and Ge 
monochromator was used for Powder X-ray diffraction. Measurements were taken from 2θ 
values of 10 ° to 80 °. 
4.7. UV/vis spectroscopy 
Thin film optical Transmission and Reflectance measurements were performed on a Perkin-
Elmer Lambda 750S UV/Vis spectrometer, from 1000 nm to 250 nm. Absorption was 
calculated as incident light– (transmission + reflectance). 
4.8. Raman spectroscopy 
Raman measurements were performed with a Renishaw in via Reflex microRaman 
spectrometer equipped with solid state lasers emitting at 514 and 785 nm with a resolution of 
< 2 cm−1 . The laser beam was focused with a x50 magnification lens, giving a laser spot size 
of about 1 µm in diameter. Rayleigh scattering was rejected with a 110 cm−1 cutoff dielectric 
edge filter. The AzI sample was measured with a 514 nm laser and the orange AzPI with the 
785 nm laser in order to avoid resonant effects in the sample. All measurements were 
performed in air and with different laser powers to ensure that the laser probe did not induce 
damage or changes in the sample 




An Autolab potentiostat/galvanostat was used for solution based electrochemistry, using an 
Ag/AgCl reference electrode and a platinum counter electrode. 0.1 mol azetidinium iodide in 
isopropanol was used as the electrolyte. For Mott-Schottky measurements the frequency was 
27 Hz and the voltage was swept stepwise from -0.1 to 0.75 V vs Ag/AgCl. 
4.10. J-V curves 
J-V curves were measured using a Keithley 2601A potentiostat, under 1 Sun intensity and at 
AM 1.5. The cell was sweeped at 100 mVs-1 from 1.1 V to -0.1 V and back to 1.1 V. The 8 
pixels with a 0.1 cm2 active area (obtained using a mask) were measured independently.  
A Newport Oriel 91150-KG5 reference cell with a KG5 filter was used for instrument 
calibration. 
EQE measurements were taken in 10 nm steps from 380-850 nm. 
4.11. Scanning Electron Microscopy 
SEM images were taken on a JEOL SEM 6480LV, at an acceleration voltage of 10kV. 
4.12 Atomic Force Microscopy 
AFM images were taken on a Nanosurf easyscan 2 FlexAFM system in dynamic mode using 
a force of 20 nN. A ContAl-G Tip was used for measurements. 
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Figure S1: Azetidinium Iodide 1H NMR Spectrum (Taken in D2O on a 300 MHz Spectrometer) 
 








Table S1. Comparison of all measured Raman modes of AzPbI3, AzI and Az with provisional peak assignment. 
 
Az (DFT) AzI rel. shift AzPI Assignment  
361    ν1 Ring pucker 
   693 ν2 N-H bend (in plane) 
808 785 ê 15 770 ν3 Ring deform 
 883 ê 8 875 ν4 2-CH2 twist 
 911 ê 12 899 ν5 2-CH2 rock 
961 956 ê 5 951 ν6 1-CH2 rock 
1009 1012 ê 4 1008 ν7 2-CH2 rock 
 1217   ν8 1-CH2 wag 
1254 1245 é 7 1252 ν9 1-CH2 twist 
1313 1283 ê 6 1277 ν10 2-CH2 twist 
1385 1302   ν11 1-CH2 twist 
1452 1455   ν12 1-CH2 wag 
1534 1511 ê 61 1450 ν13 NH2 wag 
1655 1582   ν14 2-CH2 scissor 
2982 2980 ê 8 2972 ν15 1-C-H stretch 
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Figure S3: Chopped photocurrent measurement of AzPI on FTO, in 0.1 M AzI 





Fig. S4: A photograph of the MAPI/AzMAPI solar cell, from left to right: (top) MAPI, A1, A2 













Fig. S5: (a) EQE measurements for the best performing pixels for each mixture of MAPI, 
























































































































































































4.2.2 Azetidinium: A new organic cation as an A-site derivative 185
4.2.2.2 Contemporary assessment
Due to the recent submission of this publication (January 2017) an evaluation of
the impact on other literature is not possible at this stage.
186 4.3 Conclusions
4.3 Conclusions
The work in this chapter was designated to expand the compositional space of the
MAPbI3 perovskite, regarding an improvement of the materials stability through a
partial or complete replacement of the MA+ cation with Cs+ or Az+. Our results
can be described twofold, because they redefine the boundaries of a known perovskite
system (CsxMA1-xPbI3), and also widen the compositional space by introducing a new
constituent (Az+ cation).
We showed that for the case of the Cs+ most cation mixtures are not obtainable.
This is caused by a substitution limit for x > 0.13± 0.03, that has not been reported
in literature so far. Nevertheless, we showed that for mixtures that form a solid state
solution (x < 0.13), the Cs-incorporation has a beneficial effect on device stability. By
redefining the boundaries of the CsxMA1-xPbI3 system, we were able point out the
reason for the apparent under-representation of this perovskite system in literature
and give important guidelines for the further design of novel perovskite mixtures with
multiple cation constituents. An extended structural analysis is given in this thesis and
indicates that the incorporation of Cs+ induces strain on the perovskite lattice that
could lead to the miscibility limit. OCVD results indicate that the inclusion of the Cs+
cation causes a decrease of defects in the perovskite lattice.
The formulation of a new APbI3 compound with the Az-cation resulted in the
formation of an orange (presumably non-perovskite) phase on its own. However, an
inclusion of small amounts into the MAPbI3 perovskite structure to form a solid-state
solution was shown to be feasible; this however comes along with similar limitations
as in the Cs-MA system, as shown by peak separation in XRD at about x = 0.05.
A spectroscopic analysis of this compound was done regarding bonding motives and
gave indications of strong bonding effects with the inorganic scaffold that could play a
decisive role for the instability of the AzPbI3 perovskite phase.
Current research seems to spark interest in perovskites with multiple cation systems
(mainly MA+, FA+, Cs+), which can be dual, triple or even quadruple,[43, 44, 21, 45]
and supposedly cause an entropic stabilisation of the system. The research presented in
this study gives important guidelines and offers new possibilities for the further design
of improved cation mixtures.
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The interface is the device
Herbert Kroemer
Nobel Lecture, 2000 [1]
W
hen Nobel laureate Herbert Kroemer coined the phrase ‘The interface is
the device’, he was referring to heterogeneous semiconductor structures
that give rise to astonishing properties on an increasingly smaller scale.[1]
This statement still holds to be true nowadays; and electronic devices are continuously
shrinking in size, which gives the interface dominance over the response of the whole
system. Silicon is one of the cornerstones in the development of electronics and still forms
the basis for most photovoltaic devices. New materials with higher molar absorption
coefficients allow for even thinner devices and inorganic-organic perovskites form a good
example of a high-performing semiconductor that could compete with silicon. Besides
its decreased device thickness, other intriguing properties of PSC make it a fascinating
subject of research. The movement of ion vacancies across the device and the resulting
formation of Debye layers at the interface is only one example. Rotation of cations with
a dipole moment that makes the whole device behave like a plastic crystal were suggested
to give rise to a splitting of energy levels, hence suppressing recombination.[2] These
structural dynamics are essential for a further understanding of this material. First of all
they are key to understand many of the materials fundamental properties. Secondly, in
order to achieve the ultimate goal of maximising the device performance, it is essential
to interpret these nanoscopic phenomena to macroscopic processing parameters that
eventually influence the performance (as described in chapter 3). This can only be
193
194 5.1 Experimental methods
achieved with a fundamental and detailed knowledge of the underlying mechanisms
that cause these phenomena. Many recent reports on structural dynamics suffer from
measurement-induced changes, as described in the next paragraph. Appropriate and
reliable tools are needed to overcome these limitations and fully evaluate the dynamics
of HOIPs.
Structural dynamics can be dealt with using a bottom-up approach that simulates
electronic properties with methods like DFT and from there on predicts material
properties (e.g. energetic landscapes and vibrational dynamics). There are several DFT
studies, most of them based on the Vienna Ab Intio Simulation Package VASP or
Quantum Espresso.[3, 4, 5, 6, 7, 8] Despite their elegance in simulating properties from
first principle, their downside is that small energetic offsets are relatively normal during
their convergence which can result in large offsets in the simulation output. An offset of
e.g. 10 meV is small for a DFT convergence but makes a significant difference in a vibronic
spectrum (shifts a vibrational spectrum by 81 cm−1). Therefore a peak assignment
based solely on first-principle calculations can be ambiguous.[9] Secondly, a top-down
approach can be used to predict structural properties from a measured spectrum.
However, a measurement of the ‘true spectrum’ is difficult for hybrid inorganic-organic
perovskites. Several effects make the spectrum acquisition ambiguous and need to be
considered when interpreting the spectrum, e.g. phase-segregation,[10, 11] structural
changes,[12] as well as optical changes,[13, 14] which can even be photo-induced during
the measurement. Perovskites are more challenging as an intrinsic instability of the
material makes it difficult to measure the material without causing degradation with the
measurement laser.[15, 16, 17] This caused a variety of reported spectra for MAPbI3,
as laid out in chapter 1 (e.g. see fig. 1-4b). For the acquisition of a ‘true’ spectrum, it is
necessary to consider these effects and take appropriate measure to avoid ambiguities.
The approach given in this work for the acquisition of a vibrational spectrum of
the MAPbI3 perovskite is to take a step back and not solely focus on a single aspect
but rather see the material in the context of various parameters. This way, the true
spectroscopic response can be differentiated from measurement artefacts. It also serves
to better understand structural trends in the dynamic response of the system regarding
these parameters: The influence of halide derivatives (Cl, Br, I) was studied at different
excitation frequencies and temperatures via far-IR and Raman spectroscopy.
5.1 Experimental methods
The substrate cleaning was done in the same way as described in chapter 3. The
synthesis of the methylammonium halide salts (MAI, MABr and MACl) was done by
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neutralising methylamine with the corresponding hydrogen-halide. Details of the process
can be found in the appendix.
For the spectroscopic study described in this chapter, we prepared a range of
stoichiometric (1:1 ratio of lead(II) halide to methylammonium halide) single halide
perovskite precursor solutions MAPbI3, MAPbBr3 and MAPbCl3 at a 1 mol/L in
DMSO. This is different from the 3:1 stoichiometry with chloride inclusion used in
the last chapter. The mixed halide perovskite precursor solutions were prepared by
mixing the respective ratios of single halide solutions and stirring the solutions for 1 h.
Synthesis of the precursors was done in the fume hood, while the mixing, deposition
and annealing of the perovskite precursor solutions was done in an argon-filled glovebox.
For planar films the precursor solution was deposited on a microscopy glass slide. For
meso-porous films a dispersion of Al2O3 nanoparticles was spin-coated onto glass slides
(2000 rpm for 60 s) and annealed at 500 ◦C for 30 min. All solutions were spin-coated
onto the flat or meso-structured substrates at 2000 rpm for 60 s and then annealed on
a hotplate at 100 ◦C for 30 min.
Structural characterisation was performed on a Siemens D-500 diffractometer in
Bragg-Brentano geometry with Cu Kα1 radiation (λ = 1.5406 Å) and Cu Kα2 radiation
(λ = 1.5444 Å). Unit-cell refinements were performed with the GSAS package[18]. UV-
Vis diffuse reflectance (R) spectra were acquired on a Hitachi 3010 spectrophotometer
using an integrating sphere with 60 mm diameter and BaSO4 as a reference. Far-IR
spectra were collected in transmission mode at normal incidence on a Bruker Vertex
80v vacuum spectrometer. Raman measurements were performed with a Renishaw
in via Reflex micro-Raman spectrometer equipped with solid-state lasers emitting at
514 and 785 nm Measurements were performed at different laser powers to assure the
intensities used did not induce changes in the spectrum. Off-resonance Raman spectra
were acquired with a Bruker RFS100 FT-Raman spectrometer probing with a Nd:YAG
laser emitting at 1064 nm. Each spectrum was averaged over 100 scans or 200 scans with
4 cm−1 resolution. All FT Raman measurements were performed in air and at different
laser powers to ensure that the intensities used did not induce changes in the spectral
response. The spectra were analysed by fitting a mixed Lorenzian-Gaussian functions
using the Wire software from Renishaw. Line widths were corrected for instrumental
broadening.
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5.2 Results and discussion
5.2.1 Structural influence of halide derivatives
Recent spectroscopic studies (in particular Raman studies) were specifically focusing
on the MAPbI3 and mostly the low-frequency region. This is useful because this region
holds valuable information regarding the inorganic dynamics of the structure, while
higher frequency modes are attributed to internal MA+ modes. However, the just
mentioned ambiguities often blurred a clear interpretation of this system. Therefore,
our approach reported in this chapter, takes a step back to see the MAPbI3 within its
context while varying several parameters and thereby facilitating the assignment of
spectroscopic features. Those parameters are two-fold: Firstly, the compounds were
measured within their compositional range of halide derivatives. The reason is that
the data acquisition for most of the MAPbI3 halide derivatives is comparably easy and
we expected many trends to change continuously, because Cl, Br, I show a continuous
trend regarding size and electro negativity. Secondly, different excitation sources were
employed; in order to exclude light-induced effects, the perovskite system was measured
with 515, 785 and 1064 nm Raman lasers, therefore exciting in resonance as well as
off-resonance conditions and circumventing the above-mentioned problems. Also a
comparison to a far-IR spectra was done for the low-frequency Pb-X inorganic modes.
Finally, measurements were taken between 100 K and RT to measure different phases
of the perovskite system. The assignment of modes within the trends dictated by the
parameters given above allowed for a sophisticated assignment of modes. In fact, our
study is the first report that makes use of an off-resonance excitation and can be seen
as the first unambiguous report of the ‘true’ MAPbI3 Raman spectrum. The results
allowed for an evaluation of bonding and ordering of the MA+ within the PbX cage.
5.2.2 Related publications
Reproduced with permission.[19] Copyright 2016, American Chemical Society.
RGN contributed to this study in several ways. This includes the synthesis of
all MAPbX3 materials (including MAX precursors) as well as their spectroscopic
measurement (UV-Vis, far-IR, Raman on all instruments); composing of the
manuscript, including graphs, was also done by RGN.
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ABSTRACT: This study reports Raman and infrared spectra of hybrid
organic−inorganic MAPbX3 perovskites (MA = CH3NH3, X = Cl, Br, I) and
their mixed-halide derivatives. Raman spectra were recorded at three laser
wavelengths (514, 785, and 1064 nm) under on- and off-resonance conditions,
as well as at room temperature and 100 K. The use of different excitation
wavelengths allowed the unambiguous acquisition of “true” Raman spectra
from the perovskites, without degradation or photoinduced structural changes.
Low-frequency PbX vibrational modes were thoroughly identified by
comparison of Raman and far-IR results. Red Raman frequency shifts for
almost all MA vibrations from 200 to 3200 cm−1, and particularly intense for
the torsional mode, were observed toward heavy halide derivatives, indicative
of strengthening the interaction between halides and the organic cation inside
the inorganic cage. Different MA−X bonding schemes are evidenced by
torsional mode pairs emerging in the orthorhombic phase. MAPbBr3 was further characterized by variable temperature Raman
measurements (100−295 K). Broadening of the MA rocking mode slightly above the tetragonal I to II phase transition is
connected with disorder of the MA cation. Our results advance the understanding of perovksite materials properties (ferroelectric
domain formation, anomalous hysteresis) and their use as efficient light absorbers in solar cells.
1. INTRODUCTION
Recently, there has been an increase in research on perovskite
materials1−6 leading to a steep rise in cell performances to a
certified value of 21%7 within a few years. Similar developments
took decades for other photovoltaic technologies to achieve.
Even though perovskites are a large family of compounds which
all share the common stoichiometry ABX3, most of the recent
attention has been given to the hybrid organic−inorganic
methylammonium lead halide perovskites (MAPbX3, MA =
methylammonium, Pb = lead, X = halide) and in particular the
iodide derivative MAPbI3. Structure and band gap in ABX3
perovskites can be easily modified by changing the cation, the
metal, or the halide. Partial substitution of the iodide in
MAPbI3 results in the isostructural MAPbI3−xBrx with a blue-
shifted band gap, which is favorable for multijunction devices
and increases chemical stability.8−11 However, the photo-
instability of the excited state of MAPbI3−xBrx results in
segregation of the material into microdomains for x > 0.6.12
Addition of chloride during perovskite crystallization has been
shown to improve charge transport13,14 even though its exact
role remains unclear.15,16 Besides the influences of chemical
composition on optoelectronic performance and stability,
temperature-dependent structural changes play a pivotal role
as well. The low-temperature orthorhombic phase of MAPbI3 is
thermodynamically more stable compared to the tetragonal
phase obtained at room temperature10 and charge-carrier
dynamics become more confined and show excitonic behavior
in the orthorhombic phase.17 This indicates that temperature-
induced structural changes can tip the scales from an
exothermic toward endothermic dissociation enthalpy and
from free charge-carrier movement to excitonic confinement.
Thus, tuning of the perovskite composition or structure can be
used in order to enhance stability and performance of
perovskite solar cells, both of which are investigated in this
study.
X-ray diffraction has been widely used to determine the
crystal structure of MAPbX3 perovskite materials since their
discovery in 1978.18,19 However, it can be difficult to resolve
the positions of lighter atoms like nitrogen and carbon in the
presence of the heavier lead and iodine. The structural
orientation of the MA cation within the inorganic framework
has therefore been studied in more detail with NMR
spectroscopy20 and neutron scattering.21,22 These studies
were able to resolve the orientation of MA cations and show
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an increasing disorder when moving from the orthorhombic
phase toward higher temperature phases alongside a weakening
of the bonding between the NH3 in the MA and the
halides.21,22 Alignment of the MA cations can yield a net
dipole that is energetically favorable in the tetragonal phase and
is further stabilized in the orthorhombic perovskite phase. It has
been suggested that this MA alignment can induce polar-
ferroelectric characteristics in the material in low-symmetry
phases.23 Structural dynamics within the perovskite structure
have important implications on the operation mechanism of
perovskite solar cells. They are thought to assist charge
separation,24 tune the band gap,25,26 improve open-circuit
voltage,27 and affect hysteresis during current−voltage measure-
ments.28 These versatile implications show the importance of a
detailed study of MA dynamics with Raman and IR
spectroscopies.
Perovskite halides have been examined before with mid-IR
absorption experiments29−32 which give valuable information
about MA dynamics, hydrogen bonding, and water infiltration
inside the perovskites, but they do not cover the important low-
frequency range where vibrations of the inorganic lead halide
network of corner sharing PbX6 octahedra are mainly active.
Despite the suitability of the infrared absorption technique for
obtaining the vibrational modes in light sensitive systems, only
limited far-IR data for single halide perovskite compounds have
been reported up to now.33,34 Besides, reports of Raman
measurements on MAPbI3 perovskites
23,35−40 have so far been
limited to resonant or near resonant conditions with typical
excitation wavelengths of 514, 532, or 785 nm. However, this
may be problematic because of the high absorbance and
photosensitivity of the material. Moreover, the Raman
spectrum of MAPbI3 at low frequencies resembles the PbI2
precursor spectrum, which makes it difficult to distinguish
between pristine and (partially) decomposed samples, as we
pointed out recently.41 Ledinsky et al. reported on photo-
induced decomposition during resonant Raman measurements
and emphasized the use of laser intensities far below the values
that would usually be employed.36 Apart from the photo-
induced decomposition,42 MAPbI3 photoexcitation induces a
range of other effects that can alter its structure and therefore
the experimental outcome.12,37,43 As mentioned earlier, mixed-
halide perovskites have been shown to segregate into
microdomains under illumination, presumably caused by an
instability of the photoexcited state.12 A recent study by
Gottesman et al. showed reversible structural modifications of
MAPbI3 in the Raman spectrum by excitation under resonant
conditions.39 Experimental results are often backed by
computational studies,23,37,38 which give valuable information.
Nevertheless, these calculations are based on several
assumptions and produce complex spectra with many super-
imposed bands especially in the low-frequency range. Also,
small uncertainties involved in calculations can result in very
large offsets in the spectrum, making peak assignment
ambiguous.37
The current work investigates MAPbX3 structural dynamics
for all halide derivatives by combining far-IR absorption and
Raman scattering and addresses most of the critical issues raised
in the literature up to now. For the first time we perform off-
resonance Raman experiments and manage to obtain
unambiguous Raman spectra avoiding decomposition or
structural changes in the material. Measurements have also
been carried out on the low-frequency Raman and IR active
modes of the inorganic PbX6 octahedra. Variable temperature
Raman measurements show characteristic spectroscopic
changes of the MA torsion and rocking vibrations which have
implications on the ordering and bonding of MA inside the
inorganic framework. Understanding the fundamental material
properties is the key to the construction of perovskite solar cells
with improved efficiency and stability.
2. EXPERIMENTAL METHODS
2.1. Materials and Depostion of Films. The methyl-
ammonium halide salts (MAI, MABr, and MACl) were
synthesized by dropwise neutralization of an ice-bath cooled
solution of 24 mL methylamine (Sigma-Aldrich) in 100 mL of
ethanol with the corresponding hydrogen-halide (10 mL of 57
wt % HI in water; 14.6 mL of 48 wt % HBr in water; 15 mL of
37 wt % HCl in water; all Sigma-Aldrich). The solvent was
removed in a rotary evaporator, and the powder was
recrystallized from ethanol. Upon slow cooling of the ethanol
solution white crystals were formed. Washing with diethyl ether
and drying at 70 °C for 6 h was performed afterwards. The
single halide perovskite (MAPbI3, MAPbBr3, and MAPbCl3)
precursor solutions were prepared by mixing a 1:1 stoichio-
metric ratio of lead(II) halide (PbI2, 99%; PbBr2, 99.99%;
PbCl2, 99.99%; all Sigma-Aldrich) with the corresponding
methylammonium halide at a 1 mol/L concentration in DMSO
(≥99.9%; Sigma-Aldrich) for 1 h at 60 °C. For the mixed halide
perovskite precursor solutions, the respective ratios of single
halide solutions were mixed and stirred for 1 h. Synthesis of the
precursor salts was performed in the fume hood, while the
mixing of the perovskite precursor solutions, films deposition,
as well as annealing were done in an argon-filled glovebox
(H2O and O2 concentration <1 ppm).
For the preparation of planar films the precursor solution was
deposited on a microscope glass slide. For mesoporous films, a
dispersion of Al2O3 nanoparticles (20 wt % in 2-propanol;
Sigma-Aldrich) was spin-coated onto glass slides (2000 rpm for
60 s) and annealed at 500 °C for 30 min. All perovskite
solutions were spin-coated onto the flat or mesostructured
substrates at 2000 rpm for 60 s and then annealed on a hot
plate at 100 °C for 30 min. Samples for far-IR characterization
were prepared by depositing mesoporous perovskite films on a
0.8 mm thick high-density polyethylene (HDPE) to improve
surface wettability. In order to enhance the perovskite Raman
scattering volume, measurements were performed on powder
samples taken by scratching the films.
2.2. Characterization. The perovskite films were structur-
ally characterized using a Siemens D-500 diffractometer that
operates in Bragg−Brentano geometry with Cu Kα1 radiation (λ
= 1.5406 Å) and Cu Kα2 radiation (λ = 1.5444 Å). Data were
collected over the angular range 5° ≤ 2θ ≤ 100° counting for 1
s at each step of 0.05° in detector position. Unit-cell
refinements were performed with the GSAS package.44
UV−vis diffuse reflectance (R) spectra were acquired on a
Hitachi 3010 spectrophotometer using an integrating sphere
with 60 mm diameter and BaSO4 as a reference. The data were
transformed into Kubelka−Munk absorbance F(R)= (1 − R)2/
2R.
The IR transmittance measurements were run at normal
incidence on a Bruker Vertex 80v vacuum spectrometer using
HDPE-alumina films as a reference. Each spectrum was
averaged over 200 scans with a 4 cm−1 resolution. The far-
infrared (FIR) beam splitter and detector offered a working
range of ca. 60−680 cm−1. The transmittance spectra were
converted to absorbance and normalized to 1.
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Raman measurements with excitation at 514 and 785 nm
were performed with a Renishaw In-Via Reflex dispersive
micro-Raman spectrometer with <2 cm−1 resolution. The laser
beam was focused on a spot of 1 μm in diameter with a ×100
magnification lens. Rayleigh scattering was rejected with 50 or
110 cm−1 cutoff dielectric edge filters, and analysis of the
scattered beam was performed on a 250 mm focal length
spectrometer along with suitable diffraction gratings (1800
lines/mm for visible and 1200 lines/mm for NIR) and a high-
sensitivity CCD detector. Cryostatic Raman measurements at
low temperature (LT) were done under inert atmosphere in a
THMS600PS Linkam cell by focusing the laser beam with a
×50 long focal distance lens. Raman spectra under off-
resonance conditions for all samples were acquired with a
Bruker RFS100 FT-Raman spectrometer equipped with a
Nd:YAG laser emitting at 1064 nm. Each spectrum was
averaged over 100 scans or 200 scans with 4 cm−1 resolution,
while the effective working range was ca. 100−3500 cm−1. All
RT Raman measurements were performed in air and at
different laser powers to ensure that the intensities used did not
induce changes in the spectra. The measured Raman spectra
present a strong elastic scattering background in the low-
frequency (LF) spectral range. In order to enhance the Raman
features at this LF range where very informative PbX and MA
vibrations are active, and correctly determine spectral character-
istics (frequency, line width, and line shape), the spectra were
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where I(ω) and Ired(ω) are the measured and reduced Raman
intensity, respectively. n(ω, T) is the Bose−Einstein statistic
factor, h and kB are the Planck and Boltzmann constants,
respectively, c is the speed of light, ω is the Raman shift in
cm−1, and T is the temperature in K. The analysis of the
reduced spectra was done by fitting them with mixed
Lorenzian−Gaussian functions using the Wire software from
Renishaw. Line widths were corrected for instrumental
broadening.
3. RESULTS AND DISCUSSION
3.1. Structural and Optical Characterization. Schemes
of the perovskites structure at the three different structural
modifications (cubic, tetragonal, and orthorhombic) together
with transition temperatures46 are shown in Figure 1a. Powder-
XRD patterns of the area of interest for the whole set of
MAPbX3−xYx materials, shown in Figure 1b, confirm the
presence of the perovskites as the main phase. In addition,
certain amounts of admixtures were present, in particular PbI2
for the I-containing samples (for the full patterns see Figure S1
in the Supporting Information). MAPbCl3, MAPbBrCl2,
MAPbBr2Cl, and MAPbBr3 were indexed as cubic systems,
whereas MAPbBr2I, MAPbBrI2, and MAPbI3 were indexed as
tetragonal systems, in accordance to ref 8. A regular trend in the
unit-cell expansion with substitution of Cl by Br and I was
observed. The determined lattice parameters of the tetragonal
MAPbI3 (a = b = 8.861(2) Å, c = 12.653(4) Å) are in
agreement with the literature values of a = b = 8.849(2) Å, c =
12.642(2) Å,47 within the 3σ estimated standard deviation. The
lattice parameters are given in Table S1 of Supporting
Information.
Substitution of heavy halogen atoms with lighter ones in
MAPbX3−xYx results in films with tunable color from dark
brown to white, as shown in the photographs of the prepared
films inserted in Figure 1c. In order to analyze the light
harvesting of the films over the solar spectrum, diffuse
reflectance measurements were carried out. In Figure 1c, the
absorption F(R) data are plotted in terms of (F(R)hν)2 vs hν,
which is the standard analysis for materials having a direct band
gap. Band gap values (Eg) were found by the intersections of
the slope with the energy axis and are shown in the graphs, and
further listed in Table S2 where they are compared with the
Raman excitation energies. The values are slightly blue-shifted
compared to literature values.8 Blue-shifted absorption onsets
were reported recently.48,49 The shift can be caused by a
ferroelectric domain wall-induced band gap reduction and has
been observed for mesoporous scaffold architectures.26,48 The
influence of annealing temperature on band gap is another
possible explanation for this observation.49 In general, the
reported band gaps for MA lead perovskites can vary
significantly.50 The excitonic peaks appearing in the spectra
for lighter halide derivatives are presumably caused by an
increase in the exciton binding energies.51
Figure 1. (a) Different phases of the MAPbX3 perovskite, which transform upon changing temperature or halide composition: halides, large purple
spheres, Pb, large gray spheres; MA, interstitial. Transition temperatures into tetragonal II MAPbBr3 are in brackets. (b) Powder XRD patterns of the
range of interest from all halide perovskites examined in this study. (c) UV−vis spectra (where F(R) is the Kubelka−Munk function) of perovskite
films which change in color (from dark brown to white) and show a shift in band gap energy (from 1.61 to 3.06 eV) as lighter halogens are
introduced into the structure.
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3.2. Low-Frequency Pb−X Vibrational Modes: Far-IR
and Micro-Raman Results at Room Temperature. The
PbX6 octahedra of the perovskite halides belong to the Oh point
group symmetry and have two IR active modes, ν3 and ν4, with
T1u symmetry and three Raman active modes ν1, ν2 and ν5, with
A1g, Eg and T2g symmetry, respectively.
37,52 Splitting of the
doubly and triply degenerate modes is expected due to
distortion of the octahedra, (a) by interaction between the
methylammonium and certain halogen atoms and (b) by the
occupation of the octahedral corners with different halide
atoms in the complex halide derivatives. According to
theoretical calculations,37 the splitting is considerably larger
for the Cl-based perovskites (Cl has the strongest electro-
negativity). In the present study, and for the first time in the
literature, both the IR and Raman low-frequency Pb−X
vibrational modes have been observed for all members of the
MAPbX3 family.
Far-IR spectra obtained for all MAPbX3 derivatives are
shown in the range of 50−300 cm−1 in Figure 2a, and analysis
of spectral components is shown in Figure S2. HDPE-alumina
substrate, taken as a reference, is also included in Figure S2 and
has only minor influence in the results. Wide bands are
observed in all far-IR spectra, which blue shift towards the
lighter halides derivatives and present extensive broadening
justified by the polycrystalline character of the materials.
According to recent density functional perturbation theory
calculations,34 low-frequency IR-activity (below 120 cm−1 for
MAPbI3) is mainly due to internal PbI3 vibrations. The spectra
of the MAPbI3−xBrx series are analyzed with two component
bands, which thus are straightforwardly attributed to the ν3
asymmetric stretching (103−125 cm−1) and ν4 asymmetric
bending (66−76 cm−1) vibrations of PbX6 octahedra. For the
Cl-containing samples, the higher frequency band is split into
two component bands, which are well described by mixed
Lorenzian−Gaussian character. For the pure Cl perovskite, a
very broad band is observed which includes both the ν4 band, as
a low-frequency shoulder, as well as the split ν3 band at higher
frequencies. The peak positions of the deconvoluted ν3 and ν4
modes (two peaks for the Cl-containing perovskites) are
marked in Figure 2a. In Figure 2b we plot the frequency of the
two modes versus the halogen order. For the estimation of the
ν3 frequency for the mixed halides, a weight average of the two
ν3-related component bands was taken into account. First of all
we should note that the ratio ν4/ν3 remains almost constant in
the 0.60−0.64 range. The only exception is MAPbCl3 for which
it is slightly larger and equal to 0.67, presumably due to
uncertainties in the fitting of the corresponding broad far-IR
band. The fixed ν4/ν3 ratio verifies self-consistency of the
analysis, and the ratio values match the corresponding ratios for
several other compounds quite well (e.g., the ratio for the
[PbCl6]
2− anion from ref 52 is 0.54).
Both ν3 and ν4 modes shift to higher frequencies upon
introduction of lighter halogen atoms in the structure. The ν3
and ν4 frequencies depend strongly on the reduced mass μ of
the Pb−X bond and follow the model for a harmonic oscillator
ν μ=
π
( ) k/12 , with the crude assumption of the same bond
strength k for all halides. The reduced mass is μ−1 = mPb
−1 +
mX
−1 where mX for the mixed halides was calculated by the
weight average of the halogen atomic masses in their chemical
formula. The model calculations have been done by weighting
the ν3 and ν4 frequencies against those observed for MAPbBr3
and are shown with dashed lines in Figure 2b. These results
verify that the low-frequency IR active vibrations are of the
inorganic Pb−X type and lack noticeable influence from the
MA cation. A similar behavior which consolidates our argument
is observed by analyzing the frequency shifts of the Sn−X
modes in the analogous [SnX6]
2− octahedral system,
irrespective of the vibration mode.52
Complementary to the far-IR spectra, low-frequency Raman
spectra were obtained above 50 cm−1 with 785 nm laser line
excitation. The spectra are presented in Figure 3a for all the
perovskite compounds apart from the pure MAPbI3 which
showed only a strong photoluminescence (PL) response. The
vibrational modes of the PbX6 octahedra were observed below
250 cm−1. At 270 cm−1 for MAPbBrI2 and at higher frequencies
for the rest of the compounds, a broad and well-formed band
was observed. This band is due to the torsion of MA units and
will be discussed in detail in the next section.
The Raman spectra below 230 cm−1 involve vibrations of
Pb−X bonds consisting of heteropolar ionic/covalent inter-
actions in the inorganic framework and show very broad
multibands which are not easily resolved into components. The
general trend is that all these measured bands increase in
frequency by moving toward light halides following the
corresponding behavior shown in the far-IR spectra. The
multiband character of the Raman features is clearer for the
mixed perovskite derivatives and is justified considering the
lifting in degeneracy of modes. As already discussed, three
Figure 2. (a) Far-IR spectra for the various perovskite derivatives
measured at RT. The band marked by PE is due to the polyethylene
substrate. Peak frequencies of the ν3 and ν4 bands obtained by fitting
the spectra (see Figure S2) are marked with dashed and solid lines,
respectively. The values are noted for the end perovskite members,
MAPbI3 and MAPbCl3. For Cl-based perovskites the ν3 band is split
into two component bands, ν3a and ν3b. (b) Frequency of ν3 (average)
and ν4 modes vs halide composition. Dashed lines show predictions
based on the harmonic oscillator model.
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Raman bands due to the Pb−X vibrations of the octahedral
structure are expected in the LF range. Among them the
symmetric stretching mode ν1 is expected to be the highest in
frequency, followed with the asymmetric stretching mode ν2
and the asymmetric deformation ν5.
52 Since it is difficult to fit
the spectra, we attempt an analysis based on the ratios of the
frequencies between the various inorganic vibrational modes
from the literature. Thus, according to data in ref 52., the ratios
v1/v3 = 1.07, v2/v1 = 0.74, and v5/v1 = 0.49 are observed for
[PbCl6]
2− whereas similar values are found for other systems,
too, such as for [SnX6]
2− and [SbX6]
3−. Thus, based on our ν3
values from our far-IR analysis we have predicted the mean
frequencies of the corresponding Raman bands. The respective
calculated values of the three Raman modes are reported in
Figure 3a and qualitatively describe the shifts observed as a
function of the halide change. By extending the calculations for
MAPbI3, the mean frequencies for the three Raman active
modes are predicted to be at v1 = 110 cm
−1, v2 = 81 cm
−1, and
v5 = 54 cm
−1 (see also Figure 3a).
3.3. Variable Excitation Micro-Raman Spectra of All
Perovskite Derivatives. Extensive Raman investigation with
emphasis on MA vibrations was done by performing measure-
Figure 3. (a) Low-frequency Raman spectra obtained by excitation at 785 nm. Peak frequencies of v1 (solid line marks), v2 (dashed line marks), and
v5 (dotted line marks) noted upon the graph are estimated from the experimentally recorded frequency of the v3 IR band and modes frequency ratios
from the literature (for details see text). Raman spectra of the perovskite halide derivatives obtained by excitation at (b) 1064 nm, (c) 785 nm, and
(d) 514 nm, at RT.
Table 1. Frequencies (in cm−1) and Assignments of Vibrations Numbered in Series for MA Lead Derivatives MAPb[X], Where
[X] Is the Halogen Compositiona,
mode/[X] I3 I2Br IBr2 Br3 Br2Cl BrCl2 Cl3 assignmentb
ν1 (110) 114 124 134 142 163 183 νs (Pb−X)
this work
ν2 (81) 85 92 99 105 121 135 νs (X−Pb−X)
this work
ν3 103 107 116 125 133 152 171 νas (Pb−X)
this work
ν4 65 69 72 76 82 91 114 δas (X−Pb−X)
this work
ν5 (54) 56 61 66 70 80 90 δs (X−Pb−X)
this work
ν6 249 264 286 323 334 460 488 τ (MA)
54,55
ν7 911 913 914 917 919 919 923 ρ (MA)
54,55
ν8 960 962 965 968 971 974 977 ν (C−N)
55
ν9 1247 1246 1247 1248 1249 1248 1249 ρ (MA)
30
ν10 1424 1423 1425 1428 1427 1426 1430 δs (CH3)
55
ν11 1444 1444 1451 1450 1451 1453 1454 δas (CH3)
55
ν12 1469 1472 1475 1478 1480 1483 1483 δs (NH3
+)30
ν13 1580 1581 1584 1587 1588 1593 1592 δas (NH3
+)30
− 2706 2712 2716 2714 2715 2717 2719 combination modes30
− 2821 2823 2824 2827 2827 2829 2830 combination modes30
− 2906 2906 2845 2846 2845 2847 2848 combination modes30
ν14 2959 2961 2963 2966 2968 2969 2972 νas (CH3)
30
ν15 2993 3026 3030 3035 3036 3036 3040 νs (NH3
+)55
aModes from ν6 and above were obtained from Raman spectra with 1064 nm excitation and are due to MA vibrations. Modes ν3 and ν4 were
obtained from far-IR spectra. ν1, ν2 and ν5 records are estimated frequencies and match well with experimental Raman spectra at low frequencies.
Corresponding values for MAPbI3 are shown in parentheses to indicate that Raman experimental data are not available in this work.
b
ν: stretching; δ:
bending; ρ: rocking; τ: torsion; s:symmetric; as: asymmetric.
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ments in a broad frequency range (100−3500 cm−1) using
three different excitation lines at 514, 785, and 1064 nm. This
allowed data acquisition both at resonance (res) as well as off-
resonance conditions (off-res). An overview of materials and
excitation wavelengths is shown in the Supporting Information
(Table S2). In general, the majority of resonance Raman
measurements obtained from the MAPbX3 perovskites carries
limited information on the vibrational properties of the
materials. The main reason is that the strong absorption of
the perovskites, when excited within the band gap, can induce
decomposition or phase transformations in the materials. This
is an issue especially for MAPbI3 with a phase transition from
tetragonal to pseudo-cubic near room temperature, at 330 K.
Despite keeping the laser power density very low, by working
under resonance or near resonance conditions the Raman
signals are frequently masked by the presence of a strong PL
background signal. Furthermore, temporary PL signals which
change with illumination time were observed here in Br−I
mixed halide perovskites and are attributed to phase
segregation, as previously reported by Hoke et al.12 (see Figure
S3).
Figures 3b−d show an overview of the Raman spectra for all
the perovskite films obtained under different excitation
wavelengths, 1064 nm (Figure 3b), 785 nm (Figure 3c), and
514 nm (Figure 3d). In the case where the Raman features are
masked by strong PL signals, the corresponding spectra are not
presented. Thus, for MAPbI3, we include only the spectrum
obtained at 1064 nm excitation in Figure 3b, and no spectra in
Figure 3c and Figure 3d, because, under near band gap or
resonance excitation, the Raman signal is either covered by a
strong PL background or is affected by the quick degradation of
the sample showing spectroscopic changes during the measure-
ment. MAPbCl3 on the other hand shows no apparent change
in its Raman spectrum, for all the excitation sources used.
Hence, excitation at 1064 nm (Figure 3b) ensures off-
resonance conditions in all cases allowing a clear and
unambiguous overview of the full MA spectrum for all halide
perovskite derivatives, and no spectral changes were observed
that could be related to humidity or light exposure of the
material. Furthermore, the quality of the spectra is excellent
mainly due to the fast acquisition in the FT technique and the
materials tolerating high laser power densities at 1064 nm
excitation, which compensate well for the inherently weaker
scattering efficiency vs the increase of the excitation wavelength
(inverse fourth power law applies).
The Raman spectra reported in Figures 3b−d show a large
number of MA bands which present significant changes in their
characteristics (shifts, widths, intensities) with halogen
composition. An overview of the frequencies of the measured
Raman bands and their mode assignments can be found in
Table 1. Almost all MA vibrational modes present a blue shift
from MAPbI3 toward MAPbCl3 (see Figure S4) in accordance
with the IR data in ref 30, which indicates strong NH3−X
interaction. In particular, the mode that is most sensitive to the
halide content is the high-frequency ν15−νs (NH3
+) mode
which positively shifts abruptly from MAPbI3 to MAPbI2Br by
33 cm−1 and then up to MAPbCl3 by another 14 cm
−1.
Significant positive shifts also occur in all other modes related
to NH3 vibrations. This is in line with recent NMR results,
53
which have shown that only the amine end of the MA group
interacts strongly with the inorganic network. Nevertheless, the
exact N−H bond lengths in MAPbX3 cannot be accurately
determined even with neutron diffraction methods due to the
disorder in the MA group;53 thus, the full understanding of the
MA vibrational frequency shifts (e.g., the large ν15 shift for
MAPbI3 compared to the other perovskites) and the exact
nature of the MA−halogen interaction is not possible.
Characteristic internal vibrational modes of MA appear at
high frequencies, just below 1000 cm−1 (C−N stretching), at
1400−1600 cm−1 (CH3 and NH3 bending) and at around 3000
cm−1 (CH3 and NH3 stretching) and are well studied for
methylammonium halides.30,55 The most interesting vibrational
modes are the rocking vibration, ν7, and low-frequency torsion,
ν6, of MA around the C−N axis. The MA rocking mode, ν7,
appears in between 911 and 923 cm−1 and sharpens, increases
in intensity, and red shifts when moving toward heavier halides
Cl → Br → I (Figure 3b−d, Figure S4); the same trend was
found for other modes (e.g., the ν12, δs(NH3
+) mode). This
behavior can be attributed to orientational ordering of MA for
which ν7, having the E symmetry,
56 is a good indicator. The
effect can be analyzed by the calculation of the correlation times
(τc) from the peak Full Width at Half Maximum (FWHM),
29








where c is the velocity of light.
The results show correlation times below 0.15 ps for the ν7
rocking vibration for all perovskite derivatives. τc gradually
Figure 4. (a) FWHM of the ν7 rocking mode averaged over
measurements obtained at RT with different laser lines (solid
squaresstandard deviation <5 cm−1) as well as at LT (100 K)
obtained at 785 nm excitation (open circles). (b) Raman frequency of
the torsional mode averaged over measurements obtained at RT with
different laser lines (solid squares standard deviation <3 cm−1) and
corresponding results at LT (100 K) obtained at 785 nm (open
circles). Solid line guides the eye for halogen dependence of the RT
data and is extrapolated either sides with dashed lines.
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decreases from 0.15 to 0.1 ps from MAPbI3 up to MAPbBrCl2
and drops to 0.05 ps for MAPbCl3. Measurements of MA
rocking vibration dynamics can be compared with early IR
absorption data29 obtained from large perovskite crystals, where
the trend of correlation time decrease from heavy to light
halides is also followed, as well as with recent results34 on very
high-quality thin films prepared with the dual source
evaporation method. In both of these literature studies, the τc
values for MAPbI3 were substantially larger. Thus, the shorter
correlation time in our samples is attributed to their
polycrystalline character.
The ν6 mode mainly consists of an NH3 motion and has an
A2 symmetry which makes it forbidden in IR but permitted in
Raman.55 This mode is easily accessed in all Raman
experiments and is analyzed in a straightforward way as it is
not overlapping with other modes. For MAPbCl3
54 the mode is
observed at 488 cm−1 and presents an extremely large red
frequency shift upon halide substitution, shifting down to 249
cm−1 for MAPbI3 (see Figure 4b and Table 1). This large
spread of resonance frequencies for MA is unusual for a
torsional mode and indicates intense MA deformation and a
strong interaction of MA with the inorganic cage. Fitting of ν6
for different halide derivatives gives a continuous shift from
MAPbI3 to MAPbBr2Cl, but jumps to higher wavenumbers for
perovskites with large amounts of Cl, as shown in Figure 4b.
According to recent theoretical studies,23 different mechanisms
like molecular deformation and dipolar orientational ordering
of the MA as well as strength of the NH3−X interaction are
strongly affected by the nature of the halide in the perovskite
and result in large shifts in the frequency of the MA torsion.
Among them, changes in NH3−X interaction upon halide
substitution is the most prominent reason for the large
frequency shift of the ν6 mode, considering that it affects the
frequencies of all other MA modes, too, in the same manner,
even though to a much lesser extent. Preliminary calculations
performed with the same methodology reported by Brivio at
al.38 confirm the observed increase of the torsional mode
frequency for perovskites with Br and Cl with respect to iodine.
This is due to a halogen specific NH3−X interaction, and to a
confinement effect. In fact, lighter halide results in a smaller
cavity inside the inorganic cage that uplifts the frequencies of
the molecular modes and reduces the distance between
hydrogen and halide, amplifying the resulting shift. In Figure
S5 we attempt a correlation of the torsional mode peak
frequency at room temperature (RT) against the measured
band gap for the various perovskite halides. Halide substitution
results in vast changes of the materials optical properties, which
can significantly affect their vibrational frequencies as also
proposed before30 by correlating the red shifts of MA vibrations
in the Cl→ Br→ I order to the increase in the polarizability of
the dielectric medium (Lorentz−Lorenz shift).
Interestingly, the signal intensity of ν6 is much stronger for
single halide perovskites (see Figure 3b−d), and its line width is
not very broad, ranging from 40 to 60 cm−1. In the mixed halide
perovskites a big drop in the ν6 intensity takes place which goes
along with extensive line width broadening, reaching values up
to 150 cm−1. A general peak broadening can be caused in
several ways. A decrease in long-range order and crystallinity
typically yields broader peaks. Unresolved mode splitting also
causes an increase of peak width and is connected to possible
asymmetries of the mode. Such mode splitting can be enhanced
by microstructural inhomogeneities due to an uneven
distribution of a halide in the perovskite. This effect has been
reported before for MAPbI3−xBrx, which forms microdomains
upon crystallization that transform into a single phase within a
few weeks57 but also segregate again upon illumination.12
The informative torsional and rocking vibrations were further
examined by comparative low-temperature Raman measure-
ments in order to elucidate their behavior by lowering the
symmetry of the perovskite structure.
3.4. Low-Temperature Raman Measurements. Another
series of Raman experiments was performed for all perovskites
at 100 K which is well below the phase transition of all
materials into the orthorhombic phase.46 Characteristic reduced
spectra at low temperature are shown in Figure 5a obtained
with excitation at 785 nm. The inset shows off-resonance
spectra of MAPbBrCl2 and MAPbCl3 using 514 nm excitation.
Peak frequencies of the strongest MA vibrations are given in
Table S3. Mode splitting of the low-frequency modes was
observed due to the lowering of the crystal symmetry. All
materials transform from tetragonal to orthorhombic in the
temperature range of 148.8−171.5 K.58 Splitting was more
evident for lighter halide derivatives, in accordance to early
results for MAPbCl3.
54 In the case of heavier derivatives, mode
splitting was only partially observed due to the shifting of the
majority of the modes below the experimentally accessed
frequency range. Furthermore, apart from narrowing and blue
shifting of the MA high-frequency bands above 950 cm−1, no
clear MA mode splitting was evidenced upon decrease of the
temperature. A similar effect has been reported before for mid-
IR data below the phase transition temperature29 as well as for
Raman in other perovskite systems59 implying that the crystal
deformation does not drastically affect the high-frequency
vibrations of the MA units.
It is remarkable that at LT the rocking vibrations ν7 and ν9 at
920 and 1250 cm−1 present considerable line width narrowing.
Thus, the ν7 rocking mode width decreases to about 20 cm
−1
for all perovskite derivatives (see Figure 4a) and the ν7
correlation time increases from below 0.15 ps at RT to above
0.25 ps at 100 K, which implies MA dipolar ordering,29 in
accordance with quasi-elastic neutron-scattering results.22
Further insight into the behavior of the ν6 torsion mode can
be extracted from the low-temperature (LT) data. While the
measurements at RT showed a jump to higher wavenumbers
for the MAPbBrCl2 and MAPbCl3 perovskites, at LT pairs of
peaks appeared (see spectra in Figure 5a and analysis in Figure
4b) that line up with modes on either side of the gap,
suggesting that those peaks in fact represent two distinctive
vibrational bands. The appearance of two torsional bands at low
temperature is in line with early studies for MAPCl3.
54
Doubling of the torsional modes for the low-symmetry
orthorhombic phase and line width broadening might be due
to different NH3−X bonding schemes of the organic molecule
within the hybrid.60 On the other hand, the frequencies of the
torsional modes at low temperature show small, mostly blue
shifts relative to those at RT.
Another important aspect of the torsional mode is its
significant broadening in the orthorhombic phase. The unit cell
of this phase contains four different MA units and according to
our preliminary calculations, the frequencies of respective
modes are split in four due to slightly different local
environments. This split is on the order of few cm−1 and
therefore too small to be resolved but contributes to significant
line width broadening. Moreover, as observed in molecules61,62
or complex structures,63 van der Waals forces that are enhanced
at low temperature affect the stiffness of the bonds and
The Journal of Physical Chemistry C Article
DOI: 10.1021/acs.jpcc.5b11256
J. Phys. Chem. C 2016, 120, 2509−2519
2515
influence the anharmonic terms of the vibration that lead to a
larger broadening of the peak. This effect strongly depends and
the geometry of the system and could justify the different
behavior below the transition temperature. In previous work64
an anomalous temperature behavior of a low-frequency Raman
peak in NH4Br around phase transition has been reported. This
anomaly results in asymmetric peak shape and anomalous
broadening of the signal. These effects are addressed and
explained with a long-range order of the NH4 cations. We can
imagine that a similar mechanism, regarding the MA ordering,
could influence the line widths at LT of the torsional mode in
the hybrid MA perovskite halides, too.
In addition to fixed LT measurements at 100 K, variable
temperature Raman measurements from 295 to 100 K have
been carried out for MAPbBr3. During this temperature ramp
the material was transformed progressively from cubic to the
tetragonal I phase (236.3 K), the tetragonal II phase at 154.0 K,
and the orthorhombic phase at 148.8 K.46 Recorded Raman
spectra are shown in Figure 5b. MAPbBr3 was chosen as the
intermediate representative of our halide series and because of
its high purity (see XRD in Figure S1), the fact that the full
temperature dependence has not been reported before in the
literature (MAPbCl3 has been studied in ref 54 and MAPbI3
Raman signal is covered by a strong PL background at 785 nm
excitation), and its significance as light absorber for the
preparation of very stable perovskite solar cells.8−11,65
All high-frequency MA modes above 950 cm−1 present a
“normal” behavior with line narrowing and blue shift upon
temperature decrease. Important observations are made by
following the temperature dependence of the spectra below 950
cm−1 where peculiar behavior of the MA torsional and rocking
modes at 320 and 925 cm−1 are observed upon moving from
the cubic (295 K) to the orthorhombic phase (100 K).
Figure 6 plots the temperature dependence of the line widths
for the “abnormal” torsional ν6 and rocking ν7 modes in
comparison to the CN stretching ν8 mode which shows a
“normal” behavior. The slope of line width against temperature
shows a change for ν7, at about 175 K, slightly above the
tetragonal I−II phase transition at 154 K. This transition
temperature is close to the temperature of a discontinuous
decrease of the real part of the dielectric permittivity58 as well
as of significant changes in the H1−NMR spectra and relaxation
time.66 According to this early H1−NMR result, the tetragonal I
to tetragonal II phase transition affects the alignment of MA by
“freezing” of the C−N axis.
The temperature dependence of the line width of the ν7
rocking mode in Figure 6 was used to calculate the activation
energy (Ea) of the order−disorder process, according to eq
367−69
= + + −T a bT c E RTFWHM( ) exp( / )a (3)
where a, b, c are fitting parameters and R is the gas constant.
The linear term describes the anharmonicity factor and the
exponential term the increase of the line width due to the
Figure 5. (a) Raman measurements of MAPbX3−xYx perovskites at
100 K obtained with 785 nm excitation. Intensity of the top three
spectra below 200 cm−1 is scaled down by 3 for better vision of the
spectra. Inset shows spectra obtained with 514 nm excitation. (b)
Raman spectra of MAPbBr3 (785 nm) vs temperature variation from
100 K (LT) to 295 K (RT).
Figure 6. Temperature dependence of line widths for the torsional ν6,
rocking ν7, and C−N stretching ν8 vibrations of MAPbBr3. Solid line
represent fitting of ν7 line widths by eq 3 with b = 0. Dotted lines mark
the temperatures of phase transitions.
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thermal reorientational motions. We fitted the FWHM(T) data
of ν7 in Figure 6 with eq 3, neglecting the linear term which has
a small contribution, and ended up with an estimation of the
activation energy of Ea = 7.5 ± 1.0 kJ/mol which resembles the
energy barrier in the disorder of the MA units. This value is
very similar to that found for the rocking vibration of NH3 in
[Mn(NH3)6](ClO4)2.
69 As shown in Figure 6, the reorienta-
tional motions are not significantly disturbed near the phase
transition temperature which is indicative that the order−
disorder of the organic molecule does not contribute
significantly to the phase transition mechanism.69 Among
different vibrational modes, the main torsional mode at about
320 cm−1 is the only one that shows line broadening instead of
narrowing upon decreasing the temperature (see Figure 6).
This broadening occurs progressively but shows a steep rise
below the transition to the orthorhombic phase. This
interesting behavior, which was also observed for other
perovskite halides as discussed before, can be justified by the
emergence of new unresolved torsional bands and long-range
MA order in the low-symmetry phase.
4. CONCLUSIONS
In summary, our study gives a complete overview of the
vibrational properties of single and mixed MAPbX3 (X = Cl, Br,
I) perovskites. Measurements in off-resonance conditions, at
room- and low-temperatures, and a comparison of the Raman
with far-IR spectra allow an unambiguous attribution of
inorganic and organic modes and their shifts against halide
constitution and temperature. Using three different excitation
wavelengths for the Raman measurements, a significant
influence of beam-induced degradation on the spectra of this
material class can be ruled out for the first time in the literature.
The low-frequency range is dominated by the modes of the
inorganic anion, and the frequency shifts versus halide content
is governed by the Pb−X reduced mass. Insight into structural
dynamics of the MA cation has been given where specific
vibrations such as the NH3 rocking mode indicate ordering of
MA at low temperatures. Among different modes, the MA
torsion is particularly interesting since it spans a broad
frequency range from 249 to 488 cm−1 by altering the halogen
content. This behavior is attributed to changes in the
interaction between the NH3 head of MA and the halide.
Furthermore, the MA torsional band shows broadening and
splitting at 100 K in the orthorhombic phase, which indicates
possible different MA−X bonding schemes. We hope that these
findings encourage a broader usage of vibrational spectroscopy
for inorganic−organic hybrid perovskites and aid a better
understanding of their properties, which rank them among the
most efficient solar cell active materials.
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(36) Ledinsky, M.; Löper, P.; Niesen, B.; Holovsky, J.; Moon, S. J.;
Yum, J. H.; De Wolf, S.; Fejfar, A.; Ballif, C. Raman Spectroscopy of
Organic−Inorganic Halide Perovskites. J. Phys. Chem. Lett. 2015, 6,
401−406.
(37) Park, B.; Jain, S. M.; Zhang, X.; Hagfeldt, A.; Boschloo, G.;
Edvinsson, T. Resonance Raman and Excitation Energy Dependent
Charge Transfer Mechanism in Halide-Substituted Hybrid Perovskite
Solar Cells. ACS Nano 2015, 9, 2088−2101.
(38) Brivio, F.; Frost, J. M.; Skelton, J. M.; Jackson, A. J.; Weber, O.
J.; Weller, M. T.; Walsh, A.; Goni, A. R.; Leguy, A. M. A.; Barnes, P. R.
F.; et al. Lattice Dynamics and Vibrational Spectra of the
Orthorhombic, Tetragonal, and Cubic Phases of Methylammonium
Lead Iodide. Phys. Rev. B: Condens. Matter Mater. Phys. 2015, 92,
144308.
(39) Gottesman, R.; Gouda, L.; Kalanoor, B. S.; Haltzi, E.; Tirosh, S.;
Rosh-Hodesh, E.; Tischler, Y.; Zaban, A.; Quarti, C.; Mosconi, E.; et al.
Photoinduced Reversible Structural Transformations in Free-Standing
CH3NH3PbI3 Perovskite Films. J. Phys. Chem. Lett. 2015, 6, 2332−
2338.
(40) Leijtens, T.; Hoke, E. T.; Grancini, G.; Slotcavage, D. J.; Eperon,
G. E.; Ball, J. M.; De Bastiani, M.; Bowring, A. R.; Martino, N.;
Wojciechowski, K.; McGehee, M. D.; Snaith, H. J.; Petrozza, A.; et al.
Mapping Electric Field-Induced Switchable Poling and Structural
Degradation in Hybrid Lead Halide Perovskite Thin Films. Adv. Energy
Mater. 2015, 5, 1500962.
(41) Antoniadou, M.; Siranidi, E.; Vaenas, N.; Kontos, A. G.;
Stathatos, E.; Falaras, P. Photovoltaic Performance and Stability of
The Journal of Physical Chemistry C Article
DOI: 10.1021/acs.jpcc.5b11256
J. Phys. Chem. C 2016, 120, 2509−2519
2518
CH3NH3PbI3−xClx Perovskites. J. Surfaces Interfaces Mater. 2014, 2,
323−327.
(42) Misra, R. K.; Aharon, S.; Li, B.; Mogilyansky, D.; Visoly-Fisher,
I.; Etgar, L.; Katz, E. A. Temperature- and Component-Dependent
Degradation of Perovskite Photovoltaic Materials under Concentrated
Sunlight. J. Phys. Chem. Lett. 2015, 6, 326−330.
(43) Kedem, N.; Brenner, T. M.; Kulbak, M.; Schaefer, N.; Levcenko,
S.; Levine, I.; Abou-Ras, D.; Hodes, G.; Cahen, D. Light-Induced
Increase of Electron Diffusion Length in a P-N Junction Type
CH3NH3PbBr3 Perovskite Solar Cell. J. Phys. Chem. Lett. 2015, 6,
2469−2476.
(44) Larson, A. C.; von Dreele, R. B. General Structure Analysis
System; Rep. LAUR 85-748; Los Alamos Lab., 1994.
(45) Kamitsos, E. I.; Kapoutsis, J. A.; Jain, H.; Hsieh, C. H.
Vibrational Study of the Role of Trivalent Ions in Sodium Trisilicate
Glass. J. Non-Cryst. Solids 1994, 171, 31−45.
(46) Onoda-Yamamuro, N.; Yamamuro, O.; Matsuo, T.; Suga, H. P−
T Phase Relations of CH3NH3PbX3 (X = Cl, Br, I) Crystals. J. Phys.
Chem. Solids 1992, 53, 277−281.
(47) Stoumpos, C. C.; Malliakas, C. D.; Kanatzidis, M. G.
Semiconducting Tin and Lead Iodide Perovskites with Organic
Cations: Phase Transitions, High Mobilities, and Near-Infrared
Photoluminescent Properties. Inorg. Chem. 2013, 52, 9019−9038.
(48) Choi, J. J.; Yang, X.; Norman, Z. M.; Billinge, S. J. L.; Owen, J. S.
Structure of Methylammonium Lead Iodide within Mesoporous
Titanium Dioxide: Active Material in High Performance Perovskite
Solar Cells. Nano Lett. 2014, 14, 127−133.
(49) Wei, M.; Chung, Y.-H.; Xiao, Y.; Chen, Z. Color Tunable Halide
Perovskite CH3NH3PbBr3−xClx Emission via Annealing. Org. Electron.
2015, 26, 260−264.
(50) Wehrenfennig, C. Ultrafast Spectroscopy of Charge Separation,
Transport, and Recombination Processes in Functional Materials for
Thin-Film Photovoltaics, Ph.D. Thesis, Oxford University, 2014.
(51) Kitazawa, N.; Watanabe, Y.; Nakamura, Y. Optical Properties of
CH3NH3PbX3 (X = Halogen) and Their Mixed-Halide Crystals. J.
Mater. Sci. 2002, 37, 3585−3587.
(52) Nakamoto, K. in Infrared and Raman Spectra of Inorganic and
Coordination Compounds, Part A, Theory and Applications in Inorganic
Chemistry, 6th ed.; Wiley: New York, 2009.
(53) Baikie, T.; Barrow, N. S.; Fang, Y.; Keenan, P. J.; Slater, P. R.;
Piltz, R. O.; Gutmann, M.; Mhaisalkar, S. G.; White, T. J. A Combined
Single Crystal Neutron/X-Ray Diffraction and Solid-State Nuclear
Magnetic Resonance Study of the Hybrid Perovskites CH3NH3PbX3
(X = I, Br and Cl). J. Mater. Chem. A 2015, 3, 9298−9307.
(54) Maalej, A.; Abid, A.; Kallel, A.; Daoud, A.; Lautie, A.; Romain, F.
Phase Transitions and Crystal Dynamics in the Cubic Perovskite
CH3NH3PbCl3. Solid State Commun. 1997, 103, 279−284.
(55) Theoret, A.; Sandorfy, C. The Infrared Spectra of Solid
Methylammonium Halides. II. Spectrochim. Acta 1967, 23A, 519−542.
(56) Matsuo, T.; Ueda, M.; Suga, H. Calorimetric and Spectroscopic
Studies of the Critical Phase Transition in (CH3NH3)2[SnCl6]. Chem.
Phys. Lett. 1981, 82, 577−580.
(57) Sadhanala, A.; Deschler, F.; Thomas, T. H.; Dutton, E.; Goedel,
K. C.; Hanusch, F. C.; Lai, M. L.; Steiner, U.; Bein, T.; Docampo, P.;
et al. Preparation of Single-Phase Films of CH3NH3Pb(I1−xBrx)3 with
Sharp Optical Band Edges. J. Phys. Chem. Lett. 2014, 5, 2501−2505.
(58) Onoda-Yamamuro, N.; Matsuo, T.; Duga, H. Dielectric Study of
CH3NH3PbX3 (X = Cl, Br, I). J. Phys. Chem. Solids 1992, 53, 935−939.
(59) Popovic,́ Z. V.; Kontos, A. G.; Raptis, Y. S.; Isobe, M.; Ueda, Y.
Raman Scattering Study of β-Sr0.33V2O5 in Charge Disordered and
Ordered Phase. J. Phys.: Condens. Matter 2006, 18, 7779−7787.
(60) Mitzi, D. B. Templating and Structural Engineering in Organic−
Inorganic Perovskites. J. Chem. Soc. Dalt. Trans. 2001, 1, 1−12.
(61) Michels, J. P. J.; Schouten, J. A. Broadening of Vibrational
Raman Spectra by Concentration Fluctuations: A Molecular Dynamics
Survey. Int. J. Thermophys. 2001, 22, 339−355.
(62) Das, A.; Kumar, K. Raman Anisotropic Linewidth Dependence
on the Van Der Waals Volume of the Interacting Systems. J. Raman
Spectrosc. 1999, 30, 547−549.
(63) Rao, A. M.; Chen, J.; Richter, E.; Schlecht, U.; Eklund, P. C.;
Haddon, R. C.; Venkateswaran, U. D.; Kwon, Y. K.; Tomańek, D.
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5.2.3 Contemporary assessment
After the publication of our study Halogen Effects on Ordering and Bonding of
CH3NH
+
3 in CH3NH3PbX3 (X = Cl, Br, I) Hybrid Perovskites: A Vibrational Spectro-
scopic Study, several other studies were able to confirm its results in a similar fashion.
For example, Xie et al. used a 1030 nm Raman line for an off-resonance study and
confirmed a strong interaction between the cation and the cage that stems from the
amine group via hydrogen bonding.[20] This is based upon a comparison of modes in
the methylammonium halide salt and the caged perovskite.
Three consecutive studies by Brivio et al. and Ivanovska et al. and Leguy et al. used
a similar combined approach by measuring the resonance and off-resonance Raman
spectra of MAPbX3 (X = Cl, Br, I) and comparing those to an ab-initio DFT phonon
model.[6, 7, 8] These studies supported our assumptions about the increased ordering of
the MA+ below the orthorhombic phase transition temperature. Moreover, the phonon
simulations confirm that in fact the MA+ ordering is causing the torsional mode pairs at
lower temperatures, which has also been predicted by our publication, based on a peak
broadening at lower temperatures especially for the lighter halides.[7] The reason for
the increase in MA-PbX3 interaction is presumably the occurrence of medium-to-strong
hydrogen bonding in the orthorhombic phase, caused by the increasing spacial restriction
for smaller halides.[21, 8]
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This chapter set out to investigate vibrational properties of the MA+ cation by means
of Raman and IR spectroscopy and to refine the mechanisms of bonding and ordering
in the MAPbX3 (X = Cl, Br, I) perovskite. Our study was placed in a background
of multiple and conflicting spectra being reported for the MAPbI3 perovskite, caused
by numerous light-induced effects, that can occur during the measurement. Therefore,
the most crucial result is the report of the ‘true’ vibrational spectrum, acquired with
off-resonance Raman and far-IR spectroscopy. Furthermore, the results indicate specific
bonding schemes for inorganic cage vibrations as well as the internal MA+ modes at
higher frequencies. The low-frequency Pb-X vibrations < 200 cm−1 fit well to the model
of an harmonic oscillator and therefore show little contribution from the relatively light
MA+ cation. On the other hand, almost all internal MA+ vibrations are progressively
red-shifted for heavier halide derivatives MAPbX3, indicating an increasing interaction
for lighter halides with the inorganic cage. For the case of the MAPbBr3, the order-
disorder activation energy was quantified to be Ea = 7.5 ± 1.0 kJ/mol (or 78 ± 10 meV).
The low temperature study makes torsional mode pairs apparent, which shows the
occurrence of new bonding schemes. These are proposed to arise below the transition
temperature to the orthorhombic phase. This can be seen from the increase in line-width
of the highly sensitive torsional mode. The orthorhombic phase transition might even
induce long-range order between the MA+ cation in the low-symmetry phase.
Several other groups confirmed our measurements and interpretation in consecutive
studies, as outlined above. In the supplementary information of this paper, the devel-
opment of a phase segregation is shown of Br-I perovskite systems under the Raman
probe, which was the second report of this phenomenon after Hoke et al. [10] and was
confirmed later by several other publications.[22, 23, 24, 11]
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Pierre Curie voluntarily exposed his arm to the action of radium for several hours. This
resulted in damage resembling a burn that developed progressively and required several months
to heal. Henri Becquerel had by accident a similar burn as a result of carrying in his vest
pocket a glass tube containing radium salt. He came to tell us of this evil effect of radium,




he research that was conducted throughout this thesis fulfilled all of the three ob-
jectives that are listed in chapter 1: (a) Optimisation of processing parameters
that influence the perovskite thin-film formation regarding the development
of a solar cells fabrication routine. (b) Development of new perovskite materials with
an enhanced stability, specifically against water-induced degradation. (c) Analysis of
underlying structural motives of organic-inorganic hybrid perovskites regarding their
macroscopic response and stability.
In particular, (a) the optimisation of processing parameters and development of a
solar cell fabrication routine is shown in chapter 3: Firstly, the substrate treatment
procedure was optimised regarding different cleaning treatments and their influence on
the deposition of the compact TiO2 layer and its electrochemical behaviour. Secondly, a
solar cell fabrication routine was developed and optimised regarding an optimum layout
that allows a fast measurement of several pixels at once and therefore makes it easier to
deal with statistical variety that often underlies the fabrication process. Finally, two
novel fabrication routines were presented as part of this thesis; a crystallisation of the
MAPbI3 layer at lower temperatures is presented (about 84
◦C) through the usage of a
high air-flow rate of a heat-gun. Also, an easy fabrication route that uses a vacuum
assisted MAI vapour conversion of a PbI2 layer allows for the perovskite conversion
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independent of environmental factors, a condition that usually requires a glove box.
The development of new perovskite materials with an improved water resistance (b)
is shown in chapter 4: Two chemical A-site derivatives of the standard MAPbI3 system
were analysed. Firstly, Cs+ was employed, which does not form a stable perovskite
RT structure but can be used as a mixed cation system CsxMA1-xPbI3. We show the
structural limitations of this system with a substitution limit of x > 0.13, that is not
solely caused by steric factors but indicates chemical bonding contributions. Secondly,
the organic cation Az+ was used, which likewise does not form a dark perovskite phase
at RT. However, mixtures of AzxMA1-xPbI3 showed to be stable for small Az-ratios of
about x ≤ 0.05, and improved the photovoltaic performance. Notably, both systems,
Cs+ and Az+ solid state solutions, improved the water-resistance of the resulting
perovskite. An initial assessment of the instability of the AzPbI3 was undertaken with
Raman spectroscopy; the results show a strong shift of the amine group, which indicates
significant N−H · · · X bonding, which could offer an alternative bonding scheme to the
[PbX
6
]4– octahedra and tear down the three-dimensional structure.
Finally, the structural motives and dynamics were analysed (c) with spectroscopic
methods in chapter 5: First and foremost, the acquisition of an unambiguous spectrum
was shown by measuring under various conditions (on- and off-resonance) and by
comparing the spectral response of different halide derivatives of the MAPbX3 system
(X = Cl, Br, I). It showed that the low-frequency modes were caused by the [PbX
6
]4–
octahedra and matched the model of an harmonic oscillator, thus showing a negligible
influence from the organic cation.[1] The internal MA+ vibrations were progressively
red-shifted, as expected, which shows an increasing interaction with the inorganic lattice.
Temperature dependent measurements for the MAPbBr3 between 100 K and RT revealed
an order-disorder transition with an activation energy of about Ea = 7.5 ± 1.0 kJ.
Measurement of all MAPbX3 species at 100 K revealed new bonding schemes that
appear at low temperatures, possibly caused by long-range order between the MA+
cations in the orthorhombic low-symmetry phase.
A graphical summary is given in figure 6-1.
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Figure 6-1: Summary of the results from this thesis: (a) Optimisation of fabrication
parameters. (b) Exploration of the compositional diversity of A-site derivatives
of the MAPbI
3
perovskite. (c) Structural dynamics, measured with spectroscopic
methods (Reproduced in part with permission.[1] Copyright 2016 American Chem-
ical Society.)
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The work presented in this thesis has already led to several follow-up studies, that
build upon the published parts of this work. The optimisation of perovskite fabrication
routines (a) and developed V-VASP process[2] was further analysed regarding inter-
facial properties compared to other deposition methods and showed excellent contact
properties and the formation of a compact film with a favourable morphology.[3] The
process was also shown to be up-scalable to produce solar modules with an efficiency
of 5.9 %.[4, 5] The modification of the V-VASP process to fabricate high hysteresis
cells gave another strong indication that the vacancy-assisted movement of ions is
responsible for the anomalous hysteresis in IV curves. This theory now seems to be
broadly accepted in literature.[6, 7, 8, 9, 10] Notably, Tress et al. showed that the pile
up of electric charges, which increases the electric field, can reduce extraction barriers
and increase cell performance; this effect becomes apparent in an inverse hysteresis,[11]
which typically occurs in mixed-cation, mixed-halide perovskites, that are commonly
used for > 20 % PSC.[12]
The spectroscopic analysis (c) and acquisition of the Raman spectrum of MAPbX3
(X = Cl, Br, I) in off-resonance conditions[1] was later on repeated by Xie et al. with a
1030 nm Raman line; the results confirm our data and show a strong interaction between
the cation and the cage that stems from the amine group via hydrogen bonding.[13]
Three other studies used a combined approach by measuring the Raman spectrum
of MAPbX3 in resonance and off-resonance conditions and compared the results to a
DFT model.[14, 15, 16] These studies suggested new bonding schemes and long-range
order of the MA+ in the low-temperature phase, further supported by DFT modelling
and in accordance with our findings. Low-temperature inelastic neutron scattering
showed unexpected cation dynamics, that are presumably driven by zero-point-energy
fluctuations and thermally activated cation motions and make an improved model of
the low-temperature phase necessary.[17] Our study also includes the second report on
photo-induced phase segregation for Br-I mixed halide perovskites after Hoke et al. [18]
and the effect has since been confirmed by several other publications.[19, 20, 21]
In summary the published part of this thesis has received a considerable feedback and
follow up studies within about a year since publishing. This goes for the V-VASP process
development study, the hysteresis study and the MAPbX3Raman analysis,[2, 22, 1] as
outlined above. The investigated Cs-MA perovskite system was published only recently
(October 2016) and has not been cited yet (stand 26th of January 2016).[23] The work
on Az-containing perovskites is still under review.[24]
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The results presented in this work contributed towards the optimisation of new
fabrication techniques, as well as the exploration of the perovskite’s landscape regarding
more stable materials and finally an analysis of structural dynamics, as explained in
the previous sections. If the work in this thesis was to be extended, it could be done for
certain studies in particular or by combining the methodology of several parts to gain a
better understanding of the structure - property - performance relationship.
The V-VASP process gives an easily accessible route to well-performing cells that
can be upscaled to give modules. If the process was to be further optimised, it would be
desirable to have a vapour pressure control unit in order to increase reproducibility of
the process. This is of importance because it was shown that the conversion parameters
critically influence detrimental effects, such as hysteresis.
chap5 The analysis of different A-site cation mixtures in this thesis shows that the
Cs-MA system and the Az-MA system have a miscibility gap, against the predictions
given by the Goldschmidt tolerance factor. While this work quantifies the boundaries
of this substitution limit, the underlying mechanism is yet unknown. A detailed and
comprehensive exploration of other cation mixtures would give further insight into
the material’s compositional landscape, as opposed to a ‘shake and bake’ synthesis
of well-performing multi-cation solid-state solutions. Of special interest would be an
analysis of the complete structure of such solid-state solutions with emphasis on the
organic cation. The bonding motives between the organic cation and inorganic lattice
seem critical for their stability, and structural similarity seems to favour the formation
of well-performing solid-state solutions.[25] Employment of different types of organic
cations could induce synergistic effects for the interaction with the octahedral network
(e.g. for the Cs-FA-MA-Rb perovskite[12]) or induce spinodal phase segregation (e.g.
for the Cs-MA perovskite[23]). A strong link between crystallinity, photo-stability and
electronic performance has already been shown,[26] but the underlying mechanism
remains inconclusive.
The spectroscopic analysis of the MAPbX3 system gave valuable information, which,
in combination with other studies such as XRD and neutron scattering,[27, 28] renders
a complete pictures of the structure and its dynamics. However, other related structures
such as the FAPbI3 were solved in their higher temperature phases, but no satisfactory
model exists for their low-temperature structure.[29, 25] A combined approach with a
structural analysis combined with a vibrational analysis (similar to the one reported in
this thesis) would facilitate the solving of the corresponding structure.
Overall, the recent development and research has already reduced the costs of
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renewable energies to a level equal to carbon fuels and created an ‘irreversible momentum
of clean energy’[30]. This momentum is to a considerable extent based on silicon-based
PV systems, which are currently holding the largest market share; however they are
approaching a practical limit in terms of efficiency.[31] In order to continue this trend
new materials need to be established, where less is needed (higher absorption values) and
the processing becomes cheaper (low processing temperature). The results presented in
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everal figures and supporting information is given here, that gives more detail
than the main document, in particular for chapter 3. A more detailed description
of the experimental summary is given, including the distributors of chemical,
instrumental details, and other information. The supporting images show the morphol-
ogy of all conversion temperatures (see fig. A-1), while only a selection was given in
the main document. The temperature calibration is also shown, that correlates the
set temperature of the heatgun to the measured temperature on the substrate (see fig.




FTO-covered glass (TEC7 with 7 Ω/sq sheet resistance, Pilkington) was scored for
a final device size of 25 × 25 mm2 and masked with Kapton tape (Polyimide Cleanroom
Tape, 19 mm wide, Micronova). The uncovered FTO parts were etched with ZnO
powder and 2 M HCl. The substrates were cleaned with Hellmanex (2 wt% Hellmanex®
III solution in water), rinsed with deionised water, ethanol and finally 2-propanol (IPA
for isopropyl alcohol). Organic residuals were removed via oxygen plasma treatment for
30 min.
Spin-coated blocking layers were deposited at a spinning speed of 2000 rpm for
60 s from a sightly acidic titanium isopropoxide (TTIP) solution (drop-wise adding a
solution of 35 µL HCl in 2.53 mL IPA to 396 µL TTIP in 2.53 mL IPA). The layer was
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dried at 150 ◦C for 30 min to form a layer of TiOx and subsequently annealed at 500
◦C
for 30 min to form a compact blocking layer of TiO2. Spray pyrolysis blocking layers
were deposited from a hand-held atomiser (chromatography sprayer, Sigma-Aldrich)
with a solution of titanium diisopropoxy bis(acetylacetonate) (0.2 M). The substrate
was preheated to 450 ◦C and left to equilibrate for 30 min before spraying in intervals
of 10 s for 2.5 min. The substrate was further annealed for 5 min and then allowed to
cool down to room temperature.
The precursor methylammonium iodide (MAI) was synthesised by adding hydroiodic
acid (57 wt% in water) drop-wise to a cooled methylamine solution (33 wt% in absolute
ethanol) and removing the ethanol in the rotary evaporator (55 ◦C for 1 h). The white
precipitate was dissolved in ethanol and recrystallised from Et2O to obtain MAI as a
white powder.
Perovskite thin-film deposition was carried out in three different ways. For the
morphological study a precursor solution was spin-coated and the resulting thin-film
annealed with a heat gun to evaporate the solvent and crystallise the perovskite. For
the simple fabrication approach, PbI2 thin-films were spin-coated and then converted
into a perovskite layer by vacuum-vapour assisted solution processing (V-VASP). For
the high hysteresis cell a modified V-VASP process was used with different parameters
and cells deposited in a planar architecture, rather than onto a mp-TiO2 scaffold. All
deposition methods are described in detail further down in this paragraph. For the high
air-flow processing of the perovskite, a 3:1 wt/wt ratio of MAI:PbCl2 was dissolved in
dimethylformamide (DMF). The precursor solution was spin-coated at 2000 rpm for 45 s
and immediately afterwards taken onto a home-build stage, that fixed the substrate into
its position and had the heat gun (Steinel HL 2020 E) above at a distance of 15 cm. The
stage had a build-in window below the cell that allowed for an attachment of a reflection
probe that was attached to an optical spectrometer (Ocean Optics USB2000+) and
light source (DT-MINI-2-GS) to measure the reflectance signal during the perovskite
formation. Different annealing temperatures were used for the annealing, which are
described in the text below (for calibration see Appendix A, fig. A-2a). The annealing
duration was dependent on temperature (see Appendix A, fig. A-2b). This was necessary
because low temperatures required longer annealing times to fully evaporate the solvent
and crystallise the perovskite. Using the same annealing time at higher temperatures
would have decomposed the perovskite. For the simple fabrication approach, a mp-TiO2
layer was first deposited from a paste (Dyesol 18NR-T) diluted 1:5 with ethanol and
spin-coated at 1000 rpm for 60 s. The samples were then annealed in an over at 500 ◦C
for 30 min. The PbI2 layer was deposited by spin-coating (4000 rpm for 30 s) a hot
solution of PbI2 (Sigma-Aldrich, 99 %) in DMSO (400 mg/mL onto a hot substrate,
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both at 70 ◦C. The thin-film was annealed at 120 ◦C for 60 min. The substrate was
placed onto a hot plate, surrounded by MAI powder and the desiccator lid was placed
on top with a rubber ring to seal the vacuum that was created with an attached rotary
pump (Edwards 5 E2M5 Rotary Vane Dual Stage Mechanical Vacuum Pump). For the
conversion process, the substrates and MAI powder were put under a low vacuum and
the hotplate was heated to a temperature of 150 ◦C for the desired time (mentioned in
context). For the high-hysteresis cells, the V-VASP fabrication was used as described
above but in a planar architecture, rather than onto a mp-layer. The PbI2 film was
spun at a slower speed of 2000 rpm to compensate for the absence of the mp-scaffold
and the PbI2 annealing time a was shortened to 10 min. The perovskite conversion
temperature was decreased from 150 ◦C to 120 ◦C and the time was set to 30 min,
which is also shorter than the standard V-VASP process.
For the deposition of the hole transport material (HTM), 142.6 mg of Spiro-OMeTAD
(spiro) were dissolved in 2 mL of chlorobenzene (Sigma-Aldrich, anhydrous 99.8 %).
4-tert butylpyridine (17.5 mL, 96 %, Sigma-Aldrich) and the previously prepared
bis(trifluoromethane)sulfonimide lithium salt solution (37.5 mL of a 170 mg/mL Li-
TFSI solution in acetonitrile) were added to the HTM solution and spin-coated at
4000 rpm for 45 s. The substrates were left in a desiccator filled with silica gel overnight
for oxygen doping before the gold back contacts were evaporated with a thickness of
about 80 nm and an active area of 0.1 cm2.
For the sample analysis different characterisation techniques were used to measure
the transparent conductive oxide (TCO) substrate, TiO2 blocking layer, the MAPbI3
thin-film and the complete solar device. For the TCO substrate analysis contact angle
measurements were employed, according to the Sessile drop technique. Therefore an
automatic dosing system (OCA-5, Dataphysics, Gerhard UK) dispersed a 2 µL drop of
deionised water on the surface and contact angles were measured at five different points
for each film. After depositing the bl-TiO2 (as described above) the thin-film thickness
was examined with a profilometer (Dektak 6M) and the blocking behaviour with cyclic
voltammetry (AUTOLAB PGSTAT30). Cyclic voltammetry was carried out on a FTO
substrate, covered with TiO2. The area of the electrode was 1 cm
2 and was measured
against a Ag/AgCl (3 M KCl) reference with a Pt wire as counter electrode. Scan speeds
depend on the investigated system and are mentioned in the context. The electrodes were
immersed into a 100 mM solution of Fe+II/Fe+III (equimolar amounts of K3Fe(CN)6 and
K4Fe(CN)6) with background electrolyte (10 mM KCl). Scans went from −1 V to 1.2 V
at different scan rates, which are mentioned in context. For the morphological analysis
of the perovskite thin-films, an AFM (Nanosurf FlexAFM) was used in tapping mode
(Budget Sensors AFM Probes TAP190-G). Powder X-ray diffraction (XRD) analysis
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was performed with a BRUKER D8-Advance. Device performance was evaluated using
a Class AAA solar simulator at AM1.5G and 100 mW/cm2 connected to a source-meter
(Keithley 2601A) that was driven by a home-built program written in LabView (see
fig. 3-8). For the measurements, the samples were covered with a shadow mask with
an opening area of 0.1 cm2 to illuminate only one cell at a time. Measurements were
performed by holding the cell at a voltage slightly above V
OC
(1 - 1.2 V, depending on
cell) for 5 s to equilibrate the cell. The measurement was then performed by sweeping the
voltage to short-circuit and then back up to the equilibration potential. The sweeping
speed was usually 100 mV/s, if not stated otherwise in the text. For the estimation of
the size of the ferro-cyanide anion, an Assisted Model Building with Energy Refinement
(AMBER) force field was used, as part of the Avogadro software package.[1]
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The FTO-covered glass (7.1 × 7.1 cm2) was consecutively cleaned with soap solution,
deionised water, ethanol and an argon plasma. A 100 nm TiO2 blocking layer was
deposited via spray pyrolysis. A 250 nm mp-TiO2 was spin-coated (5000 rpm, 30 s)
from a 1:10 diluted titania paste (18NR-T, Dyesol) in ethanol and annealed for 30 min.
The perovskite layer was deposited from a solution of 460 mg/mL PbI2 and 23 mg/mL
PbCl2 in DMSO by spin-coating at 4000 rpm for 60 s. The thin-film was annealed at
100 ◦C for 60 min. The lead halide film was dipped into a solution of methylammonium
iodide (MAI) in 2-propanol (IPA) (32 mg/mL) for 2 min, which converted the film into
the MAPbI3 perovskite. The films were then washed in an IPA bath and annealed with
MAI vapor at 140 ◦C for 60 min according to a previous report.[2] In order to sublime
the excess MAI, the cells were annealed for another 60 min on the hotplate.
In order to obtain a CsxMA1-xPbI3 film, the cation exchange of the MAPbI3 was
done in analogy to recent reports.[3, 4] To facilitate the cation exchange, a supersaturated
solution of CsI was prepared in IPA; therefore a saturated mixture with excess salt was
heated and sonicated for 60 min. The solution was given time to cool down to 30 ◦C and
was used straight away. A home-made dip coater was used to submerge the substrate
into the supersaturated solution; the substrate was then partially lifted out of the
solution at different conversion times of 1, 3, 10, 25 and 40 min for different conversion
stages. After the conversion finished, the film was annealed at 100 ◦C for 10 min. The
thin-film subtrates were directly used for elemental analysis. For the fabrication of
solar cells and additional layer of spiro-MeOTAD (72 mg/mL in chlorobenzene doped
with 34 µL Li-bis-(trifluoromethylsulfonyl)imide, 540 mg/mL in acetonitrile, and 58 µL
4-tert-Butylpyridine, 80 mM) was spin-coated at 4000 rpm for 30 s. To oxygen-dope
the spiro-MeOTAD layer, the cells were kept in a dry atmosphere overnight. For the
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top electrode, an array of 13 × 13 separate silver contacts (100 nm thickness) were
thermally evaporated. Sonication soldering was used for the bottom contact, in order to
strengthen the contact. For the stability testing, the solar cells were stored in clean dry
air (about 0.6 % humidity) in darkness at room temperature. For the one-step deposited
perovskite films, two equimolar precursor solutions were prepared from MAI with PbI2
(each 1 mol/L in DMSO) and CsI with PbI2 (each 1 mol/L in DMSO), by stirring at
60 ◦C over 6 h. The mixed cation solutions were prepared by mixing the CsPbI3 and
MAPbI3 precursor solutions with the respective ratios x = 0.05, 0.1, 0.15, 0.2, 0.25,
0.3, 0.4, 0.5 and 0.75. Finally, the prepared precursor solutions were spin-coated at
2000 rpm for 60 s and then annealed at 100 ◦C for 10 min.
For the analysis, IV scans were performed with a home-build and automated
scanner, using a Keithley 2400 source measurement unit at a scan rate of 50 mV/s and
an active area of 0.026 cm2 of each of the 169 cells, as defined by the size of the metal
back contact and the shadow mask. Measurements were performed in forward and
backward direction, details can be found in a recent study.[5] The in-situ absorption
measurements were recorded on thin-films submerged in a cuvette with a CARY UV-
Vis-NIR spectrophotometer. The thin-film absorbance mapping was measured on a
home-build optical scanner, measuring total transmission, total reflection, and specular
reflection with millimeter spatial resolution in a high-throughput fashion. Details of the
optical scanning system can be found elsewhere.[6] The x-ray diffraction (XRD) was
measured on a Bragg Brentano geometry diffractometer (CuKα1 with λ = 1.5406 Å
and CuKα2 with λ = 1.5443 Å; intensity ratio of 2). All diffractograms were corrected
against FTO as an internal standard. Baseline removal was performed with fityk 0.9.8.[7]
For the time-resolved XRD measurements, the cation exchange setup was placed inside
the diffractometer to be able to take measurements at different stages of the conversion
process from the same position of the sample; therefore the native MAPbI3 sample was
loaded and 1 mL of CsI in IPA solution were placed on top. At a set of conversion
times (0, 3, 8, 18, 28 and 38 min) the solution was removed and the sample blow-dried
in order to measure a diffractogram, after which fresh solution was applied again. Peak
fitting was done manually with CrystalDiffract 6.5 (CrystalMaker Software Ltd., Oxford,
UK), using a Pseudo-Voigt peak profile. The geometrical broadening was 0.1 ◦. The
occupancy fitting was done against single crystal data published by Stoumpos et al.,[8]
comparing the dominant reflection peaks (002) and (110). For the used fitting model the
Cs+ was assumed to incorporate into the entire MAPbI3 grains forming CsxMA1-xPbI3.
Other options like two separate phases of MAPbI3 and CsxMA1-xPbI3 with shared
boundaries were tested. In this case the fitting converged to a complete domination of
CsxMA1-xPbI3 upon MAPbI3. We concluded that the two-phase model is not necessary.
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Each fitting was done at least three times; the reported values are an average of those
three fittings and their standard deviation as an error. SEM images were measured
with a field-emission, FEI, Helios 600 high resolution scanning electron microscope. The
energy-dispersive X-ray analysis (EDAX) was measured with a 80 mm2 X-max, Oxford
Instruments, scanning the entire substrate in analogy to the optical scanning system
mentioned above. Raman measurements were performed with a Renishaw inVia Reflex
micro-Raman spectrometer equipped with solid state lasers emitting at 514 and 785 nm
with a resolution of < 2 cm−1. The laser beam was focused with a x50 magnification
lens, giving a laser spot size of about 1 µm in diameter. Rayleigh scattering was rejected
with a 110 cm−1 cutoff dielectric edge filter. We measured the AzI sample with the
514 nm laser and the orange AzPbI3 with the 785 nm laser in order to avoid resonant
effects in the sample, which could change the spectroscopic response. All measurements
were performed in air and with different laser powers to ensure that the laser probe did
not induce damage or changes in the sample.
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The methylammonium halide salts (MAI, MABr and MACl) were synthesised by
neutralising an ice-bath cooled solution of 24 mL methylamine (Sigma-Aldrich) in
100 mL of ethanol drop-by-drop with the corresponding hydrogen-halide (10 mL of
57 wt% HI in water; 14.6 mL of 48 wt% HBr in water; 15 mL of 37 wt% HCl in water).
The solvent was removed in a rotary evaporator and the powder was recrystallised from
ethanol. The ethanol solution was slowly cooled until the formation of white crystals
was observed. The white product was washed with with diethylether and afterwards
dried it at 70 ◦C for 6 h.
The single halide perovskite precursor solution (MAPbI3, MAPbBr3 and MAPbCl3)
was prepared by solving a 1:1 stoichiometric ratio of lead(II) halide (PbI2, 99 %; PbBr2,
99.99 %; PbCl2, 99.99 %; all Sigma-Aldrich) with the corresponding methylammonium
halide at a 1 mol/L concentration in DMSO (≥ 99.9% Sigma-Aldrich) for 1 h at 60 ◦C.
The mixed halide perovskite precursor solutions were prepared by mixing the respective
ratios of single halide solutions and stirring the solution for 1 h. Synthesis of the
precursors was done in the fume hood, while the mixing, deposition and annealing of
the perovskite precursor solutions was done in an argon-filled glovebox (H2O and O2
concentrations < 1 ppm). For planar films the precursor solution was deposited on
a microscopy glass slide. For mesoporous films a dispersion of Al2O3 nanoparticles
(20 wt% in 2-propanol, Sigma-Aldrich) was spin-coated onto glass slides (2000 rpm for
60 s) and annealed at 500 ◦C for 30 min. All solutions were spin-coated onto the flat
or mesostructured substrates at 2000 rpm for 60 s and then annealed on a hotplate at
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100 ◦C for 30 min.
Structural characterisation was performed on a Siemens D-500 diffractometer in
Bragg-Brentano geometry with Cu Kα1 radiation (λ = 1.5406 Å) and Cu Kα2 radiation
(λ = 1.5444 Å). Data was collected from 5 ≤ 2θ/◦ ≤ 100 counting for 1 s at each
step of 0.05 ◦ in detector position. Unit-cell refinements were performed with the
GSAS package[9]. UV-Vis diffuse reflectance (R) spectra were acquired on a Hitachi
3010 spectrophotometer using an integrating sphere with 60 mm diameter and BaSO4
as a reference. For the Kubelka-Munk spectrum the data was transformed with
F (R) = (1 − R)2/2R. Far-IR spectra were collected in transmission mode at normal
incidence on a Bruker Vertex 80v vacuum spectrometer. High-density polyethylene films
were used as a reference. Spectra were averages over 200 scans with a 4 cm−1 resolution.
The IR transmittance spectra were collected in the range of ca. 60−680 cm−1. The data
was converted to absorbance and all spectra were normalised to 1. Raman measurements
were performed with a Renishaw in via Reflex micro-Raman spectrometer equipped
with solid-state lasers emitting at 514 and 785 nm with a resolution of < 2 cm−1. The
laser beam was focused on a spot of 1 µm in diameter with a x100 magnification lens.
Rayleigh scattering was rejected with a 50 and a 110 cm−1 cutoff dielectric edge filter,
and analysis of the scattered beam was performed on a 250 mm focal length spectrometer
along with suitable diffraction gratings (1800 lines/mm for visible and 1200 lines/mm
for NIR) and a high-sensitivity CCD detector. For the cryostatic measurements, the
samples were placed in inert atmosphere in a THMS600PS Linkam cell and the laser
beam was focused with a x50 long focal distance lens. Measurements were performed
at different laser powers to assure the intensities used did not induce changes in the
spectrum. Off-resonance Raman spectra were acquired with a Bruker RFS100 FT-
Raman spectrometer probing with a Nd:YAG laser emitting at 1064 nm. Each spectrum
was averaged over 100 scans or 200 scans with 4 cm−1 resolution. The effective working
range was between about 100 and 3500 cm−1. All FT Raman measurements were
performed in air and at different laser powers to ensure that the intensities used did not
induce changes in the spectra. All measured Raman spectra present a strong elastic
scattering background in the low-frequency (LF) spectral range. In order to enhance the
Raman features at this LF range, where very informative PbX and MA vibrations are
active, and to correctly determine spectral characteristics (frequency, line width, and
line shape), the spectra were temperature-reduced using the following expression:[10]
Ired(ω) = I(ω)
1
n(ω, T ) + 1
with
n(ω, T ) = (exp
hcω
kBT − 1)−1 ≈ (exp
1.44ω
T − 1)−1
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where I(ω) and Ired(ω) are the measured and reduced Raman intensity, respectively.
n(ω, T ) is the Bose-Einstein statistic factor, h and kB are the Planck and Boltzmann
constants, respectively, c is the speed of light, ω is the Raman shift in cm−1, and T is
the temperature in K. The analysis of the reduced spectra was done by fitting them
with mixed Lorenzian-Gaussian functions using the Wire software from Renishaw. Line
widths were corrected for instrumental broadening.
A.2 Supporting figures
A summary of the photovoltaic performance of PSC, that were converted with the
high flow-rate method (according to fig. 3-5) is given in figure A-3; the main document
contains a typical IV curve of each conversion temperature. The summary shows that
the open-circuit voltage does not vary significantly for most temperatures, exept for
low temperatures (≤ 74 ◦C). Current density increases steadily with temperature. The
fill-factor is unrealistically high, which indicates hysteretic contribution, which becomes
most dominant at lower temperatures. (77 − 110 ◦C). We showed a full conversion at
about 84 ◦C, which however, does not correspond to well-performing cells.
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(a) 205 ◦C (b) 160 ◦C (c) 140 ◦C
(d) 120 ◦C (e) 105 ◦C (f) 84 ◦C
Figure A-1: AFM images of different perovskite annealing conditions. Variation of
the temperature from 150 ◦C to 500 ◦C and flow rate at 300 l/min and 500 l/min.
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Figure A-2: (a) Calibration of the temperature during the annealing for both flow

































































Figure A-3: Cell performances of different annealing temperature conditions. Each
column consists of ten measured devices, where the red line represents the median
and, box indicates the 25 % confidence interval and the bar indicates the 75 %
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