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In the past several years, IMU’s have been widely used to measure the orien-
tation of a moving body over a continuous period of time. Although, inertial
navigation is a common approach for estimating the orientation, it greatly suf-
fers from the accumulation of error in the orientation estimation. Most of the
current common practices apply zero velocity update as a calibration method
to address this problem and improve the estimation accuracy. However, this
approach requires the sensors to be stationary frequently.
This thesis introduces a novel method of calibration for estimating the ele-
vation and bank angles of the orientation over a persistent human movement
utilizing accelerometers and gyroscopes. The proposed technique incorporates
the prior knowledge about the human motion to the estimation of the orienta-
tion to prevent the estimated position from growing unboundedly. The mea-
surement model is designed to estimate the position for T seconds in the future.
The knowledge of the estimated position for few seconds further in the future
provides a feedback for orientation estimation during the periods of time when
the accelerometer’s readings are significantly deviated from gravity.
This work evaluates the performance of the proposed method in two differ-
ent ways: 1. a model of human movement is designed to generate synthetic data
which resembles human motion. 2. an experimental design is implemented us-
ing a robot arm and an actual IMU to capture real data. The performance of
ii
the new technique is compared with the results from the inertial navigation
approach. It is demonstrated that the new method significantly improves the
accuracy of the orientation estimation.
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1 Introduction
This chapter provides an introduction to the topic of the motion capture. Section
1.1 introduces several common applications of motion capture technologies in
various fields. Section 1.2 describes the variety of technologies used in tracking
and capturing the motion and lists some of the strengths and limitations of each
approach. Ultimately, Section 1.3 provides an overview of the problem which
this thesis attempts to address.
1.1 Motion capture
Motion capture is the process of capturing and recording the motion of a moving
body. With the advancement of technology, motion capture has applications in
various fields of research including virtual reality, sports, clinical practice and
clinical research as well as entertainment.
1.1.1 Virtual Reality
Virtual reality technology provides the user the psychological experience of be-
ing in a virtual environment which is generated by a computer. These tech-
nologies use headsets to simulate a virtual environment by creating realistic im-
ages, sounds, vibrations and other sensations. Virtual reality has applications
in military and commercial aviation and medical trainings (Dam et al., 2000).
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Advancements in the motion capture technologies have made it feasible to ac-
curately track movements and render the movements in a virtual world. Virtual
reality technologies are utilized as a tool to learn and develop skills before exe-
cuting the action in the real world. For example, computer-based simulators are
used to improve patient safety in crisis management scenarios as well as to train
surgeons the essential technical skills (Salas et al., 2005). Virtual reality systems
are generally combined with inertial sensors to avoid occlusion problems and
increase measurement accuracy.
1.1.2 Sports
The other application of motion capture is in the professional sports to detect
the movement of athletes. Analysis of changes in joint angles can provide use-
ful information to help fine-tuning the athletic techniques and improve their
performance (El-Gohary, 2013). Inertial measurement units have been used to
directly measure the changes of the joint angles by placing them on various
segments of an athlete’s body. The data gathered by the motion capture tech-
nologies helps the researchers to further their understanding of the mechanism
of the motion to prevent injuries and help with rehabilitation from the injuries
(Lapinski, 2008).
1.1.3 Clinical Research and Practice
The application of real-time motion capture in health care including clinical
work and therapy is significantly increasing. Motion tracking helps with un-
derstanding the human motor behavior, diagnosis of neurological movement
3
disorders and development of treatments and techniques to improve the per-
formance of the human movement.
Clinicians often assess the therapies by taking the history and by performing
clinical examinations which only capture a short activity of the patient while
the symptoms usually differ day by day. Moreover, the clinical observations are
subjective. Motion capture techniques provide objective long-term, ambulatory
approaches to monitor the patient symptoms. Furthermore, movement analysis
helps to restore the impaired mobility of patients suffering from stroke or brain
injuries. Physical therapists use motion capture technologies to evaluate gait
and general body movement and ultimately choose the right treatment based on
the individual condition. In addition, motion capture technologies are utilized
to optimize the therapies by quantifying the effectiveness of the treatment.
1.1.4 Entertainment
In the past decades, digital entertainment has utilized motion capture technolo-
gies to track the motion of the human for creation of visual effects for movies
and video games as well as generation of animation of animals and creatures
(Lun et al., 2010). Furthermore, the application of virtual reality for entertain-
ment purposes requires implementation of motion capture systems which re-
flect the motions of the player in the virtual world by tracking and analyzing
the movements of the player (Zhang et al., 2011).
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1.2 Motion Capture Technologies
A variety of technologies such as optical, mechanical, magnetic, acoustic, and
inertial sensors are available to measure the human movement. Tracking algo-
rithms are used to analyze and process the collected measured data by different
sensors. The processing is done either in real time or offline based on the appli-
cation.
1.2.1 Optical Motion Capture
Optical motion capture systems use a number of cameras to observe the mov-
ing object from different angles to allow reconstructing the subject in three di-
mensions. There are three different methods of capturing motion using optical
technologies, “active marker-based or pulsed-LED”, "passive marker-based or
reflective" and “marker-less”.
In marker-based approach, motion is captured by a number of cameras view-
ing a set of markers attached to the moving body. Optical filters adjusted to
the wavelength of the radiant source are placed on the cameras. The active
method uses LED markers which pulse synchronously with the camera’s shut-
ters while the passive systems apply retro-reflective markers which reflect the
light emitted by the radiant sources located next to the cameras. Active markers
are identifiable by modulating their pulses while passive markers are presumed
by continuous observation (Kirk, O’Brien, and Forsyth, 2005).
In marker-less method, the three dimensional body is reconstructed using
an outline of the moving object obtained by the cameras which view the subject
5
from different angles.
Although optical systems are very accurate for tracking the movement, their
application is limited to the laboratory environments where there is a clear line
of sight between the source and the sensor.
1.2.2 Mechanical Motion Capture
In mechanical motion capture, a skeletal-like structure is worn to the moving
body to directly measure the body joint angles. The structure consists of the
jointed mechanical parts connected together with electromechanical transduc-
ers whose shapes change as the body moves. While the mechanical motion
capture techniques can provide precise and free of occlusion estimates of the
movement of a joint, their range of motion is limited and they are inconvenient
to be used for monitoring daily activities (El-Gohary, 2013).
1.2.3 Magnetic Motion Capture
Magnetic motion capture systems measure the strength of the magnetic fields
generated by three orthogonal magnetic sensors in a transmitter source. A pro-
cessor calculates position and orientation of each sensor. Although magnetic
systems do not suffer from occlusion, they can be disturbed by magnetic mate-
rials in the environment (O’Brien et al., 2000).
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1.2.4 Acoustic Motion Capture
In acoustic motion capture systems, ultrasonic pulses, sent by the emitters, are
used to determine the position using methods such as phase coherence, time-of-
flight or triangulation. The acoustic systems are limited by the physics of sound
such as sensitivity to temperature and humidity changes as well as sound reflec-
tions by the environment. Necessity of having a clear line of sight between the
emitter and the transmitter is another major limitation of the acoustic systems
(Hermann, Höner, and Ritter, 2006).
1.2.5 Inertial Motion Capture
Inertial motion capture systems utilize Inertial Measurement Units (IMU) to
measure motion. IMU’s have broad applications in various fields such as hu-
man interfaces for multimedia appliances based on body gesture, electronic sta-
bility control technologies, inertial navigation systems (INS) and medical field
applications related to movement analysis. IMU’s are widely used due to their
rapid advancements in terms of technology, functionality, cost, size and real
time applications. Wearable IMU’s can be attached to different body segments
to capture and record the movement. The IMU’s consist of accelerometers and
gyroscopes. The angular velocity measured by gyroscopes are integrated over
time to compute the change in angle with respect to a known initial angle. Ac-
celerometer measures gravitational and translational acceleration. Gravity vec-
tor is obtained by transformation of the acceleration from the sensor frame to
earth frame. The acceleration is integrated once to compute the velocity and
then again to compute the position of the object. This method is well known
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as inertial navigation; the major problem with this approach is the cumulative
measurement errors over time which results in a growing drift in estimation
of the orientation and position. Tracking algorithms such as Kalman filters are
used to process the collected data (Barbour and Schmidt, 2001). Table 1.1 sum-
marizes the advantages and disadvantages of various motion capture technolo-
gies introduced in this chapter.
1.3 Problem
The application of the IMU’s to measure the orientation of a moving body continuously
and over an extended period of time has been increasing due to the low cost and real-
time applications of the inertial measurement units. A typical approach to estimate
the orientation of a body using IMU’s is to integrate the angular rate measured by the
gyroscopes and double integrate the acceleration measured by the accelerometers to
compute the orientation and the position of the object respectively. The main issue with
this approach is the accumulation of error when integrating the sensor measurements
which results in inaccurate estimation of the orientation and the position. Previous
studies have shown that integrating the noisy measurements from the gyroscopes can
create the orientation errors of up to 10-25 degrees after one minute (Roetenberg, 2006)
and the position estimation errors obtained from integrating the acceleration measured
by the accelerometers would grow with the cube of time (Foxlin, 2005).
1.4 Objective and contributions
This thesis designs, develops and rigorously assesses a more accurate algorithm to esti-
mate the orientation of the human movement over a persistent motion using accelerom-
eters and gyroscopes.
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Advantages and disadvantages of motion capture technologies
Technologies Advantages Disadvantages







Mechanical Accurate estimates of single
joint angles ,
inexpensive,
not dependent on external
factors,
doesn’t suffer from occlusion
Limited by mechanical con-
straints,
limited motion range,







Limited range of motion,
Sensitive to any magnetic
field
Acoustic Transmitter can be placed on
a body segment or fixed in
the measurement volume,
lack of occlusion in the case of
multiple users
Physics of sound limits the
accuracy, sampling rate and
the range of acoustic
sensitive to sound reflection
Inertial Inexpensive,
can be used in and outside of
laboratory,
suitable for monitoring daily
activities,
not dependent on external
factors,
unlimited range of motion
Positional drift,
accumulation of measure-
ment error over time




The thesis is organized as follows:
Chapter 2 reviews the previous work upon which the research draws.
Chapter 3 describes the design methodology.
Chapter 4 evaluates the performance of the algorithm using synthetic and real data.
Chapter 5 discusses the results of the performance of the algorithm using the syn-
thetic and real data.




Numerous studies have been conducted to address the accumulation of the measure-
ment error in the estimation of the orientation and position of human movement ob-
tained from integrating the gyroscopes and accelerometers measurements respectively
over time also known as the drift problem. The rest of this section introduces some
of the common and latest studies on this matter. The literature review was performed
based on searching for keywords of inertial sensors and human motion tracking and/or
magnetometers in digital libraries including IEEE Xplore and Web of Science.
2.1 Limited by the Duration of Tracking and Controlled Movement
This section summarizes some of the papers in which the tracking algorithm is limited
by the type of the movement and by its ability to prevent the growth of the drift for only
a short period of time.
Rehbinder et al. used accelerometers and gyroscopes to estimate the orientation of
a walking robot relative to the gravity vector particularly during the large and abrupt
changes in the acceleration. They used the rotation matrices to represent the rotations of
the rigid body to be able to use linear formulations. In order to address the problem with
the inaccurate accelerometer measurements during the fast movements, they designed
a switching architecture with two modes, one for low and one for high accelerations
where they tuned the noise parameters based on the estimated acceleration level. The
approach was only examined in a simulating environment and the results were reported
for a 12-second long motion consisting of 4 seconds of high accelerations and 1 second of
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zero acceleration patterns. The results showed that although the orientation estimation
error increased during the high acceleration phases, during the low acceleration phases
the error was compensated for (Rehbinder and Hu, 2001). However, the assessment
of the algorithm was done in a simulating environment with a controlled pattern of
motion for a short period of time.
Roetenberg et al. fused the measurements from three gyroscopes, three accelerome-
ters and three magnetometers into a complementary Kalman filter to estimate the ori-
entation of human body segments. The filter estimated the gyroscope bias error as well
as the orientation and the magnetic disturbances errors. They assumed the gyroscopes
measured the angular velocity plus an offset with a lower bandwidth compared to the
bandwidth of the kinematic signals, and the accelerometers measured the translational
acceleration described as low-pass filtered white noise as well as the gravitational ac-
celeration. The magnetometer measured the earth magnetic field vector plus the distur-
bances whose bandwidth was larger than the bandwidth of the gyroscope drift. White
noise was considered as another additive component of the measured data by all the
three types of sensors. The Kalman filter operated based on two inputs; one the differ-
ence between the estimates of the inclination by accelerometers and gyroscopes and the
second one the difference between the estimates of the global magnetic field vector by
gyroscopes and magnetometers. The algorithm was evaluated under quasi-static and
dynamic conditions with ferromagnetic materials close to the sensor. The quasi-static
case was defined as having static positions and rotations about the three axes. Although
the results showed using the magnetic interference corrections significantly improved
the orientation estimates, the algorithm was tested under controlled and limited con-
ditions, and the accuracy of the estimations depended on the speed and type of the
movement (Roetenberg et al., 2005).
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Giansanti et al. designed a system without gyroscopes and with multiple accelerom-
eters to determine the orientation and position of limbs (Giansanti et al., 2003). They
measured the orientation estimation error as 10 degrees for a short one-second interval.
In the next study, they added gyroscopes to the system to track the position and orienta-
tion over a protocol of stand-to-sit, sit-to-stand and gait-initiation. The estimation error
was measured 0.2 degrees over 1.2 seconds time interval for the sit-to-stand movement.
Although adding gyroscopes to the system significantly decreased the orientation esti-
mation error, the application of the algorithm was restricted to simple tasks and limited
to a short duration of 4 seconds (Giansanti, Maccioni, and Macellari, 2005).
In 2006, and in a subsequent study, Zhou et al. introduced a Kalman-filter-based
design consisting of accelerometers, gyroscopes and magnetometers to estimate the ori-
entation of the human upper limb movement. They employed two inertial sensors to
independently measure the angle and the position. An experimental work was con-
ducted to assess the performance of the tracker. Two tasks were included in the exper-
iment: first, driving the wrist along a designed path; this task allowed to evaluate the
accuracy of the proposed detector. Each task lasted for 20 seconds and the subjects tried
to keep their shoulder still during the arm movement. Second, performing five daily ac-
tivities including reach, hand to mouth, drink, flexion-extension, and elevation each for
a period of 20 seconds. Although the authors stated that the algorithm was robust and
relatively accurate for different motions, the performance of the tracker was reported
for a short time period of 20 seconds. In addition, the authors indicated that the cost of
the system remained an issue which needed to be addressed in the future work (Zhou,
Hu, and Tao, 2006).
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2.2 Limited by the Controlled Environment
This section summarizes some of the papers in which the tracking is limited by the
magnetic disturbances in the environment.
Bachmann et al. described a quaternion-based complementary filter using a sensor
module consisted of accelerometers, gyroscopes and magnetometers to track the human
motion. The application of the quaternions enabled the filter to track all orientations
without encountering the singularity problem. The orientation of each limb segment
relative to an earth-fixed reference frame was individually determined using a sensor
module. The drift on estimating the orientation was corrected without requiring having
still periods in the movement; however the accuracy of the system was affected by the
presence of the ferromagnetic disturbances (Bachmann, 2000). In a subsequent study,
Bachmann et al. attempted to quantify the errors in the orientation estimation caused by
the local magnetic field disturbances using a similar sensor module as in the previous
work. They showed that variations in the direction of the environmental magnetic field
caused errors in the estimation of the heading angle. The reported error due to the
changes in the local magnetic disturbances was 16 degrees when the sensor was in a
two-feet range of the source of interference (Bachmann, Yun, and Peterson, 2004).
In 2007, and in a subsequent study, Roetenberg et al. designed a portable magnetic
system consisted of gyroscopes, accelerometers and magnetometers to estimate the po-
sition and orientation of human movement using a complementary Kalman filter. In
order to obtain long-term stable assessment of relative positions, the design utilized
the magnetic system to provide measurement updates at a relatively low rate (1-2 Hz).
The results were reported for the evaluation of the tracker without the magnetic distur-
bances in the environment and the authors stated the necessity of the investigation of
the performance of the system in the presence of the magnetic fields (Roetenberg et al.,
2005).
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Sabatini et al. utilized one single IMU including a biaxial accelerometer and one
gyroscope placed on the foot to capture the gait events (heel-off, toe-off, heel-strike,
foot-flat). The gyroscope measurements were integrated to compute the elevation angle
which was used to determine the transition between the gait phases. The acceleration
measurements during the swing of the foot were double integrated to calculate the po-
sition of the foot. It was assumed that the motion was in the sagittal plane only since
the accelerometer doesn’t provide information on the rotations about the vertical axis
or the heading angle. The algorithm was only tested during treadmill walking and not
in a free-living environment (Sabatini et al., 2005).
Gallagher et al. presented a technique to compute the posture estimates using ac-
celerometers, gyroscopes and magnetometers utilizing the rotation matrices to repre-
sent the orientations. A complementary filter was proposed to estimate the posture
instead of applying the standard Kalman filter to increase the efficiency of the tracker
and avoid designing a process model with multiple states which is computationally ex-
pensive. The simple time-domain, first-order complementary filter performed low-pass
filtering on the accelerometer and magnetometer signals and high-pass filtering on the
gyroscope signal. In order to assess the performance of the system, a PHANToM robot
was used to perform some activities lasting for 10 seconds. The developed technique
computed accurate posture estimates at an update frequency of 125.75 KHz; however,
the accuracy of the algorithm was sensitive to the presence of the magnetic fields and
the system was reported to track the motion for a short duration of 10 seconds only
(Gallagher, Matsuoka, and Ang, 2004).
2.3 Limited by the Translational Acceleration
This section summarizes some of the papers in which the tracking is limited to move-
ment with small translational accelerations.
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Luinge et al. used the inclination information from the accelerometers to improve
the orientation estimates obtained from integrating the rotational rate from the gyro-
scopes (Luinge, Veltink, and Baten, 1999; Luinge, 2002). They suggested to split the
obtained orientation into tilt (also known as elevation and bank angles) and orienta-
tion about the vertical axis (also known as heading angle). The tilt during the static
periods was calculated from the gravitational acceleration. To improve the accuracy of
the tilt angle estimation, the difference between gyroscope and accelerometer tilt was
fused into a Kalman filter. The tilt estimates and the measured angles of rotation about
the vertical axis were combined to produce more accurate orientation angles. The main
limitation of this method was that the estimates were accurate only for brief periods
when the subject was not moving and the acceleration measurements were only due to
gravity (Luinge and Veltink, 2004; Luinge and Veltink, 2005).
Foxlin et al. proposed the design of a system consisting of accelerometers and gy-
roscopes using a complimentary Kalman filter. The rotation was represented by Eu-
ler angles. The difference between the estimated orientation obtained from integrat-
ing the gyroscope measurements and the elevation and bank angles measured by the
accelerometer was fused into the Kalman filter to estimate the orientation error. The
system was highly affected by the translational acceleration of the head when the mea-
sured accelerations were greatly deviated from gravity. In that case, the Kalman filter
incorporated the error in the accelerometer measurements into the estimation of the
orientation which led into inaccurate orientation estimates (Foxlin, 1996).
In a later study, Foxlin et al. described a design consisted of two commercially avail-
able motion tracking systems composed of accelerometers, gyroscopes and magnetome-
ters for tracking the head. The sensors data were fused into a complementary separate-
bias Kalman filter in which the computation of the optimum estimate is decoupled from
the estimate of the bias (Friedland, 1969). The algorithm was able to correct for the drift
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in the orientation estimates only when the measured acceleration was due to the grav-
itational acceleration. Therefore, in order to correct for the inertial drift errors, it was
required for the head to have stationary periods during its motion (Foxlin, Harrington,
and Altshuler, 1998).
In 2006, Sabatini et al. established a quaternion-based extended Kalman filter (EKF)
using tri-axis gyroscopes, tri-axis accelerometers and tri-axis magnetometers to mea-
sure the orientation. The algorithm used a state augmentation technique in the process
model and an adaptive measurement noise covariance matrix to compensate for the
deviation from gravity and the local earth’s magnetic field strength. The authors re-
ported that the accuracy of the tracker worsened during the dynamic conditions due to
the errors in the accelerometer measurements which measured both gravity and body
acceleration (Sabatini, 2006).
Yun et al. presented an extended Kalman filter design for the estimation of the ori-
entation of human motion. The system consisted of gyroscopes, accelerometers and
magnetometers and the design utilized a simple first-order linear process model. The
rotations were represented by quaternions. The filter corrected for the drift in the in-
tegration of the angular rates continuously with the assumption of a bounded human
limb acceleration. In order to validate the filter performance, a rotary tilt table with two
degrees of freedom (elevation and bank angles) was used. The filter performed with a
static accuracy of less than 2 degrees and a dynamic accuracy of less than 9 degrees for
the bank angle during 2 seconds. However, the authors stated that the filter was not
applicable to the applications where accelerations due to forces other than gravity were
present for an extended period of time (Yun and Bachmann, 2006).
In a subsequent study in 2008, Yun et al. described an orientation estimation algo-
rithm using only accelerometers and magnetometers. The design used the local mag-
netic field data only for the calculation of azimuth angle (the compass heading angle).
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The decoupling of accelerometer and magnetometer measurements avoided the error
in calculating the elevation and bank angles affected by the magnetic variations. The
experimental results showed that the algorithm was able to track the orientation when
combined with a low-pass filter for the accelerometer data. Therefore, the system was
only applicable for tracking the orientation of a static or slow moving subject (Yun,
Bachmann, and McGhee, 2008).
Zhou et al. presented a system for measuring the human arm movements for post-
stroke home-based rehabilitation purposes. The system integrated the measurements
from the tri-axial accelerometers and gyroscopes and used a simulated annealing based
optimization technique to provide information on the position of the arm. The tracker
was able to accurately estimate the location of the arm; however, the algorithm assumed
that the shoulder joint was strictly still during the arm movements with no translational
acceleration (Zhou, Hu, and Tao, 2006).
Bergmann et al. developed a system for measuring the anatomical joint angles dur-
ing the stair climbing with IMU’s and compared the performance with the measure-
ments acquired from an optical tracking device. Six IMU’s were attached securely to
the body segments to ensure that the orientation of the sensors did not change with
respect to the body segments. They reported an average root mean square error of 4 to
5 degrees for estimating all the joint angles. The authors stated that the results did not
suffer from significant drift problems; however, the designed system was evaluated to
track a controlled set of movement (stair climbing) for a brief period of time. Addition-
ally, they indicated that high accelerations could reduce the accuracy of the orientation
measurements (Bergmann, Mayagoitia, and Smith, 2009).
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2.4 Limitations of Previous Studies
Most of the current practices compute the orientation by integrating the angular ve-
locity obtained from the gyroscopes and fusing the accelerometer and magnetometer
measurements into a Kalman filter to correct for the accumulation of error and drift
in the estimation of orientation. Various calibration methods are used to improve the
sensor performance including Zero Velocity Update (ZUPT), calibrating gyros using a
predetermined walking path (Alvarez et al., 2012) and estimating gyro errors by rotat-
ing IMU (Li, Fang, and Du, 2012; Abdulrahim et al., 2014).
The majority of the current approaches use zero velocity update as the key calibra-
tion method in order to improve the indoor position tracking accuracy. Based on this
method, position estimates are accurate when measurements of the accelerometer are
not significantly deviated from gravity. ZUPT is applied during the still periods when
the measured acceleration is only due to gravity and therefore the velocity measure-
ments are updated as zero. This strategy helps with bounding the error growth of the
IMU in between the stops. The limitation of this approach is that the sensors need to
be still frequently when the accelerometers can be utilized as inclinometers during the
still periods and the gyroscopes measure the rotational rate for a brief duration of time
from one still moment to the next. In addition, magnetometers are used to improve the
orientation estimates about the vertical axis (heading angle) but the major problem with
them is their sensitivity to the magnetic disturbances (Jiménez et al., 2010).
This thesis potentially overcomes some of the limitations of the other approaches
regarding the accumulation of error in the estimation of elevation and bank angles. The
work introduces a method which incorporates the knowledge of human movement to
the tracking algorithm to estimate the orientation over a persistent motion and extended
period of time using inertial sensors.
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3 Tracker Design
The goal of this chapter is to provide a description of the process and measurement
models as well as the filter designed to estimate the orientation of the human motion.
Section 3.1 provides a background on the Bayesian framework and Bayesian approach
to solve the estimation problems. Section 3.2 describes the nonlinear state space models
as a common approach to tracking and navigation problems. Section 3.3 discusses the
dynamic filters such as particle filtering and variants of the Kalman filtering to estimate
time-varying states. Section 3.4 describes the process and the measurement models
designed in this work as well as introduces the concepts of the quaternions and the
Euler angles as two common approaches of the rotation representation which have been
utilized in this thesis. The last section, 3.5, introduces the designed UKF applied in this
work.
3.1 Bayesian Framework
Probabilistic inference refers to the process of estimating hidden states which are caused
by noisy or incomplete measurements. The common classical estimators are arithmetic,
geometric or harmonic mean, median, mode and root mean square. Despite classical
estimation approaches which assume that the parameter of interest which we want to
estimate is unknown and deterministic, Bayesian approach assumes that the estimated
variable, x, is random and unknown. The estimators are also random variables, x̂, and a
function of the measurements x̂[{yn} |N1 ]; therefore, the estimator varies based on the set
of observations. In Bayesian approach, the random variable x varies for each realization
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and changes over the ensemble. Bayesian estimation allows the incorporation of the
available prior knowledge as a prior Probability Density Function (PDF) of x. At least,
it can improve the accuracy, when the prior knowledge is both accurate and useful.
The Bayes’ theorem states:
p(x,y) = p(x|y) p(y) = p(y|x) p(x) (3.1)
And the Bayesian mean square error is obtained from the following equation:
MSEB(x̂) =
∫ ∫
(x− x̂)2p(y, x) dy dx (3.2)
The mean of the posterior PDF, p(x|y), is an optimal estimator that minimizes the
Bayesian MSE and therefore, its distribution is of significant importance in estimating
x:
x̂ = E[x|y] =
∫
x p(x|y) dx (3.3)
In the Bayesian approach, the assignment of a prior PDF is required, and if the
information is unavailable, the prior PDF is presented as a uniform prior over a wide
range. After acquiring the measurement data, the knowledge is summarized by the
posterior PDF of x. The Bayesian estimator relies on both the prior knowledge as well as
the measured data; therefore, the question of how to properly justify the given weight to
the prior knowledge plays an important role in the Bayesian estimation. The state space
tracking methods rely on the prior knowledge determined by the physical constraints
or obtained from the past observations (Arulampalam et al., 2002, Gordon, Ristic, and
Arulampalam, 2004, Kailath, Sayed, and Hassibi, 2000).
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3.2 Nonlinear State Space Model
State space models are common approaches to tracking and navigation problems. A
state space model can describe a stochastic, time-varying, nonlinear process by a vec-
tor of quantities known as the state vector, xn in which the subscript n is the index for
the discrete time. The state vector is the smallest m-dimensional vector which fully
describes the past of a deterministic dynamic system. The state is estimated based on
the prior knowledge about the dynamics of the system combined with the acquired fi-
nite sets of the measurements. The states trace the behavior of an object in time and
the state space includes all the possible states. The trajectory of an object in the state
space describes how the states transition sequentially over time (Kay, 1993). The ob-
served measurement is a function of time represented by an k-dimensional vector, yn.
Equations 3.4 and 3.5 are the general representation of a state space model.
xn+1 = fn(xn,wn) (3.4)
yn = hn(xn,vn) (3.5)
where fn(.) and hn(.) are nonlinear models describing the process and measurement
models respectively, and wn and vn are uncorrelated random processes representing
the process and measurement noise which are white noise with zero means. In addition,
the state space models are Markov processes which implies that the output at any stage
depends only on the output of the previous stage; therefore, if we have information
about the present state at time n, then the previous values of the state, N = 0 : n − 1,
would not provide any additional information in order to predict the state at time n+1.
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p(yn|x0:n) = p(yn|xn) (3.6)
p(xn+1|x0:n) = p(xn+1|xn) (3.7)
The primary goal of a state space tracking problem is to estimate the state of the
system, xn, at time n given a sequence of observations, {yn} |
N−1
0 . In the context of state
space tracking, the Bayes’ theorem becomes:
p(x0:n,yn|y0:n−1) = p(x0:n|yn,y0:n−1)p(yn|y0:n−1) = p(x0:n|y0:n) p(yn|y0:n−1) (3.8)
In order to construct the PDF p(xn|y0:n), it is assumed that the prior PDF p(x0|y0) ≡
p(x0) is available. Therefore, it is feasible to compute the PDF p(xn|y0:n) recursively
using two steps of prediction and update. The prediction step utilizes the Chapman-
Kolmogorov equation, 3.9, to obtain the prior PDF of xn:
p(xn|y0:n−1) =
∫
p(xn|xn−1) p(xn−1|y0:n−1) dxn−1. (3.9)
As the measurement yn is available at time n, the prior PDF becomes updated (update





Evaluation of the above recursive equations is impractical particularly for higher
dimensional spaces. Particle filtering and variations of Kalman filtering are the two
common approaches to address this issue and determine the posterior density (Kay,
1993, Arulampalam et al., 2002).
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3.3 Estimation and Filtering
As it was discussed in the previous chapter, the estimation of orientation with IMU’s is
feasible by fusing the measurements from the auxiliary sensors into a complementary
filter to confine the orientation drift error from the gyroscope measurements using a
process model which describes the dynamics of the human movement. If the process
model can be described by discrete-time-varying states then the states can be sequen-
tially estimated by probabilistic Bayesian approaches (Lim, Shin, and Hwang, 2017).
The time-varying states are estimated using sensor measurements at each time step and
dynamic filters such as particle filtering and Kalman filtering.
Particle filters are one of the common approaches of solving for the state space mod-
els. The particle filtering approach approximates the marginal distribution of the hid-
den state using the measurement data and assuming that the posterior is represented
as the sum of multi-dimensional impulses. At each sample point, the distribution is
approximated with a weighted set of discrete values, known as particles, using sequen-
tial importance sampling (SIS) (Gordon, Ristic, and Arulampalam, 2004). Particle filters
are easy to implement; however, the computational demands of particle filters tend to
be quite high. Additionally, particle filters don’t work well if there is no process or
measurement noise in the system (Arulampalam et al., 2002).
3.3.1 Kalman Filter and Its Variations
The Kalman filter assumes that the process and the measurement models, fn(.) and
hn(.), are linear functions, and the additive noise, wn and vn, are white noise but not
necessarily Gaussian. If the two aforementioned conditions are met, the Kalman fil-
ter minimizes the mean square error of the estimated parameters (Arulampalam et al.,
2002). However, most of the real world problems are nonlinear which significantly lim-
its the application of the Kalman filter.
24
The extended Kalman filter (EKF) is an extension of the standard Kalman filter
which uses Taylor series to linearize a nonlinear model. Although the EKF is widely
used for solving the nonlinear problems, it is not optimal for highly nonlinear problems
due to the low stability and computational tractability (Lim, Shin, and Hwang, 2017).
The unscented Kalman filter (UKF) is another variation of the Kalman filter which
estimates the propagation of the state variable distribution more accurately for highly
nonlinear models. The UKF is also known as the sigma-point Kalman filter since it uses
a set of properly selected samples so-called sigma points which represent the mean
and the variance of the state distribution for the nonlinear models. The UKF is more
computationally tractable and stable in the convergence compared to the EKF. They also
don’t require the computation of the Jacobian matrices which is highly time consuming
and prone to error (Lim, Shin, and Hwang, 2017).
3.4 Process and Measurement Models
The design of the process model and the measurement model is required to estimate
the future states of a dynamic system. The process model describes the evolution of
the state over time and the measurement model relates the noisy measurements to the
state (Arulampalam et al., 2002). In this work, the goal was to estimate the orientation
represented by the quaternions, qn, given a sequence of measured accelerations and




The orientation quaternion was used in this work to represent the orientation of the
human body in space. A quaternion is a 4-tuple of real numbers:
q = (q0, q1, q2, q3). (3.11)
25
An alternative way of representing a quaternion is as the sum of a scalar, q0, and a
vector, (q1, q2, q3):
q = q0 + iq1 + jq2 + kq3. (3.12)
This alternative form of representation allows the quaternions to play an important
role in representing a rotation operator where they are interpreted geometrically as a
rotation in R3 by specifying the angle and the axis of rotation.
3.4.2 Quaternion Rotation Operator
Before introducing the quaternions as the rotation operators, it is required for the reader
to be familiar with some of the quaternion algebra such as addition, multiplication and
complex conjugate.
The addition of two quaternions p and q is defined as the sum of the corresponding
components:
p + q = (p0 + q0) + i(p1 + q1) + j(p2 + q2) + k(p3 + q3). (3.13)
The product of two quaternions p and q is defined as follows:
p q = p0 q0−(p1, p2, p3) ·(q1, q2, q3)+p0(q1, q2, q3)+q0(p1, p2, p3)+(p1, p2, p3)×(q1, q2, q3)
(3.14)
where · and × are the dot product and the cross product of the vector parts of the
quaternions respectively.
The complex conjugate of the quaternion q is defined as:
q∗ = q0 − iq1 − jq2 − kq3 (3.15)
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The quaternion rotation operator, Lq, can be considered as a triple quaternion prod-
uct defined as follows:
Lq(v) = q v q∗ (3.16)
where q is a unit or normalized quaternion represented as:
q = cos(θ) + u sin(θ) (3.17)
and the vector v is considered as a pure quaternion whose scalar part is zero, v=0+v.
Therefore, Lq(v) can be interpreted geometrically as a rotation of the vector v through
an angle 2θ about the axis of rotation represented by u. A sequence of rotations are rep-
resented by the quaternion product qp which indicates a rotation operator Lp followed
by Lq (Kuipers, 1999).
3.4.3 Euler Angles
Euler angles are another way to describe an orientation of a rigid body with respect to
a fixed coordinate system. They represent a sequence of the angles of rotation about a
coordinate axis. In this work, the Euler angles are shown as heading (ψ), elevation (θ)
and bank (φ) angles. The heading indicates the rotation about the Z-axis, the elevation
specifies the rotation about the Y-axis and the bank demonstrates the rotation about
the X-axis. There are at least twelve Euler angle-axis sequences which can relate any
two arbitrary but distinct coordinate frames. These sequences include: xyz, xzy, xyx,
xzx, yzx, yxz, yzy, yxy, zxy, zyx, zxz, zyz. For instance, the sequence xyz represents a
rotation about the X-axis, followed by a rotation about the new y-axis, followed by a
rotation about the newer z-axis (Kuipers, 1999).
In this thesis, the orientation quaternions were used to represent the orientation
due to some of the advantages of quaternions over the Euler angles and the rotation
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matrices. Some of these advantages include:
• Quaternions have a more obvious geometrical interpretation compared to the Eu-
ler angles
• They are independent of the choice of the coordinate system
• Quaternions allow using a simpler method of interpolation than Euler angles
• They are a more compact representation of rotation compared to the rotation ma-
trices
• Quaternions do not suffer from gimbal lock (Dam, Koch, and Lillholm, 1998)
3.4.4 Process Model
In this thesis, the state vector consists of the rotation quaternion, q, augmented by the
estimated translational velocity, v, and position, p. Equation 3.18 describes the process
model at time n+1 while the user has to provide the initial state. The orientation at time
n+1 is defined as the quaternion product of the two quaternions qn and rn representing




















The quaternion rn is obtained from the gyroscope measurements using equations
3.19 - 3.21. The gyroscope measures the angular velocity, ωn, at a sample rate of fs and
the angles (θn, φn, ψn) specify the Euler angles sequence at time n. The rotation quater-
nion rn indicates a rotation with an angle of Φn2 about an axis of rotation represented by
its vector part.
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) (θn, φn, ψn) (3.21)
The linear velocity, vn+1, at time n + 1 is obtained using the forward recursive
Newton-Euler equation of motion in equation 3.22. The accelerometer measures both
the translational acceleration of the sensor as well as the contribution of the normal
forces that prevent the sensor from accelerating toward the center of the Earth (Robotics,
2012). The rotational matrix C(qn), a function of qn, converts the measured accelera-
tion, an, from the the body frame of the sensor to the Earth inertial frame and g is the
force of gravity equivalent to −9.81m
s2
.
vn+1 = vn +
1
fs
(C(qn) an − g) (3.22)
The linear position, pn+1, at time n + 1 is computed using the forward recursive
Newton-Euler equation of motion stated by equation 3.23.





In general measurement model maps the states to the measurement data. In this design,
the measurement model uses the process model, fn, and the measurements from the
accelerometer and the gyroscope to estimate the position N samples or equivalently T
seconds in the future where T = N 1fs . Equation 3.24 describes the measurement model
using a for loop in which the state at time n + N is estimated. Equation 3.25 is a more
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compact representation of the measurement model where the operator fN indicates that
the measurement model applies to the process model N times.
yn+N = f(f(f(...f(f(yn,ωn),ωn+1)...),ωn+N−2),ωn+N−1) (3.24)
yn+N = f
N (yn,ωn:n+N ) (3.25)
The vector in Equation 3.26, yn+N , is the estimated state vector, xn+N , at time n + N
used in the computation of the measurement vector, Equation 3.27.






The output of the measurement model is the estimated position, pn+N , at time n + N
which corresponds to the last three elements of yn+N :




The position can be simply estimated by double integrating the measurements from
the accelerometer; however, as it was discussed in the previous chapters, the main prob-
lem with this approach is the accumulation of error in the position estimation which
grows cubically in time when integrating the noisy acceleration measurements (Foxlin,
2005). The measurement model in this design utilizes the prior knowledge about the
natural range of human movement in order to confine the unbounded growth of po-
sition estimation when double integrating the acceleration. It is evident that humans
cannot move naturally more than few meters during 1 s time period; therefore, this
information can be used to prevent the unconstrained growth of the position. The de-
signed measurement model performs this task by calculating the position for T s in
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the future using the process model and integrating this knowledge into the UKF. This
approach potentially decreases the uncertainty in using the measurement model in the
UKF even during the persistent motions when the accelerometer measurements are sig-
nificantly deviated from gravity.
3.5 Filter Design
In this work, the UKF was implemented as the tracking algorithm to estimate the ori-
entation. The UKF estimates the propagation of the state variable distribution more
accurately for highly nonlinear models compared to the EKF. Using the UKF, it is feasi-
ble to calculate the posterior mean and covariance of the state accurately up to the third
order for any nonlinearity. In addition, the UKF does not require the calculation of the
Jacobian matrices which can be non-trivial and result in the implementation difficulties
(Lim, Shin, and Hwang, 2017, Wan and Van Der Merwe, 2000).
The UKF uses 2L sigma points where L is the dimension of the state, xn, and the
sigma points are a minimal set of carefully chosen sample points which describe the
mean and covariance of the previous state. The sigma points, xni, are calculated using
equations 3.28-3.30 for i = 1, ..., 2L
xni = x̂n + x̃i (3.28)
for i = 1, ..., L




for i = L+ 1, ..., 2L





where x̂n = 12L
∑2L
i=1 xn
i and Pn = 12L
∑2L
i=1 (xn
i − x̂n) (xni − x̂n)
T are the mean and
covariance of the state at time n respectively. Equations 3.31-3.34 indicate the prediction
step or the time update step:
















(xni − x̂n|n−1) (xni − x̂n|n−1)
T (3.34)
The filter step or the measurement-update equations are calculated using equations
3.35-3.41:























(xni − x̂n|n−1) (yn
i − ŷn|n−1)
T (3.38)
Kn = Px̃ỹ Pỹ
−1 (3.39)
x̂n|n = x̂n|n−1 +Kn (yn − ŷn|n−1) (3.40)
Px̃,n|n = Px̃,n|n−1 −Kn Pỹ KnT (3.41)
whereKn is the Kalman gain and Px̃,n|n represents the updated state covariance (Simon,
2006).
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3.5.1 UKF Design Parameters
The process and measurement noise covariances, the initial state estimate and its cor-
responding covariance are the design parameters of the UKF whose proper selections
would affect the performance of the tracking algorithm.
TheQ andR matrices represent the process and the measurement noise covariances
respectively. The R matrix was determined empirically representing the uncertainty in
the natural range of human movement, σR. In this work, the measurement noise co-
variance was assumed diagonal and time-invariant, and σR was approximated as 10 m




The Q matrix describes the covariance of the additive noise to the process model,
wn, which consists of three elements: the noise on the quaternion, velocity and position
parts of the state vector represented by wq,n, wv,n and wp,n respectively. The standard
deviation of the noise on the velocity and position, wv,n and wp,n were estimated using
Equations 3.43 and 3.44 over 1000 realizations. Equation 3.43 assumes that the single
source of error when estimating the velocity originates from the noise on the accelerom-
eter measurements and the fact that the acceleration is not constant over one sampling
interval. Equation 3.44 estimates the standard deviation of the noise on the position,
wp,n, with the assumption that the error originates from the noise on the velocity.
wv,n = vn+1 − (vn +
1
fs
(C(qn) an − g)) (3.43)





The noise on the quaternion part of the state vector, wq,n, was considered as:
wq,n = qn+1 − rn qn (3.45)
which is the difference between the true quaternion at time n + 1 and the quaternion
obtained from the quaternion product of qn and rn. When estimating wq,n, it was as-
sumed that the noise on the gyroscope measurements was the single source of creating
the noise. The noise was estimated as the average of 1000 realizations using Equation
3.45.
The process noise covariance was designed as a constant and diagonal matrix. The
diagonal property of the matrix indicates that the individual components of wn, i.e.,
wq,n, wv,n and wp,n are uncorrelated. Equation 3.46 defines the process noise covariance





The diagonal elements of Q and R are used as the tuning parameters of the al-
gorithm. They determine how much the Kalman filter relies on the process and the
measurement model. The higher the measurement noise covariance, the Kalman filter
relies more heavily on the process model; whereas, the lower the measurement noise
covariance, the Kalman filter more confidently uses the measurement model.
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User-Specified Parameters
Variable Name Symbol Value
Standard deviation of process noise (quater-
nion part)
σq 2× 10−3 a.u.
Standard deviation of process noise (velocity
part)
σv 5× 10−3 ms
Standard deviation of process noise (position
part)
σp 5× 10−3 m
Standard deviation of measurement noise σR 10 m





























TABLE 3.1: User-specified parameters of UKF design
35
4 Performance Assessment
The goal of this chapter is to assess the performance of the proposed tracking method,
short-term tracking algorithm, through two approaches: applying the algorithm to a
synthetic data and a real data. The synthetic data allows one to inexpensively create a
long duration data while it is costly to obtain long recordings of real data. In addition,
with the synthetic data the user has more control on designing the statistical properties
of the movement such as the speed and type of motion while this is not easily available
when working with the real data. In this work, the synthetic data was designed as a
random process to simulate the human motion while having control on designing its
statistical properties, and the real data was collected using an IMU and a 6-axis high
precision industrial robot arm.
4.1 Model Validation Using Synthetic Data
Despite the complexity of the human movement and the unique characteristics of the
movement of the different parts of the body, there are certain properties which are com-
mon throughout the motion regardless of the location of the movement on the body.
These common properties include the confinement of the motion. Humans tend to re-
strict their movement in a limited space; thus, certain properties of their motion such
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as position, velocity and acceleration are confined within boundaries and do not grow
unboundedly. Therefore, it was reasonable to model the human motion as the changes
in the position and rotation of one point of the movement. The synthetic data was de-
signed with the necessary requirement of having the position, velocity and acceleration
of the point of the human movement bounded.
4.1.1 Design of Synthetic Data
This section describes the design goals and decisions involved in the design of the
stochastic model representing the human movement.
Design Goals for Modeling Human Motion
1. Simplicity: Simplicity was one of the design goals in this thesis while capturing
the relevant complexities of the human motion.
2. Compliancy with the Newton’s second law of motion: The law states that the
acceleration of a mass is proportional to the amount of the force applied to it. It
is known that the position and velocity of human movement do not change in-
stantaneously but they change over time as a result of the exertion of the force
or torque. Equivalently, the position and velocity signals of human movement
contain higher power for the low frequency components. However, the acceler-
ation of the human motion which is equivalent to the force exerted by the joints
and muscles can change more rapidly compared to the changes in the position
37
and velocity; therefore, the acceleration signal of the human movement has more
power for the high frequency components. The computation of the velocity and
position through integrating the acceleration once and twice respectively will re-
sult in producing low-frequency signals since the integration operation is a form
of low-pass filtering.
3. Wide-sense stationarity: It is known that the translational acceleration, velocity
and position as well as the angular velocity of human movement are persistent
and do not change over time significantly. In addition, the variance of these sig-
nals is constant over an observed period of time. Therefore, the essential proper-
ties of human movement can be modeled as a wide-sense stationary (WSS) over
the time interval the signals are observed. A WSS signal has constant mean and
variance and its autocorrelation is a function of the time difference between the
samples.
4. The range of the standard deviation of human movement properties: The stan-
dard deviations of the translational acceleration, σa, velocity, σv, and position, σp,
as well as the angular velocity, σω, of human movement in an indoor space such
as a house or office doing regular daily activities are confined and do not grow
unboundedly. The standard deviation of the acceleration of the indoor human
movement is within the range of ±5g where g is the gravitational force equiva-
lent to 9.81 m
s2
, and the standard deviations of the translational position, velocity
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and angular velocity of the described movement are within ±10m, ±5m/s and
100− 200◦/s respectively.
Design Decisions for Modeling Human Motion
1. Design of translational acceleration, velocity and position: White noise is the sim-
plest form of the stochastic processes which has the same amount of power for all
the frequencies. The Gaussian distribution of white noise is significantly impor-
tant because of the central limit theorem which states that in general the sum of an
infinite number of statistically independent random variables has Gaussian dis-
tribution. The simplest method to model the acceleration signal, an, was to apply
a high-pass filter to white noise, wn, with zero mean and Gaussian distribution.
Figure 4.1 demonstrates the block diagram of the design of the translational ac-
celeration, velocity and position with the knowledge that the integration process
involved in creating the velocity and position is a form of low-pass filtering.
FIGURE 4.1: Block diagram of design of human movement
properties
2. Design of high-pass filter: A high-pass filter enforces zero gain at zero frequency
which is also known as the DC frequency. A high-pass filter with two zeros at
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the DC frequency was applied to an to ensure that when integrating the acceler-
ation once and twice to create the velocity, vn, and position, pn, they were both
bounded. The simplest method of designing a high-pass filter which would sat-
isfy the design requirements was a second order filter. For the simplicity pur-
poses, a first order non-causal infinite impulse response (IIR) filter was designed
which filtered the signal both in the forward and backward directions. The two
zero’s of the high-pass filter were placed on (1, 0) of the unit circle which is equiv-
alent to zero frequency to ensure zero magnitude response at zero frequency. The
choice of the pole of the filter, β, which determines the filter cutoff frequency, af-
fected the distribution of the power of the acceleration signal. Equation 4.1 is the





where β was chosen as 0.9986 in order to satisfy the fourth design goal regarding
the range of the standard deviation of the motion translational properties. Figures
4.2 and 4.3 demonstrate that the greater values of β led into larger , σv, and ,
σp, while the smaller values of β decreased the velocity and position standard
deviations.
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FIGURE 4.2: Velocity standard deviation vs the location of the high-pass filter
pole
FIGURE 4.3: Position standard deviation vs the location of the high-pass filter
pole
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The synthetic velocity and position were generated using an approximation of








vn + pn (4.3)
Figure 4.4 demonstrates the synthetic acceleration, velocity and position.
FIGURE 4.4: Top, middle and bottom panels demonstrate synthetic
acceleration, velocity and position respectively.
3. Design of angular velocity: The angular velocity of the human motion, ωn, is
WSS signal whose low-frequency components have higher power than its high
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frequencies. Similar to the design process of the translational properties, the sim-
plest approach to model ωn was to low-pass filter the WSS white noise sequence,
wn. Figure 4.5 demonstrates the block diagram of the design of the angular ve-
locity. The white noise represented the broadband angular acceleration, αn. The
low-pass filter was designed as a first order autoregressive model, AR(1). Au-
FIGURE 4.5: Block diagram of the design of the angular velocity,
ωn
toregressive models are stochastic processes in which the future values are esti-
mated based on the weighted sum of the past values. In an AR(1) process, the
current value is calculated based on the immediate preceding value. Equation 4.4
represents the computation of the angular velocity:
ωn+1 = α ωn + un (4.4)
where un is a zero-mean white Gaussian noise. The value of the parameter α
determines the behavior of an AR(1) model; if |α| < 1, then the system will be
bounded input, bounded output (BIBO) stable. There were two parameters to
43
control the power of the high frequency components of the angular velocity and
keep the standard deviation of the angular velocity within the range of 100 and
200◦/s: the power of the white noise and the cutoff frequency of the low-pass
filter. In order to have enough power for the high frequency components and
fulfill the standard deviation constraint of the angular velocity, the value of α
and the standard deviation of the white noise, σwn , were chosen as 0.7 and 1.8
respectively. As Figures 4.6 and 4.7 show the greater values led into generating
higher σω and the smaller values resulted in reducing the standard deviation of
the angular velocity.
FIGURE 4.6: Angular velocity standard deviation vs α
44
FIGURE 4.7: Angular velocity standard deviation vs White noise power
Figure 4.8 shows the synthetic angular velocity (top panel) and one of the syn-
thetic Euler angles (bottom panel).
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FIGURE 4.8: Top: Synthetic Angular Velocity, Bottom: Synthetic Bank Angle
4.2 Experimental Design
This section describes the evaluation of the performance of the short-term tracking al-
gorithm using the IMU and an industrial robot arm as a reference system.
4.2.1 Robot Arm
Many of the previous studies have used optical systems as a way of assessing the hu-
man movements. However, as it was discussed in Chapter 1, optical systems suffer
from many limitations such as high cost and extensive setup and calibration. Addition-
ally, the application of the optical systems requires a laboratory environment where a
clear line of sight between the source and the sensor is ensured. The industrial Epson
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C3 robot arm (Figure 4.9) is a 6-axis, high-speed robot used for a very high precision
applications such as the lab automation, medical and industrial products and instru-
ment panel assembly (Epson Robots, Carson, California). The robot has a wide range
of motion and is accessible in the Portland State Biomedical Signal Processing Lab. Due
to its high precision, wide motion range and accessibility, the robot arm was used as
a reference measurement system to evaluate the performance of the inertial tracking
algorithm.
FIGURE 4.9: Epson C3 Robot Arm
The Opal sensor (Figure 4.10) is a miniature wireless IMU containing triaxial ac-
celerometer and gyroscope. It has a long battery life of 16 hours and the ability of data
storage up to 8 GB. Sensors are capable of synchronizing with other Opal sensors wire-
lessly, and the collected data has a precision of ±1 ms (APDM Inc., Portland, OR). The
high performance specifications of Opal as well as its accessibility in the Portland State
Biomedical Signal Processing Lab made Opal the best candidate for collecting data for
this work.
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Robot arm operating speed and motion range
Task Joint 1 Joint 2 Joint 3 Joint 4 Joint 5 Joint 6
Max operating
speed
450 ◦/s 450 ◦/s 514 ◦/s 553 ◦/s 553 ◦/s 720 ◦/s
Max motion
range




4.29 4.29 4.29 5.31 5.24 6.86
TABLE 4.1: Epson Robots, Carson, California
The Opal gyroscope and accelerometer nominal noises are specified as spectral noise
parameters corresponding to 0.025 ◦/s/
√
Hz and 120 µg/
√
Hz respectively (APDM, Inc.,
Portland, OR) which assumes that the noise is white with a uniform power spectral
density for all the frequencies. The bandwidth of the anti-aliasing filter is 50 Hz for both
the accelerometer and gyroscope. The root mean square (RMS) of the sensor noises
is calculated through multiplying the noise spectral density by the square root of the
noise bandwidth. Therefore, the RMS of the Opal accelerometer and gyroscope were
measured as 0.0083 m/s2 and 0.1768 ◦/s.
FIGURE 4.10: Opal Sensor
The movement protocol, originally designed for a different application, was found
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suitable for the application in this work to simulate the speed and complexity of the hu-
man movement. The Opal sensor was placed on the end effector of the robot arm with
six degrees of freedom to measure the motion of the arm as demonstrated in Figure 4.11.
In order to assess the performance of the short-term tracking algorithm for each of the
three Euler angles and more easily find the deficiencies of the performance along each
axis of rotation, the movement included approximately 20 s recording of the isolated
motions about each of the three axes followed by a more complex motion consisting of
simultaneous changes in the three Euler angles to resemble the human movement. The
movement of the robot arm was programmed in four phases:
1. Sinusoidal movement only in the heading angle (about the Z-axis)
2. Sinusoidal movement only in the elevation angle (about X-xis)
3. Sinusoidal movement only in the Bank angle (about Y-axis)
4. Simultaneous movements of all the three angles
Figure 4.12 shows the changes in the rotational angles of the robot arm, top panel shows
the movement of the heading angle, while the changes in the elevation and bank angles
are demonstrated in the middle and the bottom panels.
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FIGURE 4.11: Robot End effector
FIGURE 4.12: Robot Arm Orientation
4.2.2 Data Preprocessing
The movement of the robot arm was measured and recorded by the robot as well as
the Opal sensor. The measurements taken by the robot arm were considered as the
gold standard test to which the sensor measurements were compared. However, in
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order to compare the measurements, preprocessing the collected data was required.
The preprocessing was done in the following steps:
• Alignment of the frames of reference
• Removing abrupt changes from the Euler angles measured by the robot arm
• Resampling the robot arm measurements
• Removing delay between the robot arm and the Opal measurements
Frames of Reference Alignment
Figure 4.13 demonstrates the coordinate systems of the base and the hand of the robot
arm while Figure 4.14 shows the Opal frame of reference. In this thesis, the base of
the robot was considered as the main reference frame and all the measurements were
aligned with it. The alignment of the Opal sensor measurements were done by rotating
the acceleration and the angular velocity from the sensor frame to the frame of reference
of the robot arm’s base.
Removal of Abrupt Changes from the Robot Arm Euler Angles
The next preprocessing job was done to remove the abrupt changes from the measured
Euler angles by the robot arm. As discussed in Chapter 3, a unit quaternion can be
presented in an angle-axis form, Equation 4.5.
q = cos(θ) + u sin(θ) (4.5)
The negative quaternion −q is shown in Equation 4.6:
− q = cos(2π + θ) + u sin(2π + θ) (4.6)
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FIGURE 4.13: Robot Arm Coordinate System
FIGURE 4.14: Opal Sensor Coordinate System
As Equations 4.5 and 4.6 demonstrate, the operations Lq and L−q represent the same
rotation about the same axis of rotation and through the same angle of rotation since
2π + θ is equivalent to θ.
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L−q = (−q)v(−q)∗ = qv(q)∗ (4.7)
The Euler angle signals collected by the robot arm were converted into quaternions
in order to remove the gimbal lock. The gimbal lock refers to a situation when one
rotational degree of freedom is lost because the two of the three rotation axes align. It
usually happens when the second rotation in a sequence reaches 0 or π/2 radians. The
abrupt changes due to the redundancy in describing one rotation by two quaternions,
q and −q, were removed by finding the magnitude of the difference between qn and
qn−1 as well as qn and−qn−1, and comparing the differences as described by equations
4.8-4.10:
D+ =‖ qn − qn−1 ‖ (4.8)
D− =‖ qn − (−qn−1) ‖ (4.9)
qn =

−qn, if D+ > D−
qn, otherwise
(4.10)
Resampling the Robot Arm Measurements
The process of increasing the sampling frequency is called upsampling. The purpose
of upsampling a signal, sn, is to increase the sampling rate by a factor of L which is
equivalent to sampling the signal at every T/L s. In time domain processing, this can
be interpreted as inserting L− 1 zeros between the samples to form s ′n/L. The DTFT of






Due to having different sampling frequencies, it was required to change the sample rate
of the Euler angles measured by the robot arm to the sample rate of the Opal sensor to
obtain a higher bandwidth. The robot Euler angles were non-uniformly sampled at an
average of 20 Hz. The robot Euler angles were uniformly resampled at the sampling
frequency of the Opal sensor, 128 Hz. The Euler angles first were converted to a uni-
formly sampled signal by computing the average sample rate, and finding the rational
sample ratio between the average sample rate and the desired sampling frequency and
ultimately interpolating the signal. The cubic spline interpolation provides a smooth
interpolated signal with higher accuracy than linear interpolation and avoiding the
unwanted oscillations caused by the higher-order polynomial interpolation methods.
Therefore the robot Euler angels were interpolated using the cubic spline method.
Figure 4.15 demonstrates the robot resampled Euler angles.
FIGURE 4.15: Overlap of the original robot Euler angles (light, thick blue) and
resampled Euler angles (dark, thin blue)
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Removal of Delay Between the Robot and Opal Measurements
The measurements of the robot arm and the Opal sensor were recorded independently
with different independent clocks which caused a delay between the measured Euler
angles by the IMU and the robot Euler angles. The delay was calculated using cross-
correlation. The cross-correlation is a common technique for determining the time delay
between two signals. The time delay is measured by calculating the maximum (or min-
imum if the signals are negatively correlated) of the cross-correlation signal (Rhudy et
al., 2009). Equation 4.12 demonstrates the cross-correlation between the two stochastic





where l is the lag, γyx is the cross-covariance of yn and xn and σy represents the standard
deviation of the corresponding process.
Figure 4.16 indicates the maximum lags between the three channels of the robot and
Opal measurements equivalent to the time delay which was measured as 13.02 s.
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FIGURE 4.16: Cross-correlation of Opal and robot Euler angles
4.3 Euler Angles Performance Assessment
The proposed algorithm only utilizes the accelerometer and gyroscope measurements
to estimate the orientation. The tracker uses gravity to correct for the estimation of
the elevation and bank angles. Previous studies have employed magnetometers to find
the magnetic field of earth and compensate for the heading errors. As it was carefully
discussed in Chapter 2, the presence of magnetic disturbances greatly affects the ac-
curacy of the estimation of the heading angle. Due to not using the magnetometer in
this work, there was no absolute reference for measuring the rotation about the vertical
axis, equivalently the heading angle. Therefore, this work is only concerned about the
assessment of the estimation of the elevation and bank angles.
There are at least two unit quaternions that represent every orientation. If q is one
representation, then −q is another. In order to compare the estimated and true rota-
tional angles, it was easier to convert the estimated quaternions into Euler angles since
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the quaternions do not segregate the heading error from the error in the elevation and
bank angles. On the other hand, Euler angles suffer from singularity, which is also
known as gimbal lock problem. In order to prevent the gimbal lock issue in this work,
different Euler angle-axis sequences (explained in detail in Chapter 3) were examined
and the one which avoided the singularity problem was utilized for the conversion of
the quaternions to Euler angles. Furthermore, in Euclidean geometry the sum of the
even integer multiples of π and an angle is equivalent to the angle itself (γ and γ + 2nπ
are equivalent), in practice this can result in the discontinuities and jumps of±2π when
working with the Euler angles. In order to keep the values of the Euler angles between
−π and π and prevent the discontinuities, the estimated Euler angles were unwrapped.
The process of unwrapping was done by adding appropriate multiples of 2π to each
phase input to find the unambiguous phase values.
The median absolute deviation (MAD) is a robust scale estimator which is signifi-
cantly less influenced by the outliers compared to the conventional estimators such as
root mean square deviation (RMSD) or mean absolute error. The MAD measures the
absolute difference between each sample and the median of a dataset. In order to assess
the accuracy of the estimated elevation and bank angles, the MAD between the esti-







where θ̂in represents the estimated angle for the i-th realization.
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5 Results and Discussion
This chapter provides the results of the short-term tracking algorithm performance
for the synthetic and real data. Section 5.1 presents the performance of the proposed
method for different number of seconds in the future for the synthetic data. Further-
more, it compares the performance of the short-term tracking algorithm with the re-
sults obtained from the inertial navigation approach. Section 5.2 describes the similar
algorithm performance for the real data.
5.1 Algorithm Performance Using Synthetic Data
Figure 5.1 shows the median absolute deviation (MAD) between the estimated and true
elevation and bank angles for a synthetic dataset with a duration of 2000 s. Due to
the presence of the gimbal lock in the absolute differences of the true and estimated
angles, the MAD was chosen as a robust method for measuring the variability of the
error. The blue line represents the MAD between the true Euler angles and the ones
obtained from the inertial navigation approach for the average of 50 realizations. The
inertial navigation technique is a self-contained navigation system which does not de-
pend on external infrastructure. It uses the accelerometer and gyroscope measurements
to track the position and orientation relative to a known initial position, orientation and
velocity. The red line in Figure 5.1 indicates the MAD between the true and estimated
angles measured by the short-term tracking algorithm for 2.5 s in the future and over
the average of 10 realizations. It is clearly evident that applying the short-term tracking
algorithm significantly decreases the amount of orientation estimation error. The blue
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trace is smoother than the red one since it is obtained from the average of larger number
of realizations; the amount of time required to estimate the orientation using the short-
term tracking algorithm was so high that limited the feasibility of estimation for greater
number of realizations.
FIGURE 5.1: Median absolute error between the true and estimated Euler
angles: the blue line represents the MAD between the true and estimated
angles by inertial navigation method for 50 realizations, the red line shows the
MAD between the true and estimated angles measured by the new technique
for 10 realizations.
Due to initializing the tracking algorithm with the true initial state, the absolute
error between the true and estimated sequences consists of a transient and steady state.
Figure 5.2 shows the MAD of the steady state for 0 to 2.5 s in the future. The dotted
horizontal lines indicate the MAD of the elevation and bank angles using the inertial
navigation approach as the reference point for assessing the performance of the short-
term tracking algorithm.
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Figure 5.2 clearly shows that the proposed method significantly improves the esti-
mation of the elevation and bank angles compared to applying the inertial navigation
only. Table 5.1 lists the MAD of the elevation and bank angles demonstrated in Figure
5.2. The error for both angles continues to decrease as going further in the future.
FIGURE 5.2: Comparison of performance of inertial navigation approach with
the short-term tracking algorithm for different number of seconds in the
future on the synthetic data.
Median Absolute Deviation of Euler Angles
Parameter Name Inertial
navigation
0 s 0.5 s 1 s 1.5 s 2 s 2.5 s
MAD of Eleva-
tion angle ( ◦)
44.9 44.2 16.0 11.5 9.79 8.53 7.20
MAD of Bank an-
gle ( ◦)
89.6 55.8 21.0 14.3 11.3 10.5 8.80
TABLE 5.1: Median absolute deviation of the elevation and bank
angles for synthetic data
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5.2 Algorithm Performance Using Real Data
The short-term tracking algorithm was further evaluated by applying it to real data col-
lected by an actual IMU and a robot arm. The original recorded real data was replicated
in time to obtain a longer dataset. Figures 5.6 and 5.7 illustrate the overlay of the true
and estimated elevation (top panel) and bank (bottom panel) angles. The thicker, black
lines show the true angles while the thinner lines illustrate the estimated angles using
the short-term tracking algorithm (Figure 5.6) and inertial navigation approach (Figure
5.7).
FIGURE 5.3: True elevation (top panel) and bank (bottom panel) angles
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FIGURE 5.4: Estimated elevation (top panel) and bank (bottom panel) angles
by short-term tracking algorithm
FIGURE 5.5: Estimated elevation (top panel) and bank (bottom panel) angles
by inertial navigation approach
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FIGURE 5.6: The overlay of the true and estimated elevation (top panel) and
bank (bottom panel) angles. The black lines show the true angles and the
magnum lines illustrate the estimated angles using the short-term tracking
algorithm.
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FIGURE 5.7: The overlay of the true and estimated elevation (top panel) and
bank (bottom panel) angles. The black lines show the true angles and the red
lines illustrate the estimated angles using the inertial navigation approach.
The MAD was calculated between the estimated and true elevation and bank angles
for a recording with the duration of 900 s. Figure 5.8 shows the MAD of the short-term
tracking algorithm for 0 to 2 s in the future. The dotted horizontal lines obtained from
the inertial navigation approach serve as the point of reference for assessing the short-
term tracking algorithm performance. Table 5.2 lists the MAD of the elevation and bank
angles. The results indicate that applying the short-term tracking algorithm consider-
ably decreases the estimation error. The error continues to decrease as the number of
seconds in the future increases.
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FIGURE 5.8: Comparison of performance of inertial navigation approach with
the short-term tracking algorithm for different number of seconds in the
future on the real data.
Median Absolute Deviation of Euler Angles
Parameter Name Inertial
navigation
0 s 0.5 s 1 s 1.5 s 2 s
MAD of Eleva-
tion angle ( ◦)
23.5 20.0 6.77 6.24 5.84 5.83
MAD of Bank an-
gle ( ◦)
57.3 43.9 7.83 7.83 7.68 5.60
TABLE 5.2: Median absolute deviation of the elevation and bank
angles for the real data
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6 Conclusion
The first section of this chapter, 6.1 provides a summary of the thesis. Section 6.2 de-
scribes the contribution of the thesis to the area of motion capturing. Section 6.3 enu-
merates the limitations of the current work and potential future research. Finally, Sec-
tion 6.4 provides a conclusion of the thesis.
6.1 Summary
Recently, the application of the IMU’s has been increased for continuous measurement
of the orientation of a moving body. While inertial navigation is a typical approach to
estimate the orientation, this approach has a major problem which is the accumulation
of error in orientation estimation when integrating the sensor measurements. Chapter
2 of this thesis reviewed and summarized the current solutions to address this problem.
One of the constraints of the current practices includes limited tracking duration, up
to 20 s, for a controlled movement. Most of the present practices apply zero velocity
update as a method of calibration to improve the accuracy of the orientation estima-
tion. The main limitation of this approach is that it requires the sensors to be stationary
frequently. Application of the magnetometer is the other common practice to improve
the orientation estimation about the vertical axis (heading angle), but the accuracy of
this method significantly suffers from the sensitivity of the magnetometer to the envi-
ronmental magnetic disturbances.
This thesis proposed a more accurate algorithm to estimate the elevation and bank
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angles of the orientation of the human movement over a persistent motion using ac-
celerometers and gyroscopes. The introduced method incorporates the knowledge about
the human movement to the estimation of the orientation to restrict the estimated po-
sition from growing unboundedly. As it was discussed in details in Chapter 3, the
proposed measurement model utilizes the accelerometer and gyroscope measurements
to estimate the position T seconds in the future. The estimated position is used to help
with increasing the reliability of using the measurement model in the UKF without the
need for the accurate reading of gravity by the accelerometer which requires the sensor
to be stationary. Chapter 4 described designing a model to simulate the human move-
ment and presented a method to thoroughly assess the performance of the algorithm
on the synthetic data. In addition, Chapter 4 explained an experimental design where
the real data was captured using an IMU and a robot arm, and was preprocessed before
being used by the short-term tracking algorithm. Ultimately, Chapter 5 presented the
performance results of the new method and compared it with the inertial navigation
performance.
6.2 Contribution
This thesis contributes to the area of motion tracking using IMU’s by introducing a
novel method of calibrating the orientation estimation. The four major contributions
from this work are:
• introducing a new method for estimating orientation by incorporating the prior
knowledge about human movement into the tracking algorithm,
• designing a model for the human motion,
• rigorously assessing the introduced method on the synthetic data, and
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• evaluating the performance of the proposed tracker on the real data captured by
an actual IMU.
6.3 Limitations and Future Research
There are few limitations associated with the short-term tracking algorithm. These lim-
itations include:
• The main limitation of the short-term tracking algorithm is that it is computation-
ally expensive. The tracker takes a significant amount of time to do the estimation
for long recordings. The algorithm is designed to compute the estimated position
for every single sample in the future; therefore, as the sampling frequency of the
dataset or the duration of the recording increases, the time required for estimating
the orientation grows significantly. The current algorithm requires more future
work to optimize the computational efficiency of the tracker while maintaining
an acceptable level of estimation accuracy.
• It is important to assess the short-term tracking algorithm on different types of
datasets which include a variety of movement captured by the robot arm as well
as motion capture settings.
• Future work needs to be done to investigate the number of seconds in the future
which would provide the best estimation performance for various datasets, and
determine whether this number is independent of the type of the movement or it
is a function of the complexity of the motion.
• It is feasible to estimate the position using the short-term tracking algorithm. As
previous chapters discussed, the position signal of the human movement has
higher power for the lower frequency components. Estimation of the coherence
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between the estimated and true position can be a potential approach to evaluate
the accuracy of the position estimation.
• In 2003, Kraft described a quaternion-based UKF for orientation tracking which is
an extension to the original one. The proposed extension addresses the inherent
properties of the unit quaternions (Kraft, 2003). Future work needs to be done to
utilize the proposed quaternion-based UKF in the short-term tracking algorithm
for estimating the orientation and avoiding some of the intrinsic problems of the
unit quaternions.
• This work only used the short-term tracking algorithm and the measurements
from the accelerometer and gyroscope to estimate the elevation and bank angles
of human motion. Future work needs to be done to integrate the ZUPT in to the
new technique as well as utilize magnetometers to improve the heading angle
estimation. It is valuable to determine how much the short-term tracking algo-
rithm improves the estimation accuracy in addition to the ZUPT during a typical
human movement.
6.4 Conclusion
This thesis demonstrated the potential of estimating the orientation of the human mo-
tion more accurately over a persistent motion using the inertial measurement units by
incorporating the prior knowledge about the movement into the tracking algorithm.
The results presented in this work confirmed that the introduced method considerably
improves the accuracy of the orientation estimation compared to the inertial navigation
approach. A model of the human movement was designed and the performance of the
algorithm was evaluated on the synthetic data. Additionally, the real data was collected
using an actual IMU and a robot arm for further assessment of the proposed technique.
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The results for both datasets indicated that the estimation of the elevation and bank
angles significantly were improved using the short-term tracking algorithm. Further
future work is required to assess the performance of the algorithm for a wider variety
of motion collected by the robot arm as well as motion capture settings. Furthermore, it
is important to investigate the amount of orientation estimation improvement after in-
tegrating the ZUPT in to the short-term tracking algorithm and evaluating the accuracy
of the estimation for the human movement.
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