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3.2 制約充足問題と制約指向型ファ ジィ ネス








束関係)の集合T= {tl， • • . ， tm} ，さらに各ユニット組に対してラベル付け可能なラベルの








































































ような制約違反最少化戦略を山登り法に適用した手法は， MCHC(Minimizing Confiict Hil 
























































































































これによ ってミク積としてのマクロな秩序の形成 (秩序パラメータ)が十分大きくなると，この方法では，各制約領域を矩形 (直であるかにかかわらず，統一的な扱いが可能となる.
































前章で述べたように， 一般に CLPの解法には，木探索法，弛緩法，併合法などがある [34].
ここでは，併合法に動的計画法 (DynamicProgramming)の考え方を導入して計算量 ・計



























1 + e-Ui(t+l) 
=乞ωijXj・(t)+乞川町(t) + Xi ( t)+ Ui + Ai -() 
(3.1) 
(3.2) 
ここで，Xi (t) :時刻tにおける区間 tの活性値， Ui:区間 tへの入力，同j 異なる変数を表
すファジイ集合内の区間 jとの問のリンクの重み， Xj.異なる変数を表すファジイ集合内の
区間jの活性値， ωik.同じ変数を表すファジイ集合内の区間 kとの聞のリンクの重み， Xk. 
































































第 3章自律的秩序形成による問題解決 3.4. 並列処理言語による提案システムの実装と設計問題への適用 43 
表 3.1:ベルト伝動系における制約式






























与えられる変量 T 駆動軸トルク n : ~IJ.動軸回転数
設計変数 01 ・駆動プーリ直径 O2 彼動プーリ直径


































軸プーリの直径 Dl' 被動軸プーリの直径D2，ベルト幅bと厚さ t，ベルトとプーリ聞の摩
擦係数μである.目的関数としては，ベルトの引張り応力 σ，駆動軸プーリの重量W1，被
並列処理言語による提案システムの実装と設計問題への適用第 3章 自律的秩序形成による問題解決 45 3.4. 44 










































1 2 4 2 1 2 .2 1 3 2 
μX-X F1 Fe T F; 01 e e 02 W2 b-02 i 02 W1 t A 
(11222333 1 1111122 1 22 
222 2 2 3 3 21 1 1 1 122 1 2 2 
1122233313311122122 
22222 3 3 3 2 331 1 122 1 2 2 
1122233311111122222 
222 223 3 3 2 1 1 1 1 1 222 2 2 
1 1 222 333 1 331 1 1 2 2 2 2 2 
22222333233 1 1 1 2 2 2 2 2 





















































表 3.2の最上段の解候補を選択した場合の最終解を表 3.3に示す.そこから invasionが開始変数μ，X，()などに対応したラベル組の活性値が高くな り，階で，
図3.14に示されているように，各目的関数のうち，応力 σ(図の最上段)につこの場合，frontに沿って次々と併合操作がなされてゆく.全ての変数に関して併合操作が行わされ，
重量 Wl(図の最上段)については上から3段目のレベルいては上から 2段目のレベルが，表3.2に示す 8通 りの制約充足解が得られる.れた後， invasionの後退過程が実行され，
D2は中く らDl， に注目すると，(図の最下段)制約式 i=会さて，が充足されている.上位層でそこで，最終的には，各設計変数の具体的な値を決定する必要がある.さて，












Dl [mm] 221.8 -235.0 
D2 [mm] 312.0 -360.0 
b [mm] 100.0 -120.25 
[mm] 5.0 -6.0 






























E [GPa] 210 100 72 
コスト係数
C [$/m3] 18 14 12 ト叩ー、 、町 川
比重






































3.5. 結言 49 
表 3.5:提案システムによ り得られた最終解の一つ
設計変数 許容範囲
Al [cm2] 21.0 ~ 24.0 
















































































52 第 4章制約指向問題解決プロセスに潜む複雑性 4.2. 制約伝播力学系 53 
(3四1)クリスプな同時制約から導カ亙れるファジィネス
(3固めファジイな同時制約から導かれるファジィネス
制約 ，ー -. 制約
f変量1 A ~ (変量1 B~ (変量1
























変数 X y z 
a一_.b一_.c ????
〉く 矢印は制約伝播の伝わる方向を表す




例として，図 4.1に示すように，変数 x，y，zがあり，X とy， yと Z，Z とzの間には，
それぞれ固有の制約 A，B，Cがあるとする.仮に，Xに何らかの初期値を与えると，制約 A
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y 
y 
同時制約C(x，y) 制約2 制約 1
X Z 















(Vxε1')(Vyε1(1) C(x， y) ( 4.4) 
この式 (4.3)における 1(1')は C(x，y)を満たす uの出力区間の最大のものであ り，した
がって，式 (4.3)， (4.4)より，
1(1')三1(1) (4.5) 






1， l'は制約伝播される制約区間であ り，1(1')，1(1)は伝播された区間を表す.また，“三 "
は区間の聞の包含関係を指す.
式(4.1)は，以下のよう に示される.まず，図 4.3に示すように， 2つの変量ιuの聞に






(VxεI)(Vyε1(1)) C(x， y) (4.2) 定義 2 (中間性関係)
すなわち，xの入力区間 Iの下で，C(x，y)を満たすuの出力区間のうちで最大のものが bet(1 : l'ぅI勺三 l'三1:; 1" OT 1"三1:; l' (4.6) 
56 第 4章制約指向問題解決プロセスに潜む複雑性
Max 

































η次元空間 X からそれ自身への任意の写像 fについて X が η次元単体 |ση|に同相

















れることを写像fと表現すると，端点 Al，A2は不動点ゆえに j*(A1)= Al， j*(A2) = A2 
と表せる.これは，BrOU1μerの定理を用いて証明できる.楕円 1の境界上で端点 Alをと
ることが可能な領域は図 27のR1で示される区間である.A1は楕円 2の境界上の点 B1に
伝播される.定義 1の前提より，制約2は制約 lを受けるように配置されているので， R1 
の区間全体が伝播されると考えると，伝播されたほうの区間 S1は，長さがS1:; R1となる
領域に収束する.このように伝播が4つの制約間で一周繰り返されると ， R1の領域は R1
の内部に写像されることがわかる.この場合，Brouωerの定理における空間 X には，曲
線 R1が相当する.曲線は一次元なので，その単体は線分(一次元単体)になる.曲線 R1
を線分 Ylに変換する同相写像を kとすると巧 =kR1となるので， むと R1は同相とし
て扱うことができる.したがって，R1がR1内部に写像されることが示され，さらに連続
であることは自明なので，Brouwerの定理より Rlの領域中には少なくとも lつ不動点が
存在するといえる.もう一方の端点 A2についても，楕円 lの境界上で端点 A2を取ること
4.2. 制約伝播力学系 59 
loop 2 
図 4.8:2つのループから構成される制約ネットワーク

































3.制約領域の形状は， クリスプな楕円制約と 入力=出力となる傾き 45度の直線制約
w 
のみを扱う.
4.各変量では過去 (前回)にとった値をある一定の割合だけ考慮する.すなわち，変量 図 4.9:ループが1つの場合のシミュレーションモデル
zが Xnという値(区間)をとり，制約伝播のループを通して再び、戻ってきたときの値















図4.9に示すように， 4つの変量問についてクリスプな楕円制約を設定する.楕円の傾き 度。1，縦軸に区間の値をとり， mαzが濃色で minが淡色で表示している. また，fh = 30 







図4.12に示すように，周期の異なる 2つのループ (4周期と 3周期)を設定する.楕円の
傾き 81= 60度， 83 = 20度， 84 = 50度， 85 = 30度として， 82を10度から 80度まで変化
させて制約伝播を行なったときの共通変量z上の区間に関する分岐図を図 4.13に示す.こ
の図より，ある角度以上になると，分岐が起きていることがわかり， 82 = 60度では 6周期












































により，いずれかのファジィ集合が選択される (ファジィラベルの選択)ととも にそのフ ァ
ジィ集合に属するある区間が選択され (制約レベルの選択)，その選択された区間によ って
制約領域を矩形近似する.この矩形近似により得られた区間は，つぎの変量に対する入力区





















































4.3. ファジィ記号力学系と内在する複雑性 67 
1 
o ド」与ザ斗ー→ー叫}矢十__..ーァι. ..... →」ー・ニニ---~山」λーーιーtl~ ¥/ '. ' -. . " " _.- . . ¥J .J' 
図 4.18:自己相関関数
図 4.19:パワースペクトル








































状態 1 状態 2 : 状態 1
図 4.22:ラベル記号列の解析に基づく状態遷移図
。















































































































































す'(Xt)= rt+γサ(X削) (5.4) 
である.したがって，予測誤差






























Q'(Xt，αt) = rt +γV(X川)




































2二αt(X，a) =∞ぅ乞[αt(X，α)]2<∞， Vx，Vα ( 5.12) 
の条件で tの増加に従って適切に減少するなら ，Q-Learningによ り生成される列
{ Qt(x，α)}は，全ての組 (X，α)に対して確率 1でQX(X，α)に収束する.
Q-Learningでは，学習要素および行動決定要素において Q値という 1つの評価基準に基
づいて学習し，新たに積むべき行動を決定している.このため，学習率のパラメータである
78 第 5章連続値入出力を扱う強化学習 5.2. 強化学習の概要 79 
第 1試行 報酬 r= 60 報酬r
Rule:Aa Rule:Cb Rule:Da Rule:Hc Rule:lb Rule:Jb 
100・20+20 100-20+60 、___/
20 報酬 rの伝搬
:-Rule:Aa - Rule:Cb Rule:Da Rule:Hc Rule:Ib Rule:Jb 、___./、__./、___./、~ー/、~ー/
fs(r) 九(r) 九(r) 九(r) f1 (r) 報酬:rの分配
第2試行
エピソード
A， C， 0，・・・:状態 a， b， C:行動Rule:Aa Rule:Cb Rule:Da Rule:Hc Rule:Ib Rule:Jb 
100・20+20 100-20+28 140・28+60 Rule:Aa: )レー ル:if状態Athen行動a、~ー/、___/
20 28 報酬 rの伝搬





























レー法 (BucketBrigade Algorithm)とProfitSharing法 (利益共有法)がある.


















|状態行動| (離散値)」ー → ι 














































のQ値を導出する.いま学習者が環境の状態として η次元連続値ベクトル X= (Xlγ ・，Xη)
を観測し，行動として連続値 αを出力するとする.このとき，状態 X，行動 αからQ値を
導出するためのファジィルールは以下のようになる.





ωi = Bix1 (X1) . . . . Bixn (Xn) . Bia(α) ( 5.17) 
¥ _ Lωi' fi(X1，・ '，Xη?α)Q(X1，・ .，Xn，α)= 




仇j(Xj)=仰 {-k(~3 ー μり ì2} 
L， ¥ σij / 







































期待評価 Q'(Xtぅαt)(= Q(Xt， at)+ムQ(Xtぅαt) に近づくように，Q値を導出するのに用いら
























提案手法は，状態 zと行動 αから Q値を導出する際にファジィ推論を用いるものであり，



















for action 1 
ファジィ推論


























を含み行動 αは含まないファジイルールを用意し， それらを用いてファジイ推論を行い Q
値を導出する.
Ri If Xl is Bi1 ， •.. ，Xηis Bin then Q = fi(Xlγ・.，Xn，α) ， (5.24) 





















。[0/s] [-50， +50] 3 
[+50，+∞] 
[ -2.4， -1.2] 
[ -1.2， -0.4] 
x[m] [-0.4，+0.4] 5 
[ +0.4， + 1.2] 
[+1.2， +2.4] 
卜∞，-0.5] 





r-Ft -ml e;sin (}f +μcsgn (:i:t) 1 
gsiI10t+C060t[m+m l-ml 
lぽ-r三l






ションを行う.また問題に関する各パラメータは重力加速度 9: 9.8[m/s2]，台車の質量 mc:
1.0[kg]，振子の質量 m : O.l[kg]， 振子の半分の長さ l: 0.5[m]，台車とレールの摩擦係数


























この結果から結果の平均値であり，横軸は試行数，縦軸は成功ステップ数の最大値を表す.(a) Q-Lea凶ng(離散値入力滞散値出力) : 






















(5.29) V . sin B(t) 
? ?
?
? ? ? ?








91 制御問題への適用5.4 第 5章連続値入出力を扱う強化学習90 
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ω[ 0 ] [-10， +10] 3 
[+10， +35] 
5 




























これは対象問題が時間遅れ系で、はある来の Q-Learningとの差はそれほど得られなかった.(b) Q-net (連続値入カバ佐散値出力): 




























それぞれ 300試行後(図の左側)と 2000試行後(図の右側)に学習によって得られる Q関
数を記録し，その推移の様子を図 5.11に示す.まず， Q-tableによる方法(図 5.11上段)で
はQ関数は離散的に与えられるものの， 300試行以降の変動があまりないことから，学習の
早い段階から効率的に学習ができているといえる. Q-netによる方法(図 5.11中段)では，
















action = 0after 300 trial -一一一ー Q function 
3ー5 .1 
.90 




act旧n= 0 after 2000 tr同1一一一一一
.35 
action = 0after 2000 trial -一一一一
.35 
action = 0 after 2000 Inal -一一一一
.35 




















































な手法である Q-Learningに対して，経験強化型の強化学習である ProfitSharing法 (Profit




























































































報酬r#Oの場合， Profit Sharing法による Q関数の変更を行う
が得られたとき ，Q値は l-StepQ-Learningと同じつぎの更新式で変更される.
99 




Q(Xt，αt)← (1 -o/)Q(Xt，αt)+α， fi(γ) (6.3) 












100 第 6章経験強化を考慮した強化学習 6.4 例題への適用
101 
では用いる.





先にも述べたよう に，Q-PSP Learningでは，Q値の更新が l-StepQ-Learningだけで


















的) = Jω(制什(0) (6.5) 
dzt =V-sinO(t) (6.6) 
dy 
= V. cos8(t) (6.7) 
dt 














幅 X= 500 (m)，領域の縦幅 Y= 360 (m)，船の速度 V= 3 (m/s)，時定数 T= 3 (8)， 
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-900 三ゆ:;900，-350/s::;ω三350/sの状態空間を 5x 7 = 35個の部分状態、空間に分割す
る.操作量としては，操舵量u= -35，-17.5，0，+17.5，+35 (o/s)の5値とする.すなわち，
各部分状態空間においてこれら 5値のうちのいずれを出力すべきかを学習させる.なお，学
習のパラメ ータとしては，T = 0.02，α= 0.4，γ= 0.95，N = 20うα'=0.4，イ=0.9などと
した.























なお，問題に関する各パラメータはヲ領域の横幅 X= 500 (m)，領域の縦幅 Y= 360 (m)， 
自船の速度 V= 3 (m/s)，侵入船の速度 V'= 3 (m/s)，時定数 T= T' = 2 (s)，ゴール幅
Width = 50 (m)としてシミュレーションを行う.なお，操舵量は 0.2秒毎に加えるものと
する.また，今回のシミュレーションでは簡単のため，侵入船は左右いずれかかから一定速
度 V'で水平方向にだけ進むものとする.
環境からの入力 (観測変量)は， (ゅう叫D，D，η)の5変数であり，これらの 5次元の状態
空間を 5x 7 x 2 x 5 x 5 = 1750個の部分状態空間に分割する.操作量としては，操舵量
u = -35，-17.5，0，+17.5，+35 (o/s)の 5値とする.すなわち，各部分状態空間において
これら 5値のうちのいずれを出力すべきかを学習させる.なお，学習パラメータとしては，
T = 0.02，α= 0.3，γ= 0.95， N = 20， ci= 0.3，イ=0.8などとした.
シミュレーション結果として， 100試行毎の成功回数 (10セットの平均)の変化を図 6.6
に示す.ここでは，比較のため，Q-Learningを適用した場合と PSPだけを適用した場合
の学習曲線も描いている.この図から分かるように，ここで取り上げたような大規模な問題
においては， Q-PSP Learningは Q-Learningよりも学習速度が極めて高速であると言え
る.また， Profit Sharing法 (PSp)と比較した場合，学習の初期段階での立ち上がりは同
程度であるが，それ以降の伸びが Q-PSP Learningの方が良いと言える.この理由として


















































センサ No. 区間 分割数
[0ヲ300]
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表 6.3:実ロボットにおける失敗試行数と成功試行数の変化
No. of failure trials No. of success trials 
trial QL Q-PSP QL Q-PSP 
"，20 5 4 。 1 
"，40 5 1 。 5 
"，60 2 5 。 2 
"，80 1 1 。 6 
"，100 4 1 1 9 
。。
、 ? ， ????
(a) 
シミュレ-ション実験での結果
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を可能にするために，Q値の導出にファジィ推論を導入した新しい学習法であるファジィ内これらの例題において， Q-PSP Learning はQ-Learningに比べ学習の速度が極めて速い
これはファジィルールを用いて行動価(図??参照)• 挿型 Q-Learning [76]を提案している上に，学習の結果も優れていることが示されている.特に，状態数が極めて多くなる衝突回






















したがって，提案手法では，従来の Q-Learningによる更新 (Step(6)) とProfitSharing 
法による更新 (Step(8))の2通りにより Q関数の更新を行うために，ファジィ内挿型 Q-





て統合(非ファジィイりすることにより Q値が導出される.したがって， Step (4)におい
て各ステップで発火した複数のルールとそれらの適合度をエピソードとして記憶すべきであ
るが，その代わりに各ステップでの状態・行動(連続量)の履歴を記憶することにより，エ







Step (6)における Q関数の更新では，従来の Q-Learningと同じつぎの計算式で Q値の
更新幅ムQが求められる.
ムQ(Xt，αt)=α(γt+γー baxQ(Zt+1?b)-Q(zt?αt) (6.8) 




ムQ'(Xt，αt)=α'(fi(r) -Q(Xt，αt) (6.9) 
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(7) Q関数 (ファジイ ルール)の更新を行う
(8)報酬 r=Oの場合， Step (1)にもどる
報酬γ#0の場合， Pro五tSharing法による Q関数の変更を行う































る各パラメータは重力加速度 9: 9.8[m/s2]，台車の質量 mc: 1.0[kg]，振子の質量 m: O.l[kg]， 
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井壮介教授ならびに京都大学大学院工学研究科桂木哲夫助教授に深甚な謝意を表します.
また，文部省科学研究費重点領域研究「創発システム」等を通して有益なご助言をいただ
きました京都大学大学院工学研究科土屋和雄教授ならびに東京工業大学大学院総合理工学
研究科小林重信教授に深く感謝し、たします.
また，平素から有益な御教示と御指導をいただいた大阪大学産業科学研究所元田浩教授
ならびに鷲尾隆助教授に深く感謝し1たします.
さらに，本研究を遂行するにあたり，暖かい御支援と御激励をいただいた井田正明助手を
はじめとする京都大学大学院情報学研究科片井研究室の皆様，ならびに京都大学大学院工学
研究科桂木研究室の皆様，大阪大学産業科学研究所元田研究室の皆様に心よりお礼申し上げ
ます.
最後に，常に優しく見守るとともに暖かい励ましをいただいた両親に心から感謝し1たし
ます.
