Autonomous driving is becoming one of the leading industrial research areas. Therefore many automobile companies are coming up with semi to fully autonomous driving solutions. Among these solutions, lane detection is one of the vital driver-assist features that play a crucial role in the decision-making process of the autonomous vehicle. A variety of solutions have been proposed to detect lanes on the road, which ranges from using hand-crafted features to the state-of-the-art end-to-end trainable deep learning architectures. Most of these architectures are trained in a traffic constrained environment. In this paper, we propose a novel solution to multi-lane detection, which outperforms state of the art methods in terms of both accuracy and speed. To achieve this, we also offer a dataset with a more intuitive labeling scheme as compared to other benchmark datasets. Using our approach, we are able to obtain a lane segmentation accuracy of 99.87% running at 54.53 fps (average).
INTRODUCTION
In recent years, self-driving cars have started becoming a reality due to the advances in deep learning and hardware capabilities of various sensors and control modules. It is seeking the attention of both industry and academic research as it covers a wide range of research areas from computer vision to signal processing and many more. Multi-lane detection is one of the vital driver-assist features in these autonomous vehicles, which plays a crucial role in path planning and the decision-making process of autonomous vehicles. It introduces several challenges and requires to be highly accurate and to work in real-time.
Related Work
A variety of lane detection methods have been proposed starting from the traditional methods using handcrafted features ( [1] , [2] , [3] , [4] , [5] , [6] ) to the modern state of the art end-to-end trainable deep architectures ( [7] , [8] , [9] , [10] , [11] , [12] ). Spatial CNN [11] and endto-end lane segmentation [12] use CNN-based approach to exploit the spatial information in a road scene and try to develop an understanding of a road scene. The key issue with these architectures is that they are not trained in adverse conditions, and the dataset used for training comes from traffic constrained environment and also has a nonintuitive annotation procedure as it is discussed further in Section 2. .
Motivation
Semantic segmentation of a road scene involves a variety of objects with different sizes. The encoders in segmentation network architectures like [13] , [14] , and [15] are deep enough that neurons in its last layer have a re-ceptive field greater than or equal to the size of the input images. In lane segmentation, lane markings are placed on a road; hence, there is an upper bound on the size of lane markings. It can be exploited by limiting the depth of the encoder, by increasing the inference speed and by decreasing learnable parameters in lane segmentation network. Apart from lane segmentation, the state-of-the-art method like [12] strongly depends on the road scene environment to generate the embeddings for clustering. Intuitively, using lane markings alone for multi-lane detection makes more sense. This also reduces the need to adequately capture the background diversity and dependencies, such as traffic and geometric constraints. For example, VPGNet [16] predicts vanishing point on the input frame for guiding lane and road marking detection and recognition in adverse circumstances this introduces more training data to capture the input diversity for vanishing point prediction and also vanishing point works well on straight roads but not on curving roads or roundabouts.
DATASET
There are various available road scene datasets with pixel-level annotations; CamVid (Cambridge-driving Labeled Video Database, [17] ), Cityscapes [18] , KITTI dataset [19] , Caltech lane dataset [20] and tuSimple [21] . Apart from tuSimple, others contain a small set of images with lane marking annotations. On the other hand, datasets like tuSimple are very traffic-constrained (light traffic and clear lane markings in [11] ) and its annotations are comprised of continuous lane curves starting from the bottom of the input frame till the horizon and even passing over the vehicles as shown in Fig. 1 (Top) . The issue with such labeling approach is that only lane marking pixels should be marked as lane markings, and one shall not assume them anywhere else; otherwise, this can cause issues by predicting false positives in high traffic scenarios [11] . We collected a small dataset which includes city traffic on cloudy days capturing conditions ranging from water reflection on the road to moving wipers on the windshield. From this collected dataset, we annotated 5, 000 frames in a pixel-wise manner without carrying any assumptions, i.e., only visible lane markings aligned in the direction of the movement of the vehicle, as shown in Fig.  1 (Bottom).
METHODOLOGY
The preprocessing of input frames involves cropping majority of the sky portion and car dashboard. Afterward, the frame is resized to the resolution of 360x480. This frame is then fed to the lane marking segmentation network, which segments out the visible lane marking pixels followed by detecting instances of segmented lane markings using graph-based methods. Perspective transformation (bird's eye view) is then applied to the instance segmented output followed by attentive voting based clustering method and polynomial curve fitting, which provides the final output. The architecture diagram is given in Fig.2 .
Lane segmentation
We follow CNN-based approach [22] to create lane segmentation network with strided convolutions and strided de-convolutions with relu [23] activation in hidden units and we propose the customized soft dice loss [24] to penalize false positives by modifying the ground (Eq. (3) ). The strided convolution is used to increase the receptive field. Fig. 3 shows the accuracy, loss plot and softmax loss used as the evaluation metrics. Table 1 shows the lane segmentation network architecture. We have exploited the upper bound on the size of lane marking and the last layer of encoder captures a receptive field of 63x63 pixel 2 on the original input.
In Eq. (1), i and j represent the spatial index. k represents the channel index of the output, where k = 1 and k = 2 are the channel for background (non-lane marking) and lane marking, respectively. In Eq. (3), c is the total number of channels in the ground truth/prediction, y k pred , y k gt andŷ gt k are the k-th channel values of predicted output, the ground truth and modified ground truth (Eq. (1)), respectively. We achieved the best results with α = 10 −2 and  = 10 −5 after tuning them respectively while training.
Instance detection and bird's eye view
We use the customized Breadth-first search to detect all the distinct instances of lane markings in the output of the lane segmentation network. Perspective transformation is then applied to provide ease of voting in clustering and curve fitting as the bird's eye view reduces the degree of a polynomial. It is important because on many occasions only a few pixels are obtained for some lane markings (e.g., lane markings on road boundaries) and higher degree polynomial requires proportionally more pixels to fit; thus a lower degree polynomial helps in performing the better curve fitting even if the instance pixels are less in number. 
Unsupervised attentive voting and curve fitting
In the bird's eye view space, all the instances vote for their closest instance based on slope and spatial positioning of the instances. The slope and spatial positioning of an instance (i.e., lane marking) are used as spatial attention to vote for its closest lane marking, which belongs to the same lane divider. Fig. 4 shows how the attention is used to calculate the vote by giving the example of attentive voting among a pair of lane marking instances. (Li, Lj) which is calculated by taking sum of d1 and d2 where di (for i ∈ {1, 2} in Fig. 4) represents the perpendicular distance of point P with the line fitted on the pixels of lane marking L i using normal equation (closed-form solution for linear regression [26] ). If this vote is less than some threshold η, then these two instances belong to the same lane divider. This unsupervised clustering approach takes care of some misclassified lane marking pixels as through attentive voting the instance belonging to same lane divider are correctly grouped together, which is the expected outcome. Curve fitting for a second-degree polynomial is performed in the 
EXPERIMENTS AND RESULTS
For our experiments, we ran our model on Intel Xeon(R) E5-2620 v4 processor and Nvidia RTX 2080Ti. We calculate the average inference time approximately, as shown in Table 2 . It shows that the total processing time takes about 0.01833 ms. In Table 3 , we calculate the accuracy of lane segmentation for the comparison. 
CONCLUSION
In this paper, we proposed a novel method for multilane detection, which outperforms the state-of-the-art methods in terms of accuracy and speed. To this, we also offer the dataset with a more intuitive labeling scheme as compared to other benchmark datasets. Using our approach, we are able to obtain the accuracy of 99.87% at 54.53 fps.
