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This paper presents MeanderMaps: a non-speech Augmented 
Reality Audio (ARA) application for Apple iPhone that aids in 
navigation purposes by sonifying geospatial data. Users request 
directions to a specified location on a Google Map overlay, and 
MeanderMaps uses spatial auditory cues such as distance and 
direction to guide him/her to the destination. As the user travels 
to consecutive waypoints known as path nodes, auditory cues 
indicate whether an incorrect turn has been made or if the user is 
traveling in the wrong direction. Preliminary findings are 
reported using qualitative and quantitative methods, evaluating 
the overall sonification model in addition to individual audio 
cues that (a) worked, (b) worked somewhat well, and (c) needed 
to be improved. Future improvements and modifications to 
MeanderMaps are presented. 
1. INTRODUCTION 
The use of sonification in mobile ARA applications is becoming 
increasingly useful for mobile application development. 
Sonification is defined as the transformation of data relations 
into perceived relations in an acoustic signal for the purposes of 
facilitating communication or interpretation. [1] ARA 
applications rely on sound as the primary mode of interaction, 
used to present a hybrid overlay of computer generated sound on 
top of actual photographic or video scenes [2]. Third-party 
Application Programming Interfaces (APIs) such as Google 
Maps Coordinate and Google Places provide geospatial data that 
can be mapped to audio cues to create an interactive navigation 
system for users. Research into the disciplines of Human-
Computer Interaction (HCI) and Sonification has revealed 
techniques and models embedded in auditory interfaces that are 
used for navigation purposes. Humans are, after all, poly-
sensory beings that use all of their senses to interact and 
navigate within the physical world. Humans’ senses are 
mutually strengthened by ARA interfaces, particularly those 
featuring position aware real-time spatial sound, faithfully 
suggesting direction and metaphorical distance. [2] 
Auditory Display is defined as all aspects of HCI systems, 
including setup, speakers or headphones, modes of interaction 
within the system, and technical solutions for the gathering, 
processing, and computing necessary to obtain sound in 
response to data. Sonification is a core component of this, 
rendering sound in response to user interactions and data 
output. In other words, one can use sonification to represent 
both static and dynamic data as a way to provide useful 
feedback to the listener. Sonification has been used in many 
interdisciplinary contexts, ranging from computer science to 
psychology, from sound design to data mining. [3] Each 
discipline uses its own methods and models for representing 
data with interactive sound. The function of each interactive 
element is typically placed into one of three categories: 
 
1. Alarms, alerts, and warnings 
2. Status, process, and monitoring messages 
3. Data exploration 
 
 The discipline of HCI is concerned with the design, 
evaluation and implementation of interactive computing systems 
for human use and with the study of major phenomena 
surrounding the interaction. It utilizes categories 1 and 2 from 
the above listing to present auditory feedback based on user 
events that occur within interactive computer applications. [4] 
[5] The communication between the user and computer occurs 
in both directions as illustrated in Figure 1.1. 
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Abstract- Mobile devices emergent development further 
enlivens Augmented Reality Technology (AR). R possess the 
ability to shift the way community see the world by hauling 
graphics away from screen display and mix it with real 
environment. However small screen barrier remains as 
limitation in restricting the development of mobile games 
especially in mobile audio based games development. This is 
maybe due to the limited information that can be conveyed by 
audio. However, acoustic modality can enlighten small screen 
limitation by serving as alternative modality without 
distracting user’s eye attention when running mobile 
application. Current games use audio in 4 different aspects 
namely music, effect, input and speech. Speech can be divided 
into two categories which is speech and non-speech sound 
where speech is best use in transmitting information while non-
speech sound is most appropriate towards speed and language 
independent. This paper proposed an approach using non-
speech sound as audio input channel (acoustic modality) for 
development of audio based games in AR environment that can 
enhance audio information presentation.  The precautionary 
measurement has been discussed to contend with challenges 
and limitations. 
I. INTRODUCTION 
Emerging mobile computing such smartphones and 
tablets PC allow AR technologies to offer users potential aid 
in number of are s [1]. However, small scree  size remain 
the limitation barrier and question playing i  developer’s 
mind  to participate in mobile AR application considering to 
small screen space for visual interface and interaction. [2]. 
Based on D.W.F Van Krevelen, User Interface (UI) and 
interaction can be divided into several categories which are 
new UI paradigm or post-WIMP, tangible UI and 3D 
pointing, haptic UI and gesture recognition, visual UI and 
gesture recognition, gaze tracking, aural UI and speech 
recognition, hybrid UI, context awareness and toward 
human-machine symbiosis[3].  As technologies become 
pervasive in culture, designers are increasingly looking for 
modalities to make interfacing with devices easier, safer and 
more efficient. With the drawback of visual interaction 
towards small screen devices, acoustic modality can serve as 
an alternative medium for user without distracting user’s eye 
attention towards running mobile application. Furthermore, 
users still can operate their mobile devices despite both of 
their hands tied up to th t mobile progra . Unfortunately, 
only a few of AR applications use audio as the modality 
particularly in mobile audio based games. Audio is 
commonly used as a background sound or an effect like 
conventional video games. This is may be due to the limited 
of information that can be conveyed by sound [4][5] 
especially in small screen space.   
However, with the ability innate in sound, plenty of 
promising advantages and appealing manner can be taking 
place [5]. Numerous researches have been performed that 
utilizes the abilities and properties of sound such in data 
processing and controlling software application. Usually, 
sound is being used in the form of speech. Non-speech 
sound have the advantages over speech sound is that they 
are faster and language independent [6]. Thus, this paper 
focusing on non-speech (whistling, hissing and humming) 
form of sound to produce an acoustic modality that can 
navigate particular actions or movement like a keyboard 
controller. With the ability to overlay virtual world and real 
world in real time, the selection of acoustic modality 
running in AR environment can serve finite opportunity for 
mobile game development. 
The paper is organized as follows: The next section will 
discuss about the background of the study and follow up 
with related work on Acoustic Modality, Non-speech sound 
and Pattern-to-Key Mapping technique. Section IV is about 
prelimina y result and discussion. Finally, section V will 
conclude and summarize the whole picture of this research 
and prospect of future works 
 
II. BACKGROUND AND RELATED WORK 
A. Modalities in Human Computer Interaction 
Human Computer Interaction (HCI) is the discipline 
concerned with the esign, evaluation and implementation 
of interactive computing systems for human use and with 
the study of major phenomena surrounding the interaction 
[7].  A user interface, such as a GUI, is how a human 
interacts with a computer, and HCI goes beyond designing 
screens and menus that are easier to use and studies the 
reasoning behind building specific functionality into 
computers and the long-term effects that systems will hav  
on humans. The term modality bring meaning 
communication channel happen between system and human. 
The communication between computer (system) and user 
(human) take places in two direction which are system -> 
human as information presentation and human -> system as 
information acquisition in a single form as refer to figure 
bel w. This research emphasizes to enhance information 
presentation that can be conveyed by audio as the modality 





















Figure 1.1: Human-Computer Interaction; representation of 
communication between a user and computer. 
 
The types of auditory feedback presented to the user in HCI 
are known as earcons. Representing visual or event based 
information using audio messages can be tricky because such 
earcons must be intuitive enough for the user to understand what 
information the message represents. Two types of earcons are 
often used: representational and abstract. Representational 
earcons are caricatures of naturally occurring sounds such as 
bumps, scrapes, or files hitting a mailbox. Gaver [6] divided 
mappings between data and auditory representation into three 
types: Symbolic mappings that rely on social convention for 
meaning (e.g., applause sound), Nomic representations that 
signify physical components (e.g., the sound of a closing filing 
cabinet) and Metaphorical mappings that represent similarities 
between data and auditory representation (e.g., falling pitch for a 
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falling object). In contrast, abstract earcons are comprised of 
motive elements, described as sequences of pitches that create a 
short, distinctive audio pattern characterized by the simplicity of 
their rhythm and pitch design. Motives can be comprised of 
various attributes, such as rhythm and pitch, which are the fixed 
parameters, and timbre, register, and dynamics, which are 
variable parameters. Motives used for earcons generally consist 
of less than four pitches, because otherwise they will take on 
melodic implications. Gaver found that auditory icons did not 
necessarily need to be realistic representations of the objects 
they were portraying but should rather capture the essential 
features of them. [6] 
Both representational and abstract earcons are important for 
creating a sonification model used for navigation purposes. The 
goal is to provide as much auditory information as possible so 
the user’s attention is focused on the primary task of moving 
through the local environment without frequent reference to a 
graphical user interface (GUI). [7] Non-speech audio was 
chosen to present a granular feedback mechanism that 
simultaneously renders distance, orientation, and turning 
information without the potential distraction of listening for 
voice commands. 
2. METHODS 
MeanderMaps was developed using the native iOS framework 
Cocoa Touch. Several third-party libraries were additionally 
used to develop the application. Both Google Maps Coordinate 
and Google Places APIs provided geospatial data via Hypertext 
Transfer Protocol (HTTP) requests while the Google Maps iOS 
Software Development Kit (SDK) provided the map overlay and 
methods for plotting geospatial data such as path nodes and 
polylines (visual lines connecting path nodes within the map 
overlay). Geocoding is the process of translating a physical 
address to geographical coordinates, while reverse geocoding is 
the process of translating geographical coordinates to a physical 
address. Both of these processes were needed to translate 
dropped pin coordinates to physical addresses and from address-
searches back to coordinates. The built-in magnetometer sensor 
provided heading estimation, allowing accurate audio cue 
placement onto a coordinate position relative to the user 
location. The OpenAL API was then used to render the audio 
cues simultaneously to simulate a 3D auditory environment. 
 The user interface (UI) consists of a map overlay that 
displays auditory references for each component of the 
sonification model, in addition to adding a visual component, if 
needed. The map overlay is centered around the user location, 
based on his/her heading orientation relative to magnetic North. 
This is helpful for two reasons; first, the visual rotation of the 
map overlay gives the user a better idea of heading estimation in 
relation to the next path node. Furthermore, geospatial data are 
translated from map coordinates to Cartesian points for OpenAL 
sound source placement. 
The sonification model created for MeanderMaps is 
described as follows: direction/orientation cues provide 
primary heading orientation to the user. Heading orientation 
describes the angle of the forward facing direction of the user 
relative to the next path node. Direction is calculated based on 
the angle between the user and the location of the nearest path 
node. The rotation of the map translates the placement of the 
path node within the map overlay, relative to the user location. 
As the angle changes between the source and listener, the audio 
cue is updated in OpenAL to a new position in the auditory 
space. 
 The distance cue provides an estimation of distance 
calculated in feet between the user location and the nearest path 
node. The earcon used is a pulsing sound similar to that of a 
sonar ping, and its pitch is scaled based on a distance 
calculation. The values of the pitch are represented as floating 
point numbers, between the range of 0.0 (normal pitch) and 1.0. 
The distance between the user location and path node is 
calculated every 0.15 seconds, to reduce any abrupt shifts in 
pitch that may occur as the user is navigating. 
 The left and right turn cues signal the user to turn in a 
specified direction. Both contain symbolic and abstract earcon 
elements, representing the sound of the turn signal heard in 
vehicles in addition to falling (left turn) or rising (right turn) 
melodic modes respectively. The complete path between the 
user location and the final path node may consist of several path 
nodes (PN). The moment in which the path node update cue 
begins playing is determined when the distance to the next path 
node is between the range of 100 and 170 ft. This range provides 
an optimal amount of time for the user to react to an upcoming 
turn, which was tested at a normal walking speed: 
 
100.0 ft≤ PN dis tance≤170.0 ft     (1) 
 
 One of three audio cues is played depending on the 
upcoming action that is needed from the user: left turn cue 
(LTcue), right turn cue (RTcue), or path update cue (PUcue). The 
location of the following path node (PN2) determines which cue 
is displayed in the auditory space. The following pseudo-code 
examples dictate this behavior: 
 
if (∠PN 2< −35°) then LT cue plays  
else if (∠PN 2> 35°) then RT cue  plays 
else then PU cue  plays     (2) 
 
 The PUcue is a non-spatial cue because it simply needs to 
alert the user that he/she should continue on the direct path. 
Both LTcue and RTcue are spatial cues panned far left and far right 
respectively, because it is important to make an obvious 
distinction as to which kind of turn is needed to navigate 
correctly to PN2. 
 Several additional cues are helpful in the MeanderMaps 
sonification model: the wrong direction/orientation cue is an 
abstract earcon that becomes audible if the user is facing > 90º 
or < -90º from the next path node. Two audio cues are presented 
of the same timbre, one octave apart in the direction of exactly 
90º or -90º from the path node. As the heading orientation 
decreases (left orientation) or increases (right orientation), the 
higher pitched cue decreases in pitch (frequency) and length 
(time), meant to represent a change in direction. The pitch 
interval between the two tones adjusts to become a diminished 
5th interval as the angle reaches a threshold of -165º < θ < 165º. 
This interval was chosen because of its sensory dissonance 
based on roughness and level. Experiments contributed by 
Edworthy et al. suggest that introducing atonality within an 
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interactive auditory environment such as two pitches occurring 
at the interval of a semitone, triggers a sense of urgency for the 
listener. [8] As such, the wrong direction/orientation cue is a 
strong indication that the user is facing the wrong direction. 
 The path node reached cue is used to signal the user that a 
path node has been reached. If the path node does not require a 
left or right turn, this is simply an indication that the user should 
continue on the direct path. 
 The forward assert cue provides additional heading 
information to the user. It is used separately from the 
direction/orientation cue to reassure the user that he/she is 
traveling in the correct direction. The forward assert cue plays at 
a 10 second interval if the heading orientation of the user is 
within a threshold of -25º < θ < 25º in relation to the upcoming 
path node. 
 The following rotation method is used to rotate the map 





Code example 1.1 : Map overlay rotation method towards the 
user heading. 
 
 Each listener (the user) and source (the audio cue) are then 
translated to points in the Cartesian space by using the following 
methods: 
 








Code example 1.2 : Translation of listener and source 
coordinates to points in the Cartesian space. 
 
 The next example shows the method used to calculate the 
left and right pan amount for the direction/orientation cue based 
on the angle between the source and the listener: 
 





Code example 1.3 : Method call to determine the pan amount 
for the direction/orientation cue given the angle between source 
and listener. 
 
When the user initially drops a pin on the map, a request is 
made to the Google Maps Coordinate API. The return object is 
a JavaScript Object Notation (JSON) object containing 
directions between the start location and the destination. This 
JSON object is parsed within the MeanderMaps client code, 
and polylines are drawn on the map overlay, showing the 
navigation path between the user and the destination. Current 
user testing has consisted entirely of walking directions, but 
there are plans to develop a similar navigation use-case for 
driving and cycling. Once the polyline is drawn, the path 
coordinates are converted to Cartesian points, and OpenAL 
begins rendering the audio. Each audio cue is de-correlated 
with the rest of the audio cues in the sonification model, 
meaning that audio cues are not in rhythmic or melodic 
synchrony with one another. This is important so that audio 
cues notify the user of an important navigation event. 
 
Figure 1.2 : Example of a polyline (purple line) being drawn 
based on directions acquired from Google Coordinate API. 
3. EVALUATION 
Qualitative analysis utilized a focus group of six test subjects. 
After a 10-minute orientation period, each subject was 
encouraged to use auditory cues (only, if needed) to navigate to 
a specific location. The following table shows the five 
destination addresses that comprised the navigation task: 
 
Navigation task order of locations 
(start) 35 West 4th Street, New York, NY 10012 
(a) 82 West 3rd Street, New York, NY 10012 
(b) 149 Bleecker Street, New York, NY 10012 
(c) 116 West Houston Street, New York, NY 10012 
(d) 3 Washington Square Village, New York, NY 10012 
(end) 35 West 4th Street, New York, NY 10012 
 
Figure 1.3 : Navigation task completed by six subjects using 
MeanderMaps. The starting address was 35 West 4th St., New 
York, NY. 
 
After the completion of the navigation task, each subject 
completed a survey evaluating the overall effectiveness of each 
audio cue, and whether it was possible to complete an unknown 
navigation task without relying on visual guidance from the 
device UI. The following table illustrates the results: 
 
Questions 1 2 3 4 5 
The sonification model was 
intuitive for navigational 
purposes. 






The left turn cue properly 
conveyed its ‘auditory 
message’. 






The right turn cue properly 
conveyed its ‘auditory 
message’. 






The dissonant tones (wrong 
direction cue) conveyed that 
you were traveling in the 
wrong direction. 
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The direction cue (forward 
assert cue) properly conveyed 
that you were traveling in the 
correct direction. 






The pitch from the distance 
cue properly indicated my 
relative distance to the next 
path node. 









The sonification model was 
disorienting or distracting, 
requiring the need for visual 












Figure 1.4 : Results from Focus Experiment survey. Ratings are 
given on a scale of 1 – 5, with 1 being the lowest rating 
(strongly disagree) and 5 being the highest rating (strongly 
agree). Percentages and numbers of participants with specific 
ratings are indicated in each rating box. 
 
 Each audio cue received positive ratings but the distance cue 
received the lowest score. The sonification model was only 
somewhat distracting, and some users required a mild amount of 
visual aid. The experiment showed encouraging results, 
suggesting that users were able to navigate to various 
destinations using the MeanderMaps sonification model. 
 Quantitative analysis for 26 anonymous test subjects was 
undertaken using the Flurry Analytics platform during a three-
week evaluation period from 03/21/13 to 04/10/13. Flurry 
Analytics is a mobile analytics tracker, able to collect data 
points based on user interaction with applications. Test subjects 
were acquired via two local mailing lists: the NYU Music 
Technology group and the Augmented Reality New York 
(ARNY) group. TestFlight, a service that provides application 
developers a way to distribute applications to beta testers, was 
used. Once a person expressed interest in testing MeanderMaps, 
their device identifier was added to the distribution provisioning 
profile and submitted to TestFlight. The user was then able to 
download MeanderMaps for evaluation. All interaction between 
the user and the application was then recorded via Flurry 
Analytics. Usage data such as number of active users, number of 
sessions, session length, and frequency of use were recorded 
during the evaluation period. Additionally, three event types 
recorded the success rate of the user reaching his/her 
destination: 
 
1. EVENT/DESTINATION_REQUESTED (102 total) 
2. EVENT/DESTINATION_REACHED (9 reached) 
3. EVENT/PATH_NODE_REACHED (216 reached). 
 
 There were 102 total requests, however only 44 of those 
requests met the minimum criteria that the user arrived at the 
first path node. These meaningful requests verified the user’s 
intention to navigate to a destination address. Nine of the 44 
meaningful requests indicated the user arrived at the final path 
node, a 20% success rate. The average number of path nodes 
reached per meaningful request was five, suggesting that the 
success rate may have been higher than what was recorded in 
Flurry Analytics. For example, the user may have quit the 
application before the final path node was recorded. 
 A supplemental qualitative survey was conducted within the 
test group in which 12 out of 26 users responded. Survey results 
showed that 66% of the test population used MeanderMaps 
more than once. All of the participants were walking to a 
destination 100% of the time. Additionally, 66% reached a 
destination all of the time, while 33% reached a destination 
more than half of the time. This qualitative evaluation shows 
that users did in fact complete navigation tasks while using 
MeanderMaps. Seventy-five percent of participants claimed that 
he/she would use MeanderMaps again in the future. Twenty-five 
percent indicated MeanderMaps would be a navigation 
preference in the future, provided that: (a) “It were very reliable, 
in the sense that you rarely have to look at the screen…I would 
use it when cycling”, (b) “It worked on a 3GS device” and (c), 





Figure 1.5 : Final survey question #3 asked to 12 of 26 users 
from the test population: “How often were you able to reach 
your destination using MeanderMaps”? 
4. CONCLUSIONS AND RECOMMENDATIONS 
Through testing and iteration, an effective sonification model 
was chosen for MeanderMaps. Though this model is not perfect, 
it is a substantial contribution to ARA navigation applications. 
The research and analysis presented in this paper should provide 
a general framework that will be helpful for people interested in 
developing ARA navigation applications. MeanderMaps worked 
well as a navigation tool, and both qualitative and quantitative 
results validated that it can be used as an alternative to existing 
ocular driven navigation tools. Qualitative feedback was 
beneficial in that it demonstrated the usefulness of 
MeanderMaps when a user was given a focused navigation task. 
Quantitative measurements from the larger test population were 
also important for understanding if novice users could navigate 
effectively using MeanderMaps. 
 While it seems that using many different audio cues to 
sonify geospatial data is helpful, there is a limit to how many of 
these should be used simultaneously. The initial model proposed 
in [7] suggests that the most important cues in an auditory 
navigation system are distance and direction, which is certainly 
the case. I found that reinforcing these two audio cues with 
additional cues reduced ambiguity and guesswork for the user. 
While there is no correct way to sonify geospatial data, the 
model presented in this paper provides a solid foundation for 
future sonification models. It is my hope that MeanderMaps will 
become an integral tool used for everyday navigation purposes. 
 MeanderMaps continues to grow in scope. A database of 
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audio cues representing a diverse mix of timbre and rhythmic 
qualities is available for users to customize cues for an 
individualized navigation experience. Users also have the ability 
to search for a specific address rather than dropping a pin 
location on the map overlay. Upcoming features include support 
for uploading audio cues to the database, helping users 
personalize the navigation experience even more. Parameters for 
audio cues will additionally be customizable, such as the 
distance to the next path node in which left/right turn cues 
become audible. Further qualitative and quantitative testing will 
be undergone to improve the sonification model and thus create 
a better user experience. Lastly, research into the benefits 
MeanderMaps may have on blind individuals will be explored. 
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