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Abstract
The design of planetary reentry vehicles is challenged by large aerodynamic heating, a
direct outcome of travelling at extreme hypersonic velocities. It is of particular interest
to obtain accurate estimates of the heating load on a blunt body due to radiative and
convective heating as a result of hot gas present in a bow shock layer region.
This thesis aims to demonstrate that improvements in modelling of this aerodynamic
situation can be achieved through a computational fluid dynamics (CFD) framework.
Eilmer is one of many CFD tools that can be used to model transient compressible gas
flows [1]. Eilmer currently has the infrastructure necessary to model complex chemical
and thermal nonequilibrium effects which are important in accurately describing the flow
state around a blunt body at hypersonic speeds. However, to date, limited models are
implemented that describe these flow regimes. This thesis is one of many small steps to-
wards a larger goal of sophisticated CFD simulations that include coupled thermochemical
nonequilibrium effects.
This thesis compares simulation results from different gas models that consider chemical
and thermal nonequilibrium in isolation. A chemical nonequilibrium model for dissocia-
tion based on an ideal gas assumption is compared to a model where the gas is assumed to
be thermally perfect. The two models were used to simulate flow of nitrogen over a blunt
plate, and it is shown that the thermally perfect reacting gas model provides a better
estimate for flow conditions that contain dissociation of nitrogen. These results provide
justification for the use of non-ideal gas assumptions in reentry situations containing finite
rate chemical reactions.
Additionally, this thesis implements a new gas model into Eilmer which considers the
i
effects of thermal nonequilibrium through vibrational kinetics modelling. This model is
able to take into account non-Boltzmann behaviour of gas, where the population distribu-
tions across quantum vibrational energy levels does not follow a Boltzmann Distribution.
The new model is used to simulate a validation case of nitrogen flow past an infinite
cylinder. Comparison to a model where the vibrational energy levels follow a Boltzmann
Distribution provides insight into the importance and applicability of the vibrational ki-
netics model.
By demonstrating that these gas models can be implemented into CFD programs, and
showing that the results obtained match those found in literature, a step has been taken
towards more accurate thermochemical nonequilibrium modelling. Looking forward, this
implementation provides some basis for improving heating estimates on aeroshells during
atmospheric-entry.
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11 Introduction
1.1 Motivation
Planetary entry poses a great challenge to reentry vehicle design. Reentry velocities can
be as high as 7.9km/s (entry from earth’s orbit), and 11.2km/s (entry after returning
from a lunar mission) [2]. As such, design engineers are challenged by large aerodynamic
heating to the spacecraft’s aeroshell, which is a direct outcome of the extreme velocities
of hypersonic travel.
If not controlled, the heat loads can burn up the body of the vehicle. It is therefore
necessary during the design of reentry vehicles to have an accurate estimate of the heating
experienced by the vehicles. Traditional thermodynamic modelling, such as that which is
appropriate for lower speed applications, tends to overestimate this heating. Hence, it is
necessary to develop high quality computational models to estimate heating, facilitating
accurate, cost effective and efficient design of heat shields to mitigate the thermal loads.
The high temperatures present in flow around blunt bodies requires the modelling of
two gas dynamics phenomena: chemical nonequilibrium and thermal nonequilibrium. In
particular, for a vehicle entering a nitrogen-rich atmosphere, the dissociation and ioniza-
tion of the nitrogen molecules is important to the estimation of heat loads. Additionally,
molecules in this high temperature flow are excited to such a degree that careful modelling
of their thermal kinetics is required to accurately calculate flow conditions.
Not only does modelling of such phenomena require complex mathematical equations
and understanding of physics, it also requires larger computational effort than traditional
2thermodynamic modelling. Fortunately, modern computational fluid dynamics (CFD)
programs allow compressible fluid flows to be replicated to high accuracy. One such CFD
program is Eilmer, developed at the University of Queensland as a tool for the numerical
simulation of transient compressible gas flows [1].
This thesis reviews the current modelling approaches to chemical and thermal nonequi-
librium calculations of flow around blunt bodies at hypersonic speeds. In turn, these
models are implemented into Eilmer and simple test cases simulated, giving insight into
their applicability for hypersonic reentry. Ultimately, this work is a stepping stone on the
way to better representation of real life atmospheric-entry flight conditions.
1.2 Project Aims and Objectives
The aim of this thesis is to provide a launching point for the modelling of blunt body
reentry flow conditions in a CFD framework. This is achieved by the implementation and
validation of thermodynamic gas models which take into account chemical and thermal
nonequilibrium. Based on these aims, the objectives of this thesis are:
1. Verify the implementation into Eilmer of an ideal dissociating gas model by mod-
elling dissociating nitrogen flow over a blunt plate.
2. Model dissociating nitrogen flow over a blunt plate using a thermally perfect reacting
gas model available in Eilmer.
3. Simulate the thermal nonequilibrium flow of nitrogen past an infinite cylinder using
an existing Eilmer model in which the molecule behaves as a harmonic oscillator.
4. Implement a vibrational kinetics model into Eilmer and verify this implementation
using results for the flow of nitrogen past an infinite cylinder.
Prior to a recent update to Eilmer, calculations of finite-rate chemical reactions and
nonequilibrium thermodynamic processes were performed separately. This was an inflexi-
ble method in terms of modelling coupling between chemical and thermal nonequilibrium.
1.3. THESIS OUTLINE 3
The new code infrastructure performs these chemical and thermal updates together, each
time step, as shown in Fig. 1.1.
Fluid update
Chemical
update
&
thermal
update
next
time
step
Figure 1.1: Eilmer update loop, adapted from [3].
This thesis demonstrates the use of this new code infrastructure. The four gas models
considered within this thesis treat chemical and thermal nonequilibrium separately; in
reality, hypersonic travel can induce the effect of thermochemical nonequilibrium flow
simultaneously, therefore it is important that the code is flexible in this regard. By first
implementing these models separately for simple cases, a basis is provided for application
to more complex cases of gas flow.
1.3 Thesis Outline
The remainder of this thesis is structured as follows:
Chapter 2 comprises of a literature review underpinning the physics of hypersonic
atmospheric-entry and the effect of nonequilibrium thermochemical flow on the calculation
of heating estimates. An analysis of nonequilibrium flow within literature is also presented.
Chapter 3 provides background on a chemical nonequilibrium test case within liter-
4ature, and the implementation of this problem within Eilmer. Furthermore, this section
outlines the results obtained from two chemical nonequilibrium gas models.
Chapter 4 provides background on a thermal nonequilibrium test case from literature.
The implementation of a vibrational kinetics model into Eilmer is presented, along with
important implementation details and simulation findings. A comparison between this
vibrational kinetics model and a harmonic oscillator model is also presented.
Chapter 5 demonstrates the key findings within this thesis and provides recommen-
dations for future work. The thesis contributions are also outlined in this chapter.
52 Literature Review
2.1 Introduction
This chapter presents the physics and other background information that underpins the
mechanics of the problem: aerodynamic heating to aeroshell spacecraft during atmospheric-
entry. Work within this research area is evaluated and particular studies into nonequi-
librium effects are used to inform the simulation work of this project, particularly with
regard to the nonequilibrium chemical and thermal models and verification of their im-
plementation into Eilmer.
2.2 Atmospheric-entry
During reentry, high temperature effects of the gas cause large thermal heat loads to
be transmitted to the reentry vehicle aeroshell. These high temperatures, and the new
gas properties that they effect, cause a bow-shaped shock wave to be formed around the
body, as seen in Fig. 2.1. In turn, modelling planetary entry situations computationally
is difficult due to the complex gas phenomena that occurs in the real-life scenario. Thus,
a rigorous and strategic mathematical approach is required, with the expense of large
computational times. The physics behind atmospheric-entry will be discussed in the
following sections.
62.2.1 Blunt nosed aerovehicles
“The route to the target is more
important than the target.”
Israeli Air Force Col. Ilan Ramon
To most, a pointy-nosed vehicle would be considered the most intuitive shape for a
craft flying at hypersonic speeds. Contrarily, today’s entry vehicles are designed with a
blunt nose, as in Fig. 2.1. The early proposed supersonic vehicles, such as the Lockheed
F-104, were designed with sharp, needle-like noses and a slender body [4]. Hence, it is
tempting to carry these traits and principles of supersonic flight design over to hypersonic
vehicle design. However, the mechanisms behind the high heat loads experienced by a
hypersonic vehicle favor a blunt nosed shape.
Figure 2.1: Bow shock wave formed around nose of vehicle during hypersonic flight.
The two main heating mechanisms responsible for loading the vehicle are convective
and radiative heating. Convective heating takes places as heat is transferred from the hot
boundary layer to the cooler surface of the vehicle. Radiative heating occurs when the
temperature of the shock layer is extremely high, emitting a radiative flux to the surface.
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Both convective and radiative heating are functions of nose radius. Convective heating
is inversely proportional to 1√
R
; as the nose radius decreases, the heating load becomes
much larger. Thus, this provides an argument for choosing blunt noses over sharp-nosed
vehicles. On the contrary, radiative heating is directly proportional to nose radius; It
is caused by the excited particles present in the shock layer region, and is accountable
for dumping large loads of radiation behind the vehicle during hypersonic flight. These
conflicting design requirements provide a trade-off when choosing nose radius in order to
minimise heat loads; by using a blunt nose to avoid excess convective loads, the radiative
load is increased. However, at hypersonic speeds, the materials of the vehicle would be
unable to deal with convective heating. By choosing to design for radiative loads over
convective loads, the heat load overall is decreased, preventing the vehicle from burning
up. This is because by using a blunt nose, a bow shock forms at some stand off distance
from the body, keeping the hot gases of the shock layer out of direct contact with the
vehicle.
2.2.2 Current solution methods to the heating problem: heat
shields
To prevent damage to the entry vehicle due to the high heat loads - such as burning of
its surface - thick heat shields are utilised. The challenge, however, is in determining the
design specifications, including thickness and material properties of the heat shields, when
accurate estimates of this heat load are not available. One approach is to design conserva-
tively with large safety factors, however, it is not simple to quantify how conservative the
approach must be. By over-designing, the mass of the vehicle would be greatly increased,
limiting the availability of the payload, which would detract from the overall purpose of
the vehicle. As such, accurate and appropriate safety factors are highly desirable.
Developing models that are capable of producing accurate estimates for the heat loads
is computationally expensive. This is because, when the the shock wave is formed around
the nose of the vehicle during planetary entry, the nature of the gas in the region between
the shock and the aeroshell changes. Unlike most traditional thermodynamic models,
8the flow here becomes nonequilibrium in thermal and chemical modes. This is known as
nonequilibrium thermochemical flow, which will be discussed in more detail in Section
2.3. Oversimplified modelling of this gas flow provides an overestimate in the heat load
calculations, which in turn, affects the thickness of the heat shields. Hence, by being able
to model this situation accurately, the amount of ’guess work’ that goes into calculating
the safety factors for design of the heat shields can be limited. First, it is necessary to
discuss the high temperature effects that cause this change in flow type.
2.2.3 High temperature effects
During atmospheric-entry, large amounts of kinetic energy are converted into internal
energy of the gas, and in turn, a viscous boundary layer is formed. This process of con-
verting kinetic energy into internal energy is known as ’viscous dissipation’, present within
the hypersonic boundary layer. This phenomenon causes an increase in the temperature
within the boundary layer, which may also interact with the viscous flow of the gas. As
such, pressure distribution at the nose of the vehicle is a function of the distance from
the nose tip, meaning that the pressure is higher near the nose of the vehicle.
The high temperatures in the shock layer can be so extreme that vibrational excitation
results in possible dissociation and ionization of the gas. There is then some possibility
that the surface materials may start to interact with the gas, creating what is called a
chemically reacting boundary layer.
Consider the high temperatures in the shock layer region around a blunt nosed vehicle
travelling at Mach 36, as demonstrated by Anderson [4] in Fig. 2.2. The shock layer
temperature is around 11000K, approximately twice the surface temperature of the sun.
Chemically reacting flow is also present within the shock layer region. The importance of
this concept will be presented in more detail in the following section.
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Figure 2.2: Example of flow during hypersonic flight from [4].
2.3 Thermochemical nonequilibrium flow
Within a nonequilibrium thermochemical flow of gas, the thermal and chemical modes
are not in equilibrium. In this section, chemical nonequilibrium and thermal nonequi-
librium will be introduced separately, as facets of each are important to understand and
model. Consider some characteristic flow time scale, τf , which can be understood as a
characteristic transit flow time of the gas. From a modelling perspective, the importance
of chemical and thermal nonequilibrium is evident when their own time scales, τc and τth
respectively, are comparable to this flow time scale. Modelling of nonequilibrium flow ac-
curately is important to reentry situations as it has a direct impact on both the radiative
and convective heating estimates.
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2.3.1 Chemical nonequilibrium
Chemical nonequilibrium becomes an important consideration when the rate of reactions
is comparable to a flow time scale, and the thermal state of the gas is considered to be
in equilibrium. That is, chemical nonequilibrium occurs when the chemical time scale is
of approximately the same order of magnitude as the characteristic flow time scale. This
means that any chemical reactions occurring in the gas need to be taken into account
when calculating the gas dynamics. However, there are different ways to categorise the
types of flow characterised by these time scales.
Frozen flow occurs when the time taken for the chemical reactions to equilibriate is
much longer than the flow time scale, such that the chemical reactions can be treated as
not occurring
τc  τf
Chemical nonequilibrium flow occurs when the time taken for the chemical reactions
to equilibriate is of approximately the same order of magnitude as the flow time scale,
such that the chemical reactions need to be considered.
τc ≈ τf
Chemical equilibrium flow occurs when the time taken for the chemical reactions to
equilibriate is much shorter than the flow time scale, such that chemical reactions can be
treated as in equilbrium when calculating flow.
τc  τf
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2.3.1.1 Calorically perfect gases
Calorically perfect gases have constant specific heats; cp = constant, cv = constant,
γ = cp/cv. Additionally, enthalpy, h, and internal energy, e, are functions of temperature.
h = cpT (2.1)
e = cvT (2.2)
Furthermore, the equation for a ’perfect gas’ holds, with constant R.
pv = RT (2.3)
2.3.1.2 Thermally perfect gases
Unlike a calorically perfect gas, a thermally perfect gas has specific heats which are
variables in temperature. As such, enthalpy and internal energy also become functions
of temperature, and Eq. 2.3 still holds. It is also assumed that thermally perfect gases
follow the Boltzmann Distribution; all internal energy modes of the gas can be described
by one temperature [5]. This concept will discussed further in Section 2.3.2.
2.3.1.3 Dissociation and ionization
The addition of chemically reacting flow means the assumption that the ratio of specific
heat, γ, is constant, becomes invalid. The gas now does not behave ideally, so specific
heats cp and cv become functions of temperature. As the temperature of in the shock-layer
region is increased further, dissociation may occur. For example, dissociation of oxygen
in air at 1 atm pressure begin above approximately 2000K, and is completely dissociated
at 4000K. Nitrogen dissociation starts dissociating at 4000K, and is totally dissociated at
9000K [4]. The dissociation of these gasses is shown in Eqs. 2.4 and 2.5 respectively.
O2 → 2O (2.4)
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N2 → 2N (2.5)
Above 9000K, ionization of the gas occurs, and so ions are formed, as displayed in Eqs.
2.6 and 2.7 respectively.
O → O+ + e− (2.6)
N → N+ + e− (2.7)
Dissociation and ionization, such as in Eqs. 2.4-2.7 are the types of reactions that would
be expected during reentry into an atmosphere containing nitrogen and oxygen.
The effect of including chemical reactions has a major influence on the calculated
shock layer temperatures experienced during reentry, as seen in Fig. 2.3. Evidently,
the temperature calculated from an equilibrium chemically reacting gas is much lower
than if it were calculated from a calorically perfect gas, for the same reentry velocity.
It is therefore evident that this must be considered within the implementation of gas
modelling.
Figure 2.3: Effect of including chemically reacting flow in reentry calculations [4].
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2.3.2 Thermal nonequilibrium flow
The study of thermal nonequilibrium flows fits within a statistical thermodynamics frame-
work, and as such, language used in this section is adapted from that genre of literature
[6]. In statistical thermodynamics, the properties of a gas are considered when broken
down into microscopic properties [4]. As such, each molecule of the gas is assumed to
have a number of modes of energy (Fig. 2.4). The total energy of a molecule is the sum
of its energy from the modes described in Fig. 2.4; translational, rotational, vibrational
and electronic energy modes [4]. The expression for total energy based on these modes is:
ε′ = ε′trans + ε′rot + ε′vib + ε′el (2.8)
For this particular study, only translational, rotational and vibrational modes will be
considered. Modelling of these modes is a major consideration in thermal nonequilibrium
flow as properties of the gas can vary significantly compared to models where these modes
are assumed to be in equilibrium.
Thermal nonequilibrium becomes an important consideration within flow regimes
where the thermal time scale is comparable to the flow time scale.
τth ≈ τf
The thermal modes of the gas are considered to be in equilibrium when the thermal
time scale is much quicker than the flow time scale.
τth  τf
The thermal time scale is considered frozen when the thermal time scale is much greater
than the flow time scale.
τth  τf
In thermal nonequilibrium flows, the temperature of each mode of the gas may be different.
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Typically, without taking into account the thermal nonequilibrium, a gas is considered
to have a single temperature; however, in thermal nonequilibrium flow, each independent
molecular degree of freedom (otherwise called a mode) has an individual temperature.
Ordinarily these temperatures are the same because the gas particles exchange energy
through collisions, and given enough collisions the temperatures of different modes equi-
librate. However, when the thermal time scale is of approximately the same order of
magnitude as the flow time scale, the gas should be described by more than one temper-
ature; for example, a vibrational and translational temperature.
Figure 2.4: Molecular modes of energy of a gas [4].
Traditionally when thermal equilibrium gas flows are studied, it is assumed that the
energy in each quantum energy level follows the Boltzmann Distribution; a spectral dis-
tribution function that predicts the probability of a particle being in a particular energy
state. The Boltzmann Distribution function for the mass fraction of the gas at each
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Table 2.1: Spectroscopic constants, [8]
ωe m
−1 ωeχe m−1 ωeye m−1
235857 1432.4 -0.226
vibrational energy state can be expressed as:
ρi
ρ
= exp
(−i
kT
)/ n∑
j=1
exp
(−j
kT
)
for i = 1, . . . , n (2.9)
Eq. 2.9 shows that ρi
ρ
(the probability of the ith state, or the mass fraction at the ith
state), is a function of the temperature and the quantum energy energy levels (i) of the
individual states, which can be determined by determined by Eq. 2.10 [7].
i = hc
[
ωe(i− 0.5)− ωeχe(i− 0.5)2 + ωeye(e− 0.5)3
]
for i = 1, 2, . . . (2.10)
The parameters in Eq. 2.10 are represented in Tab. 2.1. Fig. 2.5 shows the relationship
between the quantum energies for each quantum level (up to i = 50); as the quantum
level increases, the energies increase. This relationship becomes important in statistical
thermodynamic accounting, as it directly affects the vibrational energy of the gas. For
Figure 2.5: Quantum energy levels, Eq. 2.10
some flow types that are far from thermal equilibrium, the assumption that the Boltzmann
Distribution is appropriate to describe the population of the states may become a poor
16
modelling choice [5]. The Boltzmann Distribution describes the probability of a gas being
in a certain state, which corresponds to one common temperature for all modes of the
gas. However, for this complex gas regime, a single vibrational temperature may not be a
sufficient representation of the gas properties [8]. In this way, not only do the vibrational,
rotational and translational modes of a gas become important, but so too the distribution
of vibrational energy across different quantum states.
For the blunt body problem during planetary-entry, the high translational tempera-
ture behind the shock wave can become extreme due to particle collisions [5]. As such,
the resulting flow conditions are the exact type where nonequilibrium vibrational modes
become important.
2.4 Analysis of chemical nonequilibrium in literature
A goal of this thesis is to provide a pathway for improving the sophistication of the com-
putational models used to calculate reentry heat loads. Within a chemical nonequilibrium
area, there are existing studies that also share this common goal. Before the more com-
plicated chemical nonequilibrium models can be implemented, revisiting a gas model for
ideal dissociation should be considered. This type of model is a simpler case, making
assumptions on the gas flow. However, by being able to show that these models can be
incorporated in the new code infrastructure, as in Fig. 1.1, a foundation for updating the
models can be presented.
2.4.1 Ideal dissociating gas
Macrossan [9], simulates the dissociation of nitrogen gas downstream of a blunt nose using
a computational method inclusive of finite-rate chemical reactions. This study comes in
the wake of discrepancies between the conditions of the real-life hypersonic travel of the
Shuttle Orbiter and wind-tunnel testing conditions collected prior to flight. As such, the
testing data has been re-evaluated in Macrossan [9] and compared to an updated ideal
dissociating gas (IDG) model. Pure nitrogen is considered as the test gas, so the only
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chemical reactions considered in the study are:
N2 +N
kf,1→ 2N +N (2.11)
N2 +N2
kf,2→ 2N +N2 (2.12)
These chemical reactions are tested in isolation, but the same principles can be applied
to the study nonequilibrium effects in other gas types. The purpose of the work was to
demonstrate that the simulation results based on a chemical nonequilibrium gas could
replicate wind tunnel experiments performed by Macrossan & Stalker 1987 [10]. This
computational method is based on the equilibrium flux method (EFM) (Pullin 1980;
Macrossan 1989) [11], which will be discussed in more detail later in this section.
To understand the physics within this model in terms of time scales, it should be noted
that for the ideal dissociating gas model:
τc ≈ τf
τth →∞
As such, the chemical nonequilibrium must be considered due to the finite rate reactions,
and the thermal time scale is frozen, meaning that the there are constant specific heats.
Macrossan [9] discusses some limitations of the experimental, listed below.
• Correlation between flight conditions and that which can be produced from the
testing facilities
• Short testing times associated with the wind tunnel testing (due to the high enthalpy
operation)
• Experimental equipment altering some conditions of the flow causing dissociation
before hitting the blunt plate. In an atmospheric-entry situation, the free stream
gas would not be dissociated.
• High temperatures in reentry are unable to be achieved in test conditions (4000K
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Table 2.2: Constants for Eq. 2.13
θd(K) ρd(gm/cm
3)
113200 130
is achieved, whereas reentry temperatures can be around 11000K).
The chemical model for nitrogen is based on Lighthill’s [12] ideal dissociating gas model.
This model considers the thermodynamics in terms of the dissociation, α, of the nitrogen
gas. As such, the ’mass action’ for the IDG model is:
α2
1− α =
ρd
ρ
exp
(−θd
T
)
(2.13)
The dissociation of nitrogen is given as:
α =
[N ]
[N ] + 2[N2]
(2.14)
The assumed values for the characteristic dissociation temperature θd and the character-
istic density ρd within Eq. 2.13 are found in Tab. 2.2. Macrossan considers that these
values are constant which in turn represents the summation of vibrational and electronic
energy of a single degree of freedom for the diatomic species of nitrogen [9]. Furthermore,
the equilibrium constant, Kc, is based on molar concentrations:
Kc =
4ρd
W
exp
(−θd
T
)
(2.15)
Here, W is the molar mass of N2. The pressure and enthalpy equations of state can be
found by:
p = ρ(1 + α)RnnT (2.16)
h = Rnn[αθd + (4 + α)T ] (2.17)
It is noticed that these equations of state are all written in terms of the dissociation of
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nitrogen gas, and as such, the rate of change of dissociation can be found.
dα
dt
=
ρ
W
[2αkf,1 + (1− α)kf,2]
[
(1− α)− 4ρα
2
WKc
]
(2.18)
The rate constants in Eq. 2.18 can be written as:
kf,i = CiT
ηi exp(−θ/T ) (2.19)
Eq. 2.19 is the typical Arrhenius form and the constants Ci and ηi in this expression are
determined empirically. In Macrossan’s [9] study, these constants are based on experi-
mental data, where a comparison of their effect on the dissociation and temperature of
the gas was analysed. Now the rate of change of nitrogen dissociation can be written as:
dα
dt
= ρX(α, T )
[
(1− α)exp
(−θd
T
)
− ρα
2
ρd
]
(2.20)
Where
X(α, T ) =
2C1T
η1α + C2T
η2(1− α)
W
(2.21)
Macrossan [9] compared his computational results to experimental results obtained from
the shock tunnel experiments made available in Macrossan & Stalker 1987 [10].
Macrossan [9] found that the results from the free-piston driven shock-tunnel testing
and the computational results based on the ideal dissociating gas method for a nonequi-
librium dissociating study of nitrogen, were a good match. However, these findings were
based on particular flow conditions, and so it is questionable whether the results would
hold for different flow conditions, such as at higher temperatures. Additionally, the ap-
plicability of the ideal dissociating gas modelling approach for hypersonic blunt body
problems is to be questioned due to the limitations of experimental testing, and the as-
sumptions made for simplicity in the model. However, this simple nitrogen case provides
a foundation to advance the simulation capabilities in aerospace fields today; without
providing examples where the simple case can be implemented and the expected results
obtained, the advancement of more complex models would be a greater challenge.
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2.4.2 Thermally perfect reacting (dissociating) gas
A thermally perfect reacting gas (TPRG) can be considered to have the the following flow
characteristics:
τc ≈ τf
τth → 0
Therefore, the chemical reactions are modelled at a finite-rate comparable to the flow
time scale, and the thermal modes of the gas are in equilibrium and so can be modelled
by a single temperature. In literature, modelling of the finite chemical reactions typically
takes place from the Arrhenius Law [1]:
karr = AT
n exp(−Ta/T ) (2.22)
This type of relationship is based on empirical data, where the constants A, T n and Ta will
depend on the method of the experiment. The Arrhenius Law provides an appropriate
model for a lot of chemical reaction modelling [1], and by combining this method with
a thermally perfect gas class, where the constant specific heats are functions of temper-
ature, the sophistication level of this model is a step up from the ideal dissociating gas
assumption.
2.5 Analysis of thermal nonequilibrium within liter-
ature
Gas dynamics models that are based on the assumption that population distributions
follow a Boltzmann distribution are currently in use today in many aerospace fields.
Their accuracy has been verified experimentally for subsonic and supersonic regimes of
flow, so it is easy to understand that their use has been extended to hypersonic fields.
While these models allow for reasonably affordable computational times to be achieved [8],
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Table 2.3: Flow and geometry considerations
Flow and geometry parameters Assumptions
1m cylinder radius Chemically inert flow
M∞ = 6.5 Inviscid hypersonic stream
T∞ = 300K
further investigation into their applicability to a hypersonic regime must be questioned.
When designing for atmospheric-entry and other aerospace applications, it is vital that
the work has a known margin of error to accommodate safe and reliable designs. This
is where traditional modelling approaches come into play; while they may not be the
most accurate, realistic representations of the real-life scenario, they are well tested and
designers have confidence in their associated error margins. Realistic reentry modelling
incurs large computational expenses which can be short-cut by using less rigorous ther-
modynamics models that are based on the Boltzmann Distribution.
However, before newer, more realistic models can be implemented into aerospace design,
a foundation for implementing these models must be tested, and their validity made
known. Giordano’s work in Vibrationally Relaxing Flow of N2 Past an Infinite Cylinder
provides a numerical study intended to verify the accuracy of the Boltzmann Distribution
assumption in hypersonic modelling. This work provides a starting point for further
research into vibrational kinetics modelling for hypersonic regimes, and their suitability
to computational fluid dynamics.
The test case considered in this work is the steady, two dimensional flow of nitrogen
over an infinite cylinder. The term infinite cylinder is used as the two dimensional analysis
does not consider a finite length of the cylinder, due to the two dimensional nature of the
analysis. Further details about the test case are shown in Tab. 2.3.
The governing equations for the study are conservation of mass, momentum and total
energy are shown in Eqs. 2.23, 2.24 and 2.25 respectively [8].
∂ρ
∂t
+∇ · (ρv) = 0 (2.23)
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∂ρv
∂t
+∇ · (ρvv + pU) = 0 (2.24)
∂ρe
∂t
+∇ ·
[
ρ
(
e+
p
ρ
)
v
]
= 0 (2.25)
The total energy e can be found from the thermodynamic energy u and the kinetic energy,
v2/2. This is shown in Eq. 2.26.
e = u+ (v2/2) (2.26)
Now, the thermodynamic energy is made up of translational and internal energy:
u =
3
2
RT + uint (2.27)
The internal energy is a function of the rotational and vibrational energy:
uint = ur + uv (2.28)
Eq. 2.28 is appropriate as it assumes that the diatomic molecule acts as a rigid rotator, and
is far from dissociation, which is necessary due to the chemically inert nature of of this gas.
Its population is assumed to follow the Boltzmann Distribution, for its rotational quantum
states. The rotational temperature is assumed to equal the translational temperature.
This is known as a mutual thermal equilibrium between the translational and rotational
degrees of freedom. The rotational energy can be seen in Eq. 2.29, and the total energy
is now updated in Eq. 2.30.
ur = RT (2.29)
e =
5
2
RT + Uv + (v
2/2) (2.30)
The standard expression for pressure is given by:
p = ρRT (2.31)
Eqs. 2.23 to 2.31 are shared by two vibrational relaxation models used by Giordano [8],
a harmonic oscillator model (HOM) and a vibrational kinetics model (VKM). The two
models differ in their treatment of population densities of the vibrational energy level
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distributions.
2.5.1 Harmonic oscillator model
This model assumes that t(he N2 molecules behave as a harmonic oscillator, that the
population densities of the vibrational states follow a Boltzmann distribution. This model
can be considered to be based on two temperatures, an adaptation of Eq. 2.8.
ε′HOM = ε′t(Ttr) + ε′r(Ttr) + ε′v(Tv) + ε′el(Tv) (2.32)
Hence, the harmonic oscillator model is a two temperature model where the translational
and rotational energies are functions of translational temperature, and the vibrational
and electrical energy modes are functions of vibrational energies. From a modelling per-
spective, the time scales are considered to be:
τc →∞
τth ≈ τf
Due to this thermal nonequilibrium, the vibrational temperature is different to the trans-
lational temperature. The vibrational temperature can be calculated from the vibrational
contribution to the thermodynamic energy equation:
uv =
RΘv
exp(Θv/Tv)− 1 (2.33)
The energy balance for the vibrational energy is:
∂ρuv
∂t
+∇ · (ρuvv) = ρu˙v (2.34)
The production term for the harmonic-oscillator model is given as:
u˙v =
u∗v − uv
τ
(2.35)
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The term u∗v is the vibrational energy that is obtained at thermal equilibrium. This
happens if the translational temperature is equal to the vibrational temperature. Hence,
u∗v can be found by replacing Tv with T in Eq. 2.33. The relaxation time is expressed as:
τ = (A/p) exp[(B/T 1/3) + C] (2.36)
The empirical constants A, B and C in Eq. 2.36 are based on experimental data ex-
plained in Blackman [13] and Millikan and White [14]. As such, there are discrepancies
between these two models, presenting an obvious limitation of the harmonic oscillator
model itself, as its accuracy will depend on the method used to obtain the empirical con-
stants. Nonetheless, this modelling approach provides a starting point for the thermal
nonequilibrium case, testing the validity of the Boltzmann Distribution assumption for
hypersonic regimes of flow. Comparison of the harmonic oscillator model to the vibra-
tional kinetic model, discussed in Section 2.5.1, will provide further answers as to what
thermal modelling approach to blunt body hypersonic problems are the most reliable and
realistic.
2.5.2 Vibrational kinetics model
Vibrational kinetics models consider the effect of no longer assuming a Boltzmann Dis-
tribution described by a single vibrational temperature. Various models have been used
in literature, including those based on anharmonic oscillators (e.g. Giordano [8]) and
forced-harmonic oscillators (e.g. Candler [15]). Some of these studies have additionally
considered the coupling of nonequilibrium vibrational kinetics with dissociation and re-
combination processes (e.g. [15, 16]). In the present study, only the vibrational kinetics
model described by Giordano [8] is considered.
This model varies from the harmonic oscillator model in that the populations of the
vibrational quantum states do not need to follow the Boltzmann Distribution. As such,
these populations must be found using master equations that govern the kinetics of par-
ticle exchanges between states. The master equation for the mass distribution over the
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vibrational quantum levels are found by:
∂ρi
∂t
+∇ · (ρiv) = ρ˙i for i = 1, . . . , l (2.37)
As the flow is assumed to be inviscid, the diffusion terms that would usually be placed
on the RHS of the equation are neglected. The sum of the partial densities and the sum
of the production terms are shown in Eqs. 2.38 and 2.39 respectively.
l∑
i=1
ρi = ρ (2.38)
l∑
i=1
ρ˙i = 0 (2.39)
Eq. 2.39 describes the relative movement of the partial mass fractions, in accordance with
the total mass conservation; as the mass fraction of a particular mode increases, the mass
fraction of other mode(s) will decrease. This also means that the summation of i terms
in Eq. 2.37 will provide the mass conservation expression (Eq. 2.23). The vibrational
energy corresponding to each mode is expressed by [8]:
uv =
NA
M
l∑
i=1
ρi
ρ
i (2.40)
The quantum level energies, i are determined by Eq. 2.10. The energies calculated
from Eq. 2.10 represent an anharmonic oscillator, presenting an obvious difference from
the harmonic oscillator model discussed in Section 2.5.1. These energies decrease as the
number of levels increases, represented in Fig. 2.5.
When the value of energy hits the N2 dissociation energy (9.62 eV = 1.541× 10−18 J),
the energy spectrum is truncated [8]. This occurs when the number of vibrational levels
is equal to 45, which is very computationally expensive to calculate. According to [8],
at i = 45, the results are comparable to at i = 10, and as such, the maximum number
of vibrational levels that will be considered in this study are 10. Hence, Giordano [8]
considers i = 10 levels to be a good starting point for the improvement of this type of
vibrational kinetics gas model. This is appropriate for this particular model due to the
26
assumptions of a chemically inert gas, with no viscous effects.
Moreover, the energy production terms are related to the vibrational kinetics of the
gas due to the exchange of quantum energy between particles at different energy states.
There are two types of processes that Giordano [8] considers: V-T processes and V-V
processes. V-T processes occur when a molecule loses or gains a vibrational quantum
from a collision with another particle. V-V processes occur when a vibrational quantum
is exchanged between the colliding molecules. The production terms first described in Eq.
2.40 can be calculated via Eq. 2.41.
ρ˙i = (ρ˙i)
V−T + (ρ˙i)V−V (2.41)
Only the V-T processes are going to be modelled in this thesis. The V-V reactions are
very important in affecting the dissociation of N2 in electrical discharges [16]. Modelling
of the vibrational kinetics model in this thesis is used to demonstrate the effect of ther-
mal nonequilibrium in hypersonic regimes, without considering dissociation concurrently.
Hence, the assumption that the V-V processes can be neglected is deemed appropriate.
2.5.2.1 V-T Processes
The exchange reactions on the ith vibrational level are described by
N2(i+ 1) +N2 ⇀↽ N2(i) +N2 for i = 1, . . . , l − 1 (2.42)
N2(i) +N2 ⇀↽ N2(i− 1) +N2 for i = 2, . . . , l (2.43)
The notation, N2(i) represents a N2 molecule with vibrational level i. Eq. 2.42 represents
the replenishing reaction, as the exchange between the particles brings a N2 molecule up
to the next vibrational level. Eq. 2.43 represents a depleting reaction, by exchanging
energies down to a lower vibrational level. The reaction velocities , ξ˙i and ω˙i, for the
replenishing and depleting schemes respectively, will also effect the production terms.
(ρ˙i)
V−T = M(ξ˙i − ω˙i) for i = 2, . . . , l − 1 (2.44)
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Eq. 2.44 is the basic form of the reaction velocities equation. Special cases for the ground
state (replenishing) and the last quantum level (depleting) state are shown in Eqs. 2.45
and 2.46.
(ρ˙i)
V−T = M(ξ˙1) (2.45)
(ρ˙i)
V−T = −M(ω˙l) (2.46)
The reaction velocities are found by calculating the forward rate coefficients in relation
to the partial densities of the vibrational levels.
ξ˙i = Fi+1,i
ρi+1
M
ρ
M
−Bi,i+1 ρi
M
ρ
M
for i = 1, . . . , l − 1 (2.47)
ω˙i = Fi,i−1
ρi
M
ρ
M
−Bi,i−1ρi−1
M
ρ
M
for i = 2, . . . , l (2.48)
The F coefficients represent the forward rate coefficients for the exchange processes, which
are determined from empirical expressions from [8]. The B coefficients are calculated from
these rate coefficients, shown by:
B =i−1,i= Fi,i−1 exp
(
−i − i−1
kT
)
for i = 2, . . . , l (2.49)
The forward rate coefficients, as proposed by Giordano [8] are
Fi,i−1 = (i− 1)f(T ) exp[(i− 2)δ(t)] for i = 2, . . . , l (2.50)
where
f(T ) = 10−6NA exp[−3.24093− (140.695597/T 0.2)] (2.51)
δ(T ) = 0.26679− 6.99237× 10−5T + 4.70073× 10−9T 2 (2.52)
It should be noted that the temperature term in Eqs. 2.51 and 2.52 is the translational
temperature, in Kelvin. Additionally, a relaxation time is not considered in this study, as
it is not necessary for this vibrational kinetics model. As mentioned previously, the V-V
processes are not modelled in this thesis, as it is assumed that the V-T processes provide
a sufficient starting point for the introduction of vibrational kinetics models in compu-
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tational fluid dynamics modelling. Improved accuracy in modelling may be achieved by
including the V-V processes, and so further study of these reaction types can be found in
[8].
2.6 Summary of literature
The literature presented aims to provide a background for modelling atmospheric-entry
flow situations within a CFD environment. These studies are centred around chemical and
thermal nonequilibrium flow regimes, which are used to investigate the applicability of
such models to reentry situations. While it is understood that nonequilibrium effects are
present in the shock layer region during reentry, the most appropriate and computationally
affordable method for calculation is still of debate.
The models presented in the two main studies by Macrossan [9] and Giordano [8]
contain an aspect of thermodynamics and rate changes within the gas. For Macrossan,
the reactions take the form of finite rate chemical reactions, whereas for Giordano [8],
they are in the form of vibrational quantum distribution changes.
An implementation of the models will be presented in the following chapters. In par-
ticular, the implementation of Giordano’s [8] vibrational kinetics model can be considered
a state of the art launching point for advancing the current gas models in this area of
research and design.
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3 Hypervelocity dissociation nitrogen
flow over a blunt body
3.1 Introduction
This chapter aims to compare the implementation of an ideal dissociating gas model to a
thermally perfect reacting gas model, for the case of dissociating nitrogen flow over a blunt
plate. It is desired firstly to show that the implementation of the ideal case produces the
same results as simulation work presented in Macrossan [9], which was performed based
on existing experimental work. Of additional interest is whether the ideal assumption of
constant specific heats is valid for this test case, or whether the thermally perfect reacting
gas model produces significantly different results.
3.2 Implementation
3.2.1 Simulation geometry
The experimental geometry for the blunt plate used in the experimental work by Macrossan
and Stalker [10] is shown in Fig. 3.1, with dimensions listed in in Tab. 3.1. The test
piece was set to 0◦, 15◦ and 30◦, where the angle of incidence can be seen denoted by θ
in Fig. 3.1. This geometry is that used by Macrossan [9] for his simulation work, and is
the geometry used for the computational fluid dynamics simulation work in this chapter.
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Figure 3.1: Diagram of test piece used in experimental tests and simulations in Macrossan
[9].
Table 3.1: Test piece dimensions from Macrossan [9].
Nose radius (m) Body length (m) Width (m) Thickness (m)
0.005 0.065 0.1 0.01
For ease in modelling, the centreline of the blunt plate was taken to lie along the x-axis,
and the gas inflow was modelled at the varying angle of incidence of the blunt plate that
was used in shock tunnel experiments in [10]. A schematic of this simulation set-up can
be seen in Fig. 3.2, complete with the inflow and outflow boundary conditions. This is
different to the implementation by Macrossan [9], where the flow was modelled in the
same orientation frame as the experiments; inflow was modelled at a zero angle of attack,
while the grid was rotated by the angle of incidence. It is noted that while an example of
Macrossan’s [9] computational grid was provided for the 15◦ case, the exact grid structures
(a) 0◦ incidence (b) 15◦ and 30◦ incidence
Figure 3.2: Blocking structure, boundary conditions and inflow/ outflow conditions for
(a) the 0◦ blunt plate, and (b) the 15◦ and 30◦ cases.
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and orientation for the 0◦ and 30◦ cases are unknown.
For the zero angle of incidence case, the flow results are expected to be axisymmetric,
and this is reflected with a symmetric boundary condition (see Fig. 3.2). This assumption
means that for the 0◦ case, modelling only one half of the grid is sufficient, as a reflection
of the results would provide a correct full flow field for that particular geometry and flow
configuration.
This is not the case when the flow angle of incidence is non-zero; the resulting flow
conditions are not axiymmetric. As such, rather than a symmetry boundary condition, the
geometry for the 15◦ and 30◦ cases contains an extra block below the nose, accounting for
the subsonic flows within the shock layer region. If this were modelled axisymmetrically,
there would be no consideration for the direction of flow below the x-axis. Hence, for the
15◦ and 30◦ cases, the grid was adapted directly from [9], with the addition of a below-nose
block. These two cases share the same grid structure as preliminary testing showed that
the shock wave falls within the the bounds of the one grid. This is not the case for the 0◦
case; the angle of the resulting shock wave is much larger and the grid used is constructed
accordingly.
3.2.2 Grid convergence
In Macrossan’s [9] work, a grid convergence method was performed based on the shock
detachment distance. The number of cells used to obtain the majority of the results was
chosen based on a cell size of ∆x/rn = 0.0125. This was chosen by comparison with a
limiting value of shock detachment distance calculated analytically [17]. The percentage
error for this grid size based on the limiting value was 6%, and this corresponded to a
grid of 3268 cells.
For implementation within this thesis, a grid resolution was determined by finding the
peak temperature along the stagnation line of the 0◦ case. This parameter was chosen
as a sharp peak in temperature is indicative of a shock. In particular, this method was
chosen over using shock stand-off distance as a measure of grid convergence, because a
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large amount of error would have been introduced into the study by using the latter.
Further details on the challenge of using shock stand-off distances as a grid convergence
parameter can be found in [5].
The results of this grid convergence study are shown in Fig. 3.3, with the peak tem-
perature along the stagnation line plotted for varying number of cells. The numbers of
cells were chosen by first producing a grid with an arbitrary number of cells in each block,
and then multiplying these cell sizes by different factors. Hence, the five data points in
Fig. 3.3 are for cell numbers of 459, 1649, 3575, 7308 and 9912.
(a)
(b)
Figure 3.3: Grid convergence for the blunt plate at 0◦ using stagnation line peak temper-
ature as the varying parameter.
The grid convergence results in Fig. 3.3(a) show that the peak temperature is ap-
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proaching a limiting value of around 15300K. Based on this limited value, the error for
each number of cells was calculated and is shown in Fig. 3.3(b). It can be seen that all
cell sizes provide an adequate estimate of the peak temperature, as the maximum error is
approximately ∼1.8%. Although this is calculated based on a different convergence pa-
rameter, in comparison to 6% error in Macrossan’s work, this amount of error is relatively
small. Ultimately, 3575 cells was chosen as the most appropriate grid size, due not only
to the ∼ 0.2% error, but also because this is very close to the number of cells used within
Macrossan’s [9] work (3268 cells).
With the cell size chosen for the 0◦ case in the above manner, the number of cells for
(a)
(b)
Figure 3.4: Computational grids used for 0◦ case (a) and 15◦ and 30◦ cases (b).
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the 15◦ and 30◦ grid was chosen by multiplying the number of cells used for preliminary
testing (originally chosen arbitrarily) by a factor which produced a number close to that
used in the 0◦ case, corresponding to 3768 cells.
For consistency and to enable accurate comparisons, the same grid and cell structures
were used for both the IDG and TPRG simulations. This allowed for the shock location
based on both gas types to be found and compared, independent of the grid. The grids
for the 0◦ case and the 15◦ and 30◦ cases can be seen in Fig. 3.4 (a) and (b) respectively.
Here, it can be seen that the cell density around the nose is greater than it is at other parts
of the flow field. This higher resolution at the nose is required for accurate calculation of
the flow near the shock, which forms close to the nose. The strength of the shock wave is
lowered as it curves around the body further from the nose, which is reflected in plots of
parameters such as temperature, pressure, mass fraction etc., where the sharpness of the
shock line weakens above the blunt plate.
3.2.3 Details of simulation runs
For this study, six simulations were considered:
• Ideal dissociating gas:
1. 0◦ angle of attack
2. 15◦ angle of attack
3. 30◦ angle of attack
• Thermally perfect reacting gas:
4. 0◦ angle of attack
5. 15◦ angle of attack
6. 30◦ angle of attack
As the primary study used for the chemical nonequilibrium part of this thesis is based
on the dissociating nitrogen flow over a blunt plate found in Macrossan [9], the parameters
from this paper were used to obtain the solutions.
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The only two free-stream flow parameters that are required within Eilmer as input flow
state parameters are pressure and temperature. The free-stream gas flow parameters were
outlined in Macrossan [9] and are reproduced in Tab. 3.2 for the three cases. As evident
in Tab. 3.2, the free-stream pressure was not supplied for every angle of incidence test.
Instead, a simple loop was implemented into the Eilmer job input script which found the
pressure for which the density was equal to the desired value.
Table 3.2: Inflow conditions adapted from [9].
Angle of incidence 0◦ 15◦ 30◦
Density (10−2kg/m3) 3.59 4.41 4.31
Velocity (m/s) 6890 6360 6230
Temperature (K) 4746 4415 4256
Dissociation 0.149 0.094 0.086
Mach number 4.61 4.55 4.56
The loop was written to iterate through by adding 10Pa to the free-stream pressure
until the correct value of density (as supplied in Tab. 3.2) was achieved. The pressure
at which this value was achieved was then used as the input free-stream pressure. This
ensured that the inflow conditions were sufficiently close to the input parameters used
within [9].
Both the ideal and thermally perfect gas model implementations in Eilmer require
empirical constants to define the reaction rates of nitrogen dissociation reactions, as per
Eqs. 2.21 (IDG) and 2.22 (TPRG). The same constants were used for both models, and
can be found in Tab. 3.3. A discussion of the possible empirical constants appropriate for
this study can be found in [9], where the constants used in the present study were taken
from.
To implement the reaction constants into the gas models within the Eilmer domain,
configuration files had to be specified to indicate the reaction constants and the types of
reactions that would be present in the flow. This was needed for the IDG and TPRG
Table 3.3: Empirical constants C1, C2, η1, η2 used in Eq. 2.21, adapted from [9]
.
C1 η1 C2 η2
8.5× 1025 -2.5 2.3× 1029 -3.5
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models, as both rely on the same nitrogen chemistry reactions. In the case of IDG, this
took the form of specifications of reaction constants within the gas model setup file; for
the TPRG model the reactions and reaction rate constants are specified in a separate
reactions config file.
3.3 Simulation results and findings
This section will present the results from simulations using two gas models: the ideal
dissociating gas and thermally perfect gas models. First, clarification on some of the lan-
guage that will be used throughout this section and in the following chapters is necessary.
The simulation time will refer to the time it takes for a simulation within Eilmer to run.
The real flow time refers to the time that the flow - evaluated within simulations - takes
in a real-life frame.
The simulation results for both gas models, IDG and TPRG, showed the formation of
a bow shock wave wrapped around the blunt the plate. An example of the simulation
results for temperature using the ideal dissociating gas model for the 30◦ case is shown in
Fig. 3.5. The simulation results for all angles of attack across both gas models followed
this general shape with a bow-shock, however, the location of the shock waves varied for
the different cases.
Figure 3.5: Temperature profile for the 30◦ blunt plate, using the IDG model.
For comparison purposes, the results for the 30◦ case from Macrossan’s [9] work is
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shown in Fig. 3.6. These computational results (lower image) are shown in the form
of interferometry patterns as a comparison method to the experimental results (upper
image). While the results for the IDG model extracted from Eilmer are not presented
through interferometry patterns, the general shape of the shock wave generated compu-
tationally by Macrossan [9] in Fig. 3.6 can be used to verify the implementation of the
IDG model into Eilmer by comparison to Fig. 3.5. This comparison shows good agree-
ment with respect to the general shape of the shocks. In addition to this, the extra block
present below the nose of the plate shows a flow field similar to that presented in the
experimental pattern in Fig. 3.6. Both of these observations provide evidence of a correct
implementation of the ideal dissociating gas model in Eilmer.
Figure 3.6: Comparison of experimental and computational results from
citeMacrossan at a 30◦ angle of attack.
Prior to obtaining results for all the cases, a convergence study was undertaken. The
temperature at a point approximately half way along the stagnation line for the 0◦ case
was analysed over time, which can be seen in Fig. 3.7.
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Figure 3.7: Temperature over time at (-0.0059, 0) along stagnation line of the 0◦ case, for
the IDG model.
As seen in Fig. 3.7, the temperature solution becomes stable between ∼ 0.00001 and
∼ 0.00002 seconds, which is shorter than the overall real life time that the simulation
was run for. Hence, the final time solution of the simulations can be considered to be
steady state. This method was applied to all cases for each gas model, as well as for the
harmonic oscillator and vibrational kinetics models in the following chapter.
3.3.1 Dissociation along streamlines
The dissociation of the nitrogen gas molecule occurs once the flow hits the shock wave for
both gas models, however, the degree of dissociation is not consistent at each point within
the flow domain for the two models. To illustrate this, dissociation data was collected
along streamlines for each model. Fig. 3.8 shows the dissociation of nitrogen along
four different streamlines; the streamline paths are presented inset. The four streamlines
selected for each angle of incidence have the same starting location between the two
models.
For all cases, the dissociation increases sharply at the shock location but then remains
relatively constant downstream of the shock. For all three angles of incidence, the peak
value of dissociation is higher for the thermally perfect reacting gas when compared to the
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(a) IDG, 0◦ incidence (b) TPRG, 0◦ incidence
(c) IDG, 15◦ incidence (d) TPRG, 15◦ incidence
(e) IDG, 30◦ incidence (f) TPRG, 30◦ incidence
Figure 3.8: Dissociation of the nitrogen molecule along streamlines for IDG and TPRG
models, at 0◦, 15◦ and 30◦.
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ideal dissociation gas model. In addition, the TPRG model reaches equilibrium quicker;
the dissociation value reaches the constant downstream value after a shorter downstream
distance. In particular, for the 0◦ case, the IDG nitrogen dissociation reaches equilibrium
noticeably slower than the TPRG model, especially for the streamline farthest from the
body.
Looking at the difference in the downstream dissociation values between the closest
and farthest streamline from the body, there is a noticeable difference between the IDG
and TPRG models. The dissociation values for the TPRG case show greater variability
across the four streamlines, indicating a faster drop off in dissociation as distance from
the body is increased.
These various differences between the dissociation values along streamlines for the two
models seems to indicate that the assumption of an ideal dissociating model may not be
valid for these flow conditions.
3.3.2 Comparison of peak temperatures
Table 3.4: Maximum temperatures within flow domain for all cases.
Maximum temperature (K)
AoA: 0◦ 15◦ 30◦
IDG 15420 14290 13960
TPRG 11920 10610 10880
The maximum temperature within the flow domain for each case is presented in Tab.
3.4. Here, it can be seen that the maximum temperature within the flow field is always
larger for the ideal dissociating gas than it is for the thermally perfect reacting gas.
Additionally, the maximum temperature in the IDG model always occurs within the
shock layer region and close to the surface of the blunt body.
For the TPRG model on the other hand, the maximum temperature occurs along a
thinner strip near the shock wave, and so the temperature near the body is lowered.
The nature of the temperature distribution has changed by calculating the reactions
differently. This demonstrates the importance of using a model which correctly accounts
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for gas dynamics effects around a blunt body. Since the temperature and location of this
hot gas is critical when evaluating the design of an aeroshell, it is important that the
thermodynamic model used correctly estimates flow in this region.
3.3.3 Shock fitting
Comparisons of the shock locations for the three angles of incidence using the two gas
models can be seen in Fig. 3.9 (a), (b), (c). These figures have been produced by fitting
splines to the shock locations using a data extraction program, and as such, the location
of the shock obtained is only an approximation.
Nevertheless, these figures show that the shock location for the thermally perfect re-
acting gas is closer to the surface of the blunt plate than it is for the ideal dissociating
gas. However, the shock location with respect to the front of the nose is very close for
both of the models. If the shocks were to be located more closely to one another, it would
indicate that the ideal dissociating gas and the thermally perfect reacting gas models are
both good approximations of the flow conditions.
However, as there are large discrepancies in the shock location on the top of the blunt
plate, this suggests that the IDG model is not accurately representing these flow condi-
tions. The IDG model uses the assumption of constant specific heats, whereas the TPRG
considers the specific heats as functions of temperature. As the temperature of the gas
increases, the gas models need to be able to account for the change in conditions of the
flow. This is where the ideal dissociating gas model starts to become inaccurate, as it is
being pushed into a temperature region beyond its validity.
Fig. 3.10 demonstrates this concept by showing the ratio of specific heats normalised
by gas constant, (Cˆv), as a function of temperature. It must be noted that Trot and
Tvib are transitional temperatures within this figure, and are not related to rotational or
vibrational temperatures that have been discussed in previous chapters, but transitional
temperature around which the specific heats change significantly.
As the IDG model assumes constant specific heats, it would only be valid if it fell
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(a)
(b)
(c)
Figure 3.9: Shock location results for the ideal dissociating gas (IDG) and the thermally
perfect reacting (TPRG) models for three angles of incidence: (a): 0◦, (b): 15◦, (c): 30◦.
3.4. SUMMARY OF FINDINGS 43
Figure 3.10: Relationship between normalised specific heats and temperature, [6].
within the constant specific heat regions in Fig. 3.10, limiting its validity to flow con-
ditions that have temperatures within these regions. For nitrogen, Tvib has been shown
to be approximately 2400K [18], a temperature which is exceeded in the results shown
here for flow over a blunt plate. It would be expected then that during this simulation,
temperatures are not restricted to those where specific heat is constant.
As such, these results show that the ideal dissociating gas assumption is not adaptable
to all hypersonic or high temperature flow regimes, as it cannot accurately account for
the effects of chemical dissociation at high temperatures.
3.4 Summary of findings
An important outcome of the work presented in this chapter is that the implementation
of the ideal dissociating gas model in Eilmer produces results which closely match those
of Macrossan [9]. The trends of dissociation along streamlines, including the regions of
constant dissociation downstream of the shock, is one particular indication of agreement.
Given that those results were themselves found to be in good agreement with experimental
data, the IDG implementation can be used with confidence.
The results from both models presented in this chapter, show that there is a large
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degree of nitrogen dissociation over the blunt plate. The presence of dissociation provide
justification for modelling of chemical nonequilibrium effects in flows over blunt bodies.
The results also demonstrate differences between the modelling of an ideal dissociating
gas and a thermally perfect gas for the test case presented. The shock fitting presented
in Sec. 3.3.3 shows that the location of the shock downstream of the nose is closer to the
body for the thermally perfect reacting gas model. Additionally, the level of dissociation
of nitrogen and the variation in dissociation across streamlines is higher for this model.
As such, it can be concluded that the choice of gas model has a noticeable effect on the
gas dynamics. Consider for example, the difference not only in maximum temperature in
the shock layer region, but also the region to which the highest temperatures are restricted.
In the IDG model, the hot gas is present from the shock location, all the way to the nose
surface. In the TPRG model, the hot gas is restricted to a narrow band near the shock
layer. These results show that modelling the gas as thermally perfect rather than ideal
for these particular flow conditions as this more accurately represents high temperature
gas dynamics.
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4 Thermal nonequilibrium flow of ni-
trogen over a cylinder
4.1 Introduction
This chapter describes the implementation of a vibrational kinetics gas model into Eilmer
and verification through modelling thermal nonequilibrium flow of nitrogen over a cylin-
der. The test case considered is also modelled using a harmonic oscillator model, and
comparisons between the two models are drawn. The test case considered is evaluated
at a temperature below which dissociation occurs, and so it is appropriate to test this
kinetic thermal nonequilibrium in isolation from chemical nonequilibrium. As described
in the aims of this thesis, this allows the testing of new code infrastructure (refer to
Fig. 1.1), and ultimately provides a basis for furthering modelling of thermochemical
nonequilibrium through more versatile computational methods.
4.2 Vibrational kinetics gas model
Computational fluid dynamics is still an evolving art, and to this, Eilmer is no exception.
In order to model the vibrational kinetics of the gas presented in Giordano [8], a gas
model code has been implemented into Eilmer as part of this thesis. This gas model is
written in the programming language, D.
Eilmer is a numerical simulation code for transient, compressible gas flows which is
adaptable to 2D and 3D problems [1]. A finite-volume discretisation method is used for
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the solutions over meshed geometries where unstructured and structured grid generation
methods are available. Eilmer can be used for the flow calculations of a number of
different flow types and regimes, it is particularly useful for higher speed applications,
such as hypersonic flow regimes.
The new vibrational kinetics gas model that has been implemented in this thesis
within Eilmer4, the newest version of Eilmer, has two main components: thermodynamics
and thermochemistry, which are modelled in the GasModel and ThermochemicalReactor
classes within the D code, respectively. The gas model script updates the fluid properties
at each time step within the GasModel and ThermochemicalReactor classes.
4.2.1 Thermodynamic modelling
The thermodynamic modelling of the gas requires updates from various properties of the
gas, in order to calculate the other properties. For example, an update from the pressure,
p, and the translational temperature, T , involves updating density and the internal energy
modes from Eqs. 2.30 and 2.31. An example of this within D is shown in the following code
snippet, where ’Q’ is the gas thermodynamic class within the code. The full vibrational
kinetics model D code can be found in .
override void update_thermo_from_pT(GasState Q) const
{
Q.rho = Q.p/(_R_N2*Q.Ttr);
foreach (imode; 0 .. _n_modes) {
Q.u_modes[imode] = (Avogadro_number/_M_N2)
* Q.massf[imode] * vib_energy(imode);
}
Q.u = 2.5 * _R_N2 * Q.Ttr;
}
Although the vibrational temperature is different to the translational temperature in
the VK model, this vibrational temperature is not needed in the calculations of its flow
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properties. However, the GasModel class required that the vibrational temperature (called
’T modes’ in Eilmer) is updated. Therefore, the first-level temperature was calculated,
as suggested in Giordano [8], and used for the T modes update for all of the vibrational
modes. This temperature corresponds to the first level of the spectrum produced by the
Boltzmann Distribution and be calculated using Eq. 4.1. The assumption that the first
level temperature can be used as an update for all vibrational modes is appropriate as
the vibrational temperature does not get used in any lead-on calculations.
ρ1
ρ
= exp
( −1
kTf1
)/ 10∑
j=1
exp
( −j
kTf1
)
(4.1)
Solving Eq. 4.1 for Tf1 is essentially an inverse Boltzmann Equation calculation; a mass
fraction is set and the temperature at that mass fraction is found. To do this, a root-
finding method had to be implemented due to the difficulty of solving the RHS of Eq.
4.1 analytically. As such, the secant method was chosen, and its general form is shown in
Eq. 4.2.
xn = xn−1 − f(xn−1)(xn−1 − xn−2)
f(xn−1)− f(xn−2) (4.2)
This particular root-finding method was chosen as it did not require the derivative of Eq.
4.1, or other rigorous calculations, to be found (as would be necessary if using a Newtons-
Method). The secant method requires two initial guesses to be provided for it to operate,
which presents a limitation of this method. The initial guesses bound the solution to an
upper and lower limit, meaning that an idea of the result for Tf1 for the given conditions
should already be known and set within the code.
Early in the implementation process, to ensure that the GasModel update equations
were working as expected within the code, a simulation was ran over a cylinder grid
(specific implementation of this grid is discussed later in this chapter) and compared to
an ideal nitrogen case (a gas model already implemented within Eilmer). It was expected
that without the ThermochemicalReactor class being implemented, the flow would behave
as an ideal gas. The simulation results are shown in Fig. 4.1.
The results from running the ideal nitrogen case and the incomplete VK model are
reflected about the x-axis in Fig. 4.1; the top half of the flow domain is from the ideal
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Figure 4.1: Comparison of vibrational kinetics model to an ideal nitrogen case before
reactions were implemented.
nitrogen case, the bottom is the VK model solutions. In this figure, Ttr refers to the
translational temperature, and it can be seen that the results on either side of the reflection
axis are the same. This was an indicative sign that the thermodynamic equation modelling
within the VK gas model was implemented correctly, meaning that the reactions class
could be implemented with confidence in the existing model.
4.2.2 Thermal reactions modelling
The thermal reactions - based on principles of statistical thermodynamics - within the VK
model was implemented into the ThermochemicalReactor class in the gas model. This
class of the gas model is accessed only if within the user-supplied geometry Lua script
specifies that reactions are present within the flow (’config.reactions=true’). As such, Eqs.
2.9 - 2.10, 2.41 and 2.44 - 2.52 (reaction velocities and all other necessary parameters) were
implemented within this class. An example of the implementation of Eq. 2.44 extracted
4.2. VIBRATIONAL KINETICS GAS MODEL 49
from the ThermochemicalReactor class part of the gas model is shown in the following
code snippet.
foreach(imode; 1 .. N_VIB_LEVELS-1) {
double rho_dot = (Q.rho*Q.rho/_M_N2) *
(B_coeff(imode,Q.Ttr)*Q.massf[imode-1] +
(-F_coeff(imode, Q.Ttr) - B_coeff(imode+1, Q.Ttr))*Q.massf[imode]
+ F_coeff(imode+1, Q.Ttr)*Q.massf[imode+1]);
double rho_i = (rho_dot * dt) + Q.massf[imode]*Q.rho;
Q.massf[imode] = rho_i / Q.rho;
}
To numerically solve the reaction equations, an Euler’s method solving scheme was imple-
mented within the ThermochemicalReactor class. For this particular gas model, Euler’s
method can be viewed in the form:
ρi,new = ρ˙i∆t+ ρi,old (4.3)
Whenever the solution is stepped forward in time, Eilmer calculates a global time step,
which applies to both a fluid update and a thermochemical update. Within the gas model
code, this time step is referred to as ’tInterval’. After preliminary testing of the reactions
part of the gas model over a cylinder, it was found that a thermal time scale had to be
introduced within the code. This was necessary because the global time step calculated
by Eilmer, was such that the Euler solution for mass fractions was causing the simulation
to fail. An appropriate value for the thermal time step, ∆tvib, was found to be:
∆tvib ≈ 0.1∆tflow
where ∆tflow is the global time step.
Fig. 4.2 shows the relaxation of the translational temperature, Ttr, and the vibrational
temperature, Tvib, from simulations based on a high and low pressure flow condition that
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Figure 4.2: Relaxation times for high and low pressure cases.
are explained in a test case later in this chapter. This figure shows that the temperatures
in the high pressure case relax towards each other quicker than for the low pressure case.
The results from this figure are the same if the thermal time scale is 10 times the flow
time scale, as it is if it is 1000 times the flow time scale. Hence, this demonstrates the
appropriateness of using a thermal time scale that is an order of 10 greater than the flow
time scale. The implementation of the thermal time scale in the gas model can be seen
in the following code snippet.
int nsteps = 10;
double dt = tInterval/nsteps;
foreach(step; 0 .. nsteps) {
.......
}
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4.2.3 Other considerations
This vibrational kinetics code requires a few inputs from the user, additional to those that
are usually required for ideal gas models within Eilmer. The number of vibrational levels
is currently set to 10 within the gas model, and can not be changed by the user input,
however, this can be updated at a later stage to make the gas model more versatile. The
mass fractions for each mode are required in the input script, within the Lua domain.
These mass fractions must take the form “N2-vib-i” where i is the vibrational level.
4.3 Validation test case
In order to validate the vibrational kinetics implementation into Eilmer the test case from
Giordano [8] was simulated. It must be noted that for the harmonic oscillator model, the
relaxation times are based on data from Blackman [13]. The boundary and inflow/ outflow
conditions that were modelled within Eilmer are shown in Fig. 4.3.
Figure 4.3: Blocking structure and wall conditions for the cylinder simulations.
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4.3.1 Geometry
The computational grid used for this study was taken exactly from Giordano’s [8] study,
with a 120 × 40 cell structure which can be seen in Fig. 4.4. As this implementation
of the cylinder grid is adapted directly from Giordano [8], no grid convergence method
was undertaken. By using the same number of cells (480) and flow field boundaries as in
Giordano [8], it is assumed that any solution errors are independent of the grid structure.
The same grid has been used in the simulations for the harmonic oscillator model, so that
direct comparions between this model and the vibrational kinetics model can be made.
Figure 4.4: Grid used for a cylinder of 1m radius with 480 cells.
4.3.2 Details of simulation runs
The free-stream conditions of the flow outlined in Giordano [8] were M∞ = 6.5 and
T = 300K. This temperature is the translational temperature of the gas, however, the
vibrational temperature and the initial mass fractions of quantum states also needed to
be set within the Eilmer4 environment.
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An initial guess for the mass fractions was obtained from the RHS of the Boltzmann
Equation (Eq. 2.9), where the temperature used, T , was the free-stream temperature of
300K. Fig. 4.5 shows that as the vibrational level increases, the mass fractions decreases
(ρi
ρ
> ρi−1
ρ
> ρi−2
ρ
. . . ). This relationship between the mass fractions and the vibrational
level is very important in modelling within the vibrational kinetics model, and as such,
care had to be taken when implementing these initial conditions. If the summation of the
mass fractions were not equal to 1, the reactions would not balance.
Four simulations were run:
• Harmonic oscillator model
1. pinf = 50Pa low pressure case
2. pinf = 500Pa high pressure case
• Vibrational kinetics model
1. pinf = 50Pa - low pressure case
2. pinf = 500Pa - high pressure case
Figure 4.5: Mass fractions for 10 vibrational levels based on Boltzmann Distribution.
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4.4 Simulation results and findings
The general flow characteristics around the cylinder can be visualised by a plot of the
translational temperature presented in the lower portion of Fig. 4.6. These results are
indicative of the bow shock wave that forms around the body at a certain shock de-
tachment distance from the nose. The findings in Fig. 4.6 were an indication that the
implementation of the vibrational kinetics gas model was working as expected; the dif-
ference in translational and vibrational temperatures is noticeable for the low pressure
case. It was expected that these temperatures would be different due to the low driving
force for relaxation at low pressures. In order to analyse the test cases further, the flow
characteristics along the stagnation line, cylinder surface and flow past the cylinder are
investigated in more detail.
Figure 4.6: Comparison of translational (bottom portion) and vibrational (top portion)
temperatures across the cylinder for the 50Pa case.
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4.4.1 Reaction velocities
The reaction velocities expressed in Eq. 2.44 were found at the stagnation point the
middle of the shock layer region for the high pressure case. These results are shown in
Fig. 4.7.
The reaction rates at the centre of the shock layer region are much larger in magnitude
compared to the stagnation point data. This can be noted in the difference in scale
between Figs. 4.7 and 4.8. This indicates that there is a greater degree of thermal
nonequilibrium at the centre of the shock layer, compared to at the stagnation point.
Although there is a noticeable difference in magnitude between these reaction rates at
the different locations, the trends are almost identical. As the number of vibrational
levels increases, the reaction rates decrease. This indicates that there is less exchange of
vibrational energy between the higher modes. Furthermore, this pattern in vibrational
energy exchange is echoed at the same locations for the low pressure (50Pa) case in Figs.
4.9 and 4.10.
Figure 4.7: Reaction velocities from Eq. 2.44 for 500Pa case, between shock location and
nose surface.
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Figure 4.8: Reaction velocities from Eq. 2.44 for 500Pa case, Stagnation point
Figure 4.9: Reaction velocities from Eq. 2.44 for 50Pa case, between shock location and
nose surface.
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Figure 4.10: Reaction velocities from Eq. 2.44 for 50Pa case, Stagnation point
In the shock layer region, the reaction rates for the low pressure case are much lower
than for the high pressure case. Contrarily, at the stagnation point for the 50Pa simu-
lation, the reaction rates are much larger. This is a sign that for the low pressure case,
thermal equilibrium is not achieved at the stagnation point. This slower relaxation is also
responsible for the lower reaction rate in the shock layer.
4.4.2 Stagnation line analysis
A comparison between the vibrational and translational temperatures, Ttr and Tvib re-
spectively, along the stagnation line for the low and high pressure cases can be seen
in Fig. 4.11. These graphs which are replications of comparisons drawn in Giordano
[8] demonstrate that the relaxation times of the two temperature measurements for the
harmonic-oscillator and vibrational kinetics models. The temperature profiles corroborate
the reaction rate data presented in Figs. 4.9 and 4.7 which show that a slower relaxation
in the low pressure case.
While the translational temperature profile in Fig. 4.11 shows a sharp increase or step
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(a)
(b)
Figure 4.11: Translation and vibrational temperature profiles along the stagnation line.
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across the shock, the vibrational temperature profile is markedly less steep. In fact, the
vibrational temperature is yet to reach the translational temperature by the stagnation
point.
In the high pressure case, there is a greater degree of similarity between the translational
and vibrational temperature profiles. Due to the increased steepness of the vibrational
temperature curve, the two temperatures meet approximately half way between the shock
and the stagnation point.
Evident in both of these temperature profile plots is the good agreement between the
harmonic oscillator and vibrational kinetics models for these flow conditions. Additionally,
the temperature profiles in Fig. 4.11 match the profile presented in the study by Giordano
[8] and hence, verify the implementation of the vibrational kinetics gas model.
4.4.3 Cylinder surface profiles
The translational and vibrational temperature profiles over the surface of the cylinder
are presented in Fig. 4.12. For the low pressure case, from 0◦ to 45◦, the translational
temperature is larger than the vibrational temperature, however, at 45◦, there is a point of
thermal equilibrium before the translational temperature drops. Over the entire cylinder
surface, the vibrational temperature varies by less than 10%.
In the high pressure case, a zone of thermal equilibrium exists for approximately the
first 10◦ from the stagnation point upwards. From here the translational temperature
drops below the vibrational temperature. Note that while all other temperature profiles
presented here precisely match those provided by Giordano [8], the vibrational tempera-
ture for the high pressure case shows in the results presented here some deviation between
the HOM and VKM to a degree not present in Giordano [8].
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(a) 50Pa case
(b) 500Pa case
Figure 4.12: Translational and vibrational temperature profiles along the cylinder surface.
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4.4.4 Flow pattern past the cylinder
A thermal disequilibrium pattern for the high and low pressure cases was calculated for
the harmonic oscillator and vibrational kinetics models, which is presented in Fig. 4.13.
The thermal disequilibrium, ∆ is calculated by:
∆ = 100[Ttr − Tvib/Ttr] (4.4)
Fig. 4.13 matches the results obtained in Giordano [8], indicating that for the test case
flow conditions, the harmonic oscillator model - based on Blackman [13] - provides a
very similar estimate of the thermal disequilibrium to that calculated by the vibrational
kinetics model using 10 vibrational levels. At 500Pa, a larger region of the flow field is
dominated by flow where the vibrational temperatures are greater than the translational
temperatures, compared to the 50Pa case.
(a) 50Pa case (b) 500Pa case
Figure 4.13: Thermal disequilibrium patterns.
This study was also ran for a higher speed application at M∞ = 10 with a free-stream
pressure p∞ = 10Pa. The disequilibrium pattern for this simulation can be seen in Fig.
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4.14. Here, it can be seen that the results produced from the harmonic oscillator do not
match the vibrational kinetics model results, which is most evident along the stagna-
tion line. While the Harmonics-Oscillator Model provided a good estimate of the flow
conditions for the original test case, this cannot be assumed for all applications. Hence,
the considerations of vibrational modelling must be taken into account at conditions with
higher Mach numbers and lower pressures, providing a justification for the implementation
of this model.
Figure 4.14: Disequilibrium plot for higher speed application, M∞ = 10, p∞ = 10Pa.
4.5 Summary of findings
The simulation results that have been presented within this chapter verify the implemen-
tation of the vibrational kinetics gas model into Eilmer, as the results are in agreement
with those presented by Giordano [8]. The harmonic oscillator and vibrational kinetics
models were implemented over the cylinder for the particular flow conditions outlined
in Giordano [8]. These flow conditions are simplified, as they do not consider viscous
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effects or dissociation within the flow. However, even when modelling this simplified flow
case for other blunt body conditions, the importance of modelling thermal nonequilibrium
becomes obvious and important.
The temperature profiles along the stagnation line and the surface of the cylinder
presented here are essentially a one-to-one replication of the results provided by Giordano
[8]. This is also the case for the thermal disequilibrium patterns for the high and low
pressure test cases. These findings strongly support the use of ∆tvib as a smaller time
step within the main Eilmer solution scheme. The chosen value at one tenth of the global
flow time step is found to be appropriate for this test case.
For both the high and low pressure case, modelling of thermal nonequilibrium is neces-
sary as there are significant regions of thermal disequilibrium. This is evidenced particu-
larly by the temperature profiles along the stagnation line, and the thermal disequilibrium
patterns. For the low pressure case, the temperature profiles of translational and vibra-
tional temperatures take longer to reach equilibrium. The reaction velocities also present
these results from another angle; in the shock layer region the reaction velocities were
much slower for the low pressure case.
The reaction velocity plots for both cases show the majority of the energy movement
occurs within the first few vibrational modes. Further to Giordano’s [8] recommendation
of modelling only 10 vibrational levels, these results provide justification for neglecting
higher energy modes.
All results for the low and high pressure case show good agreement between the Har-
monics Oscillator and vibrational kinetics models for this particular test case. Even with
the populations within vibrational energy levels being determined from kinetics, they still
follow a Boltzmann Distribution. For the higher Mach number case considered, the two
models did not match, meaning that the harmonic oscillator model cannot be assumed
adequate for modelling thermal nonequilibrium in all hypersonic regime cases. For cases
exhibiting non-Boltzmann behaviour, the vibrational distribution of the energy modes
must be determined from kinetics of particle exchanges.
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5 Conclusions and Recommendations
5.1 Summary of thesis findings
The work in this thesis was focused on modelling approaches to chemical and thermal
nonequilibrium flow around blunt bodies at hypersonic speeds. The modelling approaches
were demonstrated by evaluating test case flow conditions using four different gas models
that explored the effects of chemical and thermal nonequilibrium in isolation. Further-
more, a new gas model flow code was implemented into Eilmer, and the simulation results
were used to inform the use of thermal kinetics modelling for non-Boltzmann gases.
First, the implementation of the ideal dissociating gas model into Eilmer was verified
through comparisons of the simulation results to those presented within the literature
study. It was found that the location of the shock wave that is indicative of blunt body
reentry situations matched those presented by Macrossan [9]. Furthermore, the dissocia-
tion of nitrogen along streamlines behaved as expected, whereby the dissociation experi-
enced at the shock was high, followed by a region of constant dissociation downstream of
the shock wave.
The results for the ideal dissociating gas model were compared to those resulting from
using a thermally perfect reacting gas model for the same flow conditions. Through this
comparison it was evident that the two models did not match perfectly for the dissoci-
ating nitrogen flow conditions, indicating that the choice in gas model is an important
consideration when modelling blunt body reentry situations.
When designing for reentry, it is desirable that the maximum temperature of the gas is
66
lower near the body of the vehicle, and also that the thermal loads estimate is accurate.
The discrepancies between these two models indicate that using a simplified modelling
approach can overestimate these heat loads. In terms of these two gas models, the ther-
mally perfect reacting gas model is considered to be the most appropriate for the flow
conditions used in this study. At high temperatures, the assumption of constant specific
heats becomes incorrect, meaning that the ideal dissociating gas assumption is invalid.
For studies where the temperatures of the gas are so high that the specific heat of the
gas becomes a function of temperature, a thermally perfect reacting gas model should be
used.
In terms of the thermal nonequilibrium modelling, a vibrational kinetics gas model was
implemented into Eilmer, within the new code infrastructure’s ThermochemicalReactor
class. This implementation was verified by the simulation results that showed an almost
identical representation of the results outlined in Giordano [8].
Furthermore, these results provided insight into the importance of modelling thermal
nonequilibrium and the applicability of vibrational kinetics modelling. The results for the
validation cases showed significant regions of thermal nonequilibrium, meaning the flow
conditions require the modelling of a vibrational temperature. It was found however that
in these cases the harmonic oscillator model provides an accurate means of computing
vibrational relaxation; even though the population distributions were calculated through
vibrational kinetics, they exhibited Boltzmann behaviour.
For a case where the flow parameters were at higher Mach numbers, namely a Mach
10, lower pressure case, the harmonic oscillator and vibrational kinetics models produced
different results for nitrogen flow over a cylinder. These results suggest that for some cases
of hypersonic modelling, the more rigorous vibrational kinetics approach is necessary to
produce accurate representations of the flow conditions.
For the validation test case, the simulation times for the high and low pressure regimes
for both thermal nonequilibrium models can be seen in Tab. 5.1. These were calculated
by running the simulations on 2 CPUs, and so may vary depending on the particular PC
used, however, the results provide insight into how long the simulations take in comparison
5.2. CONTRIBUTIONS OF THE THESIS 67
to one another. Here it is evident that the computational expense is heightened by using
the vibrational kinetics model.
Table 5.1: Simulation times for the two models.
Simulation time (s)
50Pa 500Pa
Harmonic oscillator model 236 232
Vibrational kinetics model 1678 1653
As such, for some particular flow conditions where a choice of either model is ap-
propriate, it would be more desirable to choose the harmonic oscillator model, to save
computation time. This could be particularly useful where the calculation of flow param-
eters is merely one step in a larger optimisation problem, e.g. in the iterative design of an
aeroshell. Finally, it should be noted that application of the vibrational kinetics model
to cases with higher Mach numbers requires a decrease in the thermal time step (∆tvib)
that is used, further increasing computational time.
5.2 Contributions of the thesis
To summarise, the important contributions of this thesis are:
• Implementation of a vibrational kinetics model for nitrogen into Eilmer. Adding this
capability to an already sophisticated CFD code enables the simulation of complex
flow scenarios where thermal nonequilibrium effects are important.
• Testing of the new code infrastructure for simple cases involving chemical and ther-
mal nonequilibrium in isolation. Verification of these implementations provides a
basis for application to more complex cases of gas flow.
• Highlighting results for dissociating flow of nitrogen over a blunt plate which show
that an ideal dissociating gas model may be insufficient to accurately model flow
conditions and obtain an accurate estimate of aerodynamic heating.
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5.3 Recommendations for future work
The work presented in this thesis provides a launching point for the implementation
of more complex gas models, namely, gas models that include the effects of vibrational
kinetics, to be used within hypersonic flow modelling. Based on the findings of this thesis,
the following recommendations for future work is as follows:
• Consider a more robust root-finding method for calculating the vibrational tempera-
ture updates within the GasModel class. The root-finding method used to calculate
the updated vibrational temperature currently requires well-educated guesses. Im-
proved robustness will allow modelling of test cases different to the case provided
in Giordano [8] confidently.
• The assumption of inviscid effects and no dissociation is appropriate for the test
case presented in Giordano [8]. However, for adaptability of the vibrational kinetics
gas model code to other blunt body problems, considerations of how to implement
these effects is necessary.
• The vibrational kinetics model implemented in this thesis should be applied to
cases where there is a greater degree of non-Boltzmann behaviour expected, e.g.
where there is a larger difference between the translational and first-level vibrational
temperatures.
• Complete the implementation of the vibrational kinetics model provided by Gior-
dano [8], by adding the V-V processes into the ThermochemicalReactor class of the
code. The results presented in Chapter 4 of this thesis suggest that not modelling
the V-V reactions is appropriate for this test case, as the simulation results are
almost identical to those presented by Giordano [8]. For different flow cases, the
V-V processes may become more important. As such, research into these reaction
rates and their applicability to other flow cases should be considered.
• Further to implementing V-V processes, other vibrational kinetics models which
consider coupling of the nonequilibrium kinetics with dissociation and recombination
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processes should be explored for their applicability to modelling of atmospheric
reentry conditions.
• Adapt the vibrational kinetics modelling to more complex gas types, such as air
where there are multiple species present and hence many more kinetic particle ex-
change mechanisms and reactions to consider.
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Appendices
Appendix A
/**
* vib_specific_nitrogen.d
* Authors: Rowan G., Katrina Sklavos and Peter J.
*
* This is a 10-level vibrationally-specific model for nitrogen
* as descrbied in:
*
* Giordano, et al. (1997)
* Vibrationally Relaxing Flow of N2 past an Infinite Cylinder
* Journal of Thermophysics and Heat Transfer, vol 11, no 1, pp 27 - 35
*
*/
module gas.vib_specific_nitrogen;
import std.algorithm.iteration;
import gas.gas_model;
import gas.physical_constants;
import gas.diffusion.viscosity;
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import gas.diffusion.therm_cond;
import std.math;
import std.stdio;
import std.string;
import std.file;
import std.json;
import std.conv;
import util.lua;
import util.lua_service;
import core.stdc.stdlib : exit;
// [TODO:KS]
// Presently the number of vibrational levels
// is hard-coded. We'd like to test at small number
// then increase this to 10.
// Eventually, we might remove the hard-coded number.
immutable int N_VIB_LEVELS = 10;
class VibSpecificNitrogen: GasModel {
public:
this()
{
_n_species = N_VIB_LEVELS;
_n_modes = N_VIB_LEVELS;
_species_names.length = _n_species;
foreach (isp; 0 .. _n_species) {
_species_names[isp] = format("N2-vib-%d", isp);
}
create_species_reverse_lookup();
}
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override string toString() const
{
char[] repr;
repr ~= "VibSpecificNitrogen=()";
return to!string(repr);
}
override void update_thermo_from_pT(GasState Q) const
{
Q.rho = Q.p/(_R_N2*Q.Ttr);
foreach (imode; 0 .. _n_modes) {
Q.u_modes[imode] = (Avogadro_number/_M_N2) * Q.massf[imode] * vib_energy(imode);
}
Q.u = 2.5 * _R_N2 * Q.Ttr;
}
override void update_thermo_from_rhou(GasState Q) const
{
Q.Ttr = 0.4 * Q.u * (1/_R_N2);
Q.p = Q.rho * _R_N2 * Q.Ttr;
Q.T_modes[0] = compute_Tvib(Q, 300.0, 1000.0, 1e-4);
foreach (i; 1 .. N_VIB_LEVELS) {
Q.T_modes[i] = Q.T_modes[0];
}
}
override void update_thermo_from_rhoT(GasState Q) const
{
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Q.p = Q.rho * _R_N2 * Q.Ttr;
Q.u = 2.5 * _R_N2 * Q.Ttr;
foreach (imode; 0 .. _n_modes) {
Q.u_modes[imode] = (Avogadro_number/_M_N2) * Q.massf[imode] * vib_energy(imode);
}
}
override void update_thermo_from_rhop(GasState Q) const
{
//Q.Ttr = 0.4 * Q.u * (1/_R_N2);
Q.Ttr = Q.p / (Q.rho * _R_N2);
Q.u = 2.5 * _R_N2 * Q.Ttr;
foreach (imode; 0 .. _n_modes) {
Q.u_modes[imode] = (Avogadro_number/_M_N2) * Q.massf[imode] * vib_energy(imode);
}
Q.T_modes[0] = compute_Tvib(Q, 300.0, 1000.0, 1e-4);
foreach (i; 1 .. N_VIB_LEVELS) {
Q.T_modes[i] = Q.T_modes[0];
}
}
override void update_thermo_from_ps(GasState Q, double s) const
{
throw new Error("ERROR: VibSpecificNitrogen:update_thermo_from_ps NOT IMPLEMENTED.");
}
override void update_thermo_from_hs(GasState Q, double h, double s) const
{
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throw new Error("ERROR: VibSpecificNitrogen:update_thermo_from_hs NOT IMPLEMENTED.");
}
override void update_sound_speed(GasState Q) const
{
Q.a = (_gamma * _R_N2 * Q.Ttr)^^0.5;
}
override void update_trans_coeffs(GasState Q)
{
// The gas is inviscid.
Q.mu = 0.0;
Q.k = 0.0;
}
override double dudT_const_v(in GasState Q) const
{
return _R_N2/(_gamma - 1.0);
}
override double dhdT_const_p(in GasState Q) const
{
throw new Error("ERROR: VibSpecificNitrogen:dhdT_const_p NOT IMPLEMENTED.");
}
override double dpdrho_const_T(in GasState Q) const
{
throw new Error("ERROR: VibSpecificNitrogen:dpdrho_const_T NOT IMPLEMENTED.");
}
override double gas_constant(in GasState Q) const
{
return _R_N2;
}
override double internal_energy(in GasState Q) const
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{
return Q.u + sum(Q.u_modes);
}
override double enthalpy(in GasState Q) const
{
return Q.u + sum(Q.u_modes) + Q.p/Q.rho;
}
override double entropy(in GasState Q) const
{
throw new Error("ERROR: VibSpecificNitrogen:entropy NOT IMPLEMENTED.");
}
private:
double _R_N2 = 296.805; // gas constant for N2
double _M_N2 = 0.0280134;
double _gamma = 7./5.; // ratio of specific heats.
double kB = Boltzmann_constant;
double vib_energy(int i) const
{
int I = i+1;
double w_e = 235857;
double we_xe = 1432.4;
double we_ye = -0.226;
double h = 6.626e-34;
double c = 2.998e8;
double e = h*c * (w_e*(I-0.5) - we_xe*(I-0.5)^^2 + we_ye*(I-0.5)^^3);
return e;
}
double boltzmann_eq(double Tf1) const
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{
double summ = 0;
foreach(ej; 0 .. N_VIB_LEVELS) {
summ += exp(-vib_energy(ej) / (kB*Tf1));
}
double ei = vib_energy(0);
double temp_func = (exp(-ei/(kB*Tf1)) / summ);
return temp_func;
}
double compute_Tvib(GasState Q, double x0, double x1, double tol) const
{
//this method (secant) is used to compute Tf1
double init_x0 = x0;
double init_x1 = x1;
double fx0 = boltzmann_eq(x0) - Q.massf[0];
double fx1 = boltzmann_eq(x1) - Q.massf[0];
double max_it = 100;
foreach(n; 0 .. max_it) {
if (abs(fx1) < tol) {return x1;}
double x2 = ((x0*fx1) - (x1*fx0)) / (fx1 - fx0);
x0 = x1;
x1 = x2;
fx0 = fx1;
fx1 = boltzmann_eq(x2) - Q.massf[0];
} //end foreach
return x1;
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}
} // end class VibSpecificNitrogen
version(vib_specific_nitrogen_test) {
import std.stdio;
import util.msg_service;
int main() {
auto gm = new VibSpecificNitrogen();
auto Q = new GasState(N_VIB_LEVELS, N_VIB_LEVELS);
Q.p = 1.0e5;
Q.Ttr = 300.0;
foreach (imode; 0 .. gm.n_modes()) {
Q.T_modes[imode] = 300.0;
}
Q.massf[] = 1.0/10;
double R_N2 = 296.805; // gas constant for N2
double M_N2 = 0.0280134;
double gamma = 7./5.; // ratio of specific heats.
gm.update_thermo_from_pT(Q);
double my_rho = 1.0e5 / (R_N2 * 300.0);
assert(approxEqual(Q.rho, my_rho, 1.0e-6), failedUnitTest());
double my_u = 2.5 * R_N2 * 300.0;
assert(approxEqual(Q.u, my_u, 1.0e-6), failedUnitTest());
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//double my_u_modes = (Avogadro_number/M_N2) * 1.0 * vib_energy(1); //using mode 1 for test (massf = 1.0 here)
//assert(approxEqual(Q.u_modes[0], my_u_modes, 1.0e-6), failedUnitTest());
gm.update_trans_coeffs(Q);
assert(approxEqual(Q.mu, 0.0, 1.0e-6), failedUnitTest());
assert(approxEqual(Q.k, 0.0, 1.0e-6), failedUnitTest());
gm.update_sound_speed(Q);
double my_a = (gamma * R_N2 * 300.0)^^0.5;
assert(approxEqual(Q.a, my_a, 1.0e-6), failedUnitTest());
return 0;
}
}
final class VibSpecificNitrogenRelaxtion : ThermochemicalReactor {
this(string fname, GasModel gmodel)
{
super(gmodel); // hang on to a reference to the gas model
}
override void opCall(GasState Q, double tInterval, ref double dtSuggest,
ref double[] params)
{
int nsteps = 10;
double dt = tInterval/nsteps;
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foreach(step; 0 .. nsteps) {
// Replenishing and depleting equations
foreach(imode; 1 .. N_VIB_LEVELS-1) {
double rho_dot = (Q.rho*Q.rho/_M_N2) * (B_coeff(imode,Q.Ttr)*Q.massf[imode-1] +
(-F_coeff(imode, Q.Ttr) - B_coeff(imode+1, Q.Ttr))*Q.massf[imode]
+ F_coeff(imode+1, Q.Ttr)*Q.massf[imode+1]);
double rho_i = (rho_dot * dt) + Q.massf[imode]*Q.rho;
Q.massf[imode] = rho_i / Q.rho;
}
//Hard coding the replenishing equation (ground state)
double rho_dot_0 = (Q.rho*Q.rho/_M_N2) * ((-B_coeff(1, Q.Ttr)*Q.massf[0])
+ (F_coeff(1, Q.Ttr)*Q.massf[1]));
double rho_0 = (rho_dot_0 * dt) + Q.massf[0]*Q.rho;
Q.massf[0] = rho_0 / Q.rho;
//Hard coding the depleting equation (last quantum level)
double rho_dot_l = (Q.rho*Q.rho/_M_N2) * (B_coeff(N_VIB_LEVELS-1, Q.Ttr)*Q.massf[N_VIB_LEVELS-1-1] +
(-F_coeff(N_VIB_LEVELS-1, Q.Ttr))*Q.massf[N_VIB_LEVELS-1]);
double rho_l = (rho_dot_l * dt) + Q.massf[N_VIB_LEVELS-1]*Q.rho;
Q.massf[N_VIB_LEVELS-1] = rho_l / Q.rho;
//writeln("Gas state: ");
//writeln(Q);
scale_mass_fractions(Q.massf, 1.0e-6, 1.0e-3);
}
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//_gmodel.update_thermo_from_rhop(Q);
_gmodel.update_thermo_from_pT(Q);
//assert(fabs(1.0 - sum(Q.massf)) < 1e-6, "Oops, total mass fraction is not 1.0");
_gmodel.update_sound_speed(Q);
} // end opCall
private:
double _R_N2 = 296.805; // gas constant for N2
double _M_N2 = 0.0280134;
double _gamma = 7./5.; // ratio of specific heats.
double kB = Boltzmann_constant;
double vib_energy(int i) const
{
int I = i+1;
double w_e = 235857;
double we_xe = 1432.4;
double we_ye = -0.226;
double h = 6.626e-34;
double c = 2.998e8;
double e = h*c * (w_e*(I-0.5) - we_xe*(I-0.5)^^2 + we_ye*(I-0.5)^^3);
return e;
}
// Indices need checking
double F_coeff(int i, double Temp) const
{
double I = i + 1;
double ft = 1e-6 * Avogadro_number * exp(-3.24093 - (140.69597/Temp^^0.2));
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double delta_t = 0.26679 - (6.99237e-5 * Temp) + (4.70073e-9 * Temp^^2);
double f = (I-1) * ft * exp((I-2)*delta_t);
return f;
}
double B_coeff(int i, double Temp) const
{
double B = F_coeff(i,Temp) * exp(-(vib_energy(i) - vib_energy(i-1)) / (kB * Temp));
// F_coeff already uses i+1
return B;
}
} // end class
