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A TWO SCALE Γ-CONVERGENCE APPROACH FOR RANDOM
NON-CONVEX HOMOGENIZATION
LEONID BERLYAND, ETIENNE SANDIER AND SYLVIA SERFATY
Abstract. We propose an abstract framework for the homogenization of random func-
tionals which may contain non-convex terms, based on a two-scale Γ-convergence approach
and a definition of Young measures on micropatterns which encodes the profiles of the
oscillating functions and of functionals. Our abstract result is a lower bound for such
energies in terms of a cell problem (on large expanding cells) and the Γ-limits of the
functionals at the microscale. We show that our method allows to retrieve the results of
Dal Maso and Modica in the well-known case of the stochastic homogenization of convex
Lagrangians. As an application, we also show how our method allows to stochastically
homogenize a variational problem introduced and studied by Alberti and Mu¨ller, which
is a paradigm of a problem where an additional mesoscale arises naturally due to the
non-convexity of the singular perturbation (lower order) terms in the functional.
keywords: stochastic homogenization, Γ-convergence, integral functionals
MSC classification: 35B27, 60H25, 35J20
1. Introduction
The goal of this work is to develop an abstract framework for two-scale Γ-convergence
of random non-convex functionals, and to show how this framework applies to specific
problems in random homogenization.
Random homogenization of convex functionals was studied in the seminal papers of Dal
Maso and Modica [7, 8], which introduced the fundamental idea of using sub-additivity
combined with the (sub-additive) ergodic theorem, thus generalizing the homogenization of
random linear elliptic equations (which correspond to quadratic energies), an issue which
has attracted significant attention since the seminal papers [23, 24]. For recent develop-
ments and state of the art in the homogenization of convex energy functionals, one may see
[3] (which develops a quantitative approach) and [10] (which contains extensions to non-
convex and unbounded situations) and references therein. Here we are rather interested in
the homogenization of variational problems, in particular, allowing for non-convex lower
order terms (possibly singular perturbations of the leading order terms) in the energy.
It is well known in the mathematical theory of homogenization that the non-convexity of
the Lagrangian presents a major difficulty in applying the usual homogenization techniques
to nonlinear problems (see e.g. [2, 5, 18]). We recall the issue in the simplest context of
periodic homogenization. Then the computation of the effective coefficients leads to a so-
called expanding cell problem (whose size R goes to infinity). For convex problems, this
cell problem reduces to a problem on a single periodicity cell due to the uniqueness of the
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minimizers. However, for non-convex problems, non-uniqueness implies that minimizers
with multiple of the basic period may exist and such a reduction is no longer possible.
Moreover, analysis of the oscillating test functions that are used in establishing convergence
shows that a new mesoscopic scale may arise in the process of convexification (see, e.g., the
work of Mu¨ller [18], where the phenomenon of a mesoscale arising in minimizers of non-
convex problems was demonstrated in a vectorial elasticity problem). This lies at the heart
of the major computational challenges in the numerical analysis of such problems. The
heuristic idea behind the concept of mesoscale can be explained as follows. Applying the Γ-
convergence method one can see that the system may try to reach multiple local equilibrium
positions due to non-uniqueness but the average macroscopic gradient condition penalizes
any deviation from the linear behavior. A balance between these two trends results in
the convexification of the energy and the rise of a new mesoscale much larger than the
microscopic period (cf. [17]). Note that the homogenization of convex random (stationary
and ergodic) problems results in a cell problem defined on the entire space and therefore
does not give rise to a mesoscale.
Let us now recall briefly the variational setting of convex nonlinear random homogeniza-
tion problem as proposed by Dal Maso-Modica in [8, 7]. Consider a functional
(1) Fε(v,G) = −
∫
G
L(x/ε,∇v(x))dx,
where L : Rn × Rn → R+ is a random Lagrangian which satisfies the usual growth and
convexity conditions.
The homogenization problem can be stated as the question of determining the Γ-limit
of this functional as ε → 0. Assuming stationarity and ergodicity, it is proved in [8, 7]
that the Γ-limit of Fε is an integral functional of the same type as (1), where the limiting
(homogenized) Lagrangian is computed as the expectation of a minimization problem for
a local Lagrangian over an expanding cell.
For more general Lagrangians, for instance of the form fε(x, v,∇v), one can no longer ex-
pect the Γ-limit to be of the same integral form. A classical example due to Modica-Mortola
[16] features the convergence of scalar soft interface models of the integral functional form
to a sharp interface model that is no longer an integral functional. Another striking ex-
ample of this phenomenon was studied by Mu¨ller in [17] and generalized by Alberti and
Mu¨ller in [1]. In particular, in [1] the important notion of the Young measure on micropat-
terns was introduced for two-scale Γ-convergence and applied to the following non-convex
Lagrangian
(2) L(x, v) := ε2v′′
2
+W (v′) + a(x)v2,
where W is the standard double-well potential W (x) = (1 − |x|2)2. A crucial feature of
the Lagrangian L(x, v) is the non-convexity of the double well potential W (t) := (1− t2)2,
which is mainly responsible for the more complex form of the Γ-limit, the latter being
expressed in terms of jumps of BV functions rather than by an integral functional.
In this work we extend, in a way inspired by the abstract method in [26, 27] (itself follow-
ing a suggestion of Varadhan), the notion of Young measure on micropatterns introduced
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in [1]. While the standard Young measure encodes the frequency of taking certain values
of an oscillating sequence of functions, the Young measure on micropatterns additionally
encodes the profiles (or shape of the graph) of the oscillating functions at a given scale.
Note that this scale is determined by the problem. In our work we incorporate to the
Young measure on micropatterns the profiles of a sequence of oscillating functionals that
is, in the particular case of integral functionals, the profiles of the oscillating coefficients of
these functionals. For instance, in the case of a Lagrangian of the type aε(x)|∇u(x)|2 the
profiles of the oscillating functionals
∫
aε(x)|∇u(x)|2 reduce to the profiles of the oscillating
functions aε.
However, using the natural action of translations on a function space and the idea from
Dal Maso-Modica of metrizing the space of functionals endowed with the topology of
Γ-convergence, defining the Young measure of oscillating functionals can be done in an
abstract setting without referring to a specific form of the functionals. This leads to what
we consider to be the natural lower bound for variational problems where minimizers and
coefficients oscillate on the same scale. This is of course completely natural for linear or
more generally for convex problems, due to uniqueness. However here we consider non-
convex nonlinear problems where minimizers can develop their own new scale of oscillations
(see again [1]).
Loosely speaking, our main result (Theorem 1) may then be explained as follows: we
are able to extend the lower-bound of Dal Maso-Modica to nonconvex local Lagrangians,
whose coefficients may oscillate randomly. This lower bound is computed as follows: first we
compute the Γ-limit of the local Lagrangian and then the desired lower bound is expressed
in terms of a cell problem in the entire space for this Γ-limit. Note that the upper bound
is computed by constructing appropriate test functions and is usually problem-specific,
which is why we do not address it in a general abstract framework but rather provide an
example.
As a first application we recover the theory of Dal Maso-Modica for random convex
homogenization using our abstract approach (Theorem 2). Then we show how our frame-
work applies to a random version of the one-dimensional model studied by Alberti-Mu¨ller
in [1]. In this second application, the techniques of Dal Maso-Modica would not apply
due to non-convexity. On the other hand the framework of [1] developed for non-convex
problems would not suffice because of the randomness — or more precisely because of
the oscillations of the functionals (brought in due to randomness) at the same scale as
the oscillating functions (in fact, this direction is mentioned in [1] at the end of § 6.2 as
“particularly interesting”). Our approach is able to handle both randomness and non-
convexity. Moreover, once a matching upper bound is derived, it provides the leading term
for the asymptotics of the minimal energy for this model (Theorem 3). The Γ-convergence
itself, as is well-known, follows the same lines but can be considerably more technically
involved. We believe that a number of problems with functionals featuring oscillations
either deterministic or random could be studied using our approach.
The plan of the paper is the following. In Section 2.1 we describe the abstract setting in
which the Young measure on micropatterns and functionals is defined. Here we also give
the abstract version of the Γ-convergence lower bound in this setting. In Section 3 we show
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how the theory of Dal Maso-Modica [8, 9] can be recovered in our framework. Finally in
Section 4 we analyze the ε → 0 limit of a generalization of the Alberti-Mu¨ller functional
(2) to a random setting by applying our approach.
2. Abstract Setting
2.1. Γ-convergence of extended functionals. Hereafter, (X, dX) is a Polish space
which should be thought of as a function space to which the unknown function u be-
longs, Ω is a probability space whose generic element is denoted by ω and on which the
probability measure is simply denoted by dω.
The space Rn acts on Ω by measurable isomorphisms, this action is denoted by (ω, y)→
ω+y. It also acts on X and this is denoted by (u, y)→ θyu, where u ∈ X and y ∈ Rn (θyu
should be thought of as u(· + y) if X is a space of functions defined on Rn). We assume
this action is continuous in u uniformly with respect to y ∈ K for any compact subset K
of Rn, and also continuous in y.
As mentioned above we wish to relax the convexity assumption of [8, 7] and allow for
lower-order terms. This requires the introduction of a more general class than integral
functionals, which will be closed with respect to Γ-convergence. For this we replace the
notion of Lagrangian with the notion of integrand — which is a functional — analogous to
the notion introduced in [1].
An integrand is a map from X ×Rn → R+ ∪ {+∞}, denoted by f : (u, y)→ f(u, y). To
see how this relates to (1) let us write the functional (1) in terms of the rescaled function
u(y) = ε−1v(εy) as
(3) Fε(v,G) = −
∫
G
L(x/ε,∇u(x/ε)) dx = −
∫
G/ε
L(y,∇u(y)) dy.
Next we approximate L(x/ε,∇u(x/ε)) by its local average:
Fε(v,G) ≈ −
∫
G
−
∫
B(x/ε,1)
L(z,∇u(z)) dz dx.
The approximation property easily follows from Fubini’s theorem. Now we define an inte-
grand f as follows
(4) f(u, y) = −
∫
B(y,1)
L(z,∇u(z)) dz,
and we find
(5) Fε(v,G) ≈ −
∫
G
f(u, x/ε) dx.
This procedure was already present in [1], and used in the abstract method of [26, 27].
Note that we have now replaced the Lagrangian, which is a function on Rn × Rn by an
integrand, which is a functional on X × Rn, where X is a function space. This integrand
is defined as the local average of the Lagrangian. This rewriting allows us to consider
very general problems, e.g. non-convex, and also to establish a two-step Γ-convergence
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procedure as in [1], where first the Γ-limit of the integrand (which is trivial in the case of
(4)) is computed, followed by computing the Γ-limit of the full energy.
We define the topological structure on our space of functionals following [8, 7] (see also
the book by Dal Maso [9]). We will say that a sequence of functionals {fn : X×Rn → R+}n
Γ-converges to a functional f if for any (u, y) ∈ X × Rn we have
lim
ε→0
lim sup
n→+∞
inf
Bε(u,y)
fn = lim
ε→0
lim inf
n→+∞
inf
Bε(u,y)
fn = f(u, y).
In our case, where the topology of X × Rn has a countable basis, this is equivalent to the
following sequential characterization.
i) For any convergent sequence (un, yn) → (u, y), it holds that lim infn fn(un, yn) ≥
f(u, y).
ii) For any (u, y) there exists a sequence (un, yn) converging to (u, y) such that
lim supn fn(un, yn) ≤ f(u, y).
This is the usual definition of Γ-convergence, with respect to the couple (u, y).
Note that the topology of Γ-convergence is not even separated. However, when restricted
to suitable sets of functionals, it becomes metrizable (see [9] and the sketch below).
The topology of Γ-convergence is compatible with the action of Rn on X × Rn, defined
by
(6) θyf(u, z) = f(θ−yu, z + y).
Lemma 2.1. If f is a lower semicontinuous functional, then y 7→ θyf is continous.
Proof. Clearly it suffices to prove continuity at y = 0. Thus we consider a sequence yn
converging to zero and prove that θynf Γ-converges to f .
For the lower bound part, assume (un, zn) converges to (u, z). Then, from definition (6),
θynf(un, zn) = f (θ−ynun, zn + yn). From the uniform continuity of θyu with respect to u
and the continuity with respect to y we have θ−ynun → u while zn + yn → z, hence from
the lower semicontinuity of f we find
lim inf
n
θynf(un, zn) ≥ f(u, z).
For the upper bound part, assume (u, z) ∈ X × Rn. Then un := θynu converges to u,
zn = z − yn converges to z, and for any n we have
f(u, z) = θynf(un, zn).

This topology is compact and metrizable on suitable sets of functionals. First we define
the Yosida regularization of f with parameter λ to be the functional
(7) Rλf(u, y) := inf
(v,z)∈X×Rn
g(v, z), where g(v, z) = f(v, z) + λ (dX(u, v) + |y − z|) .
Then we say a functional f is coercive if for any function C : (0,+∞) → (0,+∞), the
set {u ∈ X | ∀R > 0, −∫
B(0,R)
f(u, y) dy ≤ C(R)} is compact in X .
Then we have (see [9, Theorem 17.14]):
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Proposition 2.1. Let F be a family of lower semicontinuous functionals f which are
bounded below by a coercive lower semicontinuous functional f0. Assume that for any
M,λ > 0, any u ∈ X and any y ∈ Rn there exists a compact subset KM,u,y,λ of X × Rn,
such that if Rλf(u, y) ≤M , then the infimum defining Rλf(u, y) is in fact the same as the
infimum on KM,u,y,λ.
Then the topology of Γ-convergence is metrizable on F , and F is compact.
This motivates the following
Definition 1. We say that a family of functionals has the (M) property if there exist a
coercive lower semicontinuous functional f0 and a family of compact subsets KM,u,y,λ of
X × Rn, such that for any f in the family, f0 ≤ f and Rλf(u, y) < M implies that the
infimum defining Rλf(u, y) is in fact the same as the infimum on KM,u,y,λ.
The proof of Proposition 2.1 relies on two lemmas.
Lemma 2.2. Assume F satisfies the hypotheses of Proposition 2.1. If {fn} is a sequence
in F which Γ-converges to f , then the Yosida regularizations Rλfn converge pointwise to
Rλf for any λ > 0.
Proof. The proof follows [9], Theorem 17.14. Assume fn
Γ→f , and (u0, y0) ∈ X × Rn.
Let fn,λ(u, y) = fn(u, y) + λ (dX(u, u0) + |y − y0|). Since fn,λ − fn is continuous we have
fn,λ
Γ→fλ, where fλ is defined in the obvious way. We now prove that this implies that the
infimum of fn,λ converges to the infimum of fλ, i.e. that Rλfn(u0, y0)→ Rλf(u0, y0), which
will prove the lemma.
If inf fn,λ → +∞, then inf fλ = +∞ by using a recovery sequence. Thus we assume,
after extracting a subsequence, that limn inf fn,λ = ℓ ∈ R, and we prove that ℓ = inf fλ,
which will prove the convergence of the whole sequence.
There exists (un, yn) such that fn,λ(un, yn) ≤ ℓ + o(1) as n → +∞, and from the
hypotheses we may choose (un, yn) in the compact set KM,u0,y0,λ, where M = ℓ+1. Then a
subsequence (not relabeled) converges to (u, y) and since fn,λ
Γ→fλ we deduce fλ(u, y) ≤ ℓ.
The fact that fλ(u, y) ≥ ℓ is clear by using a recovery sequence. 
Lemma 2.3. Assume F satisfies the hypothesis of Proposition 2.1. If {fn} is a sequence
in F such that Rλfn converges pointwise to Rλf for any λ ∈ N∗, then {fn} Γ-converges to
f .
Proof. Assume Rλfn converges pointwise to Rλf for any λ ∈ N∗. Then for any sequence
(un, yn)→ (u, y) we have
fn(un, yn) + λ (dX(un, u) + |yn − y|) ≥ Rλfn(u, y)→ Rλf(u, y).
It follows that lim infn fn(un, yn) ≥ Rλf(u, y) for any λ ∈ N∗. But f is lower semicontinu-
ous, therefore f(u, y) = supλ∈N∗ Rλf(u, y) and the lower bound part of fn
Γ→f follows.
For the recovery sequence part assume (u, y) ∈ X × Rn. Then, since Rλfn(u, y) →
Rλf(u, y) and since Rλf(u, y)→ f(u, y) as λ→ +∞, there is a subsequence λn of integers
tending to +∞ such that Rλnfn(u, y)→ f(u, y). For each n we may therefore find (un, yn)
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such that Rλnfn(u, y) ≤ f(u, y) + o(1), which from the definition of Rλf clearly implies
that lim supn fn(u, n, yn) ≤ f(u, y), and that (un, yn)→ (u, y). 
Proof of the Proposition. Consider a dense sequence (uk, yk)k∈N∗ in X × Rn. Since Rλf is
λ-Lipschitz for any f , for any λ > 0 the pointwise convergence of Rλfn to f is equivalent
to the convergence of Rλfn(uk, yk) to Rλf(uk, yk) for any k ∈ N∗. Then we define
d(f, g) =
∑
λ,k∈N∗
2−λ−k
∣∣∣∣ Rλf(uk, yk)1 +Rλf(uk, yk) − Rλg(uk, yk)1 +Rλg(uk, yk)
∣∣∣∣ .
Then if {fn} is a sequence in F , and f ∈ F , we have that d(fn, f) → 0 is equivalent to
Rλfn(uk, yk) → Rλf(uk, yk) for any λ, k ∈ N∗ which is equivalent to the Γ-convergence of
fn to f , using the two previous lemmas. It is clear that d is a distance on F .
It remains to prove that F is compact for the topology of Γ-convergence. This is Theorem
8.5 in [9], which applies here without modification. 
2.2. Stationarity. Recall that in [8, 7], the Lagrangian L is random although the random
parameter does not appear in the notation. From now on we will make it appear explicitly,
and also allow for a dependence both on the slow variable x and on ε, which is required
to deal with the case studied in [1]. Thus, we will consider a family of integrands {fω,xε }
indexed by a positive number ε, an element ω in a probability space Ω, and a variable x
belonging to a smooth bounded open subset G ⊂ Rn. A family of functionals {fω} indexed
by the random parameter is said to be stationary if θyf
ω = fω+y, where the action θ is as
in (6). In terms of our family of functionals {fω,xε }, this means that for any x ∈ G, ω ∈ Ω,
ε > 0 and y ∈ Rn we have
(8) θyf
ω,x
ε = f
ω+y,x
ε .
Note that ε and x are fixed in this definition.
Going back to problem (1), and introducing explicitly the parameter ω, we let
(9) fω,xε (u, y
′) = −
∫
B(y′,1)
L(ω, z,∇u(z)) dz.
Then
(10) θyf
ω,x
ε (u, y
′) = −
∫
B(y′+y,1)
L(ω, z,∇u(z − y)) dz = −
∫
B(y′,1)
L(ω, z + y,∇u(z)) dz.
Therefore stationarity in this case means that L(ω, z + y, p) = L(ω + y, z, p). Note that
the the fact that for any y the map ω → ω + y is measure preserving and such that
L(ω, z + y, p) = L(ω + y, z, p) implies that L(·, z + y, p) and L(·, y, p) have the same
distribution, which is the hypothesis made in [7].
From now on we assume that the family {fω,xε } is stationary and has the (M) property
as defined above, hence from Proposition 2.1 is included in a family F which is compact
metrizable, and in particular is a Polish space. The distance function on F will be denoted
by d.
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2.3. Probability measure on profiles and functionals. Given a family {fω,xε } as
above, we define the random functional Eωε by letting, for any u ∈ X ,
(11) Eωε (u) = −
∫
G
fω,xε
(
u,
x
ε
)
dx.
To see that (11) makes sense we first note that, from the very definition of Γ-convergence
we have
Lemma 2.4. The map (y, f, u) 7→ f(u, y) is lower semi-continuous on Rn ×F ×X.
Given a fixed u ∈ X , the map x 7→ fω,xε
(
u, x
ε
)
is the composition of x 7→ (x
ε
, fω,xε , u
)
— which is Borel measurable since each component is — and (y, f, u) 7→ f(u, y) which is
lower semicontinuous. Thus it is Borel measurable and positive, and (11) makes sense.
We may rewrite the energy Eωε in a way which is convenient to take limits.
Definition 2. Assume {uε}ε is a family in X. For any ω we define P ωε to be the image of
the normalized Lebesgue measure on G by the map x 7→ (x, θx
ε
fω,xε , θxε uε
)
. We write this
(12) P ωε = −
∫
G
δ(
x,θx
ε
fω,xε ,θx
ε
uε
).
Then P ωε is a Borel measure on G× F ×X.
To prove that this definition actually defines a Borel measure, it suffices to show that
x 7→ (x, θx
ε
fω,xε , θxε uε
)
is Borel measurable. This is obvious for the components x and θx
ε
uε
which are continuous with respect to x. For the last component we have
Lemma 2.5. The map x 7→ θx
ε
fω,xε is Borel measurable.
Proof. We write this map as the composition of x 7→ (x, x
ε
) and (x, y) 7→ θyfω,xε , hence it
suffices to show that this last map is Borel measurable. It is Borel measurable with respect
to x and therefore it will be Borel measurable if we prove it is continuous with respect to
y [13]. This is the content of Lemma 2.1. 
We may now rewrite Eωε as follows
Proposition 2.2. With the above notation,
(13) Eωε (uε) =
∫
Φ(f, u) dP ωε (x, f, u),
where
Φ(f, u) := f(u, 0).
Note that Φ is lower semicontinuous from Lemma 2.4 hence the integral in (13) makes
sense. The one line proof of (13) is
Eωε (uε) = −
∫
G
fω,xε
(
uε,
x
ε
)
dx = −
∫
G
θx
ε
fω,xε
(
θx
ε
uε, 0
)
dx
= −
∫
G
Φ
(
θx
ε
fω,xε , θxε uε
)
dx =
∫
Φ(f, u) dP ωε (x, f, u).
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For the integral (11) to make sense, it suffices that fω,xε be Borel measurable with respect
to x. We actually make the stronger assumption that it is uniformly measurable with
respect to x in the following sense.
Definition 3. The family {fω,xε } is uniformly measurable with respect to x if for any δ > 0,
(14) lim
h→0
∣∣∣∣{x ∈ G | sup
ω
d(fω,xε , θyf
ω,x+h
ε ) > δ}
∣∣∣∣ = 0,
and the limit is uniform with respect to ε.
2.4. Passing to the limit. We now wish to compute a Γ-convergence lower bound for
Eωε . The first step is to pass to the limit in (13) in terms of the probability measure P
ω
ε
given in (12). The limiting measure P ω = limP ωε is precisely what is referred to in the
introduction as the Young measure on micropatterns and functionals.
Proposition 2.3. Assume that Eωε (uε) ≤ C for every ε > 0. Then for any sequence {εn}n
converging to 0, the family of probability measures {P ωεn}n is relatively compact, and any
accumulation point P ω is a probability measure on G× F ×X.
Proof. Since {P ωεn}n are probability measures on a Polish space, we must prove that the
family is tight. We use a criterion for tightness whose proof is due to E. Lesigne (private
communication, see [26, Lemma 2.1]): {P ωεn}n is tight if and only if for any δ > 0 and any n
there exists Kn,δ ⊂ G×F×X (which need not be compact) such that (i) P ωεn(Kn,δ) > 1−δ
and (ii) if (xn, fn, un) ∈ Kn,δ for every n, then {(xn, fn, un)}n is relatively compact. Note
that for any given δ, (i) need only be satisfied for n large enough, since we may replace
Kn,δ by G× F ×X for n < n0 without altering condition (ii).
We let, recalling that f0 is a coercive lower semicontinuous functional which bounds from
below every f ∈ F ,
Kε =
{
u ∈ X | ∀1 ≤ k ≤ kε, −
∫
B
2k
f0(u, y) dy ≤ A2k
}
,
where kε is chosen such that, as ε→ 0,
kε → +∞, ε2kε → 0.
We will prove that for any sequence {εn}n converging to 0 and any δ > 0, if we choose
A large enough then Kn,δ := G × F ×Kεn satisfies (i) and (ii) above, hence proving the
proposition.
To lighten notation, we denote by ε an element of the sequence εn, and write limε→0
instead of limn→+∞.
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Let Gε be the set of x ∈ G such that B(x, ε2kε) ⊂ G. Then, for every 1 ≤ k ≤ kε we
have
C ≥
∫
G
fω,xε (uε, x) dx ≥
∫
Gε
−
∫
B(x,2kε)
fω,xε (uε, x
′/ε) dx′ dx
=
∫
Gε
−
∫
B(0,2kε)
fω,x+x
′
ε
(
uε,
x+ x′
ε
)
dx′ dx
=
∫
Gε
−
∫
B(0,2k)
f
ω+x
ε
,x+y
ε
(
θx
ε
uε, y
)
dy dx
≥
∫
Gε
−
∫
B(0,2k)
f0
(
θx
ε
uε, y
)
dy dx.
(15)
It follows that ∣∣∣∣{x ∈ Gε | −∫
B(0,2k)
f0
(
θx
ε
uε, y
)
dy > A2k
}∣∣∣∣ ≤ CA2−k,
and therefore, that
P ωε (G× F ×Kε) ≥ 1−
1
|G|
(
kε∑
k=1
C
2kA
+ |G \Gε|
)
.
From our choice of kε, we have that |G \ Gε| tends to 0 as ε → 0, hence for any δ > 0,
choosing A large enough we find that P ωε (G× F ×Kε) ≥ 1 − δ for any small enough ε.
This proves (i).
Now we prove (ii). Assume (x
ε
, fε, uε) ∈ G×F ×Kε for any ε belonging to the sequence
{εn} which converges to 0. Then there exists a subsequence, which we do not relabel, such
that x
ε
and Fε both converge, since G and F are relatively compact. Moreover, uε ∈ Kε
implies that for any integer k > 0 we have
lim sup
ε→0
−
∫
B
2k
f0(uε, y) dy ≤ A2k,
hence for a further subsequence {uε} converges as well, using the coercivity of f0. 
We also have, using (13), the fact that Φ is lower semicontinuous and Lemma 2.2 in [27],
the following
Proposition 2.4. If Eωε (uε) ≤ C for every ε > 0, and if {εn}n is a sequence converging
to 0 such that P ωεn → P ω as n→ +∞, then
lim inf
n→+∞
Eωεn(uεn) ≥
∫
f(u, 0) dP ω(x, f, u).
The next step consists in studying some properties of P ω.
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2.5. Invariance properties of P ω. We may define an action on G × F ×X by letting,
for any y ∈ Rn,
(16) θy(x, f, u) = (x, θyf, θyu).
Then we have
Proposition 2.5. Assume that Eωε (uε) ≤ C for any ε > 0, and let {εn}n be a sequence
tending to 0 such that P ωεn → P ω as n→ +∞, where P ωε is defined in (12).
Then P ω is invariant under the action of θ.
Proof. In the course of the proof and to lighten notation, we denote by ε a generic element
of the sequence {εn}n and write limε→0 instead of limn→+∞.
We need to prove that for any bounded continuous function ϕ on G × F × X and for
any y ∈ Rn we have
(17)
∫
ϕ(x, f, u) dP ω(x, f, u) =
∫
ϕ(x, θyf, θyu) dP
ω(x, f, u).
It is well known that it suffices to consider Lipschitz continuous functions.
Consider then a bounded Lipschitz continuous function ϕ and a sequence {εn}n converg-
ing to 0 such that P ωε → P ω. Then from the definition of P ωε ,∫
ϕ(x, θyf, θyu) dP
ω(x, f, u) = lim
ε→0
−
∫
G
ϕ
(
x, θx
ε
+yf
ω,x
ε , θxε+yuε
)
dx
= lim
ε→0
−
∫
G+εy
ϕ
(
x− εy, θx
ε
fω,x−εyε , θxε uε
)
dx
= lim
ε→0
−
∫
G
ϕ
(
x− εy, θx
ε
fω,x−εyε , θxε uε
)
dx,
(18)
since |G△(G+ εy)| tends to 0 as ε→ 0, where △ denotes the symmetric difference of sets.
Now, because of the uniform measurability (14), for any δ > 0 we have that the measure
of the set of x ∈ G such that d(θx
ε
fω,xε , θxε f
ω,x−εy
ε ) > δ tends to 0 as ε → 0. Therefore, as
ε→ 0,∣∣∣∣−∫
G
ϕ
(
x− εy, θx
ε
fω,x−εyε , θxε uε
)− ϕ (x, θx
ε
fω,xε , θxε uε
)
dx
∣∣∣∣ ≤ |G|(δ + ε|y|)‖ϕ‖Lip + o(1)|ϕ|∞.
Since this is true for any δ > 0, we deduce that
lim
ε→0
−
∫
G
ϕ
(
x− εy, θx
ε
fω,x−εyε , θxε uε
)
dx =
lim
ε→0
−
∫
G
ϕ
(
x, θx
ε
fω,xε , θxε uε
)
dx = lim
ε→0
∫
ϕdP ωε =
∫
ϕdP ω.
Together with (18), this proves (17). 
Another useful invariance property of P ω is
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Proposition 2.6. Assume that Eωε (uε) ≤ C for any ε > 0, and let {εn}n be a sequence
tending to 0 such that P ωεn → P ω as n→ +∞, where P ωε is defined in (12).
Then, for any y ∈ Rn, we have P ω+yεn → P ω+y as n → +∞, where P ω+y is the push-
forward of P ω by the map (x, f, u) → (x, f, θ−yu). In particular, denoting by Qω the
marginal of P ω with respect to the first two variables, we have Qω+y = Qω.
Proof. Consider a sequence {ε} converging to 0 and such that P ωε → P ω. As in the proof
of the previous proposition and to lighten notation, we denote by ε a generic element of
the sequence {εn}n and write limε→0 instead of limn→+∞ in the rest of the proof.
For any y ∈ Rn, the push-forward P ω+y of P ω by the map (x, f, u)→ (x, f, θ−yu) is the
limit of the push-forward of P ω+yε by the same map as ε→ 0. Thus, considering as in the
proof of Proposition 2.5 a bounded Lipschitz continuous function ϕ on G×F ×X we have∫
ϕ(x, f, u) dP ω+y(x, f, u) = lim
ε→0
−
∫
G
ϕ
(
x, θx
ε
fω,xε , θ−y(θxε uε)
)
dx.
As in the previous proposition, this is inturn equal to
lim
ε→0
−
∫
G
ϕ
(
x, θx
ε
+yf
ω,x
ε , θ−y(θxε+yuε)
)
dx,
and since θx
ε
+yf
ω,x
ε = f
ω+y,x
ε we obtain∫
ϕ(x, f, u) dP ω+y(x, f, u) = lim
ε→0
−
∫
G
ϕ
(
x, θx
ε
fω+y,xε , θxε uε)
)
dx,
which proves precisely that P ω+yε → P ω+y. 
2.6. Lower bounds. We now reformulate the lower bound from Proposition 2.4 with
the help of the ergodic theorem and the invariance properties it implies for the Young
measure P ω. Recall that a family {UR}R>0 of subsets of Rn is a Vitali family (see [20])
if (i) the intersection of their closures is {0}, (ii) R 7→ |UR| is left continuous, and (iii)
|UR − UR| ≤ C|UR| for some constant C > 0 independent of R.
Proposition 2.7. Given ω ∈ Ω, assume {fω,xε }x,ε is a family of nonnegative lower semi-
continuous random functionals satisfying the invariance property (8), which is uniformly
measurable with respect to x and bounded below by a lower semicontinuous coercive func-
tional f0. Also assume {fω,xε } has the (M) property. Assume that Eωε (uε) ≤ C for any
ε > 0, and let {εn}n be a sequence tending to 0 such that P ωεn → P ω as n → +∞, where
P ωε is defined in (12).
Then, denoting Qω the marginal of P ω with respect to the first two variables, we have
lim inf
n→+∞
Eωεn(uεn) ≥
∫ (
lim sup
R→+∞
−
∫
BR
f(u, y) dy
)
dP ω(x, f, u)
≥
∫
inf
u∈X
(
lim sup
R→+∞
−
∫
BR
f(u, y) dy
)
dQω(x, f).
(19)
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Moreover, in the above statement, the family of balls {BR}R may be replaced by any Vitali
family of bounded open sets {UR}R>0 such that,
(20) ∀λ ∈ Rn, lim
R→+∞
|(λ+ UR)△ UR|
|UR| = 0.
Proof. The first inequality in (19) is deduced from Proposition 2.4 and the invariance of P ω
under θy. Indeed this invariance implies, using Wiener’s multiparameter ergodic theorem
(see [4]), that∫
f(u, 0) dP ω(x, f, u) =
∫ (
lim sup
R→+∞
−
∫
BR
θyf(θyu, 0) dy
)
dP ω(x, f, u) =
=
∫ (
lim sup
R→+∞
−
∫
BR
f(u, y) dy
)
dP ω(x, f, u).
The same multiparameter ergodic theorem allows the more general families of sets described
above. The second inequality in (19) is trivial. 
We will now prove that under an ergodicity assumption the convergence holds almost
surely, not only along subsequences. This is because under our assumptions, the ergodic
theorem allows to identify a unique limit.
Theorem 1. Assume that {fω,xε } is as in the previous proposition, and assume in addition
that fω,xε Γ-converges as ε → 0 to fω,x, uniformly with respect to ω, x. Assume also that
the action (ω, y)→ ω + y is ergodic.
Then, denoting Qωε the marginal of P
ω
ε with respect to the variables (x, f), it holds almost
surely that
lim
ε→0
Qωε = −
∫
G
∫
δ(x,fω,x) dω dx.
In particular, if {Eω0ε (uε)} is bounded then (19) becomes, for almost every ω0,
(21) lim inf
ε→0
Eω0ε (uε) ≥ −
∫
G
∫ (
inf
u∈X
(
lim sup
R→+∞
−
∫
BR
fω,x(u, y) dy
))
dω dx.
The integrand in the right-hand side of (21) can be seen as the effective “infinite cell
problem”.
Proof. From the uniform convergence of fω,xε to f
ω,x, it is not difficult to check that
limε→0Q
ω
ε exists iff limε→0Q
ω
ε
exists, and that both limits must then be equal, where
Qω
ε
:= −
∫
G
δ
(x,fω+
x
ε ,x)
dx.
Then fix a function ϕ which is bounded and Lipschitz-continuous. We first prove, and
this is the essential fact, that almost surely,
(22) lim
ε→0
−
∫
G
ϕ(x, fω+
x
ε
,x) dx = −
∫
G
∫
ϕ(x, fω,x) dω dx.
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The convergence will follow from the ergodic Theorem of Nguyen and Zessin [19] (see also
the book by U.Krengel [15], Theorem 2.13) which implies that, given x ∈ G, η > 0, the
local averages
−
∫
Bη
ϕ(x, fω+
x+h
ε
,x) dh
converge almost surely. Since the limit must clearly be invariant under ω → ω+y for every
y, the hypothesis of ergodicity implies that it is equal almost surely to its expectation, and
therefore
(23) ∀x ∈ G, ∀η > 0, lim
ε→0
−
∫
Bη
ϕ(x, fω+
x+h
ε
,x) dh =
∫
ϕ(x, fω,x) dω, almost surely.
To make good use of this fact we transform the left-hand side of (22) by using local
averages. We have
(24) Iωε := −
∫
G
ϕ(x, fω+
x
ε
,x) dx = −
∫
G
−
∫
Bη
ϕ(x+ h, fω+
x+h
ε
,x+h) dh dx+O(η),
the error O(η) being due to that part of the integral occuring in an η-neighbourhood of
∂G. In the course of this proof we will denote O(a) a quantity bounded by Ca, where C
depends only on quantities which are fixed in the proof. In (24), we have O(η) < Cη where
the constant C depends only on G and ϕ which remain fixed throughout the proof.
It is not dificult to check, from the boundedness of ϕ, that the inner integral
(25) −
∫
Bη
ϕ(x+ h, fω+
x+h
ε
,x+h) dh
is a Lipschitz function of x, with Lipschitz constant bounded by C/η. Therefore the right-
hand side integral in (24) may be computed by sampling on a grid: For any x0 ∈ Rd and
any for any ℓ > 0 we obtain
(26) Iωε =
∑
x∈G∩x0+ℓZd
(
−
∫
Bη
ϕ(x+ h, fω+
x+h
ε
,x+h) dh
)
+O
(
η +
ℓ
η
)
.
The expression in (25) does not quite agree with the one in (23) for which we have conver-
gence from the ergodic theorem. To relate them we need to use the uniform measurability
hypothesis. For any δ > 0 let
Aη,δ =
{
(x, h) ∈ G× Bη | sup
ω
d(fω,x+h, fω,x) > δ
}
.
Since the family {fω,xε } is uniformly measurable, so is the family {fω,x}, which precisely
means that the measure of the slices {x | (x, h) ∈ Aη,δ} tends to zero as η tends to 0,
uniformly with respect to h, for any fixed δ > 0. By integrating with respect to h ∈ Bη
the measure of these slices it follows that for any δ > 0,
(27) lim
η→0
|Aη,δ|
|G||Bη| = 0.
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Let us denote by µx0,ℓ,η the uniform probability measure on G∩x0+ ℓZd tensored with the
uniform probability measure on Bη. Then
|Aη,δ|
|G||Bη| = −
∫
[0,ℓ[d
µx,ℓ,η(Aη,δ) dx,
therefore there exists x = x(ℓ, η, δ) such that
µ(Aη,δ) ≤ |Aη,δ||G||Bη| , where µ := µx,ℓ,η.
From the definition of Aη,δ, if (x, h) /∈ Aη,δ then d(fω,x+h, fω,x) ≤ δ for any ω. Inserting
this information in (26) we find, letting Gℓ,η = G ∩ (x+ ℓZd), that
Iωε =
∑
x∈Gℓ,η
(
−
∫
Bη
ϕ(x, fω+
x+h
ε
,x) dh
)
+O
(
η +
ℓ
η
+ δ +
|Aη,δ|
|G||Bη|
)
.
We may now use (23) for each of the points in Gℓ,η to deduce that, for any η, ℓ, δ > 0,
almost surely,
(28) Iωε =
∑
x∈Gℓ,η
(∫
ϕ(x, fω,x) dω
)
+ oε(1) +O
(
η +
ℓ
η
+ δ +
|Aη,δ|
|G||Bη|
)
.
On the other hand, we may discretize in the same way the right-hand side of (22): The
choice of x insures as above that for any ω we have
−
∫
G
ϕ(x, fω,x) dx = −
∫
G
−
∫
Bη
ϕ(x+ h, fω,x+h) dh dx+O(η)
=
∑
x∈Gℓ,η
−
∫
Bη
ϕ(x+ h, fω,x+h) dh+O
(
η +
ℓ
η
)
=
∑
x∈Gℓ,η
−
∫
Bη
ϕ(x, fω,x) dh+O
(
η +
ℓ
η
+ δ +
|Aη,δ|
|G||Bη|
)
.
Since the integrand on the last line is independent of h, the integral with respect to h may
be removed, and integrating with respect to ω we find that
−
∫
G
∫
ϕ(x, fω,x) dω dx =
∑
x∈Gℓ,η
∫
ϕ(x, fω,x) dω +O
(
η +
ℓ
η
+ δ +
|Aη,δ|
|G||Bη|
)
.
This together with (28) proves that for any for any η, ℓ, δ > 0, almost surely,
lim sup
ε→0
∣∣∣∣Iωε −−∫
G
∫
ϕ(x, fω,x) dω dx
∣∣∣∣ ≤ (η + ℓη + δ + |Aη,δ||G||Bη|
)
.
Therefore, almost surely, this inequality will hold true for η, ℓ, δ belonging to the countable
set {1/n, n ∈ N}. Letting ℓ, then η, then δ tend to 0 along this sequence, we deduce using
in particular (27) that (22) holds.
To conclude the proof of the theorem, we choose a countable dense set of test-functions
ϕ, and note that from the above, almost-surely, (22) holds for every ϕ in this set. Now
16 LEONID BERLYAND, ETIENNE SANDIER AND SYLVIA SERFATY
choose ω such that this is the case. Then from Propostion 2.7 and for any sequence {εn}n
tending to 0, a subsequence {Qωεn′}n′ converges as n′ → +∞ to some probability measure
Qω. But because (22) holds for a countable dense set of test-functions, we have
Qω = −
∫
G
∫
δ(x,fω,x) dω dx.
In particular Qω is clearly independent of the subsequence. Therefore the whole family
{Qωε }ε converges to Qω, and this holds almost-surely.
The lower-bound (21) is then simply a restatement of (19). 
3. Convex random homogenization
In this section we establish all the hypotheses required by our framework for functionals
of the type (1), and how one can then recover the lower bound in [7, 8]. In this case, the
family {fω,xε } turns out not to depend on x or ε.
For the convenience of the reader we recall the lower-bound part of Theorem I in [7],
slightly modifying the language used and the fact that we replace the action of Zn on Ω
by the action of Rn, which is unimportant as specialists know.
Note that we have also replaced the assumption that L(., y + z, p) and L(., y, p) have
same law by the stronger assumption that there exists a group of measure preserving
transformations ω → ω + y such that L(ω, y + z, p) and L(ω + y, z, p).
In the following let
(29) QR = (−R,R)n.
Theorem 2 ([7]). Let F ωε be a random integral functional defined by
(30) F ωε (v) = −
∫
G
L(ω, x/ε,∇v(x))dx,
where the Lagrangian L(ω, y, q) is a positive function convex in q and measurable in y,
satisfying the stationarity and growth conditions
(31) L(ω, z + y, p) = L(ω + y, z, p), c0|q|p ≤ L(y, q) ≤ C0(1 + |q|)p,
and the action of Rn on Ω is ergodic.
Then for almost every ω and any sequence {vε}ε such that {F ωε (vε)}ε is bounded, we
have
(32) lim inf
ε→0
F ωε (vε) ≥ −
∫
G
f∗(∇v(x))dx.
Here f∗(q) satisfies the growth conditions (31) and is computed as follows
(33) f∗(q) := lim
R→+∞
min
u:QR→R
u(y) = q · y on ∂QR
−
∫
QR
L(ω, y,∇u(y))dy.
Due to the ergodicity, the right-hand side of (33) is constant a.e. with respect to ω.
This theorem shows that for Lagrangians of the form (30), the general bound (40) implies
the simpler lower bound (32) which can be computed via expanding cell problems.
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3.1. Extended coercive integral functionals. To recast the above problem in our set-
ting, we follow the procedure sketched in Section 2.1.
For some given p > 1, we let X be the space of functions on Rn modulo constants (i.e.
two functions which differ by a constant are considered equal) on which the topology is
that of Lploc convergence. Thus a sequence {un}n converges to u if there exists a sequence
of real numbers {cn}n such that un + cn → u in Lp(K) for any compact subset K of Rn.
The space Lploc is a separable metric space for the distance
(34) dp(f, g) =
+∞∑
n=1
2−nmin
(‖f − g‖Lp(B(0,n)), 1) .
From this distance we deduce a distance on X defined as
dX(f, g) = inf
c∈R
dp(f + c, g) = inf
c,c′∈R
dp(f + c, g + c
′).
The last equality insures that dX is symmetric and satisfies the triangle inequality. The
space X is obviously complete and separable.
On X we consider the class F0 of functionals of the type
(35) f(u, y) =
−
∫
B(y,1)
L(z,∇u(z)) dz if ∇u ∈ Lp(B(y, 1))
+∞ otherwise,
where L(y, q) is a positive function convex in q and measurable in y satisfying the growth
condition
c0|q|p ≤ L(y, q) ≤ C0(1 + |q|)p.
Here c0 and C0 are fixed positive constants.
The action θ on X is θyu = u(·+ y), from which we deduce through (6) that
(36) θy′f(u, y) =
−
∫
B(y,1)
L(z + y′,∇u(z)) dz if ∇u ∈ Lp(B(y, 1))
+∞ otherwise.
We check the hypotheses necessary to apply our framework.
Lemma 3.1. The action θ is continuous with respect to y and uniformly continuous with
respect to u relatively to y ∈ K, for any bounded K ⊂ Rn.
Proof. If yn converges to y, u ∈ X and R > 1 then u ∈ Lp(B(y, R)) thus θynu → θyu in
Lp(B(y, R− 1)). Since this is true for any R, we have θynu→ θyu in Lploc.
We now prove the uniform continuity in u. Assume R > 0 and let {yn} be a sequence
in B(0, R). If un → u in X , there exists constants {cn}n such that we have for any R′ > 0
that un + cn → u in Lp(B(0, R′)) therefore θyn(un + cn)− θynu tends to 0 in Lp(B(0, R′)).
Since this is true for any R′, we obtain the convergence of θyn(un + cn) − θyn∇u to 0 in
Lploc, thus the convergence of un to u in X and the desired uniform continuity. 
We also have
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Lemma 3.2. The functionals in F0 are lower semicontinuous, and bounded below by a
lower semicontinuous coercive functional f0.
Proof. We begin with the lower semicontinuity. Assume that f ∈ F0, that un → u in X
(i.e. un + cn → u in Lploc) and that yn → y. If lim infn f(un, yn) = +∞ there is nothing
to prove. Otherwise, we consider a subsequence (not relabeled) which realizes the lim inf,
hence satisfies f(un, yn)→ ℓ ∈ R+. Then any ball B such that B ⊂ B(y, 1) is included in
B(yn, 1) if n is large enough hence, letting L be the Lagrangian associated to f , we have
lim sup
n
−
∫
B
L(z,∇un) dz ≤ lim sup
n
−
∫
B(yn,1)
L(z,∇un) dz = lim sup
n
f(un, yn) = ℓ.
It follows that {un+cn} is bounded inW 1,p(B) for any such B and then that a subsequence
converges weakly inW 1,p(B) and strongly in Lp(B) by compact embedding, to u. Moreover,
−
∫
B
L(z,∇u) dz ≤ lim inf
n
−
∫
B
L(z,∇un) dz ≤ ℓ.
It follows by taking a sequence Bk ր B(y, 1) that u ∈ W 1,p(B(y, 1)) and that f(u, y) ≤ ℓ.
As a coercive lower semicontinuous functional bounding from below every f ∈ F0 we
choose
f0(u, y) =
+∞ If u /∈ W
1,p(B(y, 1))
c0−
∫
B(y,1)
|∇u(z)|p dz otherwise
It is clear that f0 bounds f from below. The lower semicontinuity of f0 is proved as above.
To see that f0 is coercive, we assume that {CR}R>0 are arbitrary positive numbers and
that {un}n is such that −
∫
BR
f0(un) ≤ CR for every R.
Then for any R > 0, {∇un}n is bounded in Lp(BR), and we may choose cn ∈ R such that
for instance −
∫
B(0,1)
(un + cn) = 0. This together with the gradient bound implies for any
fixed R a bound in Lp(BR) for un+ cn, by a generalized Poincare´ inequality as [14] (7.45).
Thus {un + cn} is bounded in W 1,p(BR) and there exists a subsequence which converges
strongly in Lp(BR). Then, also, by a diagonal argument, the existence of a subsequence
which converges in Lploc to some u follows (note that cn does not depend on R) . It follows
that un → u in X , and thus the set of u’s satisfying −
∫
BR
f0(u) ≤ CR for every R is relatively
compact, and f0 is coercive. 
We pursue with the less trivial (M) property.
Proposition 3.1. The family F0 satisfies the (M) property.
Proof. Assume λ, M are positive and that (u0, y0) ∈ Lploc × R. For any (u, y) ∈ Lploc × R
we let c ∈ R minimize ‖u+ c− u0‖Lp(B(y,1)) and
v =
{
u+ c on B(y, 1),
u0 elsewhere.
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Then f(u, y) = f(v, y) and dX(u, u0) ≥ dX(v, u0) hence
F λ(u, y) := f(u, y) + λ (dX(u, u0) + |y − y0|) ≥ f(v, y) + λ (dX(v, u0) + |y − y0|) .
This implies that
Rλf(u0, y0) = inf
Lploc×R
F λ = inf
(u,y)∈Lploc×R
F λ(v, y).
Therefore, assuming Rλf ≤ M , we find that the last infimum may be taken over the set
K of v’s and y’s such that
(37) or any c ∈ R, ‖v − u0‖Lp(B(y,1)) ≤ ‖v + c− u0‖Lp(B(y,1)),
and
|y − y0| ≤ 2M
λ
, f0(v, y) ≤ M, v = u0 outside B(y, 1).
Let us now show that this set is compact. Assume {yn} and {vn} satisfy the above, then
after extracting a subsequence we first have yn → y.
Then the bound f0(vn, yn) ≤M implies that the norm of∇vn in Lp(B(yn, 1)) is bounded.
In turn this implies that, denoting by v¯n the average of vn over B(yn, 1), the L
p norm of
vn − v¯n over B(yn, 1) is bounded. Using (37) with c = −v¯n we find that vn is bounded in
Lp(B(yn, 1)) too, and then that vn is bounded in W
1,p(B(yn, 1)).
It follows that θy−ynvn is bounded in W
1,p(B(y, 1)) and thus converges in Lp(B(y, 1))
after extraction. But θy−ynvn = θy−ynu0 outside B(yn, 1), thus we have convergence of
θy−ynvn to some v in L
p
loc. Since yn−y → 0 we deduce that vn → v in Lploc. From the lower
semicontinuity of f0 it is clear that (v, y) ∈ K, which is therefore compact. This proves
property (M) since K is independent of f . 
It is well known since the paper [6] that the Γ-limit of an integral functional as defined
above is an integral functional of the same type (with the same constants c0 and C0). Thus
F0 is closed under Γ-convergence and the above shows that the distance d both metrizes
Γ-convergence on F0 and makes it a compact metric space. This is really a restatement of
[8].
3.2. Lower bound before convexity. We now consider a random functional, i.e. a
family F = {fω}ω of functionals in F0 parametrized by the random parameter ω, such
that ω 7→ fω is measurable. We have
(38) fω(u, y) =
−
∫
B(y,1)
L(ω, z,∇u(z)) dz if ∇u ∈ Lp(B(y, 1))
+∞ otherwise.
We assume that the family is stationary i.e. that θyf
ω = fω+y or, equivalently in view of
(36), that
L(ω, z + y, p) = L(ω + y, z, p).
Since we have no dependence on the slow parameter x, we need not check the uniform
measurability with respect to x, and the results of the previous section apply. However,
because our general setting applies to non-convex functionals as well as convex ones, we
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cannot expect to derive the result of [7] directly from it (even excluding the upper bound
part). What we get is rather an intermediary result which, processed by using the convexity
hypothesis, will yield the lower bound part of Theorem 2.
We let, as in Theorem 2,
F ωε (v) = −
∫
G
L(ω, x/ε,∇v(x))dx,
and we assume that {vε} is a sequence in W 1,p(G) such that F ωε (vε, G) ≤ C, with C inde-
pendent of ε. Note that this bound is independent of ω because of the growth assumption
on L. We then let
(39) uε(y) = ε
−1vε(εy).
We may extend vε to Gε = {x | d(x,G) < ε} in such a way that, as ε→ 0,
F ωε (vε) ≥ −
∫
G
fω(uε,
x
ε
) dx− o(1),
where fω is defined in (38).
We now deduce from Proposition 2.7 that
Proposition 3.2. Under the hypotheses of Theorem 2, and using the notation there, if
{vε} is a sequence in W 1,p(G) such that F ωε (vε, G) ≤ C and if {εn}n is a sequence tending
to 0 such that P ωεn → P ω as n→ +∞, then
(40) lim inf
n→+∞
F ωεn(vεn) ≥
∫ (
lim sup
R→+∞
−
∫
QR
f(u, y) dy
)
dP ω(x, f, u),
where QR = (−R,R)n and
(41) P ω = lim
n→+∞
P ωεn, P
ω
ε = −
∫
G
δ(
x,θx
ε
fω,xε ,θx
ε
uε
),
with uε defined by (39).
It remains to use the particular structure (30) of our problem to see how this yields the
lower bound in the Γ-convergence stated in Theorem 2.
3.3. Processing the lower bound. In this section we assume the hypotheses of Theo-
rem 2 and let, as in Proposition 3.2,
P ω = lim
n→+∞
P ωεn, P
ω
ε = −
∫
G
δ(
x,θx
ε
fω,xε ,θx
ε
uε
).
We introduce the following notation: for any function u : Rn → R and any R > 0 we let
(42) uR(x) =
1
R
u(Rx), uR,y(x) =
1
R
u(y +Rx).
We will use this notation either to let R go to +∞ (blow down), or R → 0 (blow-up, in
which case we will use lower case r instead of R).
We recall the following Lp
∗
differentiability property of functions in W 1,ploc (see [28] or
[11]):
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Proposition 3.3. Any u ∈ W 1,p
loc
is such that for almost every y ∈ Rn and as r → 0,
(43) ψ(u, y, r) := −
∫
B(0,1)
|ur,y(x)−∇u(y) · x|p
∗ −→ 0,
where p∗ = np/(n− p).
A consequence of this is the following
Proposition 3.4. Assume P is a translation invariant probability measure on the space
X of Lp
loc
functions modulo constants such that P -almost every u is in W 1,p
loc
and
(44)
∫ (
−
∫
B(0,1)
|∇u|p
)
dP (u) < +∞.
Then there exists Rn → +∞ such that P -almost every u is such that d(uRn) → 0 as
n→ +∞, where d(u) denotes the distance in Lp
loc
of u to the set of linear maps.
Proof. Let {Rn} be any sequence tending to +∞, and let PRn be the push-forward of
P by the map u 7→ uRn . We may check that {PRn}n is tight, the proof mimics that of
Proposition 2.3 and uses (44), we omit it. The tightness implies that any subsequence has
a convergent subsequence. Denote by P∞ the weak limit of a sequence {PRn}n, such that
Rn → +∞.
First, P∞ is translation-invariant, indeed for any bounded continuous function ϕ on X
and any x ∈ Rn we have∫
ϕ(θxu) dP∞(u) = lim
R
∫
ϕ(θxu) dPR(u) =
lim
R
∫
ϕ(θxuR) dP (u) = lim
R
∫
ϕ ((θRxu)R) dP (u).
using the fact that P is translation-invariant, this is equal to
lim
R
∫
ϕ(uR) dP (u) =
∫
ϕ(u) dP∞(u),
thus P∞ is translation-invariant.
Second, because of the Lp
∗
differentiability property of functions in W 1,p, we have for
P∞-a.e. u that for a.e. y ∈ Rn that limr→0 ψ(u, y, r) = 0, where ψ is defined in (43). Then,
by Lebesgue’s dominated convergence theorem,
lim
r→0
∫∫
min(ψ(u, y, r), 1)dP∞(u) dy = lim
r→0
∫∫
min(ψ(u, y, r), 1)dy dP∞(u) = 0.
Using the translation-invariance of P∞, the inner integral on the left-hand side is indepen-
dent of y hence we deduce
(45) lim
r→0
∫
min(ψ(u, 0, r), 1)dP∞(u) = 0.
Now for any integer k and using Ho¨lder’s inequality we have
‖ur −∇u(0)‖Lp(B(0,k) ≤ |B1|
1
pk
n
p
−1ψ(u, 0, kr)
1
p∗ .
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Therefore, in view of (34),∫
dp(ur,∇u(0)) dP∞(u) ≤ C
∑
k
(
2−kk
n
p
−1
∫
min
(
ψ(u, 0, kr)
1
p∗ , 1
)
dP∞(u)
)
.
Thus, in view of (45), we find that
lim
r→0
∫
d(ur) dP∞(u) = 0,
where d(u) denotes the distance in Lploc of u to linear maps.
Finally, from the definition of P∞, it follows that
lim
r→0
lim
n→+∞
∫
d(urRn) dP (u) = lim
r→0
lim
n→+∞
∫
d(ur) dPRn(u) = 0,
and by choosing rk = 1/k and for each integer k by choosing nk large enough, we deduce
the existence of a sequence {R′k} = {rkRnk} which tends to +∞ and such that
lim
k→+∞
∫
d(uR′
k
) dP (u) = 0.
Going to a subsequence, we find that for P -a.e. u we have limk→+∞ d(uR′
k
) = 0. 
Applying Proposition 3.4 to dP ω(x, f, u), or rather to its marginal dQω(u) with respect
to u, we deduce that there exists a sequence {R} tending to +∞ such that for P ω-almost
every u, the blow-down maps uR get L
p
loc closer and closer to a linear map as R→ +∞.
The rest of this section is devoted to the proof of Theorem 2.
Step 1: asymptotic linearity. We start by showing that P ω-almost surely, the profiles u are
asymptotically linear in a suitable sense.
Since ∫
f(u, y) dP ω(x, f, u) < +∞,
and since
f(u, y) ≥ c0−
∫
B(y,1)
|∇u(z)|p dz,
we deduce that
(46)
∫ (
−
∫
B(0,1)
|∇u(z)|p dz
)
dP ω(x, f, u) < +∞.
It then follows from Proposition 3.4 that there then exists a sequence {R} tending to +∞
such that the distance in Lploc of uR to the set of linear maps tends to 0 as R → +∞
along the sequence. Thus for P -almost every u and every R in the sequence there exists
qu,R ∈ Rn such that ‖uR − qu,R · x‖Lp(Q1) tends to 0 as R → +∞, where we identified the
vector qu,R with the linear map x 7→ qu,R · x.
On the other hand the ergodic theorem implies that for P ω-almost every u,
(47) lim
R→+∞
−
∫
QR
∇u(y) dy exists and is finite.
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If we denote q(u) this limit, then we must have q(u) = limR→+∞ qu,R along the sequence
{R} above.
It follows that there exists a sequence {R} such that for almost every u,
(48) ‖uR − q(u)‖Lp(Q1) tends to 0 as R→ +∞, q(u) = lim
R→+∞
−
∫
QR
∇u.
Note that the ergodic theorem also implies that for a.e. u we have
(49) lim
R→+∞
−
∫
QR
|∇u|p, exists.
Step 2: Relaxation of (40). Let us define for any q ∈ Rn and any Lagrangian G(y, q)
which is a positive function, convex in q and measurable in y such that c0|q|p ≤ G(y, q) ≤
C0(1 + |q|)p, the quantity
(50) mR(q,G) := min
v:QR→R
v(y) = q · y on ∂QR
−
∫
QR
G(y,∇v(y))dy.
We know that P ω-almost every functional g is of the form (35) for some Lagrangian G.
We will now abuse notation by identifying g with G. With this identification, (40) may be
rewritten
lim inf
n→+∞
F ωεn(vεn) ≥
∫ (
lim sup
R→+∞
−
∫
QR
−
∫
B(0,1)
G(y,∇u(y)) dy
)
dP ω(x,G, u),
which easily yields (we omit details)
(51) lim inf
n→+∞
F ωεn(vεn) ≥
∫ (
lim sup
R→+∞
−
∫
QR
G(y,∇u(y)) dy
)
dP ω(x,G, u).
The goal of this step is to prove that this inequality implies
(52) lim inf
n→+∞
F ωεn(vεn) ≥
∫ (
lim sup
R→+∞
mR(q(u),G)
)
dP ω(x,G, u),
where q(u) is defined in (48).
To prove this, let u be such that (48), (49) hold for some sequence {R} tending to +∞,
which is true for a.e. u. The limits R → +∞ below will always be taken along this
sequence. Choose δ ∈ (0, 1) and let R > 1. Let us define a function vδ on QR such that
vδ(y) = q(u) · y on ∂QR and which is sufficiently close to u. Then vδ can be used as a test
function in the definition of mR(q(u),G) to bound mR(q(u),G) from above in terms of the
integral over QR of G(y,∇u(y)). The function vδ is defined to be such that
(53) vδ(y) = q(u) · y + χδ( y
R
)(u(y)− q(u) · y),
where χδ is a cutoff function independent of R defined on Q1, takes values between 0 and
1, is equal to 0 on the boundary, and equal to 1 on Q1−δ. We also choose χδ so that
|∇vδ| ≤ 2/δ.
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We then compute∫
QR
G(y,∇vδ(y)) dy ≤
∫
QR(1−δ)
G(y,∇u(y)) dy+
∫
QR\QR(1−δ)
G(y,∇vδ(y)) dy.
From the growth condition on G and computing ∇vδ we deduce using standard arguments
that
(54)
∫
QR
G(y,∇vδ(y)) dy ≤
∫
QR
G(y,∇u(y)) dy+ remainder,
where
(55) remainder ≤ C
(
δ|QR|+ δq(u)p|QR|+R−p‖u− q(u)‖pLp(QR) +
∫
QR\QR(1−δ)
|∇u|p
)
.
From the ergodic theorem, the average of |∇u|p on QR has a limit as R → +∞ for it
follows that as R→ +∞ ∫
QR\QR(1−δ)
|∇u|p ∼ δ
∫
QR
|∇u|p.
Moreover, using (48), as R→ +∞
R−p‖u(y)− q(u) · y‖pLp(QR) = Rn‖uR(z)− q(u) · z‖
p
Lp(Q1)
= o(Rn).
Plugging this information into (55), (54), dividing by |QR| and letting R→ +∞ we find
(56) lim inf
R→+∞
mR(q(u),G) ≤ lim sup
R→+∞
−
∫
QR
G(y,∇u(y)) dy+Cδ
(
1 + lim
R→+∞
−
∫
QR
|∇u(y)|p dy
)
,
where we have taken into account the fact that vδ is a legitimate test function in the
definition of mR(q(u),G) and where the limits no longer need to be along the sequence
{R} because of the lim sup and lim inf.
It remains to integrate (56) with respect to P ω and to let δ → 0 to find, in view of (46)
that
(57) lim inf
n→+∞
F ωεn(vεn) ≥
∫ (
lim inf
R→+∞
mR(q(u),G)
)
dP ω(x,G, u).
Step 3: Separation of variables. Now we show why in (57), integration with respect to the
variables (x, u) and integration with respect to G separate. Because of the invariance of
P ω as stated in Proposition 2.5, using the ergodic theorem we may replace the integrand
I(q(u),G) := lim infR→+∞mR(q(u),G) in (57) by
I˜(q(u),G) := lim
R→+∞
−
∫
BR
I(q(θyu), θyG) dy.
But it is clear that q(θyu) = q(u) for any y, therefore,
I˜(q(u),G) = lim
R→+∞
−
∫
BR
I(q(u), θyG) dy,
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and it follows from the ergodicity of the action that for P ω-almost every (u,G) it holds
that
I˜(q(u),G) =
∫
I(q(u),G) dQω(G),
where Qω is the marginal of P ω with respect to the variable G. Thus I˜(q(u),G) is indepen-
dent of G. Inserting this relation into (57), we deduce that, denoting P ω(x, u) the marginal
of P ω with respect to the variables (x, u),
(58) lim inf
n→+∞
F ωεn(vεn) ≥
∫ (∫ (
lim inf
R→+∞
mR(q(u),G)
)
dQω(G)
)
dP ω(x, u).
Applying the sub-additive ergodic theorem as in [8], Qω-almost every G is such that
mR(q(u),G) has a limit as R → +∞, therefore we may replace the lim inf in (58) by
a lim, yielding
(59) lim inf
n→+∞
F ωεn(vεn) ≥
∫ (∫ (
lim
R→+∞
mR(q(u),G)
)
dQω(G)
)
dP ω(x, u).
Step 4: Convexity. It is now time to make use of the convexity assumption. First we use
Fubini’s Theorem to write
(60)
∫∫ (
lim
R→+∞
mR(q(u),G)
)
dQω(G) dP ω(x, u)
=
∫∫ (
lim
R→+∞
mR(q(u),G)
)
dP ω(x, u) dQω(G).
Denote by {P ωx }x the disintegration of P ω with respect to the variable x (see [21], [25] or
[22]) so that dP ω(x, u) = dP ωx (u) dλ(x) where λ is the normalized Lebesgue measure on G.
Then, because G is convex, the map q → limR→+∞mR(q(u),G) is convex as well hence we
have
(61)∫ (
lim
R→+∞
mR(q(u),G)
)
dP ωx (u) ≥ lim
R→+∞
mR(qx,G), where qx =
∫
q(u) dP ωx (u).
Replacing in (60), (59) we find after applying Fubini’s Theorem
lim inf
n→+∞
F ωεn(vεn) ≥ −
∫
G
(∫
lim
R→+∞
mR(qx,G) dQω(G)
)
dx,
which proves (32) and Theorem 2 provided we show that for a.e. x we have qx = ∇v(x).
Step 5: Conclusion. To prove that qx = ∇v(x) a.e. we go back to the definition of qx in
(61) and note that since P ωx is translation-invariant and in view of the definition of q(u) in
(48), the ergodic theorem implies that
qx =
∫
−
∫
Q1
∇u(y) dy dP ωx (u).
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Then, for any smooth vector fieldϕ(x) we have
−
∫
G
ϕ(x) · qx dx = −
∫
G
∫
−
∫
Q1
ϕ(x) · ∇u(y) dy dP ωx (u) dx =
∫
−
∫
Q1
ϕ(x) · ∇u(y) dy dP ω(x, u).
Recalling (41), we deduce that
−
∫
G
ϕ(x) · qx dx = lim
ε→0
−
∫
G
−
∫
Qε(x)
ϕ(x) · ∇vε(y) dy dx.
Indeed, Pεn converges weakly to P and both are supported on a bounded subset ofW
1,p
loc (up
to a set of arbitrarily small measure). On the other hand, the restriction of f : u→ −∫
Q1
∇u
to such a bounded set is bounded and continuous on Lploc, since a sequence un of that
set that converges in Lploc also converges weakly in W
1,p
loc . We then deduce that
∫
f dPεn
converges to
∫
f dP hence the result.
Passing to the limit in the right-hand side we find
−
∫
G
ϕ(x) · qx dx = −
∫
G
ϕ(x) · ∇v(x) dx,
where v is the weak limit of {vε}ε. Since this is true for any smooth vector field ϕ we have
qx = ∇v(x) a.e. in G.
This concludes the proof of Theorem 2.
Remark 3.1. Note that the measure P ω contains the information on the profile of u
and all its derivatives, so in the framework of convex integral functionals considered in this
section, one could probably deduce from P ω a type of gradient Young measure at the ε scale,
as defined and characterized in [12]. Using their characterization may provide another way
of recovering the lower bound of [7]. This is however complicated by the fact that [7] impose
an affine Dirichlet boundary condition rather than one on the average of the gradient on
large cubes.
4. Application to the two-scale problem of Alberti-Mu¨ller
In this section, we are interested in the functional
(62) F ωε (v) =
∫ 1
0
ε4v′′(x)
2
+
1
ε2
W (v′(x)) +
1
ε2
m(x)a
(
ω,
x
ε
)
v2(x) dx,
defined over H2([0, 1],R).
This corresponds to a generalization of the functional ε−2/3Iε(v) defined in [1], but our
ε corresponds to their ε1/3, and their a(x) is replaced by our m(x)a(ω, x
ε
), i.e. a randomly
oscillating weight at the scale ε (that is at the scale ε1/3 in the notation of [1]). Here ω is
as usual a random parameter belonging to a probability space Ω.
We wish to identify to main order the infimum of F ωε on H
2 when ε → 0. We will find
out that under suitable assumptions it is a deterministic quantity that can be expressed in
terms of a family of sharp-interface problems on the whole real line.
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4.1. F ωε in terms of local averages. We now recast the minimization of F
ω
ε in our
framework and give precise assumptions.
We let X = L2loc and, for any u ∈ X , any y ∈ R, any ε > 0 and any ω we let
Iy = (y − 1/2, y + 1/2) and
(63) fω,xε (u, y) =
+∞ if u /∈ H
2(Iy)∫
Iy
ε2u′′(t)
2
+
1
ε2
W (u′(t)) +m(x)a(ω, t)u2(t) dt if u ∈ H2(Iy).
Here we have assumed that
i) W (x) = (1− x2)2, although other choices are possible.
ii) x 7→ m(x) is measurable, and α ≤ m ≤ β for some positive constants α and β.
iii) a is measurable and a(ω + y, z) = a(ω, y + z), for some measure preserving action
(ω, y)→ ω + y of R on Ω. Moreover 1 ≤ a ≤ 2
Proposition 4.1. Assume i), ii), and iii) above. Then, as ε→ 0,
(64) min
H2([0,1])
F ωε = min
u∈H2
loc
(R)
Eωε (u) + o(1),
where Eωε is defined as in (11) by
(65) Eωε (u) =
∫ 1
0
fω,xε
(
u,
x
ε
)
, dx.
Proof. In view of (63) we rewrite (65) as
Eωε (u) =
∫ 1
x=0
∫ x
ε
+ 1
2
t=x
ε
− 1
2
ε2u′′(t)
2
+
1
ε2
W (u′(t)) +m(x)a(ω, t)u2(t) dt dx.
Changing variables in the inner integral we find, letting v(εt) = εu(t),
Eωε (u) =
∫ 1
x=0
−
∫ x+ ε
2
y=x− ε
2
ε4v′′(y)
2
+
1
ε2
W (v′(y)) +
1
ε2
m(x)a(ω, y/ε)v2(y) dy dx.
Then using Fubini’s theorem we find that
Eωε (u) =
∫
R
χε(y)
(
ε4v′′(y)
2
+
1
ε2
W (v′(y)) +
1
ε2
m(x)a(ω, y/ε)v2(y)
)
dy,
where χε =
1
ε
1[− ε
2
, ε
2
] ∗ 1[0,1].
Using the fact that 1[ ε
2
,1− ε
2
] ≤ χε ≤ 1[− ε
2
,1+ ε
2
], we easily deduce (64). 
4.2. Verification of the hypotheses. We check the hypotheses necessary to apply our
framework.
Lemma 4.1. The action θ is continuous with respect to y and uniformly continuous with
respect to x relatively to y ∈ K, for any bounded K ⊂ R.
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Proof. If yn converges to y, u ∈ X and R > 0 then u ∈ L2(y − R, y +R) thus θynu→ θyu
in L2(−R + 1, R− 1). Since this is true for any R, we have θynu→ θyu in L2loc.
Now we prove the uniform continuity in u. So assume R > 0 and let {yn} be a sequence
in (−R,R). Then if un → u in L2loc, we have for any R′ > 0 that un → u in L2(−(R +
R′), R+R′) therefore θynun− θynu tends to 0 in L2(−R′, R′). Since this is true for any R′,
we obtain the convergence of θynun − θynu to 0 in L2loc and uniform continuity. 
The stationarity of the functionals is obvious. From the definition of θyf in (6), we have,
if u ∈ H2(Iz)
θyf
ω,x
ε (u, z) =
∫
Iy+z
ε2u′′(t− y)2 + 1
ε2
W (u′(t− y)) +m(x)a(ω, t)u2(t− y) dt
=
∫
Iz
ε2u′′(t)
2
+
1
ε2
W (u′(t)) +m(x)a(ω, t+ y)u2(t) dt,
and since a(ω, t+ y) = a(ω + y, t), the right-hand side is equal to fω+y,xε (u, z).
We also have
Lemma 4.2. The functionals {fω,xε } are lower semicontinuous, and bounded below by a
lower semicontinuous coercive functional f0.
Proof. We begin with the lower semicontinuity. Assume un → u in L2loc and yn → y. If
lim infn f
ω,x
ε (un, yn) = +∞ there is nothing to prove. Otherwise, we consider a subsequence
(not relabeled) which realizes the lim inf, hence satisfies fω,xε (un, yn)→ ℓ ∈ R+. Then any
interval I such that I ⊂ Iy is included in Iyn if n is large enough hence
lim sup
n
∫
I
eω,xε (un, t) dt ≤ lim sup
n
∫
Iyn
eω,xε (un, t) dt = lim sup
n
fω,xε (un, yn) = ℓ,
where eω,xε (u, t) is the integrand in the integral defining f
ω,x
ε (u, y). It follows that {un} is
bounded in H2(I) for any such I and then that a subsequence converges weakly in H2(I)
and strongly in H1(I) by compact embedding, to u. Moreover,∫
I
eω,xε (u, t) dt ≤ lim inf
n
∫
I
eω,xε (un, t) dt ≤ ℓ.
It follows by taking a sequence Ik ր Iy that u ∈ H2(Iy) and that fω,xε (u, y) ≤ ℓ.
As a coercive lower semicontinuous functional bounding from below every fω,xε we choose
f0(u, y) =
+∞ if u /∈ H
2(Iy)
α
∫
Iy
W (u′(t)) + u2(t) dt if u ∈ H2(Iy).
It is clear that f0 bounds f
ω,x
ε from below. The lower semicontinuity of f0 is proven as
above.
To see that f0 is coercive, we assume that {CR}R>0 are arbitrary positive numbers and
that {un}n is such that −
∫
BR
f0(un) ≤ CR for every R. It is then straightforward to check
that for any R > 0, {un} is bounded in H1(BR), hence that a subsequence converges in
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L2(BR). Using a diagonal argument we deduce the existence of a subsequence converging
in L2loc, which proves that the set of u’s satisfying −
∫
BR
f0(un) ≤ CR for every R is relatively
compact, and the coercivity of f0. 
Now we prove the less trivial two remaining properties: the (M) property, and the
uniform measurability.
Proposition 4.2. The family {fω,xε } satisfies the (M) property.
Proof. Assume λ, M are positive and that (u0, y0) ∈ L2loc × R. For any (u, y) ∈ L2loc × R
we let
v =
{
u on Iy,
u0 elsewhere.
Then
F λ(u, y) := fω,xε (u, y)+λ
(
dL2loc(u, u0) + |y − y0|
)
≥ fω,xε (v, y)+λ
(
dL2loc(v, u0) + |y − y0|
)
.
This implies that
Rλf
ω,x
ε (u0, y0) = inf
L2loc×R
F λ = inf
(u,y)∈L2loc×R
F λ(v, y).
Then, Rλfω,xε ≤ M implies that the last infimum may be taken over the set K of v’s and
y’s such that
|y − y0| ≤ 2M
λ
, f0(v, y) ≤M, v = u0 outside Iy.
This set is compact: assume {yn} and {vn} satisfy the above bounds, then after extracting
a subsequence we have yn → y. The bound f0(vn, yn) ≤M implies that the norm of vn in
H1(Iyn) is bounded, hence the norm of θy−ynvn is bounded in H
1(Iy). Extracting again, we
find that θy−ynvn converges weakly in H
1(Iy), hence in L
2(Iy). Since θy−ynv− n = θy−ynu0
outside Iy, we obtain the convergence of θy−ynvn to some v in L
2
loc. Since yn − y → 0 we
deduce that vn → v in L2loc. From the lower semicontinuity of f0 it is clear that (v, y) ∈ K,
which is therefore compact. This proves property (M) since K is independent of ε, x, ω. 
Proposition 4.3. The family {fω,xε } is uniformly measurable with respect to x.
Proof. First we recall how the distance on the set of functionals F is defined in Propo-
sition 2.1, following [9]. We choose a countable dense subset {(uk, yk)}k ⊂ L2loc × R, an
increasing sequence λk of positive numbers tending to +∞, and we let for any f, g ∈ F
d(f, g) =
∑
i,j∈N
1
2i+j
∣∣∣∣ Rλif(uj, yj)1 +Rλif(uj, yj) − Rλig(uj, yj)1 +Rλig(uj, yj)
∣∣∣∣ .
Then, given δ > 0, there exists k ∈ N such that d(f, g) > δ implies that there exists
i, j ≤ k such that
|Rλif(uj, yj)− Rλig(uj, yj)| > δ/k, |Rλif(uj, yj)| ≤ k, |Rλig(uj, yj)| ≤ k.
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Assuming without loss of generality that Rλif(uj, yj) > Rλig(uj, yj) + δ/k and from the
definition of Rλ in (7), there exists (u, y) ∈ L2loc × R such that
g(u, y) + λi
(
dL2loc(u, uj) + |y − yj|
)
≤ Rλig(uj, yj) +
δ
2k
≤ Rλif(uj, yj)−
δ
2k
≤ f(u, y) + λi
(
dL2loc(u, uj) + |y − yj|
)
− δ
2k
,
so that in particular
g(u, y) < f(u, y)− δ
2k
, g(u, y) ≤ k + δ
2k
, |y| ≤ 1
λ0
(
k +
δ
2k
)
.
It follows from the above that the set Ahε = {x ∈ G | ∃ω, d(fω,xε , fω,x+hε ) > δ} is included
in
Bhε =
{
x ∈ G | ∃(u, z), ∃ω s.t. |fω,xε (u, z)− fω,x+hε (u, z)| > η,
|z| ≤ 1
η
, and either |fω,x+hε (u, z)| <
1
η
or |fω,xε (u, z)| <
1
η
.
}
,
where η > 0 depends only on δ. It remains to prove that |Bhε | tends to 0 as h→ 0 uniformly
with respect to ε. For this we first note that from (36) and the fact that 0 < α ≤ m ≤ β
and 1 ≤ a ≤ 2, it is not difficult to deduce
|fω,x+hε (u, z)| <
1
η
or |fω,xε (u, z)| <
1
η
=⇒ ‖(u, z)‖H1(Iz) ≤M,
whereM is independent of ε, y, which in turn implies an L∞ bound by (a possibly different)
M . Assuming this bound, we compute
|fω,xε (u, z)− fω,x+hε (u, z)| ≤M2
∫
Iz
|m(x+ h)−m(x)|a(ω, t+ y) dt
≤ 2M2
∫
Iz
|m(x+ h)−m(x)| dt.
It follows that
Bhε ⊂
{
x ∈ G | ∃z ∈ [−1/η, η] s.t.
∫
Iz
|m(x+ h)−m(x)| dt > η
2M2
.
}
.
The measure of this set tends to 0 as h tends to 0, and it is independent of ε. This proves
that |Ahε | → 0 as h → 0 uniformly with respect to ε, hence the uniform measurability of
{fω,xε }. 
Proposition 4.4. We have fω,xε
Γ→ fω,x uniformly w.r.t. x, ω, where
(66) fω,x(u, y) =
+∞ if u
′ /∈ BV(Iy,±1)
A0‖u′‖BV(Iy) +
∫
Iy
m(x)a(ω, t)u2(t) dt if u′ ∈ BV(Iy,±1).
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Here BV(Iy,±1) is the space of functions of bounded variation with values in {−1,+1},
and A0 = 2
∫ 1
−1
√
W .
Proof. As in [1], we will use the following well known result of Modica-Mortola [16]:
Fε(v) :=
∫
I
ε2v′
2
+
1
ε2
W (v)
Γ−→
{
+∞ if v′ /∈ BV(I,±1)
A0‖v‖BV(I) if v′ ∈ BV(I,±1)
,
for any open interval I, on the space L1(I).
It is straightforward to deduce that, on L2loc,
gε(u, y) :=
+∞ if u /∈ H
2(Iy)∫
Iy
ε2u′′(t)
2
+
1
ε2
W (u′(t)) dt if u ∈ H2(Iy)
Γ-converges to
g(u, y) =
{
+∞ if u′ /∈ BV(Iy,±1)
A0‖u′‖BV(Iy) if u′ ∈ BV(Iy,±1).
Indeed, assume (uε, yε) converges to (u, y) and that limε gε(uε, yε) = ℓ ∈ R. Then for any
interval I ⋐ Iy the sequence {uε} is bounded in H2(I), hence converges after extraction
in W 1,1(I) by compact embedding, thus the derivatives of uε converge in L
1(I). Then
the result of Modica-Mortola implies that lim inf gε(uε, yε) ≥ A0‖u′‖BV(Iy), and since this is
true for any I ⋐ Iy we obtain the lower bound part of the desired Γ-convergence statement.
The upper-bound part is straightforward.
We deduce that gε Γ-converges to g on L
2
loc, and since gε is independent of x, ω the
convergence is uniform w.r.t. these variables.
Now, for any (u, y) ∈ L2loc, let
hω,x(u, y) =
∫
Iy
m(x)a(ω, t) dt.
this defines a functional which is continuous, hence lower semicontinuous, and independent
of ε. Hence hω,x Γ-converges to itself uniformly with respect to x, ω.
Finally, we conclude that fω,xε = gε + h
ω,x Γ-converges as ε → 0 to fω,x = g + hω,x
uniformly with respect to x, ω. 
4.3. Lower and upper bounds. From the results of the preceding section, the abstract
framework can be applied and yields
Proposition 4.5. Define fω,xε as in (63), with assumptions i), ii) and iii) there satisfied,
and define Eω0ε by (65). Then, assuming the action (ω, y) → ω + y is ergodic, for almost
every ω0, the following holds.
Assume that {uε}ε is a family in L2loc such that Eω0ε (uε) < C. Then
(67) lim inf
ε→0
Eω0ε (uε) ≥
∫
G
αm(x) dx,
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where αm is defined as
(68) αm = inf
u∈L2
loc
u′∈BVloc(R,±1)
(
lim sup
R→+∞
1
R
(
A0‖u′‖BV(−R/2,R/2) +m
∫ R/2
−R/2
a(ω, t)u2(t) dt
))
,
where the r.h.s is a.e. independent of ω.
Proof. From Proposition 2.7 and Theorem 1 we have for almost every ω0
lim inf
ε→0
Eω0ε (uε) ≥
∫ 1
0
∫ (
inf
u∈L2loc
(
lim sup
R→+∞
−
∫ R/2
−R/2
fω,x(u, y) dy
))
dω dx,
which in view of (66) is precisely (67). 
In the remainder of the paper we complement this with an upper bound to obtain
Theorem 3. With the assumptions and notations of the previous theorem, we have for
almost every ω the following expansion for the minimum of the energy F ωε defined in (62)
as ε→ 0:
(69) min
H2([0,1])
F ωε =
∫ 1
0
αm(x) dx+ o(1).
Proof. Only the upper bound needs to be proved. This is done by constructing a test-
function for the sharp-interface energy. Let
(70) X = {v : R→ R | v′ ∈ BVloc(R,±1)}
be the space of so-called saw-tooth functions on R. We prove below that for any δ > 0 and
almost every ω ∈ Ω, there exists for any ε > 0 some vε ∈ X such that
(71) F̂ ωε (vε) := εA0‖vε′‖BV([0,1]) +
1
ε2
∫ 1
0
m(x)a
(
ω,
x
ε
)
vε
2(x) dx ≤
∫ 1
0
αm(x) dx+ δ.
Moreover, one can choose vε ∈ X such that the spacing between two successive jumps in
the derivative of vε is bounded below by Mε for some M > 0 which is independent of ε.
Before proving this fact, we note that it is then straightforward to derive a corresponding
upper-bound for the soft-interface energy F ωε : If vε
′ experiences a jump from −1 to +1 at
x0, say, then we let, for y ∈ [−1/ε, 1/ε],
v˜ε(x0 + ε
3y) =
∫ y
0
tanh(t/
√
2) dt,
and glue these transitions so that v˜′ε is almost constant on the remainder of [0, 1]. We omit
details but it is straightforward to check that, as ε→ 0,
F ωε (v˜ε) ≤ F̂ ωε (vε) + o(1).
Therefore for any δ > 0 and almost every ω ∈ Ω, there exists for any ε > 0 small enough
some v˜ε such that
F ωε (v˜ε) ≤
∫ 1
0
αm(x) dx+ δ,
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proving that (69) holds for a.e. ω.
It remains to construct for a.e. ω, any δ > 0 and any ε > 0 small enough some vε ∈ X
satisfying (71) and such that the spacing between two successive jumps in the derivative
of vε is bounded below by Mε for some M > 0 which is independent of ε.
Step 1: As a first step, given δ > 0 we may choose η > 0 small enough so that F̂ ωε (vε)
and
∫ 1
0
αm(x) dx change by at most δ/3 if we replace m(x) by a function m˜(x), such that
‖m˜ −m‖∞ < η. This is clearly possible, we omit the proof of this fact. Then we choose
an integer k large enough so that the oscillation of m on an interval of size 2/k is at most
η, and we let mi = m(xi), where xi = (i− 1)/k + 1/2k for any 1 ≤ i ≤ k.
Step 2: Given ω, R, m and u ∈ X we define
(72) fωR,m(u) =
1
R
(
A0‖u′‖BV(−R/2,R/2) +m
∫ R/2
−R/2
a(ω, t)u2(t) dt
)
.
Using (68), for any m and almost every ω
lim sup
R→+∞
(
inf
u∈X
fωR,m(u)
)
≤ inf
u∈X
(
lim sup
R→+∞
fωR,m(u)
)
≤ αm.
Then for any m there exists a set of ω’s of measure arbitrarily close to 1 such that the limit
in the left-hand side is uniform w.r.t to ω belonging to this set. Applying this property to
m1, . . .mk there exists Ωδ ⊂ Ω such that
(73) lim sup
R→+∞
(
inf
u∈X
fωR,mi(u)
)
is uniform w.r.t ω ∈ Ωδ for any i, |Ωδ| > 1− δ
k
.
Step 3: Next we use the ergodicity of the action (ω, x) → ω + x to find that for a.e. ω
it holds that
lim
R→+∞
|{y ∈ [0, R] | ω + y ∈ Ωδ}|
R
= |Ωδ|.
Applying this to R = 1/ε we find that for a.e. ω, if ε > 0 is small enough then for
i = 1, . . . , k there exists x˜i such that
(74) ω +
x˜i
ε
∈ Ωδ, |x˜i − xi| < δ
k
.
Step 4: The building blocks of our construction are now available. For almost every ω,
given ε > 0 small enough we have points x˜i satisfying (74). Then applying (73) we may
take ε > 0 smaller if necessary such that the minimizer uε,i of f
ω+
x˜i
ε
1
kε
,i
(u) is such that
f
ω+
x˜i
ε
1
kε
,i
(uε,i) ≤ αmi +
δ
k
.
The last step is to glue these pieces together to get a test function. This requires the
following lemma and corollary.
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Lemma 4.3. Assume u is a minimizer of fωR,m on X, with R > 1 and 0 < α ≤ m ≤ β.
then there is a constant depending only on α, β such that |u| ≤M on [−R/2, R/2].
Proof. Let t0 ∈ [−R,R] be a point where |u| achieves its maximum A, which we assume
to be at least 1. We assume u(t0) to be positive and let [s, s
′] be the connected component
of t0 in the set {u > A− 1}. Then we define u˜ to be equal to u outside [s, s′] and equal to
(A − 1)− (u + 1 − A)+ on [s, s′]. It is straightforward to check that the BV norm of u˜ is
no greater than that of u plus 2, and that∫ s′
s
ma(ω, t)u˜(t)2 dt ≤
∫ s′
s
ma(ω, t)u(t)2 dt− αA− 1
2
,
where we have used the fact that a(ω, t) ≥ 1.
The minimality of u then implies that A is bounded by a constant depending only on
α. 
Corollary 4.1. Let XR be the set of u ∈ X such that u(±R/2) = 0. Then assuming
0 < α ≤ m ≤ β and R > 1 we have infu∈XR fωR,m(u) ≤ infu∈X fωR,m(u) + C/R, where C
depends only on α, β.
Proof. The conclusion is trivial if R < M(α, β) since in this case the function u(x) =
|x| − R/2 provides a bound for infu∈XR fωR,m(u). Thus we may assume R > M for any M
depending only on α, β.
Let u be a minimizer of fωR,m(u) on X . We modify u so that u(±R/2) = 0, and we
choose to focus on u(−R/2) = 0 alone. The idea is to replace it by an affine function of
slope 1 which vanishes on the endpoint, for points which are on the left of the crossing
between the graph of u and that of the affine function. If u(−R/2) = 0, then we are done.
Otherwise let
f(t) =
|u(−R/2 + t)|
t
.
Then f(t) tends to +∞ as t → 0+ and since from Lemma 4.3, |u| is bounded by M we
have f(M) ≤ 1. Therefore there exists t ∈ [0,M ] such that f(t) = 1 and we may modify u
by letting u(−R/2+ s) = su(−R/2+ t)/t if s ∈ [0, t] (and leaving u unchanged otherwise)
to obtain a function whose derivative belongs to {±1} and is zero at −R/2. Moreover,
since the modification happens on an interval of length bounded by M , one may easily
check that we have increased fωR,m(u) by at most a constant depending only on α, β in this
process, which proves the corollary. 
Step 5: We may now glue together the functions uε,i of the preceding step, or rather we
replace uε,i by the minimizer u˜ε,i of f
ω+
x˜i
ε
1
kε
,i
on X 1
kε
. Using the corollary above we have
f
ω+
x˜i
ε
1
kε
,i
(u˜ε,i) ≤ αmi +
δ
k
+ kεM.
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These functions are equal to zero for t = ±1/2kε therefore we may define a test map
vε ∈ X as follows. On each of the intervals [x˜i − 1/2k, x˜i + 1/2k] we let
(75) vε(x) = εu˜ε,i
(
x− x˜i
ε
)
.
The resulting function is defined on [x˜1 − 1/2k, x˜k + 1/2k], which may differ slightly from
[0, 1] because x˜i − xi may differ by an amount δ/k. If a piece of [0, 1] is missing, its size is
at most δ/k and we may define vε to be a standard sawtooth function of period ε there.
Step 6: We may now estimate the energy of vε, or rather
E˜(vε) := εA0‖v′‖BV([0,1]) + 1
ε2
∫ 1
0
m˜(x)a
(
ω,
x
ε
)
v2(x) dx.
Indeed from Step 1, it suffices to prove (71) to show that
(76) E˜(vε) ≤
∫ 1
0
αm˜(x) dx+ 2δ.
There are several terms which add up in E˜(vε). First there is the energy of each of the
pieces u˜ε,i, for i = 1 . . . k. Changing variables t = (x− x˜i)/ε we have
εA0‖vε′‖BV([x˜i− 12k ,x˜i+ 12k )] +
1
ε2
∫ x˜i+1/2k
x˜i−1/2k
m˜(x)a
(
ω,
x
ε
)
vε
2(x) dx = εA0‖u˜′ε,i‖BV([− 1
2kε
, 1
2kε
])+
+ ε
∫ 1/2kε
−1/2kε
mia
(
ω +
x˜i
ε
, t
)
u˜ε,i(t)
2 dt =
1
k
f
ω+
x˜i
ε
1
kε
,i
(u˜ε,i) ≤ 1
k
αmi +
δ
k2
+ εM.
Then there are the jumps in the derivative at each of the point x˜i±1/2k, which account for
a term bounded by 2εA0k. Finally there is the energy of the standard sawtooth function
of period ε on [0, 1] \ [x˜1 − 1/2k, x˜k + 1/2k], which is bounded by Cδ/k.
We deduce that
E˜(vε) ≤ 1
k
k∑
i=1
αmi +
δ
k
+ kεM + C
δ
k
,
which proves (76) and then (71).
Step 7: It remains to prove that the space between successive jumps in the derivative
of vε are bounded below by ηε for some η > 0. In view of our construction, this amounts
to show that this holds for our building blocks defined by (75), and then to prove that
the spacing between two successive jumps in the the derivative of a minimizer of fωR,m is
bounded below by a constant η > 0 independent of R > 1, m satisfying 0 < α ≤ m ≤ β,
and ω.
Let u be such a minimizer (with the continuous line graph). Let x0, x0 + η be two
consecutive jumps in the derivative of u, assuming u′ = +1 on (x0, x0 + η). We define the
competitor u˜ (with the dashed-line graph) to be equal to u for x < x0 and to be equal to
u(x + η) − η for x > x0. Clearly, if x1 is the jump following x0 + η (or x1 = R if x0 + η
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is the last jump) then u˜(x) = u(x) for x > x1. Moreover, using Lemma 4.3 we find that
x1 − x0 ≤ 2M and that∫ x1
x0
ma(ω, t)u˜2(t) dt ≤
∫ x1
x0
ma(ω, t)u2(t) dt+ CM2η.
Since u˜ has one less jump than u we deduce from the minimality of u that
0 ≤ R(fωR,m(u˜)− fωR,m(u)) ≤ CM2η − A0,
from which we find a lower bound for η as desired.
This finishes the proof that vε satisfies (76) and has minimal spacing between jumps
bounded below by ηε, and the proof of the theorem. 
Acknowledgments: The authors wish to thank the referee for his/her careful reading
of the manuscript and comments. They also wish to thank V.Bergelson and E.Lesigne
for pointing them to references [19] and [15]. The work of L.B. and E.S. was partially
supported by NSF grants DMS-1405769 and DMS-1106666.
References
[1] G. Alberti, S. Mu¨ller, A new approach to variational problems with multiple scales, Commun. Pure
Appl. Math. 54, No 7 (2001), 761–825.
[2] G. Allaire, Mathematical approaches and methods. In the book “Homogenization and Porous Media”,
editor U. Hornung, Interdisciplinary Applied Mathematics, Springer-Verlag New York, Inc (1997).
[3] S. Armstrong, C. Smart, Quantitative stochastic homogenization of convex integral functionals, to
appear in Ann. Sci. ENS.
[4] M. E. Becker, Multiparameter groups of measure-preserving transformations: a simple proof of
Wiener’s ergodic theorem, Ann. Proba. 9, No 3 (1981), 504–509.
[5] A. Braides, A. Defranceschi, Homogenization of Multiple Integrals, Oxford University Press, 12
(1998).
[6] G. Buttazzo, G. Dal Maso, Gamma limits of integral functionals, J. Analyse Math. 37 (1980), 145–185.
[7] G. Dal Maso, L. Modica, Nonlinear stochastic homogenization and ergodic theory, Universita` di Pisa.
Dipartimento di Matematica (1985).
[8] G. Dal Maso, L. Modica, Nonlinear Stochastic Homogenization, Annali di Matematica Pura ed Ap-
plicata, 144, No 1 (1986), 347–389.
[9] G. Dal Maso, An Introduction to Γ-Convergence, Birkha¨user, Boston, (1993).
[10] M. Duerinckx, A. Gloria, Stochastic homogenization of nonconvex unbounded integral functionals
with convex growth, arXiv, (2015).
[11] L. C. Evans, R. F. Gariepy, Measure Theory and Fine Properties of Functions, Studies in Advanced
Mathematics, CRC Press (1992).
[12] D. Kinderlehrer, P. Pedregal, Characterization of Young Measures Generated by Gradients. Arch.
Rat. Mech. Anal. 115, (1991), 329–365.
[13] K. Gowrisankaran, Measurability of Functions in Product Spaces. Proceedings of the American Math-
ematical Society 31.2 (1972), 485–488.
[14] D. Gilbarg, N.S. Trudinger, Elliptic partial differential equations of second order. Second edition.
Grundlehren der Mathematischen Wissenschaften, 224. Springer-Verlag, Berlin, 1983. xiii+513 pp.
ISBN: 3-540-13025-X
[15] U.Krengel (with a supplement by A.Brunel) Ergodic theorems. De Gruyter Studies in Mathematics,
6 (1985).
[16] L. Modica, S. Mortola, Un esempio di Γ-convergenza. Boll. Un. Mat. Ital., (5) 14-B (1977), 285–299.
A TWO SCALE Γ-CONVERGENCE APPROACH FOR RANDOM NON-CONVEX HOMOGENIZATION37
[17] S. Mu¨ller, Singular perturbations as a selection criterion for periodic minimizing sequences, Calculus
of Variations and Partial Differential Equations, 1, No 2 (1993), 169–204.
[18] S. Mu¨ller, Homogenization of non-convex integral functionals and cellular elastic materials, Archive
for Rational Mechanics and Analysis, 99, 3 (1987), 189-212.
[19] Nguyen Xuan Xanh and Hans Zessin, Ergodic theorems for spatial processes, Zeitschrift fu¨r
Wahrscheinlichkeitstheorie und Verwandte Gebiete, 48, 133–158, (1979).
[20] N. M. Rivie`re, Singular integrals and multiplier operators. Ark. Mat. 9, 243–278. (1971).
[21] M. Jirina, On Regular Conditional Probabilities. Czech. Math. Journal 9, (1959), 445-450.
[22] L. Ambrosio, N. Gigli, G. Savare´, Gradient Flows in Metric Spaces and in the Space of Probability
Measures. ETH Zu¨rich, Birkha¨user Verlag, Basel. (2005)
[23] S. Kozlov, Averaging of random operators, Math USSR Sbornik 37 (1980), 167–180.
[24] G. Papanicolaou, S. R. S. Varadhan, Boundary value problems with rapidly oscillating random co-
efficients, Proceedings of Conference on Random Fields, Esztergom, Hungary, 1979, Seria Colloquia
Mathematica Societatis Janos Bolyai 27 (1981) 835–873.
[25] L. Schwartz, Lectures on Disintegration of Measures, Tata Lecture Notes, 1975
[26] E. Sandier, S. Serfaty, From Ginzburg-Landau to Vortex Lattice Problems, Comm. Math. Phys. 313,
(2012), No 3, 635–743.
[27] E. Sandier, S. Serfaty, 2D Coulomb gases and the renormalized energy, Annals Proba 43 (2015) No
4, 2026–2083.
[28] W. P. Ziemer, Weakly differentiable functions. Sobolev spaces and functions of bounded variation,
Graduate Texts in Mathematics, 120, Springer-Verlag, New York (1989).
(Leonid Berlyand) Pennsylvania State University, University Park, PA 16802, USA.
E-mail address : berlyand@math.psu.edu
(Etienne Sandier) Universite´ Paris-Est, LAMA – CNRS UMR 8050,, 61, Avenue du Ge´ne´ral
de Gaulle, 94010 Cre´teil, France.
E-mail address : sandier@u-pec.fr
(Sylvia Serfaty) Sorbonne Universite´s, UPMC Univ. Paris 06, CNRS, UMR 7598, Labora-
toire Jacques-Louis Lions, 4, place Jussieu 75005, Paris, France.
& Institut Universitaire de France
& Courant Institute, New York University, 251 Mercer st, New York, NY 10012, USA.
E-mail address : serfaty@ann.jussieu.fr
