This paper presents an experimental evaluation of five ontology construction tools that we are using for HIV/AIDS FAQ retrieval system. Ontologies have been widely used in natural language processing applications especially in question answering systems. As the construction of ontologies is a time consuming and error prone task, the use of tools would be very helpful.
Introduction
HIV/AIDS has affected Sub-Saharan Africa more than any region in the world. Among the Sub-Saharan Africa countries, Botswana is one which is highly affected by this pandemic. It was estimated that Botswana had HIV prevalence of 24.6% of adults aged between 15 and 49 in 2009 [1] . To tackle this challenge, the government of Botswana introduced a number of initiatives such as educating the population to increase awareness; free provision of antiretroviral therapy to those infected; Prevention of Mother-To-Child Transmission (PMTCT) and others. Though the introduction of these programs have proved to be working and have reduced the infection and death rates, access to information resources need to be improved so that they can be of great value in Batswana's lives and be used efficiently. Currently people can get information about HIV/AIDS from pamphlets, from the clinics, Voluntary Counselling Centres, a TV programme called Talkback and Ipoletse Call Centre. The Ipoletse call centre is especially interesting as it provides information appropriate to individual demands. People call a toll-free line managed by the call centre and ask any questions related to HIV/AIDS they may have. The operator browses the HIV/AIDS frequently asked questions (FAQ) manual prepared by the Ministry of Health and provides the answer to the caller. If the answer is not in the manual the operator escalates the question to an HIV/AIDS specialist. The caller will be advised to call again at a later time. Once the answer is provided by the HIV/AIDS specialist, the question answer will be included in the FAQ manual. However, this service has much inconvenience to people who want to call and ask questions. First, it is accessed from landlines which many people do not have. Secondly, even if they have landlines, they may not feel free to call if there are people around as this may compromise their privacy. As most people in the country have cell phones, it would be very appropriate to get this service through mobile phones.
The ultimate goal of our research project is to develop a question answering (QA) system that can answer any question people may have about HIV/AIDS through standard mobile phones. With such a system, people can send Short Message Service (SMS) questions using mobile phones and get the answer as an SMS on their cell phone. Mobile phones have become very important tools for a variety of services especially in the African continent. Among the many mobile phone applications, access to information with SMS is very popular. For example, a survey of University students by Brown et al. [2] , indicated that 82% use text messaging, but only 10% use the Web browser on their phone to get information. In Botswana, the mobile network coverage is very high around, more than 90% for Mascom [3] , and around 95% for Orange [4] . In addition, about 95% of Batswana (i.e., people of Botswana) use mobile phones [5] . With such a high use of mobile phones people can benefit from using SMS-based QA services. Users can access such systems anytime anywhere.
In the literature, there are many question answering systems developed for various applications. Automated QA systems especially those based on natural languages are still a challenge. The main challenge lies in the difficulty of understanding natural language text by automated systems. If there is no proper understanding of natural language text (e.g., questions about HIV/AIDS), a QA system may provide inappropriate answer to a particular question. For example, in [6] , an HIV/AIDS FAQ system was developed using SQL Server 2005's Full-Text search facilities to match users questions with the FAQ question and answer pairs from the IPOLETSE call center manual. The system had a precision (based on the 5 top results) of 29.4%. This means that in the 5 responses returned to the user for each question (i.e. a total of 600 responses), less than 30% had very useful information. This stems from the fact that the system was not able to properly understand the meaning of the questions as it was based on SQL Server full text search feature which rely mainly on keyword frequencies. Therefore, one way to improve the effectiveness of QA systems is to improve their understanding of natural langue text.
One approach to deal with the understanding of natural language text is the use of ontologies. Ontology is a logical theory accounting for the intended meaning of a formal vocabulary, i.e. its ontological commitment to a particular conceptualization of the world [7] . Automated QA systems and techniques that can analyse and process natural language questions are needed to ensure the effectiveness and efficiency of answer extraction. The use of ontology can improve automated QA systems by providing a semantic representation of concepts. Ontology assists with describing and reasoning about the properties of a domain such as HIV/AIDS. The only way to provide the ability for computers to reason and answer questions based on its understanding is by giving them ways of representing knowledge of the world about which they converse [8] . According to Narayanan et al. [9] , access to rich semantic structures derived from domain models and from questions and answers enables the retrieval of more accurate answers and also inference processes that explain the validity and contextual coverage of answers. The use of ontology for FAQ system will reduce recall and increase precision.
The focus of this paper is the construction of ontology on HIV/AIDS that will be used for an automated FAQ retrieval system. FAQ retrieval system is a special type of QA system where answers are extracted from an existing FAQ knowledge base. Just like in the case of the call center, when a user sends a question to the system, the system will try to match to the equivalent question in the FAQ knowledge base. If there is the same or similar question in the FAQ, the corresponding answer will be sent back to the user. Therefore, the purpose of the ontology will be in assisting matching the incoming question with a question in the FAQ knowledge which requires understanding of the semantics of the incoming question. The keywords from the users question will be matched against classes, attributes and relations in the ontology in order to check if that question exists in the question-answer pair repository. Question similarity refers to the similarity between the keyword set of given question annotated by ontology and the pattern keyword set of FAQ question [10] .
The remainder of the paper is organized as follows: Section 2 presents related works on the use of ontologies in QA systems. Section 3 provides a discussion of the experiments that we carried out to investigate the different tools regarding their suitability of constructing ontologies. A discussion of the results of the experiments and issues associated with construction of ontologies is provided in Section 4. Finally, the main points of the paper and highlights of out future works are presented in Section 5.
Related Work
The use of ontology in QA systems is a new approach [11] . The benefits include better performance, additional information about an answer, a measure of reliability and explanation of how the answer was derived. The following are some of the QA systems that employ ontologies.
Lee et al. [11] used an ontology lookup system to implement an IT domain question answering system. The QA system contained questions which were then structured as question-type ontological triplets that could then be matched using ontology lookup to answers that are also structured as answer-type ontological triplets. For example, the question "Why is time division switch used?" is represented first as a lexical triplet ("is used", "time division switch", "why") then as a question-type ontological triplet GOAL_ORIENTATION (isUsedFor, time_division_switch, ?X). Ontology lookup paths such as concept completion, example, enablement and goal orientation determine further search paths which are followed and end up generating an answer-type ontological triplet, in this example -GOAL_ORIENTATION(isUsedFor, time_division_switch, multiplexing).
Other systems such as AQUA [12] employ ontologies in more open settings. The ontology is used to further refine initial queries. AQUA consists of Natural Language Processing (NLP), logic and a similarity algorithm which form other parts of the system. The initial system answered questions about academic people and institutions on the web, though the system could be applied to other uses. One of the main components of AQUA is question processing whereby the NLP parser divides the question into grammatical components like verb, adjectives and objects. It uses WordNet or Thesaurus and ontology to find logical proof for the question and evaluate the query. The failure-analysis component gives reasons why the query failed such that the user can reformulate the query and restart the process. Question classification and reformulation is only performed if the query fails, which then initiates the use of an information retrieval approach.
The ontology in AQUA is mainly used to translate an English question which has been formatted in logic form to predicate standard logic. The expression is then rewritten using a similarity algorithm, then evaluated over the knowledge base. This involves classification and reformulation using important keywords, searching for an answer using a search engine such as Google, then analyzing the retrieved documents before selecting the answer from passages.
AquaLog [13] is a more generic system which takes queries expressed in natural language and an ontology as input and retrieves an answer from one or more knowledge bases. The knowledge bases are used to instantiate the input ontology with domain-specific information. A natural language query is taken as input and translated into triple-based representations, called Query-Triples. These are then processed further to produce the ontology-compliant queries, called OntoTriples. For example, the question "what is the homepage of Peter who has an interest on the semantic web?" is translated into the following, ontology-compliant logical query, <what is?, has-web-address, peter-scott> and <person?, has-research-interest, Semantic Web area>. The user may be called to provide feedback to help disambiguate the query if no information is available in the system. A Learning mechanism is also used to improve results over time. Classification to identify the type of question and type of answer required of the question is then done next. The GATE infrastructure (which includes language resources, processing resources like ANNIE, serial controllers, pipelines, etc.) is utilised in question pre-processing.
AquaLog then uses taxonomies and relationships in the KB and WordNet to analyze and interpret the question and provide an answer.
The surveyed systems made use of ontology in both open and closed-domain QA systems. In all cases the ontology is used to enhance the question which is then classified and further processed such that an appropriate answer could be found based on the type of question and answer.
Evaluation of Ontology Construction Tools
In this section we discuss the experiments we carried out on different ontology construction tools. In order to carry out the experiment, we have downloaded and installed 5 ontology construction tools. The tools used in the experiment are OntoGen, TextToOnto, GATE, Terminae and Semantic Vectors which are freely available on the web.
The ontology construction tools need information source from which they can build ontologies. Most of the ontology construction tools take different file formats. The documents can be converted into other file formats where necessary depending on tools used to extract domain knowledge and to build ontology. For this particular experiment, we used the MASA Antiretroviral Therapy booklet which consists of 205 most frequently asked questions about HIV/AIDS and ARV Therapy. The booklet is available online as a PDF file but was converted to text file.
The Experiment
To compare the tools regarding their effectiveness in producing quality ontology, we used the same file as input (knowledge source) to all the tools. As all of the tools take plain text files as input file, a plain text file (the MASA booklet) was selected and used for experiment. The tools were compared on those attributes that are relevant in ontology construction. The attributes include file formats supported, concepts extraction techniques used, ontology visualization support, and ontology export formats. A summary of the features of the ontology construction tools is provided in Table 1 . Table 1 shows the ontology construction tools with their features. All the tools are freely available on the Web, are semi-automatic tools, and also support the English language.
File Types/Formats

Concepts xtraction Techniques
To improve our understanding of how each tool works, we discuss the concept extraction techniques and the associated visualization together.
Ontogen -Ontogen uses Latent Semantic
Indexing (LSI) [14] to extract concepts from documents. (LSI) is a technique for extracting background knowledge from text documents and it uses a technique from linear algebra called Singular Value Decomposition (SVD) and bag-of-words representation of text documents for detecting words with similar meanings. In LSI's techniques, words which are related to the same topic cooccur together more often than words which are related to different topics [14] . Figure 1 shows the ontology constructed using Ontogen from the MASA booklet.
Text-To-Onto -Text-To-Onto [15] extracts terms using TF/IDF (Term Frequency -Inverted Document Frequency) technique. TF/IDF is a statistical measure used to evaluate how important a word is to a document in a collection or corpus/knowledge source. The TF-IDF value increases proportionally to the number of times a word appears in a document, but is offset by the frequency of the word in the corpus, which helps to control for the fact that some words are generally more common than others. The TF-IDF technique uses various mathematical forms to calculate the words that appear frequently and their relevance. Text-To-Onto allows the user to select the maximum number of words per term and the minimum frequency of occurrence necessary to consider a term relevant. The list of extracted terms can be sorted according to TF-IDF measures, entropy or absolute frequency, or alphabetically. Figure 2 shows the ontology constructed using Text-To-Onto from the MASA booklet.
From Figure 2 we can see that treatment, blood, people, system, body, sex, virus, hiv, risk etc. are appearing at the top with higher TF-IDF values. Relations are extracted using association rules and text patterns. Association rules are used to find how terms are related by analysing data using if/then patterns, finding terms that appear frequently in the knowledge source, and generating rules by identifying the number of times the if/then statements have been found to be true.
The main relationship "subtopic-of" is automatically induced when subtopics are added to the ontology. TextTo-Onto can display concepts and their properties in the same window. For example, for the sub-concepts of Treatment, properties (Patient_ID, Treatment_Type, Date_Started, Treatment_Desc, Pharmacist_ID), are shown or linked with a purple arrow and are displayed in green colour. Sub-concepts are displayed in yellow while their super-concept is displayed in Blue. Displaying concepts, sub-concepts and properties in different colours make the graph more understandable.
C T F
GATE -GATE [18] uses an IE system called ANNIE (A Nearly New IE) System which uses finite state algorithms and JAPE languages. Finite state transducers (FST) assist in modelling natural language, e.g. morphology or syntax by establishing relations between words, transforming one word into another. A transducer is automation with an input and output alphabet, with the input alphabet describing a pattern to be recognized, and the output alphabet transforming the input text.
Unlike Ontogen and Text-To-Onto, Terminae and GATE do not support a graphical view of the candidate terms but instead transform the candidate terms into a conceptual tree or class hierarchy. This is made up of classes, attributes, instances and subClassOf relations. These class hierarchies can be saved into XML, RDF(s) and OWL formats. Figure 3 shows an image of GATE annotated file and the ontology created.
Terminae -Terminae tool [19] uses Treetagger and Yatea to extract terms, and analyse their occurrences in the corpus. TreeTagger is a tool for annotating text with part-of-speech and lemma information. The output from the treeTagger which is a (.tt) file is used together with the (.txt) files as an input by Yatea to extract terms. Yatea is Perl script used for extracting noun phrases that are like terms from the corpus, providing syntactic analysis of the terms in a head-modifier format [20] . Yatea takes as an input, corpus with segmented words and sentences, lemmatized and tagged with part of speech (POS) information. It analyses term candidates using simple parsing patterns and endogenous disambiguation. Endogenous disambiguation consists in the exploitation of intermediate extraction results for the parsing of a given Maximal Noun Phrase (MNP) [20] . Figure 4 shows a screenshot of Terminae annotated file and the ontology created. Terminae transforms the extracted candidate terms into a conceptual tree or class hierarchy. This class hierarchy shows the classes, instances, hierarchy of properties and details of a class selected. These class hierarchies can be saved into XML, RDF(s) and OWL format.
Semantic Vectors -Semantic Vectors extract terms from the knowledge source with the help of Lucene. Lucene is a library, written in Java and is used for indexing and searching text files. Semantic Vectors uses Lucene to index the knowledge source files by creating a basic term document matrix. To build and search a model, files in the corpus need to be indexed by creating lucene index. This will create a folder called index and load all documents in the corpus to the index folder. Semantic Vectors build a WORDSPACE model by using its utility BuildModel which uses an object that uses the Lucene's term-document matrix and create reduced semantic vectors.
Semantic vector models use random projection and various models to represent concepts by vectors in some high dimensional space W (usually 100 < dimW < 500) and similarity between concepts is computed using the analogy of similarity or distance between points in this vector space [21] . These models include Latent Semantic Analysis, Hyperspace Analogue to Language and WORDSPACE. 
Ontology Export Formats
The five tools used in the experiment generate ontology in various formats as indicated in table 1.
Results & Discussion
Based on the criteria that we established for comparison of the ontology construction tools, we now look at how each tool handled ontology creation for the particular knowledge source used in the experiment.
Regarding input file (i.e., knowledge source) and ontology export formats supported, it is always better if a tool supports various formats as this will give more flexibility and reduces the task of converting from one format to the other. In this regard, Text-To-ONTO, GATE, and Semantic vectors are preferable as they support most common file formats for input file and ontology export.
Regarding concept extraction techniques employed by the tools, it would be difficult to decide whether one technique is better than the others in all circumstances. However, effectiveness of the techniques will be reflected in the resulting ontology. In other words, the quality of the resulting ontology will be used as criteria to compare the various tools. This leads to the issue of assessing quality of the ontology created. One way to validate the quality of the resulting ontology is based on the assessment of the ontology engineer who can decide to what extent the ontology captures the concepts of that particular application domain. Even though this is a common approach, it makes the quality assessment a subjective issue. A complimentary approach to this would be by involving a domain expert who can analyze the concepts, their properties, and their relationships. In our experiment, we didn't involve domain experts but will do so when we generate the final ontology. At this stage, the choice of the tools is based on our own assessment of the quality of the resulting ontologies and other features provided by the tools. However, we are also aware that there are some metrics that can be used to assess the quality of ontology. Some ontology quality measures and evaluation approaches [22] , [23] , [24] , [25] and [26] , have been proposed to assist evaluating ontologies. There are also tools that can be used to evaluate ontologies, such as OntoAnalyser, OntoGenerator, OntoClean, ONE-T and SOntoEval. We are going to employ appropriate metrics to evaluate the final ontology especially semantic quality which can assess how well the ontology reflects its universe of discourse.
In terms of ontology representation, some of the tools (e.g., Text-To-ONTO, Ontogen and GATE) provide graphical representation which simplifies ontology structure understanding. Terminae and Semantic Vectors do not provide a graphical visualization rather provide class hierarchy. For our project, we are going to use the tool that provides a graphical visualization such as TextTo-ONTO. In addition, there are other differences among the tools such as handling of long terms, concept relationships, etc. For example, some of the tools treat two word terms such as immune system, ARV Therapy, Skin Cancer, opportunistic infections as two separate terms which leads to loss of meaning. Instead these words need to be edited to treat them as one word, e.g. immune-system, ARV-Therapy, skin-cancer, opportunistic-infections. Furthermore, Text-to-On-to and GATE detect synonyms during the extraction of terms whereas Ontogen and Terminae are not able to detect synonyms. The other difference is support of multilingual knowledge source. Some tools (e.g, Text-To-Onto) supports information extraction from English and German knowledge sources whereas Terminae support information extraction from English and French sources.
Based on the experiments we carried out, Text2Onto, which is a latest version of Text-To-Onto, will be used to construct the HIV/AIDS ontology for FAQ retrieval.
Text2Onto is integrated with GATE as a plugin. The integration of Text2Onto with GATE makes the tool more flexible and efficient in extracting terms and building ontology, as the developer can combine, write new or replace existing linguistic algorithms. GATE also uses JAPE which provides finite state transduction on annotations. Text2Onto extracts ontology elements automatically and ranks them according to their probability of being candidate terms. It is also able to detect new changes in the knowledge source and update the ontology without re-running the process of extracting terms from the whole corpus or knowledge source. As the ontology changes, Text2onto enables the developer to track all the modifications done on the ontology. Its algorithms calculates Relative Term Frequency (RTF), TFIDF (Term Frequency Inverted Document Frequency), Entropy and the C-value/NC-value and its graphical user interface have a corpus management component, an editor, configuration dialogues for the algorithms, and it supports tabular and graph-based ontology model visualizations[33].
Conclusion & Future Work
Understanding natural language text is a challenge for computer systems. One approach to deal with the understanding of natural language has been the use of ontologies. Ontologies have proven to be very useful especially for question answering systems. They provide semantic representation of domain knowledge by identifying important concepts of a domain and their properties and relationships with other concepts. These can help enhance and reformulate the question and match it to a suitable answer.
In this paper we presented our experimental results regarding the construction of ontology for FAQ retrieval system. The main focus of the paper has been on selection of ontology construction tools by conducting experiments to understand the capabilities and limitations of the five tools. As it is difficult, tedious and timeconsuming to build ontology manually, selecting tools to construct ontology need to be thought through. The tools used for the experiment include Ontogen, Text-To-ONTO, GATE, Terminae, and Semantic Vectors. Based on the different characteristics of the tools as observed in the experiment, we have chosen Text2Onto to build our ontology for HIV/AIDS FAQ retrieval system.
Our future work includes integrating the HIV/AIDS ontology with an FAQ retrieval system for the purpose of automatically answering any questions on HIV/AIDS. Once the system is able to effectively answer questions, we will create an SMS application so that people can send their questions in the form of SMS and provide the result as SMS. However, we are aware that SMS text is even harder to understand as it usually involves short forms, abbreviations, multi-lingual text, etc. Currently, there is another project dealing with SMS text issues in our department which we will be integrating with this work.
