Wavelet functions have been used as the activation function in feedforward neural networks. An abundance of R&D has been produced on wavelet neural network area. Some successful algorithms and applications in wavelet neural network have been developed and reported in the literature. However, most of the aforementioned reports impose many restrictions in the classical backpropagation algorithm, such as low dimensionality, tensor product of wavelets, parameters initialization, and, in general, the output is one dimensional, etc. In order to remove some of these restrictions, a family of polynomial wavelets generated from powers of sigmoid functions is presented. We described how a multidimensional wavelet neural networks based on these functions can be constructed, trained and applied in pattern recognition tasks. As an example of application for the method proposed, it is studied the exclusive-or (XOR) problem.
INTRODUCTION
Wavelet functions have been successfully used in many problems as the activation function of feedforward neural networks. There are claims that many biological fundamental properties can emerge from wavelet transformation (Marar, 1997 ). An abundance of R&D has been produced on wavelet neural network area. Some successful algorithms and applications in wavelet neural network have been developed and reported in the literature (Zhang and Benveniste, 1992; Marar, 1997; Oussar and Dreyfus, 2000; Chen and Hewit, 2000; Zhang and San, 2004; Fan and Wang, 2005; Zhang and Pu, 2006; Chen et al., 2006; Avci, 2007; Jiang et al., 2007; Misra et al., 2007) .
However, most of the aforementioned reports impose many restrictions in the classical backpropagation algorithm, such as low dimensionality, tensor product of wavelets, parameters initialization, and, in general, the output is one dimensional, etc.
In order to remove some of these restrictions, we develop a robust Three Layer PPS-Wavelet multidimensional strongly similar to classical Multilayer Perceptron. The great advantage of this new approach is that PPS-Wavelets offers the possibility choice of the function that will be used in the hidden layer, without need to develop a new learning algorithm. This is a very interesting property for the design of new wavelet neural networks architectures. This paper is organized as follows. Section 2 covers basic theoretical aspects in function approximation. Section 3 introduces the wavelet sigmoidal function. Section 4 presents the framework used in this research. Section 5 deals with application of exclusiveor (XOR) problem. Section 6 concludes this paper.
cosines as the activation function correspond to a special case of Fourier networks that can approximate a Fourier series for a given function. Cybenko developed a rigorous demonstration that MLPs with only one hidden layer of processing elements is sufficient to approximate any continuous function with support in a hypercube (Cybenko, 1989) .
The theorem is directly applied to MLP. The sigmoid, radial basis and wavelets functions are a common choice for the network construction since it satisfies the conditions imposed in the theorem. The theorem of function approximation provides a mathematical basis that gives support to the approximation of any continuous arbitrary function. Furthermore, it defines for the case of MLP that a network composed of only one hidden layer neurons is sufficient to compute, in a given problem, a mapping from the input space to the output space, based on a set of training examples. However, with respect to training speed and ease of implementation, the theorem does not provide any insight about the solutions developed. The choice of activation functions and the learning algorithm defines which particular network is used. In any situation, the neurons operate as a set of functions that generate an arbitrary basis for function approximation which is defined based on the information extracted from the input-output pairs. For training a feedforward network, the backpropagation algorithm is one of the most frequently employed in practical applications and can be seen as an optimization.
WAVELET FUNCTIONS
Two categories of wavelet functions, namely, orthogonal wavelets and wavelet frames (or nonorthogonal), were developed separately by different interests. An orthogonal basis is a family of wavelets that are linearly independent and mutually orthogonal, this eliminates the redundancy in the representation. However, orthogonal wavelets bases are difficult to construct because the wavelet family must satisfy stringent criteria (Daubechies, 1992; Chui, 1992) . This way, for these difficulties, orthogonal wavelets is a serious drawback for their application to function approximation and process modeling (Oussar and Dreyfus, 2000) . Conversely, wavelet frames are constructed by simple operations of translation and dilation of a single fixed function called the mother wavelet, which must satisfy conditions that are less stringent than orthogonality conditions. Let ϕ j (x) a wavelet, the relation:
where t j is the translation factors and d j is the dilation factors ∈ R. The family of functions generated by ℧ can be defined as:
A family ℧ is said to be a frame of L 2 (R) if there exist two constants c > 0 and C < ∞ such that for any square integrable function f the following inequalities hold:
where ϕ j ∈ ℧, f denotes the norm of function f and < ϕ j , f > the inner product of functions. Families of wavelet frames of L 2 (R) are universal approximators (Zhang and Benveniste, 1992; Pati and Krishnaprasad, 1993) . In this work, we will show that wavelet frames allow practical implementation of multidimensional wavelets. This is important when considering problems of large input and output dimension. For the modeling of multi-variable processes, such as, the artificial neural networks biologically plausible, multidimensional wavelets must be defined. In the present work, we use multidimensional wavelets constructed as linear combination of sigmoid, denominated Polynomial Powers of Sigmoid Wavelet (PPS-wavelet).
Sigmoidal Wavelet Functions
In (Funahashi, 1989 ) is showed that: Let s(x) a function different of the constant function, limited and monotonically increase. For any 0 < α < ∞ the function created by the combination of sigmoid is described in Equation 1:
where
in particular, the sigmoid function satisfies this property. Using the property came from the Equation 1, in (Pati and Krishnaprasad, 1993) boundary suggest the construction of wavelets based on addition and subtraction of translated sigmoidal, which denominates wavelets of sigmoid. In the same article show a process of construction of sigmoid wavelet by the substitution of the function s(x) by ϒ(qx) in the Equation 1. So, the Equation 2 is the wavelet function created in (Pati and Krishnaprasad, 1993) .
where r > 0. By terms of sigmoid function, the Equation 2, ψ(x) is given by:
where q > 0 is a constant that control the curve of the sigmoid function and α and r ∈ R > 0.
Pati and Krishnaprasad demonstrated that the function ψ(x) satisfies the admissibility condition for wavelets (Daubechies, 1992; Chui, 1992) . The Fourier Transform of the function ψ(x) is given by the Equation 4:
In particular, we accepted for analysis and practical applications the family of sigmoid wavelet generated by the parameters q = 2 and α = r, as example. So, the Equation 3 can be rewritten the following form:
Following, partially, this research line, we present in the next section a technique for construction of wavelets based on linear combination of sigmoid powers.
POLYNOMIAL POWERS OF SIGMOID
The Polynomial Powers of Sigmoid (PPS) is a class of functions that have been used in recent years to solve a wide range of problems related to image and signal processing (Marar, 1997) . Let ϒ : R → [0,1] be a sigmoid function defined by ϒ(x) = 1 1+e −x . The n th −power of the sigmoid function is a function
Let Θ be set of all power functions defined by (6):
An important aspect is that the power these functions, still keeps the form of the letter S. Looking the form created by the power functions of sigmoid, suppose that the n th power of the sigmoid function to be represented by the following form:
where a 0 , a 1, a 2, . . . , a n are some integer values. The extension of the sigmoid power can be viewed like lines of a Pascal ′ s triangle. The set of function written by linear combination of polynomial powers of sigmoid is defined as PPS function. The degree of the PPS is given by the biggest power of the sigmoid terms.
Polynomial Wavelet Family on PPS
The derivative of a function f (x) on x = x 0 is defined by:
since the limits there is. So, if we do the computation of the Equation 8 :
for a small value of ∆x , showed have a good approximation for f ′ (x 0 ). Naturally, ∆x can be positive or negative. So, if is we use negative value for ∆x, the expression will be:
This way, we can say that the arithmetic measure of the Equations 8 and 9 will be a good approximation for f ′ (x 0 ) too. Then, we can write the following Equation 10:
By convenience, we consider p = 2∆x and its substitution in the Equation 10. So, we have the Equation 11:
this point we computed an approximated value for the second derivative of f (x) in x = x 0 . From the Equation 11, changing f (x) by f ′ (x), we obtain the Equation 12 :
reusing the Equation 11, we can write:
using these results in the Equation12, we have an approximation of the second derivative of f (x) in x = x 0 that is given by:
The approximation given by the Equation 13 is extremely adequate for the that f (x) is a sigmoid function. Suppose that f (x) is a sigmoid, for example, ϒ(x). So, the second derivative of ϒ(x) is approximated by the Equation 14:
Due the fact of the sigmoid function to be continuous and differentiable for any x ∈ R, we can say that the Equation 14 is true for any x 0 , then we can write the Equation 15, defined for all x ∈ R.
Comparison the Equations 15 and 5, we do there analysis for the approximation of the second derivative of sigmoid function. The first for values of p ≥ 1 and the second for values of p < 1.
It is clear that the function given by the sigmoid second derivative approximation, Equation 15, also will have the same form of the Pati and Krishnaprasad functions, except of a p 2 constant that divides their amplitude. So, the following result is true: when p > 1 always there is a sigmoid wavelet which integral of the admissibility condition (Daubechies, 1992; Chui, 1992) limited the same integral of the Equation 15. Therefore, the approximation of the second derivative of the sigmoid function is a wavelet too.
Case p < 1:
In this case, we will analyze when p is going to zero, i.e.,
this limit tends to the second derivative of the function is given on PPS terms by:
where we denominated ϕ 2 (x) the first wavelet the sigmoid function. The others derivatives, begin on the second, we considered true by derivative property by Fourier Transform (Marar, 1997) . The successive derivation process of sigmoid functions, allowed to join a family of wavelets polynomial functions. Among many applications for this family of PPS-wavelets, special one is that those functions can be used like activation functions in artificial neurons. The following results correspond to the the analytical functions for the elements ϕ 3 (x) and ϕ 4 (x) that are represented by: 
Estimating the Coefficients of PPS-wavelets
Considering j the number of wavelets that are to be defined, the algorithm below calculates a matrix of integer values that estimates the coefficients of the PPS-wavelets.
Step 1: Initialization
The initial values are considered only auxiliary variables. The matrix of value associated with the process of wavelet construction is obtained from the second row.
Step 2: Calculate the coefficient of the PPS of the highest degree n ← 3; n ← n + 1; (n ≤ j) C n−1,n ← C n−2,n−1 * (n − 1) * (−1) n+1 ;
Step 3: Calculate the coefficients of the remaining terms of the polynomial
Step 4: Calculate the coefficients of the first power variable
It is important to notice that steps 2 and 3 are cascaded by an inherent dependence on variable n. By proceeding in above way, a family of polynomial wavelets are generated.
PPS Wavelet Neural Network
Let us consider the canonical structure of the multidimensional PPS-wavelet neural network (PPS-WNN), as shown in Figure 2 . For the PPS-WNN in Figure 2 , when a input pattern X = (x 1 , x 2 , . . . , x m ) T is applied at the input of the network, the output of the i th neuron of output layer is represented as a function approximation problem, ie, f : R m → [0,1] n , given by:
where p is number of hidden neurons, ϒ(.) is sigmoid function, ϕ(.) is the PPS-wavelet, w (2) are weight between the hidden layer to the output layer, w (1) are weights between the input to the hidden layer, d are dilation factors and t are translation factors of the PPS-wavelet, b (1) and b (2) are bias factors of the hidden layer and output layer, respectively. The PPS-WNN contains PPS-wavelets as the activation function in the hidden layer ( Figure 3 ) and sigmoid function as the activation function in the output layer (Figure 4) .
The output of the j th PPS-wavelet hidden neuron (Figure 3 ) is given by :
The output of the i th output layer neuron (Figure 4 is given by:
i ) where
The adaptive parameters of the PPS-WNN consist of all weights, bias, translations and dilation terms. The sole purpose of the training phase is to determine the "optimum" setting of the weights, bias, translations and dilation terms so as to minimize the difference between the network output and the target output. This difference is referred to as training error of the network. In the conventional backpropagation algorithm, the error function is defined as:
where n is the dimension of output space, s is the number of training input patterns The most popular and successful learning method for training the multilayer perceptrons is the backpropagation algorithm. The algorithm employs an iterative gradient descendent method of minimization which minimizes the mean squared error (L 2 norm) between the desired output (y i ) and network output (o i ). From Equations (18) and (19), we could deduce the partial derivatives of the error to each PPS-wavelet neural network parameter ′ s, which is given by:
Partial Equations of the Output Layer
∂E ∂w (2) i j = − s ∑ q=1 (y qi − o qi ).o qi .(1 − o qi ). ϕ j (d j .(net (1) q j − t j )) (20) ∂E ∂b (2) i = s ∑ q=1 (y qi − o qi ).o qi .(1 − o qi ) (21)
Partial Equations of the Hidden Layer
∂E ∂w (1) jk = −d j . s ∑ q=1 [ϕ ′ j (d j .(net (1) q j − t j )).x qk . n ∑ i=1 (y qi − o qi ).o qi .(1 − o qi ).w (2) i j ] (22) ∂E ∂b (1) j = s ∑ q=1 [ϕ ′ j (d j .(net (1) q j − t j )).d j . n ∑ i=1 (y qi − o qi ).o qi .(1 − o qi ).w (2) i j ] (23)
Partial Equations of the PPS-Wavelet Parameters
After computing all partial derivatives the network parameters are updated in the negative gradient direction. A learning constant γ defines the step length of the correction, r is the iteration and momentum factor is β. The corrections are given by:
Algorithm to PPS Wavelet Neural Network
In this section, the learning algorithm to the PPSwavelet neural network is proposed by using the backpropagation method. 
PATTERN RECOGNITION AND THE XOR PROBLEM
The pattern recognition problem consists of designing algorithms that automatically classify feature vectors associated with specific patterns as belonging to one of a finite number of classes. A benchmark problem in the design of pattern recognition systems is the exclusive OR (XOR) problem. However, to solve this problem, effectively ended research interest in the area of Artificial Neural Networks for over 21 years, which highlights the importance of the XOR problem in the design of pattern recognition systems. The standard XOR problem is depicted in Figure 5 : Here the diagonally opposite corner-pairs of the unit square form two classes, A and B. From the Figure 5 , it is clear that it is not possible to draw a single straight line which will separate the two classes. This observation is crucial in explaining the the complexity to solve this problem. This problem can be solved using multi-layer perceptrons (MLPs), or by using more elaborate single-layer artificial neural network such as the PPS Wavelet neural network, can be trained to solve this problem in a straightforward manner. In order to demonstrate the adaptive capacity of the PPS neural networks, we accomplished a study with the functions ϕ 2 (x) and ϕ 5 (x). The results are illustrated in Figures 6 and 7 respectively: 
CONCLUSIONS
Neural networks and wavelet transform have been recently seen as attractive tools for developing efficient solutions for many real world problems in function approximation. The combination of neural networks and wavelet transform gives rise to an interesting and powerful technique for function approximation referred to as wavenets. Function approximation is a very important task in environments where computation has to be based on extracting information from data samples in the real world processes. So, mathematical model is a very important tool to guarantee the development of the neural network area.
