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Aharonov and Anandan [3] later identified
T 0 ∆Edt with the path length of the trajectory in Hilbert space, and showed that its value is limited by arccos(| ψ i |ψ f |). This geometrical interpretation of the QSL motivated Carlini et al. [4] to search for the optimal path in Hilbert space, and the QSL was furthermore applied to a wide range of systems [5] [6] [7] [8] [9] [10] . Recently Caneva et al. [11] observed the QSL based on convergence of an Optimum Control (OC) algorithm.
The quantum speed limit is often stated in terms of the minimum time T = T QSL required to obtain complete transfer into a given target state. At durations shorter than T QSL , the target state cannot be reached fully and the high operation speed has to be paid with a certain infidelity. An important question is then: How will the non-perfect fidelity of an optimal process change, when the process duration is extended and the control is re-optimized? To the best of our knowledge, there has been no systematic investigation of this regime.
In this article we address the dynamics below T QSL within the framework of Optimum Control theory. We derive an OC algorithm equivalent to the well-known Krotov algorithm [12, 13] following the approach in Ref. [14, 15] . We then generalize this algorithm by including a variation of its duration, formulate criteria of optimality below the QSL, and derive a trade-off relation between the duration and the fidelity of an optimal process. We interpret this result in Hilbert space geometry and propose a classification scheme for the control sequences based on their optimizability. Finally, we show the existence of multiple locally optimal solutions in a system with a constrained Hamiltonian.
Hilbert space geometry: Consider a system characterized by a state vector |ψ ≡ |ψ(t) evolving in time via the Schrödinger equation |ψ = −iĤ|ψ , whereĤ is the time dependent Hamiltonian of the system and = 1.
The time derivative of the state can be interpreted as the velocity in the Hilbert space. Generally the parallel Hilbert velocity |ψ ≡ |ψ ψ|ψ = −i|ψ ψ|Ĥ|ψ ≡ −iE|ψ merely evolves the phase of the current state, while the perpendicular Hilbert velocity |ψ
in the Hilbert space. This can be seen explicitly by decomposing the state in a fixed orthonormal basis |φ j , |ψ = j a j e −ibj |φ j , where a ≡ (a 1 , a 2 , ...) and b ≡ (b 1 , b 2 , ...) are independent real vectors, and |a| 2 = j a 2 j = 1. The Hilbert velocity is
At a given point in time, the particular choice of basis
. Thus a non-zero perpendicular Hilbert velocity component φ k |ψ =ȧ k e −ib k implies a time variation of the coefficient a k leading to motion in Hilbert space.
In a general basis, one finds that |ψ| 2 = |ȧ| 2 + ḃ2 and |ψ | = ḃ , where the notation c ≡ j a 2 j c j was used. The speed of motion can then be expressed as
The trajectory length can be defined for any |ψ(t) , t ∈ 0, T as
which (apart from a factor of 2) is equivalent to the AharonovAnandan geometrical phase [3] , a non-adiabatic generalization of the Berry phase [16, 17] . The distance in Hilbert space D(α, β) between two general states |α and |β is the length of the shortest trajectory connecting them. To find D, we can treat |ψ ⊥ |(ȧ, a,ḃ) as a Lagrangian, and since it does not depend on b, obtain the conserved generalized momenta
Without loss of generality, we can choose |φ 1 = |α in the state expansion implying a 1 (t = 0) = 1 and Π j = 0 for all j. At any later time, non-zero a j requiresḃ j = ḃ and consequently ∆ḃ = 0. In this case |ψ ⊥ | = |ȧ|, and the shortest trajectory is a geodesic on a hypersphere in the space of parameter a (given by |a| = 1). In the chosen basis,
which is equivalent to the Wootters distance [5, 6, 18] , and attains a maximum value π/2 for a pair of orthogonal states. By definition, C ≥ D, which leads to the QSL criterion
Optimal control: Assume now that the Hamiltonian of the system only depends on time via a vector of control parameters u(t), that isĤ ≡Ĥ(u(t)). Provided that the system is prepared in a state |ψ(0) at time t = 0, the objective is to find control parameters u(t) to maximize the probability of being in a given target state |χ(T ) at a time t = T . Hence the fidelity given by
has to be optimized, whereÛ is the time evolution operator. To discretize the process, we express the total evolution operator as an ordered product of N finite interval evolutionsÛ (T, 0) = N j=1Û (t j , t j−1 ), with t j = j k=1 ∆t k , and the time intervals ∆t j are chosen sufficiently small so thatÛ (t j , t j−1 ) ≈ exp −iĤ(u j )∆t j is fulfilled with satisfactory precision. The Hamiltonian is assumed to be constant within each time interval and determined uniquely by the value of the control parameters u(t j ) ≡ u j . Thus the set {u j , ∆t j ; j = 1, 2, ..., N }, together with the initial condition, completely defines the process.
First, we optimize the fidelity with respect to u j , treating ∆t j as constants, and then we turn to the main subject of this paper: the effect of the time variation. Substituting for U (T, 0) in Eq. (6), we can carry out the derivative of the fidelity with respect to the control parameters. To simplify the notation, we defineÛ j,k ≡Û (t j , t k ) and ψ j ≡ ψ(t j ). The gradient of the fidelity with respect to u j is then
Here |χ j =Û j,N |χ N is the backwards evolved target state. Up to the second order in ∆t j we can approximate
where {Â,B} =ÂB +BÂ, and thus we obtain
Since we aim to optimize F , the necessary condition for optimality is ∂F ∂uj = 0. For most systems, the solution has to be sought by iterative numerical methods [19] , requiring knowledge of the gradient. The above expression for ∂F ∂uj is equivalent to that of standard OC [12] , but derived without the need for variational calculus.
In the following, a simple optimization algorithm is outlined. The change of fidelity induced by a small variation of the control parameters δu j is δF = , where the time average is defined as
Since f j g j T is equivalent to an inner product of functions f (t) and g(t), the steepest fidelity increase occurs for δu j = α 1 ∆tj ∂F ∂uj , where α is a step size chosen such that the locally linear approximation is still valid. After performing control adjustment at a given point in time t j , we can move to a neighboring point t j+1 or t j−1 while updating the evolution of both ψ and χ. One OC iteration is usually defined as a sweep over the whole process duration.
We now turn to the optimization of the process fidelity by adjustment of the time intervals. When treating ∆t j as independent parameters, the process duration T is also allowed to vary, however both ψ(0) and χ(T ) remain fixed. The gradient of fidelity with respect to ∆t j is given by
A general variation of the time intervals can be written in the form δ∆t j = µ j ∆t j , where |µ j | 1. The induced changes of T and F are
A uniform extension of the process δ∆t j = κ∆t j , with a small constant κ = δT /T is a trivial example of an uncorrelated adjustment fulfilling Cov µ j , ∂F ∂∆tj = 0. In this case, the rate of fidelity change becomes
where we have used Eq. (10) and replaced the sum in the mean value with an integral for the limit ∆t j → dt.
It is important to realize, that the factor ψ(t)|χ(t) = ψ(0)|Û (0, T )|χ(T ) = √ F e ibχ is time independent. To exploit this property, we introduce an auxiliary vector |ξ ≡ |ξ(t) (|ξ| = 1, ψ|ξ = 0) chosen such that
or explicitly |ξ =
|ψ . Substituting |χ into Eq. (13) and defining
we obtain a differential equation
This key result, which will be discussed in more detail below, quantifies the time-fidelity trade-off. To show that it is not only valid for a uniform extension of a general process but also for any time variation of an optimal process, we need to derive a necessary condition for optimality of the control. For a sufficiently fine discretization of time, any process optimal with respect to u j is necessarily extremal with respect to any variation of ∆t j which preserves T , (δT = 0). Such a redistribution must be of the form µ j = ν j − ν j T , where ν j ≡ ν(t j ) is an arbitrary function of time, and is a small scaling factor. Using Eq. (12), the corresponding change in fidelity is δF = T Cov ∂F ∂∆tj , ν j . By choosing ν j = ∂F ∂∆tj to maximize δF , and comparing it with the fidelity variation δF κ induced by a uniform extension of the process with an equivalent mean adjustment κ = µ j 2 T = Std ∂F ∂∆tj , we obtain a measure of the process optimality
For an optimal process, η tends to zero, because the fidelity can only be improved by an extension of T . This implies In the common case when the system dynamics can be turned off by the control, the optimal process fidelity F opt can only grow with T , implying Q opt ≥ 0.
Having established the time-fidelity trade-off for any time variation of an optimal process, we turn to the geometric interpretation of this result. By definition the vectors |ξ and |ψ are orthogonal, thus we see that Q is a particular component of the perpendicular Hilbert velocity
In the following it is shown that the equality Q = ∆E occurs when the motion of ψ is along the shortest path towards χ.
The quantity Q will thus be referred to as the direct Hilbert speed.
Choosing |φ 1 = |ψ and |φ 2 = |ξ in expansion (1) at the given point in time, the geodesic towards χ satisfies |ψ ⊥ =ȧ 1 e −ib1 |ψ +ȧ 2 e −ib2 |ξ (19) to first order in time. The conditionȧ 1 a 1 +ȧ 2 a 2 = 0 implieṡ a 1 < 0, when a 2 becomes non-zero. We use this along with Eq. (14), to conclude that the scalar product | χ|ψ ⊥ | is maximized for b 2 = b 1 + π. Since at the starting point (zeroth order in time) b 1 = 0 due to the choice of basis, we obtain Im ξ|ψ ⊥ = 0 proving Q = ∆E for the geodesic. The direct Hilbert speed Q thus corresponds to the energy uncertainty when the motion of the current state ψ(t) is oriented towards the state χ(t).
Based on these results we introduce a classification scheme for the control sequences. Since the OC algorithm searches for local optima, the optimization result can depend on the initial choice of the control parameters. We define an optimum class as a continuous T transformation of optimal control parameters u opt (T, t) ≡ u opt,T (t). A set of initial control parameters yielding upon optimization a solution in a certain optimum class will be called a control family.
For any optimum class reaching the target perfectly (ψ(T ) = χ(T )), we can set
This integral is analogous to Eq. (5); but instead of providing a lower bound for the duration, it quantifies the speed exactly. Thus we interpret Eq. (16) as the true QSL for a given optimal class. Caneva et al. [20] observed the relation F = sin Q T δT for an optimum class with F (T = 0) = 0. The sin 2 dependence thus occurs whenever Q T is independent of T , even if the motion is not along a geodesic. The speed limit is then set by the time T QSL = 2Q/π.
As a very important implication of our analytic results, Eq. (16) allows to modify the OC algorithm to search for a process yielding a certain predefined fidelity, while having the shortest possible duration within a given control family. After the default OC algorithm has converged to some fidelity F 1 for a given initial duration T 1 , we can estimate the time T 2 required to obtain fidelity F 2 by setting Q T = Q 1 T1 constant in Eq. (16) . Re-optimizing the process and repeating the guess of T we quickly converge towards the optimal duration.
Entanglement generation in a multilevel system: To provide a non-trivial example of our time optimal control, we optimize entanglement generation in an atomic system with Rydberg excitation blockade [21] . The system consists of N indistinguishable atoms, each having two ground states |1 and |2 , and a highly excited Rydberg state |r . The ground states are coupled by a resonant external field with a Rabi frequency Ω 1 (t) = Ω max u 1 (t), and similarly the states |2 and |r are coupled by Ω r (t) = Ω max u r (t), with 0 ≤ u i ≤ 1 and Ω max = 2π × 10MHz. Due to a large electric dipole moment, a single Rydberg excitation will render Ω r off-resonant for the remaining atoms, thus permitting only one Rydberg excitation at a time. Consequently, the system is closed in the 2N + 1 dimensional Hilbert space with a symmetric basis |n 1 , n 2 , n r , where n i is the number of atoms in the state |i , and n 1 + n 2 + n r = N , n r ≤ 1. The Hamiltonian is
where a i (a † i ) are the conventional annihilation (creation) operators, J x is the pseudo-spin operator and σ ± are the Pauli matrices denoting the transfer between the states with 0 and 1 Rydberg excitation.
Initially the system is prepared in |ψ(0) = |N, 0, 0 . Motivated by Ref. [21] , we aim to prepare the maximally entangled state
where (·) sym denotes symmetrization with respect to all atoms. To have a simple but non-trivial system with ψ(0)|χ(T ) = 0, we have chosen N = 3.
To classify the control sequences as outlined above, we initially choose constant control parameters u 1 (t) = u r (t) = 1 and evolve the states ψ and χ in time (forward and backward respectively) for a variable total duration T . The resulting fidelities F (T ) and the values of Q T are shown in Fig.1(a,b) . Note that Q does not depend on t since H is constant and thus commutes with the evolution operator. The examined range of T is divided in a number of sections by discontinuities in Q(T ) where F → 0 and Q(T ) changes sign.
To identify the associated control families we perform control optimization for initial parameters u i chosen from each of these sections. These initial control parameters belong to different control families denoted by roman numbering i -vi. Note that initial control parameters from different sections can belong to the same control family as illustrated by family iii. Moreover the transition to a different control family can occur at non-zero fidelity, illustrated by family v. For given initial control parameters, the OC algorithm converges to a single solution for a process duration T . This solution can be extended to yield the whole optimum class u opt (T, t) iteratively, by adjusting T infinitesimally via a uniform variation δ∆t j = κ∆t j and re-optimizing the control.
Figure1(c,d) shows the fidelity F opt (T ) and Q opt (T ) of the six optimum classes. Each class is shown within the relevant region in T where 0 < F < 1 and Q opt (T ) > 0. The first two classes do not reach F = 1, because the OC algorithm fails to improve when Q opt (T ) → 0. Interestingly, the remaining optimal classes slip into a lower class before reaching F = 0 (denoted by vertical dotted lines in Fig.1(d) . This transition can be very sudden when using the modified OC algorithm aiming for some predefined fidelity. Note that a slight decrease of the target F at the slip point allows to shorten T substantially by falling into a different control family and converging towards an optimal solution there.
The presented classes are not the only possible solutions to the optimum problem, but they provide very efficient processes reaching perfect fidelity in T QSL = 0.2204µs for the iii class (on the order of the coupling period 2π/Ω max = 0.1µs). Nevertheless, the motion in the Hilbert space is most certainly not along a geodesic, since the corresponding path length C = T 0 ∆Edt = 10.16 is much longer than the distance of states D[ψ(0), χ(T )] = π/2. This is due to the character of the Hamiltonians (21) and (22), which do not provide the ideal drive of the system. In summary, we have quantified the trade-off between the fidelity and the duration of a general process driven by a time varying control, and derived a necessary convergence criterion applicable to local OC algorithms, Eq. (17) . We have interpreted the main result in the framework of the Hilbert space geometry, and concluded that the direct Hilbert speed Q cor-responds to the energy uncertainty when the motion of the current state occurs straight towards the state χ. Rather than providing a lower bound on the duration of the state evolution, as in the standard QSL criterion, equation (16) evaluates the speed limit exactly. In practice, this allows to adapt the OC algorithm to minimize the process duration while obtaining a predefined fidelity. The formalism developed here has broad applicability to quantum optimization problems; we illustrate that by applying it to a multilevel system with a constrained Hamiltonian, for which we present and classify a number of different optimal solutions. 
