Abstract: Local sub-model networks based nonlinear approximated model and the identification algorithm are developed for nonlinear system. The structure of local sub-model is selected through a criterion with respect to both the approximation accuracy and model simplicity for the further applications. The computional load of identification does not change so much with the increaing of number of sub-models. The sub-model can be a linear model, or a simple blockoriented nonlinear model to improve the model accuracy and convergence performance of the identification algortihm.
INTRODUCTION
Nonlinear system analysis and system design are very urgent and challenging issues in a wide range of application areas, and the key step is construction of an effective model to satisfy practical requirement, see Billings [1980] , Sjöberg et al. [1995] and Nelles [2001] . A system model may be obtained through system identification, nevertheless, nonlinear system identification is often not an easy task due to the complex model structure, complicated numerical nonlinear optimization, etc.
Many works have been considered to construct a global model for nonlinear system directly. For example, blockoriented models such as Hammerstein model, Wiener model, Hammerstein-Wiener model are applied in control applications, see Janczak [2005] . Although their structures are very simple, and the identification procedures can be performed easily, it seems that they are only effective to the systems whose nonlinearity can be separated from linear dynamics. Wiener or Volterra series based approximation is independent of the system structure as shown in Schetzen [1980] , however, it often requires a large number of kernels and coefficients for high accuracy, so it often causes numerical problems easily. NARMAX model allows the approximation to use linear combination of parameters and regression containing the nonlinear components, i.e., linear in parameters, see Chen et al. [1989] , and the regression structure is required to be chosen appropriately before parameter estimation from some prior system information. GMDH in Ivakhnenko [1970] is the method to choose the nonlinear components involved in the regression from a short data record, but its efficiency will decrease when handling a long data record. On the other hand, neural networks, genetic algorithms map from the input space into output space even though the physical structure of the nonlinear system is unknown, see Hunt et al. [1992] , however, they usually need a large number of samples to optimize the weight coefficients of the nonlinear model. The wavelet based neural networks using orthogonal nonlinear basis functions have also been considered in Sjöberg et al. [1995] .
Instead of construction of global models, some methods have constructed the nonlinear model by networks of a set of local models assigned by weighting functions to indicate their respective contribution in the nonlinear model. For example, local linear model tree (LOLIMOT) using simple linear models in Nelles et al. [1996] , or Takagi-Sugeno fuzzy models using neuro-fuzzy model in Takagi et al. [1985] , Pekpe et al. [2007] , divides the operating space into several partitions corresponding to the operating regime of local models. The partition can be performed through measuring the deviation of the operating state from the partition center, or the self-organizing map, see Jeongho et al. [2003] . Furthermore, the comparison of global model and local model networks shows that the local model networks has some advantages, e.g., it does not require the structure information of nonlinear system, is very effective to dynamic systems, and can be implemented easily, see Brown et al. [1999] , Koga et al. [2006] . However, the number of local models, convergence performance and computational complexity of identification depend on the structure of the local model largely.
In this paper, a nonlinear identification scheme based on local sub-model networks is developed. The model has the similar structure as LOLIMOT since it has an explicit interpretability, and the parameters of local sub-models can be estimated easily. In the new identification, the local model structure is selected through a specified criterion function to adjust trade-off between the accuracy and simplicity of the nonlinear model. Only the parameters of sub-models corresponding to new partitions are estimated per iteration, so the computational load does not change so much with increasing of sub-models number compared with other networks based identification methods. Furthermore, the structure of sub-model is extended to simple block-oriented nonlinear model for the system with severe nonlinearity to improve the model accuracy and convergence performance of parameter estimation.
PROBLEM STATEMENT
Assume the nonlinear system can be represented by
where u(k), y(k) and e(k) are the system input, output and noise at sampling instant k respectively. f (·) is an unknown nonlinear mapping function which will be approximated by a local sub-model networks illustrated in Fig. 1 . The networks is composed of M sub-models followed by weight functions w j , j = 1, 2, · · · , M. w j is determined by the regression of sub-model deviation from the partition centers, i.e., the closer the regression to the j-th partition center, the larger w j will be. Each sub-model has the same structure and model order, and the parameters are estimated form the input and output data iteratively. The sub-model can be chosen as a linear dynamic model similarly as LOLIMOT, or the simple block-oriented model which is easy to be estimated, e.g., a Hammerstein model, if the application requires more accurate nonlinear model. In the new identification algorithm, the structure of the local sub-model will be determined first from the input and output data by using a specified criterion function with consideration of both approximation accuracy and model simplicity.
Selection of Sub-Model Structure
The selection of model structure is an essential step in system identification, see Haber et al. [1990] , Sjöberg et al. [1995] . It influences the result of system identification greatly.
Two aspects of model quality are often considered. One is the model accuracy to approximate the main characteristics of the system, the other one is the model simplicity for applications. In the local sub-model networks, the structure of sub-model should be considered carefully.
The structure of the local sub-models as well as the number of sub-models can be determined by using some criteria such as Mallow's C p statistics, Akaike's information criterion (AIC), or Bayesian information criterion (BIC), etc., as illustrated in Haber et al. [1990] . However, the computational load may be heavy since not only the estimation of sub-models, but also the partitions have to be re-calculated when using different structure of local models. In the proposed identification algorithm, a simple scheme to select local model orders just using one local linear model is proposed.
Consider the case where the sub-model is a linear ARX model. Define the mean squares error V 1 (θ 1 ) by
where the nonlinear system is approximated by only a single linear model and θ 1 is its parameter vector obtained by minimizing V 1 (θ 1 ) through least squares method, and
Then the model denominator and numerator orders n a , n b can be selected by minimizing the criterion function
where J(n a , n b ) is defined by
Here p i and z j are poles and zeros of the transfer function of the estimated model, α is a small regularization positive number. J(n a , n b ) in (8) can be interpreted as follows. The first term V 1 (θ 1 ) is the accuracy indicator of local model networks, whereas the second term V 2 (n a , n b ) is a penalty function corresponding to the simplicity of model structure, and the constant λ is used as a weight adjustment between these two terms. When the locations of some poles p i are close to some zeros z j , the penalty term becomes large to prevent the excessive model complexity.
In the applications, λ can be chosen as a proportional factor of the variance of output y(k) to adjust the weights of V 1 (θ 1 ) and V 2 (n a , n b ).
As initial values, let the mean and standard deviation vectors of the regression of the linear model with parameter vector θ 1 be denoted as c 1 and σ 1 , where
and c 1,i , σ 1,i are the mean, standard deviation of i-th entry of the regression φ(k).
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Partition of Regressions
In the M -th iteration, the regressions φ(k) for k = 1, · · · , N are divided into M partitions. The output of the approximated model is given bŷ
where θ j is the (n a + n b ) × 1 parameter vector of the sub-model corresponding to the j-th partition. The weight functions w j (φ(k), c j , σ j ) take important roles in local sub-model networks. They indicate which sub-model will dominate the model output at instant k, and make the operating regime of the networks be adaptive to the current state of nonlinearity. Following the methods used in LOLIMOT Nelles et al. [1996] and neuro-fuzzy model Takagi et al. [1985] , w j (φ(k), c j , σ j ) can be given by
Similarly as the regression partition, the prediction error ε(k) can also be divided into M partitions and the corresponding local mean squares error denoted as MSE j , j = 1, · · · , M, can be calculated by
where N j is the total regression number of the j-th partition. In order to reduce the global error in the (M + 1)-th iteration, the partition to be divided into two new partitions is determined by choosing the partition whose local error MSE j is the largest one among the M partitions. Let such partition number be denoted as m, then m is given by
There are n a + n b candidates to divide the m-th partition with respect to the regression size. Consider the m-th partition in the last iteration. Following the i-th entry of regression φ(k), which is denoted as x i (k), the m-th partition can be divided into two new partitions 
Parameter Estimation of Local Models
Following Fig. 1 , the nonlinear system is approximated by M + 1 sub-modelŝ
in the (M + 1)-th iteration, where θ j is the parameter vector of the sub-model corresponding to the j-th partition.
Corresponding to the new partitions, the weight functions w j (φ(k), c j , σ j ) are updated by
Notice that in (17) 
where the signal y res (k) is given by
Then the parameter vectors θ m and θ M+1 corresponding to this partition candidate are estimated by some algorithms such as least squares through minimizing the cost function V (θ m , θ M+1 ). Notice that only 2(n a + n b ) parameters are required to be estimated for one partition candidate, the computational complexity is almost the same in every iteration and does not increase too much even though the sub-model number increases.
Following (n a + n b ) entries of the regression φ(k), there are (n a + n b ) candidates to divide the m-th partition, consequently (n a + n b ) sets of the estimated parameters and the corresponding global MSE functions V (θ m , θ M+1 ) are obtained. Choosing the partition candidate corresponding to the smallest global MSE function V (θ m , θ M+1 ) yields the optimal partition of regressions φ(k) in this iteration, correspondingly the parameters of m, (M + 1)-th submodels, the mean vector as well as the standard deviation vector can be updated.
It is noticed that the number of sub-models increases with the increasing of iteration number. If some submodels with the similar mapping property are merged into one sub-model, the complexity of the networks can be decreased.
Identification Procedures
Assume that the order range of sub-model is n 1 ≤ n a , n b ≤ n 2 , where n 1 and n 2 are determined by prior information. If no prior information is available, n 1 can be chosen as 1, and n 2 can be given by an enough large integer such that mean squares error does not decrease too much for n a , n b > n 2 . The identification using local sub-model networks can be performed by the following procedures.
Step 1(a): Let n a = n b = n 1 , and the regressions be constructed by (5) from the observation data.
Step 1(b): Estimate parameter vector θ 1 in (6).
Step 1(c): Calculate criterion function J(n a , n b ).
Step 1(d): If both n a and n b are larger than n 2 , go to Step 2. Otherwise let n a = n a + 1 if n a < n 2 ; otherwise let n a = n 1 , n b = n b + 1 then return to Step 1(b).
Step 2: Choose the orders n a , n b such that J(n a , n b ) has the smallest value, and the corresponding estimation of parameter vector θ 1 . Let M = 1, calculate c 1 and σ 1 by using the all the regressions, and weight function w 1 (φ(k), c 1 , σ 1 ) = 1. Choose the partition number to be divided in the next iteration as m = 1, and the division entry number i = 1, then start the identification iteration. Step 6: Let m be number of the partition that has largest local error, and let M = M + 1. Return to Step 3(a) to continue the next iteration.
EXTENSION TO LOCAL NONLINEAR MODEL NETWORKS
A simple nonlinear local sub-model can also be used in the networks. For example, by introducing some nonlinear components of input signals, the performance to deal with nonlinearity can be improved significantly. In this section, the networks using a Hammerstein model as local submodels are considered.
Let the model output of the networks model with M submodels be represented bŷ
where φ L (k) is the linear part of regression, φ NL (k) is the nonlinear part that contains the nonlinear terms of input signal, e.g.,
is a nonlinear basis function, θ j,L and θ j,N L are the linear regression, nonlinear regression corresponding parameter vectors respectively. The weight function w j is determined by the linear regression φ L (k) and its mean vector c j , standard deviation vector σ j . When the order selection of sub-model and partition of regression are performed similarly as the linear sub-model case, where only the linear part φ L (k) is considered for order selection in (8) and regression partition in (16), the parameter estimation can be performed similarly as the linear submodel case.
Moreover, it is possible to decrease the computation load if the nonlinear regression part is also considered in (8) to reduce the model orders.
NUMERICAL EXAMPLES
Two simulation examples are considered in this section. The first one is the example to deal with local linear model networks.
Example 1: Case of Local Linear Model
Consider a true nonlinear system which is represented by Let n a = n b = n for the simplicity of notation to select the local model order. The function J(n a , n b ) in (8) for n = 1, 2, · · · , 9 is shown in Fig. 2 . λ is chosen as
2 /(6 · 10 4 N ), whereȳ is the mean of y(k).
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Example 2: Case of Local Nonlinear Model
Consider a nonlinear system which given by
where e(k) is an i.i.d white Gaussian noise with N (0, 7.5 2 ). 4096 input and output data are used for identification. The sub-model is chosen as a Hammerstein model whose nonlinear regression part is given by a square function, i.e., It can be seen that MSE obtained by using the Hammerstein sub-model networks is about 1 times faster to reach low level than that by using linear local model networks. Though the nonlinear component of φ NL (k) is a square function, which is quite different from the true nonlinearity of square root, the convergence performance of the networks using nonlinear local model is superior to that of the linear local model networks. The comparison of true observed system output y(k) and the outputŷ(k) of obtained networks of local Hammerstein models in the 21-th iteration is also illustrated in Fig. 7 , where the model outputŷ(k) is close to the true one so the obtained networks model is valid for approximation of the true nonlinear system.
CONCLUSIONS
The local sub-model networks based identification algorithm has been developed for nonlinear system identification. By selecting appropriate orders of the local submodel, the networks can approximate the characteristics of the nonlinear system effectively. Furthermore, by using local nonlinear models, the convergence performance of the networks can be improved significantly. The selection of nonlinear regressions, more effective criterion function to select model order for the local nonlinear model networks, recursive identification algorithm and merging of sub-models will be considered in the future research work.
