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Information from developmental signaling pathways
must be accurately decoded to generate transcrip-
tional outcomes. In the case of Notch, the intracellular
domain (NICD) transduces the signal directly to the
nucleus. How enhancers decipher NICD in the real
time of developmental decisions is not known. Using
theMS2-MCP system to visualize nascent transcripts
in single cells in Drosophila embryos, we reveal how
two target enhancers read Notch activity to produce
synchronized and sustained profiles of transcription.
By manipulating the levels of NICD and altering
specific motifs within the enhancers, we uncover
two key principles. First, increased NICD levels alter
transcription by increasing duration rather than fre-
quency of transcriptional bursts. Second, priming of
enhancers by tissue-specific transcription factors is
required for NICD to confer synchronized and sus-
tained activity; in their absence, transcription is sto-
chastic and bursty. The dynamic response of an indi-
vidual enhancer to NICD thus differs depending on
the cellular context.
INTRODUCTION
Genes respond to external and internal cues through the actions
of transcription factors and effectors of signaling pathways.
Gene regulatory regions, termed enhancers, integrate informa-
tion from these inputs to produce an appropriate transcriptional
output. During development, decisions may occur in a matter of
minutes, but as the transcription dynamics have rarely been
analyzed in vivo in real time, we know little about how recipient
enhancers decipher the signals. For example, enhancers could
respond in a digital manner, working as simple on-off switches,
or as analog devices, operating as a rheostat so that signal levels
can modulate the output (Blackwood and Kadonaga, 1998; Gar-
cia et al., 2013; Lammers et al., 2018). In either case, they mustDevelopmental Cell 50, 411–425, A
This is an open access article undalso have the capability to detect and transduce key parameters
to the transcription machinery, such as signal duration and
thresholds.
With the advent of precise and quantitative methods to
measure transcription, such as single molecule fluorescence
in situ hybridization (smFISH) or live imaging, it has become
evident that transcription is not a continuous process. Instead,
transcribing genes undergo bursts of initiation that are often
separated by inactive intervals (Chubb et al., 2006; Golding
et al., 2005). Bursting is thought to occur because dynamic
enhancer-promoter activation leads to episodic polymerase
release. One consequence of this is that factors modulating
the levels of transcription can do so by changing either the fre-
quencywith which a burst occurs (measured by the gap between
bursts) or the size of each burst (measured by changes in burst
duration and/or amplitude). To date, bursting frequency rather
than burst duration or amplitudes seems to be the major param-
eter modulated in different species and contexts (So et al., 2011;
Senecal et al., 2014; Xu et al., 2015; Desponds et al., 2016;
Padovan-Merhar et al., 2015; Lammers et al., 2018; Berrocal
et al., 2018). For example, enhancers controlling early patterning
genes in Drosophila embryos produce similar bursting size but
have different bursting frequencies, which can be attenuated
by the presence of insulators (Fukaya et al., 2016). Similarly, ste-
roids increase the bursting frequency of target enhancers (Lar-
son et al., 2013; Fritzsch et al., 2018). However, it remains to
be discovered whether all transcription factors alter transcription
dynamics in this way and specifically whether it is these or other
properties that are modulated by developmental signals to
confer appropriate outputs in the in vivo setting of a developing
organism.
Transcriptional bursting is thought to make an important
contribution to heterogeneity in transcriptional activity between
cells (Raj and van Oudenaarden, 2008). For example, in cells
exposed to estrogen, response times for transcription activation
were highly variable with no coherent cycling between active and
inactive states (Fritzsch et al., 2018). Stochastic transcriptional
behavior is also of key importance for differentiation of photore-
ceptors in Drosophila eyes (Wernet et al., 2006), of hematopoiet-
ic cells in mice (Chang et al., 2008; Ng et al., 2018), and of
neuronal cells in zebrafish retina (Boije et al., 2015). However,ugust 19, 2019 ª 2019 The Authors. Published by Elsevier Inc. 411
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Figure 1. Synchronous Activity of Two Notch-Responsive Enhancers
(A) Diagrams illustrating the MS2 strategy for live imaging of transcription (top) and the location of mesectoderm (MSE) and neuroectoderm (NE) enhancers in
E(spl)-C (m5/m8 ;m8NE) and single minded (sim) (bottom). Arrows indicate transcription start-sites, boxes in lower panel indicate promoters (white), non-coding
(light gray) and coding (dark gray) transcribed regions.
(B) Diagram of a blastodermDrosophila embryo, indicating mesodermal Delta expression (pink), which activates Notch in flanking cells (green dots) to specify the
MSE. Image: transcription from m5/m8 detected by MCP-GFP accumulation in bright puncta (green), nuclei are labeled by His2Av-RFP (blue).
(C) Tracked expression from m5/m8 and sim reporters. Top panels: tracked nuclei false-colored by total signal levels, proportional to total mRNA production.
Bottom panels: single frames with tracked nuclei shaded according to maximum pixel intensity.
(D) Profiles of m5/m8 and sim fluorescence from individual nuclei that exhibit ‘‘sustained’’ activity.
(E) Heatmaps representing fluorescence profiles of m5/m8 and sim in all MSE nuclei during nc14 (scale as indicated with blue, no expression; yellow, high
expression; black indicates periods where nuclei were not tracked).
(F) Distributions of onsets and end points of transcription from m5/m8 and sim in the MSE.
(G) m5/m8 and sim produce similar average temporal profiles. Mean fluorescent intensity of MCP-GFP puncta at indicated times in nc14.
(legend continued on next page)
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while it is an attractive feature for promoting heterogeneity,
inherent transcriptional variability could be extremely disruptive
in developmental processes where a coordinated response of
many cells is required to pattern specific structures. In some
cases, this may be circumvented by averaging mechanisms
that allow cells to produce homogeneous patterns of gene
expression (Little et al., 2013) that include mRNA diffusion in
Drosophila syncytial embryos (Bothma et al., 2018). However,
it is only in rare circumstances that mRNA diffusion can operate,
and it is unclear whether other averaging mechanisms would
be effective over shorter time intervals. To effectively achieve
reproducible patterns, cells must therefore overcome the vari-
ability that is inherent in transcriptional bursting and stochastic
enhancer activation.
Notch signaling is a highly conserved developmental signaling
pathway that is deployed in multiple contexts. It has the unusual
feature that the Notch intracellular domain (NICD) transduces the
signal directly to the nucleus, when it is released by a series
of proteolytic cleavages precipitated by interactions with the
ligands. NICD then stimulates transcription by forming a com-
plex with the DNA binding protein CSL and the co-activator
Mastermind (Mam) (Bray, 2006). The lack of intermediate
signaling steps and amplification makes this a powerful system
to investigate how signals are deciphered by responding en-
hancers. Furthermore, there may be differences in the levels
and dynamics of NICD produced by different ligands (Nandago-
pal et al., 2018). However, although its role as a transcriptional
activator is well established, at present, we know little about
how enhancers respond to NICD in the real time of develop-
mental decisions. For example, do enhancers operate as simple
switches, detecting when NICD crosses a threshold, or are they
sensitive to different levels of NICD, in which case does NICD,
like other factors, modulate bursting frequency? Nor do we
know what sequence features in the responding enhancers
confer the output properties, although enhancers with paired
CSL motifs (referred to as SPS motifs) (Bailey and Posakony,
1995; Nam et al., 2007), whose precise spacing could favor
NICD dimerization, are suggested to yield the strongest re-
sponses (Nam et al., 2007).
In order to determine how enhancers respond to Notch activity
in real time, we have used the MS2-MCP system to visualize
nascent transcripts in Drosophila embryos. To do so, we used
two well-characterized Notch-responsive enhancers that drive
expression in a stripe of mesectoderm (MSE) cells and analyzed
their transcription profile over time at the single cell level. Strik-
ingly, all MSE cells initiated transcription within a few minutes
of one another, and once active, each nucleus produced a sus-
tained profile of transcription. By manipulating NICD levels and
altering key motifs within the enhancers, we uncover two key
principles. First, the ability of NICD to confer synchronized and
sustained activity in MSE requires that the enhancers be primed
by tissue-specific transcription factors. In their absence, MSE
enhancers confer stochastic bursty transcription profiles,
demonstrating that different response profiles can be generated(H) Transcription from m5/m8 is curtailed in embryos lacking zygotic Delta (Dl) a
Gray trace,m5/m8 profile in wild-type embryos from (G). In (G) and (H), mean and S
neur) embryos. In this and other figures, the peve promoter was used in all repor
See also Figure S1 and Videos S1 and S2.from a single enhancer according to which other factors are
present. Second, changing Notch levels modulate the transcrip-
tion burst size but not the inter-burst periods, in contrast to most
current examples of enhancer activation. These two key
concepts are likely to be of general importance for gene regula-
tion by other signaling pathways in developmental and disease
contexts.
RESULTS
Synchronized and Sustained Enhancer Activation in
Response to Notch
To investigate how Notch signals are read out by an enhancer in
real time, we focused onwell-characterizedMSE enhancers from
the Enhancer of split-Complex (E(spl)-C) (known as m5/m8) and
from singleminded (sim) (Morel and Schweisguth, 2000; Cowden
andLevine, 2002; Zinzen et al., 2006a). These direct expression in
two stripes of MSE cells during nuclear cycle 14 (nc14) when
Notch is activated in response toDelta signals from the presump-
tive mesoderm (ME) (Figures 1A and 1B) (Morel et al., 2003; De
Renzis et al., 2006; Zinzen et al., 2006a). The MSE converges
to themidline during gastrulation, ultimately forming CNSmidline
precursors similar to the vertebrate floorplate. To visualize tran-
scription from MSE enhancers in real time and define the
response properties conferred by a defined enhancer DNA
sequence, they were inserted into MS2 reporter constructs
comprising the even-skipped promoter (peve), 24 MS2 loops,
and lacZ (Figure 1A). When combined with MCP-GFP in the
same embryos, nascent transcription from the MS2 reporters
was detected by the accumulation of MCP-GFP in nuclear
puncta, whose fluorescence is directly proportional to the num-
ber of transcribing mRNAs at any time point (Figures 1A and
1B) (Garcia et al., 2013). In this way, levels of transcription can
be followed over time in each cell by tracking the puncta relative
to nuclei.
Visualizing transcription in real time revealed that m5/m8 and
simwere both activated in all MSE cells within a narrow timewin-
dow (10 min) in nc14 (Figures 1C, 1E, and 1F; Videos S1 and
S2). Activity was then maintained in these nuclei throughout
the remaining period of nc14 as embryos underwent gastrula-
tion. Both m5/m8 and sim exhibited what we refer to as ‘‘sus-
tained activity’’ because each punctum retained high levels of
fluorescence rather than exhibiting clearly distinct bursts (Fig-
ure 1D), although we note that the resolution of bursting events
is limited by the time each polymerase takes to complete tran-
scription (estimated as 1.6–2.5 min for these reporters) (Fukaya
et al., 2017). Transcription then ceased after 30–50 min, with
less synchrony than at the onset (Figure 1F). Identical response
profiles were obtained when the m5/m8 reporter was inserted
at a different genetic locus (Figures S1A and S1B).
Sustained activity is a feature ofm5/m8 and sim and not a gen-
eral property of Notch-responsive enhancers at this stage, as a
neurectodermal enhancer from E(spl)m8-bHLH (m8NE, Fig-
ure 1A) produced profiles where individual bursts of activitynd abolished in embryos lacking neuralized (neur).
EM of all MSE cells are shown. n = 3 (m5/m8), 3 (sim), 2 (m5/m8 ; Dl), 2 (m5/m8 ;
ters unless otherwise specified.
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were clearly resolved, which we refer to as ‘‘bursty’’ (Figures
S1A–S1C). Furthermore, even though profiles produced by m5/
m8 and sim were continuous, their amplitude fluctuated, likely
reflecting episodic polymerase release. Overall, however, the
m5/m8 and sim response profiles were highly coordinated
temporally (Figures 1E and 1F). Indeed, the mean profile of all
MSE cells analyzed was almost identical for the two enhancers
(Figure 1G). This is remarkable given that they contain different
configurations of binding motifs and implies that MSE cells un-
dergo a highly synchronized period and level of Notch signaling.
To assess the relative contributions of the enhancer and pro-
moter to response profiles, we next tested consequences of
substituting different promoters with m5/m8 and sim, inserting
the reporters at the same genomic position to ensure compara-
bility. First, when peve was replaced by a promoter from sim
(psimE), bothm5/m8 and sim produced lower levels of transcrip-
tion, but their overall temporal profiles remained similar (Fig-
ure S1D). Second, when we combined m5/m8 with another
heterologous promoter, hsp70, or with four promoters from the
E(spl)-C locus, mean levels of transcription were again affected
without changing the overall temporal profile or expression
pattern (Figure S1E). Notably, even in combinations yielding
lower levels, e.g., pm6 (Figure S1E), the transcription profiles re-
mained sustained rather than breaking down into discrete bursts
(Figure S1F). Although the results suggest there could be an
underlying enhancer-promoter compatibility at the sequence
level (Figure S1E) (Zabidi et al., 2015), there was no obvious rela-
tionship between the mean levels of transcription produced by a
promoter and the presence or absence of sequence motifs for
factors associated with promoter accessibility, such as Zelda
or Trithorax-like (Blythe and Wieschaus, 2016). Nor was there
a correlation between promoter activity with m5/m8 in the
MSE and that with a heterologous developmental enhancer in
Drosophila S2 cells (Arnold et al., 2016). However, since the pro-
moter substitutions had no effect on temporal profiles, it argues
that the enhancers are the primary detectors of Notch activity.
To verify that MSE transcription was Notch dependent, we
measured transcription from m5/m8 in embryos where Notch
activity was disrupted by mutations. Embryos lacking Neural-
ized, an E3 ubiquitin ligase required for Delta endocytosis that
is critical for Notch signaling (Morel et al., 2003; De Renzis
et al., 2006), had no detectable transcription from m5/m8 in
the MSE (Figure 1H). Likewise, m5/m8 activity was severely
compromised in embryos carrying mutations in Delta. Because
Delta protein is deposited in the egg maternally (Kopczynski
et al., 1988), these embryos contained some residual Delta,
which was sufficient for a few scattered MSE cells to initiate
transcription (Figure S1G). However, their transcription ceased
prematurely, within <20 min (Figures 1H and S1G). Together,
these results confirm that the enhancers require Notch signaling
for their activity in the MSE, in agreement with previous studies
(Morel and Schweisguth, 2000; Zinzen et al., 2006a), and further
show that continued Notch signaling is needed to maintain tran-
scription, arguing that the MSE enhancers also detect persis-
tence of NICD.
Coordinated Activity of Enhancers within Each Nucleus
Althoughm5/m8 and sim confer well-coordinated temporal tran-
scription profiles, their precise time of activation shows some414 Developmental Cell 50, 411–425, August 19, 2019cell-to-cell variability (Figure 1F). To investigate whether this vari-
ability reflects stochastic variations in transcription (intrinsic vari-
ability) or differences in signaling fromNotch (extrinsic variability)
(Elowitz, 2002; Raser and Shea, 2006), we monitored expression
from two identical alleles of the MS2 reporters (Figure 2A). Tran-
scription from these two physically unlinked loci was detected as
distinct puncta in each nucleus, which could be tracked inde-
pendently. We found a remarkable synchrony in the onset of
transcription from both alleles of a given enhancer (Figure 2B).
More than 80% of cells initiated transcription from both alleles
within 5 min (Figure S2C). This contributes to 6%–30% of the
total variability (Figure 2D), indicating that most onset variability
was due to extrinsic factors. Transcription was extinguished
less synchronously (Figures 2B and S2A), but this intrinsic vari-
ability was still much less than that between cells (Figure 2D).
Although two alleles in the same cell gave overall similar pro-
files, their fine-grained spikes and troughs were not synchro-
nized (Figure 2A), as expected if transcription from two different
loci is largely uncorrelated (Harper et al., 2011; Little et al., 2013;
Fritzsch et al., 2018). However, their fluorescence intensities
displayed a small but significant positive correlation (R2  0.35)
(Figure S2B). This argues that the enhancers at the two alleles
operate independently while being coordinated by the same
extrinsic information. Strikingly, whenm5/m8 and sim were pre-
sent in trans in the same cell, there was also comparatively little
variation in their onset times (Figures 2C, 2D, and S2A). Thus, the
properties of m5/m8 and sim ensure that they reliably detect
extrinsic information in the form of Notch activity, initiated within
a 5- to 10-min time window so that their activation is remarkably
synchronized within each nucleus.
Enhancers Detect Signal Thresholds and Context
Them5/m8 and sim enhancers appear to act as ‘‘persistence de-
tectors,’’ driving transcription as long as Notch signal(s) are pre-
sent. They may simply detect when Notch reaches a threshold
(digital encoding) or they could be sensitive to Notch activity
levels (analog encoding). To distinguish these possibilities, we
supplied ectopic NICD using the stripe 2 regulatory enhancer
from even-skipped (eve2-NICD). This produces an ectopic stripe
of NICD, orthogonal to the MSE (Figure 3A) (Kosman and Small,
1997; Cowden and Levine, 2002), which was sufficient to pro-
duce ectopic expression from both m5/m8 and sim (Videos S3
and S4).
Whereas expression from m5/m8 and sim was almost iden-
tical in wild-type embryos, clear differences were revealed by
ectopic NICD. First,m5/m8 was activated throughout the dorsal
eve2 domain whereas sim only responded in a 3- to 4-cell region
close to the MSE (Figure 3B), consistent with previous observa-
tions (Cowden and Levine, 2002; Zinzen et al., 2006a). Second,
although both enhancers initiated transcription prematurely
because the ectopic NICD was produced from early nc14
(Bothma et al., 2014), m5/m8 was switched on significantly
earlier than sim (Figures 3G and 3H). Given that both enhancers
are exposed to the same temporal pattern of NICD, this differ-
ence in initiation times implies that they respond to different
thresholds of NICD. Therefore, we hypothesize that m5/m8
and sim respond at the same time in wild-type embryos because
the normal ligand-induced signaling leads to a sharp increase
in NICD.
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Figure 2. Notch Enhancers Exhibit Low Intrinsic Variability
(A) Examples of transcription profiles from m5/m8 in different nuclei (left panels) and from two alleles in the same nucleus (right panels).
(B) Onset and end points of activity from individual punctum in nuclei with two m5/m8 or sim alleles. Distribution across the diagonal, intrinsic variability (within
cells); distribution along the diagonal, extrinsic variability (between cells).
(C) Onset and end points of activity from individual punctum in nuclei carrying an m5/m8 allele and a sim allele (data from individual enhancers, C, gray, for
comparison).
(D) Contribution of intrinsic variability (dark shading) to variability in transcription onset and end times in the indicated two-allele combinations. Connecting gray
lines indicates onset and end times from the same nucleus. n = 2 (m5/m8 3 2), 3 (sim 3 2), 3 (m5/m8 + sim) embryos.
See also Figure S2.We also detected differences in the response dynamics of
m5/m8 according to location. Nuclei close to the MSE stripe
(in the neuroectoderm, NE) exhibited strong activity, with a tem-
poral pattern resembling that in the MSE (Figure 3C, bottom). In
contrast, nuclei in more dorsal regions (dorsal ectoderm, DE) un-
derwent resolved bursts of transcriptional activity (Figure 3C,
top). Ectopic NICD also induced ‘‘bursty’’ expression from sim
in the ME but was not capable of turning onm5/m8 in that region
(Video S5).
‘‘Bursty’’ m5/m8 transcription in the DE was also associated
with more stochastic activation. In embryos with two m5/m8 al-
leles, both were activated in response to eve2-NICD in most
MSE and NE nuclei, whereas only a single allele was active at
any one time in most DE nuclei (Figures 3D and 3F; Video S6).
Furthermore, in the few DE nuclei where both alleles became
active, there was greater variability in onset times and the pro-
files were less coordinated (Figures 3E and S2D). The positional
differences in dynamics suggest that intrinsic cellular conditions,
likely expression levels of specific transcription factors, influence
the way that enhancers ‘‘read’’ the presence of NICD. Such fac-torsmust therefore have the capability tomodulate the dynamics
of transcription.
Notch Activity Tunes Transcription Burst Size
To further test how Notch-responsive enhancers respond to
doses of signal, we introduced a second eve2-NICD transgene.
MSE transcription from sim in 2xeve2-NICD embryos initiated
earlier and achieved higher levels than with 1xeve2-NICD (Fig-
ure 4A, left). This agrees with the hypothesis that sim responds
to higher thresholds of NICD, as nuclei will reach a given concen-
tration of signal more quickly in embryos with 2xeve2-NICD. The
mean levels of transcription increased in ME as well as in MSE
regions (Figures 4A–4C), further indicating a dose-sensitive
response. In contrast, levels and onset of MSE transcription
from m5/m8 did not significantly change in 2xeve2-NICD
embryos (Figure 4A, right). This saturation in output from
m5/m8 only occurred in the MSE, as the more stochastic activity
in the DE remained sensitive to increases in NICD, being de-
tected in a greater proportion of cells and over longer periods
(Figure S4A).Developmental Cell 50, 411–425, August 19, 2019 415
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Figure 3. Effects of Ectopic NICD on Temporal Transcription Profiles Reveal that Enhancers Have Different Thresholds
(A) Strategy for producing ectopic NICD using eve2, with schematics depicting expression (purple shading) relative to MSE (green) and DV regions where effects
on transcription were quantified.
(legend continued on next page)
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To distinguish different models for how NICD confers a dose-
sensitive response, we took two strategies to analyze its effect
on transcriptional bursting dynamics and focused on regions
where individual bursts of transcription were resolved. Both ap-
proaches assume a two-state model where the enhancer is
switched between an OFF and ON state with switching rates
Kon and Koff and confers transcription initiation rate r in the ON
state (Figure 4E) (Peccoud and Ycart, 1995; Larson et al.,
2009). In the first approach, we directly measured bursting ampli-
tude, off period between bursts and bursting length as approxi-
mations for r, Kon, and Koff, respectively (Figure 4E). In most pre-
vious enhancers analyzed in this way, the off period is the most
affected, leading to changes in the bursting frequency (Fukaya
et al., 2016; Fritzsch et al., 2018; Lammers et al., 2018). However,
whenwequantified the effect fromdifferent doses of NICDon sim
in the ME, we found that bursting length consistently increased
with higher amounts of NICD, whereas off periods between
bursts remained constant (Figures 4D and 4F). This indicates
that the main effect of NICD is to keep the enhancer in the ON
state for longer—i.e., decreasing Koff—rather than increasing
the frequency with which it becomes active—i.e., increasing
Kon. The bursting amplitude also increased with 1xeve2-NICD
but this was not further enhanced by 2xeve2-NICD (Figures 4D
and 4F). Overall, therefore, increasing levels of NICD in the ME
result in sim producing an increase in transcription burst size
(duration 3 amplitude) rather than an increase in the frequency
of bursts. A similar increase in burst size in response to the
dose of NICD (Figures S4A–S4C) occurred with other regions
and enhancers (m5/m8 DE and m8NE ME), suggesting that it is
a general property of these Notch-responsive enhancers.
We developed a second approach, based on the noise proper-
ties of transcription, to analyze the changes in dynamics even
where single bursts of activity could not be defined. To do so,
we used a mathematical model of transcription to account for
the initiating mRNA molecules (Figure S3A). Using derivations
from the mathematical model and testing them in simulations,
we looked for signatures that would be produced if the mean of
initiating mRNAs (equivalent to the mean fluorescence from
MS2 puncta) were increasing due to changes in r, Kon, or Koff.
This showed that the effects on the Fano factor ratio between
the two conditions and on their autocorrelation function (ACF)
could be used to correctly predict which of the parameters could
account for the increase (Figure S3B; STAR Methods). First, we
tested the modeling approach with the data from the promoter
swap experiments. Analyzing the differences in the mean indi-
cated that they are most likely due to increases in r (Figure S4D),
as expected if promoters influence the rate of polymerase release(B) Still frames of tracked nuclei false-colored for total accumulated signal (note d
(C) Illustrative traces from DE (top) and NE (bottom) nuclei, where NICD elicits di
(D) Still frame, eve2-NICD embryo with twom5/m8 alleles. Inverted maximum inte
lines indicate region of ectopic NICD.
(E) Examples of transcription traces from two m5/m8 alleles in NE or DE nuclei.
(F) Proportion of nuclei that ever transcribe two m5/m8 alleles at the same time.
(G) Heatmaps of transcription traces from m5/m8 and sim in MSE nuclei from w
onset times in wild-type embryos.
(H)Mean activity profiles inMSE nuclei over time (top) and aligned by onset time (b
and SEM of all MSE cells. n = 4 (m5/m8 WT), 7 (sim WT), 6 (m5/m8 eve2-NICD),
See also Videos S3, S4, S5, and S6.but not enhancer activation per se. When we then applied the
model to data from the transcription profiles produced by
different doses of NICD in the ME, results were most compatible
with the causal effect being an increase in r or a decrease in Koff
(Figure S4E) depending onwhich two conditionswere compared.
Thus, this second approach also indicated that NICD elicits an
increase in burst size rather than in burst frequency. Both ap-
proaches therefore converge on the model that above the critical
threshold level of NICD, further increases in NICD levels prolong
the period that each enhancer remains in the ON state.
Finally, we used an enhancer-promoter combination that pro-
duced higher mean levels (m5/m8-pm5, Figure S1E) to investi-
gate whether the saturation that occurred with ectopic NICD
was due to the peve promoter having achievedmaximal initiation
rate. Strikingly, the substitution of pm5 for peve did not result in
significantly higher maximal levels in the presence of eve2-NICD
(Figure S4F), although it did in wild-type embryos (Figure S1E).
This indicates that the saturation of the response with higher
levels of NICD stems from the m5/m8 enhancer rather than the
promoter and argues that enhancers reach a maximal ‘‘ON’’
state that they cannot exceed even if more NICD is provided.
Paired CSL Motifs Augment Burst Size, Not Threshold
Detection
m5/m8 and sim enhancers both respond to NICD but they initiate
transcription at different thresholds. How is this encoded in their
DNA sequence? A prominent difference is thatm5/m8 contains a
paired CSL motif (so-called SPS motif) whereas sim does not
(Figure S5A). To test their role, we replaced two CSL motifs in
sim with the SPS motif from m5/m8 and conversely perturbed
the SPS in m5/m8 by increasing the spacing between the two
CSLmotifs (Figure S5A). As SPSmotifs permit cooperative bind-
ing between two NICD complexes, we expected that enhancers
containing an SPS motif (simSPS and m5/m8) would exhibit
earlier onsets of activity than their cognates without (sim and
m5/m8insSPS). However, this was not the case for either sim
and simSPS (Figures 5A and 5B) or m5/m8 and m5/m8insSPS in
either wild-type or eve2-NICD embryos (Figures S5D and S5E).
These profiles suggest that the SPS motifs are not responsible
for the difference in the threshold levels of NICD required for
m5/m8 and sim activation.
Changes to the CSLmotifs did, however, affect mean levels of
activity. simSPS directed higher mean levels of activity compared
to sim in both wild-type and eve-NICD embryos (Figures 5A and
S5B). Conversely, m5/m8insSPS directed lower levels compared
to m5/m8 (Figure S5D). Analyzing the traces from sim in
the ME, where cells undergo resolved bursts of transcription,ifferent scales). DE, NE, MSE, and ME correspond to the regions shown in (A).
fferent m5/m8 transcription profiles.
nsity projection of MCP-GFP is overlaid with outlines of tracked nuclei, dashed
ild-type and eve2-NICD embryos, sorted by onset time. Dashed lines indicate
ottom; transcription in each nucleus increases steeply in all conditions). Hmean
8 (sim eve2-NICD), 4 (m5/m8 32 eve2-NICD) embryos.
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Figure 4. Notch Produces a Dose-Sensitive Response by Regulating Transcription Burst Size
(A) Mean levels of transcription from sim (left) and m5/m8 (right) in the MSE with (2xeve2-NICD), compared to 1xeve2-NICD and to the wild type.
(B) Heatmaps depicting sim activity in ME nuclei in three conditions as indicated. Note the different scale range compared to Figure 3G.
(C) Mean levels of transcription from sim in ME produced by different doses of NICD.
(D) Examples of transcription traces from single ME nuclei in the wild type, 1xeve2-NICD, and 2xeve2-NICD. Burst periods are marked with a gray line.
(E) Schematic of the model: an enhancer cycles between ON and OFF states and produces mRNA when ON. Changes in bursting amplitude, off period, and
bursting duration correlate with changes in kinetic constants r, Kon, and Koff.
(legend continued on next page)
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revealed that the SPS motif (simSPS) led to larger burst sizes—
i.e., increased the amplitude and the duration—compared to
wild-type sim (Figures 5C and 5D). Conversely, the continuous
profile produced by m5/m8 in the MSE was broken into smaller
bursts when the SPS was disrupted (Figures S5F and S5G). The
effects on bursting size are similar to those seen when the dose
of NICD was altered, suggesting that enhancers containing SPS
sites respond to a given level of NICD more effectively. They do
not, however, appear to affect the amount of NICD required for
their initial activation, i.e., the threshold required for the enhancer
to be switched on. This implies that burst size modulation and
response threshold can be uncoupled and potentially could be
encoded independently in the DNA sequence.
Regional Factors Prime Enhancers for Fast and
Sustained Activation
Under ectopic NICD conditions, m5/m8 and sim both produce
sustained transcription profiles in the MSE and NE, whereas
elsewhere they generate stochastic and ‘‘bursty’’ transcription.
This suggests that other factors are ‘‘priming’’ the enhancers
to respond to NICD. Good candidates are the factors involved
in DV patterning at this stage, the bHLH transcription factor Twist
(Twi) and/or the Rel protein Dorsal (dl) whose endogenous gradi-
ents reach the region wherem5/m8 and sim generate sustained
profiles in response to eve2-NICD (Figure S6B) (Zinzen et al.,
2006b). Furthermore, m5/m8 and sim both contain Twist and
Dorsal binding motifs (Figure S6A) and previous studies indi-
cated that Twist is important for sim activity although it was
not thought to regulate to m5/m8 (Zinzen et al., 2006a).
To test if Twist and Dorsal are responsible for the different dy-
namics of NICD-induced transcription in the MSE versus DE
(Figure 3C), we mutated the Twist and/or Dorsal binding motifs
in m5/m8 (Figure S6A). Strikingly, mutating the three Twist or
two Dorsal motifs produced a delay in the start of transcription
in both wild-type and eve2-NICD embryos. These effects were
even more pronounced when Twist and Dorsal motifs were
mutated together (Figure 6B). Thus, without Twist or Dorsal,
m5/m8 requires a higher threshold of NICD for activation or re-
sponds more slowly to the same threshold. The mean transcrip-
tion levels were also reduced in all cases (Figure 6A).
Mutating the Twist motifs had two additional effects: the over-
all proportion of active cells in the MSE was reduced (Figure 6C)
and few of those exhibited the sustained profile observed with
wild-type m5/m8 (Figures 6E and 6F). Instead, most displayed
a ‘‘bursty’’ transcription profile (Figure 6E), similar to those eli-
cited by NICD in the DE. Although the mutated Twist motifs led
to bursty profiles in wild-type embryos, these effects were
partially rescued when ectopic NICD was provided (Figures
6C, 6F, and S6C). When both Dorsal and Twist motifs were
mutated, the proportions of active nuclei and of nuclei with sus-
tained profiles decreased even in the presence of ectopic NICD
(Figures 6C, 6F, and S6C). The decrease in the overall proportion
of active cells suggests that Twist and Dorsal regulate the prob-(F) Quantification of individual burst properties from sim in ME of the wild type, 1x
quartiles; error bars are SD. Violin plots, distributions of the analyzed bursts, bar
In (A) and (C), mean fluorescence values and SEM are plotted. Gray lines are r
distributions tested with two-sample Kolmogorov-Smirnov test: p values < 0.01
embryos. See also Figures S3 and S4.ability ofm5/m8 to activate transcription in response to Notch. In
agreement, in embryos with two alleles of a reporter, the propor-
tion of cells transcribing from both alleles was much lower for
m5/m8DtwiDdl than for m5/m8 (Figure 6D). Additionally, in those
nuclei where both reporters were active, there was considerably
more variability in the onset times form5/m8DtwiDdl compared to
m5/m8 (Figure S6E). The results are therefore consistent with a
role for Twist and Dorsal in priming the m5/m8 enhancer to
become active in response to Notch and produce sustained
activity. In their absence, the ability ofm5/m8 to initiate transcrip-
tion becomes much more stochastic and resembles that of
m8NE (Figures 6F and S6D).
DISCUSSION
Developmental signaling pathways have widespread roles, but
currently we know relatively little about how signaling information
is decoded to generate the right transcriptional outcomes. We
set out to investigate principles that govern how Notch activity
is read by target enhancers in the living animal, using the
MS2-MCP system to visualize nascent transcripts in Drosophila
embryos and focusing on two enhancers that respond to Notch
activity in the MSE. Three striking characteristics emerge. First,
MSE enhancers are sensitive to changes in the levels of NICD,
which modulate the transcriptional burst size rather than
increasing burst frequency. Second, the activation of both MSE
enhancers is highly synchronous. Indeed, within one nucleus
the two enhancers become activated within few minutes of one
another. Third, bothMSE enhancers confer a sustained response
in thewild-type context. This synchronized and persistent activity
of the MSE enhancers contrasts with the stochastic and bursty
profiles that are characteristics of most other enhancers that
have been analyzed (Little et al., 2013; Fukaya et al., 2016;
Fritzsch et al., 2018) and relies on the MSE enhancers being
‘‘primed’’ by regional transcription factors Twist and Dorsal. We
propose that such primingmechanisms are likely to be of general
importance for rendering enhancers sensitive to signals so that a
rapid and robust transcriptional response is generated.
Priming of Enhancers Sensitizes the Response to NICD
Transcription of most genes occurs in bursts interspersed with
refractory periods of varying lengths that are thought to reflect
the kinetic interactions of the enhancer and promoter (Bartman
et al., 2016). However, the MSE enhancers appear to sustain
transcription for 40–60 min, without detectable periods of inac-
tivity, though very short off periods might not have been resolved
by our assays. Calculation of the ACF in traces from these nuclei
suggest very slow transcriptional dynamics (Figures S4E and
S4D) (Desponds et al., 2016; Lammers et al., 2018), consistent
with one long period of activity rather than overlapping short
bursts. This fits with a model where promoters can exist in a
permissive active state, during which many ‘‘convoys’’ of poly-
merase can be fired without reverting to a fully inactive conditioneve2-NICD, and 2xeve2-NICD embryos. Boxplots indicate median, with 25–75
indicates the median.
eproduced from Figure 3H. n cells for (B)–(F) are indicated in (B). Differential
(*), < 105 (**), <1010 (***). n = 3 (m5/m8 2xeve2-NICD), 3 (sim 2xeve2-NICD)
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Figure 5. Optimized Su(H) Motif Organization Enhances Bursting Size
(A) Mean levels of transcription in MSE nuclei when two Su(H) motifs in sim are replaced with an optimal paired SPS motif (simSPS) in wild-type (top) and eve2-
NICD (bottom) embryos. Mean and SEM shown.
(B) Heatmaps of transcription in MSE nuclei from simSPS and sim in wild-type and 1xeve2-NICD embryos, sorted by onset time. Dashed lines indicate onset times
for unmutated sim.
(C) Examples of fluorescent traces from sim and simSPS in ME nuclei. Burst periods are indicated by gray lines.
(D) simSPS activity compared to sim. Boxplots indicate median, 25–75 quartiles, and error bars are SD. Violin plots, distribution for all bursts measured in the ME,
bar indicates the median. Differential distributions tested with two-sample Kolmogorov-Smirnov test: p values < 0.01(*), < 105 (**), < 1010 (***). n = 4 (simSPSWT)
and 6 (simSPS eve2-NICD) embryos.
Gray lines, heatmaps, and violin plots are re-plotted from Figures 3G, 3H, 4D, and 4F for comparison.
See also Figure S5.(Tantale et al., 2016). The rapid successions of initiation events
are thought to require Mediator complex (Tantale et al., 2016),
which was also found to play a role in the NICD-mediated in-
crease in residence time of CSL complexes (Gomez-Lamarca
et al., 2018). We propose that sustained transcription from
m5/m8 and sim reflects a switch into a promoter permissive
state, in which general transcription factors like Mediator remain
associated with the promoter so long as sufficient NICD is pre-
sent, allowing repeated re-initiation.
However, the ability to drive fast and sustained activation is not
a property of NICD itself. For example, when ectopic NICD was
supplied, cells in many regions of the embryo responded asyn-
chronously and underwent short bursts of activity. Furthermore,420 Developmental Cell 50, 411–425, August 19, 2019variable and less sustained cell-by-cell profiles were generated
in the MSE region when the binding motifs for Twist and Dorsal
in m5/m8 were mutated. The presence of these regional factors
appears to sensitize the enhancers to NICD, a process we refer
to as enhancer priming. This has two consequences. First, it en-
ables nuclei to rapidly initiate transcription in a highly coordinated
manner once NICD reaches a threshold level. Second, it creates
an effective ‘‘state transition’’ so that the presence of NICD can
produce sustained activity (Figure 7). We propose a priming
mechanism, rather than classic cooperativity, because Twist
and Dorsal alone are insufficient to drive enhancer activity.
Furthermore, sincem5/m8 and sim rapidly achieve sustained ac-
tivity when NICD is produced, it is likely that Twist and Dorsal are
A B
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Figure 6. Twist and Dorsal Prime the Response of m5/m8 to NICD
(A) Mean activity levels in wild-type (top) and eve2-NICD (bottom) when Twist and/or Dorsal binding motifs in m5/m8 are mutated.
(B) Heatmaps of mutated enhancer activity in MSE nuclei in the wild-type and eve2-NICD, sorted by onset time. Dashed lines indicate onset times for unmutated
enhancer.
(C) Proportion of active cells in the MSE in wild-type and eve2-NICD embryos when Twist and/or Dorsal motifs are mutated, compared to unmutated m5/m8.
(D) Proportion of active cells transcribing two alleles at any point, in embryos containing two copies of m5/m8 or of m5/m8DtwiDdl.
(E) Examples of transcription traces from wild-type and mutated m5/m8 in MSE nuclei from the wild-type and eve2-NICD embryos. Profiles from m5/m8DtwiDdl
MSE cells exhibit ‘‘bursty’’ transcription. ON periods are marked with a gray line.
(F) Proportion of MSE cells per embryo displaying a sustained profile of transcription, defined byR one burst of >10 min. Median, quartiles, and SD are shown.
Gray lines and heatmaps are re-plotted from Figures 3G and 3H. n = 4 (m5/m8Dtwi WT), 5 (m5/m8Ddl WT), 4 (m5/m8DtwiDdl WT), 4 (m5/m8Dtwi eve2-NICD),
3 (m5/m8Ddl eve2-NICD), 3 (m5/m8DtwiDdl eve2-NICD), 3 (m8NE WT), 5 (m8NE eve2-NICD), and 3 (m5/m8DtwiDdl 32) embryos.
See also Figure S6.
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Figure 7. Model of Transcriptional Regulation by Notch through Enhancer Priming and Burst Size Modulation
Priming by the tissue-specific factors Twist and Dorsal produces rapid activation in response to NICD and a state transition into a permissive active state in which
sustained transcription can be produced without cycling between ON and OFF states. In the absence of these factors stochastic activity is produced in response
to NICD. Increasing levels of NICD regulate the overall probability of the enhancer switching on (OFF* to OFF, which is also modulated by Twist and Dorsal) and
increase the bursting size (higher r and lower Koff). In contrast, different promoters control the initiation rate r but do not affect enhancer activation dynamics. The
effects of Twist and Dorsal on enhancer priming might also act by modulating the same parameters of transcription.required prior to NICD recruitment, although both may continue
to play a role after transcription is initiated, as suggested by the
lower mean levels when Twist or Dorsal motifs are mutated.
Another contributory factor may be recruitment of the co-
repressor complex containing CSL and Hairless, whose pres-
ence at primed enhancers could poise for activation and set
the threshold (Barolo and Posakony, 2002).
Our explanation that the synchronous activation of theMSE en-
hancers reflects their requirements for a critical concentration of
NICD is borne out by their responses when levels of NICD are
increased.Notably, while sim andm5/m8hadalmost identical dy-
namics in wild-type embryos, their response to ectopic NICD
differed, suggesting that they detect different thresholds. Indeed,
doubling the dose of ectopic NICD further accelerated the onset
time of sim in agreementwith themodel that the enhancers detect
NICD levels. Threshold detection does not appear to rely on the
arrangement of CSL motifs, as onset times of m5/m8 or sim
were unaffected by changes in the spacing of CSL paired sites.
In contrast, mutating Twist- or Dorsal-binding motifs in m5/m8
delayed the onset, arguing that these factors normally sensitize
the enhancer to NICD, enabling responses at lower thresholds.
We propose that enhancer priming will be widely deployed in
contexts where a rapid and consistent transcriptional response
to signaling is important, as in the MSE where a stripe of cells
with a specific identity is established in a short time window. In
other processes where responses to Notch are more stochastic,
as during lateral inhibition, individual enhancers could be preset
to confer different transcription dynamics. This appears to be the
case for a second enhancer from E(spl)-C (m8NE), which gener-
ates a stochastic response in the MSE cells, similar to that seen
for theMSE enhancers when Twist and Dorsal sites are mutated.
This illustrates that the presence or absence of other factors can422 Developmental Cell 50, 411–425, August 19, 2019toggle an enhancer between conferring a stochastic or determin-
istic response to signaling.
NICD Regulates Transcription Burst Size
Manipulating NICD levels revealed that Notch-responsive en-
hancers act as analog devices that can measure and broadcast
variations in levels. IncreasedNICD levels have a consistent effect
on enhancer activity irrespective of the priming state of the
enhancer: an increase in burst size. Transcriptional bursting has
been formalizedasa two-statemodelwhere thepromoter toggles
between ON and OFF states, conferring a transcription initiation
rate when ON (Peccoud and Ycart, 1995; Larson et al., 2009).
Changes in duration or frequency of bursts lead to an overall in-
crease in transcription. Most commonly, differences in enhancer
activity have been attributed to changes in switching-on probabil-
ity (Kon), leading to changes in burst frequency (Larson et al.,
2013; Senecal et al., 2014; Fukaya et al., 2016; Fritzsch et al.,
2018; Lammers et al., 2018; Berrocal et al., 2018).Wewere there-
fore surprised to find that higher doses of NICD did not increase
burst frequency. Instead, they produced bigger bursts, both by
increasing bursting amplitude, equivalent to the rate of transcrip-
tion initiation, and bursting length, indicative of the total time the
enhancer stays in the ON state. Modifications to the CSL motifs
also impacted on the same parameters. Thus, enhancers with
paired motifs (SPS) produced larger transcription bursts than
thosewhere themotifs are further apart. This suggests that paired
motifs can ‘‘use’’ the NICD present more efficiently, potentially
because optimally configured sites increase the likelihood that
at least one NICD will be bound at any time. Interestingly, even
though m5/m8 and sim contain different arrangements and
numbers of CSL motifs they have converged to produce the
same mean levels of transcription in wild-type embryos.
Two models would be compatible with the observations that
effective NICD levels alter the burst size. In the first model,
increasing the concentration of NICD when the enhancer is
activated would create larger Pol II clusters. This is based on
the observation that low-complexity activation domains in tran-
scription factors can form local regions of high concentration of
transcription factors, so-called ‘‘hubs,’’ which in turn are able to
recruit Pol II (Mir et al., 2017; Tsai et al., 2017; Lu et al., 2018).
As the lifetime of Pol II clusters appears to correlate with tran-
scriptional output (Cho et al., 2016), the formation of larger Pol
II clusters would in turn drive larger bursts. In the second
model, NICD would be required to keep the enhancer in the
ON state, for example, by nucleating recruitment of Mediator
and/or stabilizing a loop between enhancer and promoter,
which would in turn recruit Pol II in a more stochastic manner.
General factors such as Mediator have been shown to coalesce
into phase-separated condensates that compartmentalize the
transcription apparatus (Cho et al., 2018; Sabari et al., 2018;
Boija et al., 2018), and these could form in a NICD-dependent
manner. Whichever the mechanism, persistence of the clusters
and/or ON state requires NICD yet must be compatible with
NICD having a short-lived interaction with its target enhancers
(Gomez-Lamarca et al., 2018). Furthermore, the fact that the
activity of m5/m8 saturates with one eve2-NICD construct
and cannot be enhanced by providing a more active promoter
suggests that there is a limit to the size or valency of the clus-
ters that can form.
Although unexpected, the ability to increase burst size ap-
pears to be a conserved property of NICD. Live imaging of tran-
scription in response to the Notch homolog, GLP-1, in the
C. elegans gonad also shows a change in burst size depending
on the signaling levels (Lee et al., 2019, this issue). As the capa-
bility to modulate burst size is likely to rely on the additional fac-
tors recruited, the similarities between the effects in fly andworm
argue that a common set of core players will be deployed by
NICD to bring about the concentration-dependent bursting
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STAR+METHODSKEY RESOURCES TABLEREAGENT or RESOURCE SOURCE IDENTIFIER
Experimental Models: Organisms/Strains
D. melanogaster His2Av-mRFP; nos-MCP-eGFP Bloomington Drosophila Stock Center RRID:BDSC_60340
D. melanogaster nos-MCP-eGFP (II) Bloomington Drosophila Stock Center RRID:BDSC_63821
D. melanogaster His2Av-RFP (III) Bloomington Drosophila Stock Center RRID:BDSC_23650
D. melanogaster Df(3R)DlFX3 V€assin and Campos-Ortega, 1987 N/A
D. melanogaster Neur[11] Bloomington Drosophila Stock Center RRID:BDSC_2747
D. melanogaster TTG (TM3, twi-Gal4, UAS-
2xeGFP, Sb, Ser)
Bloomington Drosophila Stock Center RRID:BDSC_6663
D. melanogaster Ovo-FLP Bloomington Drosophila Stock Center RRID:BDSC_8727
D. melanogaster betaTub85D-FLP Bloomington Drosophila Stock Center RRID:BDSC_7196
D. melanogaster Vas-int; attP40 Bischof et al., 2007 N/A
D. melanogaster vas-int; attp-51D Bloomington Drosophila Stock Center RRID:BDSC_24483 (RFP cre-ed out)
D. melanogaster vas-int; attp86Fb Bloomington Drosophila Stock Center RRID:BDSC_24749
D. melanogaster m5/m8-peve-MS2-lacZ (II) This study N/A
D. melanogaster m5/m8-hsp70-MS2-lacZ (II) This study N/A
D. melanogaster m5/m8-pm5-MS2-lacZ (II) This study N/A
D. melanogaster m5/m8-pm6-MS2-lacZ (II) This study N/A
D. melanogaster m5/m8-pm7-MS2-lacZ (II) This study N/A
D. melanogaster m5/m8-pm8-MS2-lacZ (II) This study N/A
D. melanogaster m5/m8-psimE-MS2-lacZ (II) This study N/A
D. melanogaster sim-peve-MS2-lacZ (II) This study N/A
D. melanogaster sim-psimE-MS2-lacZ (II) This study N/A
D. melanogaster m8NE-peve-MS2-lacZ (II) This study N/A
D. melanogaster simSPS-peve-MS2-lacZ (II) This study N/A
D. melanogaster m5/m8insSPS-peve-MS2-lacZ (II) This study N/A
D. melanogaster m5/m8Dtwi-peve-MS2-lacZ (II) This study N/A
D. melanogaster m5/m8Ddl-peve-MS2-lacZ (II) This study N/A
D. melanogaster m5/m8DtwiDdl-peve-MS2-lacZ (II) This study N/A
D. melanogaster m5/m8-peve-MS2-lacZ (III) This study N/A
D. melanogaster eve2-NICD (II, 25C) This study N/A
D. melanogaster eve2-NICD (II, 51D) This study N/A
Oligonucleotides
Oligonucleotides for cloning of enhancers and
promoters in MS2 reporters and mutagenesis
This study Table S1
Recombinant DNA
pLacZ2-attB Bischof et al., 2013 N/A
pCR4-24XMS2SL-stable Addgene RRID:Addgene_31865
22FPE (eve.st.2-Pme) Kosman, and Small, 1997 N/A
pGEM-t-easy Promega N/A
pattB Bischof et al., 2013 N/A
pMT-NICD Bray lab N/A
Software and Algorithms
Tracking code This study https://github.com/juliafs93/
FryEmbryo3DTracking
Modelling changes in transcription This study https://github.com/juliafs93/FFR_ACF
Matlab 2018a Mathworks N/A
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LEAD CONTACT AND MATERIALS AVAILABILITY
Further information and requests for resources and reagents should be directed to and will be fulfilled by the Lead Contact, Sarah J.
Bray (sjb32@cam.ac.uk).
EXPERIMENTAL MODEL AND SUBJECT DETAILS
Experimental Animals
Drosophila melanogaster flies were grown and maintained on food consisting of the following ingredients:
Glucose 76g/l, Cornmeal flour 69g/l, Yeast 15g/l, Agar 4.5g/l, Methylparaben 2.5ml/l. Embryos were collected on apple juice agar
plates with yeast paste. Animals of both sexes were used for this study.
Cloning and Transgenesis
Generation of MS2 Reporter Constructs
MS2 loops were inserted upstream of a lacZ transcript within the 5’UTR and then the resulting reporter was combined with different
enhancers and promoters. 24 MS2 loops were cloned from pCR4-24XMS2SL-stable (Addgene #31865) into pLacZ2-attB (Bischof
et al., 2013) using Eco RI sites. The m5/m8, sim and m8NE enhancers (Zinzen et al., 2006a; Kramatschek and Campos-Ortega,
1994) were amplified from genomic DNA and cloned into pattB-MS2-LacZ using HindIII/AgeI sites (primers in Table S1). Subse-
quently the promoters hsp70, peve, pm5, pm6, pm7, pm8 and psimE were cloned by Gibson Assembly (Gibson, 2011) in pattB-
m5/m8-MS2-LacZ, pattB-sim-MS2-LacZ and/or pattB-m8NE-MS2-LacZ (primers in Table S1) using the AgeI restriction site and
incorporating a EagI site.
Su(H), Twi, dl and Sna binding motifs were identified using ClusterDraw2 using the PWM from the Jaspar database for each
transcription factor. Motifs with scores higher than 6 and p values < 0.001 were selected. Primers to create simSPS, m5/m8insSPS,
m5/m8Dtwi,m5/m8Ddl andm5/m8Dtwi Ddl are detailed in Table S1. All mutations were first introduced by Gibson Assembly in the en-
hancers contained in pCR4 plasmids and then transferred to pattB-peve-MS2-lacZ using HindIII and AgeI sites.
The following constructs have been generated and inserted byFC31mediated integration (Bischof et al., 2007) into an attP landing
site in the second chromosome – attP40, 25C – to avoid positional effects in the comparisons: pattB-m5/m8-peve-MS2-LacZ, pattB-
m5/m8-hsp70-MS2-LacZ, pattB-m5/m8-pm5-MS2-LacZ, pattB-m5/m8-pm6-MS2-LacZ, pattB-m5/m8-pm7-MS2-LacZ, pattB-m5/
m8-pm8-MS2-LacZ, pattB-m5/m8-psimE-MS2-LacZ, pattB-m8NE-peve-MS2-LacZ, pattB-sim-peve-MS2-LacZ, pattB-sim-psimE-
MS2-LacZ, pattB-simSPS-peve-MS2-LacZ, pattB-m5/m8insSPS-peve-MS2-LacZ, pattB-m5/m8Dtwi-peve-MS2-LacZ, pattB-m5/
m8Ddl-peve-MS2-LacZ andpattB-m5/m8DtwiDdl-peve-MS2-LacZ. pattB-m5/m8-peve-MS2-LacZwasalso inserted in a different land-
ing site in the third chromosome - attP86Fb (BDSC # 24749).
Expression of Ectopic NICD
To generate eve2-NICD the plasmid 22FPE (Kosman and Small, 1997), which contains 2 copies of the eve2 enhancer with five high
affinity bicoid sites, FRT sites flanking a transcription termination sequence and the eve 3’UTR, was transferred to pGEM-t-easy using
EcoRI sites and from there to pattB (Bischof et al., 2013) using a NotI site. The NICD fragment from Notch was excised from an ex-
isting pMT-NICD plasmid and inserted in pattB-22FPE through the PmeI site to create the pattB-eve2x2-peve-FRT-STOP-FRT-
NICD-eve3’UTR construct (referred to as eve2-NICD). This was inserted into the attP landing site at 51D in the second chromosome.
To increase the amount of ectopic NICD produced, the same eve2-NICD construct was also inserted in the attP40 landing site at 25C
and recombined with eve2-NICD 51D to produce 2xeve2-NICD. Sequences of all generated plasmids are available in a benchling
repository (https://benchling.com/juliafs/f_/AyerQ4a4-dynamics-notch-transcription-paper/).
Fly Strains and Genetics
To observe the expression pattern and dynamics fromm5/m8-peve, sim-peve,m8NE-peve and the different promoter combinations
(Figures 1 and S1) females expressing His2av-RFP and MCP-GFP (BDSC #60340) in the maternal germline were crossed with males
expressing the MS2-lacZ reporter constructs.
To test expression from m5/m8-peve in the Dl and neur mutant backgrounds, His2Av-RFP from His2av-RFP; nos-MCP-GFP
(BDSC #60340) was recombined with nos-MCP-GFP in the second chromosome (BDSC #63821) and combined with a deficiency
encompassing the Dl gene (Df(3R)DlFX3, (V€assin and Campos-Ortega, 1987)) or a neuralized loss of function allele (neur[11], BDSC
#2747). m5/m8-peve-MS2-lacZ was also combined with the Dl and neur alleles and mutant embryos were obtained from the cross
His2Av-RFP,nos-MCP-GFP ; mut / TTG x m5/m8-peve-MS2-lacZ ; mut / TTG. Homozygous mutant embryos for Dl or neur were
selected by the lack of expression from the TTG balancer (TM3-twi-GFP, BDSC #6663).
To observe transcription from twoMS2 reporters in each cell (Figures 2 and S2)His2Av-RFP (BDSC #23650) was recombined with
nos-MCP-GFP (from BDSC #60340) in the third chromosome and combined with m5/m8- peve, sim-peve or m5/m8Dtwi Ddl -peve
MS2 reporters. m5/m8-peve x2, sim-peve x2 and m5/m8Dtwi Ddl -peve x2 embryos were obtained from the stocks m5/m8-peve-
MS2-LacZ ; His2Av-RFP,nos-MCP-GFP, sim-peve-MS2-LacZ ; His2Av-RFP,nos-MCP-GFP and m5/m8Dtwi Ddl -peve-MS2-LacZ ;
His2Av-RFP,nos-MCP-GFP, respectively; while m5/m8-peve + sim-peve embryos were obtained from crossing sim-peve-MS2-
LacZ ; His2Av-RFP,nos-MCP-GFP females with m5/m8-peve-MS2-LacZ males.Developmental Cell 50, 411–425.e1–e8, August 19, 2019 e2
To observe transcription from MS2 reporters in conditions of ectopic Notch activity the FRT-STOP-FRT cassette had to be first
removed from the eve2-NICD construct by expression of a flippase in the germline. To do so flies containing ovo-FLP (BDSC
#8727), His2Av-RFP and nos-MCP-GFP were crossed with others containing eve2-FRT-STOP-FRT-NICD, His2Av-RFP and
nos-MCP-GFP. The female offspring of this cross (ovo-FLP/+ ; eve2- FRT-STOP-FRT-NICD/+ ; His2Av-RFP, nos-MCP-GFP) induced
FRT removal in the germline andwere crossed with theMS2 reporters to obtain embryos expressing ectopic NICD.We note that only
half of the embryos present the eve2-NICD chromosome, which could be distinguished by ectopic MS2 activity and an ectopic cell
division of all the cells in the eve2 stripe after gastrulation. The other 50%embryos obtained from this crosswere used as thewild type
controls. This strategy was used to observe transcription fromm5/m8-peve, sim-peve,m8NE-peve,m5/m8-pm5, simSPS -peve,m5/
m8insSPS -peve,m5/m8Dtwi -peve,m5/m8Ddl -peve andm5/m8Dtwi Ddl -peve. To measure transcription from 2xeve2-NICD (Figures 4
and S4) removal of the FRT-STOP-FRT cassette was induced from themale germline to avoid recombination. To do so, betaTub85D-
FLP (BDSC #7196) females were crossed with 2xeve2-NICDmales and themale offspring of this cross (betaTub85D-FLP/Y ; 2xeve2-
NICD /+), which induces FRT removal in the germline, were crossedwithm5/m8-peve-MS2-lacZ ; His2AvRFP, nos-MCP-GFP or sim-
peve-MS2-lacZ ; His2AvRFP, nos-MCP-GFP females. As in the previous strategy, only half of the embryos presented the 2xeve2-
NICD chromosome and were distinguished by the ectopic activity. To express two m5/m8-peve reporters in conditions of ectopic
NICD activity, m5/m8-peve and eve2-NICD were recombined in the second chromosome and embryos were obtained by crossing
m5/m8-peve-MS2-lacZ ; His2AvRFP, nos-MCP-GFP females with betaTub85D-FLP/Y ; m5/m8-peve, eve2-NICD /+ males. Embryos
were selected by the presence of two MS2 spots in each cell, which also ectopically expressed NICD.
METHOD DETAILS
Live Imaging
Embryos were dechorionated in bleach and mounted in Voltalef medium (Samaro) between a semi-permeable membrane and a
coverslip. The ventral side of the embryo was facing the coverslip in all videos except when looking at transcription in the DE region,
for which they were mounted laterally. Videos were acquired in a Leica SP8 confocal using a 40x apochromatic 1.3 objective and the
same settings for MCP-GFP detection: 40mW 488nm argon laser detected with a PMT detector, pinhole airy=4. Other settings were
slightly different depending on the experiment. To observe transcription in the whole embryo (Figures 1 and S1) settings were: 3%
561nm laser, 0.75x zoom, 800x400 pixels resolution (0.48mm/pixel), 19 1mm stacks, final temporal resolution of 10 seconds/frame).
To observe transcription from 2 MS2 alleles simultaneously (Figures 2, S2, and S6E) settings were: 2% 561nm laser, 1.5x zoom,
800x400 pixels resolution (0.24mm /pixel), 29 1mmstacks, final temporal resolution of 15s/frame). In all other experiments with ectopic
NICD a150x150mmwindow anterior to the center of the embryo was captured. Settings were: 2% 561nm laser, 2x zoom, 400x400
pixels resolution (0.36mm /pixel), 29 1mm stacks, final temporal resolution of 15s/frame). All images were collected at 400Hz scanning
speed in 12 bits.
QUANTIFICATION AND STATISTICAL ANALYSIS
Image Analysis
Videos were analyzed using custom Matlab (Matlab R2018a, Mathworks) scripts (available at https://github.com/juliafs93/
FryEmbryo3DTracking)
Briefly, the His2Av-RFP signal was used to segment and track the nuclei in 3D. Each 3D stack was first filtered using amedian filter,
increasing the contrast based on the profile of each frame to account for bleaching and a fourier transform log filter (Garcia et al.,
2013). Segmentation was performed by applying a fixed intensity threshold, 3D watershed accounting for anisotropic voxel sizes
(Mishchenko, 2015) to split merged nuclei and thickening each segmented object. Nuclei were then tracked by finding the nearest
object in the previous 2 frameswhichwas closer than 6 mm. If no object was found, that nuclei was kept with a new label, and only one
new object was allowed to be tracked to an existing one. After tracking, the 3D shape of each nucleus in each frame was used to
measure the maximum fluorescence value in the GFP channel, which was used as a proxy of the spot fluorescence. We note
than when a spot cannot be detected by eye this method detects only background, but the signal:background ratio is high enough
that the subsequent analysis allows to classify confidently when the maximum value is really representing a spot.
In experiments with two MS2 reporters the maximum intensity pixel per nucleus does not allow to separate transcription from the
two alleles. To do so, the 3D Gaussian spot detection method from (Garcia et al., 2013) was implemented in the existing tracking,
such that each spot was segmented independently and associated with the overlapping nuclei. In this manner only active transcrip-
tion periods were detected and no further processing of the traces was required.
MS2 Data Processing
From the previous step we obtained the fluorescent trace of each nuclei over time. Only nuclei tracked for more than 10 frames were
retained. First nuclei were classified as inactive or active. To do so the average of all nuclei (active and inactive) was calculated over
time and fitted to a straight line. A median filter of 3 was applied to each nuclei over time to smooth the trace and ON periods were
considered when fluorescent values were 1.2 times the baseline at each time point. This produced an initial segregation of active
(nuclei ON for at least 5 frames) and inactive nuclei. These parameters were determined empirically on the basis that the filters
retained nuclei with spots close to background levels and excluded false positives from bright background pixels. The meane3 Developmental Cell 50, 411–425.e1–e8, August 19, 2019
fluorescence from MCP-GFP in the inactive nuclei was then used to define the background baseline and active nuclei were segre-
gated again in the same manner. The final fluorescence values in the active nuclei were calculated by removing the fitted baseline
from the maximum intensity value for each, and normalizing for the percentage that the MCP-GFP fluorescence in inactive nuclei
decreased over time to account for the loss of fluorescence due to bleaching. Nuclei active in cycles before nc14 were discarded
based on the timing of their activation.
In all videos, time into nc14was considered from the end of the 13th syncytial division.When this was not captured the videos were
synchronized by the gastrulation time. Plots showing mean fluorescent levels were obtained by calculating the mean and SEM of all
fluorescent traces for multiple embryos aligned by the beginning of nc14. Calculating the mean levels of multiple embryos taken
individually returned very similar profiles, indicating there is little embryo-to-embryo variability. In Figures 1C and 3C the total
mRNA production per cell (in AU) was calculated by adding all the normalized fluorescent intensities for each nucleus.
Each embryo was classified into the 4 regions (ME, MSE, NE and DE) by drawing rectangular shapes in a single frame and finding
which centroids overlappedwith each region. In eve2-NICD these regions along the DV axis were definedwithin the eve2 stripe ( 6-7
cells wide in all videos). In wild type embryosME andMSE regionswere drawn in thewhole field of view ( 150x150 mmanterior half of
the embryo).
Definition of Bursting Properties
Bursts were defined as periods were the median-filtered signal was higher than 1.2 times the baseline for at least 5 frames within a
period from 15 min into nc14. These defined the burst duration and the time off between bursts. The amplitude was defined as the
mean value within each burst period. The proportion of active cells was defined as the percentage of cells that switch on at any point
after 15 min in each of the defined regions. ’Sustained’ transcription was defined as nuclei with at least one burst longer than 10 min.
This was based on analyzing regions where separated burst of activity were detected (mesoderm and dorsal ectoderm) where most
bursts were <10 min. Off periods shorter than circa 2 mins would not have been resolved because the MS2 loops were positioned
within the 5’UTR and the limit of resolution depends on the time taken for a Pol II molecule to complete transcription.
Onsets and ends of transcription were defined as the beginning of the first burst and the end of the last respectively (also starting
at 15 min into nc14). In Figures 2 and S2 to be more precise in measuring the onsets and end points of transcription for both MS2
alleles they were scored manually as the first and last frame a spot is detected and randomly assigned ’allele 1’ or ’allele 2’. The total
variability was the variance of all onsets or end points, combining both alleles. The extrinsic variability was calculated as the covari-
ance of onsets and ends between alleles 1 and 2. The remaining (total - covariance) corresponds to the intrinsic variability within
each cell.
Statistical Analysis
In figure legends, n number indicates number of embryos imaged for each biological condition. Where appropriate, n number next to
heatmaps indicates total number of cells combining all embryos for each biological condition. Plots showingmean levels of transcrip-
tion and SEM (standard error of the mean) combine all traces from multiple embryos from the same biological condition. Violin plots
show the bursting properties (amplitude, burst duration and off period) for each independent burst in all traces in multiple embryos,
therefore the n number can be significantly greater than the number of cells in each condition. Because these properties do not follow
a normal distribution, their statistical significance was tested with two Kolmogorov-Smirnov test. Levels of significance are indicated
in the figure legends.
Modelling Changes in Kinetic Parameters of Transcription
We used a two-state promoter model of transcriptional activation in which the promoter switches between OFF and ON with con-
stants Kon and Koff and releases mRNAs at a rate r when the promoter is ON (Figure 4E). This model also accounts for the residence
time of polymerase on DNAwhile transcribing the gene (the elongation time T), so it is capturing what the MS2 system detects, ie. the
number of nascent mRNA on the gene, rather than overall levels of mRNA in the cell. We take as a starting point expressions from
(Choubey et al., 2015) for the mean and variance of the number of nascent mRNAs hmi in steady state:
hmi = rTKon
Kon +Koff
(1)"
VarðmÞ = hmi 1+ 2rKoffðKon +KoffÞ2
+
2rKoff
ðKon +KoffÞ3

eTðKon +Koff Þ  1
T
#
(2)
We take the elongation time, T, to be fixed for a given gene. Thus, according to Equation 1, the levels of transcription could increase
in three ways: by increasing r, increasing Kon, or decreasing Koff.
Thus, because of this degeneracy, observing a change in hmi is alone insufficient to determine which underlying bursting
parameter is being tuned to drive that change. However, we can make progress by incorporating the intrinsic noise of transcription
into our analysis, since Equation 2 indicates that changes to bursting parameters that have equivalent effects on the mean mayDevelopmental Cell 50, 411–425.e1–e8, August 19, 2019 e4
nonetheless lead to different noise signatures. To do this, we calculate the Fano factor, which is defined as the variance divided by
the mean:
FanoðmÞ = VarðmÞhmi (3)= 1+
2rKoff
ðKon +KoffÞ2
+
2rKoff
ðKon +KoffÞ3

eTðKon +Koff Þ  1
T

(4)
Where we see that the expression for the Fano factor is identical to the quantity inside the brackets in Equation 2.
Next, we examine how changes to each bursting parameter in turn will affect the Fano factor and Mean, respectively,
demonstrating how these signatures can be used to uncover the drivers of observed changes between different experimental
conditions.
Pol II Initiation Rate (r)
We start by considering the case when r is modulated. In the discussions that follow, we assume a situation in which we are
comparing two experimental conditions that exhibit observable differences in their mean rate of expression, hmi:
ahm1i = hm2i (5)
Our goal is to determine whether the modulation of specific parameters corresponds reliably with changes in the mean and Fano
factor. To do this, we undertake analysis of the functional form of the partial derivatives of these empirical measures with respect to
each parameter.
From Equation 1, we have:
vhmi
vr
=
TKon
k
(6)vhmi
vr
> 0 (7)
Where, for convenience, we have introduced the shorthand k = Kon + Koff. So we see that hmi is monotonic with
r: an increase in r always leads to an increase in themean (and vice versa). The strict inequality applies because the right-hand-side
of Equation 6 can be zeros if no expression occurs. For the Fano factor, we have:
vFano
vr
=
2Koff
k2

1+
ekT  1
kT

(8)vFano
vr
R 0 (9)
Unlike themean, it is possible that a change in r could lead to no observable modulation in the Fano factor; however, this only holds
for exceptionally small values of kT . More importantly, we see that it is impossible for the Fano factor to decrease when r is increased.
Thus, we conclude that an increase in rmust coincide with an increase in both the mean rate of expression and in the Fano factor, ie.
the ratio between the Fano factors Fano(m2) and Fano(m1) where hm2i= ahm1iwould always be greater than 1 (Figure S3D, top panel).
Activation Rate (Kon)
As with r, we begin by examining how hmi changes in response to a change in Kon :
vhmi
vKon
=
rT
k
 rTKon
k2
(10)=
rT
k

1 Kon
k

(11)vhmi
vKon
R 0 (12)
Thus, as with r, the mean rate of expression increases monotonically in response to increases in Kon. Next, for the Fano factor,
we have:
vFano
vkon
= 2rKoff

 k32+ ekT+ 3k4
T

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
= 2rKoff
k3
2+ ekT  3ð1 e
kTÞ
kT

(14)
To gain further insight, we need to examine limiting cases for the quantity kT, which encodes the relative magnitude of the elon-
gation time and switching rates, and which dictates the noise characteristics of the system.
We start with the case where kT << 1:
vFano
vkon
z 2rKoff
k3

2+ 1 kT  3ð1+ kT  1Þ
kT

(15)z 2rKoff
k3
ð3 kT  3Þ (16)z 2rKoff
k3
ð0Þ (17)z 2rKoff
k3
ð3 kT  3Þ (18)vFano
vkon
z 0 (19)
For the opposite limit, where kT >> 1, we have:
vFano
vkon
z 2rKoff
k3

2+ 0 3ð1 0Þ
kT

(20)z 4rKoff
k3
(21)vFano
vkon
% 0 (22)
So we see that, an increase in hmi that is driven by an increase in Konwill coincide with a decrease in the Fano factor. Thus, unlike r,
where the signs of the change in the mean and Fano factor are the same, we find that the signs of the changes in the mean and Fano
factor are opposite in the case of changes driven by Kon, ie. the ratio between the Fano factors Fano(m2) and Fano(m1) where hm2i =
ahm1i would always be smaller than 1 (Figure S3D, middle panel).
Off Rate (Koff)
For the mean, we have:
vhmi
vKoff
= rKon
k2
(23)vhmi
vKoff
% 0 (24)
Thus, as expected, an increase in Koff leads to a decrease in hmi. In keeping with our treatment in the case of
Kon, we next examine the functional form of the Fano factor in the small and large kT limits. For kT << 1, we expand about kT = 0 to
obtain an expression for the Fano factor:
Fano z 1+
2rKoff
ðKon +KoffÞ2
+
2rKoff
ðKon +KoffÞ3

1 kT  1
T

(25)z 1 (26)
Thus, consistent with our findings for Kon the Fano factor is largely insensitive to changes in Koff for small kT. This holds for r as well,
though we did not state so explicitly above. Next, we approximate the large kT limit by setting ekT = 0:
Fano z 1+
2rKoff
k2
+
2rKoff
k3

0 1
T

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z 1+ 2r

Koff
k2
 Koff
k2
1
kT

(28)z 1+ 2r

Koff
k2

(29)
Differentiating, we obtain:
vFano
voff
z 2r

1
k2
 2Koff
k3

(30)z
2r
k2

1 2Koff
k

(31)
The expression above reveals that, unlike r andKon, the direction of the change of the Fano factor in response to a change inKoff not
fixed, but depends upon the relative sizes of Kon and Koff, ie. the ratio between the Fano factors Fano(m2) and Fano(m1) where hm2i =
ahm1i could be smaller or greater than 1 (Figure S3D, bottom panel). Numerical simulations confirm this result.
Stochastic simulations
We next tested with simulations whether the Fano factor ratio can be used as a diagnostic tool of the underlying changes in the
mean. We used stochastic simulations of transcription based on the Gillespie algorithm (Gillespie 1976) of the same two-state
promoter model but using additional parameters to more resemble the biological MS2 data (accounting for the time MS2 loops
are detected, acquisition time and adding experimental noise, Figure S3F).
We then tested whether we could recover the same trends in Fano factor ratios in the simulation as expected from the mathemat-
ical model. Indeed, using a variety of starting parameters we could recover similar Fano factor values as expected from the mathe-
matical model (Figure S3D). However, given that changes in Koff can produce Fano factor ratios greater or smaller than 1, calculation
of the Fano factor and comparing whether it is greater or smaller than 1 alone is not sufficient to infer which parameter is being
modified to produce the observed changes in the mean.
Utilizing the Autocorrelation Function (ACF)
The results of our analysis thus far indicate that modulations in r and Kon lead to distinct, well defined signatures in mean and
Fano factors of experimentally observed expression levels. However, the degeneracy of the Fano factor shift with respect to
changes in Koff necessitates the incorporation of an additional observable, if we are to be able to distinguish the underlying drivers
of changes between experimental conditions. To this end, we utilize the empirical Autocorrelation Function of our experimental MS2
traces.
The ACF function provides information about the speed of the system and the elongation rate (Desponds et al., 2016; Lammers
et al., 2018). Intuitively, themore rapid the time scale with which the system switches between activity states (the larger k is), the faster
the ACF decays. We used the same simulations to test if the autocorrelation function changes in different ways depending on the
modified parameters, to help distinguishing between the 3 scenarios to increase the mean. If the dynamics are fast (Figure S3E, right
column, Kon1 = 0.1 s
1 and Kon1 = 0.2 s
1) no changes in the ACF were observed in any of the three cases. When the dynamics are
slower (Figure S3E, left column, Kon1 = 0.01 s
1 and Kon1 = 0.02 s
1), then the AC function shifts to the right (from hm1i to hm2i) when
Koff decreases. No changes are observed when r or Kon increase.
Therefore looking at both the Fano factor ratio and the autocorrelation function (when the dynamics are slow enough), provides
enough information to distinguish between the three ways in which the mean can change (Figure S3B):
- increase in r: FFRatio > 1 and no change in ACF
- increase in Kon : FFRatio < 1 and no change in ACF
- decrease in Koff : FFRatio < 1 or > 1 and shift to the right in ACF
Estimating Fano factor from empirical data
When applied to real MS2 traces, raw fluorescence profiles from each cell were processed by applying a median filter of 3,
removing the background baseline and normalizing for bleaching as described in the MS2 data processing section. When the onset
of transcription was different between experiments (eg. WT vs eve2-NICD) they were shifted to compare equivalent times. The Fano
factor was calculated as the intrinsic variability divided by the mean over time:
Fano =
s2i
hmi (32)=
VarðmÞ  CoVarðmÞ
hmi (33)
The intrinsic component was calculated by subtracting an estimation of the extrinsic variability form the total noise. The contribu-
tion from the extrinsic noise, normally calculated from the covariance of two transcription traces from the same cell, was calculatede7 Developmental Cell 50, 411–425.e1–e8, August 19, 2019
by using neighbouring nuclei as proxi of two loci in the same cell and calculating their covariance. Using the experiments where two
MS2 reporters are present in each cell we validated the contribution from extrinsic noise is equivalent within cell and across
neighbouring cells. Both FFRatio and ACF were calculated by doing 50 bootstraps of all available traces and calculating the
mean and SD.
DATA AND CODE AVAILABILITY
Scripts for tracking and analysis of MS2 videos are available at https://github.com/juliafs93/FryEmbryo3DTracking.
The code developed for the modelling approach to infer changes in parameters of transcription causing changes in mean levels of
transcription is available at https://github.com/juliafs93/FFR_ACF.Developmental Cell 50, 411–425.e1–e8, August 19, 2019 e8
