ABSTRACT Image fusion has become an active and promising research topic in image processing. It provides an effective way to combine several source images to form a composite image with more detailed information than any one of the source images. An FDST-PCNN framework, which integrates finite discrete shearlet transform (FDST) with pulse-coupled neural network (PCNN), is proposed to possess a higher ability enhance fusion effects. We first propose a structure-based saliency (SBS) map to enhance the clear and important features in one image. The SBS map combines the depth information with the saliency information and could be a good representation of the most essential information of the source images. After multiscale decomposition by the FDST, the SBS map of the source images and the modified-spatial-frequency of the subbands are both utilized to tune the PCNN neuron response and determine the fused coefficients in each subband. The experimental results on multi-focus and multi-sensor images verify the effectiveness of our proposed fusion method. Compared with other PCNN-based fusion methods, the proposed method achieves significant improvement in preserving detailed edge information and improving overall visual performance.
I. INTRODUCTION
Image fusion is an essential technique to integrate complementary and redundant information from multiple images of the same scene into one fused image of higher quality [1] - [3] . With such a wealth of information, the fused image is more suitable and convenient for subsequent machine processing and human perception. By far, image fusion has been used in many industrial application areas, such as computer vision, medical imaging, remote sensing, security and surveillance and so on.
Generally, image fusion has three levels: pixel-level, feature-level and decision-level. In the pixel-level image fusion, we pay more attention to adequate information expression of each pixel in the final fused image. More specially, the important information in the source images should be kept as closely as possible; irrelevant information like noise should be reduced; any other pixel artifacts should
The associate editor coordinating the review of this manuscript and approving it for publication was Yongqiang Zhao. not be added [3] . This paper addresses the problem of pixellevel fusion rather than feature-level or decision-level fusion issues.
The pixel-level image fusion can be classified into spatialdomain fusion and transform-domain fusion. Spatial-domain fusion methods use some typical pixels of source images to construct the final fused image, such as methods based on independent component analysis [4] , principal component analysis [5] , [6] , guided filtering [7] , [8] , self-similarity and depth information [9] and sparse representation (SR) [10] . Recently, SR techniques have been investigated intensively and many researchers have come up with some possible solutions. In [11] , the authors combined image cartoon-texture decomposition with SR. Two respective fusion rules were proposed to get fused cartoon and texture components. However, similar to other spatial domain fusion methods, unexpected blurring effect and contrast reduction may occur due to the inadequate use of the source information.
Transform-domain fusion is an effective way to tackle this problem. Transform-domain fusion attempts to complete the fusion task in the transform domain based on the assumption that some features could be more textured in the transform domain. It includes three steps: (i) decompose source image into multi-scale subbands; (ii) fuse subbands; (iii) reconstruct the final image from fused subbands. For transformdomain fusion methods, choosing multi-scale decomposition tools and designing subband image fusion rules are two key problems.
For the first problem, many constructive works on multiscale decomposition have been done by relevant experts and scholars, such as shift-invariant discrete wavelet transform, dual-tree complex wavelet transform, bandelet transform, lifting stationary wavelet transform, quaternion curvelet transform, contourlet transform (CT), non-subsampled contourlet transform (NSCT), shearlet transform (ST), nonsubsampled shearlet transform (NSST) and so on. Finite discrete shearlet transform (FDST) [12] was proposed by S. Häuser and G. Steidl to accelerate the computational speed of the conventional ST. FDST provides a simple way to construct a Parseval frame using band-limited shearlet and can be implemented only based on fast Fourier transform (FFT). The excellent features of FDST have been gradually considered and applied as a practical technology in the image fusion field.
For the second problem, the simplest fusion rule for subbands is the average rule in the low frequency domain and the maximum rule in the high frequency domain. However, it leads to information loss and pixel distortion. As a visual cortex-inspired neural network, pulse coupled neural network (PCNN) has attracted sufficient attention in the past decades. Benefitting from the global coupling and pulse synchronization of neurons, PCNN can make full use of local pixel information so that it is suitable to be used in designing fusion rules and determining fusion coefficients.
In total, the combination of multi-scale decomposition with PCNN or its modified versions is regarded as the most reasonable way to enhance fusion effects. In [13] - [17] , many scholars did solid jobs in exploring and analyzing PCNN based fusion framework, including introducing novel multiscale decomposition methods, modifying the PCNN model, finding better neuron motivator of PCNN and optimizing the PCNN parameter initialization. Especially, NSST-PCNN framework absorbs state-of-the-art developments in the image fusion field and shows its superiority over other existing frameworks [16] , [17] , [19] . Reference [20] presented an expansion of the previous NSST-PCNN framework, where regional energy and morphological gradient are applied to select the fused coefficients. In [21] , the authors formed a novel fusion framework by utilizing shift-invariant dual-tree complex shearlet transform (SIDCST), another modified version of ST. This method uses SR and PCNN to fuse low frequency and high frequency subbands respectively. To be honest, many works seem to be simple combinations of several techniques, although they usually achieve better fusion performance as the authors claimed. Some people many think they are not novel enough, but they are all nice and beneficial trials from a practical point of view. Nonetheless, in most existing PCNN-based fusion methods, subband fusion only considers the subband characteristics like spatial frequency, resulting in pixel artifacts, blurring regions and unclear edges. This is the main motivation of this study.
In this paper, we propose combining structure-based saliency map of the source images and modified-spatial frequency in each subband to tune PCNN neuron response in the FDST-PCNN framework. The contributions of this paper are summarized as follows:
(i) FDST-PCNN framework is proposed and utilized to fuse images, where FDST is integrated as an effective tool;
(ii) A novel structure-based saliency (SBS) map is proposed to represent the most of useful and important information of the source images;
(iii) SBS map of the source images is combined with spatial frequency information of the subband images as the feeding stimuli of each PCNN neuron to determine the subband fusion coefficients;
(iv) The experimental results indicate the great benefits and potentials of our proposed fusion method while fusing multifocus images and multi-sensor images.
The remainder of this paper is organized as follows. In Sect.II, the theory of FDST is introduced in detail; In Sect.III, the basic PCNN model is briefly reviewed; SBS map and our fusion method are presented detailedly in Sect.IV; Sect.V describes the experimental results of using our proposed method to fuse multi-focus and multi-sensor source images and images with noise, respectively; finally, this paper is concluded in Sect.VI.
II. FINITE DISCRETE SHEARLET TRANSFORM
For the parabolic scaling matrix A a = a 0 0 √ a and the shear matrix S s = 1 s 0 1 , the continuous shearlets ψ a,s,t with the synthetic expansion character form can be expressed as:
Using the Fourier transform, the continuous shearlet transform of a function ∈ fL 2 (R 2 ) is defined by:
To enhance the directional selectivity, through a wavelet and a bump function, the horizontal cone C h , the vertical cone C v , the intersection of the two cones C × and the low frequency set C 0 are obtained, as shown in Fig.1 . Fur-thermore, the dilation shear and translation parameters are discretized in the following formulas:
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FIGURE 2.
Basic structure of the single PCNN neuron.
where j 0 = 1 2 log 2 n . Thus, the discrete shearlet transform can be defined as [12] :
Since the discrete shearlet transform in Eq.8 can be easily realized by applying FFT algorithm, FDST possesses lower computational complexity than ST or NSST. Meanwhile, FDST also shows good characteristics of multi-scale decomposition. Through L-stage decomposition, one original image can be decomposed into one low-frequency subband and a series of high-frequency directional subbands.
III. PULSE COUPLED NEURON NETWORK(PCNN)
A PCNN is a two-dimensional feedback network developed for high-performance biomimetic image processing. It has special mechanism of spatial proximity and similar characteristic aggregation. Fig. 2 shows the basic structure of the single PCNN neuron. Each PCNN neuron corresponds to one pixel in the input image and consists of three parts: receptive field, modulation field and pulse generator. The input signal S ij is transformed into two channels through the receptive field. One is the feeding input F ij , and the other is the linking input L ij . And in the modulation field, the internal activity of the neuron U ij combines the attenuated feeding input F ij and the attenuated linking input L ij . Finally, by comparing the accumulated internal activity U ij with the dynamic threshold θ ij , the neuron decides whether or not a pulse is generated.
The discrete mathematical expressions of the normal PCNN neuron model can be given as follows:
where α F , α L and α θ are the attenuation time constants of F ij , L ij and θ ij , respectively; V F , V L and V θ are the magnitude scaling terms of F ij , L ij and θ ij , respectively; M ijab and W ijab are both the linking matrices; β ij means the linking strength; T ij means the firing during times during the iterations.
IV. PROPOSED FUSION METHOD A. STRUCTURE-BASED SALIENCY MAP
A bottom-up visual saliency (GBVS) model based on graph computation was proposed by Jonathan Harel et al. in [23] . This model includes three steps: feature vector extraction, activation map formation and normalization/combination. Feature maps are generated by biologically inspired filters with elementary nonlinearity. Based on the characteristics of Markov random fields model, Markov chains are defined as edge weights on feature maps, which are computed by analyzing dissimilarities. Finally, the saliency map is formed via computing the equilibrium distribution of Markov chains. GBVS map can extract the regions with higher brightness or significance to some extent. However, GBVS map is insensitive to the pixel clarity. For example, the blurring region due to poor focus can be misidentified as a salient one. In this paper, we propose SBS map by combining GBVS map with the estimated depth information. Actually, these two maps are used for different purposes. GBVS map fixates on salient regions for further target tracking and recognition, while SBS map serves to extract some certain typically useful information specifically for image fusion. The introduction of depth information will provide a more accurate view of image structure and present a proper weight-based rule to evaluate the saliency degree.
The detailed steps to construct SBS map are given as follows:
(i) Compute the GBVS map of the source image as S(i,j);
(ii) Compute Sum-Modified-Laplacian [24] of the source image asSML(i,j); (iii) Estimate depth information of the source image as D(i,j) by using the method proposed in [25] ; (iv) Construct SBS map by using equation as follows, Here to overcome the blocky artifacts in fusion, we use SML(i,j) rather than the original pixel intensity as pixel feature. Moreover, when D(i,j) is small, the distance from the object to the focal plane is close and the pixel is less likely to belong to the blurring region. Adding depth feature is a good way to remove the blurring parts of the source image. In Eq.15, we further assume the elements of SBS map are inversely proportional to the square of depth feature of each pixel, which means ω = 2. This assumption is based on empirical values. Actually, it makes very little difference when the depth feature is weighted by different values of ω, since the estimated depths in one image distribute rather closely. Fig.3 shows one example using our proposed SBS map extraction. The source image of the first example (a) is a rightfocused source image. Its GBVS map, as shown in Fig.3(d) , contains both the focused right clock and the defocused left clock. Compared with GBVS maps, SBS maps are not susceptible to blurring edges or inconspicuous regions. Especially, the combination of depth information makes SBS map pay close attention to the well focused region. From Fig.3(e) , SBS map extraction can focus on the regions with more useful information, which are sharp and well-focused pixels. It should be mentioned that, a part of information of the source image may lose in its SBS map, such as the contour of the clock and other inapparent and unclear regions. However, the most of useful information, including the clockface of the clock and the brand logo of the well focused clock, is retained. Moreover, the lost information can be restored in the fused image through designing proper fusion rules.
B. FUSION PROCESS
Our proposed fusion method is based on FDST-PCNN framework. On the one hand, the better sparse representation ability of FDST brings much lower computation cost compared with other traditional multi-scale transforms, which makes FDST more applicable and suitable for subband image decomposition and reconstruction. On the other hand, PCNN has become an efficient tool in the field of image fusion due to its neuron activation mechanism. The schematic diagram of our proposed fusion method is shown in Fig.4 .
As one of the most widely used gradient features, spatial frequency in transform domain can take full advantage of the local information of subband images. And SBS map contains the most of the useful global information of the source image. In our proposed fusion method, we combine SBS map of the source image and spatial frequency of each subband to motivate each PCNN neuron.
For simplicity, we take two gray-scale images as an example and summarize the fusion process in this paper as follows:
(i) Register source image A and source image B geometrically;
(ii) Compute SBS maps of the two source images as SBS A and SBS B respectively; VOLUME 7, 2019 (iv) Measure Weighted-Modified-Spatial-Frequency (WMSF) as Eq.16 in 3 × 3 slipping window of coefficients in all subbands;
In this step, further considering the diagonal gradient information, we compute WMSF by utilizing MSF instead of SF. And through Eq.16, the local gradient information of each subband is weighted by SBS map of the source image.
(v) PCNN is used to determine the coefficients of the fused subbands. The low-frequency subbands usually contain the overall features of the original source images, such as the whole contrast level and intensity distribution, while the highfrequency subbands contain the description of edge information and contour information. It is reasonable and essential to design different fusion rules while dealing with subband images. There are several steps to use PCNN to determine fusion coefficients:
Firstly, taking the coefficients of low-frequency subbands Finally, use Eq.17 to select the coefficients to fuse the two subbands.
(vi) Perform inverse FDST to reconstruct the fused image from the coefficients of fused subbands.
The pseudo code of our proposal is summarized as follows:
V. EXPERIMENTS AND ANALYSES
In this section, we use various kinds of source image pairs to demonstrate the effectiveness of our proposed fusion method. All the source images for evaluation have 256 gray levels and are provided by the website http://www.imagefusion.org/, including multi-focus images and multi-sensor images. The simulation experiments are conducted by MATLAB R2017b software on a PC with Intel Core i7-8550U/1.80GHz/16G. 19 Calculate F ij , L ij , θ ij , U ij by using Eq.9-Eq.13 In this paper, for fair comparison, we use exactly the same parameter settings while evaluating different fusion methods.
A. OBJECTIVE EVALUATION CRITERIA
To assess fusion effects fairly, information entropy (IE) and Piella's metric [26] are employed as objective evaluation criteria.
IE is a metric of the degree of randomness in one image. For a well-focused image, IE is usually large, whereas IE of an unfocused image is usually smaller. Thus, IE can represent the clarity degree as well. In image fusion, the higher the IE values, the better the fusion effects. IE is computed by Eq.18.
where χ is the gray level of image and p(x) is the proportion of pixels whose gray value are x in χ. Gemma Piella and Henk Hejimans defined three fusion quality indices, Q 0 , Q W , and Q E , which mainly reflect the image structural similarity. Q 0 , Q W , and Q E are based on the evidence that the human visual system is highly adapted to structural information and a measurement of the loss of structural information can provide a good approximation of the perceived image distortion.
A previous version of this index is known as the universal image quality index (UIQI) [27] and is written as
where A and B are the average gray values of images A and B whose size is M × N , σ 2 A , σ 2 B , and σ AB are the variance and covariance, respectively, i.e.,
Assume the local Q(A,B|w) value is calculated in a sliding window w.There are
where W is the family of all windows and |W | is the cardinality of W , the weight λ(w) is defined as
Herein, s(A|w) is a local measure of image salience. In Piella's implementation, s(A|w) and s(B|w) are the variance of images A and B within the window w, respectively. The coefficient c(w) in Eq.21 is
In Eq.22, Q W (A , B , F ) is the Q w calculated with the edge images, i.e., A , B , and F are the edge images corresponding with A, B, and F respectively and α is a manually adjustable parameter to weight the edge-dependent information. Computational efficiency is also considered in this paper. We average the running time of each fusion method by conducting the same fusion task for 5 times. The running time is measured by the built-in function in the MATLAB platform.
The fusion methods for comparison are given as follows. Most of them are typical saliency-map-based and PCNN-based fusion methods.
Ref. [18] : Image fusion based on visual saliency map and weighted least square optimization;
Ref. [19] : Image fusion based on NSST and PCNN with self-similarity and depth information;
Ref. [22] : Image fusion based on morphological component analysis;
Ref. [24] : Image fusion based on classic NSCT-SF-PCNN framework. 
B. EXPERIMENTS OF MULTI-FOCUS IMAGE FUSION
For multi-focus image fusion, we utilize our proposed method to fuse three groups of source images, ''CLOCK'', ''LAB'' and ''DISK'', and to compare with the other four methods, as shown in Fig.5 (the image fusion results of Ref. [24] are not shown subjected to figure layout). Fig.5 shows a visual comparison of the fused images. Comparing the white rectangular box area in group a, b, c(3)-(6), our proposed method retains more image detail information, and obtains more clearly fused images than the other three methods. Especially, observing the clarity of the clock hands marked by white rectangular boxes in group b and c, the results show that the proposed method is more detailed and clearer at the edges. Table 1 shows the objective evaluation criteria by using different methods to fuse three groups of multi-focus images. For an intuitive data comparison, Fig.6 shows the data radar chart. It can be seen from table 1 that the IE of our proposed method is greater than the other reference methods, which proves that our method retains more image gray-scale information. Furthermore, it can also be seen from the results of Q 0 , Q W , and Q E that the proposed method obtains the best evaluation values in most cases, which proves that our method retains more edge information and stronger correlation between the source images and the fused image than the other reference methods. Moreover, the comprehensive evaluation of our proposed methods is the best when considering the surrounding area of each method in Fig.6 . However, our method is not dominant in terms of runtime due to the high complexity of computing WMSF and iterative fusion. In general, our proposed method achieves a good balance between clarity and computational complexity for multi-focus image fusion. 
C. EXPERIMENTS OF MULTI-SENSOR IMAGE FUSION
Multi-sensor image fusion task is quite different from multifocus fusion task since the source images usually possess different properties. Therefore, we also apply our proposed method in four multi-sensor cases. The fusion results are shown in Fig.7 (Subjected to figure layout , results of Ref. [24] are also not shown). Fig.7 (a) and (b) are two groups of medical images, where computer tomography (CT) photographs the bone and magnetic resonance image (MRI) photographs the tissue. And Fig.7 (c) and (d) are cases of fusing infrared and visible images. For multi-sensor image fusion, not only the important details of the tracking target should be preserved well (tissue in Fig.7 (a), brain edge in Fig.7(b) and tank barrel in Fig.7(d) etc., which are marked by white rectangular boxes, but the different expressions of fused information should be reconciled. Our proposed fusion method exhibits strong ability to balance visual quality of both clarity and contrast. And compared with the original source images, the fusion images contain few artifacts. Table 2 shows comparison of objective evaluation criteria for multi-sensor image fusion. Fig.8 shows the data radar chart. For the fusion results of ''TIISUE'' and ''BRAIN'', the IE of our proposed method is greater than others. Although the values of Q 0 and Q E of ''BRAIN'' are less than the others, its detailed information is more than the other four methods from the fused images in Fig.7(b) . Besides, the values of Q 0 and Q w of ''FOREST'' and ''TANK'' are larger than the other methods, which proves that our method performs better. Besides, comparing the results of Ref. [18] and our proposal method in Table 2 , this improvement should be attributed to combing our proposed SBS map with FDST-PCNN framework. Making a comprehensive comparison, our proposed method performs better than the other four methods, for the reason that the evaluation criteria of proposal method are the maxima or second maxima in most cases by observing the Fig.8 .
D. EXPERIMENTS OF IMAGE FUSION WITH NOISE
In practical application scenarios, the images to be fused may contain some noise. Therefore, we have tested the influence of background noise when fusing images. Fig.9 shows the fusion results of two groups of images, ''LAB'' and ''BRAIN'', containing ''salt and pepper'' noise. The original fusion results are also given in Fig.9 to make a comparison.
When compared with the original image fusion results, our proposed method can also retain clear gray-scale and detailed edge information and show robustness to noise, whereas the other methods have various changes in gray-scale information because of noise. 
VI. CONCLUSION
In this paper, we proposed a new method of image fusion based on structure-based saliency map and FDST-PCNN framework. The core idea of our proposed method is to combine essential global information of the source images to tune PCNN neurons response. After multi-scale decomposition by FDST, low-frequency subbands are fused through basic PCNN model while high-frequency subbands are fused through sophisticated WMSF motivated PCNN model. Fusion experiments on multi-focus, multi-sensor images and noise images demonstrate the proposed fusion method preserves detailed information better and outperforms other reference methods in the overall fusion effects.
The experimental results can be summarized as follows: FDST is an efficient tool for image decomposition, and the feasibility of combining FDST with PCNN is manifested.
The introduction of depth information will help form SBS map, which can recognize the regions with high saliency and good clarity in one given image.
Combining SBS map of source images with spatial frequency of subbands to tune each PCNN neuron response could be one possible solution to the improvement of the fusion performance.
