prising and potentially detrimental to brain function. But another possibility is that synaptic unreliability is used by the brain for the purposes of learning (Minsky, 1954; Hinton, 1989), in analogy to the way in which unreliable genetic replication is used for evolution.
To learn from reinforcement, a hedonistic synapse must maintain a record of its recent releases and failthe firing rates of half of the input neurons ( Figure 2A ). ures. This is provided by a dynamical variable called the The XOR computation is a classic benchmark for neural eligibility trace (Klopf, 1982) . Learning at each synapse network training, because a simple, single-layer peris driven by the product of the local eligibility trace with ceptron cannot represent it; a multilayer perceptron is the global reinforcement signal (Figure 1) .
necessary. The full description of the hedonistic synapse model is
The training was accomplished by presenting the ingiven in the Experimental Procedures and is somewhat puts and then rewarding or punishing the synapses demore complex than described in Figure 1 , as it incorpopending on the activity of the output neuron. More sperates dynamic effects such as short-term facilitation and cifically, when the input was "01" or "10," the synapses depression. These effects are ignored for simplicity in were rewarded for every output spike. When the input Figures 1-4 but are included in the final example of was "00" or "11," the synapses were punished for every Figure 5 . output spike. In other words, the reinforcement signal was either the spike train of the output neuron or its negative. Prior to training, the network responded on Training a Multilayer Network Now consider a network of hedonistic synapses. The average with more spikes to "11" than to "01" or "10." After cycling through 200 presentations of each input network can be trained by rewarding desired behavior and punishing undesired behavior. This is illustrated in pattern, the network learned to respond to "01" and "10" but to suppress almost all spiking to "11" ( Figure 2B ). Figure 2 for the particular case of a network with a multilayer perceptron architecture. The 60 input neurons It is important to note that a single time-varying reward signal sufficed to train the entire network, including not are Poisson spike trains, while the 60 hidden neurons and 1 output neuron are of the integrate-and-fire variety only the synapses feeding directly into the output neuron but also the synapses from the input neurons to the (see Experimental Procedures). The network was trained to perform the exclusive-or (XOR) computation on two hidden neurons. This nonlocal spread of a supervisory signal is reminiscent of backpropagation learning binary variables. Each binary variable was encoded in Reward Provides an Appropriate Learning Signal It suppresses almost all output spiking in response to the input "11," This is illustrated through simulation of a simple circuit consisting while still responding to "10" or "01." More than 90% of the time, of (1) an excitatory input neuron, (2) an inhibitory interneuron, and convergence to a good solution occurred within a few hundred itera- In Figure 2 , the end result of the training was that the strongly correlated with reward than is release, so the synapse synapses changed their release probabilities so as to knows to decrease its release probability. This example illustrates increase the reward received by the network, thereby that antagonistic effects of release and failure on plasticity can be important for deriving the correct learning signal.
improving its performance on the XOR computation. How were the synapses able to determine the changes in release probabilities appropriate for increasing reward? The short answer is that a hedonistic synapse learns by between them indicates whether the release probability should be increased or decreased to maximize reward. comparing two cross-correlations, one between release and reward and the other between failure and reward.
It is straightforward to verify this for each synapse, because the circuit is so simple. The difference between these two correlations tells the synapse how its actions are causally related to reward.
In particular, one synapse most strikingly illustrates that the learning signal resides in the difference between To illustrate this point, the model circuit of Figure 3 was simulated. The circuit retains some of the basic the correlations rather than in either correlation alone. This is the synapse from the input neuron to the interneuelements of the larger network trained in Figure 2 . The input neuron generates a Poisson spike train, while the ron. Because release is positively correlated with reward, one might erroneously conclude that the release others are of the integrate-and-fire variety. The spike train of the output neuron is regarded as the reward probability should be increased. However, the positive correlation is due to the other pathway from the input signal. For each synapse, the release-reward and failurereward correlation functions are graphed. The difference neuron to the output neuron. It turns out that failure is The Matching Law In the simulation of Figure 2 , the reinforcement was strongly so. Hence, the release probability should be decreased to maximize reward. This example demona deterministic function of the network behavior, but hedonistic learning is also applicable to contexts in strates that it can be important for release and failure to have antagonistic effects on plasticity.
which reinforcement is probabilistic. Such contexts have been studied extensively by psychologists in reWhile the difference between the correlations provides an appropriate learning signal, it should be noted search on the matching law (Davison and McCarthy, 1988; Gallistel, 1994). When animals are presented with that this signal is obscured by a learning noise, the random fluctuations corrupting any estimate of correlarepeated choices between competing alternatives, they distribute their choices so that the returns from the altertions based on a finite time interval. This means that dynamics of learning executes a random walk in the natives are approximately the same. Return is defined as the total reward obtained from an alternative divided parameter space, which is biased in a direction that increases the average reward. A picturesque term for by the number of times it was chosen. Figure 4 illustrates that a neural circuit containing hesuch behavior is "hill-climbing," which comes from visualizing the average reward as the height of a landscape donistic synapses can learn matching behavior when it chooses repeatedly between two targets that are probaover the parameter space. The formal term is "stochastic gradient ascent," as explained in the Experimental Probilistically baited with reward. A discrete-time version of the concurrent variable-interval reward schedule is cedures. Depending on the release probability for the first spike in the train, the efficacy of the synapse exhibits different time courses. The initial release probability is specified as 1/(1 ϩ exp(Ϫq )), where q is called the release parameter. For q ϭ 2 (red) the initial release probability is high and the synapses depresses. For q ϭ Ϫ2 (blue) the initial release probability is low and the synapse facilitates first and then depresses. (B) The 100 synapses are driven by 20 Hz Poisson spike trains. The stimulus onset is 100 ms earlier for the blue group than the red group. Output spikes to this stimulus were rewarded during training. (C) The stimulus onset is 100 ms earlier for the red synapses than the blue synapses. Output spikes to this stimulus were punished during training. (D) All release parameters were initialized to be zero, but the two groups of synapses ended up learning different dynamical behaviors. After training with 500 presentations of each stimulus, the release parameters of the blue group were typically less than those of the red group, so that the red synapses tended to depress more strongly than the blue. (E and F) After training, the output neuron became selective to temporal order, because its synapses learned the appropriate dynamical behaviors. The mean responses to stimuli B and C were six and three spikes, respectively. Typical voltage traces are shown; the response fluctuated from trial to trial. used, as explained in the Experimental Procedures.
actions are causally related to reward. During periods when the postsynaptic neuron is far below threshold, Whenever the decision-making circuit of Figure 4A chooses a baited target, it harvests reward, which inrelease and failure have no effect on the rest of the network and therefore have no effect on reward. A hedoduces plasticity at its hedonistic synapses. It chooses probabilistically between the two targets, due to the nistic synapse is better off ignoring such time periods, because they contribute only learning noise and no stochasticity of its feedforward synapses. Initially, it chooses with roughly equal odds, but over time it learns learning signal. Therefore, it is advantageous to modify rules R1 and a preference that approximately satisfies the matching law ( Figure 4C ). R2 so that they are not applied if the postsynaptic voltage is well below threshold for a window in time surrounding the presynaptic spike. One caveat should be Dynamic Synapses noted: according to this modification, plasticity at a heFor any synaptic learning rule to be biologically plausidonistic synapse is dependent on postsynaptic depolarble, it must be able to deal with the fact that the efficacy ization but does not require a postsynaptic spike. Acof a biological synapse is not static but changes dynamicording to some experiments, this stronger condition is cally from spike to spike (Tsodyks et al., 1998). Although necessary for long-term potentiation (Magee and Johnsthis feature of synaptic transmission was neglected in ton, 1997). the preceding examples for simplicity, it is compatible with the hedonistic synapse model. The implementation of short-term plasticity is explained in the Experimental Postsynaptic Locus of Plasticity Procedures, and its behavior is illustrated in Figure 5A , It is known that long-term plasticity of a biological synwhich depicts simulations of the average postsynaptic apse can occur through changes in the probability of response to a tetanus of presynaptic spikes. Comparivesicle release (Dale et al., 1988; Stevens and Wang, son of the two traces reveals that the probability of 1994; Bolshakov and Siegelbaum, 1995). Such a presynvesicle release to the first spike in the train affects the aptic locus of plasticity is consistent with the basic responses to later spikes. If the initial release probability model of a hedonistic synapse. However, long-term is high, succeeding responses are depressed. If the iniplasticity can also occur through changes in the amplitial release probability is low, then facilitation is visible tude of the postsynaptic conductance elicited by vesicle at first, after which depression sets in. This is qualitarelease (Malenka and Nicoll, 1999) . This suggests the tively in accord with measurements on biological synfollowing modification of rules R1 and R2: make the apses (Markram and Tsodyks, 1996) . changes in the amplitude of the postsynaptic conducIf these different dynamical behaviors are available, tance rather than in the release probability. hedonistic synapses can learn to use them for computa-
The modified rules will still tend to increase average tion, as shown in the rest of Figure 5 . The synapses onto reward, provided it is true that changing the amplitude an integrate-and-fire model neuron were divided into of a postsynaptic conductance and changing its probatwo groups. During training, the two groups were actibility have similar effects on the behavior of the postsynvated sequentially, in either order. Spikes in response aptic neuron. There are situations where this statement to one order were rewarded, while spikes in response can be violated. For example, suppose that stimulation to the other order were punished. After training, the of a synapse drives the postsynaptic neuron above spikaverage spiking response of the model neuron was ing threshold. Changing the amplitude of the synaptic greater for one temporal order than for the other. Selecconductance will change the timing of the spike, while tivity of response was achieved because the two groups changing the release probability will change the probaof synapses learned different dynamical behaviors. One bility of the spike. If the computation of the network group learned to depress quickly, so that its peak redepends critically on precise spike timing, then these sponse was immediate. The other group learned to facilitwo changes could have different effects on reward. tate, effectively introducing a time lag into its peak response. Such a time lag is known to be sufficient to give rise to selectivity to temporal ordering ( stochastic vesicle release as the basis for stochastic gradient learning? As explained in the Experimental Procedures, these Singling out a specific source of randomness is essential rules can be implemented using another variable called for transforming stochastic gradient learning from an the reward trace. It is also shown that temporal antagoabstract mathematical concept into a scientific hypothenism can be advantageous, because it has no effect on sis that can be confirmed or refuted. the learning signal but can reduce the learning noise.
While You've demonstrated learning with hedonistic events at one or a few synapses. If a synapse is hedonissynapses for some toy problems, but it will tic, the most effective way of inducing long-term plasticnever scale up to really large networks ity would be to make reward contingent on its actions. This is true, but let's be fair: the difficulty of scale up is For a hedonistic synapse, pairing release with reward not peculiar to hedonistic synapses but is a disease would have the opposite effect as pairing failure with common to all learning methods that use local search reward. Some plausible candidates for global reinforceto optimize an objective function. Such "hill-climbing" ment signals are mentioned in the Introduction. In addimethods as backpropagation have had impressive suction, some examples of heterosynaptic plasticity may cesses, but none has scaled up to the challenge of be ripe for explanation in terms of global reinforcecreating artificial intelligence that rivals the human brain in capability. At this point, no one believes that a comment signals.
plete theory of intelligence can be based on hill-climbcurred throughout the episode. Therefore, the delay was variable, ranging from 0 to 1 s. Accordingly, the time ing alone.
Early theorists in machine learning argued that solving constant of the eligibility trace was chosen to be 1 s, and learning was able to proceed. This example shows the scale up problem depended on finding a general method of decomposing a complex goal into simpler that modest delays are not catastrophic for hedonistic learning, under certain conditions. subgoals (Minsky, 1961) . This method could be applied recursively to achieve arbitrarily complex goals. Such a In general, one expects temporal delays to slow down hedonistic learning. To be fair, delays are also problem-"divide-and-conquer" strategy could be executed by a system composed of many agents, each of which learns atic for other types of learning. For example, delays can cause Hebbian synapses to change in the wrong from reinforcement to accomplish its subgoal. Some subgoals might be innate, but truly intelligent behavior direction, according to a recent model of oculomotor learning (Raymond and Lisberger, 1998). would require the subgoals themselves to be learned.
If one takes these "society of mind" theories seriously The problem of delayed reward is of fundamental importance in the field of reinforcement learning. In games (Minsky, 1988; Baum, 1999) , then it seems plausible that the brain is a collection of tiny modules, each of which like checkers or backgammon, there is a huge temporal delay separating the win-lose-draw reinforcement signal has the capability to learn from reinforcement. Each module would be a neural circuit that is small enough and the moves that lead up to it. Such long delays are handled with a value function that estimates future reto be trained by a simple hill-climbing method. The modules would exchange many reinforcement signals, in a ward, and techniques for learning the value function, such as temporal difference learning (Tesauro, 1992). manner that is more decentralized than the way neuromodulatory systems are thought to operate.
Similar strategies may be implemented in the brain via the mesencephalic dopamine system (Montague et al., Computer scientists may prefer to focus on the problem of how to organize a "society of mind" and endow its 1996) and could be used in conjunction with hedonistic learning to handle very long delays. agents with interactions that lead to human-like artificial intelligence. But neurobiologists can proceed differently: they can try to identify the brain's hill-climbing Do you believe that hedonistic synapses are the mechanisms, without waiting for the more daunting explanation of operant conditioning? problem of intelligence to be solved.
In the example of Figure 4 , a simple circuit of hedonistic synapses learns matching behavior through a process resembling operant conditioning. However, this examEven if stochastic gradient learning were applied ple should not be mistaken for a complete theory of to small neural circuits in the brain, wouldn't operant conditioning. It is conceivable that hedonistic it still be too slow?
synapses could be sufficient to account for operant conThis issue has never been investigated in a serious way, ditioning in animals with small nervous systems. But although it deserves to be. One must identify a learned large nervous systems would rely on additional elements behavior that is executed by a small brain module and besides a simple hill-climbing mechanism, because of construct a model neural network with an architecture the scale up problem. In short, hedonistic synapses based on experimental data. Then one can determine might be involved in operant conditioning, but they are the time it takes the model to acquire the behavior not intended as a complete explanation of the phethrough stochastic gradient learning and compare this nomenon. time with the learning time of the biological system. For example, the zebra finch practices its song tens of thousands of times in the course of song learning Could temporal antagonism alone be sufficient (Johnson et al., 2002) . Could a network model of the for stochastic gradient learning? avian song generation nuclei acquire song in a comparaConsider learning based on rules R1 through R4, but ble amount of time through stochastic gradient learning? modified by removing all dependence on failures, so Until this type of careful comparison has been made, it that there is no release-failure antagonism. In Figure 3 , seems hasty to rule out stochastic gradient learning as this would mean that learning is driven by the green a brain mechanism.
release-reward correlogram only. The sign of plasticity would be given by subtracting the left half of the correlogram (negative lag) from the right half (positive lag). For What if the reward signal is delayed in time?
synapses B and C of Figure 3 , this difference is an Won't that be catastrophic for the learning appropriate learning signal, but for synapse D it is not. time of hedonistic synapses?
This example shows that temporal antagonism alone is A fixed delay in reward has no effect on learning, pronot always sufficient for extracting a proper gradient vided that the same delay is added to the eligibility trace. signal. A variable delay is more problematic: it requires that the time constant of the eligibility trace be made as long as the delay fluctuations. This could lead to a slowdown In your example, two out of three synapses would change in the right direction. Couldn't the in learning.
A modest variable delay was present in the example circuit end up increasing its average reward anyway, in spite of the errant synapse? of learning matching behavior (Figure 4) . The learning was segmented into 1 s episodes. The reward signal Yes, this possibility illustrates that stochastic gradient ascent is sufficient but not necessary for hill-climbing. was delivered only at the end of the episode, while the vesicle release and failure events critical for reward ocIn stochastic gradient ascent, the average change of Note that p is defined as the probability of vesicle release, condievery synapse is in the direction appropriate for increastioned on the synapse being in the A state. The overall release ing reward. A weaker condition is that the vector of probability is the product of p and the probability that the synapse is average changes point within 90Њ of the gradient vector.
in the A state. The conditional probability p goes up with successive This condition is typically sufficient to insure the hillspikes in a tetanus, due to increasing c. But the probability of being climbing property that the expected reward tends to in the A state goes down, due to refractoriness. Therefore, the overall release probability shows a mix of facilitation and depression. The increase. In principle, the search for learning rules relative strength of the two effects depends on model parameters.
should be widened to include all hill-climbing algoImplementation of the learning rule requires that the synapse rithms, and more research is needed along these lines.
maintain some trace of its recent actions. This is provided by a hypothetical quantity e(t ), which jumps by Do hedonistic synapses require that reward and punishment be balanced so that the
average reinforcement is zero?
In the simulation of matching behavior (Figure 4 ), only at an available synapse in response to a presynaptic spike. There reward is administered, demonstrating that it is possible is no jump (⌬e ϭ 0) for a refractory synapse. During the intervals between presynaptic spikes, it decays exponentially, to learn from a nonnegative reward signal alone. However, there can be advantages to measuring reinforce-
ment relative to a baseline, so the average reinforcement signal is zero. Use of a baseline has been shown to
The time constant e sets the time scale over which the synapse enhance the speed of learning in certain machine learnremembers its past actions.
ing contexts (Sutton, 1984; Dayan, 1990) . One could
The quantity e(t ) is called an eligibility trace, because it signifies imagine that the reinforcement signal for hedonistic synwhen the synapse is eligible for reinforcement by a reward signal apses is given by a nonnegative neuromodulatory signal h(t ) (Klopf, 1982) . Plasticity is driven by the product of the reward minus its baseline value. The subtraction of a baseline signal and the eligibility trace, has some relation to the temporal antagonism discussed previously. Nonnegative Factor ϫ Offset Reinforcement ϫ Characteristic Eligibility" (Williams, 1992) . The particular variant of REINFORCE learning used here is due to Kimura et al. (1995) and Baxter and Bartlett Experimental Procedures (2001). Suppose that samples x t are generated by a Markov chain P (x t |x tϪ1 ) parametrized by , and reward h(x t ) is received at every The hedonistic synapse model is described and then derived from time step. Define the eligibility the general theory of REINFORCE learning (Williams, 1992; Baxter and Bartlett, 2001) . Conditions under which learning by hedonistic e(x t ,x tϪ1 ) ϭ ٌ log P (x t |x tϪ1 ), (5) synapses approximates stochastic gradient ascent are discussed, along with its relationship to other stochastic gradient learning rules. and the eligibility trace Details of the numerical simulations are given. e t ϭ ␤e tϪ1 ϩ e( x t , x tϪ1 ).
(6) Hedonistic Synapse Model Then the REINFORCE learning rule is A synapse is modeled as having two states, available (A ) and refractory (R ). When the synapse is available, a presynaptic spike stimu-⌬ t ϭ h( x t ) e t , (7) lates vesicle release (A→R transition) with probability where Ͼ 0 is the learning rate.
REINFORCE Learning for Stochastic Synapses
The network models studied in computational neuroscience are which is a function of the release parameter q, and the calcium-like variable c. To apply these ideas to the specific case of hedonistic synapses, note that the time average of the right hand side of Equation 4 is log P (x t |x tϪ1 ) ϭ Ά log p ij ϩ …, release, log(1 Ϫ p ij ) ϩ …, failure.
Terms depending on the release probabilities of other synapses where C rh () ϭ ͗r(t )h(t ϩ )͘ t and C fh () ϭ ͗f(t )h(t ϩ )͘ t are the correlaare omitted, because they vanish when taking the derivative with tions of release and failure with reward. This formula is valid if shortrespect to q ij . It follows that term synaptic plasticity is neglected, so that the release probability p does not vary dynamically. The release train is defined as r(t ) ϭ
, where t i is the time of the ith vesicle release at the synapse, and the failure train f(t ) is defined similarly. The sum r(t ) ϩ f(t ) is equivalent to the presynaptic spike train (see Figure 3A) . after applying the chain rule and the identity dp/dq ϭ p(1 Ϫ p ).
Equation 11 reveals that plasticity is driven by a weighted differ- Taking h(x t )e t .
(9) where h is a constant, so that the gradient of ͗h͘ is zero. Then Equation 7 would cause to randomly walk away from its initial condition, whereas does not stray very far if it obeys Equation 12. The safe way to use this formula for learning would be to estimate The subtraction in Equation 12 is closely related to reinforcement the gradient by holding fixed for T time steps, computing the sum comparison, which has been studied in the field of machine learning in Equation 9 for finite T, and then updating . If T is much longer (Sutton, 1984; Dayan, 1990) . than the mixing time, then updating every T steps should result
The right hand side of Equation 12 is antisymmetric in h and e, in a good approximation to stochastic gradient ascent. Updating resulting in temporal antagonism in the interaction between these at every time step as in Equation 7 has less theoretical justification quantities. When Equation 12 is applied to hedonistic synapses, but often seems to work in practice.
temporal antagonism leads to the contrast between rules R1 and R3 and between R2 and R4.
Bias-Variance Tradeoff
There is a bias or approximation error in Equation 9, even in the Related Learning Rules limit T→∞. To understand this error, note that Equations 9 and 6
Minsky proposed using stochastic synaptic transmission as the baare equivalent to sis for learning in his SNARC, an artificial neural network (Minsky, 1954) . His learning rule was based on the product of reinforcement This algorithm updates p directly, rather than q. The q parametrization is theoretically pleasing because it results in stochastic gradient ascent, rather than a diagonally rescaled version. Furthermore, it is is the correlation between the eligibility and the reward h(x tϩ ) at time lag . It can be shown that Equation 10 is an exact equality convenient when formulating the learning rule for dynamic synapses. when ␤ ϭ 1, but only an approximation when ␤ Ͻ 1. Unfortunately, the ␤ ϭ 1 formula is unusable for finite T, the case relevant for There have been numerous other proposals for learning by correlating synaptic noise with reward in artificial neural networks (Jabri learning. This is because C() vanishes when becomes much longer than the mixing time of the Markov chain, but the fluctuations in and Flower, 1992; Cauwenberghs, 1993; Unnikrishnan and Venugo-
