Abstruct-This paper deals with source localization using a two-dimensional array of sensors whose locations are not known precisely. If only a single source is observed, uncertainties in sensor location increase errors in source bearing and range by an amount which is independent of signal-to-noise ratio and which can easily dominate overall localization accuracy.
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Abstruct-This paper deals with source localization using a two-dimensional array of sensors whose locations are not known precisely. If only a single source is observed, uncertainties in sensor location increase errors in source bearing and range by an amount which is independent of signal-to-noise ratio and which can easily dominate overall localization accuracy.
Major performance gains could therefore result from successful calibration of array geometry. The paper derives Cramer-Rao bounds on calibration and source location accuracies achievable with far-field sources whose bearings are not initially known. The sources are assumed to radiate Gaussian noise and to be spectrally disjoint of each other. When the location of one sensor and the direction to a second sensor is known, three noncollinear sources are sufficient to calibrate sensor positions with errors which decrease to zero as calibrating source strength or time-bandwidth products tend to infinity. The sole exception to this statement is a nominally linear array for which such calibration is not possible. When one sensor location is known but no directional reference is available, three noncollinear sources can determine array shape, but there remains a residual error in angular orientation which is irremovable by the calibration procedure. When no sensor locations are known u priori, one adds to the residual error in rotation a translational component. In the far field, the latter should be unimportant. In addition to the asymptotic results, Cramer-Rao bounds are computed for finite signalto-noise ratios and observation times. One finds that calibration permits significant reductions in localization errors for parameter values well within the practical range. T I. INTRODUCTION HE ability of an array to measure bearing and range to a source of radiation is seriously affected by uncertainty concerning array shape and orientation. Several authors have studied the effect of uncertainty in sensor location on bearing and range accuracy [1]-[3] . An earlier paper [4] , which directly motivates the analysis presented here, dealt with a nominally linear array and calculated Cramer-Rao bounds for the incremental errors in bearing and range (at large ranges) due to random sensor displacements at right angles to the array axis. It concluded that even relatively small uncertainties in sensor location could make substantial, often dominant, contributions to overall localization error. Array calibration therefore becomes a critical issue. An obvious calibration procedure is to introduce auxiliary sources in known location. The perfor- Manuscript received November 3, 1985; revised July 25, 1986 . This work was supported in part by the Office of Naval Research under Contract Y. Rockah was with the Department of Electrical Engineering, Yale University, New paven, CT 06520. He is now with RAFAEL, Israel.
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N00014-80-C-0092. mance of such schemes has been examined in the literature [5]- [7] . Their obvious drawback is the need to establish a carefully calibrated array of auxiliary sources. The present paper therefore examines the possibilities of achieving calibration with auxiliary sources whose locations need not be known initially. It shows that calibration becomes possible only when the number of auxiliary sources exceeds a certain minimum and when source-array geometry avoids certain pathological configurations. In the process, it incidentally generalizes the single source results of [4] to two-dimensional arrays of arbitrary nominal geometry and source ranges that need not be large compared to the array dimensions. The problem to be examined can now be described as follows. An array of sensors has an arbitrary but known nominal geometry as suggested by the open circles in Fig.  1 . The ith sensor experiences random but time-invariant displacements ( A x i , Ayi ) from its nominal location (xi, yi ). The Axi and Ayi are independent Gaussian, random variables, all with zero mean and standard deviation u. Thus, the initial uncertainty regions of sensor location have circular symmetry. Several sources (SI, S2, --, S,) radiate zero mean Gaussian random processes which arrive at the sensors unchanged except for geometrically determined delays. Contaminating noise at each sensor is Gaussian and independent from sensor to sensor. We shall assume that the observation time T is long compared to the correlation times of all signals and noises. The only geometrical assumption will be that u is small compared to the intersensor spacing and to the distance between each source and the sensor closest to it.
If the auxiliary sources are intentionally deployed, one would almost certainly have them radiate signals which do not interfere with each other or with the target signal.
0096-3518/87/0300-0286$01 .OO O 1987 IEEE We assume that this has been accomplished by confining them to disjoint frequency bands (operation in disjoint time intervals would clearly have a similar effect). In this setting, the distinction between "target" and "auxiliary source" becomes quite arbitrary. They all contribute in equivalent fashion to array calibration. When we are concerned with source location, we shall focus on one source-calling it the target-and study the effect of additional sources on our ability to estimate its location.
11. BASIC THEORY We begin with a single source and then develop appropriate generalizations to spectrally or temporally disjoint sources. As a lower bound on the estimation errors of the unknown parameters, we use the Cramer-Rao inequality. In its basic version [12] it bounds the error covariance matrix of all unbiased estimates. Under very general ,conditions it can be approached at sufficiently large signalto-noise ratios or.observation times by using a maximum likelihood estimator [ 131. When the unknown parameters are random variables with known prior distribution, an equivalent formula bounds the average error correlation matrix of estimators which need not be unbiased. This bound can be approached (again under mild restrictions) by the MAP (maximum a posteriori) estimator [8]. For this case the bound is
( 1 ) J 1 and J2 are components of the Fisher information matrix J describing, respectively, the contribution of the observations and the prior statistics to the bound on estimation error. Their components are and p (z / 0 ) is the conditional probability density of the data vector z (characterizing the sensor outputs) for a given parameter vector 0. p ( 0 ) is the prior probability density of 0. Note that J1 is averaged over both the random parameters of the data and over the prior statistics. J2 is only averaged over the prior statistics of 0.
It is not difficult to demonstrate that (1) still holds when some of the parameters have prior distributions, others do not. In that case, the derivatives in (3) which involve nonrandom variables Bi are simply zero. The diagonal elements of (1) are now bounds on the variance of unbiased estimates of the nonrandom variables and bounds on the mean square errors of the random variables, both averaged over the prior distribution. 0 = ( a , r, Ax2, -* -, AxM, Ay2, -* , Ay,, A x , , A Y , )~.
In our problem the parameter vector 0 is (4) a is the source bearing and r the source range. We have listed Ax,, Ay, at the end because the first sensor will be used as a reference. We assume that no prior statistics are available on a and r while the Axi, Ayi have the i. i. From Fig. 1 Let One can use the chain rule to rewrite (6) as follows:
'The assumption of Gaussian prior distributions is necessary to reach this simple analytical form. However, we shall find later that the dependence on this assumption of the array shape parameters in (1) becomes weak in precisely those situations where good array shape calibration is possible.
or in matrix notation is the Fisher matrix J6 normalized with respect to the sig-J1 = Ee(P'J6P) (11) nal-to-noise ratio factor where P is the matrix whose elements are
r~ ae, (12) The desired CRLB is given by the inverse of (17). The two-by-two matrix in the upper left comer of J-I is the .I6 is the Fisher information matrix of the vector 6. It is CRLB on the covariance of ( a, r ) . The 2M x 2M matrix independent of 9 and is available in the literature [ 101 in the lower right gives the CRLB on the enor correlation matrix of (Ax2 --AxM, Ay2 --AyM, Axl, 
where
The averaging operation in (14) becomes trivial when the distances between sensors are large compared to U. The random variable R can then be replaced by a deterministic R in which the partial derivatives are simply evaluated at the nominal sensor locations ( Axi = Ayi = 0 ) . Using (13)- (16), the Fisher information matrix of (1) can be written in the form 2
When there are no sensor displacements, S is absent, so that 
A direct computation from (S), (16), and (23) yields
*No prior statistics are available for CY and r. The CRLB therefore bounds the variance of the best unbiased estimate. Prior statistics are available for the Axi and Ayi. The CRLB then bounds mean square errors and error correlations (averaged over the prior statistics) of estimators which need not be unbiased.
Using (26) one can then readily demonstrate that ( h P ) ( h P ) = G P 1
and using (27) one can verify that
A straightforward computation shows that the columns of. SJART are eigenvectors of 0 of the matrix P. Hence,
( R J , R~) -l R~A S T P S J , R T ( R J , R T ) -'
= 0. (30) Therefore, from (28) and (26)
Thus, the complete Cramer-Rao bound on bearing and range error is
Equation (32) has several interesting features as follows.
1) The covariance matrix of error in the absence of sensor displacements has precisely the same structure as the increment due to sensor location uncertainty. The relative magnitudes of the two components are 1 and kMu2, respectively. If kMu2 > 1, total error is dominated by the incremenfal component. Equation (19) indicates when this relation is satisfied. For large time-bandwidth products, it can hold even at signal-to-noise ratios appreciably below unity unless the rms sensor displacement u is very small compared to all wavelengths in the signal band. Performance is therefore limited by sensor location uncertainty in many practically important situations and array calibration becomes essential.
2) In (32) only k depends on the signal-to-noise ratio. The fact that the incremental error is a purely geometrical quantity independent of signal-to-noise ratio indicates that the data obtained at the sensor outputs contain no sensor location information useful for the localization of that particular source. This conclusion depends critically on the assumption of i.i.d. sensor displacements. We shall find shortly that the introduction of additional sources generates dependences in the sensor displacement statistics which can be exploited to reduce or even eliminate the incremental errors.
The CRLB for [Ax, Ay] is given by the 2M X 2M lower right corner of J-' in (17). Using the usual formula for the inverse of a partitioned matrix (33) and following the same sequence of steps as in (25)- (29), (34) Since ( 1 / M ) P is a projection matrix, its only eigenvalues are 1 and 0. Hence, the eigenvalues of (34) are 1 / ( 1 + Mu2k) and 1, indicating that (34) is near singular for u2Mk >> 1. In the limit as k -+ 00 its rank is equal to ( M -1 ) -rank ( P ). This result gives rise to an important question. If one measurement at high SNR (large k) reduces the effective rank of the CRLB, can one use the data from several successive measurements on signals coming from different directions to obtain an accurate estimate of the actual sensor locations? In later sections we shall address various aspects of that question.
Next we modify the basic theory to accommodate several sources disjoint in frequency (or time).3 Measurements using signal from the first source yield [from (33)]
The subscripts on k , P , S, and R denote the source from which the data are derived. Assuming high enough signalto-noise ratios so that performance close to the CramerRao bound can be obtained, (35) describes the correlation matrix of sensor displacements prior to the processing of data from source 2. Under the same conditions, the distribution of sensor displacements after the first measurement will be approximately Gaussian. After use of data from the second source An obvious generalization yields the a priori covariance of sensor displacements for processing data from source i . It follows from (17) that the Fisher information matrix 3The argument given here is somewhat heuristic. A formal but much more cumbersome derivation is given in [l 11.
J ' after processing of i sources is
Using the same matrix inversion formula as in (2Q), one obtains We note that the ordering of signals in the sequential processing procedure is unimportant, so that (39) describes the potential accuracy for all i sources not only the last source processed. Equation (40) suggests that an increase in the number of sources will tend to reduce the mean square error of sensor locations and that this effect will increase with increasing kj (hence, with increasing signal-to-noise ratio or observation time). A question of obvious importance is whether, at least in the limit of very high signal-to-noise ratios, one can reduce the incremental errors in source bearings and range [second term in (39)] to zero. We now examine this issue under several distinct sets of assumptions concerning the array. To minimize algebraic complexity, we work only with far-field sources whose locations are characterized strictly by their bearings. The upper left corner of (38)-and all corresponding equations-then becomes a simple scalar.
EXACT LOCATION OF ONE SENSOR AND DIRECTION
TO A SECOND SENSOR ARE KNOWN Assuming known location for one sensor is relatively innocuous. It is equivalent to placing the origin of coordinates at that sensor and, therefore, at worst, measuring source bearing relative to a coordinate system with a small translational uncertainty. The effect on the bearing of a far-field source is obviously trivial. The second assumption is much more constraining-we must know the relative orientation of at least one sensor pair and therefore have a directional reference.
We shall demonstrate that, in this setting, three sources are generally sufficient to reduce sensor location uncertainty to an arbitrarily small amount at sufficiently high signal-to-noise ratios and/or sufficiently long observation times. We conduct the argument for a three sensor array. One can then use any two of these sensors in conjunction with a new sensor in unknown location to form a three element array satisfying the conditions of the derivation. Y t An inductive argument therefore extends the result to an array of arbitrary size. If we designate the sensor in known location as sensor 1, Axl = Ayl = 0. Using index 2 for the sensor whose direction relative to sensor 1 is known, we can, without loss of generality, place the origin of coordinates at sensor 1 with the x axis passing through sensor 2 (see Fig. 2 ). Then
For a three sensor array, the unknown parameters are ( a j , Ax2, Ax3, Ay3). From (8), (16), and the first line of (15) 
sin 2al sin 2a2 * * sin 2ai 1
By direct computation from (49), Det A = -x i y 3 / 2 , so that A is nonsingular unless y3 = 0 (x2 = 0 is disallowed because it would cause sensors 1 and 2 to coincide). It is a simple matter to show that VVT is nonsingular if there are at least 3 noncollinear sources (ai
We have therefore demonstrated that for any array shape other than linear ( y3 # 0 ) , and for all but obviously pathological source geometries, array calibration can be made arbitrarily accurate if sufficient signal-to-noise ratio or time-bandwidth product is available from at least three sources. Under the same conditions, the incremental error in source bearings specified by the second term of (39) goes to zero. While this argument is only asymptotic for large signal-to-noise ratios or time-bandwidth products, the examples presented in the next section indicate that very useful calibration can'be obtained with values of these key parameters well within the practically reasonable range.
IV. EXAMPLES Consider a three sensor array with the nominal geometry shown in Fig. 3 . Array shape calibration will be accomplished with three "calibration signals," all with the same signal-to-noise ratio (SNR),. Later on we shall determine the effect of the calibration on the bearing accuracy of a fourth (target) signal with signal-to-noise ratio With the specified array geometry, the factor Rj JRj' in (44) is equal to 3d2 / 2 , independent of cyj. Source bearings enter only into the matrix V of (50). We consider two cases as follows. Case I (Widely Separated Calibration Sources).
With the definition % = 2k,a2.
( 51 1 Equation ( For very low signal-to-noise ratio (X -+ 0 ) , the Cramer-Rao bound of (52) approaches u2Z, indicating that the data provide little or no information concerning array geometry. At the other extreme (% >> 1 ), (52) reduces to the form .e 1 J
( 5 3 )
Since a 2 / k = 1 / ( 2 k , ) , the bound becomes independent of (T in this limit. In physical terms, there is a signal-tonoise ratio above which array shape information comes almost entirely from the data and the prior information concerning sensor location uncertainty (specified by a) becomes unimportant. Since k varies as u 2 [(51)], this threshold increases as the quality of the a priori information concerning sensor location improves. Equation (53) sheds light on another important issuethe role of the assumed prior distribution on ( x j , yi ). For any fixed signal-to-noise ratio % -+ 00 as (T -+ 03. But for large u, J2 of (5) tends to zero. In the computation of J , , we inserted the nominal values of the sensor location parameters (arguing that the averaging operation over their prior distribution is trivial for small uncertainties). If we think of the ( x i , yi ) in J , as actual rather than nominal values, it is clear that JT' is the Cramer-Rao bound for the case where no prior statistics on sensor locations are available. J 1 is nonsingular when J [(l)] remains nonsingular as (T -+ 00, which is precisely the condition we have described in the previous section by the phrase-arbitrarily accurate calibration is possible. In our present problem this condition is satisfied. Equation (53) then gives the calibration error for arbitrary signal-to-noise ratio in the complete absence of prior statistics on sensor location (for an array whose actual geometry happens to be that of Fig.  3 ). Fig. 4 shows the diagonal elements of (52), the mean square errors of A x 2 , A x 3 , and Ay3, normalized with respect to a2 and plotted as functions of %. The transition from the a priori variances o2 to the asymptotic form of (53) takes place in the range 1 < % < 10.
To gain some feeling for the physical parameter values required to generate values of k in that range, consider a narrow-band spectrum centered at a,. If the signal-tonoise ratio is constant over a band W centered at w, and zero elsewhere, (19) and (5 1) yields ' Even for moderate Wproducts and values of u appreciably smaller than the signal wavelength, signal-to-noise ratios of the order of unity already yield values of 6 in or -above the threshold r e g i~n .~
We note also that in the large k limit described by (53), the mean square errors become fractions of X: so that, not unexpectedly, the signal wavelength becomes a key parameter in array .calibration.
Case 2 (Less Source Separation): Fig. 5 is the equivalent of Fig. 4 for the source distribution of case 2. The two figures are not identical, but separations between corresponding curves never exceed 2 dB. Given a choice, one would prefer source bearings which make the matrix E; = I u/ U; orthogonal, but the example suggests that precise source locations are not very critical.
41n the interpretation of narrow-band results, one must always keep in mind that the use of wavelengths short compared to intersensor spacing can give rise to ambiguity problems which are ignored by the Cramer-Rao bound. The next step is to find the CRLB for the bearing estimate of the target signal, using data from the calibration signals as well as the target signal. Equation (39) provides the necessary formula. In practice, the target signal is likely to be weak compared to the calibration signals. In that case one obtains the following incremental errors, for case 1 and (xt = . n / 4 . (56) is shown in the upper curve of Fig. 6 . The bearing variance in case 2 is somewhat larger but the difference is not so pronounced as to suggest critical importance of calibration source placement. In fact, it is not obvious at first glance how much of the difference is due to the smaller angles between calibration sources in case 2 and how much is generated by the use of different values of (xt (introduced to avoid coincidence of target and calibration sources). To resolve that issue, case 2 was recomputed with (x, = n / 4 to match the test signal bearing of case 1. The result is the middle curve of Fig. 6 . With increasing k, it clearly diverges from the lower curve, indicating that the greater concentration of calibration sources in case 2 leads to some degradation of performance. In practical terms, the difference is probably too small to be of significance, suggesting that one only needs to avoid extremely close calibration source placements.
The above calculations all assume either that there is no target signal at all or that its effect on array shape calibration is negligible. To test that assumption, numerical computations were carried out using the exact equations (39) and (40) as a starting point [I 11. While they do not represent an exhaustive survey of possible parameter values, the results are entirely consistent with the approximate calculations discussed above. Significant improvements in source bearing accuracy are obtainable whenever the bearing accuracy without calibration is dominated by the incremental component. Computations were also. carried out for a symmetrical six element array [ 111. Improvements in sensor localization due to the calibration procedure were entirely comparable to the figures obtained in the three sensor examples, with much of the difference probably attributable to specific features of source-array geometry. For target signal bearing estimation, the six element array performs somewhat 'better than the three element array, as one would expect. The contribution of array shape calibration to bearing accuracy is once again pronounced and quantitatively similar to that obtained with the three element array.
A question of obvious practical interest is the importance to the results of the assumed spectral (or temporal) disjointness of the sources. To shed some light on this issue, numerical calculations were performed to compare the bearing error for disjoint and overlapping spectra in the absence of sensor displacements. As long as the sources were reasonably well separated in angle, the performance degradation due to spectral overlap was of the order of 2 dB or less. It appears reasonable to assume that similar degradations would occur in the delay estimates and, hence, in localization performance in the presence of sensor displacements.
V. EXACT LOCATION OF ONE SENSOR KNOWN-TWO DEGREES OF FREEDOM IN LOCATION UNCERTAINTY FOR ALL OTHER SENSORS
By discarding the assumption that the orientation of one sensor pair is known, we generate a physically much more realistic problem. Not surprisingly, there will be a cost in terms of'realizable performance. We proceed, as in Section ,111, by working with a three sensor array and then generalizing to an arbitrary number of sensors. We shall demonstrate that three spectrally disjoint sources of sufficient strength can calibrate array shape to any desired degree of accuracy, but that even a larger number of sources (in unknown locations) cannot resolve a rotational ambiguity in array location. As a result there will remain a residual component of bearing error due to sensor location uncertainty even when calibrating source levels are arbitrarily high.
As in Section 111, we place the origin at the known position of sensor l . We choose the x axis so that it passes through the nominal position of sensor 2 . The relevant geometry for the three sensor array is shown in Fig. 7 .
We transform the array coordinates to a set of variables specifying array shape and orientation relative to the coordinate axes. The order of the variables has been arranged in such a way that one can delete the last row and the last column to obtain the relations for the case discussed in Section 111, where Ay2 = 0 and q5 = 0. Defining ALT = [AL1, AL2, AL3, 41, (58) can be written as (9)- ( 11): The first three rows of wj are equal to U, in (45) (because the only change from Section I11 is the addition of a fourth row to S j ) .
Substituting (62) into ( A direct computation verifies that the vector ( t r , x2)
in the last column of (66) is orthogonal to the columns of B . Hence, (64) assumes the form i (67 1
Here we have used the fact that the matrix B defined by (63) is simply the matrix A of (49) with an .additional row (x3, -x3, -y3 / 2 ) added. Using the symbol
for the result of the matrix addition in the upper left comer of (67) the bound assumes the form
From (65), (49), and (45) it is apparent that
The problem has therefore been reduced to the one discussed in Section 111. Using the same argument as in Sec-'It is apparent from (59) and (58) i) For sufficiently large signal-to-noise ratios or observation times, the distances between sensors, and hence array shape, can be found to any desired degree of accuracy (except for the pathological geometries discussed in Section 111).
ii) There remains uncertainty concerning array orientation (described by the angle q5) even in the limit of extremely high signal-to-noise ratios.
iii) The residual error in angle has the Cramer-Rao bound
Before data are taken, the corresponding figure is u2 /x;.
Error reduction is achieved because array shape is established as data are taken. Since the circles of location uncertainty about each nominal sensor location have the same radius, angular uncertainty in array orientation is dominated by the sensors most remote from the origin.
iv) The physical reason for the residual uncertainty in angle is clear-a source at bearing CY and an array with orientation 4 yields exactly the same set of delay measurements as a source at bearing ( CY + 0) with the array rotated into position ( q5 + e).
The generalization of the above results to arrays of more than three sensors is obvious in one respect-one can establish the shape of any three sensor configuration, then use the same procedure to locate additional sensors relative to the first two, The ability to establish array geometry with sufficiently high calibration source levels is therefore not in question. What does require derivation is the asymptotic mean square error of array rotation.
As in the three sensor case, we transform from the sensor displacement variables ( Axi, Ayi) to a set of variables Li = 4 a f and 4 specifying array shape and rotation. For the three sensor array, the ai were simply the distances between sensors. The shape of an M sensor array is established by the sides of all triangles in a triangular decomposition of the array. Fig. 8 shows such a decomposition. There are '2M -3 triangle sides so that the transformation equivalent to (58) The matrix T i s square. It is geometrically obvious from Fig. 8 that T is nonsingular unless all sensors lie along a straight line. The key step in the three sensor analysis was the demonstration that the last column of T-l was orthogonal to the matrix B defined by (63). This led to the bordering zeros in the second term of (67) from which the desired result followed almost immediately. Using the same approach here, one obtains after algebraic simplification Equation (76) is the generalization of (73) to M sensors.
Since the origin is located at sensor 1, the quantity xf + yf = ryi is the squared nominal distance of sensor i from sensor 1. y2 = 0 by definition, so that (76) can now be rewritten in the form It follows that the asymptotic CRLB ( 4 ) is minimized by choosing the origin on a sensor at one extreme of the array as remote as possible from other sensors. It is intuitively obvious (and not difficult to prove formally) that (77) also gives the limiting value for incremental target bearing error [ ACRLB ( a t ) ] when calibration is performed with strong auxiliary sources.
VI. EXAMPLES
We use the same three element array (Fig. 3) and the same two cases of source location as in Section IV. With = 2k,u2 as in Section IV, one obtains for case 1 ( al = The diagonal elements of (80) represent the CramerRao bounds on the mean square errors of the four variables. Since k = 2k,u2, the mean square errors for intersensor spacing become independent of u2. Fig. 9 shows the four mean square errors plotted as a function of k. For the errors in intersensor spacing there is, once again, a pronounced threshold in the region 1 < < 10 above which array shape calibration improves rapidly. We note a significant difference between this case and the one described in Section IV-when a directional reference was available, one could simply allow all param-
mains formally singuiar. It is also clear, however, that at high signal-to-noise ratios, the prior distribution of sensor locations only defines regions of uncertainty about the sensors within which a now rigid array is allowed to rotate. The precise nature of the prior distribution is therefore unlikely to be important. Similar computations for case 2 ( a 1 = 0, a2 = 7r/4, a3 = 7r/2) lead to the curves shown in Fig. 10 . Except for minor differences resulting from the change of sourcearray geometry, the results coincide with those of case 1 . The next step is to compute the bearing accuracy for a target signal   CRLB(a,) = CRLB(a,), + ACRLB(a,) . (81) The first element on the right side of (81) (83) Fig. 11 shows the behavior of this bound as a function of k (lower curve). Once >> 10, the mean square bearing error has essentially reached its asymptotic value, a figure in this instance only about 5 dB below the value for -+ 0. Without losing generality, we place the origin at the nominal location of the first sensor and choose the x axis to connect the nominal locations of the first sensor and the second sensor (see Fig. 12 ).
Using transformations analogous to those in (57), but adding the additional parameters Axl, Ayl, one obtains 1 1
' -2 ' -2 1 1 2 ii) For very large kj, array geometry is determined up to a rotation angle + and a translational shift (Ax,, Ax,) whose variances are given by the diagonal elements of A straightforward computation yields the diagonal elements of 02F-'. Of primary interest is the first of these, associated with the residual rotation error.
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When all intersensor distances are of the same order of magnitude and M >> 1, the second term in (94) varies as M -so that the entire translational mean square error approaches zero with h 4 -I . On the other hand, it is not difficult to devise an array geometry (e.g. all but one sensor in a tight cluster and the remaining sensor remote from that cluster) which brings the value of the second term in (94) close to 2.
VIII. CONCLUDING REMARKS
The discussions contained in this paper are motivated by a rather specific physical problem-a set of sensors is deployed into a two-dimensional pattern of known nominal geometry.. Inaccuracies of sensor placement cause deviations from this pattern and result in degraded localization capability. Gradual drift of the sensors over long a 2 F -' ( 3 , 3 ) .
It is clear that each of these expressions has an upper bound of a2. It is also clear that the mean square value of total translational error is / periods of time exacerbates the difficulty. The need for rapid and accurate array shape calibration is then obvious, the use of auxiliary sources if often quite reasonable, and it would be particularly attractive to accomplish the calibration without the need to obtain an accurate fix on the auxiliary sources. For analytical purposes, Gaussian prior statistics were assumed for the sensor locations. However, it was demonstrated that when accurate calibration was possible at all, it was possible without the assumption of any prior statistics. The paper leaves a number of issues unresolved.
1) In certain instances it may be desirable to avoid the deployment of auxiliary sources and work instead with targets of opportunity. If all of these are present throughout the calibration interval, one will probably have to deal with overlapping spectra. The necessary modifications in the theory are conceptually simple, but computationally tedious. Very preliminary computations suggest that only modest degradation in array shape calibration results when the sources used for calibration are reasonably well separated in bearing. Of course, if the array shape remains fixed and one has ample time for calibration, one can simply wait until only a single target is present and achieve calibration in several steps, perhaps even from successive looks at the same moving target. In such a case, the calibration signals are temporally disjoint and the results of this paper become directly applicable.
2) Line arrays. The class of calibration procedures covered by this paper fails when the nominal array configuration is a straight line. Because of the practical importance of line arrays, this is a serious issue. An obvious corrective measure, at least for far-field sources, is to deploy one additional sensor well off the array axis. We also note that the failure of calibration for line arrays results for inability to detect sensor displacements along the array axis. If physical constraints effectively confine sensor dis-placements to a direction at right angles to the array axis, this fundamental limitation disappears, although the analysis presented here does not explicitly deal with displacements characterized by a single degree of freedom.
3) It is conceptually straightforward (but analytically nontrivial) to extend the far-field bounds discussed here to the near-field case. By introducing source ranges as additional unknowns, one'increases the dimension of the estimated parameter vector. As a result, three auxiliary sources may no longer be sufficient for calibration purposes (one finds that the required number of sources depends on the number of sensors in the array). Discussion of these issues or description of efficient calibration procedures would go beyond the scope of the present paper.
