We study whether a firm's total factor productivity dynamics is positively influenced by its own R&D activity and by the technological spillovers generated at the intra-and intersectorial level. Our approach corrects simultaneously for the endogeneity and the selectivity biases introduced by the use of a firm's own R&D as a regressor. The evidence suggests that a firm's involvement in R&D activities accounts for significant productivity gains. Firms also benefit from spillovers originating from their own industries, as well as from innovative upstream sectors.
Introduction
Since the pioneering work of Griliches (1979) , productivity studies have looked at the technological spillovers as an important side product of R&D activities. Newly produced technology can be only partially patented or kept secret: the (at least partial) non-excludability of knowledge, along with the property of non-rivalry, imply that the use of a new product or process by the innovating firm does not prevent other firms from using the same product or process.
Consequently, a firm's production function depends on its specific inputs, as well as on the level of knowledge available in the economy. Thus, a positive difference characterizes the social and the private returns to a firm's R&D activity.
In this paper, we estimate the private returns to R&D using a cross section of Italian manufacturing firms, while simultaneously controlling for possible industrial technological spillovers. The latter are broken down into intra-industry spillovers, measured by the total value of the R&D investment in the sector a firm belongs to, and inter-industry spillovers. These are further divided depending on the intensity of the links a sector has with the other innovative sectors. Such links are captured by the extent to which a sector trades (purchases and sells) with other sectors.
Thus, we consider two kinds of external spillover flows: those coming from upstream industries (supply-driven spillovers) and those from the customers of the firm (demand-driven spillovers). Employing input-output tables at the 2-digit industry level, each firm is viewed as a customer and a supplier. The distinction is relevant because Bartelsman et al. (1994) and Morrison and Siegel (1999) find that the externalities from suppliers can differ significantly from the customer-induced spillovers, both in terms of magnitude and in the way they can interact with a firm's own technological capability.
To estimate the returns to private R&D we argue that firms rationally determine whether to invest in R&D, so that the sub-sample of firms performing R&D is not random and thereby introduces a selection bias in the productivity equation. Furthermore, the econometric approach also addresses the issue that the level of R&D investments may be related to the expected gain in productivity. Both issues of endogeneity and selectivity are dealt with by employing the traditional approach suggested in Heckman (1979) as well as the more recent control functions methods illustrated in Wooldridge (2002) . These are particularly useful to take account of the endogeneity of the intensity of R&D expenditures.
After controlling for all these econometric aspects, our findings support the hypothesis of a positive relationship between a firm's innovative activity and its productivity gains. Indeed, R&D active firms exhibit a productivity growth, which is 3-5% higher than non-R&D firms. Moreover, increasing R&D expenditure over sales by one percent appears to lead to an increase in total factor productivity growth of more than one percent in most specifications.
To provide the backdrop against which our study is built, the next two Sections survey, respectively, the literature on technological spillovers and the previous empirical papers that adopted variations to the analytical framework known as the R&D capital stock model (Lichtenberg and Siegel, 1991) . In Section 4 we describe our empirical strategy to deal simultaneously with the selectivity and the endogenous variable biases, while Section 5 illustrates the data sources and describes the variables used in the estimations. Results are reported in Section 6, which is followed by the concluding remarks.
Industrial technological spillover
The theoretical and empirical literature identifies two major concepts of technological spillovers (Griliches, 1991) : rent-spillovers and knowledge-spillovers. Rent-spillovers occur when new goods are purchased at prices below those that would fully reflect the value of technological improvements from R&D investments. They can be considered as a pecuniary externality from upstream industries, whose competitive market structure may not allow firms to fully transform higher quality into higher prices.
Knowledge-spillovers derive from technology's incomplete excludability. Innovation by one firm is adopted by "adjacent" firms, thus enhancing their productive and innovative capabilities.
Knowledge spillovers arise exclusively as an intangible transmission of ideas; in principle, they are not embodied in traded goods, and thus they do not necessarily require economic transactions. In practice, such mechanisms as the transactions of intermediate or capital goods and the mobility of high-skilled workers are generally responsible for inter-firm knowledge transfers (Romer, 1990) .
Proximity to the source of externalities is crucial to a better assimilation of other firms'
technology. Several studies have investigated the relation between the location of a firm, defined either in a geographical or economic space, and its innovative and productive performance. The spatial spillover literature tries to estimate the effects of innovative activities performed by geographically close firms, universities or other research centers. 1 The industry spillover literature examines how a firm's technology level and productivity performance may depend on R&D efforts by the firms belonging to the same sector as well as to other related sectors.
One strand of literature assumes that technological spillovers exist only between firms operating within well-defined borders outside of which no knowledge flows. In some study investigating intra-region spillovers, the borders are determined geographically (Adams and Jaffe, 1996; Orlando, 2004) . Other studies define economic spaces within manufacturing sectors to explore intra-industry spillovers (Bernstein and Nadiri, 1989; Los and Verspagen, 2000) .
A more general approach allows technology spillovers to flow across regions or industries.
It assumes that the benefit a firm can derive from others firms' technological efforts is inversely related to their distance from the firm emanating the externality (Wolff and Nadiri, 1993; Keller, 2002) . More precisely, it is assumed that the intensity of firm i's flow of incoming spillover is
where subscript j indicates the origin of spillover (e.g., a firm, an industry or a region); R is a measure of technological capital, usually proxied by R&D expediture; w ij is an inter-industry weight representing the inverse of the distance between firm i and the source of externalities j.
To construct industry weights, previous studies have used trade flows statistics at the sectorial level. This method relies on the assumption that the more industry i buys from and sells to industry j, the more it can benefit from technological spillovers originating from industry j.
2 Bartelsman et al. (1994) employ a method that distinguishes between the potential spillover from downstream linkages (demand-driven spillovers) and upstream linkages (supply-driven spillovers).
They find that spillovers originated from R&D conducted by suppliers affect long run growth more than spillovers from customers' R&D, while demand-driven externalities cause only short-run fluctuations. Paul and Siegel (1999) find analogous results, with a stronger magnitude for supplydriven spillovers even in the short-run.
However, technological knowledge, which is available in an economy as a quasi-public good, is not always appropriable without cost. In order to take advantage of others' technological improvements, firms need the ability "to recognize the value of new, external knowledge, assimilate it, and apply it to commercial ends" (Cohen and Levinthal, 1990, p. 128) . This ability, called absorptive capacity, is primarily built on own R&D investment aimed to foster an internal critical mass of knowledge, which permits a firm to recognize and integrate external technologies.
Analytical framework and micro-level literature
We adopt the conventional R&D capital stock model in Lichtenberg and Siegel (1991) , extended to include the external spillovers effects into each firm's production function. Assume a
Cobb-Douglas production function with constant return to scale with respect to conventional inputs (labor, capital, materials, and energy), with extra factors of production represented by the stock of internal R&D capital (Mansfield, 1980; Griliches, 1995) , and the external R&D capital (Los and Verspagen, 2000) :
where:Y i is firm i's output (net sales); A is disembodied, Hicks-neutral, technology stock evolving at the exogenous rate λ; X m represents a vector of m conventional factors of production; α m are their output elasticities; R i is firm i's internal R&D capital stock, with output elasticity β; S i represents the technology spillover available to firm i, with elasticity γ.
We assume a zero depreciation rate for R&D (Griliches and Lichtenberg, 1984) , so that the accumulation dynamics equals R&D current expenditures:
Denoting the number of firms with which firm i interacts as n, the spillover effect is a weighted sum of other firms' R&D capital stocks, where the weights measure the intensity of the interaction between firm i and firm j. If weights are constant over time, then from (1):
Taking the conventional definition of total factor productivity perfectly competitive factors markets, taking logs and differentiating with respect to time, we obtain a relationship linking TFP growth, internal R&D intensity, and R&D spillovers from other firms:
where ρ is the marginal product, or rate of return, of internal research capital, and μ is the rate of return from technological spillovers. In the remainder of this Section, we provide a survey of the existing measures of ρ and μ. With regards to the dependent variable, some studies focus on the impact of spillovers over production costs (Bernstein, 1988; Bernstein and Nadiri, 1989) , or on such measures of firms' performance as profit margins and other financial indicators (Geroski et al., 1993; Jaffe, 1986) . Van
Reenen (1997) studies the impact of spillover effects over employment inside the firm, while all the other studies use productivity or total production measures.
As far as distance measures are concerned, some authors do not weigh technology indicators, that is, they use the same weight for firms inside the same space (industry or region).
These studies analyze intra-industry or intra-region spillovers (Antonelli, 1994; Bernstein, 1988; Los and Verspagen, 2000, among others Most studies present positive and significant estimates of elasticities and return to spillovers.
Jaffe (1988, 1989) finds positive effects from technologically near firms, in a sample of American firms in the Seventies. Capron and Cincera (1998) find similar results for a sample spanning the period 1987-97. In a sample of Canadian firms between 1978 and 1988 , Bernstein (1988 distinguishes between private and social returns to R&D and between intra and inter industry spillovers. He finds higher estimates of social returns relative to private returns. Los (2000) and Los and Verspagen (2000) find higher returns to inter industry spillovers in comparison to intra-industry ones; intra-nation spillovers are found to be stronger than international spillovers (Adams and Jaffe, 1996; Branstetter, 2001) . 
Empirical strategy
To study how firms' productivity growth is related to own R&D and external technological spillovers, we pursue the following estimation strategy on. Building on (5), we estimate two germane types of models:
where D_RE i is a dummy indicating whether firm i is engaged in R&D, (RE/Y) i is the ratio of firm i's own R&D spending (RE i ) over total sales (Y i ), (RE/Y) k represents the total R&D spending over total sales in each manufacturing sector k and w ik is a measure of distance between firm i and sector k, which is discussed below. X i is a vector of exogenous variables such as regional dummies, plus a constant. TFP growth is the dependent variable, and u i and e i are classical disturbance terms.
A potential selection problem in estimating eq. (6a) may arise because the sample of firms involved in R&D is not random. That is, it is possible that productivity growth and the decision to carry out R&D are jointly determined (Wooldridge, 2002) .
3 For simplicity, suppose that each firm's decision on whether to engage itself in R&D can be modeled according to the following probit or logit specification:
where
which explain, along with X i , a firm's decision to engage in R&D. The residuals in (6a) and (7) are correlated as follows:
, then D_RE i is endogenous in (6a), and OLS would produce biased estimates. We try to correct the bias due to a dummy endogenous variable by following two strategies. First, we employ the standard two-step procedure illustrated in Heckman (1979) , where the inverse Mill's ratio (IMR) from (7) is used as an additional regressor in (6a). A t-test for the significance of the IMR's coefficient can be considered as a test on the presence of selection.
4 Second, following the procedure 18.1 outlined in Wooldridge (2002, pp.621-625) , the fitted values from (7) are employed as an instrument for D_RE i , and (6a) is then estimated using Instrumental Variables (IV)
techniques.
To estimate (6b), a further refinement of the above procedures is necessary, because the selection mechanism involves both the decision of whether to invest in R&D as well as how much to invest. To account for both forms of endogeneity, following problem 18.8 in Wooldridge (2002, pp.643-644) , we first calculate the predicted values from the following Tobit model:
. '
These are used as instruments for (RE/Y) i in the IV estimation of (6b).
3 Unlike firm i's own R&D, sector k's R&D intensity is assumed to be exogenous. That is, following Romer (1986), we rule out the possibility that a single firm can influence the average R&D intensity of the sector to which it belongs.
Data

A -Data Sources
Our empirical analysis relies on two main data sources: sectorial-level data, provided by the Italian National Institute of Statistics (Istat) and firm-level data, collected by a bank formerly known as Mediocredito Centrale and now part of Capitalia Bank. The latter consist of a survey from a stratified sample of nearly 5,000 firms. The procedures for data collection were mixed: a sampling procedure was adopted for firms hiring less than 500 employees. The stratification was in accordance with size, industry and location. The sample dimension for each stratum was determined according to Neyman's formula, so as to allow rescaling to the universe at the level of each administrative geographical region. For firms with more than 500 employees, the survey covered the entire universe. Overall, the survey, which has been repeated over the years, generated a sample which is considered to be representative of the Italian manufacturing industry (Medda et al., 2006; Parisi et al., 2006; Piga and Atzeni, 2007; Piga and Vivarelli, 2004) .
The survey design considered three types of data: 1) balance sheet data for the 1989-2000 period; 2) data related to measurable company characteristics for the 1998-2000 period (i.e.
employment, investment and R&D outlays etc.); 3) questionnaire data regarding firm's relationship with customers and suppliers, composition of sales, competitive environment, group membership and position within the group, industry characteristics, ownership concentration, and other qualitative information. Such data was used to construct all the firm-level variables.
B -Dependent Variables
The dependent variable, TFP growth, was computed using the "long difference" method:
It is obtained as a residual from the difference between sales growth over the period 1998-2000 and the weighted sum of the conventional inputs growth, i.e. capital, materials, energy, services, and labor. More precisely, the capital stock growth is computed as the growth rate of tangible assets net of depreciation, while labor input is calculated as the number of non-R&D employees to limit the double counting problem as R&D is included as a regressor (Griliches and Mairesse, 1984) . The α j weights represent each factor's elasticity of production. It should be noted that under the assumption of perfectly competitive markets for factor inputs, these elasticities are equal to the respective cost shares. To work these out, the shares of labor costs and materials and energy costs over total costs were calculated for the initial and the final year, and then their average value was taken. Following Lichtenberg and Siegel (1991) , the cost share of capital was calculated as a residual, i.e., as the complement to one after the cost shares of labor and material and energy were deducted.
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C -Own R&D and Spillovers
The D_RE dummy assumes the unit value if a firm's R&D expenditure in 1998 is strictly positive. This is used as a regressor in (6a) and as the dependent variable in (7). The ratio of R&D expenditures over sales represents (RE/Y) i in (6b) and (9). To reduce potential simultaneity problems, we used R&D expenditures only from the first year of the period under analysis, i.e.
1998.
Based on the previous discussion, different types of technological spillovers are constructed using the sectorial-level data from the ISTAT. First, the variable Intra-industry spillover measures the 1997 R&D spending over total sales for each of the 21 manufacturing sectors in our sample (Istat, 2004) . It constitutes a rough measure of knowledge spillovers, and its inclusion assumes that technology is a public good inside a manufacturing sector (Romer, 1986) .
Second, following the previous general discussion in Section 2 and Bartelsman et al (1994) in particular, we assume that each firm belonging to manufacturing sector j can potentially benefit from externalities coming from industry k, and that the magnitude of the externality depends on the intensity of trade flows between sector j and sector k. To obtain a measure of trade intensity between sectors we use data from the input-output matrix for the Italian manufacturing sectors in the year 1998 (Istat, 2004b) . Thus, we computed two external spillovers indicators. 
D -Exogenous Variables
To estimate (7) and (9), the set of exogenous variables were chosen according to previous similar works carried out on earlier releases of the Mediocredito Centrale survey (Piga and Vivarelli, 2004; Medda et al., 2005 and . We provide here a brief description
The (log of) number of employees is included to control for firm size and its effect on the propensity to undertake R&D (Cohen et al., 1987) . The share of intangible assets accounts for the propensity to create reputation (Teece, 1992) and absorptive capacity (Cohen and Levinthal, 1990) .
We control for the effects that a firm's debt liabilities have on its propensity to invest in R&D by including the ratio of long and short term debt, assuming that innovative firms were facilitated by access to the credit market (Piga and Vivarelli, 2004) . A dummy equal to one if the firm is the holding or controls other firms in a pyramidal group aims at capturing the effects that being part of a group of companies engenders on the likelihood to engage in innovative activities (Bianco and Nicodano, 2006 ). An exporting firm is identified by a dummy on the grounds that competing in international markets stimulates the search for new products/processes, while a firm's age is expected to capture the accumulative process of knowledge and thus the innovative capacity of the firm. The human capital variable is an index measuring the average years of education retained by employee over the number of years needed to obtain a degree (de la Fuente and Domenech, 2000) and constitutes a proxy for the absorptive capacity of the firm. The outliers' elimination reduced the sample size to 3077 firms. Table 3 shows a description of the data set employed for our empirical analysis. Only 28.2% of firms in the data set have presented positive R&D expenditures, that is, have performed R&D activities. The share of firms with positive R&D varies between 60% in professional instruments industry (although only 10 firms belonging to this sector are included in our data set), and 12.7% in printing and publishing sector, to 2.7% in professional instruments and 1.%8 in optical industries.
Average TFP growth in 1998 -2000 was negative (-1.8%) in almost all industries, with few exceptions in industrial machinery and vehicle and other transportation industries. Results Table 4 presents results from the probit and tobit estimates of the selection equations (7) and (9), where the dependent variables are, respectively, 1) a firm's likelihood to invest in R&D, and 2) how much to invest in R&D.
Table 4 about here
Although it is not the main purpose of this paper to explain the mechanism driving a firm's decision to engage in R&D activities and their associated intensity (for a survey see Levin, 1989 and Crepon et al., 1998) , we now briefly comment on the findings in Table 4 . Firm's size (proxied by the number of employees) is strongly and positively related to propensity to carry on R&D, while age of firm and position in a group don't seem to influence significatively the choice. The negative and highly significant coefficients on the constant terms indicate that small firms located in the South of Italy are less likely to report positive R&D expenditure. As in Medda et al. (2006), we find that that export intensity is positively associated with the probability of engaging in R&D. Our results also suggest that formal innovative activity is more likely to occur in firms that have a greater proportion of long term debts over total assets and high human capital index.
The models in Table 4 are used to obtain the inverse Mill's ratio and the fitted values needed as instruments in the productivity equations (6a) and (6b), whose estimates, obtained using the procedures discussed above, are reported in Table 5 . 6 More precisely, when the dummy for R&D is one of the regressors, we employ either the Heckman's two step method or Wooldridge's Instrumental Variable approach. The last set of estimates includes the level of R&D spending, instrumented by the predicted values from (9). Wooldridge's procedure provide positive and significant estimates of the effect of conducting R&D, with coefficients equal, respectively, to 0.032 and 0.033. By including the intra-industry spillovers variable, the effect of own R&D rises to 0.051 in both models. Also, intra-industry spillovers have positive and significant effects, that is, firms benefit from average R&D intensity performed in the sector where they belong. In the Heckman's procedure, a negative and significant IMR implies the presence of a negative selection mechanism into R&D activities. Running simple OLS for eq. (6) would yield underestimation of the effect of performing R&D on TFP growth and underestimation of the private return to R&D.
The last columns of Table 5 reports the estimates for the private return to R&D expenditures as well as of the intra-industry spillovers effect. The findings are qualitatively similar to the ones where the innovative activity is proxied by a dummy. A major difference regards the magnitude of the returns to a firm's own R&D expenditure: a 10% increase of which enhances TFP by about 12% and 16.5%, depending on the specifications. The larger return of R&D expenditures, compared to that of the R&D dummy, is seen as a regularity typically observed when passing from a dichotomous to a continuous selection mechanism (Wooldridge, 2002) . Intra-industry spillovers are not significant, although positive. This result can be explained by the inclusion of the variable of own R&D intensity in place of the dummy for R&D activity. Indeed, the coefficient for the R&D intensity variable captures both the private returns to R&D performed by the firm and the absorptive capacity effect related to external sources of knowledge. The simultaneous inclusion of both private R&D intensity and total industry R&D increases the return to private R&D and dampens the effect of the spillover generated within each industry.
As discussed above, firms can benefit from the technological progress originating in different industries, where trade serves as a means for the inter-industry transmission of knowledge.
In Bartelsman et al. (1994 ), Morrison Paul (2002 and Morrison Paul and Siegel (1999), spillovers can differ significantly depending on the kind of linkages between firms and industries. In particular, these studies find significant differences between spillover effects originating from customer and those related to the supplier of a firm or industry (see also Mun and Nadiri, 2002) .
We distinguish between externalities originating along the supply chain and estimate separately demand-driven spillovers (Table 6 ) and supply-driven spillover (Table 7) . For both Tables we employ the previously defined two-stage IV methods to deal with the endogeneity of a firm's own R&D activity and intensity.
Previously reported findings regarding the endogenous variables are confirmed in Table 6 , both in terms of significance and magnitude, although the coefficients for R&D spending are now slightly larger (1.84 and 1.85). Intra-industry spillovers, which provide an alternative to sectorial dummies, continue to be significant but inter-industry spillovers from customer sectors do not appear to be associated with productivity enhancements. The possibility of cumulative effects linking an industry's own R&D intensity with external spillovers is not supported by the data, as the coefficient for the interaction of the two variables suggests.
The negative effect, although not significant, of externalities from other customer industries suggests that the firms in our sample do not receive any positive externality from the interaction with their customers. Similar findings are reported in Bartelsman et al (1994) and Mun and Nadiri (2002) who find little or no cross-sectional relation between customer driven spillovers and productivity. In our sample, this may be because our firms largely supply sectors with low R&D investments, or because they sell very little to R&D intensive sectors, or finally because they produce for the final market. Our evidence is thus consistent with the well-known specialization of Italian firms in traditional and scale intensive sectors (Antonelli, 1994) . Table 6 about here
The coefficients of the Supplier-driven spillovers are reported in Table 7 . They are significantly positive, and larger than those obtained for the demand-driven spillovers, in line with results found by Bartelsman et al. (1994) and Morrison and Siegel (1999) . Intra-industry spillovers are non-significant, while own R&D continues to play a crucial role in all estimates and methods.
Thus, purchases from R&D intensive sectors enhance our firm's productivity, especially when they are already engaged in innovative activities. It would seem therefore that part of the improvements in productivity in our sample could be ascribed to technological progress embodied in the acquired physical capital. To test whether such an effect tends to be reinforced in R&D intensive sectors that enjoy large supply driven spillovers, the variables identifying the intra-and the inter-industry spillovers are interacted. However, there appear to be no systematic effect of this kind. Indeed, the interaction between the external spillovers and an industry's total investment in R&D does not seem to be conducive to significant productivity improvements, suggesting that their effects are independent and non-cumulative. Tables 6 and 7 , where the Supply and the Demand inter-industry spillover variables were replaced by their mean value. We do not report such estimates, as they are qualitatively similar to those in Table 7 .
Conclusions
In this paper we have pursued three main objectives. First, we surveyed the existing literature linking productivity dynamics to R&D investment and its spillovers. Second, we applied a number of treatment effect methods to account for the endogeneity and the selectivity biases arising in the estimation of a productivity regression when the R&D activity at the firm level is used as an explanatory variable. Third, following an established approach, we have investigated the role of technological inter-and intra-sectorial spillovers in driving productivity changes in a sample of manufacturing Italian firms.
The evidence further consolidates the view of a firm's involvement in R&D activities as an important driver of productivity gains. Although studies based on previous releases of the Mediocredito-Capitalia dataset also report similar results (Medda et al., 2005 and Parisi et al. 2006 ), the present study innovates by finding that technological spillovers appear to be responsible for a positive growth of total factor productivity. In particular, firms seem to benefit from the knowledge spillovers generated in their own industries, possibly because it addresses technological aspects pertaining to products and production processes that are shared, and found relevant, among all the firms. Similarly, the knowledge embodied in the products purchased from suppliers seems to enhance productivity. However, we find no systematic evidence of a cumulative effect between intra-and inter-sectorial spillovers, suggesting that they both operate independently and in a noncumulative fashion. Criscuolo and Haskel (2003) , Griliches (1986) ; Mairesse (1983, 1984) ; Hall and Mairesse (1995) ; Klomp and Van Leeuwen (2001) ; Kwon and Inui (2003); Lichtenberg and Siegel (1991); Link (1981a Link ( , 1981b Link ( , 1983 ; Medda, Piga, and Siegel (2005, 2006) ; Odagiri and Iwata (1986); Wakelin (2001); Wieser (2001) . Each cell reports the share of purchases of industries in rows from industries in columns, over total purchases See Table 3 for the description of the manufacturing sectors *it represents overall share of purchases of manufacturing sectors in rows from manufacturing sectors Each cell reports the share of sales of industries in rows to industries in columns, over total sales See Table 3 for the description of the manufacturing sectors *it represents overall share of sales of manufacturing sectors in rows to manufacturing sectors
