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The present paper is concerned with the finite element modeling of Powder Metallurgy (P/M) 
cold die compaction process. Rather than on material constitutive theories or on numerical 
algorithmic issues, attention is confined exclusively on an scarcely addressed issue in the P/M 
modeling literature: the proper characterization of the boundary (tooling motions) and initial 
conditions of the problem. A case study of the compaction of an axially symmetric multilevel 
adapter in an advanced CNC press machine  is used to convey the relevance of the accurate 
representation of these  input data in the quality of model predictions. It is shown that 
unawareness or deliberate simplification of apparently insignificant details in this respect may 
cause errors far overshadowing those introduced by deficiencies in either the constitutive model 
or in the corresponding algorithmic solution procedure. The discussion of this case study   
serves also to provide useful modeling guidelines; illustrate frequent difficulties, as the 
unavailability of some information when guessing starting conditions; and reveal subtle, yet 
relevant for modeling purposes, technical details of advanced CNC press machines. 
 






It would be difficult to overstate the potential beneficial impact that the systematic and routine 
application of computational modeling in the Powder Metallurgy (P/M) industry – still heavily 
contingent upon trial-and-error procedures and rules-of-thumb based on prior experience – 
could have on the cost and efficiency of the whole P/M manufacturing process. In the design of 
unconventional complex parts, for instance, the performance and reliability of a projected 
tooling could be assessed by means of computational simulations before the costly process of 
construction and mounting begins; scrutiny of density and/or cohesion distributions predicted    
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by a computational model, on the other hand, could greatly assist in and expedite the diagnosis 
of the causes behind    cracks   observed in green compacts. The P/M industry is largely aware 
of these potential benefits and, through collaborative efforts with research and academic entities 
- such as the thematic networks P/M Modnet (Federzoni et al., 1999) and P/M Dienet (Brewin 
and Federzoni, 2006 -,  have encouraged in recent years the improvement of  the “quality” of 
the  existing computational models, specially, those employed in the simulation of cold die 
compaction processes.  
 
The notion “quality” in P/M computational modeling can be interpreted in diverse ways; it 
depends on the goal, complexity and accuracy demands of the analysis. For a conventional, 
one-level part in which the P/M designer can draw upon past experience, and in which 
dimensional tolerances are not an issue, using an elaborate three-dimensional, finite element 
model with several hundred thousand degrees of freedom amounts to overkill; an elementary 
“column model” - one in which mass transfer is ignored – is more commensurate with the 
design needs in this case. In the present paper,  however, we shall presuppose situations in 
which the analysis do have to meet stringent accuracy requirements; the notion “quality” will be 
thereby interpreted here as ability to reproduce, with fidelity, experimentally measured 
responses. Increasing the “quality” of the model will be regarded as tantamount to improving the 
agreement between measured and computed responses. 
 
 According to Delleur, 2007,  discrepancies between computed  and experimentally measured  
responses are always the manifestation of errors, from the modeling side, of three markedly 
distinct type. Firstly, a mathematical model, however sophisticated, is a simplified picture of 
physical reality; as such, it is the embodiment of diverse simplifying assumptions and 
hypothesis, and errors, thus, will invariably arise because of both the deliberate (or 
unintentional) neglect of certain phenomena, on the one hand, and the inappropriate 
representation  of many others, on the other hand. A second category includes those errors    
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incurred in the equation-solving process (discretization, truncation, round-off and other 
numerical errors). Lastly, but by no means less significantly, uncertainties and inadequacies in   
the specification of the input data of the problem - boundary and initial conditions  - describing a 
particular situation can also contribute to differences between predicted and measured  
responses.   
 
A survey of P/M modeling literature shows that, to date, model improvement efforts undertaken 
in the P/M research community have focused almost exclusively on reducing the first source of 
errors. The vast majority of existing models are based on the continuity assumption – both 
powder and forming tools are regarded as continuous bodies – and, therefore, improvement 
efforts in this respect reduce basically to develop more sophisticated constitutive equations able 
to describe and predict with a greater level of detail powder behavior and powder-tooling 
interaction; see, for instance,  Al-Qureshi et al., 2005; Biswas, 2005; Rossi et al., 2007; and 
Cocks and Sinka, 2007.  Strategies for reducing the second type of errors – numerical errors – 
have been also amply discussed in the P/M modeling literature (Khoei and Bakhshiani, 2004; 
Oliver et al., 1996; and Chtourou et al., 2002, to cite a few).  Besides, researchers struggling to 
refine the algorithmic aspect of their models (enhanced finite element implementations, more 
accurate integration algorithms, etc. ) can also resort to the general numerical methods 
bibliography. 
 
Less attention, by contrast, has been devoted to discuss how to appropriately represent the 
initial and, specially, the boundary conditions of the problem.  Barring one notable exception 
(Brewin et al., 2007), references on this topic are discouragingly diffuse throughout the P/M 
modeling literature.  The “modeling” of the boundary conditions in P/M compaction boils down to 
the mathematical characterization of the motions and forces imparted by the corresponding 
mechanical and/or hydraulic drives, and this task, admittedly, appears a simple, mundane 
matter in comparison with the scientifically challenging, and hence more academically 
appealing, endeavor of elaborating a comprehensive constitutive theory for a rheologically 
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complex material such as the compacting powder. This may explain the little attention paid by 
academic researchers to this issue.  
 
However, this apparent simplicity is deceiving. Researchers usually validate their models using 
data recorded under meticulously controlled laboratory conditions, in which input data can be 
indeed specified in very simplified formats, without considerable modeling effort. But when it 
comes to the simulation of real cases demanding high accuracy, the modeling of the boundary 
conditions can become a complex issue in its own right, since one has to account for subtle and 
often intricate features of press performance. Unawareness or deliberate oversimplifications of     
these details can cause errors in the computed response far overshadowing those introduced 
by flaws in either the constitutive model or the corresponding algorithmic solution procedure.  
 
The present paper attempts to   shed more light on this scarcely addressed aspect of P/M 
compaction modeling. A detailed case study of the compaction of an axially symmetric 
multilevel adapter in an advanced, computed numerically controlled (CNC) press machine   is 
used for this purpose. This case study serves also to provide some modeling guidelines; 
illustrate frequent difficulties, as the unavailability of some data for the starting conditions; and 
reveal relevant technical features that, although probably trivial for powder metallurgy 
technologists, may escape notice by researchers, especially if they possess deficient 
background knowledge of advanced CNC press machines. The authors have struggled to 
synthesize the experience and insight gained from this case study; collect and assimilate 
related recommendations scattered throughout P/M literature; and present all this information in 
a manner that, hopefully, can aid and enlighten other users of P/M modeling technology facing 
the task of defining the boundary and starting conditions of P/M cold die compaction problems.    
 
2. MODELLING OF THE COMPACTING TOOL SET 
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The geometry and dimensions of the analyzed four-level part are displayed in Figure 1. Note 
the relatively low height of the part:  the finished lengths of the thinner and thicker levels of the 
part are only 2.7 mm and 5.32 mm, respectively; this attribute will make changes in density 
induced by inaccurate definition of boundary conditions more perceptible. For instance, were 
the part perfectly cylindrical, an error in describing the position of one of the tooling members of, 
say, 0.2 mm, which is in the order of the value of the punches elastic deflection, would induce a 
totally unacceptable discrepancy in the predicted density of about 0.4 g/cm3. 
 
The word “model”, in its broader sense, refers to the representation (mathematical in our 
context) of a physical system – the target system. In the case of P/M cold die compaction, this 
system  would encompass, ideally, the entire press machine, including the powder contained in 
the die cavity, punches, core rod, die, press fittings, punch platens and even the mechanical 
and hydraulic drives controlling  the platens motions. However, the geometrical and physical 
characterization of all these press members would imply a daunting labor and a dramatic 
increase in computational effort. It is usually more practical to include only the powder 
contained in the die and those press elements directly involved in forming the part, the so-called 
tool set:  upper and lower punch(es), the die and the core rod. Punch platens, punch holders 
and punch adapters ca be excluded from the system on the basis of their larger rigidity, in 
comparison with punches.  However, as it will emerge later (section 3), these press elements do 
deflect under high pressures; the corresponding deflections should be eventually incorporated 
to the analysis as perturbations or deviations of the corresponding platen motion.  
 
In Figure 2.a, we show the schematic of the multi-platen press machine employed in 
manufacturing the considered part. The accompanying drawing, Figure 2.b, represents the 
tooling assembly included in the modeling, which comprises: an upper punch (UP); four lower 
punches (LIP, LMP, LOP-I and LOP-II); a die; and a core rod. Observe that the lower outer 
punch labeled as LOP-II is mounted on the die table, in a stepped die or shelf die fashion 
(Ferguson and Krauss, 1990). The dimensions of the core rod die and punches are shown in 
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Figure 3. In order to predict elastic deflections with the maximum level of accuracy, it is crucial 



















































Figure 1: Geometry of the part (dimensions in mm). 
 
features such as the blend fillets  that reduce stress concentrations at change of section  can be 
safely washed out, as the main concern is the study of the powder behavior. Other factors 
related to the tool set that can be also ignored are, among others: the magnitude of the 
clearances between moving tools; the wear resistance of tools; and busting and buckling 





























Figure 2:  (a) Cross sectional view of the compacting press. (b) Geometric model of the tooling 
items included in the simulation. 
 
3. BOUNDARY CONDITIONS 
 
The actions exerted on the target system – through its boundary – by press members not 
explicitly included in the system are generically termed “external actions”.  In a continuum 
setting, i.e. when both tools and powder are treated as continuous bodies, these external 
actions represent mathematically the boundary conditions of the governing balance equations. 
Depending on the circumstances and the type of press used for pressing the part, boundary 
8 
conditions can be specified as either displacement or traction (pressure) conditions on the 
portion of punch surface in contact with the clamp rings that fasten punches to their 








































































(d) (e) (f)  
Figure 3: Tooling dimensions (mm). (a) Upper punch (b) Lower outer punch-II (c) Lower outer 
punch-I (d) Lower middle punch (e) Lower inner punch (f) Core rod. 
 
modeled always as prescribed displacement conditions, the effect of hydraulic drives can be 
represented either as prescribed displacements or by imposing traction conditions, depending 
of the type of press. In traditional hydraulic presses, for instance, the action of the punch drives 
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has to be represented as traction conditions, for they can be programmed only to apply a fixed 
pressure. Advanced CNC press machines, on the other hand, are more versatile and   
hydraulically controlled punches can be both load-controlled and displacement-controlled. It is 
important to note that, in simulating the same pressing process, prescribed conditions can 
switch from traction type to displacement type, or vice versa. For example, a standard hydraulic 
press may be equipped with a mechanical stop to limit the downward ram movement, and 
therefore control the finished length of the corresponding level. When such mechanical stop 
comes into action, fixed pressure conditions should be instantaneously replaced by a zero 
displacement constraint. 
 
The multi-platen CNC press used for pressing the studied part incorporates a combination of 
mechanically and hydraulically driven systems. The final compacting stroke is provided by the 
force of an electric motor; a connecting rod converts the rotary motion of the main shaft of this 
motor into the reciprocating motion of the upper ram. Consequently, the displacement of the 
upper ram during the pressing portion of the cycle exhibits a sinusoidal profile, given by the 
following expression: 
2




⎛ ⎞⎟⎛ ⎞⎜ ⎟⎜ ⎟⎜ ⎟⎟⎜= − − ϕ + + ϕ⎜ ⎟⎟⎜ ⎜ ⎟⎟⎜⎜ ⎟⎝ ⎠ ⎟⎜⎝ ⎠
 (1) 
 
where cl  and rl  stand for the lengths of the crank and the connecting rod, respectively; and upu  
is the pressing stroke, i.e., the distance traveled by the upper ram from the onset of pressing 
( 0ϕ ) - the position at which the bottom surface of the upper punch enters the die and comes 
into contact with the powder- to the extreme lowest position of the cycle (the so-called bottom 
dead centre, located at 180ºϕ= ). The rotary motion occurs at constant angular velocity; 
hence the motion can be legitimately parameterized in terms of the angular position, as 
displayed in Figure 4. 
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During the pressing stage, all elements of the tooling system move downward. The lower 
punches labeled in Figure 2.2.b as LIP, LMP and LOP-I are mounted on separate platens, 
whereas the lower outer punch identified as LOP-II is attached to the die platen. The core rod 
support is also a movable member, and they all are operated by hydraulic cylinders placed on 
the stationary member of the press. 
 
The velocity of the lower rams during pressing is kept proportional to the velocity of the upper 
ram through a closed-loop motion control system: the angular position and velocity of the 
rotating shaft is monitored at any time during the cycle by a rotary encoder, and this information 
is sent to a motion controller, which causes the hydraulic devices to speed up or slow down to 
correct the velocity of the punch motion so as to keep the proportionality. The following equation 
expresses such a condition: 
 
p p upv f v=  (2) 
 
where  upv  is the linear velocity of the upper ram and pv  represents the downward velocity of 
the corresponding lower ram. The condition of vanishing velocity at the bottom dead center, 
( 180º ) 0upv ϕ = = , enables us to directly  write: 
 
p p upu f u=  (3) 
 
i.e., given an upper ram pressing stroke upu , the desired stroke for the lower punches can be 
adjusted by changing the constant pf . The proportionality parameter pf , henceforth referred to 
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Figure 4: Typical profile of tooling displacement during (a) pressing; (b) ejection. 
 
place; they constitute one of the basic operating parameters of the CNC press machine, that is, 
parameters that can be easily modified by the CNC operator by interacting with the CNC display 
screen.  
 
For completeness, we show in Figure 4.b the withdrawal type tooling kinematics corresponding 
to the ejection phase. It can be readily seen that, unlike their pressing counterparts, tool 
displacements are linear functions of the angular position, except in the blend regions between 
paths with different slopes. Notice, thus, that the movement of the upper punch is not governed 
by the sinusoidal relation (5.2.1). This is because the upper punch is not connected directly to 
the rotary main shaft: a hydraulically controlled mechanism, inserted between the upper punch 
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and the upper ram, allows independent movements so that, for instance, the upper punch can 
still apply a certain downward load on the compact after reaching the bottom dead centre - the 
so-called counter pressure or top-punch hold-down pressure.  
 
3.1. Theoretical versus true boundary conditions 
 
The displacement diagrams described in the preceding discussion, and illustrated in Figure 4, 
are the motions that, theoretically, mechanical and hydraulic drives impart to their 
corresponding rams or platens. The easier, and most frequent, route when modeling 
compaction is to directly take these platen motions as the boundary conditions of the problem, 
that is, as the displacements prescribed at punch faces in contact with clamp rings. This 
simplification tendency often goes further, and complex displacement profiles are approximated 
by more elementary functions so as to facilitate their handling (sinusoidal curves replaced by 
straight lines, for instance). 
 
These approximations are, to some extent, justifiable when the goal of the simulation is to 
merely elucidate qualitative features of the process, but they are not when high predictive 
accuracy is a must. The exact or true displacements of the supported portions of punches, core 
rod and die seldom coincide with the corresponding platen motions (henceforth termed 
“theoretical” displacement, as opposed to “true” displacements). In analyzing an already 
manufactured part, and provided that the CNC press has displacement transducers located 
sufficiently close to the punch clamps, the “true” motion curves might be actually at the disposal 
of the P/M modeler. In such circumstances, the P/M modeler should employ the monitored 
information as the boundary conditions for the numerical simulation. 
 
Unfortunately, very frequently, as when attacking a design problem or when testing numerically 
alternative pressing schedules, true displacement curves are not available; the analyst is faced 
in these cases with the task of having to anticipate or predict potential deviations from the 
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theoretical tooling motions. Of invaluable help for this purpose is to, with the benefit of hindsight, 
examine and rationalize the discrepancies between theoretical and true motions observed 
either in compacting parts requiring similar compaction tonnage - in the case of design analysis 
- or in producing the same part but under different pressing and ejection schedules. The 
following classification can be also of great assistance in such a task; it synthesizes the most 
relevant deviations detected between true and theoretical displacements in the studied case. 
 
(a) Deviations due to a poor characterization of the tooling subsystem. The fact that only 
punches, core rod and die are included in the model introduces an unavoidable error. 
Excluded press members, such as punch holders, punch adapters and platens also deflect 
under high pressures. However, the major contribution to this error can be attributed to the 
existence of adjustable mechanisms inserted between a punch and its corresponding 
platen. In the analyzed press machine, for instance, the force exerted by the hydraulic 
drives on the lower rams is transmitted to the lower punches through a practically rigid 
assembly of mechanically fastened elements; hence, little deviation is expected. By 
contrast, the hydraulically controlled mechanism inserted between the upper punch and the 
upper ram, alluded to earlier, contributes considerably to the discrepancy between 
theoretical and true upper punch motion because of the inevitably looseness (play) of the 
parts involved in such mechanism. To calibrate such error in full load operation, one can 
first measure the deviation in idle conditions, i.e., by compressing an empty die, and then 
consider that, approximately, the error increases linearly with increasing compacting 
pressure. 
 
(b) Deviations due to overloading of lower rams. In CNC presses in which the stroke of lower 
punches is displacement-controlled during pressing, one cannot ignore the limited capacity 
of the hydraulic devices that governs their motions to sustain any applied force. If the 
programmed press kinematics induces an unduly high density, and consequently a high 
force, the servo-system controller may be pushed out of its regular operating conditions, 
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and the lower ram will simply descends maintaining the level of pressure approximately 
constant, and thus not obeying the scheduled motion. Such a deviation can be included in 
the simulation by simply shifting the condition of prescribed displacement to prescribed 
traction on the affected lower punch when the corresponding force threshold is exceeded. 
Later on, the impact of overlooking such limited capacity will be assessed in terms of 
density distribution.  
 
(c) Deviations due to interpolation of punch motions. As can be checked in Figure 5, the actual 
position of the corresponding platens is slightly altered in the blended portions of the 
displacement diagrams. These deviations may be of the order of magnitude of the elastic 
deflection of the longer punches; hence their effect should be included when studying the 
ejection process. Furthermore, tooling displacement diagrams exhibiting sharp corners are 
physically unacceptable, since they imply instantaneous change of velocity and therefore 
infinite accelerations. In practice, velocity is ramped up or down gradually so as to avoid 
these unrealistic accelerations. These details are normally ignored in designing - and also 
very frequently in modeling - the compaction process, mainly due to obvious simplicity 
reasons. However, from the modeling standpoint, one cannot underestimate the benefits 
arising from using the actual smooth displacement profiles instead of the sharp ones: 
computability is  affected adversely by rough input data (Belytschko and Mish, 2001).   
 
 




























Not every difference observed between “true” and “theoretical” curves is amenable to 
theoretical predictions. Some deviations may display an – apparently – random pattern, and 
hence they could not be predicted on the basis of a deterministic analysis; only through 
statistical analysis    the assessment of the impact of the individual and combined effect of such 
deviations would be possible. Needless to say,   the borderline between what is predictable or 
unpredictable   depends largely on the beholder and the degree of knowledge on the press 
machine. As experience accumulates, initially presumed unpredictable discrepancies can be 
converted into predictable ones. Conversely, presumably foreseeable deviations turning into 
uncontrolled perturbations may indicate malfunction of any of the press machine elements or 
poor maintenance conditions. 
 
4. Estimation of initial conditions 
 
The initial or starting conditions of the problem include the fill position of the punches and the 
powder fill density distribution. In realistic circumstances, the direct determination of accurate 
starting conditions is plagued by difficulties of diverse nature. For instance, CNC data 
acquisition systems usually monitor only absolute position of punch platens. Knowing with 
sufficient accuracy, say 0.1 mm, the position of the bottom face of lower punches would require 
thus careful measurements of the length of the assembly of press members connecting lower 
rams and punches. This may be somewhat difficult, and impractical, to achieve if, for example, 
the die set has been removed and disassembled for repairing when tackling the computer 
analysis.   
 
In the ensuing discussion, the procedure followed here to confront the unavailability of reliable 
information concerning the aforementioned starting conditions will be outlined. Note that the 
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unavailability of such data creates a scenario very similar to that encountered in the analysis of 
a trial design, in which one has to guess appropriate initial die cavity dimensions consistent with 
the finished lengths of each of the levels within the compacted part; hence, the procedure 
described in the sequel is nothing but the inverse analysis typically used in P/M designing. The 
peculiarity that renders this inverse analysis worthy of special consideration here arises from 
the combination of two facts: tool motions are non-linear functions of the angular position (time); 


















Angular position  
Figure 6: Pressing sequence, indicating the motion of the upper punch and the lower middle 
punch. The angle 0ϕ   denotes the point of the cycle at which the upper punch enters the die 
cavity. The pressing stroke ends at 180ºϕ =  (bottom dead center). 
 
The fundamental relation between the prescribed displacement on a given punch and the height 
of the level formed by this punch is illustrated in Figure 6 for the particular case of the lower 
middle punch (LMP). This relation can be expressed analytically as 
 
0
0 0( ) ( ) ( )lmp lmp up lmp up lmph h u u L L− = ϕ − ϕ − Δ +Δ  (4) 
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The meaning of each term of the above equation is also clarified in Figure 6. The quantity lmph  
is the length, measured at the end of the pressing stage, of the level formed by the lower middle 
punch. This length is approximately the length measured upon ejection from the die, except for 
a small correction due to spring-back. The depth of fill or fill height corresponding to the 
thickness level formed by the LMP is denoted by 0lmph , and it is defined as the distance from the 
working end of the upper punch to the working end of the lower middle punch when pressing 
commences. The displacements prescribed at the top and bottom surfaces of upper and lower 
middle punches are symbolized by upu and lmpu , respectively. As already discussed, the shape 
of the displacement profiles are, theoretically, sinusoidal (see Eqs. 1 and 3), although they may 
be eventually affected by some deviations. Finally, the terms upLΔ  and lmpLΔ stand for the total 
elastic deflections in the axial direction experienced by the upper punch and the lower middle 




0 0( ) ( ) ( )lip lip up lip up liph h u u L L− = ϕ − ϕ − Δ +Δ  (5) 
 
0
' ' 0 0 '( ) ( ) ( )lop lop up lip up loph h u u L L− = ϕ − ϕ − Δ +Δ  (6) 
 
0
'' '' 0 '' 0 ''( ) ( ) ( )lop lop up lop up loph h u u L L− = ϕ − ϕ − Δ +Δ  (7) 
 
Expressions 5 to 7 form a system of four equations - one equation for each lower punch - with 
ten unknowns: the fill heights corresponding to each level (4 unknowns); the elastic deflections 
of punches (5 unknowns); and the angular position at which the upper punch comes into 
contact with the powder (1 unknown), denoted as 0ϕ . The elastic deflections can be estimated 











σ ρ −Δ =
−∑  (8) 
 
The above equation follows from assuming that a uniaxial stress state prevails throughout the 
tubular punch. The constant toolE   is the Young’s Modulus characterizing the tooling material 
whereas iR  stands for the inner radius of the corresponding tubular punch and kR  ( 1,2...k = ) 
denotes the outer radii of each cross section of the punch, sorted by increasing magnitude. The 
magnitude of the axial pressure  zσ  acting on the punch face can be estimated from the 
compressibility curve as the axial pressure corresponding to the final density fρ  of the compact. 
Substituting these estimations for the elastic deflection of punches in equations 4 to 7 leads to a 
system of four equations with five unknowns, namely the 4 fill heights and the initial angular 
position. The closure for this system, as may be surmised, is provided by the conservation of 
mass equation: 
 
0 0 0 0
0 0 ' '' ' ''( , , , ) ( , , , )lip lmp lop lop f f lip lmp lop lopV h h h h V h h h hρ = ρ  (9) 
 
wherein 0ρ  and fρ  are the (average) initial and final density, respectively,  0V  stands for the 
volume occupied by the powder at the onset of pressing and fV   denotes the volume of the 
finished part. Absent reliable experimental measures of the average initial density 0ρ , this 
variable can be taken as the apparent density of the powder2. 
                                                          
2 For intricately shaped parts of considerable height, fill density distributions are often far from uniform; 
thus, results obtained on the assumption that the average initial density coincides with the apparent 




To obtain the solution of the resulting system of equations, the values of the unknown quantities 
(denoted collectively) 0h  have to expressed as a function of h  and 0( )u ϕ . Upon substitution of 
0h in Eq. 9, the system is reduced to a single equation in the unknown 0ϕ . Due to its non-linear 
character, this equation is not amenable to analytical solution and, consequently, recourse to 
approximate algorithms, as the bisection method, is to be made. Once the angular position 0ϕ  
has been obtained, the dimensions of the initial cavity 0h  can be retrieved from equations 5 to 
7; with these estimated initial conditions at our disposal, we have all the basic ingredients to 
construct the geometric model, impose boundary conditions and, finally, undertake the finite 
element analysis of the pressing stage. 
 
 However, it is by no means guaranteed that the final lengths arising from this preliminary FEM 
analysis will correspond to the desired design values h . The closeness of the computed values 
to h  relies on the quality of the deflection estimations: a poor estimation of LΔ  will invariably 
lead to incorrect final dimensions. In the case at hand, the relatively small thickness of the part 
(2.7 mm in its thinner lever) aggravates the situation, since such inaccuracies in estimating LΔ  
will translate in inaccurate density predictions. 
 
                                                                                                                                                                          
parts, discrepancies between computed and experimental final densities; see Coube et al., 2005; Gethin et 








































Figure 7:  Flowchart indicating the computational cycle used for estimating the initial 
die cavity dimensions 
 
A strategy that proves efficient in successively improving the quality of these estimations is to 
use the punch deflections computed in the FE analysis as the estimations for a subsequent 
inverse analysis. This iterative strategy is schematically described in the flowchart displayed in 
Figure 7. Iterations are halted when the difference between computed finished lengths and 
design values h  are within prescribed tolerances. In our case, such tolerances are taken as the 
dimensional tolerances contained in the customer’s specification (see Figure 1). A more in-
depth appreciation of this procedure will be gained through the analysis presented in the 
following. 
 
5. Assessment of the effect of an inaccurate description of tooling 
motions 
 
In this section, the computed results of final density distributions produced by using theoretical 
displacement curves as prescribed conditions on tools, on the one hand, and prescribed 
21 
conditions closer to true tooling motions, on the other hand, will be examined and compared so 
as to assess the impact of overlooking some of the deviations summarized in section 3.1. The 
powder employed in making the part is a Distaloy AE iron based powder with apparent 
density 33.25 /app g cmρ = . Fill density, which is assumed uniform throughout the die cavity, is 
taken as this apparent density. The constitutive model embedded in the finite element code 
used for the calculations is the large strains, elasto-plastic Drucker-Prager cap type model 
proposed by the authors in  Hernández et al., 2010; calibrated model parameters for the 
considered Distaloy AE can be also found in this reference. .    
 
Friction between the powder mass and the faces of the tools-die walls and core rod is modelled 
via a friction Coulomb law, with coefficient μ = 0.12. The elastic behaviour of the tooling, on the 
other hand, is characterized by a Young’s Modulus  210toolE MPa=   and a Poisson’s 
ratio 0.3TOOLν = . The axial symmetry of the part is exploited and the study is concentrated on a 
characteristic radial section so that the FE analysis can be accomplished in two dimensions. 
The initial finite element mesh is shown in Figure 8. The average size of the elements of the 
powder body is 0.25el mm= ; the size of the elements at the boundaries of punches and die 
in contact with the powder is, approximately, 0.15mm , although features on the bottom faces 
of the part, as over the lower outer punch-II, demands smaller elements ( 0.05el mm= ) at 
these locations. A glance at Figure 8 also allows us to appreciate the startling contrast between 




(a) (b)  
Figure 8: Initial mesh layout. (a) Overall view; (b) Detailed view of the initial die cavity 
 
5.1. Results using theoretical punch displacements 
 
The theoretical or nominal displacement profile for the upper punch reciprocating motion can be 
obtained from Eq. 1. The values of the lengths of the crankshaft and the connecting rod 
appearing in such equation are 90cl mm=  and 580rl mm= , respectively. On the other 
hand, the theoretical motions of lower punches, core rod and die are fully determined by the 
motion scale factors shown in  Table 1. 
 
 UP LIP LMP LOP-I LOP-II;DIE CORE ROD
Motion scale factor 1 0.043 0.234 0.019 0.26 0.233
Table 1: Motion scale factors 
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The motion scale factor of the lower outer punch LOP − II and the die are identical, as they are 
mounted in the same platen. On the other hand, it follows from the motion scale factors of the 
LIP and LOP-I that those punches are held practically stationary during the pressing stage. The 
information tabulated in  
Table 2 serves to illustrate the previously mentioned procedure for the calculation of the initial 
die cavity dimensions. The starting values of the elastic deflections LΔ  are obtained from the 
uniaxial estimation (Eq. 8). The iterative sequence is halted when the discrepancies between 
the computed finished length ( )kh  and the design value h  (see Figure 1) is within prescribed 
tolerances. In the first iteration, the convergence tolerance for the lower inner punch is not met, 
due to a too high initial estimation of its deflection. An additional computer run was hence 
required to achieve consistent initial conditions. 
 
UP  LIP  LMP  LOP-I  LOP-II 
TOLERANCE in h  (mm) - 0.09 0.10 0.09 0.07 
k=0 LΔ  (Uniax. est) 0.307 0.352 0.245 0.130 0.036 
( )kLΔ  0.175 0.298 0.123 0.153 0.0241 k=1 0 160.2ºϕ =
( )kh h−  - -0.162 -0.080 -0.080 -0.068 
( )kLΔ  0.195 0.197 0.167 0.0928 0.0204 k=2 0 160.9ºϕ =
( )kh h−  - -0.070 0.055 -0.049 0.003 
 
Table 2: Iterative procedure for calculating the initial die cavity dimensions. Theoretical tooling motion 
case. 
 
In Figure 9, we show the evolution of the lengths of each thickness level as a function of the 
angular position. As expected, these curves mimic the sinusoidal pattern of the reciprocating 
motion of the upper ram. The contour plot of the density computed by the finite element method 
at the end of the pressing stage is displayed in Figure 10. The level formed by the lower middle 
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punch exhibits the highest density (7.18 g/cm3), whereas the region with the lowest density 
(6.80 g/cm3) is located above the lower inner punch. To enable direct comparison with 
experimentally measure densities, the part is divided into five volumes; the averaged density 
over those volumes is shown also in Figure 10. Experimental and computed results are  
 
































Figure 9: Distance between working ends of upper and lower punches as a function of the 
angular position during the pressing cycle. Theoretical tooling motion case. 
 
presented in Table 3. It is apparent that numerical results barely resemble the experimental 
density measures. Discrepancies between numerical and experimental data are especially 













Figure 10: Contour plot of density (g/cm3) computed at the end of the pressing stage. 




Zone 1 2 3 4 5 Overall 
numρ  6.88  6.78 7.18  6.88  6.58  6.91 
expρ  6.80  6.96  7.04  7.04  6.99  6.94 
expnumρ −ρ  0.08  -0.18  0.14  -0.16  -0.41  -0.03 
  
Table 3: Comparison between computed densities (g/cm3) using 
theoretical tooling motion ( numρ  ) and experimentally measured 
values( expρ ) . 
 
5.2. Results using “true” punch displacements 
 
We carry out now the simulation of the pressing stage using prescribed conditions closer to the 
tool motions monitored by the CNC computer during the compression. The discrepancies 
between the theoretically predicted and true motions of LIP, LOP-I, die and core rod are 
insignificant and the prescribed displacements are therefore the same as in the previous case. 
By contrast, substantial errors are detected in the description of the upper punch and lower 
middle punch motions. Figure 11 shows the theoretical and “true” positions of the top face of the 
upper punch during the pressing portion of the cycle. The position recorded by the CNC data 
acquisition system exhibits a gradual deviation from the theoretically calculated reciprocating 
motion of the main shaft. At the bottom dead centre, the amplitude of this deviation can be 
estimated at approximately 2 mm. This deviation is attributable to the looseness of the parts 
comprising the hydraulically operated mechanism that controls the force exerted by the upper 
punch during ejection, which is located between the upper punch and the upper ram. 
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In addition, in discussing the classification of what we have termed “predictable deviations” (see 
section 3.1), we pointed out that the hydraulic drives operating the lower rams execute the 
scheduled motion only if the resulting force on each punch is below a certain threshold. In the 
case of the lower middle punch, the corresponding hydraulic servo-system operates under 
regular conditions below 25 Tons.  Figure 5.12 shows the FEM computed evolution of the force 
exerted by the compacting powder on the lower middle punch using theoretical tooling 
kinematics, in which the stroke of the lower punches is assumed to be displacement-controlled 
during the entire pressing stage.  
 
































Figure 11: Position of the upper punch ram. Theoretically calculated value (dashed line) and 
value monitored and recorded by the CNC data acquisition system (solid line). 
 
The information displayed in Figure 12, however, makes apparent the inadequacy of such 
assumption: the computed force at the end of the pressing operation exceeds the maximum 
allowable force by a factor of almost two. This unduly high force on the LMP is intimately 
connected with the over-densification observed in the region over the lower middle punch (see 
Figure 10). According to the suggestion given in section 3, the prescribed condition on the lower 
middle punch must be modified to accommodate this limited capacity of the hydraulic device. 
For forces below 25 Tons, displacements given by the expression lmp lmp upu f u=  will be 
imposed on the bottom surface of the punch; when the force rises slightly above 25 Tons, the 
displacement condition will be replaced by a pressure-type condition so as to ensure that the 





























LMP maximum allowable load
Force computed using pure
prescribed displacement conditions on LMP
 
Figure 12: Force on the lower inner punch computed using pure prescribed displacement 
condition on the lower middle punch. The horizontal dashed line indicates the threshold below 
which the hydraulic device controlling the LMP platen operates correctly. 
 
The simulation of the pressing stage is carried out again with these new boundary conditions on 
both upper and lower middle punches. First, we determine the starting conditions by means of 
the strategy illustrated in the flowchart of Figure 7 (note that the initial estimation of punch 
deflections employed in this case has been obtained from the first iteration in computing the 
starting conditions of the theoretical motion case). The information concerning such a procedure 
is set forth in Table 4. In the first iteration, the differences between calculated lengths of each 
thickness levels and the design values are between the prescribed tolerances; hence, in this 
case, guesswork is limited to a single computer run. In table 5, we summarize the fill heights 
corresponding to each thickness level calculated on the basis of theoretical and “true” 
prescribed conditions. According to such data, including the aforementioned deviations in the 
UP and LMP motions implies changes in the die cavity dimensions of, on the average, 5 %. The 
variation during pressing of the lengths of the levels formed by each lower punch is depicted in 
Figure 13. The effect of the alluded to earlier deficient transmission of motion between the 
connecting rod and the upper punch is apparent: the curves do not display the characteristic 




UP LIP LMP LOP-I LOP-II 
TOLERANCE in h  (mm) - 0.09 0.10 0.09 0.07 
k=0 LΔ  (Previous simulat.) 0.175  0.298  0.123  0.153  0.0241 
( )kLΔ  0.182  0.325  0.136  0.196  0.016 k=1 0 156.7ºϕ =
( )kh h−  - -0.0043  -.057  0.0125  -0.034 
 
Table 4: Iterative procedure for calculating the initial die cavity dimensions. True tooling motion case. 
 
 
 LIP LMP LOP-I LOP-II 
0h  computed using nominal displac. 10.22  6.70 10.52 8.63 
0h  computed using true displac. 10.87 6.47 11.23 8.20 
difference (%) 5.97 -3.54 6.37 -5.35 
table 5: Fill heights (mm) corresponding to each thickness level. Theoretical and “true” tooling 
motion cases. 
 
Density contours at the end of compression obtained with the FE analysis are shown in Figure 
14, accompanied by computed averaged density within the analyzed sub-domains. These 
averaged values are compared with experimental measures in both Figure 14 and Table 6.   
Clearly, numerically predicted densities obtained with the model using “true” tooling motions 
correspond more closely with empirically measured densities than in the theoretical tooling 
motion case. Improvement is especially drastic in region 5, just over the lower inner punch, and 
more moderate in the other sub-domains. Discrepancies between experiment and computations 
still persist – the maximum being 0.1 g/cm3 - but are, according to a commonly held criteria in 








































Figure 13:  Distance between working ends of upper and lower punches as a function of the 

















Figure 14: Contour plot of density computed at the end of the pressing stage. “True” tooling 
motion case. 
 
the “quality” of both the constitutive equations that lie at the core of the model and the pertinent 
equation-solving algorithm – not discussed here, but in Hernández et al., 2010 and Hernández, 
2009, respectively – are satisfactory from a practical point of view: it is the deficiencies in input 
data that bear the blame for poor results.  
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Zone 1 2 3 4 5 Overall 
TRUE
numρ  6.78  6.92 7.10 6.94 6.91  6.93 
.THEOR
numρ  6.88  6.78 7.18 6.88 6.58 6.91 
expρ  6.80  6.96 7.04 7.04 6.99 6.94 
exp
TRUE




numρ −ρ  0.08  -0.18 0.14 -0.16 -0.41 -0.03 
Table 6: Comparison of computed densities (g/cm3) using true ( TRUEnumρ )   and 




The goal of the present work was to address an issue scarcely considered in the of P/M 
literature: the accurate characterization of the boundary –tooling displacements and forces - 
and initial conditions in the modeling of die compaction processes. A detailed case study of the 
compaction of an axially symmetric multilevel adapter in an advanced CNC press machine  has 
been used to convincingly  show that the introduction of apparently innocuous simplifications, or 
the unintentionally neglect of some details in specifying the boundary conditions can cause 
substantial disagreement between computed  and experimental results. It is, therefore, of 
paramount importance that one be properly versed  in CNC press performance features so as 
to be aware of  potential sources of deviations between “theoretical” and “true” tooling motions. 
Unawareness of such deviations may promote the tendency of rationalizing discrepancies as 
being due to flaws either in the constitutive model or in the corresponding algorithmic 
procedure; one would be tempted   in these cases to either refine the constitutive equations or 
to increase the accuracy of the numerical approximation.  But one does not increase the 
strength of a chain by improving the strong links: further refinements of these issues   would be 
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futile if the other aspect of the model contributing to the discrepancy between prediction and 
measurement –the input data - is not equally improved.  
 
It has been also seen that the estimation of reliable initial conditions for the simulation of the 
pressing phase may require a feedback process involving several finite element analysis. Each 
analysis, in turn, demands considerable pre-processing and post-processing work: modification 
of prescribed conditions on punches, changes in the geometry of the die cavity and the relative 
position of the geometric models of the punches, checking the discrepancies between 
computed lengths and initial estimations, etc. Accomplishing this task several times using 
exclusively the input and output capabilities of a standard finite element package can become 
dramatically tedious. Thus, in order to relieve the user from this time-consuming and onerous 
tasks, it is highly recommendable to develop an auxiliary software package capable of reading 
elementary input variables, generate the prescribed conditions to be imposed on punches, and 
performing the abovementioned pre-processing and post-processing operations automatically. 
A fully automated simulation can be finally achieved by connecting, without user interaction, this 
module and the standard finite element package.  
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