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Abstract
Let U = {Uj,k, j, k ∈ N} be the potential of a transient symmetric
Borel right process X with state space N. For any excessive function
f = {fk,k∈N} for X , U˜ = {U˜j,k, j, k ∈ N}, where
U˜j,k = Uj,k + fk, j, k ∈ N, (0.1)
is the kernel of an α-permanental sequence X˜α = (X˜α,1, . . .) for all α > 0.
The symmetric potential U is also the covariance of a mean zero Gaussian
sequence η = {ηj, j ∈ N}. Conditions are given on the potentials U and
excessive functions f under which,
lim sup
j→∞
ηj
(2φj)1/2
= 1 a.s. =⇒ lim sup
n→∞
X˜α,j
φj
= 1 a.s., (0.2)
for all α > 0, and sequences φ = {φj} such that fj = o(φj).
The function φ is determined by U . Many examples are given in
which U is the potential of symmetric birth and death processes with
and without emigration, first and higher order Gaussian autoregressive
sequences and Le´vy processes on Z.
1 Introduction
We define an Rn valued α-permanental random variable (X˜α,1, . . . , X˜α,n) to
be a non-negative random variable with Laplace transform,
E
(
e−
∑n
i=1 siX˜α,i
)
=
1
|I +KS|α , (1.1)
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for some n×nmatrixK and diagonal matrix S with positive entries s1, . . . , sn,
and α > 0. We refer to the matrix K as the kernel of (X˜α,1, . . . , X˜α,n).
An α-permanental process X˜α = {X˜α(t), t ∈ T } is a stochastic process that
has finite dimensional distributions that are α-permanental random variables.
In this paper we take T = N, the strictly positive integers, and refer to X˜α =
{X˜α,j , j ∈ N} as an infinite dimensional α-permanental sequence.
Eisenbaum and Kaspi, [3, Theorem 3.1] show that the right hand side of
(1.1) is the Laplace transform of a non-negative n-dimensional random variable
for all α > 0 if and only if gKg = {giKi,jgj , i, j ∈ [1, n]} is the potential density
of a transient Markov chain with state space [1, n], for some strictly positive
sequence {gi}ni=1. In this paper we combine the {gi}ni=1 with K and consider
U˜ = gKg, which is the potential density of a transient Markov chain.
The matrix U˜ is not necessarily symmetric. When it is, it is the covariance
of a Gaussian process. Let η = {ηj , j ∈ 1, . . . , n} be a mean zero Gaussian
vector with covariance C = {Cj,k, , j, k ∈ [1, n]}. It is well known that
E
exp
− n∑
j=1
sj
η2j
2
 = 1|I + CS|1/2 . (1.2)
The challenge is to find examples of U˜ that are not symmetric. In this case
the corresponding permanental processes are really something new. We obtain
examples of kernels U˜ that are not symmetric by modifying symmetric kernels.
Let X be a symmetric transient Markov process with potential density U with
respect to counting measure and let f = (f1, . . .) be an excessive function for
X. We consider kernels U˜ of the form,
U˜j,k = Uj,k + fk, j, k ∈ N. (1.3)
Clearly, U˜ is not symmetric. However, the kernels of α-permanental ran-
dom variables are not unique. For example, if K satisfies (1.1) so does ΛKΛ−1
for any Λ ∈ Dn,+, the set of n× n diagonal matrices with strictly positive di-
agonal entries. We say that an n × n matrix K is equivalent to a symmetric
matrix, or symmetrizable, if there exists an n × n symmetric matrix W such
that,
|I +KS| = |I +WS| for all S ∈ Dn,+. (1.4)
Nevertheless, it follows from [11, Theorem 1.1] that in Theorem 1.2 below we
can always find excessive functions f such that {U˜j,k; l ≤ j, k ≤ n} is not
symmetrizable for all sufficiently large l and n. In fact we show in [11] that it
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is only in highly structured situations that the kernel of a permanental process
is symmetrizable.
The fact that U˜ is the kernel of α-permanental processes is given by the
next theorem, which is part of [10, Theorem 1.11].
Theorem 1.1 Let X=(Ω,Ft,Xt, θt, P x) be a symmetric transient Borel right
process with state space N, and strictly positive potential density U . Then for
any finite excessive function f for X and α > 0, U˜ is the kernel of an α-
permanental sequence X˜α.
Recall that a non-negative function f is excessive for X, if Ptf(x) ↑ f(x)
as t → 0, for all x. The function f is a potential function of X, or simply a
potential of X, if f = Uh for some h ≥ 0. Since Uh(x) = ∫∞0 Pth(x) dt, it is
easy to check that all potential functions are excessive. The potentials that
play a major role is this paper are f = Uh where h ∈ ℓ+1 or c+0 . Note that
since Uj,k ≤ Uj,j ∧Uk,k, (see [6, (13.2)]), when h ∈ ℓ+1 , fj = (Uh)j <∞ for all
j ∈ N.
In Theorem 1.1 we consider two families of α-permanental sequences; X˜α
with kernels U˜ and Xα with kernels U . Furthermore, X1/2 is a sequence of
Gaussian squares as defined in (1.2), (for all n). The primary goal of this paper
is to find sharp results about the asymptotic behavior of X˜α = {X˜α,j , j ∈ N}
as j → ∞. The way we proceed is find finite excessive functions f for X for
which the asymptotic behavior of X˜α is the same as the asymptotic behavior of
X1/2. Obtaining the asymptotic behavior of X1/2 is relatively simple because
we are just dealing with Gaussian sequences. To be more explicit, we find
finite excessive functions f such that
lim sup
j→∞
X˜α,j
φj
= lim sup
j→∞
X1/2,j
φj
a.s.. (1.5)
The specific sequence of positive numbers φ = {φj} is generally easily deter-
mined because X1/2 is a sequence of Gaussian squares.
We get two classes of results. The first are general limit theorems for
permanental processes that hold when their kernels U and U˜ satisfy certain
general conditions. These are Theorems 1.2–1.5 given in in Section 1.1. In Sec-
tion 1.2, in Theorems 1.6–1.11 we apply these results to the potential densities
of specific families of Markov chains. We consider birth and death processes,
with and without emigration, and potentials that are the covariances of first
and higher order autoregressive Gaussian sequences.
3
1.1 General results
For any matrix K let K(l, n) denote the n× n matrix obtained by restricting
the matrix K to {l+1, . . . , l+n}×{l+1, . . . , l+n}. In the next theorem we
consider U(l, n)−1. The reader should note that (U(l, n))−1 is not generally
the same as the matrix U−1(l, n).
For any invertible matrix M we often denote M−1j,k by M
j,k.
Theorem 1.2 Let X, U , f and X˜α be as in Theorem 1.1 and let η be a
Gaussian sequence with covariance U . Then
n∑
k=1
(U(l, n))j,kfk+l ≥ 0, j = 1, . . . n. (1.6)
Suppose, in addition that,
n∑
j,k=1
(U(l, n))j,kfk+l = ol (1) , uniformly in n, (1.7)
and there exists a sequence φ = {φj} such that,
lim sup
j→∞
ηj
(2φj)1/2
= 1 a.s., (1.8)
and
fj = o(φj). (1.9)
Then
lim sup
j→∞
X˜α,j
φj
= 1 a.s. (1.10)
for all α ≥ 1/2. (Also, trivially, the upper bound holds for all α > 0.)
In most of our applications of this theorem we use results in [10, Section
7] to show that the lower bound in (1.10) actually holds for all α > 0.
The primary ingredient in Theorem 1.2 is the symmetric potential density
U = {U(j, k), j, k ∈ N}. We see in (1.7) that (U(l, n))−1 must exist for all l
and n. It follows from [6, Theorem 13.1.2] that this is the case.
Theorem 1.2 is proved in Section 6.
The next theorem gives limit theorems for permanental sequences X˜α when
the row sums of U in (1.3) are uniformly bounded. It has a simpler more direct
proof than Theorem 1.2 and doesn’t require that we obtain the complicated
estimate (1.7).
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Theorem 1.3 Let X,U, f and X˜α be as in Theorem 1.1. If
inf
j
Uj,j > 0, sup
j
∞∑
k=1
Uj,k <∞, and f ∈ c+0 , (1.11)
then
lim sup
n→∞
X˜α,n
Un,n log n
= 1 a.s. (1.12)
Note that it follows from (1.11) that supn Un,n <∞.
The proof of Theorem 1.2 uses a result that compares the permanental
sequence X˜α with the Gaussian sequence η, determined by the covariance
matrix U . Therefore U must be symmetric. The proof of Theorem 1.3 does
not involve Gaussian processes and so we don’t need U to be symmetric for
that reason. The requirement that U must be symmetric is used because of
Theorem 1.1. Theorem 6.1, [10] is similar to Theorem 1.1 but does not require
that U is symmetric if f is a left potential with respect to U , i.e., for all k ∈ N,
fk =
∞∑
j=1
hjUj,k, for some h ∈ ℓ+1 . (1.13)
See [10, (6.1)].
Using [10, Theorem 6.1] enables us to obtain limit theorems for permanen-
tal sequences with potentials of the form of (1.3) in which U is the potential
of Markov chains that are not necessarily symmetric.
Theorem 1.4 Let X = (Ω,Ft,Xt, θt, P x) be a transient Borel right process
with state space N and strictly positive potential density U . Assume that
inf
j
Uj,j > 0, sup
j
∞∑
k=1
Uj,k <∞, and sup
k
∞∑
j=1
Uj,k <∞. (1.14)
Let f ∈ ℓ∞ be such that
fk =
∞∑
j=1
hjUj,k, for some h ∈ ℓ+1 , (1.15)
and let U˜ = {U˜j,k, j, k ∈ N} where,
U˜j,k = Uj,k + fk, j, k ∈ N. (1.16)
5
Then for any α > 0, U˜ is the kernel of an α-permanental sequence X˜α and
lim sup
n→∞
X˜α,n
Un,n log n
= 1 a.s. (1.17)
Note that (1.16) looks the same as (1.3) but here U is not necessarily
symmetric. Consequently, (1.17) is of interest even for f = 0. (See Example
8.1.)
Theorems 1.3 and 1.4 are proved in Section 7.
Let M be an N× N matrix and consider the operator norm on ℓ∞ → ℓ∞,
‖M‖ = sup
‖x‖∞≤1
‖Mx‖∞ = sup
j
∑
k
|Mj,k|. (1.18)
We say that a Markov chain X is uniform when its Q matrix has the property
that ‖Q‖ <∞. Since all the row sums of Q are negative,
sup
j
|Qj,j| ≤ ‖Q‖ ≤ 2 sup
j
|Qj,j|. (1.19)
(For information on uniform Markov chains, see [4, Chapter 5].)
The next theorem allows us to replace the hypotheses of Theorem 1.3 with
conditions on the Q matrix of X. Note that we call Q a (2k + 1)−diagonal
matrix if Qi,j = 0 for all |j − i| > k.
Theorem 1.5 Let X, U , f and X˜α be as defined in Theorem 1.1 and assume
furthermore that X is a uniform Markov chain. Then, if the row sums of the
Q-matrix of X are bounded away from 0, and f ∈ c+0 ,
lim sup
n→∞
X˜α,n
Un,n log n
= 1 a.s. (1.20)
Furthermore, when the Q-matrix is a (2k + 1)−diagonal matrix for some
k ≥ 1, f ∈ c+0 and f = Uh for h ∈ c+0 are equivalent.
Theorem 1.5 is proved in Section 8.
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1.2 Applications
The remaining theorems in this section, Theorems 1.6–1.11, are applications
of the basic Theorems 1.2–1.5. The basic theorems give general results for
the quadruple (X, X˜α, U, U˜ ). Our applications are examples based on specific
choices of U . We use different symbols for the quadruple (X, X˜α, U, U˜ ) in the
different examples.
The simplest examples of symmetric transient Markov chains are birth and
death processes without emigration or explosion. We describe them by their
Q matrix.
Let s = {sj , j ≥ 1} be a strictly increasing sequence with s1 > 0 and
limj→∞ sj = ∞, and let Y = {Yt, t ∈ R+} be a continuous time birth and
death process on N with Q matrix Q(s) where,
−Q(s) =

a1 + a2 −a2 0 . . . 0 0 . . .
−a2 a2 + a3 −a3 . . . 0 0 . . .
...
...
...
. . .
...
...
. . .
0 0 0 . . . aj−1 + aj −aj . . .
0 0 0 . . . −aj aj + aj+1 . . .
...
...
...
. . .
...
...
. . .

,
(1.21)
and
a1 =
1
s1
, and aj =
1
sj − sj−1 , j ≥ 1. (1.22)
Since all the row sums are equal to 0, except for the first row sum, we see
that Y is a birth and death process without emigration. (Except at the first
stage. However, the first row can not also have a zero sum because if it did,
Q(s)([0, n]) would not be invertible for any n.)
Since
sj =
j∑
k=1
1
ak
, (1.23)
the class of Q matrices in (1.21) include all symmetric birth and death pro-
cesses for which ∞∑
k=1
1
ak
=∞. (1.24)
This implies that Y does not explode, that is, it does not run through all N
in finite time. See [15, Theorem 5.1].
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We show in Theorem 2.1 that Y has potential densities V={ Vj,k, j, k ∈ N}
where,
Vj,k = sj ∧ sk. (1.25)
The next theorem is an application of Theorem 1.2 to the quadruple
(Y, Y˜α, V, V˜ ). This is an example of (X, X˜α, U, U˜ ) in which U = V , in (1.25).
Let si ↑ ∞ and define
Ks(j) = log
(
j−1∑
i=1
1 ∧ log(si+1/si)
)
. (1.26)
This function is introduced in [5] to obtain limit theorems for certain Gaussian
sequences and is critical in our applications of Theorem 1.2.
Theorem 1.6 Let V be as given in (1.25). Let f = V h, where h ∈ ℓ+1 ,
(which implies that fj = g(sj), j ≥ 1, where g is an increasing strictly concave
function) and let Y˜α = {Y˜α,j, j ∈ N} be an α-permanental sequence with kernel
V˜ = {V˜j,k; j, k ∈ N}, where
V˜j,k = Vj,k + fk, j, k ∈ N. (1.27)
Then
lim sup
j→∞
Y˜α,j
sjKs(j) = 1, a.s., ∀α > 0. (1.28)
(We use the expression ‘g is an increasing function’ to include the case in
which g is non-decreasing. We say that g is a strictly concave function when
limx→∞ g(x)/x = 0. )
Properties of Ks(j) are given in Lemma 2.7 and the examples following it.
Using them we get the following corollary of Theorem 1.6.
Corollary 1.1 In Theorem 1.6,
(i) if lim supj→∞ sj/sj−1 <∞, then
lim sup
j→∞
Y˜α,j
sj log log sj
= 1, a.s., ∀α > 0. (1.29)
(ii) If lim infj→∞ sj/sj−1 > 1, then
lim sup
j→∞
Y˜α,j
sj log j
= 1, a.s., ∀α > 0. (1.30)
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We show in Section 2 that the potentials f = V h, where h ∈ ℓ+1 , satisfy
(1.7) and (1.9). This allows us to apply Theorem 1.2. In Section 2 we also
give a Riesz representation theorem for functions that are excessive for X.
In Section 3 we modify Q(s), to obtain Q matrices for a large class of birth
and death processes with emigration. Let B = diag(b1, b2, . . .), i.e., B is a
diagonal matrix with diagonal elements (b1, b2, . . .)). Define
−Q˜(s) = −Q˜(s,b) = B(−Q(s))B. (1.31)
We show that when bj = g(sj), j ≥ 1, where g(x) is an increasing strictly
concave function, Q˜(s) is the Q matrix of a birth and death process with
emigration.
Let V be as given in (1.25) and let W = {Wj,k; j, k ∈ N}, where,
Wj,k = b
−1
j Vj,kb
−1
k , j, k ≥ 1. (1.32)
We show in Lemma 3.2 that W is the potential density of a Markov chain Z
with Q matrix Q˜(s,b).
The next theorem generalizes Theorem 1.6 and Corollary 1.1 .
Theorem 1.7 Let W be as given in (1.32) and let f = Wh, where h ∈
ℓ+1 . Let Z˜α = {Z˜α,j, j ∈ N} be an α-permanental sequence with kernel W˜ =
{W˜j,k; j, k ∈ N}, where
W˜j,k =Wj,k + fk, j, k ∈ N. (1.33)
Then
lim sup
j→∞
Z˜α,j
Wj,jKs(j) = 1, a.s., ∀α > 0. (1.34)
If lim supj→∞ sj/sj−1 <∞, then
lim sup
j→∞
Z˜α,j
Wj,j log log sj
= 1, a.s., ∀α > 0. (1.35)
If lim infj→∞ sj/sj−1 > 1, then
lim sup
j→∞
Z˜α,j
Wj,j log j
= 1, a.s., ∀α > 0. (1.36)
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In Lemma 3.4 we show under the hypotheses of Theorem 1.7, limj→∞ fj/Wj,j =
0.
Clearly, when B is the identity matrix, Theorem 1.7 gives Theorem 1.6,
It is useful to state Theorem 1.6 separately because it is instrumental in the
proof of Theorem 1.7.
An interesting class of examples of potentials of the form of (1.32) is when
bj = s
1/2
j for all j ∈ N. We denote this potential density by W = {Wj,k, j, k ∈
N}, and see that
Wj,k = bj
bk
, j ≤ k. (1.37)
This expression is much more interesting if we set bj = e
vj . Then we get
Wj,k = e−|vk−vj |, ∀ j, k ∈ N. (1.38)
Let ξ = {ξ(x), x ∈ R+} be a mean zero Gaussian process with covariance
exp(−|x− y|) and note that ξ is an Ornstein-Uhlenbeck process and W is the
covariance of {ξ(vj), j ∈ N}. In Theorem 3.1 we show what results Theorem
1.7 gives when W is written as in (1.38).
In Section 4 we take the potential densities, described abstractly in (1.32),
to be the covariance of a first order auto regressive Gaussian sequence. Let
{gj , j ∈ N} be a sequence of independent identically distributed standard
normal random variables and {xn} an increasing sequence with 0 < xn ≤ 1.
We consider first order autoregressive Gaussian sequences ξ̂ = {ξ̂n, n ∈ N},
defined by,
ξ̂1 = g1, ξ̂n = xn−1ξ̂n−1 + gn, n ≥ 2. (1.39)
The covariance of ξ̂ is U = {Uj,k, j, k ∈ N}, where,
Uj,k =
j∑
i=1
(
j−1∏
l=i
xl
k−1∏
l=i
xl
)
, j ≤ k. (1.40)
and {xj} is an increasing sequence, with 0 < xj ≤ 1. This has the form of
(1.32) with
bj =
j−1∏
l=1
x−1l , and sj = Uj,jb2j =
j∑
i=1
b2j , (1.41)
and consequently, as we show, is the potential density of a Markov chain which
we denote by X . In addition we show in Lemma 4.3 that limj→∞ Uj,j exists
and is strictly greater than 1. In this case Theorem 1.7 gives:
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Theorem 1.8 Let U be as given in (1.40) and let f be a finite excessive
function for X . Let X˜α = {X˜α,j , j ∈ N} be an α-permanental sequence with
kernel U˜ = {U˜j,k; j, k ∈ N}, where
U˜j,k = Uj,k + fk, j, k ∈ N. (1.42)
(i) If limj→∞ Uj,j =∞, or equivalently, limj→∞ xj = 1, and f = Uh, where
h ∈ ℓ+1 , then
lim sup
j→∞
X˜α,j
Uj,j log log(Uj,jb2j)
= 1 a.s. (1.43)
In particular, if Uj,j is a regularly varying function with index 0 < β < 1,
then
lim sup
j→∞
X˜α,j
Uj,j log j = 1− β a.s. (1.44)
(ii) If limj→∞ Uj,j = 1/(1 − δ2), for some 0 < δ < 1, or equivalently,
limj→∞ xj = δ < 1, and f ∈ c+0 , then
lim sup
j→∞
X˜α,j
log j
=
1
1− δ2 a.s. (1.45)
Furthermore, when limj→∞ Uj,j = 1/(1− δ2), for some 0 < δ < 1, f ∈ c+0 and
f = Uh for h ∈ c+0 are equivalent.
The statement in (1.43) and even the one in (1.44) do not seem too useful
because there are too many unknowns. Ultimately everything depends on
the sequence {xj}. We give some examples. They are arranged in order of
decreasing values of xj, (for large j).
Example 1.1 (i) If j(1 − x2j)→ 0 as j →∞,
lim sup
j→∞
X˜α,j
j log log j
= 1 a.s., ∀α > 0. (1.46)
This includes the case where
∏∞
j=0 xj > 0.
(ii) If j(1− x2j) ∼ c as j →∞ for some c > 0,
lim sup
j→∞
X˜α,j
j log log j
=
1
1 + c
, a.s., ∀α > 0. (1.47)
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(iii) If jβ(1− x2j ) ∼ 1 as j →∞, for 0 < β < 1,
lim sup
j→∞
X˜α,j
jβ log j
= 1− β, a.s., ∀α > 0. (1.48)
In Section 5 we take the symmetric potential densities U in (1.3) to be
the covariance of a k-th order autoregressive Gaussian sequence, k ≥ 2. Let
{gj , j ∈ N} be a sequence of independent identically distributed standard
normal random variables and {pi}ki=1 a decreasing sequence of probabilities
with
∑k
l=1 pl ≤ 1. We define the Gaussian sequence ξ = {ξn, n ∈ N} by,
ξ1 = g1, and ξn =
k∑
l=1
plξn−l + gn, n ≥ 2, (1.49)
where ξi = 0 for all i ≤ 0. Let
V = {Vm,n,m, n ∈ N}, (1.50)
be the covariance of ξ.
We show that with certain additional conditions, V is the potential density
of a continuous Markov chain Y on N with a Q matrix that is a symmetric
To¨eplitz matrix which is completely determined by {Qn,m}m≥n, i.e.,
Qn,n = −
(
1 +
k∑
l=1
p2l
)
, Qn,j = βj > 0, j ∈ [n+ 1, n+ k],
Qn,j = 0, j > n+ k, (1.51)
where βj are functions of {pi}ki=1. In addition, the row sums of the n-th row
of Q, for n ≥ k + 1, is equal to (1−∑kl=1 pl)2.
We can consider these Markov chains as population models which, when
at stage n ≥ k + 1, increase or decrease by 1 to k members, and so are
generalizations of birth and death processes. When
∑k
l=1 pl = 1, there is no
emigration once the population size reaches k. When
∑k
l=1 pl < 1, there is
emigration at each stage.
Theorem 1.9 Let V be as defined in (1.50) with the additional property that
pi ↓, and let f be a finite excessive function for Y. Let Y˜α = {Y˜α,j , j ∈ N} be
an α-permanental sequence with kernel V˜ = {V˜j,k; j, k ∈ N} where,
V˜j,k = Vj,k + fk. (1.52)
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(i ) If
∑k
j=1 pj < 1 and f ∈ c+0 , then
lim sup
j→∞
Y˜α,j
log j
= c∗, ∀α > 0, a.s. (1.53)
for some constant
1 + p21 ≤ c∗ ≤
1
1− (∑kl=1 pl)2 . (1.54)
The precise value of c∗ is given in (5.136).
(ii) If
∑k
j=1 pj = 1 and in addition f = Vh where h ∈ ℓ+1 , then
lim sup
j→∞
Y˜α,j
j log log j
=
1(∑k
l=1 lpl
)2 a.s., ∀α ≥ 1/2. (1.55)
Furthermore, when
∑k
j=1 pj < 1, f ∈ c+0 and f = Vh for h ∈ c+0 are equiva-
lent.
The limits in (1.55) and (1.53) may also hold for certain sequences {pi}
that are not decreasing. See Remark 5.1.
We show in Lemma 5.13 that when
∑k
j=1 pj = 1, the condition f = Vh
where h ∈ ℓ+1 , holds for all concave increasing functions f satisfying fj = o(j)
as j → ∞. Furthermore it is trivial that the upper bound in (1.55) holds for
all α > 0. But we need additional conditions on the potentials f to show that
the lower bound holds for all α > 0.
In the next theorem we show that (1.55) holds for all α > 0, when the
potentials f are such that fj = o(j
1/2) as j → ∞. We don’t think that this
restriction is required but we need it to use the techniques that we have at
our disposal.
Theorem 1.10 Under the hypotheses of Theorem 1.9 assume in addition that
fj = o(j
1/2) as j →∞. Then (1.55) holds for all α > 0.
When
∑k
j=1 pj < 1, the condition f = Vh where h ∈ ℓ+1 , implies that
f ∈ ℓ1. In Remark 5.2 we give an explicit formula for c∗ in terms of the roots
of the polynomial
P (x) = 1−
(
k∑
l=1
plx
l
)
. (1.56)
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We use ideas from the proofs of Theorems 1.3 and 1.4 to get limit theorems
for permanental sequences with kernels that are related to the potentials of
Le´vy processes that are not necessarily symmetric.
Theorem 1.11 Let X be a Le´vy process on Z that is killed at the end of an
independent exponential time, with potential density U = {Uj,k; j, k ∈ Z}.
Let f = {fk, k ∈ Z} be a finite excessive function for X, and let U˜ =
{U˜j,k, j, k ∈ Z} where,
U˜j,k = Uj,k + f−k, j, k ∈ Z. (1.57)
Then for any α > 0, U˜ is the kernel of an α-permanental sequence X˜α, and if
limk→∞ f−k = 0, then
lim sup
n→∞
X˜α,n
log n
= U0,0. a.s., (1.58)
Furthermore, if g = Uh, for a positive sequence h, then g ∈ c+0 (Z) if and
only if h ∈ c+0 (Z).
Note that when X is not symmetric, (1.58) is of interest even for f = 0.
Theorems 1.1–1.5, are results for the broad classes of permanental pro-
cesses described by quadruple (X, X˜α, U, U˜ ). Theorem 1.1 is given in [10,
Theorem 1.11]. Theorem 1.2 is proved in Section 6. Theorem 1.3 and 1.4
are proved in Section 7 and Theorem 1.5 is proved in Section 8. Theorems
1.6–1.11 are applications of Theorems 1.1–1.5 in which the matrices U are
the potential densities of specific families of Markov chains. We use different
symbols for (X, X˜α, U, U˜ ) in the different examples.
In Section 2 we take U = V = {Vj,k, j, k ∈ N} where,
Vj,k = sj ∧ sk, for sj ↑ ∞, (1.59)
and give the proof of Theorem 1.6.
In Section 3 we take U =W = {Wj,k, j, k ∈ N} where,
Wj,k =
sj ∧ sk
bjbk
(1.60)
and b = {bj} is a finite potential for the Markov process determined by V .
Theorem 1.7 is proved in this section. We consider the specific example given
in (1.37) and (1.38) in which, U =W = {Wj,k, j, k ∈ N} where,
Wj,k = e−|vk−vj |, ∀ j, k ∈ N, (1.61)
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For a sequence vj ↑ ∞. Theorem 3.1 gives limit theorems for permanental
processes based W.
In Section 4 we take U = V to be the covariance of a first order autore-
gressive Gaussian sequence. In this case Uj,k is also an example of (1.60) in
which
bj =
j−1∏
l=1
x−1l , and sj =
j∑
i=1
b2i . (1.62)
We give the proof of Theorem 1.8 in this section.
In Sections 2–4 the potentials are all examples of (1.60). The Markov
chains with these potentials only move between their nearest neighbors. In
Section 5 we take the symmetric potential U in (1.3) to be the covariance of
a k-th order autoregressive Gaussian sequences for k ≥ 2, and denote it by V.
Markov chains with these potentials move amongst their k nearest neighbors.
We can not find the potentials of these chains precisely but we can estimate
the potentials sufficiently well to give a proof of Theorems 1.9 and Theorem
1.10.
We thank Pat Fitzsimmons and Kevin O’Bryant for several helpful con-
versations.
2 Birth and death processes
Let s = {sj, j ≥ 1} be a strictly increasing sequence with sj > 0 and
limj→∞ sj = ∞, and let Y = {Y t, t ∈ R+} be the continuous time birth
and death process on N, without emigration, with Q matrix Q(s) where,
−Q(s) = 1
2

a1 + a2 −a2 0 . . . 0 0 . . .
−a2 a2 + a3 −a3 . . . 0 0 . . .
...
...
...
. . .
...
...
. . .
0 0 0 . . . aj−1 + aj −aj . . .
0 0 0 . . . −aj aj + aj+1 . . .
...
...
...
. . .
...
...
. . .

,
(2.1)
and
a1 =
1
s1
, and aj =
1
sj − sj−1 , j ≥ 1. (2.2)
Since
sj =
j∑
k=1
1
ak
, (2.3)
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the class of Q matrices in (2.1) include all symmetric birth and death processes
for which ∞∑
k=1
1/ak =∞. (2.4)
This implies that {Y t, t ∈ R+} does not explode, that is it, does not run
through all N in finite time; see [15, Theorem 5.1].
Theorem 2.1 The continuous time birth and death process Y has potential
densities,
V j,k = 2 (sj ∧ sk) , j, k ∈ N. (2.5)
Proof It is easy to see that V Q(s) = Q(s)V = −I in the sense of matrix
multiplication. However, generally, this is not sufficient to show that Y has
potential densities V j,k, (unless supj aj < ∞, see Lemma 5.4). We see in
Lemma 2.2 that there are functions f with Q(s)f = 0.
Let B = {Bt, t ∈ R+} be Brownian motion killed the first time it hits 0.
B has potential densities
UB(x, y) = 2 (x ∧ y) , x, y > 0. (2.6)
We use B to prove (2.5). To do this we first make the connection between Y
and B.
Using (2.1) and the relationship between the Q matrix and the jump matrix
of the Markov chain, (see [12, Section 2.6]), we have that for all n ≥ 2,
PY (n, n+ 1) =
an+1
an + an+1
(2.7)
=
sn − sn−1
sn+1 − sn−1 = P
sn
B
(
Tsn+1 < Tsn−1
)
,
where we use [13, Chapter II, Proposition 3.8] for the last equality. (As usual,
Tx is the first hitting time of x.)
Similarly,
PY (n, n− 1) =
an
an + an+1
(2.8)
=
sn+1 − sn
sn+1 − sn−1 = P
sn
B
(
Tsn−1 < Tsn+1
)
.
In the same manner we have,
PY (1, 2) =
a2
a1 + a2
= P s1
B
(Ts2 < T∆) , (2.9)
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where ∆ is the cemetery state, and
PY (1,∆) =
a1
a1 + a2
= P s1
B
(T∆ < Ts2) . (2.10)
Now, let Lxt denote the local time of Brownian motion. It follows from [13,
Chapter VI, (2.8)], that for all n ≥ 1,
Esn
B
(
LsnTsn−1∧Tsn+1
)
= 2
(sn+1 − sn) (sn − sn−1)
sn+1 − sn−1 (2.11)
=
2
an + an+1
.
We see from [12, Section 2.6] and the Q matrix in (2.1) that the holding time
of Y at n is an exponential random variable with parameter (an + an+1)/2
that is independent of everything else. This holding time has expectation
2/(an + an+1).
To obtain (2.5) we show that the behavior of Y and B are similar in the
following sense: Begin Y at j and B at sj. The next visit of Y to an integer
will be to either j + 1, with probability (2.7), or to j − 1 with probability
(2.8). These are the same probabilities that the next visit of B is to sj+1 or
sj−1. During the time interval that Y and B make this transition, it follows
from the last paragraph that the expected value of the increase in L
sj
t is the
expected amount of time that Y spends at j. We repeat this analysis until
the processes move to ∆, at which time they die. It follows from this that,
V j,k = E
j
(∫ ∞
0
1k
(
Y t
)
dt
)
= E
sj
B
(Lsk∞) = UB(sj, sk), (2.12)
which, by (2.6), gives (2.5).
To simplify the notation we consider the continuous time Markov chain
Y = {Yt, t ∈ R+} = {Y 2t, t ∈ R+}, (2.13)
which has potential densities given by the matrix V = {Vj,k; j, k ∈ N} with,
Vj,k = sj ∧ sk = E
(
BsjBsk
)
, (2.14)
where {Bt, t ∈ R+} is standard Brownian motion, and Q matrix,
Q(s) = 2Q(s). (2.15)
One of our goals is to study permanental processes with kernels of the
form (1.3). To that end we now describe the finite potentials and excessive
functions of Y .
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Theorem 2.2 A potential f = V h is finite if and only if h ∈ ℓ+1 . When this
is the case the following equivalent conditions hold:
(i)
fn − fn−1
sn − sn−1 ↓ 0, (2.16)
where we take f0 = s0 = 0.
(ii) the function g(sn) = fn is concave on {0} ∪ {sj , j ≥ 1} and
fn
sn
↓ 0. (2.17)
Proof We point out in the second paragraph following Theorem 1.1 that
f = V h is finite when h ∈ ℓ+1 . The reverse implication follows from the fact
that
f1 =
∞∑
k=1
V1,khk = s1
∞∑
k=1
hk, (2.18)
where we use (2.14).
In general we have
fn =
n∑
k=1
skhk + sn
∞∑
k=n+1
hk, (2.19)
and
fn+1 =
n∑
k=1
skhk + sn+1
∞∑
k=n+1
hk. (2.20)
Therefore,
fn+1 − fn
sn+1 − sn =
∞∑
k=n+1
hk. (2.21)
This and (2.18) gives (i). It also shows that g(sn) = fn is a concave function
on {0} ∪ {sj , j ≥ 1}.
Note that if we divide (2.19) by sn and (2.20) by sn+1, and use the fact
that sj is strictly increasing, we have
fn+1
sn+1
<
fn
sn
. (2.22)
This shows that if f = V h then fn/sn ↓.
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To see that (i) implies (ii) set
δj =
fj − fj−1
sj − sj−1 ≥ 0. (2.23)
We write
fn
sn
=
fp + (fn − fp)
sp + (sn − sp) =
fp +
∑n
j=p+1(fj − fj−1)
sp + (sn − sp) (2.24)
=
fp +
∑n
j=p+1 δj(sj − sj−1)
sp + (sn − sp) ≤
fp + δp
∑n
j=p+1(sj − sj−1)
sp + (sn − sp)
=
fp + δp(sn − sp)
sp + (sn − sp) .
Consequently,
lim sup
n→∞
fn
sn
≤ δp. (2.25)
Since this holds for all p we see that (i) implies (ii).
That (ii) implies (i) is an elementary property of concave functions.
We now describe the finite excessive functions for Y . These are the finite
functions f for which −Q(s)f ≥ 0.
Lemma 2.1 The function f is a finite excessive function for Y if and only
if,
fn − fn−1
sn − sn−1 ↓ δ ≥ 0, (2.26)
where we take f0 = s0 = 0.
Proof For all m ≥ 1,
− (Q(s)f)m = −amfm−1 + (am + am+1) fm − am+1fm+1 (2.27)
= am(fm − fm−1)− am+1(fm+1 − fm)
=
fm − fm−1
sm − sm−1 −
fm+1 − fm
sm+1 − sm .
Since −Q(s)f ≥ 0, this shows that (fm − fm−1)/(sm − sm−1) is decreasing
and consequently has a positive limit which we denote by δ.
We know that unless δ = 0, f is not a potential.
We sum up these results in the following lemma:
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Lemma 2.2 Let f is a finite excessive function for Y and set g(0) = 0 and
g(sj) = fj, j ∈ N, (2.28)
then g is a concave function on {0} ∪ {sj , j ≥ 1}.
If in addition the function f is a finite potential for Y then g(sj) = o(sj),
as j →∞.
The function f = {fj}, where
fj = δsj , ∀ j ∈ N, (2.29)
is an excessive function for Y , (in fact Q(s)f ≡ 0), but it is not a potential
for Y .
Proof The first statement follows because the terms in (2.27) are positive.
The second statement follows from Theorem 2.2, (ii).
Obviously Q(s)f ≡ 0 so f in (2.29) is an excessive function for V . It
follows from the second statement that it is not a potential.
Lemma 2.3 Let f be a finite excessive function for Y such that,
fn − fn−1
sn − sn−1 ↓ 0, (2.30)
where we take f0 = s0 = 0. Then f = V h where h = −Q(s)f ∈ ℓ+1 .
Proof Since f is finite and excessive,
hk = (−Q(s)f)k ≥ 0, ∀ k ∈ N. (2.31)
By (2.27) and (2.30) we see that
‖h‖1 = f1
s1
. (2.32)
It remains to show that f = V h. Using (2.27), and setting f0 = s0 = 0,
we have that for n ≥ 2,
n−1∑
k=1
skhk =
n−1∑
k=1
sk
(
fk − fk−1
sk − sk−1 −
fk+1 − fk
sk+1 − sk
)
(2.33)
= f1 +
n−1∑
k=2
(sk − sk−1)
(
fk − fk−1
sk − sk−1
)
− sn−1
(
fn − fn−1
sn − sn−1
)
= fn−1 − sn−1
(
fn − fn−1
sn − sn−1
)
.
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Furthermore. using (2.27) and (2.30) we see that,
∞∑
k=n
hk =
fn − fn−1
sn − sn−1 . (2.34)
Consequently, that for n ≥ 2,
(V h)n =
n−1∑
k=1
skhk + sn
∞∑
k=n
hk (2.35)
= fn−1 − sn−1
(
fn − fn−1
sn − sn−1
)
+ sn
fn − fn−1
sn − sn−1 = fn.
In addition, by (2.32),
(V h)1 = s1
∞∑
k=1
hk = f1. (2.36)
The next corollary sums up the results of Theorem 2.2 and the following
lemmas.
Corollary 2.1 Let f ≥ 0 be a finite function. Then f = V h where h ∈ ℓ+1 if
and only if
fn − fn−1
sn − sn−1 ↓ 0, (2.37)
where we take f0 = s0 = 0.
Proof It follows from Theorem 2.2 that if f = V h for some h ∈ ℓ+1 then f
is finite and (2.37) holds. It follows from Lemma 2.1 that (2.37) implies that
f is a finite excessive function for Y . Therefore, using Lemma 2.3 we see that
f = V h for some h ∈ ℓ+1 .
We have the following Riesz decomposition theorem for functions which
are excessive for Y .
Theorem 2.3 Let f be a finite excessive function for Y . Then, necessarily,
f satisfies (2.26) for some δ ≥ 0, and
fn = f˜n + δsn, for all n ∈ N, (2.38)
where {f˜n, n ∈ N} is a potential for Y .
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Proof Let f be an excessive function for Y and define
f˜n = fn − δsn (2.39)
for δ ≥ 0 as defined in (2.26). This implies that f˜ is a finite excessive function
for Y , and
f˜n+1 − f˜n
sn+1 − sn =
fn+1 − fn
sn+1 − sn − δ, (2.40)
which together with (2.26) gives
lim
n→∞
f˜n − f˜n−1
sn − sn−1 ↓ 0. (2.41)
By Lemma 2.3 we see that f˜ is a potential for Y .
We now consider the asymptotic properties of permanental processes with
kernels that are not symmetric but are modifications of symmetric poten-
tials. Let Y˜α = {Y˜α,n, n ∈ N} be a permanental processes with kernel V˜ =
{V˜j,k, j, k ∈ N} where,
V˜j,k = sj ∧ sk + fk. (2.42)
and f = {fk, k ∈ N} is a finite potential for Y .
Since we use Theorem 1.2 to find the asymptotic behavior of Y˜α we need
only deal with finite sections of kernels.
Lemma 2.4 Let V (1, n) be an n× n matrix with elements
V (1, n)j,k = sj ∧ sk j, k = 1, . . . , n, (2.43)
in which sj is a strictly increasing sequence. Then
V (1, n)−1 =

a1 + a2 −a2 0 . . . 0 0
−a2 a2 + a3 −a3 . . . 0 0
...
...
...
. . .
...
...
0 0 0 . . . an−1 + an −an
0 0 0 . . . −an an
 , (2.44)
where {aj} is given in (2.2).
Proof It is easy to verify that this is the inverse of V (1, n).
Note that the first n-1 rows of V (1, n)−1 are the same as the first n-1 rows
of the matrix in (1.21).
22
Lemma 2.5 Let V (l, n) be an n× n matrix with elements
V (l, n)j,k = sj ∧ sk j, k = l + 1, . . . , l + n, (2.45)
in which sj is a strictly increasing sequence. Then
V (l, n)−1 =

1/sl+1 + al+2 −al+2 0 . . . 0 0
−al+2 al+2 + al+3 −al+3 . . . 0 0
...
...
...
. . .
...
...
0 0 0 . . . al+n−1 + al+n −al+n
0 0 0 . . . −al+n al+n
 .
(2.46)
Proof This follows immediately from Lemma 2.4 by relabeling the a · and
taking a1 = 1/sl+1. An alternate proof is simply to verify that (2.46) is the
inverse of V (l, n).
In the next lemma we give the estimate that enables us to apply Theorem
1.2. Recall that for any invertible matrix M we often denote M−1j,k by M
j,k.
Lemma 2.6 Let f be a potential for Y . Then
n∑
j,k=1
V (l, n)k,jfl+j = ol(1), (2.47)
uniformly in n.
Proof Note that
n∑
j,k=1
V (l, n)k,jfl+j =
n∑
j=1
fl+j
n∑
k=1
V (l, n)k,j =
fl+1
sl+1
, (2.48)
where we use the fact that all the column sums of V (l, n)−1 are equal to zero
except for the first one. Therefore, (2.47) follows from (2.17).
Proof of Theorem 1.6 We first use Theorem 1.2. Therefore, we need to
obtain the denominator in (1.8) for the Gaussian sequence ξ =
{
ξj, j ∈ N
}
where,
E(ξjξk) = sj ∧ sk, j, k ∈ N. (2.49)
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We use Koval’s Theorem, [5, page 1]. This involves the function
Ksi,M(j) = log
(
j−1∑
i=1
M ∧ log (si+1/si)
)
, (2.50)
for any number M > 0. (Note that in the notation introduced in (1.26),
Ksi(j) = Ksi,1(j).) Since for any M > 0,
lim
j→∞
Ksi(j)
Ksi,M (j)
= 1, (2.51)
we use Ksi(j) to avoid ambiguity.
Koval’s Theorem states that
lim
j→∞
ξj
(2sjKsi(j))1/2
= 1, a.s. (2.52)
Note that for any M > 0,
lim
j→∞
Ksi,M(j) =∞. (2.53)
This is obvious when lim supi→∞ log (si+1/si) > M because there would be an
infinite number of the terms M in the sum. If lim supi→∞ log (si+1/si) ≤ M ,
then replacing M by 2M , we can find an i0 such that,
j−1∑
i=1
2M ∧ log (si+1/si) >
j−1∑
i=i0
log (si+1/si) = log sj − log si0 . (2.54)
By (2.51), limj→∞Ksi,2M (j)/Ksi,M (j) = 1 so we get (2.53).
By Theorem 1.1, V˜ is the kernel of α-permanental processes for all α > 0.
In addition we see by Lemma 2.6 that (1.7) is satisfied, and by (2.17) and
(2.53) that (1.9) is satisfied. Consequently, we can use Theorem 1.2 to get
(1.28) for all 1/2 ≤ α < ∞. Since Y˜α is infinitely divisible and positive, it is
obvious that the upper bound in (1.28) holds for all α > 0.
We now show that the lower bounds in (1.28) holds for all α > 0. To show
this it suffices to find a subsequence {spj} of {sj} such that
lim sup
j→∞
Y˜α,pj
spjKsi(pj)
≥ 1, a.s., ∀α > 0. (2.55)
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We choose {spj} recursively as follows:
spj+1 = min
{
k :
sk
spj
≥ θ
}
(2.56)
where sp1 = 1 and θ ≥ e. Clearly
spj+1
spj
≥ θ, and spj+1−1
spj
< θ. (2.57)
Consequently,
pl+1−1∑
k=pl
1 ∧ log sk+1
sk
≤
pl+1−2∑
k=pl
log
sk+1
sk
+ 1 (2.58)
≤ log θ + 1 < 2 log θ.
It follows from these relationships that,
Ksi(pj) = log
pj−1∑
i=1
1 ∧ log si+1
si
 (2.59)
= log
 j∑
l=1
pl+1−1∑
i=pl
1 ∧ log si+1
si

≤ log j + log log θ2.
This shows that
lim sup
j→∞
Y˜α,pj
spjKsi(pj)
≥ lim sup
j→∞
Y˜α,pj
spj log j
. (2.60)
Therefore, to obtain (2.55) it suffices to show that
lim sup
j→∞
Y˜α,pj
spj log j
≥ 1. (2.61)
To do this we first extend and relabel Y˜
(p)
α = {Y˜α,pj , j ∈ N} to the permanental
process Ŷ
(p)
α = {Ŷα,j , j ∈ {0} ∪ N} with kernel,
Kj,k = spj ∧ spk + f(spk), j, k ∈ N, (2.62)
K0,0 = 1, Kj,0 = 1, j ∈ N, and K0,k = f(spk), k ∈ N.
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It is clear that Ŷ
(p)
α
law
= Y˜
(p)
α on N, so that to obtain (2.61) it suffices to show
that,
lim sup
j→∞
Ŷα,j
spj log j
≥ 1. (2.63)
(Note that by definition, to show that Ŷ
(p)
α is a permanental process it suffices
to show that for all {i1, . . . , in} ∈ {0} ∪ N, {Kij ,ik}nj,k=0 is the kernel of a
permanental process. It follows as in in (6.8)–(6.11) that {Kij ,ik}nj,k=0 is an
inverse M-matrix. Hence by [3, Lemma 4.2] it is the kernel of a permanental
process.)
Let V (p) = {V (p)j,k , j, k ∈ N} where,
V
(p)
j,k = spj ∧ spk . (2.64)
Let K(0, n+ 1) denote the matrix {Kj,k}nj,k=0. It follows from (6.11) that
for j ≥ 1 the reciprocal of the diagonal element of the j-th row of (K(0, n +
1))−1, i.e., 1/K(0, n + 1)j,j, satisfies,
1/K(0, n + 1)j,j = 1/V (p)(1, n)j,j , 1 ≤ j ≤ n. (2.65)
It follows from Lemma 2.4 with sj replaced by spj , and the second equality
in (2.11), that for 1 ≤ j < n,
1/V (p)(1, n)j,j =
(
spj+1 − spj
) (
spj − spj−1
)
spj+1 − spj−1
(2.66)
= spj
((
1− spj/spj+1
) (
1− spj−1/spj
)
1− spj−1/spj+1
)
≥ spj
(
1− spj/spj+1
) (
1− spj−1/spj
)
.
Using (2.57) we see that for 1 ≤ j < n,
1/K(0, n + 1)j,j ≥ spj(1− 1/θ)2. (2.67)
Since this holds for all n, it follows from [10, Lemma 7.3] that,
lim
j→∞
Ŷα,j
spj log j
≥ (1− (1/θ))2 a.s., (2.68)
and since we can take θ arbitrarily large we get (2.63).
We continue to study the behavior of the function Ksi(j).
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Lemma 2.7
Ksi(j) ≤ log log sj ∧ log j. (2.69)
Furthermore, if
lim inf
i→∞
si
si−1
> 1, then lim
j→∞
Ksi(j)
log j
= 1 (2.70)
and if
lim sup
i→∞
si
si−1
<∞ then lim
j→∞
Ksi(j)
log log sj
= 1. (2.71)
Proof The statement in (2.69) is trivial. To continue, consider Ksi,M(j) in
(2.50). If lim inf i→∞ sisi−1 > 1 holds there exist numbers m0 > 0 and i0 such
that,
inf
i≥i0
si
si−1
≥ em0 , (2.72)
which implies that,
inf
i≥i0
log(si/si−1) > m0 > 0. (2.73)
Therefore,
lim
j→∞
Ksi,m0(j)
log j
= 1, (2.74)
which, by (2.51) gives (2.70).
To get (2.71) we simply take M = 1 + logD in (2.50), where D =
lim supi→∞ si/si−1.
When lim inf i→∞ si/si−1 = 1, we can’t simplify Ksi(j) without impos-
ing additional conditions. It can oscillate between log j and log log sj when
log log sj < log j. (Of course it is possible that log log sj > log j for some j,
or even for most j, but because of (2.69) we needn’t be concerned with these
cases.)
We can be more precise when,
lim
j→∞
sj+1
sj
= 1. (2.75)
We can write,
sj = exp
(
j∑
k=1
ǫk
)
, where ǫk > 0, limk→∞ ǫk = 0, (2.76)
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and the sum diverges. Since ǫk → 0 we have log log sj < log j for all j suffi-
ciently large, but we may still have
lim
j→∞
log log sj
log j
= 1. (2.77)
This is the case if ǫk = 1/ log k, which implies that sj ∼ exp(j/ log j), as
j →∞, and the right-hand side of (2.70) still holds.
We give some more examples.
Example 2.1 (i) If ǫk = k
α−1, for 0 < α < 1, we have sj ∼ exp(jα/α), as
j →∞, and,
lim
j→∞
log log sj
log j
= α. (2.78)
Consequently, by (2.71),
lim
j→∞
Ksi(j)
log log sj
= lim
j→∞
Ksi(j)
α log j
= 1. (2.79)
(ii) If ǫk = k
−1, we have sj ∼ j as j →∞, and,
lim
j→∞
Ksi(j)
log log sj
= lim
j→∞
Ksi(j)
log log j
= 1. (2.80)
(iii) If ǫk = 1/(k log k), we have sj ∼ log j as j →∞, and,
lim
j→∞
Ksi(j)
log log sj
= lim
j→∞
Ksi(j)
log log log j
= 1. (2.81)
3 Birth and death processes with emigration
A continuous time birth and death process with emigration is a Markov chain
with a tridiagonal Q matrix. When all the row sums of the Q matrix, except
for the first row sum, are equal to zero, it is called, simply, a birth and death
process. In this section we generalize the Q matrix Q(s) defined in (2.15) to
get a large class of Q matrices of continuous time birth and death process with
emigration.
For any sequence b = (b1, b2, . . .) define Db = diag (b1, b2, . . .). We have
the following obvious but important lemma:
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Lemma 3.1 Let Q denote the Q-matrix of a Markov chain Y on N. If b is
an excessive function for Y , then
DbQDb (3.1)
is also a Q-matrix.
Proof This follows immediately since b is positive and Qb ≤ 0.
We apply Lemma 3.1 to Q(s) defined in (2.15). We point out in the
paragraph containing (2.15) that Q(s) is the Q-matrix of a continuous time
Markov chain Y with potential densities V = {Vj,k, j, k ∈ N} where,
Vj,k = sj ∧ sk, j, k ∈ N, (3.2)
and s = {sj, j ≥ 1} is a strictly increasing sequence with sj > 0 and
limj→∞ sj = ∞. The next lemma is a significant generalization of this ob-
servation.
Lemma 3.2 Let Z = {Zt, t ∈ R+} be a continuous symmetric transient
Markov chain on N with Q matrix DbQ(s)Db, where b is a finite potential
for the Markov chain Y defined in (2.13). Then W = {Wj,k, j, k ∈ N} where
Wj,k =
1
bj
Vj,k
1
bk
, (3.3)
is the potential density for Z.
Remark 3.1 In Lemma 3.2 we take b to be a finite potential for Y . It fol-
lows from Theorem 2.2 that the function g(sj) = bj is an increasing concave
function of {sj} and sj/bj ↑ ∞.
Consider {fj}, the finite potentials of W . We have
fj =
∞∑
k=1
Wj,khk =
∞∑
k=1
1
bj
Vj,k
hk
bk
. (3.4)
Consequently
bjfj =
∞∑
k=1
Wj,khk =
∞∑
k=1
Vj,k
hk
bk
. (3.5)
Therefore, {bjfj}, is a finite potential for Y . As noted in the first paragraph
of this remark this implies that g(sj) = bj is an increasing concave function of
{sj}. Therefore we can write f as
fj =
g(sj)
h(sj)
, ∀j ∈ N, (3.6)
where g and h are positive strictly concave functions.
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Proof of Lemma 3.2 It is easy to see that Q(s)V = −I in the sense of
multiplication of infinite matrices. Consequently, since DbW = V D
−1
b , it
follows that we also have
DbQ(s)DbW = DbQ(s)V D
−1
b = −I. (3.7)
LetW be the potential density for Z. Using Lemma 8.1 we see thatDbQ(s)DbW
= −I. Consequently,
Q(s)Db
(
W −W) = 0. (3.8)
Consider the equation Q(s)g = 0. Using (2.27) we see that we must have
gj − gj−1
sj − sj−1 = c0 ∀j ≥ 1, (3.9)
for some fixed constant c0 where we set g0 = s0 = 0. Therefore, all solutions
of Q(s)g = 0 are of the form g = c0(s1, s2, . . .).
Consider the components of (3.8). We see that for all k ∈ N,∑
j
(Q(s))l,j(Db(W −W ))j,k = 0. (3.10)
Therefore, using the observations in the preceding paragraph, we have that
for each k ∈ N,
Wj,k −W j,k = cksj/bj , ∀j ≥ 1, (3.11)
for some constant ck.
We now show that ck = 0 for all k. Let P
j denote probabilities for Z. We
have
W j,k = P
j (Tk <∞)W k,k. (3.12)
Using this and (3.11) we see that,
sk
bjbk
=Wj,k = P
j (Tk <∞)W k,k + cksj/bj , ∀j ≥ k. (3.13)
Since bj is increasing and sj/bj ↑ ∞, this is only possible if ck = 0.
Remark 3.2 This Lemma also applies if b is a general finite excessive function
for Y . That is, by Theorem 2.3, if we add δsj to the present bj. In that case,
the left-hand side of (3.13) goes to zero as j →∞, and the last term in (3.13)
converges to ck/δ, which again shows that ck = 0.
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Remark 3.3 We also note that if Y = {Yt, t ∈ R+} is a process with Q-
matrix Q(s), then Z can be obtained from Y by first doing a b-transform
and then a time change by the inverse of the continuous additive functional∫ t
0 b(Ys)
−2 ds. This gives an alternate proof of Lemma 3.2.
Our goal in this section is to use Theorem 1.2 to prove Theorem 1.7. We
use the next two lemmas to obtain (1.7).
Lemma 3.3 Let f =Wh, where h ∈ ℓ+1 . Then
n∑
j,k=1
(W (l, n))j,kfk+l =
fl+1
Wl+1,l+1
+ ol (1) , uniformly in n. (3.14)
Proof For any l, k ∈ N we set f (l)k = fl+k. Similarly, we set a(l)k = al+k and
b
(l)
k = bl+k. We have
n∑
j,k=1
W (l, n)j,kf
(l)
k =
n∑
k=1
f
(l)
k b
(l)
k
n∑
j=1
(V (l, n))k,jb
(l)
j . (3.15)
For any sequence {ck} we use the standard notation ∆ck = ck+1 − ck.
Using (2.46) we see that,
n∑
j=1
(V (l, n))1,jb
(l)
j =
b
(l)
1
s
(l)
1
−∆b(l)1 a(l)2 , (3.16)
and for 1 < k < n,
n∑
j=1
(V (l, n))k,jb
(l)
j = −b(l)k−1a(l)k + b(l)k (a(l)k + a(l)k+1)− b(l)k+1a(l)k+1 (3.17)
= ∆b
(l)
k−1a
(l)
k −∆b(l)k a(l)k+1,
and
n∑
j=1
(V (l, n))n,jb
(l)
j = ∆b
(l)
n−1a
(l)
n . (3.18)
It follows from (3.15)–(3.18) that,
n∑
j,k=1
W (l, n)j,kf
(l)
k =
(
f
(l)
1 b
(l)
1
) b(l)1
s
(l)
1
+
n∑
k=2
a
(l)
k ∆b
(l)
k−1∆
(
f
(l)
k−1b
(l)
k−1
)
. (3.19)
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Set f˜ = Dbf . Then, since f =Wh, for some h ∈ ℓ+1 , we see that
f˜k = bk
∞∑
j=1
Wk,jhj =
∞∑
j=1
Vk,j
hj
bj
, ∀ k ∈ N. (3.20)
This shows that f˜ = V (D−1b h). Therefore, by (2.21), we see that for all n ≥ 1,
f˜n+1 − f˜n
sn+1 − sn =
∞∑
k=n+1
hk
bk
. (3.21)
We now use (3.19) and (3.21) and the fact that f˜ = Dbf to get,
n∑
j,k=1
W (l, n)j,kf
(l)
k = f
(l)
1
(
b
(l)
1
)2
s
(l)
1
+
n∑
j=2
a
(l)
j ∆b
(l)
j−1∆f˜
(l)
j−1 (3.22)
= f
(l)
1
(
b
(l)
1
)2
s
(l)
1
+
n∑
j=2
∆b
(l)
j−1∆f˜
(l)
j−1
s
(l)
j − s(l)j−1
=
fl+1
Wl+1,l+1
+
n∑
j=2
∆b
(l)
j−1
∞∑
k=j
h
(l)
k
b
(l)
k
.
Since
n∑
j=2
∆b
(l)
j−1
∞∑
k=j
h
(l)
k
b
(l)
k
(3.23)
= −b(l)1
∞∑
k=2
h
(l)
k
b
(l)
k
+
n−1∑
j=2
b
(l)
j
 ∞∑
k=j
h
(l)
k
b
(l)
k
−
∞∑
k=j+1
h
(l)
k
b
(l)
k
+ b(l)n ∞∑
k=n
h
(l)
k
b
(l)
k
≤
n−1∑
j=1
h
(l)
j + b
(l)
n
∞∑
k=n
h
(l)
k
b
(l)
k
≤
n−1∑
j=1
h
(l)
j +
∞∑
k=n
h
(l)
k =
∞∑
j=1
h
(l)
j ,
we get (3.14).
Using the next lemma with Lemma 3.3 we get (1.7).
Lemma 3.4 Let f =Wh, h ∈ ℓ+1 . Then
lim
j→∞
fj
Wj,j
= 0. (3.24)
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Proof For p < j + 2, we have,
fj =
∞∑
k=1
Wj,khk =
1
bj
∞∑
k=1
Vj,k
hk
bk
(3.25)
=
1
bj
p∑
k=1
skhk
bk
+
1
bj
j−1∑
k=p+1
skhk
bk
+
sj
bj
∞∑
k=j
hk
bk
≤ 1
bj
sp
bp
p∑
k=1
hk +
sj
b2j
∞∑
k=p+1
hk =
1
bj
sp
bp
p∑
k=1
hk +Wj,j
∞∑
k=p+1
hk,
where for the last line we note that by Remark 3.1, bk is increasing and sk/bk ↑.
Therefore,
fj
Wj,j
≤ sp
bp
bj
sj
‖h‖1 +
∞∑
k=p+1
hk. (3.26)
Using Remark 3.1 again we see that for all p > 0,
lim
j→∞
fj
Wj,j
≤
∞∑
k=p+1
hk. (3.27)
This gives (3.24).
Proof of Theorem 1.7 Let ξ = {ξj, j ∈ N} be a Gaussian sequence with
covariance W . It follows from Koval’s Theorem that
lim sup
j→∞
ξj
(2Wj,jKsi(j))1/2
= 1 a.s. (3.28)
Therefore, for α ≥ 1/2, (1.34) follows from Theorem 1.2. Note that Lemmas
3.3 and 3.4 give (1.7). In addition Lemma 3.4 and (2.53) shows that (1.9)
holds. Also, as we have pointed out, the upper bound in (1.34) actually holds
for all α > 0.
We now show that the lower bounds in (1.34) holds for all α > 0. To this
it suffices to find a subsequence {spj} of {sj} such that
lim sup
j→∞
Z˜α,pj
Wpj ,pjKsi(pj)
≥ 1, a.s., ∀α > 0. (3.29)
If we choose {spj} as in (2.56), this follows if we show that,
lim sup
j→∞
Z˜α,pj
Wpj ,pj log j
≥ 1, a.s., ∀α > 0. (3.30)
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Consider the permanental process Z˜
(p)
α = {Z˜α,pj , j ∈ N}. As in the proof of
Theorem 1.6 we extend and relabel Z˜
(p)
α to get a permanental process Ẑ
(p)
α =
{Ẑα,j , j ∈ {0} ∪ N} with kernel K = {Kj,k; j, k ∈ {0} ∪ N} where,
Kj,k =
spj ∧ spk
bpjbpk
+ f(spk), j, k ∈ N, (3.31)
K0,0 = 1, Kj,0 = 1, j ∈ N, and K0,k = f(spk), k ∈ N.
It is clear that Ẑ
(p)
α
law
= Z˜
(p)
α on N, so that to obtain (3.30) it suffices to
show that,
lim sup
j→∞
Ẑα,j
Wpj ,pj log j
≥ 1. (3.32)
Let W
(p)
= {W (p)j,k , j, k ∈ N} where,
W
(p)
j,k =
spj ∧ spk
bpjbpk
, (3.33)
and let K(0, n+1) denote the matrix {Kj,k}nj,k=0. As in the proof of Theorem
1.6, it follows from (6.11) that for j ≥ 1,
1/K(0, n + 1)j,j = 1/W
(p)
(1, n)j,j, 1 ≤ j ≤ n. (3.34)
It is easy to see that
W
(p)
(1, n)j,j = b2jV
(p)(1, n)j,j , (3.35)
where V (p) is given in (2.64). Therefore, analogous to (2.66) and (2.67) we see
that,
1/K(0, n + 1)j,j ≥ spj
b2j
(1− 1/θ)2 =Wpj ,pj(1− 1/θ)2. (3.36)
As in the proof of Theorem 1.6 this implies (3.32).
Remark 3.4 Let Y˜α be as in Theorem 1.6. The kernel of Y˜α is V˜ = {V˜j,k; j, k ∈
N}, where
V˜j,k = Vj,k + fk, j, k ≥ 1. (3.37)
It follows from (1.1) that Z ′α := D
−2
b Y˜α = (b
−2
1 Yα,1, b
−2
2 Yα,2, . . .) has kernel
W ′ = {W ′j,k; j, k ∈ N} where
W ′j,k =
Vj,k
bjbk
+
fk
bjbk
=Wj,k +
fk
bjbk
, j, k ∈ N. (3.38)
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This is because for all n× n matrices K and D−1b′ ,
|I +KD−2b′ S| = |I +D−1b′ KD−1b′ S|. (3.39)
It follows from Theorem 1.6 that
lim sup
j→∞
b2jZ
′
α(j)
Vj,jKsi(j)
= 1 a.s., (3.40)
or, equivalently
lim sup
j→∞
Z ′α(j)
Wj,jKsi(j)
= 1 a.s. (3.41)
as in (1.34).
This is easy, but Z ′α has kernelW ′ whereas Z˜a in Theorem 1.7 has kernel W˜ ,
in (1.33). In Theorem 1.1 we set out to consider symmetric kernels perturbed
by an excessive function f as in (1.3). This is what we do in Theorem 1.7.
In Lemma 3.4 we use the explicit representation of W . It is interesting to
note that (3.24) holds in great generality when the diagonals of the matrix go
to infinity.
Lemma 3.5 Let f =Wh, h ∈ ℓ+1 , for some infinite matrix W such that
Wk,j ≤Wk,k, ∀k ∈ N. (3.42)
Then
fk ≤Wk,k ‖h‖1, and if limk→∞Wk,k =∞, fk = o(Wk,k). (3.43)
Proof Let ǫ > 0. we have
fk =
∑
{j:Wj,j≤ǫWk,k}
Wk,jhj +
∑
{j:Wj,j>ǫWk,k}
Wk,jhj (3.44)
≤ ǫWk,k
∑
{j:Wj,j≤ǫWk,k}
hj +Wk,k
∑
{j:Wj,j>ǫWk,k}
hj
≤ ǫWk,k ‖h‖1 +Wk,k
∑
{j:Wj,j>ǫWk,k}
hj .
Therefore,
lim
k→∞
fk
Wk,k
≤ ǫ ‖h‖1 + lim
k→∞
∑
{j:Wj,j>ǫWk,k}
hj . (3.45)
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If limk→∞Wk,k =∞ the last sum goes to 0. This gives the second statement
in (3.43). The first statement is obvious.
Let W = {Wj,k, j, k ∈ N} where
Wj,k = e−|vk−vj |, ∀ j, k ∈ N, (3.46)
as defined in (1.38). The next theorem applies Theorem 1.7 whenW is written
in this way.
Set
Kv(j) = log
(
j−1∑
i=1
1 ∧ 2(vi+1 − vi)
)
. (3.47)
Theorem 3.1 Let W be the potential density of a continuous time Markov
chain Z as given in (3.46) and let f be a finite excessive function for Z. Let
Z˜α = {Z˜α,j , j ∈ N} be the α-permanental process with kernel W˜ = {W˜j,k; j, k ∈
N} where,
W˜j,k =Wj,k + fk, j, k ∈ N. (3.48)
(i) If f =Wh, where h ∈ ℓ+1 , then
lim sup
j→∞
Z˜α,j
Kv((j)
= 1, a.s., ∀α > 0, (3.49)
(ii) If f =Wh, where h ∈ ℓ+1 and lim supj→∞(vj − vj−1) <∞, then
lim sup
j→∞
Z˜α,j
log vj
= 1, a.s., ∀α > 0. (3.50)
(iii) If lim infj→∞(vj − vj−1) > 0 and f ∈ c+0 , then
lim sup
j→∞
Z˜α,j
log j
= 1, a.s., ∀α > 0. (3.51)
Furthermore when lim infj→∞(vj − vj−1) > 0, the conditions f ∈ c+0 , and
f = W˜h, h ∈ c+0 , are equivalent.
Proof of Theorem 3.1 When f = Wh, where h ∈ ℓ+1 , this is simply an
application of Theorem 1.7 with sj replaced by e
2vj and bj = s
1/2
j .
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That (3.51) extends to α-permanental processes Z˜α with kernels W˜ in
which f an excessive function for Z with the property that f ∈ c+0 follows
from Theorem 1.3 since lim infj→∞(vj − vj−1) > 0 implies ‖W‖ < ∞ and
Wj,j = 1 for all j ∈ N.
The fact that f ∈ c+0 if and only if f = Wh, where h ∈ c+0 follows from
Lemma 7.2 once we show that (7.20) holds. The condition lim infj→∞(vj −
vj−1) > 0 implies that there exists a j0 such that (vj − vj−1) ≥ δ > 0 for all
j ≥ j0 + 1. Therefore, for j ≥ 2j0,
j/2∑
k=1
Wj,k ≤
j/2∑
k=1
e−(vj−vj/2) ≤ j
2
δj/2. (3.52)
This shows that (7.20) holds.
Clearly, the complete statement involving (3.51) follows from Theorem 1.3
and Lemma 7.2. One doesn’t need the much more complicated Theorem 1.2.
Example 3.1 Consider the special case of Theorem 3.1 (iii) in which vj = λj,
λ > 0, and r = e−λ so that,
Ŵj,k = e−λ|k−j| = r|k−j|, j, k ∈ N. (3.53)
By Lemma 3.2, Ŵ is the potential density for the continuous symmetric tran-
sient Markov chain on N with Q matrix DbQ(s)Db, where bj = s
1/2
j = r
−(j−1).
This example also follows from Lemma 5.4. We claim that Ŵ is the po-
tential density of a continuous symmetric transient Markov chain on N with
Q matrix
−Q = 1
1− r2

1 −r 0 0 . . .
−r 1 + r2 −r 0 . . .
0 −r 1 + r2 −r . . .
...
...
...
...
. . .
 . (3.54)
To see this write out
Ŵ =

1 r r2 r3 . . .
r 1 r r2 . . .
r2 r 1 r . . .
...
...
...
...
. . .
 . (3.55)
It is easily seen that ŴQ = −I.
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Consider the birth and death process studied in Section 2 which is defined
in terms of a strictly increasing sequence s = {sj, j ≥ 1} with s1 > 0 and
limj→∞ sj =∞. This process has potential densities
Vj,k = sj ∧ sk, j, k ∈ N. (3.56)
We shift the sequence s by a constant ∆ > −s1 and obtain a new birth and
death process defined by the sequence s′ = {s′j = sj+∆, j ∈ N} with potential
density
V ′j,k = s
′
j ∧ s′k, j, k ∈ N. (3.57)
Lemma 3.6 Let f = V h for some h ∈ ℓ+1 , then f = V ′h′ for some h′ ∈ ℓ+1 if
f1
s1 +∆
≥ f2 − f1
s2 − s1 . (3.58)
Proof Since sj − sj−1 = s′j − s′j−1, j ≥ 2,
f2 − f1
s′j − s′j−1
=
f2 − f1
sj − sj−1 j ≥ 2. (3.59)
By Corollary 2.1 the right-hand of (3.59) and consequently the left-hand of
(3.59) is decreasing. Therefore by Corollary 2.1 again for f = V ′h′ for some
h′ ∈ ℓ+1 we only need in addition that,
f1
s′1
≥ f2 − f1
s′2 − s′1
. (3.60)
This is (3.58).
The next lemma generalizes Lemma 3.2,
Lemma 3.7 If b = V h for some h ∈ ℓ+1 and b2 > b1 and,
∆ ≤ b1s2 − b2s1
b2 − b1 , (3.61)
then W ′ = {W ′j,k, j, k ∈ N} where,
W ′j,k =
1
bj
V ′j,k
1
bk
=Wj,k +
∆
bjbk
, (3.62)
is the potential density of a Markov chain.
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Proof Since b = V h for some h ∈ ℓ+1 then it follows that if (3.58) holds with
f replaced by b, that is if we have,
b1
s1 +∆
≥ b2 − b1
s2 − s1 , (3.63)
then b = V ′h′ for some h′ ∈ ℓ+1 in which case (3.62) follows from Lemma 3.2.
The condition in (3.61) is simply a rearrangement of (3.63).
We see from (2.1) and (2.2) that Q(s′) differs from Q(s) only in the (1, 1)
entries which are,
Q(s)1,1 = − 1
s1
−Q(s)1,2 and Q(s′)1,1 = − 1
s1 +∆
−Q(s)1,2. (3.64)
Set
Q(b, s) = DbQ(s)Db. (3.65)
This is the Q matrix for W . Consequently, Q(b, s′) is the Q matrix for W ′.
Since sj−sj−1 = s′j−s′j−1 for all j ≥ 2 and b is unchanged we see that Q(b, s′)
differs from Q(b, s) only in the (1, 1) entry. Using (3.64) and the fact that
Q(b, s)1,2 = b1b2Q(s)1,2 we have,
Q(b, s)1,1 = − b
2
1
s1
− b1
b2
Q(b, s)1,2 and Q(b, s′)1,1 = − b
2
1
s1 +∆
− b1
b2
Q(b, s)1,2.
(3.66)
SinceW ′ is a potential we know that Q(b, s′) is a Q matrix. Therefore the row
sum of its first row must be less than or equal to 0. That is we must have,
Q(b, s′)1,1 ≤ −Q(b, s′)1,2 = −Q(b, s)1,2. (3.67)
Using (3.66) and the fact that Q(b, s)1,2 = b1b2/(s2 − s1) we see that this
inequality is the same as (3.63).
Example 3.2 Here are some concrete examples of the relationship between
Q(b, s) and W and Q(b, s′) and W ′. We take for Q(b, s) and W the matrices
in (3.54) and (3.55). In this case we have bj = s
1/2
j = r
−(j−1), j ≥ 1, and
Wj,k = r
|k−j|, j, k ≥ 1. Therefore, b1 = s1 = 1, b2 = r−1, s2 = r−2 and,
Q(b, s′)1,1 = − 1 + r
2∆
(1 +∆)(1− r2) . (3.68)
Using the fact that ∆ > −s1 and (3.61) we see that we must have,
−1 < ∆ ≤ 1
r
, or equivalently, Q(b, s′)1,1 ≤ − r
1− r2 . (3.69)
39
(i) For p > 0 set,
∆ = −rp or equivalently Q(b, s′)1,1 = − 1− r
p+2
(1− rp)(1 − r2) . (3.70)
Then by (3.62),
W ′j,k = r
|k−j| − rj+k+p−2. (3.71)
(ii) For p ≥ −1 set,
∆ = rp or equivalently Q(b, s′)1,1 = − 1 + r
p+2
(1 + rp)(1− r2) . (3.72)
Then by (3.62),
W ′j,k = r
|k−j| + rj+k+p−2. (3.73)
(iii) More generally for β ≥ r − r2 take,
∆ =
1− β − r2
β
or equivalently Q(b, s′)1,1 = −β + r
2
1− r2 . (3.74)
Then by (3.62),
W ′j,k = r
|k−j| +
1− β − r2
β
rj+k−2 (3.75)
= r|k−j| − r
j+k
β
+
1− β
β
rj+k−2.
Remark 3.5 Let f = W ′h for some h ∈ ℓ+1 . Let Z˜ ′α = {Z˜ ′α,j , j ∈ N} be an
α-permanental sequence with kernel W˜ ′ = {W˜ ′j,k; j, k ∈ N}, where
W˜ ′j,k =W
′
j,k + fk, j, k ∈ N. (3.76)
Then (1.34)–(1.36) hold with Z˜α replaced by Z˜
′
α, and Wj,j replaced by W
′
j,j.
This is easy to see. It follows from Theorem 1.7 itself that (1.34)–(1.36)
hold with Z˜α replaced by Z˜
′
α and Wj,j replaced by W
′
j,j and s replaced by s
′.
Since limj→∞ sj =∞ implies that s′j ≍ sj, Ks(j) ≍ Ks′(j) we see that (1.34)–
(1.36) hold with Z˜α replaced by Z˜
′
α, and Wj,j replaced by W
′
j,j as stated.
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4 Birth and death processes with emigration re-
lated to first order Gaussian autoregressive se-
quences
Let g1, g2, . . . be a sequence of independent identically distributed standard
normal random variables and {xn} a sequence of positive numbers. A first
order autoregressive Gaussian sequence ξ̂ = {ξ̂n} is defined by,
ξ̂1 = g1, ξ̂n = xn−1ξ̂n−1 + gn, n ≥ 2. (4.1)
It is easy to see that
ξ̂n =
n∑
i=1
(
n−1∏
l=i
xl
)
gi, (4.2)
in which we take the empty product
∏n−1
l=n xl = 1.
We consider these processes with the added assumptions that 0 < xn < 1,
and xn ↑ .
Let U = {Uj,k; j, k ∈ N} be the covariance matrix for ξ̂. It follows that for
j ≤ k,
Uj,k =
j∑
i=1
(
j−1∏
l=i
xl
k−1∏
l=i
xl
)
=
j∑
i=1
j−1∏
l=i
x2l
k−1∏
l=j
xl
 = Uj,j k−1∏
l=j
xl. (4.3)
For j > k we use the fact that U is symmetric.
We now show that U can be written in the form of (1.32).
Lemma 4.1
Uj,k = sj ∧ sk
bjbk
, j, k ∈ N, (4.4)
where,
bj =
j−1∏
l=1
x−1l , and sj =
j∑
i=1
b2i , ∀j ∈ N. (4.5)
Furthermore, {sj} is a strictly increasing convex function of j. (In particular,
limj→∞ sj =∞.)
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Proof By (4.3) we have,
Uj,j =
j∑
i=1
j−1∏
l=i
x2l =
j∑
i=1
i−1∏
k=1
x−2k
j−1∏
l=1
x2l (4.6)
=
∑j
i=1 b
2
i
b2j
=
sj
b2j
.
Using this and (4.3) again, we see that for j ≤ k,
Uj,k = Uj,j
k−1∏
l=j
xl =
Uj,j∏k−1
l=j x
−1
l
(4.7)
=
Uj,j
∏j−1
l=1 x
−1
l∏k−1
l=1 x
−1
l
=
Uj,j
∏j−1
l=1 x
−2
l∏j−1
l=1 x
−1
l
∏k−1
l=1 x
−1
l
=
Uj,jb2j
bjbk
=
sj
bjbk
,
which is (4.4).
Since bj > 1, for all j > 1, we see that sj+1 − sj > 1, for all j ∈ N, so that
sj ↑ ∞.
We can say more than this. By (4.5),
(sj+1 − sj)− (sj − sj−1) = b2j+1 − b2j > 0, (4.8)
which shows that {sj} is an increasing convex function of j.
Lemma 4.2 Let b = {bj}, j ∈ N, be as given in (4.5). Then,
b = Uh, for some h ∈ ℓ+1 , (4.9)
and U is the potential density of a continuous symmetric transient Markov
chain on N.
Furthermore, the function g(sj) = bj, j ∈ N, g(0) = 0, is an increasing
concave function of {sj} and sj/bj ↑ ∞.
Proof For j ≥ 2 we have,
bj − bj−1
sj − sj−1 =
bj − bj−1
b2j
=
1
bj
(
1− bj−1
bj
)
=
1− xj−1
bj
, (4.10)
which is decreasing in j. In particular
b2 − b1
s2 − s1 =
1− x1
b2
= x1(1− x1) < 1. (4.11)
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Therefore, since b1 = s1 = 1, this shows that g(sj) = bj is a concave function
on {0} ∪ {sj, j ≥ 1}. It follows from Corollary 2.1 that b = Uh for some
h ∈ ℓ+1 . Using this and Lemma 3.2 it follows that U is the potential density
of a continuous symmetric transient Markov chain on N.
It is easy to see that
sj
bj
↑ ∞. (4.12)
We use the fact that bj ↑, which implies that limj→∞ bj exists. If the limit is
finite, (4.12) is trivial because sj →∞.
If limj→∞ bj =∞, (4.12) follows because,
sj
bj
= Uj,jbj > bj, (4.13)
since Uj,j > 1, (see (4.14)).
Although it is not obvious the next lemma shows that Uj,j is strictly in-
creasing.
Lemma 4.3 The terms Uj,j are strictly increasing. Consequently, limj→∞ Uj,j
exists. Furthermore, for all j ≥ 2,
Uj,j ≥ 1 + x2j−1. (4.14)
Proof By (4.3),
Uj,j =
j∑
i=1
j−1∏
l=i
x2l =
j−1∑
p=0
j−1∏
l=j−p
x2l . (4.15)
Similarly,
Uj+1,j+1 =
j∑
p=0
j∏
l=j+1−p
x2l =
j∏
l=1
x2l +
j−1∑
p=0
j∏
l=j+1−p
x2l .
Since xl ↑,
j∏
l=j+1−p
x2l ≥
j−1∏
l=j−p
x2l . (4.16)
Therefore,
Uj+1,j+1 ≥ Uj,j +
j∏
l=1
x2l . (4.17)
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This shows that {Uj,j} is strictly increasing.
To obtain (4.14) we simply note that for j ≥ 2, by the first equality in
(4.15)
Uj,j ≥
j−1∏
l=j
x2l +
j−1∏
l=j−1
x2l = 1 + x
2
j−1. (4.18)
Remark 4.1 In Lemma 4.2 we saw that g(sj) = bj is an increasing concave
function of {sj} and sj/bj ↑ ∞. Since sj/b2j = Uj,j, Lemma 4.3 strengthens
this to sj/b
2
j ↑. Although it is possible that limj→∞ sj/b2j <∞.
Lemma 4.4
lim
j→∞
xj = δ < 1 if and only if lim
j→∞
Uj,j = 1
1− δ2 . (4.19)
and
lim
j→∞
xj = 1 if and only if lim
j→∞
Uj,j =∞, (4.20)
Proof Suppose supj Uj,j < ∞. Then by Lemma 4.3, limj→∞ Uj,j = c, for
some c > 1. Note that by (4.1),
Uj+1,j+1 = x2jUj,j + 1. (4.21)
It follows from this that
lim
j→∞
xj =
(
c− 1
c
)1/2
. (4.22)
Setting this last expression equal to δ shows that if limj→∞ Uj,j = 1/1 − δ2,
for 0 < δ < 1, then limj→∞ xj = δ < 1.
Now suppose that limj→∞ xj = δ < 1. Then
Uj,j ≤
j∑
i=1
δ2(i−1) ≤ 1
1− δ2 . (4.23)
This show that limj→∞ Uj,j = d, for some d <∞. Taking the limit as j →∞
in (4.21) we see that
d = δ2d+ 1. (4.24)
Solving for d we see that limj→∞ Uj,j = 1/(1 − δ2).
The statement in (4.20) is implied by (4.19).
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Proof of Theorem 1.8 When f = Uh, where h ∈ ℓ+1 it follows immediately
from Theorem 1.7 that if lim supj→∞ sj/sj−1 <∞, then,
lim sup
j→∞
X˜α,j
Uj,j log log(Uj,jb2j )
= 1 a.s., (4.25)
and if lim infj→∞ sj/sj−1 > 1, then,
lim sup
j→∞
X˜α,j
Uj,j log j = 1, a.s., ∀α > 0. (4.26)
It follows from (4.21) and (4.6) that,
sj+1
sj
=
Uj+1,j+1
Uj,jx2j
= 1 +
1
x2jUj,j
. (4.27)
We know from Lemma 4.3 that limj→∞ Uj,j exists. If limj→∞ Uj,j = ∞,
limj→∞ sj+1/sj = 1, which gives (4.25) and (1.43).
If lim supj→∞ Uj,j = c <∞, then
lim inf
j→∞
sj+1/sj ≥ 1 + 1
c
, (4.28)
which gives (4.26) and, by (4.19), also (1.45).
The proof of (1.44) is given in Lemma 4.8 below.
That (1.45) extends to α-permanental processes X˜α with kernels U˜ in which
f an excessive function for X with the property that f ∈ c+0 , follows from
Theorem 1.3. We show that the conditions in (1.11) are satisfied. Since
Uj,k =
j∑
i=1
(
j−1∏
l=i
xl
k−1∏
l=i
xl
)
, j ≤ k, (4.29)
and {xj} is an increasing sequence, we have
Uj,k ≤
j∑
i=1
δ(j−i)+(k−i) = δj+k
j∑
i=1
δ−2i ≤ δk−j 1
1− δ2 , j ≤ k. (4.30)
Therefore,
∞∑
k=j
Uj,k ≤ 1
(1− δ)(1 − δ2) . (4.31)
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Since this also holds when k ≤ j we see that ‖U‖ <∞. In addition it follows
from (4.29) that Uj,j ≥ 1.
The fact that f ∈ c+0 if and only if f = Uh, where h ∈ c+0 follows from
Lemma 7.2 once we show that (7.20) holds. This is easy to see since,
k/2∑
j=1
Uj,k ≤ δ
k/2
(1− δ2)
k/2∑
j=1
δk/2−j ≤ δ
k/2
(1− δ)(1 − δ2) . (4.32)
We use the next lemma to obtain Example 1.1 (i) and (ii).
Lemma 4.5 If limj→∞ j(1− x2j ) = c, for some c ≥ 0, then
Uj,j ∼ 1
1 + c
j as j →∞, (4.33)
and
log log(Uj,jb2j) ∼ log log j as j →∞. (4.34)
Proof We have,
Uj,j =
j∑
i=1
(
j−1∏
l=i
x2l
)
. (4.35)
For some ǫ > 0 let 0 < a < c < b be such that |a− b| < ǫ. Since liml→∞ l(1−
x2l ) = c we can find a j0 such that,
−b
l
< log x2l < −
a
l
, ∀ l ≥ j0. (4.36)
Consequently,
j∑
i=j0
j−1∏
l=i
x2l =
j∑
i=j0
exp
(
j−1∑
l=i
log x2l
)
≤
j∑
i=j0
exp
(
−
j−1∑
l=i
a
l
)
(4.37)
∼ 1
(j − 1)a
j∑
i=j0
ia ∼ j
1 + a
, as j →∞.
Similarly,
j∑
i=j0
j−1∏
l=i
x2l ≥
j
1 + b
, as j →∞. (4.38)
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Note that the left-hand sides of (4.37) and (4.38) differ from (4.35) by some
finite number. Therefore, since (4.36) holds for all ǫ > 0, we get (4.33) when
c > 0.
When c = 0 the left-hand side of (4.36) holds for all b > 0. Therefore,
lim inf
j→∞
Uj,j
j
≥ 1. (4.39)
However, since Uj,j ≤ j, we get (4.33) when c = 0.
To get (4.34) we note that by (4.33),
log log(Uj,jb2j ) ∼ log
(
log
(
j
1 + c
)
+ log b2j
)
, as j →∞. (4.40)
Furthermore, by (4.33)
log b2j = log
j−1∏
l=1
x−2l = −
j−1∑
l=1
log x2l (4.41)
= C −
j−1∑
l=j0
log x2l ≤ C +
j−1∑
l=j0
b
l
≤ C + b log j,
where C = −∑j0−1l=1 log x2l . Using (4.40) and (4.41) and the fact that log bj ≥
0, we get (4.34).
Proof of Example 1.1 (i) This follows immediately from Lemma 4.5. We
now show that this includes the case where
∏∞
j=1 xj > 0. Set xj = 1 − ǫj.
Therefore, for some C > 0,
∞∏
j=1
xj ≤ C exp
− ∞∑
j=1
ǫj
 . (4.42)
If
∏∞
j=1 xj > 0 then
∑∞
j=1 ǫj <∞. Since ǫj is decreasing it follows from Lemma
4.6 that ǫj = o(1/j), as j → ∞. Therefore the condition that j(1 − x2j ) → 0,
as j →∞ includes the case when ∏∞j=1 xj > 0 .
Lemma 4.6 If ǫj ↓ and
∑∞
j=1 ǫj <∞, then ǫj = o(1/j), as j →∞.
Proof Suppose that lim supj→∞ jǫj ≥ δ > 0. Then we can find a subsequence
{jk} such that
jk
jk+1
≤ 1
2
, and ǫjk ≥
δ
jk
. (4.43)
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Therefore,
∞∑
j=1
ǫj =
∞∑
k=1
jk+1−1∑
l=jk
ǫj ≥
∞∑
k=1
ǫjk+1(jk+1 − jk) (4.44)
≥ δ
∞∑
k=1
(
1− jk
jk+1
)
=∞.
Proof of Example 1.1 (ii) This follows immediately from Lemma 4.5.
The next lemma gives some useful information about Uj,j:
Lemma 4.7
Uj,j ≤ 1
1− x2j
. (4.45)
Furthermore the following are equivalent:
Uj,j ∼ 1
1− x2j
, as j →∞, (4.46)
and
Uj+1,j+1 − Uj,j → 0, as j →∞. (4.47)
Proof By (4.21) and Lemma 4.3,
(1− x2j )Uj,j = 1− (Uj+1,j+1 − Uj,j) ≤ 1. (4.48)
All the statements in this lemma follow easily from this.
Using Lemma 4.7 we make (1.43) more specific:
Lemma 4.8 In Theorem 1.8 assume that Uj,j is a regularly varying function
with index 0 < β < 1 then,
lim sup
j→∞
X˜α,j
Uj,j log j = 1− β, a.s. ∀α > 0. (4.49)
Proof Considering (1.43) we need to show that
log log(Uj,jb2j ) = log(log Uj,j + log b2j) ∼ (1− β) log j, as j →∞. (4.50)
48
Furthermore, since Uj,j ≤ j, we need to show that,
log log b2j ∼ (1− β) log j, as j →∞. (4.51)
To be specific let Uj,j = g(j) = jβL(j), where L is a slowly varying func-
tion. Then clearly, (4.47) holds. Therefore, by (4.46), (1 − x2j ) ∼ 1/g(j). It
follows that for all ǫ > 0 and 0 < a < 1 < b such that |a− b| ≤ ǫ we can find
an integer j0 such that
− b
g(l)
< log x2l < −
a
g(l)
, ∀ l ≥ j0. (4.52)
Similar to (4.41), for all j sufficiently large,
log b2j = −
j−1∑
l=1
log x2l (4.53)
≤ −
j0−1∑
l=1
log x2l +
j−1∑
l=j0
b
g(l)
∼ bj
1−β
(1− β)L(j) .
Likewise,
log b2j ≥ −
j0−1∑
l=1
log x2l +
j−1∑
l=j0
a
g(l)
∼ aj
1−β
(1− β)L(j) .
These two inequalities give (4.51).
In the proof of Lemma 4.8 we use the fact that when Uj,j is a regularly
varying function with index 0 < β < 1, then (1 − x2j) ∼ 1/Uj,j. What we do
not show is that when (1 − x2j) ∼ h(j), for some regularly varying function
h(j) with index −1 < β′ < 0 then Uj,j ∼ 1/h(j). We only consider this in the
special case given in Example 1.1 (iii).
Proof of Example 1.1 (iii) We have,
Uj,j =
j∑
i=1
(
j−1∏
l=i
x2l
)
. (4.54)
For some ǫ > 0 let 0 < a < 1 < b be such that |a− b| < ǫ. Since liml→∞ lβ(1−
x2l ) = 1 we can find a j0 such that,
− b
lβ
< log x2l < −
a
lβ
, ∀ l ≥ j0. (4.55)
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Consequently,
j∑
i=j0
j−1∏
l=i
x2l =
j∑
i=j0
exp
(
j−1∑
l=i
log x2l
)
≤
j∑
i=j0
exp
(
−
j−1∑
l=i
a
lβ
)
(4.56)
∼ exp
(
−aj
1−β
1− β
)∫ j
j0
exp
(
ax1−β
1− β
)
dx, as j →∞,
and ∫ j
j0
exp
(
ax1−β
1− β
)
dx =
1
a
∫ j
j0
xβd
(
exp
(
ax1−β
1− β
))
(4.57)
∼ j
β
a
exp
(
aj1−β
1− β
)
, as j →∞,
where, for the last line we use integration by parts. Therefore,
j∑
i=j0
j−1∏
l=i
x2l ≤
jβ
a
, as j →∞. (4.58)
A similar argument shows that the left-hand side of (4.58) is greater than or
equal to jβ/b as j → ∞. Using these observations and following the proof of
Lemma 4.5 we see that
Uj,j ∼ jβ , as j →∞. (4.59)
Therefore (1.48) follows from (1.44).
We now explicitly describe the Q matrix corresponding to U in Lemma
4.1, which is
Q(b, s) := DbQ(s)Db. (4.60)
(See (2.1) and (2.15).)
It follows from (4.5) that,
aj =
1
sj − sj−1 = b
−2
j , j ≥ 2, (4.61)
and
a1 =
1
s1
= b−21 = 1. (4.62)
Therefore (4.61) holds for all j ≥ 1. Consequently, for all j ≥ 1,
−Q(b, s)j,j+1 = −bjaj+1bj+1 = − bj
bj+1
= −xj, (4.63)
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and
−Q(b, s)j,j = bj (aj + aj+1) bj = b2j
(
1
b2j
+
1
b2j+1
)
= 1 + x2j . (4.64)
Since Q(b, s)j,j+1 = Q(b, s)j+1,j we have,
−Q(b, s) =

1 + x21 −x1 0 0 . . . 0 0 . . .
−x1 1 + x22 −x2 0 . . . 0 0 . . .
0 −x2 1 + x23 −x3 . . . 0 0 . . .
...
...
...
...
. . .
...
...
. . .
0 0 0 0 . . . 1 + x2m −xm . . .
0 0 0 0 . . . −xm 1 + x2m+1 . . .
...
...
...
...
. . .
...
...
. . .

(4.65)
Example 4.1 Let xj = r. Then bj = r
−(j−1) and
−Q(s,b) =

1 + r2 −r 0 0 . . .
−r 1 + r2 −r 0 . . .
0 −r 1 + r2 −r . . .
...
...
...
...
. . .
 , (4.66)
In addition
Uj,j = 1 + r2 + r4 + · · ·+ r2(j−1) = 1− r
2j
1− r2 (4.67)
and for j ≤ k,
Uj,k = Uj,jrk−j = r
k−j − rk+j
1− r2 . (4.68)
Consequently,
Uj,k = Uj,jrk−j = r
|k−j| − rk+j
1− r2 , ∀j, k ∈ N. (4.69)
Compare (3.66) with p = 2. (Note that
e−
√
2δ|x−y| − e−
√
2δxe−
√
2δy
√
2δ
, (4.70)
the δ-potential density for Brownian motion killed the first time it hits 0.)
51
We show in Lemma 4.2 that the covariance of the first order Gaussian
autoregressive sequence ξ̂ in (4.1) is the potential of a continuous time Markov
chain U = {Uj,k; j, k ∈ N} where,
Uj,k = sj ∧ sk
bjbk
. (4.71)
At the end of Section 3 we consider the effect of a shift sj → s′j = sj +∆ on
such potentials. We now show that when apply such a shift to U we still have
the covariance of a first order Gaussian autoregressive sequence.
As in (4.1), let g1, g2, . . . be a sequence of independent identically dis-
tributed standard normal random variables, 0 < xn < 1, xn ↑, and take δ˜ 6= 0.
Consider the Gaussian sequences ξ˜ = {ξ˜n} defined by,
ξ˜1 = δ˜g1, ξ˜n = xn−1ξ˜n−1 + gn, n ≥ 2. (4.72)
This generalizes ξ̂ in (4.1).
Theorem 4.1 Let {sj} and {bj} be as given in Lemma 4.1. The covariance
of the first order Gaussian auto regressive sequence ξ˜ is U ′ = {U ′j,k; j, k ∈ N}
where,
U ′j,k =
s′j ∧ s′k
bjbk
, (4.73)
s′j = sj +∆, and ∆ = δ˜
2 − 1, 0 < δ˜ <∞. (4.74)
Furthermore, U ′ is the potential density of a transient Markov chain if
0 < δ˜2 ≤ 1
x1(1− x1) . (4.75)
Proof It is easy to see that
ξ˜n =
n∑
i=1
(
n−1∏
l=i
yl
)
gi, n ≥ 2, (4.76)
where y1 = δ˜x1, yl = xl, l ≥ 2 and in which we take the empty product∏n−1
l=n yl = 1. Therefore, for j ≤ k,
U ′j,k =
j∑
i=1
(
j−1∏
l=i
yl
k−1∏
l=i
yl
)
=
j∑
i=1
j−1∏
l=i
y2l
k−1∏
l=j
yl
 = U ′j,j k−1∏
l=j
yl (4.77)
=
U ′j,j∏k−1
l=j y
−1
l
=
U ′j,j
∏j−1
l=1 y
−1
l∏k−1
l=1 y
−1
l
=
U ′j,jbj
bk
.
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Set s′j = b
2
jU ′j,j, j ∈ N, so that (4.73) holds. Also note that,
U ′j,j =
j∑
i=1
j−1∏
l=i
y2l =
j−1∏
l=1
y2l +
j∑
i=2
j−1∏
l=i
y2l (4.78)
= δ˜2
j−1∏
l=1
x2l +
j∑
i=2
j−1∏
l=i
x2l .
Therefore, since b1 = 1,
s′j = b
2
jU ′j,j = δ˜2 +
j∑
i=2
i−1∏
l=1
x−2l = δ˜
2 +
j∑
i=2
b2i = (δ˜
2 − 1) + sj, (4.79)
where we use (4.5) for the last equation. This gives s′j = sj+∆with ∆ = δ˜
2−1.
It follows from Lemma 3.7 and (4.5) that when (4.75) holds, U ′ is the
potential density of a Markov chain.
Remark 4.2 Assume condition (4.75), so that U ′ is the potential density of
a transient Markov chain which we denote by X ′. Let f be a finite excessive
function for X ′. Let X˜ ′α = {X˜ ′α,j , j ∈ N} be an α-permanental sequence with
kernel U˜ ′ = {U˜ ′j,k; j, k ∈ N}, where
U˜ ′j,k = U ′j,k + fk, j, k ∈ N. (4.80)
Then using the same argument used in Remark 3.5 we see that if f = U ′h for
some h ∈ ℓ1 then (1.43) and (1.44) hold with X˜α replaced by X˜ ′α. Item (ii) in
Theorem 1.8 also holds with X˜α replaced by X˜
′
α.
Example 1.1 also holds with X˜α replaced by X˜
′
α since the computations
depend on the relationship between U and {bj} and {bj} is unchanged.
Remark 4.3 Condition (4.75) is necessary for U ′ to be the potential density
of a Markov chain whereas (4.73) holds for all δ˜ 6= 0. This gives examples
of a critical point at which a covariance matrix ceases to be an inverse M -
matrix. This has interesting implications in the study of Gaussian sequences
with infinitely divisible squares.
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5 Markov chains with potentials that are the co-
variances of higher order Gaussian autoregressive
sequences
Consider a class of k-th order autoregressive Gaussian sequences, for k ≥ 2.
Let g1, g2, . . . independent standard normal random variables and let pi > 0,
i = 1, . . . , k, with
∑k
l=1 pl ≤ 1. We define the Gaussian sequence ξ˜ = {ξ˜n, n ∈
N} by,
ξ˜1 = g1, and ξ˜n =
k∑
l=1
plξ˜n−l + gn, n ≥ 2, (5.1)
where ξ˜i = 0 for all i ≤ 0. Let V = {Vj,k; j, k ∈ N} denote the covariance of ξ˜.
Our goal is to prove Theorem 1.9. We begin by exhibiting some simple
properties V. Set
φn = E(ξ˜ng1), (5.2)
and note that
φ1 = 1 and φn =
k∑
l=1
plφn−l, n ≥ 2, (5.3)
where φn = 0 for all n ≤ 0. Since φ2 = p1 < 1 and
∑k
l=1 pl ≤ 1, we see that,
φn < 1, ∀n ≥ 2. (5.4)
We now write {ξ˜n} as a series with terms that are independent Gaussian
random variables.
Lemma 5.1
ξ˜n =
n∑
j=1
φn+1−jgj =
∑
j
φn+1−jgj , j ∈ N, (5.5)
(since the terms in the last sum are all equal to 0 when j /∈ [1, n]). Therefore,
Vm,n = E(ξ˜mξ˜n) =
m∧n∑
j=1
φm+1−jφn+1−j =
(m∧n)−1∑
j=0
φm−jφn−j, (5.6)
which implies, in particular, that
Vm,n ≤ m ∧ n, V1,1 = 1, and Vn,n = E(ξ˜ 2n ) ↑ . (5.7)
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Proof We give a proof by induction. Clearly (5.5) is true for n = 1. Then
using (5.1) and induction we have
ξ˜n =
k∑
l=1
plξ˜n−l + gn (5.8)
=
k∑
l=1
pl
∑
j≤n−1
φn−l+1−jgj + gn,
where in the second equality we change nothing by allowing j ≤ n− 1 rather
than j ≤ n− l, since φn = 0 for n < 1. Interchanging the order of summation
this is equal to
∑
j≤n−1
(
k∑
l=1
plφn−l+1−j
)
gj + gn (5.9)
=
∑
j≤n−1
φn+1−jgj + gn
where the last equality came from (5.3), since for j ≤ n−1 we have n+1−j ≥ 2.
This gives (5.5).
The statement in (5.6) follows immediately from (5.5); (5.7) is an imme-
diate consequence of (5.6), (5.4) and (5.3), since V1,1 = φ21.
We now introduce the matrix A which, with the additional condition that
its off diagonal elements are less that or equal to 0, is the negative of the Q
matrix for the continuous time symmetric Markov chains on N with potential
densities V = {Vj,k, j, k ∈ N}.
Lemma 5.2 Let A = {Am,n;m,n ∈ N} where,
Am,m = 1 +
k∑
i=1
p2i , ∀m ∈ N, (5.10)
Am,n = −p|m−n| +
k−|m−n|∑
l=1
pl p|m−n|+l, for all 1 ≤ |m− n| ≤ k, (5.11)
and
Am,n = 0, ∀ |m− n| > k. (5.12)
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Then
VA = AV = I, (5.13)
in the sense of multiplication of matrices. That is, for each i, l ∈ N,∑
j
Vi,jAj,l = δi,l, (5.14)
and similarly AV.
Clearly Am,n depends only on |m− n|. Set
a|m−n| = Am,n, n,m ∈ N. (5.15)
Note that A is a symmetric To¨eplitz matrix and that for j ≥ k + 1, the j-th
row of A has the form
0, . . . , 0, ak, . . . , a1, a0, a1, . . . , ak, 0, 0, . . . , (5.16)
where the initial sequence of zeros has j − k terms.
For j ≤ k the (j + 1)-st row of A has the form
aj , . . . , a1, a0, a1, . . . , ak, 0, 0, . . . . (5.17)
Here is an explicit example.
Example 5.1 When k = 2,
A = (5.18)
1 + p21 + p
2
2 −p1 + p1p2 −p2 0 0 0 . . .
−p1 + p1p2 1 + p21 + p22 −p1 + p1p2 −p2 0 0 . . .
−p2 −p1 + p1p2 1 + p21 + p22 −p1 + p1p2 −p2 0 . . .
0 −p2 −p1 + p1p2 1 + p21 + p22 −p1 + p1p2 −p2 . . .
...
...
...
...
...
...
. . .

(5.19)
We see that in this case A is a symmetric To¨eplitz matrix with five non-
zero diagonals. The row sums for all rows after the second row are equal to
(1− (p1 + p2))2. Note also that −A is a Q-matrix since, p1p2 ≤ p1.
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Proof of Lemma 5.2 We introduce two infinite matrices,
L =

1 0 0 . . . 0 0
...
... . . .
−p1 1 0 . . . 0 0
...
... . . .
−p2 −p1 1 . . . 0 0
...
... . . .
...
...
...
. . .
...
...
...
... . . .
−pk −pk−1 −pk−2 . . . −p1 1 0 0 . . .
0 −pk −pk−1 . . . −p2 −p1 1 0 . . .
...
...
...
. . .
...
...
...
...
. . .

, (5.20)
and
Φ =

φ1 0 0 . . . 0 0 0 0 . . .
φ2 φ1 0 . . . 0 0 0 0 . . .
φ3 φ2 φ1 . . . 0 0 0 0 . . .
...
...
...
. . .
...
...
...
...
. . .
φn φn−1 φn−2 . . . φ1 0 0 0 . . .
...
...
...
. . .
...
...
...
...
. . .

. (5.21)
where {φn} is given in (5.3).
It is easy to see that,
LΦ = ΦL = I, and LTΦT = ΦTLT = I. (5.22)
We also give is an analytical proof. Set p0 = −1 and pj = 0, j < 0, and write,
Li,j = −pi−j, i, j ∈ N. (5.23)
and
Φi,j = φi+1−j , i, j ∈ N. (5.24)
Consequently,
(LΦ)m,n = −
∑
j
pm−jφj+1−n (5.25)
= φm+1−n −
∑
n≤j<m
pm−jφj+1−n.
When n = m there are no non-zero terms in the final sum in (5.25) and since
φ1 = 1 we have (LΦ)n,n = 1. If m < n, all the terms in the last line of (5.25)
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are equal to 0, so we have (LΦ)m,n = 0. When m > n, we set l = m− j and
write (5.25) as,
(LΦ)m,n = φm+1−n −
m−n∑
l=1
plφm+1−n−l = 0, (5.26)
which follows from (5.3). Thus we see that LΦ = I. The second equality
in(5.22) follows similarly. The last two equalities in (5.22) follow immediately.
We now obtain (5.13). Note that it follows from (5.6) that for all m,n ∈ N,
(
ΦΦT
)
m,n
=
m∧n∑
j=1
φm+1−jφn+1−j = E
(
ξ˜mξ˜n
)
= Vm,n. (5.27)
We show below that A = LTL. Therefore,
∑
j
Vi,jAj,l =
∑
j
(∑
m
Φi,mΦ
T
m,j
)(∑
n
LTj,nLn,l
)
. (5.28)
It is easy to see that (5.14) holds, once we show that we can interchange
the order of summation in (5.28). This allows us to write,
∑
j
Vi,jAj,l =
∑
m
∑
n
Φi,m
∑
j
ΦTm,jL
T
j,n
Ln,l (5.29)
=
∑
m
∑
n
Φi,mδm,nLn,l =
∑
n
Φi,nLn,l = δi,l,
where we use (5.22) twice.
To show that we can interchange the order of summation in (5.28) it suffices
to show that for i and l fixed all the sums in (5.28) are only over a finite number
of terms that are not equal to 0. Making use of the fact that many of the terms
in L and Φ are equal to 0, we see that,
∑
m
Φi,mΦ
T
m,j =
i∑
m=1
Φi,mΦ
T
m,j (5.30)
and ∑
n
LTj,nLn,l =
l+k+1∑
n=l
LTj,nLn,l. (5.31)
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Furthermore, for each n, LTj,n = 0 when j > n. This shows that the summation
in (5.28) is only over a finite number of terms.
We show in (5.29) that VA = I. Since both V and A are symmetric, we
also have AV = I.
To show that A = LTL we take the product LTL to see that
Am,m = (L
TL)m,m =
∑
j
L2j,m =
∑
j
p2j−m = 1 +
k∑
i=1
p2i , (5.32)
and for n < m,
(LTL)m,n =
∑
j
Lj,mLj,n =
∑
j
pj−mpj−n (5.33)
= −pm−n +
∑
j>m
pj−mpj−n = −pm−n +
∑
l≥1
pl p(m−n)+l
= −pm−n +
k−(m−n)∑
l=1
pl p(m−n)+l,
where we make the substitution l = j−m at the next to last step and use the
fact that p(m−n)+l = 0 when (m− n) + l > k.
Since LTL is symmetric we get the same result when n and m are inter-
changed. It is clear that when |m − n| > k, LTLm,n = 0. This shows that
A = LTL.
The next lemma gives some properties of the matrix A. Note that we are
interested in the case in which V is the potential density of a Markov chain.
For this to be the case the off diagonal elements on A must be negative.
Lemma 5.3 Let A be as given in Lemma 5.2 and assume that
∑k
i=1 pi ≤ 1.
Then ∑
n∈N
Am,n =
(
1−
k∑
i=1
pi
)2
, m > k. (5.34)
Furthermore, when pi ↓,
Am,n ≤ 0, ∀n,m ∈ N, n 6= m, (5.35)
and ∑
n∈N
Am,n >
(
1−
k∑
i=1
pi
)2
, 1 ≤ m ≤ k. (5.36)
Therefore, −A is a Q-matrix with uniformly bounded entries.
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Proof To prove (5.34) we note that by Lemma 5.2, for m > k,
∑
n∈N
Am,n = a0 + 2
k∑
j=1
aj = 1 +
k∑
i=1
p2i + 2
k∑
i=1
(
−pi +
k−i∑
l=1
pl pi+l
)
=
(
1−
k∑
i=1
pi
)2
. (5.37)
For (5.35) we use (5.11) to see that for all 1 ≤ |m− n| ≤ k,
a|m−n| = Am,n ≤ −p|m−n| + p|m−n|+1
k−|m−n|∑
l=1
pl ≤ −p|m−n| + p|m−n|+1 ≤ 0.
(5.38)
To get (5.36) we note that by (5.17) the row sums of the first k rows of A omit
some of the terms ai, 1 ≤ i ≤ k, which are less than or equal to 0.
The final statement in the lemma follows from (5.35), (5.36) and (5.10).
Remark 5.1 It is clear that −A can be a Q-matrix with uniformly bounded
entries, even when {pi} are not decreasing. We see from Example 5.1 that when
k = 2, −A is always a Q-matrix with uniformly bounded entries. Nevertheless,
to keep the statement of Theorem 1.9 from being too cumbersome, we include
the hypothesis that pi ↓ .
The next theorem ties certain k-th order linear regressions to Markov
chains.
Theorem 5.1 Assume that pi ↓. Then V is the potential density of a Markov
chain on N with Q-matrix, −A.
The proof of this theorem depends on the following general result.
Lemma 5.4 Let Q be the Q-matrix of a transient Markov chain X on N and
assume that Q is a (2m+ 1)-diagonal matrix, with
sup
j∈N
|Qj,j| <∞. (5.39)
Let V be a matrix satisfying,
V Q = −I, and sup
i∈N
|Vk,i| <∞, ∀ k ∈ N. (5.40)
Then V is the potential density of X, and in particular has positive entries.
If
∑
i |Vk,i| < ∞, ∀ k ∈ N, then the same results hold without the require-
ment that Q is a (2m+ 1)-diagonal matrix.
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Proof Let U be the potential density of X. By (8.1),
−δi,l =
∑
j
Qi,jUj,l. (5.41)
Therefore,
−Vk,l =
∑
i
Vk,i
∑
j
Qi,jUj,l =
∑
i
∑
j
Vk,iQi,jUj,l. (5.42)
We show immediately below that we can interchange the order of summation.
Consequently, by (5.40), for all k, l ∈ N,
−Vk,l =
∑
j
∑
i
Vk,iQi,jUj,l = −
∑
j
δk,jUj,l = −Uk,l. (5.43)
This shows that V is the potential density of X.
To be able to interchange the order of summation in (5.42), we only need
to show that for each fixed k and l,∑
i
∑
j
|Vk,i||Qi,j|Uj,l <∞. (5.44)
We have Uj,l ≤ Ul,l for all j, and for each j there are at most 2m + 1
elements |Qi,j| that are not equal to 0. Therefore,∑
i
∑
j
|Vk,i||Qi,j|Uj,l ≤ Ul,l
∑
i
∑
j
|Vk,i||Qi,j | = Ul,l
∑
j
∑
i
|Vk,i||Qi,j|
≤ (2m+ 1)Ul,l sup
i
|Vk,i|
∑
j
|Qi,j|. (5.45)
Finally, using (1.19) we have
sup
i
|Vk,i|
∑
j
|Qi,j| ≤
(
sup
i
|Vk,i|
)
2 sup
j
|Qj,j| <∞. (5.46)
Thus we get (5.44).
If
∑
i |Vk,i| <∞, ∀ k ∈ N, then in place of (5.45) we have∑
i
∑
j
|Vk,i||Qi,j |Uj,l ≤ Ul,l
∑
i
∑
j
|Vk,i||Qi,j| = Ul,l
∑
i
|Vk,i|
∑
j
|Qi,j |
≤ Ul,l
(
2 sup
j
|Qj,j|
)∑
i
|Vk,i| <∞. (5.47)
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Proof of Theorem 5.1 The proof follows immediately from Lemma 5.4 once
we show that the hypotheses of the lemma are satisfied. The fact that −A is
a Q-matrix is given in Lemma 5.3.
The property that Q is a (2k+1)-diagonal matrix, the condition in (5.39)
and the first condition in (5.40) are given in Lemma 5.2.
The second condition in (5.40) is given in (5.7).
We now turn to the proof of Theorem 1.9. In this case we need sharp
estimates of the covariance V. To this end we introduce a generating function
for {φn}. Set
g(x) =
∞∑
n=0
φnx
n =
∞∑
n=1
φnx
n, (5.48)
since φ0 = 0. It follows from (5.4) that this converges for all |x| < 1.
Lemma 5.5 Let
P (x) = 1−
k∑
l=1
plx
l. (5.49)
Then for all |x| < 1,
g(x) =
x
P (x)
. (5.50)
Proof We have
∞∑
n=1
φnx
n = x+
∞∑
n=2
φnx
n = x+
∞∑
n=2
k∑
l=1
plφn−l xn (5.51)
= x+
k∑
l=1
plx
l
∞∑
n=2
φn−l xn−l,
where we use the fact that φn = 0 for n < 1. In addition
∞∑
n=2
φn−l xn−l =
l∑
n=2
φn−l xn−l +
∞∑
n=l+1
φn−l xn−l (5.52)
=
∞∑
n=l+1
φn−l xn−l =
∞∑
k=1
φk x
k = g(x).
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It follows from (5.51) and (5.52) that,
g(x) = x+ g(x)
k∑
l=1
plx
l, (5.53)
which gives (5.50).
Lemma 5.6 Let q1, . . . , qk be the roots of P (x) which may be complex. Then,
(i)
∑k
l=1 pl = 1 ⇐⇒ q1 = 1 is a simple root and |ql| > 1, l = 2, . . . , k.
(ii)
∑k
l=1 pl < 1 ⇐⇒ |ql| > 1, l = 1, . . . , k.
Proof Assume first that
∑k
l=1 pl = 1. Then it is obvious that q1 = 1 is a
root. Furthermore since,
P ′(1) = −
k∑
l=1
lpl < 0, (5.54)
it is not a multiple root. Also, note that
1 =
∣∣∣ k∑
l=1
plx
l
∣∣∣ ≤ k∑
l=1
pl|x|l, (5.55)
with strict inequality when |x| = 1 and x 6= 1. Therefore, |ql| > 1 for all
l = 2, . . . , k.
If
∑k
l=1 pl < 1 it is clear from (5.55) that |ql| > 1 for all l = 1, . . . , k.
We now give a formula for φ = {φn}. Define
c1 =
1∑k
l=1 lpl
. (5.56)
Lemma 5.7 Let P (x) be as given in (5.49) and assume that it has distinct
roots ql of degree dl, l = 1, . . . , k
′.
(i) If
∑k
l=1 pl < 1, where k =
∑k′
l=1 dl, then all |ql| > 1 and,
φn =
k′∑
l=1
dl∑
j=1
Bj(ql)×
(
j − 1 + n
j − 1
)(
1
ql
)n
, (5.57)
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where
Bj(ql) =
(−1)j
qjl (dl − j)!
lim
x→ql
D(dl−j)
x(x− ql)dl
P (x)
. (5.58)
Furthermore,
‖φ‖1 = 1
P (1)
<∞. (5.59)
(ii) If
∑k
l=1 pl = 1 the roots of P (x) can be arranged so that q1 = d1 = 1 and
|ql| > 1, for l = 2, . . . , k′. In this case,
φn = c1 + ψn, (5.60)
where,
ψn =
k′∑
l=2
dl∑
j=1
Bj(ql)×
(
j − 1 + n
j − 1
)(
1
ql
)n
. (5.61)
Furthermore,
‖ψ‖1 <∞. (5.62)
Proof Suppose more generally that P (x) is a polynomial with P (0) 6= 0 and
distinct roots ql of degree dl, l = 1, . . . , k
′. Then we can write,
x
P (x)
=
k′∑
l=1
dl∑
j=1
al,j
(x− ql)j (5.63)
where
al,j =
1
(dl − j)!
lim
x→ql
D(dl−j)
x(x− ql)dl
P (x)
. (5.64)
For lack of a suitable reference we provide a simple proof. Let
f(x) =
x
P (x)
−
k′∑
l=1
dl∑
j=1
al,j
(x− ql)j . (5.65)
The function f(x) is a rational function which can only have finite poles at ql
of degrees ≤ dl, l = 1, . . . , k′. Consider
(x− ql)dlf(x) (5.66)
=
x(x− ql)dl
P (x)
−
k′∑
l′=1,l′ 6=l
dl′∑
j=1
al′,j(x− ql)dl
(x− ql′)j +
dl∑
j=1
al,j(x− ql)dl−j .
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Considering the definition of the al,j in (5.64), we see that,
lim
x→ql
D(dl−j)(x− ql)dlf(x) = 0, (5.67)
for all 1 ≤ j ≤ dl, and all l = 1, . . . , k′. This shows that the rational function
f(x) has no finite poles, which implies that f(x) is a polynomial, and since
limx→∞ f(x) = 0, we must have f(x) ≡ 0. Using (5.65) we get (5.63).
Let
Bj(ql) =
al,j(−1)j
qjl
. (5.68)
Then if all the |ql| > 1 it follows from (5.63) that for all |x| ≤ 1,
x
P (x)
=
k′∑
l=1
dl∑
j=1
al,j(−1)j
qjl (1− x/ql)j
(5.69)
=
∞∑
n=0
k′∑
l=1
dl∑
j=1
Bj(ql)×
(
j − 1 + n
j − 1
)(
1
ql
)n
xn.
Therefore, using (5.48) and (5.50) we see that for all |x| < 1
∞∑
n=0
φnx
n =
∞∑
n=0
k′∑
l=1
dl∑
j=1
Bj(ql)×
(
j − 1 + n
j − 1
)(
1
ql
)n
xn. (5.70)
This proves (5.57). Since all |ql| > 1 it is clear that (5.70) converges for x = 1
so that by combining the last two displays we see that,
1
P (1)
=
∞∑
n=0
φn. (5.71)
Since by (5.3), φn ≥ 0 for all n ∈ N, we get (5.59).
For (ii) we see that as in (5.69) for all |x| < 1,
x
P (x)
=
∞∑
n=0
B1(1) + k′∑
l=2
dl∑
j=1
Bj(ql)×
(
j − 1 + n
j − 1
)(
1
ql
)nxn, (5.72)
where
B1(1) = − lim
x→1
x(x− 1)
P (x)
= − 1
P ′(1)
= c1, (5.73)
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by L’Hospital’s Rule and (5.54). This gives (5.60), in which
ψn =
k′∑
l=2
dl∑
j=1
Bj(ql)×
(
j − 1 + n
j − 1
)(
1
ql
)n
. (5.74)
Since |ql| > 1, 2 ≤ l ≤ k′, it is clear that ‖ψ‖1 <∞.
Example 5.2 Suppose that P (x) has real roots, a and −b, where a has mul-
tiplicity 1 and −b has multiplicity 2, and a ≥ 1. In this case
P (x) = − 1
ab2
(x− a)(x+ b)2 (5.75)
= 1− 1
ab2
(
x3 + (2b − a)x2 + (b2 − 2ab)x) (5.76)
Therefore,
p1 =
b2 − 2ab
ab2
, p2 =
2b− a
ab2
, p3 =
1
ab2
. (5.77)
When b > 2(a + 1), p1 > p2 > p3. (We know from Lemma 5.6 that we must
have a ≥ 1 and that ∑3j=1 pj ≤ 1 and is equal to 1 if and only if a = 1.)
We have
B1(a) =
(−1)
a
lim
x→a
x(−ab2)
(x+ b)2
=
ab2
(a+ b)2
. (5.78)
B1(−b) = 1
b
(−ab2) lim
x→−b
D(1)
x
(x− a) =
a2b
(a+ b)2
(5.79)
B2(−b) = −ab
2
b2
lim
x→−b
x
(x− a) = −
ab
(a+ b)
(5.80)
Therefore,
φn =
ab2
(a+ b)2
(
1
a
)n
−
(
ab
(a+ b)
(n+ 1)− a
2b
(a+ b)2
)(
1
−b
)n
(5.81)
=
ab2
(a+ b)2
(
1
a
)n
+ (−1)n+1
(
abn
(a+ b)
+
ab2
(a+ b)2
)(
1
b
)n
(5.82)
When a = 1 this is,
φn =
b2
(1 + b)2
+ (−1)n+1
(
bn
(1 + b)
+
b2
(1 + b)2
)(
1
b
)n
. (5.83)
One can check that in this case,
3∑
j=1
jpj =
(1 + b)2
b2
. (5.84)
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Proof of Theorem 1.9, (1.55) We use Theorem 1.2. To begin we obtain
the denominator in (1.8). Let ξ = {ξn, n ∈ N} be a Gaussian sequence de-
fined exactly as ξ˜ is defined in (5.1) but with the additional conditions that∑k
l=1 pl = 1. We now show that
lim sup
n→∞
ξn
(2n log log n)1/2
=
1∑k
l=1 lpl
a.s. (5.85)
It follows from Lemma 5.7 (ii) that,
φn = c1 + ψn, where ψ ∈ ℓ+1 . (5.86)
By (5.5) we can write
ξn = c1Sn + ρn, (5.87)
where
Sn =
n∑
j=1
gj and ρn =
n∑
j=1
ψn+1−jgj . (5.88)
Note that E
(
ρ2n
) ≤ ‖ψ‖22 for all n ∈ N. It follows from the Borel-Cantelli
Lemma that,
lim
j→∞
|ρj|√
2 log j
≤ ‖ψ‖2 a.s. (5.89)
It now follows from (5.87) and the standard law of the iterated logarithm for
Sn that (5.85) holds.
We now show that (1.7) holds. Let V = {Vj,k; j, k ∈ N} be as in (5.6). We
now find an estimate for the row sums of (V(l, n))−1. For n ≥ k set
Ξ(l, n) = (ξl+1, ξl+2, . . . , ξl+n) (5.90)
and
G(l, n) = (ηl+1, . . . , ηl+k, gl+k+1, gl+k+1, . . . , gl+n), (5.91)
where
ηl+j = ξl+j −
j−1∑
i=1
piξl+j−i, j = 1 . . . , k. (5.92)
Note that this is similar in form to (5.1), but starting from l + 1.
We use several lemmas. The first one is easy to verify.
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Lemma 5.8
G(l, n)T = L(l, n)Ξ(l, n)T , (5.93)
where L is given in (5.20).
It follows from (5.93) that,
G(l, n)TG(l, n) = L(l, n)Ξ(l, n)TΞ(l, n)L(l, n)T . (5.94)
We take the expectation of each side and get the vector equation,
B ⊗ In−k = L(l, n)W (l, n)L(l, n)T , (5.95)
where
B = Cov(ηl+1, . . . , ηl+k).
Lemma 5.9
(V(l, n))−1 1n =
(
(V(l, k))−1 1k
0
)
, (5.96)
where 1m denotes an m dimensional column vector with all of its components
equal to 1.
Note that (V(l, n))−1 1n is an n dimensional vector with components that
are the row sums of (V(l, n))−1. Therefore, (5.96) states that the first k row
sums of (V(l, n))−1 are equal to the row sums of (V(l, k))−1, and the remaining
row sums are equal to 0.
Proof Using (5.95) we see that
(V(l, n))−1 = L(l, n)T (B−1 ⊗ In−k)L(l, n). (5.97)
In addition, since L(l, n) is a lower triangular matrix we can write it in the
block form,
L(l, n) =
(
F 0
G H
)
, (5.98)
where F is a k × k matrix. It is easy to check that
(L(l, n))−1 =
(
F−1 0
−H−1GF−1 H−1
)
. (5.99)
We also note that since all row sums of L(l, n) after the k-th row are equal to
zero,
L(l, n)1n =
(
F1k
0
)
. (5.100)
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It follows from (5.97) that
(V(l, n))−1 1n = L(l, n)T
(
B−1 ⊗ In−k
)
L(l, n)1n. (5.101)
Using (5.100) we see that,
(
B−1 ⊗ In−k
)
L(l, n)1n =
(
B−1F1k
0
)
. (5.102)
Consequently,
(V(l, n))−1 1n =
(
F T GT
0 HT
)(
B−1F1k
0
)
=
(
F TB−1F1k
0
)
. (5.103)
On the other hand, by (5.95) ,(
F−1 0
−H−1GF−1 H−1
)(
B 0
0 I
)(
F−1 0
−H−1GF−1 H−1
)T
= V(l, n),
from which we obtain
F−1B(F T )−1 = V(l, k). (5.104)
Consequently,
F TB−1F = (V(l, k))−1 . (5.105)
Using this and (5.103) we get (5.96).
We now consider V(l, k).
Lemma 5.10 When
∑k
l=1 pl = 1,
E (ξmξn) = c
2
1(m ∧ n) + an,m, (5.106)
where |am,n| ≤ D <∞, for all m,n ∈ N.
Proof By (5.6) and Lemma 5.7 (ii), when m ≤ n, we have
E (ξmξn) =
m−1∑
j=0
φm−jφn−j (5.107)
= c21m+ c1
m−1∑
j=0
ψm−j + c1
m−1∑
j=0
ψn−j
+c21
m−1∑
j=0
ψm−jψn−j.
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Clearly, for all p ≥ m, ∣∣∣∣m−1∑
j=0
ψp−j
∣∣∣∣ ≤ ∞∑
j=1
|ψj | = ‖ψ‖1, (5.108)
and, ∣∣∣∣m−1∑
j=0
ψm−jψn−j
∣∣∣∣ ≤ ∞∑
j=1
|ψj |2 = ‖ψ‖22,
where we use the Schwartz Inequality. Combining all these inequalities we see
that for m ≤ n,
E (ξmξn) = c
2
1(m ∧ n) + an,m, (5.109)
where,
|am,n| ≤ 2c1‖ψ‖1 + (c1‖ψ‖2)2 := D <∞. (5.110)
The next lemma is used to obtain (1.7).
Lemma 5.11 For all 1 ≤ i ≤ k,
k∑
j=1
V(l, k)i,j = O (1/l) . (5.111)
Proof It follow from Theorem 5.1 that V is the potential density of a Markov
chain. Therefore so is V(l, k). Consequently, V(l, k)−1 is an M-matrix with
positive row sums. This gives the first inequality in (5.112) below,
|V(l, k)j,i| ≤ V(l, k)j,j ≤ Aj,j ≤ 2. (5.112)
The second inequality in (5.112) follows from Lemma 5.12, below. The third
inequality in (5.112) is given in (5.32).
Clearly,
k∑
j=1
V(l, k)i,jV(l, k)j,i = 1, 1 ≤ i ≤ k. (5.113)
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Furthermore, by Lemma 5.10,
1 =
k∑
j=1
V(l, k)i,jV(l, k)j,i (5.114)
= c21
k∑
j=1
((l + i) ∧ (l + j))V(l, k)i,j +
k∑
j=1
al+i,l+jV(l, k)j,i
= c21l
k∑
j=1
V(l, k)i,j + c21
k∑
j=1
(i ∧ j)V(l, k)i,j +
k∑
j=1
al+i,l+jV(l, k)j,i.
Therefore,
c21l
k∑
j=1
V(l, k)i,j ≤ 1 + (c21k +D)
k∑
j=1
|V(l, k)i,j | (5.115)
≤ 1 + 2k(c21k +D),
where we use (5.112). This gives (5.111).
Lemma 5.12 Let X=(Ω,Ft,Xt, θt, P x) be a transient symmetric Borel right
process with state space N, and potential densities U = {Uj,k, j, k ∈ N} and
Q-matrix, Q. Assume that
Uj,k > 0 and |Qj,j| <∞, ∀ j, k ∈ N. (5.116)
Then for any distinct sequence l1, l2, . . . , ln in N, the matrix K = {Uli,lk}ni,j=1
is invertible and,
Kj,j ≤ |Qlj ,lj |, ∀ 1 ≤ j ≤ n. (5.117)
Proof We follow the proof of [8, Lemma A.1]. For all k ∈ N set,
Lkt =
∫ t
0
1{Xs=k} ds. (5.118)
It follows from this that for all or all j, k ∈ N we have,
Uj,k = E
j
(
Lk∞
)
. (5.119)
Define the stopping time,
σ = inf{t ≥ 0 |Xt ∈ {l1, l2, . . . , ln,∆} ∩ {X0}c} (5.120)
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which may be infinite. By [8, (A.5)],
Kj,j ≤ 1
Elj
(
L
lj
σ
) . (5.121)
On the other hand, the amount of time Xt, starting at lj , remains at lj is,
σj := inf{t ≥ 0 |Xt ∈ {lj}c}, (5.122)
which implies, by (5.118) that,
L
lj
σj = σj. (5.123)
In addition, σj ≤ σ, so that Elj
(
L
lj
σj
)
≤ Elj
(
L
lj
σ
)
. Therefore, it follows from
(5.121) and (5.123) that
Kj,j ≤ 1
Elj
(
L
lj
σj
) = 1
Elj (σj)
. (5.124)
Since σj is an exponential random variable with mean 1/|Qlj ,lj |; (see [12,
Section 2.6]), we get (5.117).
We now consider the potentials corresponding to V.
Lemma 5.13 Let f = Vh, where h ∈ ℓ+1 . Then
fj = g(j) + ρj, ∀j ∈ N, (5.125)
where g is an increasing strictly concave function and supj ρj = d‖h‖1 for
some finite constant d.
Proof We show in (5.106) that,
Vj,k = c21(j ∧ k) + aj,k, (5.126)
where |aj,k| ≤ d. Therefore
fj = c
2
1
∞∑
k=1
(j ∧ k)hk +
∞∑
k=1
hkaj,k. (5.127)
The lemma now follows from Theorem 2.2.
The next lemma shows that (1.7) holds.
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Lemma 5.14 Let f = Vh, where h ∈ ℓ+1 . Then
n∑
j,p=1
(V(l, n))j,pfp+l = ol (1) , uniformly in n. (5.128)
Proof It follows from Lemmas 5.9 and 5.11 that for all l sufficiently large,
there exists a constant C such that,
n∑
j,p=1
(V(l, n))j,pfp+l =
n∑
p=1
fp+l
n∑
j=1
(V(l, n))p,j (5.129)
=
k∑
p=1
fp+l
k∑
j=1
(V(l, k))p,j ≤ Cfl+k
l
.
By Lemma 5.13, f(j) = o(j) and since k is a fixed number, we get (5.128).
Proof of Theorem 1.9 (1.55) continued This follows from Theorem 1.2.
Lemma 5.14 shows that (1.7) holds. The limit result in (5.85) identifies the
denominator in (1.8), and Lemma 5.13 gives (1.9).
Proof of Theorem 1.9, (1.53) This follows from Theorem 1.3. We show
that the hypotheses in (1.11) are satisfied. It follows from (5.7) that infj≥1 Vj,j
= 1. Therefore, the first condition in (1.11) is satisfied. In addition, by (5.6),
when n ≥ m,
Vm,n =
m−1∑
j=0
φm−jφn−j =
m∑
j=1
φjφn−m+j (5.130)
Therefore,
∞∑
n=m
Vm,n =
m∑
j=1
φj
∞∑
n=m
φn−m+j ≤ ‖φ‖21. (5.131)
Obviously, this holds when n < m so we see that the second condition in (1.11)
is also satisfied.
Furthermore, we see that
lim
n→∞Vn,n = ‖φ‖
2
2 := c
∗. (5.132)
Therefore, (1.53) follows from Theorem 1.3.
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To obtain the upper bound in (1.54) we note that by (5.1),
E
(
ξ˜ 2n
)
= E
(
k∑
l=1
plξ˜n−l
)2
+ 1 (5.133)
=
k∑
l,l′=1
plpl′E(ξ˜n−lξ˜n−l′) + 1
≤
(
k∑
l=1
pl
)2
E
(
ξ˜ 2n
)
+ 1.
Here we use the Cauchy-Schwarz Inequality and the fact that E(ξ2n) ↑ to get,
E(ξ˜n−lξ˜n−l′) ≤
(
E(ξ˜ 2n−l)E(ξ˜
2
n−l′)
)1/2
≤ E
(
ξ˜ 2n
)
. (5.134)
The lower bound is obtained from (5.3). We can add additional terms in
situations where it is useful.
The fact that f ∈ c+0 if and only if f = Vh, where h ∈ c+0 follows from
Lemma 7.2 once we show that (7.20) holds. To see this we note that.
n/2∑
m=1
Vm,n =
n/2∑
m=1
m∑
j=1
φjφn−m+j =
m∑
j=1
φj
n/2∑
m=1
φn−m+j
≤ ‖φ‖1
∞∑
k=n/2
φk. (5.135)
Remark 5.2 It follows from Lemma 5.7 (i) that
c∗ = ‖φ‖22 =
k′∑
l,l′=1
dl∑
j=1
dl′∑
j′=1
Bj(ql)Bj′(ql′)Fj,j′(qlql′), (5.136)
where Bj(ql) is given in (5.58) and
Fj,j′(qlql′) =
∞∑
n=0
(
j − 1 + n
j − 1
)(
j′ − 1 + n
j′ − 1
)(
1
qlql′
)n
. (5.137)
Example 5.3 Suppose that
P (x) = − 1
ab
(x− a)(x+ b) = 1− 1
ab
(x2 + (b− a)x) (5.138)
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where a > 1 and b ≥ a. This assures us that p1 and p2 > 0 and that p1+p2 < 1.
We have
B1(a) =
−1
a
lim
x→a
x(x− a)(−ab)
P (x)
=
ab
a+ b
. (5.139)
Similarly,
B1(−b) = 1
b
lim
x→−b
x(x+ b)(−ab)
P (x)
= − ab
a+ b
. (5.140)
Consequently,
c∗ =
(
ab
a+ b
)2 (
F1,1(a
2) + F1,1(b
2)− 2F1,1(a(−b))
)
, (5.141)
=
(
ab
a+ b
)2( a2
a2 − 1 +
b2
b2 − 1 − 2
ab
ab+ 1
)
, (5.142)
For a concrete example suppose that a = −1 +√5 and −b = −(1 +√5).
(These are the roots of x2/4 + x/2− 1.) Then,
‖φ‖22 =
4
5
(
6− 2√5
5− 2√5 +
6 + 2
√
5
5 + 2
√
5
− 8
5
)
=
48
25
≈ 1.92.
(The bound in (1.54) is 16/7≈ 2.28.)
Proof of Theorem 1.10 Consider {Y˜α,tj , j ∈ N}. This is an α-permanental
sequence with kernel,
V˜tj ,tk = Vtj ,tk + ftk , j, k ∈ N. (5.143)
It follows from (5.106) that for an increasing sequence {tj},
V˜tj ,tk = c21(tj ∧ tk) +O(1) + ftk , j, k ∈ N. (5.144)
Set
V̂tj ,tk =
V˜tj ,tk
(V˜tj ,tj)1/2(V˜tk,tk)1/2
. (5.145)
For tj ≤ tk we have,
V̂tj ,tk + V̂tk,tj =
2tj +O(1) + ftk + ftj
(tjtk)1/2
. (5.146)
75
Using the hypothesis that fj = o(j
1/2) we see that for tj ≤ tk,
V̂tj ,tk + V̂tk,tj = 2
(
tj
tk
)1/2
+ o(1), as tj →∞. (5.147)
In particular if tj = θ
j for some θ > 1, for all j ∈ N, we have
V̂tj ,tk + V̂tk,tj = 2θ−|k−j|/2 + o(1), as j, k →∞., (5.148)
Also, it is easy to see that,
V̂θj ,θk − V̂θk,θj = o(1), as j, k →∞. (5.149)
The estimates in (5.148) and (5.149) enable us to show that the hypotheses
in [10, Lemma 7.1] are satisfied. Therefore, by taking θ sufficiently large we
have that any ǫ > 0,
lim sup
j→∞
Y˜α,θj
θj log j
≥ 1− ǫ. (5.150)
This gives the lower bound in (1.55) for all α > 0.
Extending the genealizaton of first order linear regressions in (4.72), we
generalize the class of higher order Gaussian autoregressive sequences and
find their covariances. In the beginning of this section we consider a class of
k−th order autoregressive Gaussian sequences, ξ˜ = {ξ˜n, n ∈ N}, for k ≥ 2. Let
g1, g2, . . . be independent standard normal random variables and let pi > 0,
i = 1, . . . , k, with
∑k
l=1 pl ≤ 1. We define the Gaussian sequence ξ = {ξn, n ∈
N} by,
ξ1 =
g1
a
, and ξn =
k∑
l=1
plξn−l + gn, n ≥ 2, (5.151)
where ξi = 0 for all i ≤ 0 and a 6= 0.
Lemma 5.15
V [a2]m,n := E(ξmξn) =
1− a2
a2
φmφn + E
(
ξ˜mξ˜n
)
(5.152)
=
1− a2
a2
Vm,1V1,n + Vm,n.
Furthermore, for all j ∈ N,
lim
j→∞
V [a2]j,j
Vj,j = 1. (5.153)
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Proof Generalizing (5.5) in Lemma 5.1 we have,
ξn = φn
g1
a
+
n∑
j=2
φn+1−jgj , (5.154)
where the φn are defined in (5.2) for ξ˜n, not ξn. The only difference between
this and (5.5) is that g1 is replaced by g1/a. Therefore, it follows from this
and (5.6) that,
E(ξmξn) =
φnφm
a2
+
m∧n∑
j=2
φm+1−jφn+1−j (5.155)
=
1− a2
a2
φmφn + E
(
ξ˜mξ˜n
)
.
The last equation in (5.152) follows from (5.6).
To obtain (5.153) we note that by (5.152),
V [a2]j,j = Vj,j +
1− a2
a2
φ2j . (5.156)
If
∑k
j=1 pj < 1 it follows from (5.59) that {φj} ∈ ℓ1. This gives (5.153) in this
case. When
∑k
j=1 pj = 1 it follows from (5.60) and (5.61) that φj = c1 + ψj
where {ψj} ∈ ℓ1. Since limj→∞ Vj,j =∞ in this case we also get (5.153).
We now show that V [a2]m,n is the potential density of a transient Markov
chain. For the reason given in Remark 5.1 we assume that pi ↓.
Consider the matrix A defined in Lemma 5.2. We generalize this matrix by
replacing A1,1 = 1+
∑k
i=1 p
2
i by a
2 +
∑k
i=1 p
2
i . Denote the generalized matrix
by A[a
2]. In this notation A = A[1].
Theorem 5.2 If
a2 ≥ 1
2
(
k∑
i=1
pi
(
2−
k∑
i=1
pi
)
−
k∑
i=1
p2i
)
, (5.157)
then |a| > 0 and −A[a2] is the Q-matrix of a transient Markov chain Y [a2] with
potential density {V [a2]m,n; m,n ∈ N}.
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Proof We show in Lemma 5.3, (5.36), that them−th row sums of the −A[a2],
2 ≤ m ≤ k are strictly greater than 0. Therefore, to see that −A[a2] is a Q-
matrix of a transient Markov chain, it suffices to check that the first row sum
of A[a
2] is greater than or equal to 0. We write this row sum as,
∞∑
j=1
A
[a2]
1,j = a
2 +
k∑
i=1
p2i + γ, (5.158)
where γ is the sum of all terms to the right of the diagonal. It follows from
(5.37) that,
1 +
k∑
i=1
p2i + 2γ =
(
1−
k∑
i=1
pi
)2
. (5.159)
Therefore,
γ = −1
2
1 + k∑
i=1
p2i −
(
1−
k∑
i=1
pi
)2 . (5.160)
By (5.158) we see that the first row sum of A[a
2] is strictly greater than zero
if,
a2 ≥ −γ −
k∑
i=1
p2i , (5.161)
which gives (5.157).
Note that
−γ −
k∑
i=1
p2i =
1
2
(
k∑
i=1
pi
(
2−
k∑
i=1
pi
)
−
k∑
i=1
p2i
)
. (5.162)
It is easy to see that unless p1 = 1 the right-hand side of (5.161) is strictly
greater than 0. Since this is not possible by hypothesis, we see that |a| > 0.
Assume that (5.157) holds. As in the proof of Theorem 5.1, to show that
V [a2] is the potential density for the Markov chain with Q-matrix −A[a2] it
suffices to show that
V [a2]A[a2] = I. (5.163)
Using (5.152) we see that (5.163) can be writen as,
∞∑
j=1
(
1− a2
a2
Vm,1V1,j + Vm,j
)(
Aj,n + (a
2 − 1)δ1(j)δ1(n)
)
= δm,n. (5.164)
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Since VA = I by (5.14) and V1,1 = 1, we need only show that for all m,
1− a2
a2
Vm,1
∞∑
j=1
V1,jAj,n + 1− a
2
a2
(a2 − 1)Vm,1δ1(n) + (a2 − 1)Vm,1δ1(n) = 0,
which follows easily since
∑∞
j=1 V1,jAj,n = δ1(n).
We use Theorem 5.2 to extend Theorem 1.9 to potentials of the form V [a2].
Theorem 5.3 Suppose that a2 satisfies (5.157). Then Theorem 1.9 holds with
Y and V replaced by Y [a2] and V [a2].
Proof The analogue of (1.53) follows from Theorem 1.3 as in the proof of
Theorem 1.9, (i). We now verify that the conditions for Theorem 1.3 are
satisfied. By (5.152)
V [a2]i,j = Vi,j +
1− a2
a2
φiφj . (5.165)
Therefore, by (5.131) and the fact that φi ≤ 1 for all i ∈ N,
∞∑
j=1
V [a2]i,j =
∞∑
j=1
Vi,j + 1− a
2
a2
φi
∞∑
j=1
φj (5.166)
≤ 2‖φ‖21 +
1− a2
a2
‖φ‖21 =
1 + a2
a2
‖φ‖21.
Therefore, V [a2] satisfies the second condition in (1.11).
Since −A[a2] is a Q-matrix, V [a2]j,j > 0 for each j ∈ N. In addition it follows
from (5.131) and (5.153) that
lim
j→∞
V [a2]j,j = c∗. (5.167)
Therefore, V [a2] also satisfies the first condition in (1.11). Using (5.167) and
Theorem 1.3 we get the analogue (1.53).
The proof of the analogue of (1.55) follows from a slight generalization
of the proof of Theorem 1.9, (ii). We find an estimate for the row sums
of
(
V [a2](l, n)
)−1
. Consider the terms defined in (5.90)–(5.92) but with ξ
replaced by ξ defined in (5.151). Lemmas 5.8 and 5.9 continue to hold with
this substitution. The next lemma gives an analogue of Lemma 5.10.
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Lemma 5.16 When
∑k
l=1 pl = 1,
E
(
ξmξn
)
= c21(m ∧ n) + a′n,m, (5.168)
where |a′m,n| ≤ D′ <∞, for all m,n ∈ N.
Proof This follows immediately from (5.155), (5.106) and then the fact that
φi ≤ 1 for all i ∈ N.
Proof of Theorem 5.3 continued Using Lemma 5.16 and following the
proof of Lemma 5.11 we see that (5.111) holds for V [a2]. Similarly, Lemmas
5.13 and 5.14 hold for V [a2]. Consequently the proof of the analogue (1.55)
follows immediately from the proof of Theorem 1.9.
Theorem 1.10 also holds for potentials of the form V [a2].
Theorem 5.4 Under the hypotheses of Theorem 5.3 assume in addition that
fj = o(j
1/2) as j →∞. Then the analogue (1.55) holds for all α > 0.
Proof This is immediate since Lemma 5.16 gives (5.144).
Remark 5.3 Similar to what we point out in Remark 4.3 the condition in
(5.157) is necessary for V [a2] to be the potential of a Markov chain whereas
(5.152) holds for all a 6= 0.
6 Proof of Theorem 1.2
Let H = {Hj,k; j, k = 1, . . . , n} be an n × n matrix with positive entries. We
define,
HSym = {(Hi,jHj,i)1/2}ni,j=1. (6.1)
Let K be an n× n inverse M -matrix and let A = K−1. We define
Asym =
{
Aj,j j = 1, . . . , n
−(Ai,jAj,i)1/2 i, j = 1, . . . , n, i 6= j , (6.2)
and
Kisymi = (Asym)
−1. (6.3)
(The notation isymi stands for: take the inverse, symmetrize and take the
inverse again.) Obviously, when K is symmetric, Asym = A and Kisymi = K,
but when K is not symmetric, Kisymi 6= K.
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Lemma 6.1 The matrix Kisymi is an inverse M -matrix and, consequently is
the kernel of α-permanental random variables.
Proof The matrix A = K−1 is a non-singular M -matrix. Therefore, by
[9, Lemma 3.3], Asym is a non-singular M -matrix. We denote its inverse by
Kisymi. The fact that Kisymi is the kernel of α-permanental random variables
follows from [3, Lemma 4.2].
Theorem 1.2 is an application of the next lemma which is [9, Corollary
3.1].
Lemma 6.2 For any α > 0 let X˜α = (X˜α,0, X˜α,1, . . . , X˜α,n) be an α-permanental
random variable with kernel K(n + 1) that is an inverse M -matrix and set
A(n + 1) = K(n + 1)−1. Let Y˜α = (Y˜α,0, Y˜α,1, . . . , Y˜α,n) be the α-permanental
random variable determined by K(n + 1)isymi. Then for all functions g of
X˜α(n+ 1) and Y˜α(n+ 1) and sets B in the range of g,
|A(n+ 1)|α
|A(n + 1)sym|αP
(
g(Y˜α(n+ 1)) ∈ B
)
≤ P
(
g(X˜α(n+ 1)) ∈ B
)
(6.4)
≤
(
1− |A(n + 1)|
α
|A(n + 1)sym|α
)
+
|A(n+ 1)|α
|A(n + 1)sym|αP
(
g(Y˜α(n+ 1)) ∈ B
)
.
It is clear that for this lemma to be useful we would like to have |A(n+ 1)|α/
|A(n + 1)sym|α close to 1.
To obtain limit theorems we apply this lemma to sequences X˜α(l, n+1) =
(X˜α,l, X˜α,l+1, . . . , X˜α,l+n) with kernels K(l, n+ 1) and consider
νl,n :=
|A(l, n + 1)sym|
|A(l, n + 1)| , (6.5)
where A(l, n+1) = (K(l, n+1))−1. (Y˜α(l, n+1) is the α-permanental random
variable determined by K(l, n+ 1)isymi.)
Here is how we obtain the matrices K(l, n+ 1). We start with a transient
symmetric Borel right process, sayX, with state space N, and potential density
U = {Uj,k}∞j,k=1. Then by [8, Lemma A.1],
U(l, n) = {Ul+j,l+k}nj,k=1, (6.6)
is the potential density of a transient symmetric Borel right process, say X̂ on
{1, . . . , n}. This implies that U(l, n) is3 a symmetric inverse M matrix with
positive row sums, i.e.,
∑n
k=1(U(l, n))
j,k ≥ 0, for all 1 ≤ j ≤ n.
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Let f = {fn}n∈N be an excessive function with respect to X. It follows
from Theorem 1.1 that,
U˜(l, n) = {Ul+j,l+k + fl+k}nj,k=1 (6.7)
is the kernel of an α-permanental vector. We define K(l, n + 1) to be an
extension of U˜(l.n) in the following way:
K(l, n+ 1)j,0 = 1, j = 0, . . . , n,
K(l, n+ 1)0,k = fl+k, k = 1, . . . , n,
K(l, n+ 1)j,k = Ul+j,l+k + fl+k, j, k = 1, . . . , n.
(6.8)
Written out this is,
K(l, n + 1) =

1 fl+1 . . . fl+n
1 Ul+1,1 + fl+1 . . . Ul+1,n + fl+n
...
...
. . .
...
1 Ul+n,1 + fl+1 . . . Ul+n,n + fl+n
 . (6.9)
It is clear from (6.9), by subtracting the first row from all other rows, that,
|K(l, n + 1)| = |U(l, n)|. (6.10)
Therefore K(l, n + 1) is invertible. Let A(l, n + 1) = K(l, n + 1)−1. By
multiplying the following matrix on the right by K(l, n + 1) one can check
that,
A(l, n + 1) =

1 + ρl,n −
∑n
j=1(U(l, n))
j,1fl+j . . . −
∑n
j=1(U(l, n))
j,nfl+j
−∑nk=1(U(l, n))1,k U(l, n)1,1 . . . U(l, n)1,n
...
...
. . .
...
−∑nk=1(U(l, n))n,k U(l, n)n,1 . . . U(l, n)n,n

(6.11)
where
ρl,n =
n∑
j,k=1
(U(l, n))j,kfl+k. (6.12)
Note that all the row sums of A(l, n+1) are equal to 0, except for the first
row sum which is equal to 1. Also the terms U(l, n)j,k, j, k = 1, . . . , n, j 6= k
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are negative because U(l, n) is an inverse M matrix. Therefore, to show that
A(l, n + 1) is an M-matrix with positive row sums we need only check that
n∑
j=1
(U(l, n))j,kfl+j ≥ 0, ∀ 1 ≤ k ≤ n. (6.13)
We first consider the case in which,
f = Uh, h ∈ l+1 . (6.14)
We point out in the second paragraph after the statement of Theorem 1.1 that
in this case fj <∞, for all j ∈ N.
It follows from [10, Theorem 6.1] applied to the transient symmetric Borel
right process Z, with state space N and potential f in (6.14) that we can
obtain a transient symmetric Borel right process Z˜, with state space N ∪ ∗,
where ∗ is an isolated point, such that Z˜ has potential densities
U˜j,k = Uj,k + fk, j, k ∈ N (6.15)
U˜∗,k = fk, and U˜j,∗ = U˜∗,∗ = 1.
It then follows from [8, Lemma A.1] that K(l, n + 1), defined in (6.8), is
invertible and its inverse, A(l+n) is a nonsingular M matrix, so (6.13) holds.
The inequality in (6.13) can be extended to hold for all excessive functions
because any excessive function is the increasing limit of potentials {f (m)} of
the form (6.14). (See the proof of [10, Theorem 1.11].)
Remark 6.1 The reader may wonder why we work with K(l, n + 1) instead
of simply {Ul+j,1 + fl+k}nj,k=1. It is because it is easy to find (K(l, n + 1))−1
and it turns out to be a simple modification of U(l, n)−1. This is not the case
for the inverse of {Ul+j,1 + fl+k}nj,k=1.
The next lemma is the critical estimate in the proof of Theorem 1.2.
Lemma 6.3 For the matrices A(l, n+ 1) and A(l, n + 1)sym,
1 ≤ νl,n ≤ 1 + ρl,n. (6.16)
Proof It follows from (6.10) that
|A(l, n+ 1)| = |(U(l, n))−1|. (6.17)
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Also, since U is symmetric,
A(l, n + 1)sym =

1 + ρl,n −m(l, n)1 . . . −m(l, n)n
−m(l, n)1 U(l, n)1,1 . . . U(l, n)1,n
...
...
. . .
...
−m(l, n)n U(l, n)n,1 . . . U(l, n)n,n
 , (6.18)
where
m(l, n)k = (c(l, n)kr(l, n)k)
1/2 , (6.19)
and
c(l, n)k =
n∑
j=1
(U(l, n))j,kfl+j, and r(l, n)k =
n∑
j=1
(U(l, n))k,j . (6.20)
We write this in block form,
A(l, n + 1)sym =
(
(1 + ρl,n) −m(l, n)
−m(l, n)T U(l, n)−1
)
, (6.21)
where m(l, n) = (m(l, n)1, . . . ,m(l, n)n). Therefore,
|A(l, n + 1)sym| = |U(l, n)−1|
(
(1 + ρl,n)−m(l, n)U(l, n)m(l, n)T
)
. (6.22)
(See, e.g., [2, Appendix B].)
Using this and (6.17) we see that
νl,n = (1 + ρl,n)−m(l, n)U(l, n)m(l, n)T . (6.23)
It follows from [9, Lemma 3.3] that νl,n ≥ 1. Furthermore, since U(l, n) is
positive, m(l, n)U(l, n)m(l, n)T ≥ 0. This gives (6.16).
The next lemma gives another critical estimate. Recall thatK(l, n+1)isymi
is defined to be (A(l, n+1))−1sym)−1. It is an (n+1)×(n+1) matrix indexed by
j, k = 0, . . . , n. In the next lemma we consider the n×n matrix {Kisymi(l, n+
1)}nj,k=1.
Lemma 6.4
{Kisymi(l, n + 1)}nj,k=1 = {U(l, n)j,k + a(l, n)ja(l, n)k}nj,k=1 (6.24)
where
a(l, n)j = ν
−1/2
l,n (m(l, n)U(l, n))j ≤ f
1/2
l+j , 1 ≤ j ≤ n. (6.25)
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Proof By (6.21) and the formula for the inverse of A(l, n+1)sym written as
a block matrix; (see, e.g., [2, Appendix B]), we have,
K(l, n+ 1)isymi (6.26)
=
(
ν−1l,n ν
−1
l,nm(l, n)U(l, n)
ν−1l,nU(l, n)m(l, n)
T U(l, n) + ν−1l,nU(l, n)m(l, n)
Tm(l, n)U(l, n)
)
.
Note that for i, j = 1 . . . , n,(
U(l, n) + ν−1l,nU(l, n)m(l, n)
Tm(l, n)U(l, n)
)
i,j
= U(l, n)i,j + a(l, n)ia(l, n)j .
(6.27)
Using the fact that U(l, n) ≥ 0, we see that,
(m(l, n)U(l, n))j =
n∑
i=1
m(l, n)iU(l, n)i,j =
n∑
i=1
(c(l, n)ir(l, n)i)
1/2 U(l, n)i,j
≤
(
n∑
i=1
c(l, n)iU(l, n)i,j
)1/2( n∑
i=1
r(l, n)iU(l, n)i,j
)1/2
.
(6.28)
Furthermore,
n∑
i=1
c(l, n)iU(l, n)i,j =
n∑
i=1
n∑
k=1
(U(l, n))k,ifl+kU(l, n)i,j (6.29)
=
n∑
k=1
fl+k
n∑
i=1
(U(l, n))k,iU(l, n)i,j
=
n∑
k=1
fl+kδk,j = fl+j,
and, similarly,
n∑
i=1
r(l, n)iU(l, n)i,j = 1. (6.30)
Therefore,
(m(l, n)U(l, n))j ≤ f1/2l+j . (6.31)
Using this and (6.16) we get (6.25).
We can now give a concrete corollary of Lemma 6.2.
85
Theorem 6.1 For any α > 0, let X˜α(l, n) = (X˜α,l+1, . . . , X˜α,l+n) be an α-
permanental random variable determined by the kernel
{U(l, n)j,k + fl+k}nj,k=1. (6.32)
Let Y˜α(l, n) = (Y˜α,l+1, . . . , Y˜α,l+n) be an α-permanental random variable de-
termined by the symmetric kernel,
{U(l, n)j,k + a(l, n)ja(l, n)k}nj,k=1, (6.33)
where a(l, n)j , j = 1, . . . , n, is given in (6.25).
Suppose that
ρl,n =
n∑
j,k=1
(U(l, n))−1j,kfl+k ≤ δl, where δl = o(l). (6.34)
Then for all functions g of X˜α(l, n) and Y˜α(l, n), and sets B in the range of
g, and all l sufficiently large,
P
(
g(Y˜α(l, n)) ∈ B
)
− 2αδl ≤ P
(
g(X˜α(l, n)) ∈ B
)
(6.35)
≤ 2αδl + P
(
g(Y˜α(l, n)) ∈ B
)
.
Proof This follows from Lemma 6.2 and Lemmas 6.3 and 6.4, with K(l, n+1)
as defined in (6.8). However we take g in Lemma 6.2 restricted to (Y˜α,1, . . . , Y˜α,n)
and (X˜α,1, . . . , X˜α,n). We also use the inequality(
1
1 + ρl,n
)α
> 1− 2αδl, (6.36)
all l sufficiently large.
Proof of Theorem 1.2 This is a direct application of Theorem 6.1. We
continue with the notation in Theorem 6.1 but initially we restrict ourselves
to the cases where α = k/2, for integers k ≥ 1. We use (6.35) with the event
{g(Y˜k/2(l, n)) ∈ B} =
{
sup
1≤j≤n
Y˜k/2,l+j
φl+j
≤ 1
}
, (6.37)
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and similarly for {X˜k/2,l+j}nj=1. We have that for all l sufficiently large and
M > 0,
P
(
sup
1≤j≤n
Y˜k/2,l+j
φl+j
≤M
)
− kδl ≤ P
(
sup
1≤j≤n
X˜k/2,l+j
φl+j
≤M
)
(6.38)
≤ kδl + P
(
sup
1≤j≤n
Y˜k/2,l+j
φl+j
≤M
)
.
The key point here is that
{Y˜k/2,l+j}nj=1 law=
{
k∑
i=1
(ηi,l+j + a(l, n)jξi)
2
2
}n
j=1
, (6.39)
where {ηi,l+j + a(l, n)jξi}nj=1, i = 1, . . . , k, are independent copies of {ηl+j +
a(l, n)jξ}nj=1. This follows from the definition of permanental processes in
(1.1).
We write
k∑
i=1
(ηi,l+j + a(l, n)jξi)
2 =
k∑
i=1
η2i,l+j + 2a(l, n)j
k∑
i=1
ηi,l+jξi + a
2(l, n)j
k∑
i=1
ξ2i
≤
k∑
i=1
η2i,l+j + 2f
1/2
l+j
(
k∑
i=1
η2i,l+j
)1/2( k∑
i=1
ξ2i
)1/2
+ fl+j
k∑
i=1
ξ2i , (6.40)
by (6.25). Therefore,
sup
1≤j≤n
Y˜k/2,l+j
2φl+j
(6.41)
≤ sup
1≤j≤n
∑k
i=1 η
2
i,l+j
2φl+j
+ 2ǫ
1/2
l
(
ρk sup
1≤j≤n
∑k
i=1 η
2
i,l+j
2φl+j
)1/2
+ ǫlχk,
:= sup
1≤j≤n
∑k
i=1 η
2
i,l+j
2φl+j
+Al,n +Bl,
where ǫl = supj≥1(fl+j/φl+j), which by (1.9), goes to zero as l → ∞, and
χk =
∑k
i=1 ξ
2
i .
Consider the first inequality in (6.38) and take the limit as n → ∞. For
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all ǫ > 0 we have,
P
(
sup
1≤j≤∞
X˜k/2,l+j
φl+j
≤ 1 + ǫ
)
(6.42)
≥ P
(
sup
1≤j≤∞
∑k
i=1 η
2
i,l+j
2φl+j
≤ 1 + ǫ−Al,∞ −Bl
)
− kδl.
Similarly, it follows from the second inequality in (6.38) and the analogue of
(6.41) for the lower bound, that for all ǫ > 0 we have,
P
(
sup
1≤j≤∞
X˜k/2,l+j
φl+j
≤ 1− ǫ
)
(6.43)
≤ P
(
sup
1≤j≤∞
∑k
i=1 η
2
i,l+j
2φl+j
≤ 1− ǫ+Al,∞ +Bl
)
+ kδl.
It follows from (1.8) and Lemma 6.5 below that,
lim
j→∞
∑k
i=1 η
2
i,j
2φj
= 1, a.s. (6.44)
Therefore, if we take the limits in (6.42) and (6.43) as l→∞ we get that for
all ǫ′ > 0.
1− ǫ′ ≤ lim
j→∞
X˜k/2,j
φj
≤ 1 + ǫ′, a.s. (6.45)
and since this holds for all ǫ > 0 we get,
lim
j→∞
X˜k/2,j
φj
= 1, a.s. (6.46)
Now, suppose that 1/2 ≤ α ≤ k′ for some integer k′. Since (6.46) holds
for k = 1/2 and k = k′ we can use the property that α-permanental processes
are infinitely divisible and positive to see that (1.10) holds.
Lemma 6.5 Let {ηj ; j ∈ N} be a Gaussian sequence and for each i ∈ N, let
{ηi,j , j ∈ N} be an independent copy of {ηj ; j ∈ N}. Let {φj} be a sequence
such that,
lim
j→∞
|ηj|
(2φj)1/2
= 1 a.s., (6.47)
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then for any integer k ≥ 1,
lim
j→∞
∑k
i=1 η
2
i,j
2φj
= 1, a.s. (6.48)
(This also holds for a Gaussian process {ηt; t ∈ R+}.
Proof We follow the proof of the law of the iterated logarithm for Brownian
motion in [14, Theorem 18.1]. Clearly, we only need to prove the upper bound.
Fix k and ǫ > 0 and Xj = (η1,j , . . . , ηk,j) and u be a unit vector in R
k. By
checking their covariances we see that
{(u ·Xj), j = 1, . . .} law= {ηj , j = 1, . . .}. (6.49)
Therefore, by (6.47),
lim
j→∞
|(u ·Xj)|
(2φj)1/2
= 1 a.s. (6.50)
Note that ‖Xj‖2 = (
∑k
i=1 η
2
i,j)
1/2 and,
lim
j→∞
‖Xj‖2
(2φj)1/2
= lim
j→∞
sup
‖u‖2=1
|(u ·Xj)|
(2φj)1/2
. (6.51)
For any ǫ > 0 we can find a finite set of unit vectors U(m) = (u1, . . . , um} in Rk
with the property that for any unit vector u in Rk, inf1≤l≤m ‖u− ul‖1 ≤ ǫ/k.
Let u be a unit vector in Rk. For all ul ∈ U(m),
|(u ·Xj)| ≤ |((u − ul) ·Xj)|+ |(ul ·Xj)| (6.52)
≤ ‖u− ul‖1
∣∣∣∣ (u− ul)‖u− ul‖1 ·Xj
∣∣∣∣+ sup
l=1,...,M
|(ul ·Xj)|
≤ ‖u− ul‖1
∣∣∣∣ (u− ul)‖u− ul‖1 ·Xj
∣∣∣∣+ sup
l=1,...,M
|(ul ·Xj)|
≤ ‖u− ul‖1
k∑
i=1
|ηi,j|+ sup
l=1,...,M
|(ul ·Xj)|.
Since this holds for all ul ∈ U(m), we see that,
|(u ·Xj)| ≤ min
1≤l≤m
‖u− ul‖1
k∑
i=1
|ηi,j |+ sup
l=1,...,M
|(ul ·Xj)| (6.53)
≤ ǫ
k
k∑
i=1
|ηi,j|+ sup
l=1,...,M
|(ul ·Xj)|.
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Consequently,
lim
j→∞
sup
‖u‖2=1
|(u ·Xj)|
(2φj)1/2
≤ lim
j→∞
sup
l=1,...,M
|ul ·Xj |
(2φj)1/2
+
ǫ
k
k∑
i=1
lim
j→∞
|ηi,j |
(2φj)1/2
. (6.54)
It follows from (6.47) that the last term is bounded by ǫ.
Let Ω′ be the event that equality holds in (6.50) with u = ul for all l =
1, . . . ,m. It follows that for any ǫ and any ω ∈ Ω′ we can find j0(ω) such that
|ul ·Xj(ω)|
(2φj)1/2
≤ 1 + ǫ, ∀j ≥ j0(ω) and all 1 ≤ l ≤ m. (6.55)
Since P (Ω′) = 1, it now follows from (6.54) that
lim
j→∞
sup
‖u‖2=1
|(u ·Xj)|
(2φj)1/2
≤ 1 + 2ǫ, a.s. (6.56)
Since this holds for all ǫ > 0, the upper bound for (6.48) follows from (6.51).
7 Proof of Theorem 1.3
Let M be an N× N matrix and consider the operator norm on ℓ∞ → ℓ∞,
‖M‖ = sup
‖x‖∞≤1
‖Mx‖∞ = sup
j
∑
k
|Mj,k|. (7.1)
Lemma 7.1 Let M = {Mj,k, j, k ∈ N} be a positive matrix and assume that
both ‖M‖ and ‖MT ‖ < ∞. Then for all ǫ > 0, there exists a sequence
{in, n ∈ N} such that in ≤ n(‖M‖+ ‖MT ‖)/ǫ, for all n ∈ N, and
Mij ,ik ≤ ǫ, ∀ j, k ∈ N, j 6= k. (7.2)
Proof Assume to begin that M is symmetric. Fix ǫ > 0, and consider
{M1,k}∞k=1. Not more than ‖M‖/ǫ of these terms can be greater than ǫ. Let
{M1,k1(pi), i = 1, . . . C1} denote the terms in {M1,k}∞k=1 which are greater than
ǫ and set R1 = {k1(pi), i = 1, . . . C1}. As we just pointed out |R1| ≤ ‖M‖/ǫ.
Note that
M1,k ≤ ǫ ∀ k ∈ Rc1. (7.3)
Set i1 = 1 and set i2 equal to the smallest index in R
c
1 that is greater than i1.
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We repeat this procedure starting with Mi2,k with k ∈ Rc1 to get R2 where
|R2| ≤ ‖M‖/ǫ and,
Mi2,k ≤ ǫ, ∀ k ∈ Rc2. (7.4)
Therefore, for j = 1, 2,
Mij ,k ≤ ǫ ∀ k ∈ (R1 ∪R2)c = Rc1 ∩Rc2. (7.5)
We continue this procedure setting i3 equal to the smallest integer in (R1 ∪R2)c
that is greater than i2, and so on, to get {in, n ∈ N}. This completes the proof
when M is symmetric.
More generally, assume only that both ‖M‖ and ‖MT ‖ < ∞. We use a
construction similar to the one above but we work alternately with both M
and MT . Therefore, we can obtain {il, l = 1, . . . , n} and a set Sn ⊂ N such
that |Sn| ≤ n(‖M‖+ ‖MT ‖)/ǫ and for l = 1, . . . , n,
Mil,k ≤ ǫ, and Mk,il ≤ ǫ, ∀ k ∈ (Sn)c . (7.6)
Choose in+1 equal to the smallest integer in (Sn)
c that is greater than in.
We continue the above procedure starting with Min+1,k and Mk,in+1 , with
k ∈ Scn, to get Rn+1 where |Rn+1| ≤ (‖M‖+ ‖MT ‖)/ǫ and,
Min+1,k ≤ ǫ, and Mk,in+1 ≤ ǫ, ∀ k ∈ Rcn+1. (7.7)
Therefore, for j = 1, . . . , n+ 1,
Mij ,k ≤ ǫ, Mk,ij ≤ ǫ ∀ k ∈ (Sn ∪Rn+1)c = Scn ∩Rcn+1. (7.8)
This shows that for all ǫ > 0, there exists a sequence {in, n ∈ N} such that
in ≤ n(‖M‖+ ‖MT ‖)/ǫ, for all n ∈ N, and in particular that (7.2) holds.
Proof of Theorem 1.3 It follows from (1.1) that for all j ∈ N,
X˜α,j
U˜j,j
law
= ξα, (7.9)
where ξα has probability density function x
α−1e−x/|Γ(α). Using the Borel-
Cantelli Lemma, we get,
lim sup
n→∞
X˜α,n
U˜n,n log n
≤ 1 a.s. (7.10)
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This gives the upper bound in (1.12) because since f ∈ c+0 and inf Un,n > 0,
we have
lim
n→∞
Un,n
U˜n,n
= 1. (7.11)
To get the lower bound in (1.12) consider,
Ûj,k =
U˜j,k
(U˜j,jU˜k,k)1/2
, j, k ∈ N. (7.12)
It follows from Lemma 7.1 that for all ǫ > 0 there exists a sequence {in, n ∈ N}
with
in ≤ 2n‖U‖/(ǫδ), ∀n ∈ N, (7.13)
such that,
Uij ,ik ≤
ǫδ
2
, ∀ j, k ∈ N, j 6= k, (7.14)
Therefore,
Ûij ,ik + Ûik,ij ≤
2Uij ,ik + f(ik) + f(ij)
(Uij ,ijUik,ik)
1/2
≤ ǫ+ f(ik) + f(ij)
δ
. (7.15)
Using the fact that f ∈ c+0 we see that we can find an n0 such that
Ûij ,ik + Ûik,ij ≤ 2ǫ, ∀j, k ≥ n0. (7.16)
Therefore, by [10, Lemma 7.1],
lim sup
n→∞
X˜α,in
U˜in,in log(n− n0)
≥ 1− 6ǫ a.s., (7.17)
or, equivalently,
lim sup
n→∞
X˜α,in
U˜in,in log n
≥ 1− 6ǫ a.s. (7.18)
Using (7.11) and (7.13), we get,
lim sup
n→∞
X˜α,in
Uin,in log in
≥ 1− 6ǫ a.s. (7.19)
which gives (1.12).
If f = Uh, where ‖U‖ <∞, and h ∈ ℓ1 then since
∑
i fi =
∑
i
∑
j Ui,jhj , it
follows using the symmetry of U that f ∈ ℓ+1 and consequently in c+0 . However,
when U has some regularity, f ∈ c+0 if and only if h ∈ c+0 .
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Lemma 7.2 Let f = Uh, where ‖U‖ <∞, h ∈ c+0 and there exists a sequence
{kj}, limj→∞ kj =∞, such that
lim
j→∞
kj∑
k=1
Uj,k = 0. (7.20)
Then f ∈ c+0 .
If infj Uj,j > 0 then f ∈ c+0 implies that h ∈ c+0 .
Proof The first statement follows from the inequality,
fj =
∞∑
k=1
Uj,khk ≤ ‖h‖∞
kj∑
k=1
Uj,k + ‖U‖ sup
k≥kj
|hk|. (7.21)
The second statement is obvious, since,
fj =
∞∑
k=1
Uj,khk ≥ Uj,jhj . (7.22)
Proof of Theorem 1.4 We show in [10, Theorem 6.1] that U˜ is the kernel
of an α-permanental sequence. Also, it follows from (1.14) that f ∈ ℓ+1 ⊂ c+0
and that the hypotheses of Lemma 7.1 are satisfied. Consequently, the proof
follows as in the proof of Theorem 1.3.
Proof of Theorem 1.11 The Le´vy process X is obtained by killing a
Le´vy process say X̂ on Z at the end of an independent exponential time with
mean 1/β. Let {p̂t(i, j); j, k ∈ Z} denote the transition densities for X̂ and
{pt(i, j); j, k ∈ Z} the transition densities for X. We have
pt(i, j) = e
−βtp̂t(i, j). (7.23)
Consequently,
Uj,k =
∫ ∞
0
e−βtp̂t(j, k) dt, ∀j, k ∈ Z. (7.24)
Since X̂ is a Levy process we have
p̂t(i, j) = p̂t(0, j − i) := p̂t(j − i). (7.25)
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Therefore, for all j ∈ Z,
Uj,j = U0,0 =
∫ ∞
0
e−βtp̂t(0) dt =
∫ ∞
0
pt(0) dt. (7.26)
To see that (1.57) is the kernel of an α-permanental sequence we first note
that sinceX is an exponentially killed Le´vy process on Z with potential density
U , then X = −X is also a Le´vy process on Z, the dual of X, with transition
densities
pt(i, j) = pt(−i,−j) := pt(i− j) = pt(j, i), (7.27)
and consequently, potential densities
U i,j = Uj,i, i, j ∈ Z. (7.28)
The proof that (1.57) is the kernel of an α-permanental process for all
functions f that are finite excessive functions for X proceeds in three steps.
We first show that for any g = {gk} where gk =
∑∞
j=−∞Uk,jhj , and
h ∈ ℓ+1 (Z),
Uj,k + gk, j, k ∈ Z, (7.29)
is the kernel of an α-permanental process. To see this note that by (7.28),
gk =
∑∞
j=−∞Uk,jhj =
∑∞
j=−∞ hjUj,k. Therefore it follows from [10, Theorem
6.1] that (7.29) is the restriction to Z×Z of the potential densities of a transient
Borel right process X˜ = (Ω,Ft, X˜t, θt, P˜ x) with state space Z ∪ {∗}, where ∗
is an isolated point. Consequently, (7.29) is the kernel of an α-permanental
sequence.
We show next that (7.29) is the kernel of an α-permanental process for any
g that is a finite excessive function for X . We use the following lemma which
is Lemma 6.2 in [10].
Lemma 7.3 Assume that for each n ∈ N, u(n)(s, t), s, t ∈ S, is the kernel of
an α-permanental process. If u(n)(s, t)→ u(s, t) for all s, t ∈ S, then u(s, t) is
the kernel of an α-permanental process.
We now use arguments from the proof of [10, Theorem 1.11]. Consider a
general function g = {gk} that is a finite excessive function for X. It follows
from [1, II, (2.19)] that there exists a sequence of functions h(n) = {h(n)k } ∈
ℓ+∞(Z) such that g(n) defined by,
g
(n)
k =
∞∑
j=−∞
Uk,jh
(n)
j , (7.30)
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is also in ℓ+∞(Z) and is such that for each k ∈ N, g(n)k ↑ gk.
If h(n) ∈ ℓ+1 then by the first step in this proof we have that {Uj,k +
g
(n)
k ), j, k ∈ Z} are kernels of α-permanental processes. Consequently, by
Lemma 7.3, (7.29) is the kernel of α-permanental process.
If h(n) /∈ ℓ+1 we first consider h(n)1[−m,m] which clearly is in ℓ+1 for each
m <∞. We then set
g
(n,m)
k =
∞∑
j=−∞
Uk,jh
(n)
j 1{−m≤j≤m}. (7.31)
Therefore, as in the previous paragraph, we have that {Uj,k+g(n,m)k , j, k ∈ Z} is
the kernel of an α-permanental process. Taking the limit as m→∞, it follows
from Lemma 7.3 that {Uj,k + g(n)k , j, k ∈ Z} is the kernel of an α-permanental
process. Since g
(n)
k → gk we use Lemma 7.3 again to see that (7.29) is the
kernel of an α-permanental process for all finite excessive functions g for X .
The last step in the proof that (1.57) is the kernel of an α-permanental
process is to show that when fk is a finite excessive function for X, then f−k is
a finite excessive function for X. To see this, note that if fk is a finite excessive
function for X, then, by definition,
∞∑
k=−∞
pt(k − i)fk =
∞∑
k=−∞
pt(i, k)fk ↑ fi, as t ↓ 0. (7.32)
It follows from this that as t ↓ 0,
∞∑
k=−∞
pt(k, i)f−k =
∞∑
k=−∞
pt(−k − (−i))f−k ↑ f−i. (7.33)
Consequently f−k is a finite excessive function for X .
This completes the proof that (1.57) is the kernel of an α-permanental
process. Using this and the fact that limk→∞ f−k = 0, proceeding exactly as
in the proof of Theorem 1.3, we get the upper bound in (1.58).
To obtain the lower bound in (1.58) we note that by (7.24) (7.25) and
Fubini’s Theorem,
∞∑
i=−∞
Ui,j =
∞∑
j=−∞
Ui,j =
∫ ∞
0
e−βt dt =
1
β
. (7.34)
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Using this and (7.26) we see that the conditions in (1.14) and Lemma 7.1 are
all satisfied for {Uj,k; j, k ∈ N}. Therefore, as in the proofs of Theorems 1.3
and 1.4, the lower bound in (1.58) follows from [10, Lemma 7.1].
To verify the last statement in this theorem we see from the proof of Lemma
7.2, that we need only show that there exists a sequence {kj}, limj→∞ kj =∞,
such that
lim
|j|→∞
k|j|∑
k=−k|j|
Uj,k = 0. (7.35)
We have,
lim
|j|→∞
k|j|∑
k=−k|j|
Uj,k = lim|j|→∞
k|j|∑
k=−k|j|
U0,−j+k = lim|j|→∞
−j+k|j|∑
l=−j−k|j|
U0,l. (7.36)
It follows from (7.34) that this last term goes to zero when kj = j/2.
8 Uniform Markov chains
Lemma 8.1 Let X=(Ω,Ft,Xt, θt, P x) be a transient Borel right process with
state space N, finite Q-matrix Q, and strictly positive potential densities U =
{Uj,k, j, k ∈ N}. Then,
−δi,l =
∞∑
j=1
Qi,jUj,l, for all i, l ∈ N. (8.1)
Proof Set q(i) = −Qi,i. Without loss of generality we can take q(i) > 0. For
any function h we have,
Uh(i) =
h(i)
q(i)
+
∞∑
j=1,j 6=i
Qi,j
q(i)
Uh(j). (8.2)
To see this, let τi be the time of the first exit from state i and note that,
Uh(i) = Ei
(∫ τi
0
h(Xt) dt
)
+ EXτi
(∫ ∞
0
h(Xt) dt
)
. (8.3)
Using the facts that the exit time is an exponential random variable with
expectation 1/q(i), and the probability that upon exit the process jumps from
i to j is Qi,j/q(i), we get the two terms in (8.2).
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It follows from (8.2) that
−h(i) = −q(i)Uh(i) +
∞∑
j=1,j 6=i
Qi,jUh(j) =
∞∑
j=1
Qi,jUh(j). (8.4)
Take h(k) = δl,k and note that,
∞∑
j=1
Qi,jUh(j) =
∞∑
j=1
Qi,j
∞∑
k=1
Uj,kδl,k =
∞∑
j=1
Qi,jUj,l. (8.5)
Therefore, by (8.4),
−δl,i =
∞∑
j=1
Qi,jUj,l, (8.6)
which is (8.1).
Lemma 8.1 gives the following useful inequality:
Lemma 8.2 Let X, Q and U be as defined in Lemma 8.1. Then,
Ui,i ≥ 1|Qi,i| , ∀ i ∈ N. (8.7)
Proof Since Q(i, i) < 0 it follows from (8.1) that
1 = |Qi,i|Ui,i −
∑
j 6=i
Qi,jUj,i, (8.8)
and since Q(i, j) ≥ 0 for i 6= j we get (8.7).
The inequality in (8.7) can also be obtained from the facts that 1/|Qi,i| =
1/q(i) is the expected amount of time the process spends at i during each visit
to i, whereas Ui,i is the total expected amount of time spent at i when the
process starts at i.
We say that a Markov chain X is uniform when it’s Q matrix has the prop-
erty that ‖Q‖ <∞. When a Markov chain is uniform we can give additional
relationships between it’s Q matrix and its potential. Since all the row sums
of Q are negative,
sup
j
|Qj,j| ≤ ‖Q‖ ≤ 2 sup
j
|Qj,j|. (8.9)
Lemma 8.3 Let X, Q and U be as defined in Lemma 8.1 and assume that X
is a uniform Markov chain.
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(i) If the row sums of Q are bounded away from 0 then ‖U‖ <∞.
(ii) If in addition if Q is a (2m+ 1)−diagonal matrix for some m ≥ 1,
Ui,k ≤ Ce−λ|i−k|, ∀i, k ∈ N, (8.10)
for some constants C, λ > 0.
Proof (i) If ‖Q‖ < ∞ and the row sums of Q are bounded away from 0,
then there exists β > 0 such that ,
δ = ‖I + βQ‖ < 1. (8.11)
It then follows from [4, Section 5.3] that ‖et(I+βQ)‖ ≤ eδt, or equivalently,
‖etQ‖ ≤ e−(1−δ)t/β . Using [4, Section 5.3] again, and the fact that the transi-
tion semi-group, Pt = e
tQ, we have∥∥∥ ∫ ∞
0
Pt dt
∥∥∥ <∞. (8.12)
Since U =
∫∞
0 Pt dt, we have ‖U‖ <∞.
(ii) Let σ = inf{t |Xt 6= X0}, the time of the first jump of X. Then for all
n ∈ N,
Pn
(
Xσ ∈ N
)
=
∑
i 6=n
Pn (Xσ = i) =
∑
i 6=n
Qn,i
|Qn,n| . (8.13)
Note that since the row sums of Q are bounded away from 0 there exists a
δ > 0 such that,
|Qn,n| −
∑
i 6=n
Qn,i ≥ δ, (8.14)
uniformly in n. Furthermore, since supn |Qn,n| ≤ ‖Q‖, we have,∑
i 6=n
Qn,i
|Qn,n| ≤ 1−
δ
‖Q‖ . (8.15)
Therefore, by (8.13),
Pn
(
Xσ ∈ N
) ≤ 1− δ‖Q‖ , ∀n ∈ N. (8.16)
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We show immediately below that for all i < k, i, k ∈ N,
P i (Tk <∞) ≤ e
(
1− δ‖Q‖
)(k−i)/m
. (8.17)
Since,
Ui,k = P
i (Tk <∞)Uk,k ≤ P i (Tk <∞) ‖U‖, (8.18)
it follows that
Ui,k ≤ e‖U‖
(
1− δ‖Q‖
)(k−i)/m
, i < k. (8.19)
This gives (8.10) with C = e‖U‖ and λ = δ/‖Q‖.
We now obtain (8.17). Let [(k − i)/m] = l and
Lj = {j, j + 1, . . . , j +m− 1}. (8.20)
Since the Markov chain X can move at most m units at each jump,
{X0 = i, Tk <∞} = {X0 = i} ∩l−1j=1 {Sj <∞} ∩ {Tk ◦ Sl−1 <∞}, (8.21)
where S1 = TLi+1 and Sj = TLi+(j−1)m+1 ◦ Sj−1, j = 2, . . . , l − 1. Then by the
Markov property and (8.16)
P i (Tk <∞) = Ei
(
∩l−1j=1{Sj <∞}EXSl−1 (Tk <∞)
)
(8.22)
≤
(
1− δ‖Q‖
)
Ei
(
∩l−1j=1{Sj <∞}
)
≤
(
1− δ‖Q‖
)
Ei
(
∩l−2j=1{Sj <∞}EXSl−2
(
TLi+(l−2)m+1 <∞
))
≤
(
1− δ‖Q‖
)2
Ei
(
∩l−2j=1{Sj <∞}
)
.
Continuing this procedure we get
P i (Tk <∞) ≤
(
1− δ‖Q‖
)l
, (8.23)
which gives (8.17).
Proof of Theorem 1.5 To show that the first condition in (1.11) holds we
use Lemma 8.2 and (8.9) to see that,
Ui,i ≥ 1|Qi,i| ≥
1
supj |Qj,j|
≥ 1‖Q‖ . (8.24)
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The second condition in (1.11) is given in Lemma 8.3.
Now suppose that Q is a (2m + 1)−diagonal matrix for some m ≥ 1. It
follows from (8.10) and Lemma 7.2 that f ∈ c+0 if and only if f = Uh for some
h ∈ c+0 .
Remark 8.1 When X in Theorem 1.1 is a uniform Markov chain with Q-
matrix Q and f = Uh with h ∈ ℓ+1 , then it follows from the proof of the
theorem that U˜ is the restriction to N of the potential density of a uniform
Markov chain on {0} ∪ N with Q-matrix
Qj,k, j, k ∈ N, (8.25)
Q0,0 = 1+‖h‖1, Qj,0 = −
∞∑
k=1
Qj,k, j ∈ N, and Q0,k = −hk, k ∈ N.
It is clear that all the row sums of this Q-matrix are equal to 0, except for the
first row sum which is equal to 1.
At the ends of Sections 3, 4 and 5 we examine the effects on the covariances
of certain Gaussian sequences that are also potentials of Markpov chains when
we shift a parameter s by ∆ > s1. We show that when the ‘shifted’ covariance
is itself a potential, all the elements of the Q matrix of this new potential is
are equal to the elements Q matrix of the original potential, except for (1, 1)
coordinate with is a function of ∆. (See page 39).) The next lemma reverses
and generalizes this proceedure. It examines the effects on the potential den-
sities of Markov chains when we change any one term of their Q-matrices. We
consider the matrix E(k, l) = {E(k, l)i,j ; i, j ∈ N}, with one non-zero element,
where
E(k, l)i,j = δ(k,l)(i, j). (8.26)
Lemma 8.4 Let Q be the Q-matrix of a symmetric transient uniform Markov
chain on N with potential density U satisfying,
0 < Uj,kQj,k < Uk,kQj,k, for some j 6= k ∈ N, (8.27)
and assume that for some real number b the matrix,
Q+ bE(k, l), (8.28)
is the Q-matrix of a transient Markov chain X on N.
Then if either,
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(i) Q is a (2n+ 1)−diagonal matrix for some n ≥ 1,
or
(ii)
∑∞
j=1Ui,j <∞ for each i ≥ 1,
we have, b < 1/Ul,k and the potential of X is given by W = {Wi,j ; i, j ∈ N}
where,
Wi,j = Ui,j +
bUi,kUl,j
1− bUk,l . (8.29)
Proof In order for (8.28) to be the Q-matrix of a transient Markov chain X
on N, we must have,
Qk,k + b+
∞∑
j=1,j 6=k
Qk,j ≤ 0. (8.30)
Therefore,
Qk,kUk,k + bUk,k + Uk,k
∞∑
j=1,j 6=k
Qk,j ≤ 0. (8.31)
It follows from (8.27) that
∞∑
j=1,j 6=k
Qk,jUj,k < Uk,k
∞∑
j=1,j 6=k
Qk,j. (8.32)
Consequently,
Qk,kUk,k + bUk,k +
∞∑
j=1,j 6=k
Qk,jUj,k < 0. (8.33)
Therefore, by Lemma 8.1,
−1 + bUk,k < 0, (8.34)
or, equivalently,
b <
1
Uk,k
. (8.35)
Since Ul,k ≤ Uk,k, this implies that b < 1/Ul,k for all l ∈ N. We also note that
b ≥ −Qj,k when j 6= k.
We now obtain (8.29). Let
s := s(l, k) =
b
1− bUl,k . (8.36)
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By Lemma 5.4 it suffices to show that for each i, n in N.
∞∑
j=1
(Ui,j + sUi,kUℓ,j) (Qj,n + bE(k, l)j,n) = −Ii,n. (8.37)
We first note that,
∞∑
j=1
Ui,jE(k, l)j,n =
{
Ui,k when n = l
0 otherwise.
(8.38)
We write this as ∞∑
j=1
Ui,jE(k, l)j,n = Ui,kIl,n. (8.39)
It follows from this and Lemma 8.1 that,
∞∑
j=1
Ui,j (Qj,n + bE(k, l)j,n) = −Ii,n + bUi,kIl,n. (8.40)
Using Lemma 8.1 again we also see that,
∞∑
j=1
Ui,kUℓ,jQj,n = −Ui,kIl,n, (8.41)
and by (8.39)
∞∑
j=1
Ui,kUℓ,jE(k, l)j,n = Uℓ,kUi,kIl,n. (8.42)
It follows from the last four equations that to get (8.37) we must have,
(b− s+ sbUl,k)Ui,kIl,n = 0, ∀i, n ∈ N, (8.43)
which follows from (8.36), since, b− s+ sbUl,k = 0.
Remark 8.2 Consider (8.29) with k = l. Then we can write
Wi,j = Ui,j + cicj , ∀j, k ∈ N, (8.44)
where c = {ci} ∈ Z is a sequence of real numbers.
If k 6= l, unless
Ui,kUl,j = Uj,kUl,i, (8.45)
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W is not symmetric. Furthermore, unless
Ui,kUl,j = fj, ∀i ∈ N (8.46)
W does not have the form of (1.3). It has the form
Wi,j = Ui,j + cidj , ∀j, k ∈ N. (8.47)
where d = {dj} ∈ Z and d 6= c. In these cases W is a new class of non-
symmetric kernels for permanental processes.
Example 8.1 Consider the matrices Q and Ŵ in (3.54) and (3.55) and create
the Q matrix,
Q˜ = Q+ bE(1, 2), (8.48)
where
b =
b′
1− r2 , (8.49)
so that this first row of Q˜ is
1
1− r2 (−1, r + b
′, 0, 0, . . .), (8.50)
and all the other rows are unchanged. Since r < 1 there are values of b for
which Q˜ is a Q matrix.
Using (8.28) and (8.29) we see that the potential corresponding to Q˜ is
W˜ = {W˜i,j; i, j ∈ N} where,
W˜i,j = Ŵi,j +
bŴi,1Ŵ2,j
1− bŴ1,2
= Ŵi,j +
bŴi,1Ŵ2,j
1− br . (8.51)
In particular
W˜1,1 = Ŵ1,1 +
bŴ1,1Ŵ2,1
1− br = 1 +
br
1− br , (8.52)
and for j ≥ 2,
W˜1,j = Ŵ1,j +
bŴ1,1Ŵ2,j
1− br = r
j−1 +
brj−2
1− br (8.53)
and
W˜j,1 = Ŵj,1 +
bŴj,1Ŵ2,1
1− br = r
j−1 +
brj
1− br ,
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which shows that W˜ is not symmetric. For j, k ≥ 2,
W˜j,k = r
|j−k| +
brj+k−3
1− br , (8.54)
so, for these values, W˜j,k = W˜k,j.
Note that for Q˜ to be a Q matrix we must have r + b′ ≤ 1. Therefore,
by (8.49), we must have b ≤ 1/(1 + r). Consequently we see that for j ≥ 2,
W˜j,1 < W˜1,j ≤ W˜1,1 = W˜2,2, although obviously,
lim
j→∞
W˜j,j = 1. (8.55)
Let Xα = {Xα(n), n ∈ N} be an α-permanental sequence with kernel W˜ .
It follows from Theorem 1.4 and (8.55) that for all α > 0,
lim sup
n→∞
Xα(n)
log n
= 1, a.s. (8.56)
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