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Vibro-acoustic analysis of complex systems at higher frequencies faces two challenges: how to
compute the response without using an excessive number of degrees of freedom (DOFs), and how
to quantify the uncertainty of the response due to small spatial variations in geometry, material
properties, and boundary conditions, which have a wave scattering effect? In this study, a general
method of analysis is presented that provides an answer to both questions while overcoming most
limitations of statistical energy analysis. The fundamental idea is to numerically compute an
artificial ensemble of realizations for the components of the built-up system that are highly sensitive
to small random wave scatterers. This can be efficiently performed because their eigenvalue spac-
ings and mode shapes conform to Gaussian orthogonal ensemble spacings and Gaussian random
fields, respectively. The DOFs of the overall system are therefore limited to those of the determinis-
tic components and the interface DOFs of the random components. The method is extensively vali-
dated by application to plate structures. Good agreement between the predicted response
probability distributions and the results of detailed parametric probabilistic models is obtained, also
for cases of low modal overlap, single point loading, and strong subsystem coupling.
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I. INTRODUCTION
The analysis of the dynamic response of structural and
acoustic systems at higher frequencies faces two major chal-
lenges. The first one is that of computational efficiency:
Given the short wavelengths that appear at high frequencies,
how can the response of the structure be computed without
using an excessive number of degrees of freedom (DOFs)?
The second one is that of robustness: Given that the local
response at higher frequencies is very sensitive to wave scat-
tering caused by spatial variations in geometry, material
properties, and boundary conditions,1 how can the uncer-
tainty of the response, due to the very many uncertain model
parameters that affect it, be quantified?
Deterministic element-based methods such as the finite
element method (FEM) and the boundary element method
(BEM) in their standard form are not well suited for mid-
and high-frequency analysis. This is because they require a
very small element size to capture the short-wavelength
response with sufficient accuracy2 resulting in a high compu-
tation cost even for a single deterministic model. Analyzing
an ensemble of randomized models further increases the
computation cost.3,4 At high frequencies, where all parts of a
built-up system are very sensitive to such variations, stochas-
tic energy-based methods like statistical energy analysis
(SEA) can be employed. In this approach, the system is
decomposed into subsystems that are supposedly
homogenous and weakly coupled. The response of each sub-
system is characterized with a single random variable, its
total vibrational energy, and the interaction between subsys-
tems is described by means of a power balance. SEA is com-
putationally very efficient because (i) it characterizes the
response of each subsystem by means of a global instead of
a local response quantity and (ii) it employs a nonparametric
model of uncertainty, which implies that the detailed statis-
tics of the underlying physical parameters are not needed for
computing the energy statistics. Until recently only the mean
energy values could be reliably estimated.5 Useful informa-
tion could therefore be obtained only at high modal overlap,
where the probability of the response is narrowly distributed
around the mean value. Langley and Cotoni extended the
SEA method to predicting the variance of the energy by
introducing an additional set of parameters that describe the
nature of the external power input to each subsystem and the
coupling between the different subsystems.6 Very recently
the marginal probability density function (PDF) of a subsys-
tem’s total energy has been characterized for some special
but important cases. Under the additional assumption of
moderately high modal overlap and for certain loading cases,
the energy is approximately lognormally distributed.7 For
high modal overlap it is chi-squared distributed.8
When some but not all subsystems of a built-up system
are very sensitive to small wave scatterers, neither the low-
frequency displacement-based approach nor the high-
frequency statistical energy approach is adequate. However,
in this mid-frequency range, a hybridization of both has been
achieved, based on a reciprocity relationship that links the
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mean vibrational energy of a nonparametric random SEA
subsystem to the variance of the nodal forces at its bound-
ary.9 Explicit expressions for the mean10 and variance11 of
the response of all system components have been derived.
Their marginal probability distributions have also been
derived under the additional assumption that the SEA sub-
systems have high modal overlap.8 The hybrid approach has
been validated in industrial applications.12
The applicability of SEA-based methods is limited how-
ever. First, only the marginal probability distribution of the
response can be predicted with reasonable accuracy, and only
when all random subsystems have sufficiently high modal
overlap and when they are loaded in a specific way.
Nevertheless, the probability distribution of the response is
needed for computing, e.g., the probability that a certain
response level is exceeded, or for computing confidence inter-
vals on system response quantities. A second limitation stems
from the fundamental assumption that all subsystems are
weakly coupled to each other and failure of SEA has been
observed for systems that are strongly coupled according to
some measure13–16 (as noted by Finnveden,17 there is no gen-
erally agreed definition of coupling strength in this context).
The aim of this paper is to develop a robust mid- and
high-frequency analysis method that is computationally
cheap when compared to FEM and related approaches but
that does not have the limitations of SEA as discussed above.
It also employs a nonparametric model of uncertainty for
spatial variations in geometry, material properties and
boundary conditions. The main difference with SEA-based
approaches, however, is that the response of a nonparametric
random subsystem is characterized by its full displacement
field instead of its total energy. With this approach it is pos-
sible to couple a nonparametric random subsystem to any
other type of subsystem without making additional assump-
tions such as weak coupling, and no additional assumptions
are needed for computing the probability distribution of the
response. Furthermore, compared to SEA, the computation
of Green’s functions for evaluating the direct field dynamic
stiffness matrix,9 which represents the behavior of a subsys-
tem in the absence of reflections of incoming waves, is not
necessary, and the computational effort does not increase
when additional parametric uncertainty (e.g., in the damping
parameters) is considered.
The method makes use of the fact that, when a homoge-
nous elastodynamic system is highly sensitive to wave scat-
tering caused by spatial variations in geometry, material
properties, and boundary conditions, the statistics of its
undamped eigenvalues and mode shapes saturate to universal
distributions. This can be viewed as a central limit result, in
the sense that the statistics of the modal characteristics can
be described without having any detailed knowledge of the
nature of the underlying uncertain physical parameters.11
Experimental18–20 and numerical21,22 studies have shown
that the statistics of the local spacings between the eigenval-
ues saturate to those of the Gaussian orthogonal ensemble
(GOE) matrix from random matrix theory.23 This random
matrix was first introduced in nuclear physics to represent a
random Hamiltonian24–26 and it bears little resemblance to
the matrices that arise in the mathematical description of
vibro-acoustic systems. This suggests a kind of universality
in the local eigenvalue spacing statistics of the GOE, in the
sense that they are valid for a much wider class of systems
than can be described by a GOE matrix;27 they have indeed
already found successful applications in vibro-acoustics,
e.g., in the development of the SEA variance theory.6,11 As
for the mode shapes, these arise as the sum of many random
traveling wave components. They therefore saturate to
Gaussian random fields, also termed reverberant or wave
chaos fields. Their covariance function depends only on the
distance between the considered mode shape components
and the wavelength.28,29 These results will be employed here
for the analysis of built-up systems.
The fundamental idea is to numerically compute an arti-
ficial ensemble of realizations of the system, where the
modal characteristics of the short-wavelength random sub-
systems are directly generated from the GOE and normal
probability distributions. All joint response statistics are
straightforwardly obtained from this Monte Carlo ensemble.
The same statistics would be obtained by computationally
expensive, detailed modeling of all subsystems with e.g.,
FEM and introducing random parameters to describe spatial
variations in geometry, material properties, and boundary
conditions.
It should be noted that the GOE-based nonparametric
uncertainty approach that is developed here is fundamentally
different from the nonparametric uncertainty approach that
has been previously introduced by Soize.30–32 This approach
concentrates on the low- and mid-frequency ranges. It
accounts for uncertainties caused by modeling errors, by
replacing the deterministic operators (such as mass, stiffness,
and damping operators) of the nominal model by random
operators and by subsequently constructing sets of random
matrices corresponding to these operators (such as random
mass, stiffness, and damping matrices) using the maximum
entropy principle. In contrast, the present work is concerned
with the mid- and high-frequency ranges and with accounting
for uncertainties caused by small random wave scatterers.
In what follows, the analysis of a single subsystem is
discussed in further detail in Sec. II. The step toward built-
up systems is made in Sec. III. In Sec. IV, the method is
applied to plate structures, and the computed response statis-
tics are compared with the results of a detailed parametric
uncertainty model. The examples also illustrate the applic-
ability of the method to structures that cannot be accurately
analyzed with SEA. Conclusions are drawn in Sec. V.
II. RANDOM SUBSYSTEM MODEL
The response of a decoupled subsystem displaying high-
frequency behavior is analyzed in this section. The subsys-
tem is taken to be homogenous in the sense that it exhibits
only global modes, i.e., modes that are not localized in part
of the subsystem. A nonparametric uncertainty model that
accounts for random wave scattering is introduced.
A. Frequency response function
The following analysis is concerned with the vibration
response of a decoupled subsystem that has a scalar response
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variable ukðx; tÞ representing the displacement of the subsys-
tem at spatial location x and time t. The subsystem number
is denoted by subscript k. The subsystem is taken to have
proportional damping, with loss factor gk. A distributed har-
monic load of frequency x is applied. It is characterized by a
complex amplitude function fkðx; xÞ 2 C so that its time
history is obtained as fkðx; tÞ ¼ Re½fkðx; xÞeixt. Similarly,
the subsystem response is characterized by a displacement
amplitude function ukðx; xÞ 2 C. It can be obtained from
ukðy; xÞ ¼
ð
Xk
Hkðx; y; xÞfkðx; xÞdx; (1)
where Xk denotes the subsystem volume and Hkðx; y; xÞ its
frequency response function (FRF). When written as a modal
sum, the FRF reads
Hkðx; y; xÞ ¼
X
r
uk; rðyÞuk; rðxÞ
x2 þ igkxxk; r þ x2k; r
; (2)
where xk; r is the rth undamped natural frequency of the
decoupled subsystem k, and uk; rðxÞ is the corresponding
mode shape. The mode shapes are mass-normalized, i.e.,ð
Xk
qðxÞu2k; rðxÞdx ¼ 1; (3)
where qðxÞ denotes the nominal (i.e., mean) mass density.
The natural frequencies of the nonparametric random sub-
system are computed via the normalized eigenvalue spacings.
The rth normalized spacing for subsystem k is defined as
sk; r :¼ nkkðkÞ kk; r  kð Þ ¼
nkðxÞ
2x
ðx2k; r  x2Þ; (4)
where k :¼ x2, kk; r :¼ x2k; r, nkkðkÞ represents the local
eigenvalue density and nkðxÞ the modal density. The modal
density is the average number of modes per radial frequency
across the random ensemble. It can be obtained as the deriv-
ative of the smooth (i.e., non-oscillatory) part of the mode
count function of the nominal subsystem.5,33 When the exci-
tation frequency x and (realizations of) the normalized
eigenvalue spacings are known, the natural frequencies can
be obtained from
xk; r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sk; r2x
nkðxÞ þ x
2
s
: (5)
Expression (2) for the FRF contains two random quanti-
ties for each mode r: the natural frequency xk; r or equiva-
lently the normalized spacing sk; r , and the mode shape
uk; rðxÞ. A nonparametric uncertainty model for these random
quantities will be developed in the next sections, where it is
assumed that the spacings and the mode shapes are statisti-
cally independent from each other. With this assumption, the
probability distribution of the response can be computed
when the joint probability distribution of the spacings and the
joint probability distribution of the mode shapes are known.
These distributions are considered in the next two sections.
B. Spacing statistics and the GOE
This section deals with the efficient computation of the
joint probability distribution of the eigenvalue spacings sk; r
of a subsystem, representing the uncertainty due to spatial
variations in geometry, material properties, or boundary con-
ditions. At first instance, one might think that no general
statements about the distribution of the eigenvalue spacings
sk; r can be made without knowledge of the detailed distribu-
tion of the random parameters underlying their uncertainty.
For example, when point masses are randomly attached to a
plate, one can expect that the probability distribution of the
eigenvalue spacings depends on the total number of point
masses, their individual mass, and the joint probability distri-
bution of the locations of attachment. This is true as long as
the natural frequencies of the subsystem do not mix well
across the random ensemble, i.e., when the random varia-
tions of a natural frequency are small compared to the mean
spacing between neighboring natural frequencies.
However, it has been shown that, when a subsystem is
sufficiently random, then the statistics of the eigenvalue
spacings saturate to universal distributions, which are inde-
pendent from the statistics of the underlying random
parameters.18–22 This result allows for a nonparametric
description of the spacings distribution, i.e., a description
that does not depend on the underlying random parameters.
The degree of randomness can be quantified by the statistical
overlap factor, which is defined as34
SkðxÞ :¼ 2std½xk; rlkðxÞ
¼ 2nkðxÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E½ðxk; r  E½xk; rÞ2
q
;
(6)
where the natural frequency xk; r is chosen such that its nom-
inal value E½xk; r is closest to the frequency of interest x.
The statistics of the subsystem’s eigenvalue spacings tend to
saturate to universal distributions when SkðxÞ  1. For all
types of subsystem, the statistical overlap is monotonically
increasing with frequency, so this always happens from a
certain frequency onward. The corresponding frequency
range is termed the “high-frequency range” of the
subsystem.
For the generic case where the considered spatial uncer-
tainty does not preserve subsystem symmetries, the statistics
of the local spacings between the eigenvalues saturate to
those of the GOE matrix from random matrix theory23 at
high statistical overlap. In this case the veering (or eigen-
value repulsion) phenomenon prevents the occurrence of
double modes, and the probability density function is zero
for zero spacing. If on the contrary the nominal subsystem
has symmetries that are preserved by the spatial uncertainty,
then the eigenvalue spacings follow a Poisson distribution,
which allows for multiple modes having the same natural
frequency. A subsystem with Poisson natural frequency
spacings is mathematically simpler, for instance because the
spacings are statistically independent, and historically this
case was analyzed first.35 However, in general, such
symmetry-preserving perturbations are unlikely to occur,
and in practical situations GOE behavior is observed.
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The GOE is a real symmetric matrix with random
entries that can be written as36
GnGðrGÞ :¼
G11 G12    G1nG
G12 G22    G2nG
  . .
.

G1nG G2nG    GnGnG ;
2
6664
3
7775; (7)
where nG denotes the number of rows or columns. The ele-
ments with different indices are independent, centered
Gaussian random variables. The diagonal elements have var-
iance 2r2G and the off-diagonal elements have variance r
2
G,
where the parameter rG serves to specify an eigenvalue
scale. It can be noted that the GOE bears little resemblance
to the matrices that arise in the mathematical description of
vibro-acoustic systems. It is even not positive definite almost
surely37 and not suitable for the direct description of random
mass and stiffness matrices. However, the matrix itself is not
of interest here, but rather the joint probability distribution
of its normalized eigenvalue spacings, since this is known to
be the same distribution as that of the normalized eigenvalue
spacings of any vibro-acoustic subsystem in high-frequency
regime. This universality of the normalized eigenvalue spac-
ing statistics of the GOE can now be exploited for computing
realizations of the spacings sk; r.
Let us first approximate the sum in Eq. (2) by retaining
only the Nk modes for which the normalized eigenvalue dis-
tance jsk; rj is smallest. A realization of the Nk normalized
spacings fsk; rg can then be computed as follows.
1. Construct a realization of the matrix GnGðrÞ; which has
been defined in Eq. (7). A Gaussian random number gen-
erator can be used for constructing realizations of the ele-
ments. The scale factor rG can be freely chosen as long as
it is a finite nonzero positive real number. The number of
rows or columns nG should be chosen such that nG  Nk.
2. Compute the eigenvalues.
3. Compute and order the spacings around k ¼ 0. This is a
fixed point that is chosen arbitrarily except that it is the
center of the eigenvalue range.
4. Normalize the ordered spacings. This can, for instance, be
performed by multiplying the spacings by the empirical
eigenvalue density at k ¼ 0.
5. Retain the nr eigenvalue spacings with the smallest abso-
lute value.
An important advantage of this procedure is that the nor-
malized GOE eigenvalue spacings do not depend on any prop-
erty of the considered subsystem. This implies that the
realizations only need to be computed once, thereafter they
can be recycled over and over again for analyzing different
vibro-acoustic systems. It should be kept in mind though that,
when within a single analysis statistically independent subsys-
tems are connected, the corresponding spacing realizations
should also be independent. After the spacings have been
computed, the corresponding natural frequency realizations of
the physical subsystem at hand are obtained from Eq. (5).
Numerical sampling of GOE spacing statistics has been
used previously for estimating SEA coupling loss factors,
but neglecting the statistical dependency between the
spacings.38 When neglecting these correlations, the spacing
statistics are Rayleigh distributed and realizations of them
can be computed directly with a random number generator.
However, neglecting these correlations can lead to consider-
able errors in the response statistics.22 Furthermore, in the
present paper, the restricting assumptions related to SEA are
not made, and the computation of coupling loss factors is not
necessary.
C. Mode shapes as Gaussian random fields
The mode shapes can be interpreted as standing waves
that arise from many diffuse traveling wave components. By
virtue of the central limit theorem one can state that, at high
frequencies, the mode shapes of the random subsystem are
Gaussian random fields. Since the mode shapes are orthogo-
nal, they are also independent from each other. A mode
shape component at a single location x is a zero-mean
Gaussian random variable. Its variance can be obtained by
taking the expected value of the mass-normalization expres-
sion (3):ð
Xk
qðxÞE u2k; rðxÞ
h i
dx ¼ 1: (8)
For homogenous subsystems, the random field is stationary,
i.e., the averages are independent of the position. In this case
we have
E u2k; rðxÞ
h i
¼ 1ð
Xk
qðxÞdx
¼ 1
Mk
; (9)
where Mk is the total mass of subsystem k. The modal dis-
placements at points that are far away from each other in
terms of wavelength are approximately uncorrelated, and
subsystems that are loaded at distinct points can be accu-
rately analyzed under this approximation.39
However in other cases the full covariance function of
the modal displacement field,
Ck; rðx; yÞ :¼ E uk; rðxÞuk; rðyÞ
 
(10)
will be needed. Based on the above arguments, it can be
shown that this covariance function is prescribed by28,29
Ck; rðx; yÞ ¼
J0 kk; rjjy xjj
 
Mk
for 2D subsystems
sinc kk; rjjy xjj
 
Mk
for 3D subsystems;
8>><
>>:
(11)
where J0 denotes the Bessel function of the first kind and
order zero, sincðxÞ :¼ sinðxÞ=x and kk; r :¼ 2p=kk; r denotes
the wavenumber corresponding to the wavelength kr of
mode r of subsystem k. The covariance depends only on the
distance between the mode shape components, the wave-
length, and the total mass. Since the wavelength is short
compared to the size of the subsystem at high frequencies,
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kk; r can, for instance, be estimated from the deformation of
an infinite subsystem at frequency xk; r.
If necessary, the effect of a deterministic boundary on the
mode shape realizations can be accounted for. One possibility
is to introduce restrictive boundary conditions (e.g., simply
supported) by constraint equations, e.g., by taking the bound-
ary DOFs as part of the master system when solving for the
response, as detailed further on in Sec. III B. Boundary reflec-
tions can also be accounted for by extending the covariance
function by means of an image source approach.40
Since a zero-mean Gaussian random field is completely
determined by its covariance function, realizations of the
mode shapes can be constructed based on the information
contained in Eqs. (9) and (11). Realizations for the complete
random field can for instance be obtained through a trun-
cated Karhunen-Loe`ve decomposition.3 In this approach, the
covariance function is decomposed as
Ck; rðx; yÞ ¼
X
l
klflðxÞflðyÞ; (12)
where kl and flðxÞ are the eigenvalues and eigenfunctions,
respectively, of the following eigenvalue problem:ð
Xk
Ck; rðx; yÞf ðyÞdy ¼ kf ðxÞ: (13)
The corresponding mode shape can be expressed as
uk; rðxÞ ¼
X
l
ffiffiffiffi
kl
p
flðxÞnl; (14)
where the nl denotes independent, standard normal random
variables that can be realized with a Gaussian random num-
ber generator. Note that for the covariance functions in Eq.
(11), no analytic solution of the eigenvalue problem of Eq.
(13) is available at present. A numerical solution is therefore
required and this is computationally expensive.41 However,
when the mode shapes are only needed at a limited number
Lk of loading locations, the corresponding modal displace-
ments can be collected in a mode shape vector:
uk; r :¼ uk; rðx1Þ uk; rðx2Þ    uk; rðxLkÞ
 T
: (15)
The corresponding covariance matrix is
Ck; r :¼ E uk; ruTk; r
h i
: (16)
It can be straightforwardly computed from the prescribed co-
variance function Eq. (11). Realizations of the mode shape
vector can be obtained from a discrete Karhunen-Loe`ve
decomposition: with the eigenvalue decomposition of the co-
variance matrix
Ck; r :¼ ARAT ; (17)
the corresponding mode shape vector is
uk; r :¼ AR1=2n; (18)
where n is a vector of independent, standard normal random
variables that can be realized with a Gaussian random num-
ber generator.
D. Evaluation of subsystem response
After a realization of the eigenvalue spacings and the
mode shapes has been constructed as detailed in Secs. II B
and II C, respectively, the corresponding displacement field
can be computed by combining Eqs. (1) and (2):
ukðx; xÞ ¼
X
r
uk; rðxÞfk; r
x2 þ igkxxk; r þ x2k; r
; (19)
where fk; r is the modal force for mode r:
fk; r :¼
ð
Ck
uk; rðxÞfkðx; xÞdx: (20)
If the force is a point load applied at location xF, i.e., when
fkðx; xÞ ¼ FðxÞdðx xFÞ with d denoting a Dirac impulse,
the modal forces are weighted versions of the applied load,
where the weights follow from the mode shape realizations:
fk; r :¼ uk; rðxFÞFðxÞ: (21)
In the more general case where fkðx; xÞ is spatially dis-
tributed, the modal force fk; r can, from Eq. (20), be interpreted
as a weighted sum of correlated, zero-mean normally distrib-
uted random variables, the random variables being the mode
shapes evaluated at a fixed location and the weights being the
loads applied at those locations. Furthermore, when fkðx; xÞ
is random, it is often reasonable to expect that fkðx; xÞ
depends only weakly on any individual mode shape uk; rðxÞ.
In this case, fk; r will still have zero mean. When additionally
the correlation length of uk; rðxÞfkðx; xÞ is small compared to
the Ck, the modal force fk; r can be considered as a sum of
many independent, zero-mean random variables, which will
be approximately complex normally distributed.42 Therefore
to simulate realizations of the modal force fk; r, only its var-
iance is required. This variance is given by
E½jfk; rj2 ¼
ð
Xk
ð
Xk
E uk; rðxÞuk; rðyÞ
 
E f ðxÞf ðyÞ
h i
dxdy;
(22)
where the overbar denotes complex conjugate. For known
loading statistics, the integral can be evaluated before com-
puting realizations of the system response. Sometimes the
spatial distribution of the loading is known but not the ampli-
tude, e.g., when the loading is described in terms of interface
modes with other subsystems. Then the integral can also be
evaluated beforehand up to a scaling factor that equals the
square of the amplitude.
Beside the local response, the time-averaged total, ki-
netic and potential energies of a subsystem are also often of
interest. With realizations of the natural frequencies and
modal forces at hand, they follow from
EkðxÞ :¼ Tkin; kðxÞ þ Tpot; kðxÞ; (23)
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Tkin; kðxÞ ¼ x
2
4
X
r
jfk; rj2
ðx2k; r  x2Þ2 þ ðgkxxk; rÞ2
; (24)
Tpot; kðxÞ ¼ 1
4
X
r
x2k; rjfk; rj2
ðx2k; r  x2Þ2 þ ðgkxxk; rÞ2
: (25)
III. BUILT-UP SYSTEMS
In this section the step is made from the analysis of a
single homogenous random subsystem to the analysis of
built-up systems. In order to couple a random subsystem to
other random subsystems or even deterministic subsystems,
the master system approach10 is adopted and extended to
include subsystem descriptions in modal form.
A. Stiffness matrix of a random subsystem in modal
form
The response of a random subsystem can be written in
modal form as
ukðx; xÞ ¼
X
r
uk; rðxÞqk; rðxÞ; (26)
where the modal coordinates follow from
ðx2 þ igkxxk; r þ x2k; rÞ qk; rðxÞ ¼ fk; r: (27)
This set of decoupled equations reads in matrix form:
Dmk ðxÞqkðxÞ ¼ fmk ðxÞ; (28)
where the diagonal matrix Dmk ðxÞ 2 Cnrnr is the dynamic
stiffness matrix of subsystem k in modal form, and the super-
script m denotes that the stiffness and force are in modal coor-
dinates. Realizations of Dmk are constructed based on GOE
natural frequency realizations and Gaussian mode shape real-
izations. The computation of these has been treated in Sec. II.
B. The master system approach
In the master system approach, it is assumed that the deter-
ministic subsystems and the subsystemsubsystem and subsys-
temforce interfaces have been discretized into nodal DOFs.
These nodal response DOFs, called master system DOFs, are
collected in a displacement amplitude vector uðxÞ 2 Cnm . The
equations of motion of the built-up system are then
DðxÞuðxÞ ¼ fðxÞ: (29)
The dynamic stiffness matrix D may be decomposed as the
sum of the dynamic stiffness matrix of the master system,
denoted as Dd, and the dynamic stiffness matrices Dk of the
nonparametric random subsystems:
DðxÞ ¼ DdðxÞ þ
X
k
DkðxÞ: (30)
For a specific nonparametric random subsystem k, let
Sk 2 Rnm; knm note a selection matrix collecting the nm; k
DOFs attached to subsystem k from the nm master system
DOFs, and let Uk contain the mode shape components at
these DOFs:
Uk :¼
uk; 1ðx1Þ    uk;Nkðx1Þ
 . .
.

uk; 1ðxnm; kÞ    uk;Nkðxnm; kÞ
2
664
3
775: (31)
When nm; k  Nk, the dynamic stiffness matrix of random
subsystem k follows from
DkðxÞ ¼ STk UkDmk 1ðxÞUTk
 1
Sk: (32)
If a realization of the master system response has been con-
structed, the loading on subsystem k is obtained from
DkðxÞuðxÞ ¼ fkðxÞ: (33)
The master system approach can be extended rather
straightforwardly by allowing uðxÞ to contain generalized dis-
placements, e.g., modal coordinates of the master system, or
coordinates of interface modes between subsystems that are
connected by line or area junctions. Such an extension is used
further on in the examples of Sec. IVD, where the master sys-
tem DOFs are the modal coordinates of the master system.
C. Algorithmic summary
1. System definition
1. Partition the system into a set of coupled subsystems and
specify the subsystem interfaces.
2. For each subsystem, estimate the statistical overlap due to
uncertainty in spatial variations in geometry, material
properties and boundary conditions for the frequency
range interest. Subsystems with large statistical overlap
are modeled as random subsystems, subsystems with
small statistical overlap as deterministic subsystems.
3. Define the master system. It consists of the DOFs of the
deterministic subsystems, the subsystem–subsystem inter-
faces and the subsystem–force interfaces.
2. Assembly of subsystem dynamic stiffness matrices
for each Monte Carlo run and for each random
subsystem k
4. Compute a realization of the dynamic stiffness matrix in
modal form Dmk ðxÞ based on the realization of a set of
GOE spacings as detailed in Sec. II B.
5. Compute a realization of the (generalized) mode shape
component matrix Eq. (31) based on the realization of a
set of Gaussian mode shapes as detailed in Sec. II C.
6. Compute a realization of the subsystem’s dynamic stiff-
ness matrix DkðxÞ from Eq. (32).
3. Solution for the system response for each Monte
Carlo run
7. Assemble a realization of the master system’s dynamic
stiffness matrix as in Eq. (30).
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8. If necessary, introduce additional parametric uncertainty
by replacing nominal parameters by a Monte Carlo
realization.
9. Construct the (generalized) load vector fðxÞ. If neces-
sary, compute a realization of the generalized forces act-
ing on the subsystems as in Sec. II D.
10. Compute a realization of the master system’s response
from Eq. (29).
11. Additional quantities may be computed such as a real-
ization of the kinetic energy of a nonparametric random
subsystem from Eqs. (24) and (33).
Finally, the solution statistics of interest are computed
from the set of Monte Carlo realizations.
IV. APPLICATIONS
In this section, the proposed method is validated for
structures consisting of thin plates connected to stiff compo-
nents. This type of built-up structure is often encountered in
practice, e.g., in an aircraft fuselage where the stiff frames
have thin skin panels attached. In the mid-frequency range,
the stiff frames exhibit long-wavelength deformation and they
are modeled as deterministic, while the thin panels show
short-wavelength deformation, and they are modeled as non-
parametric random subsystems. The example systems consid-
ered here are simple assemblies that capture the physics of
this type of problem. The material properties of the plates
are the same in all cases: a density of q ¼ 2800 kg=m3, a
Young’s modulus of E ¼ 7:2 1010 N=m2 and a Poisson’s
ratio of  ¼ 0:3. In each simulation a total of 5000 independ-
ent nonparametric random realizations are computed. For all
random subsystems the 50 smallest normalized eigenvalue
spacings sk; r are retained. Their realizations are computed
with a GOE matrix of dimensions 300 300. The results are
stored and re-used in all examples. The considered frequency
range is 100–300 Hz.
The nonparametric model results are compared with
“exact” solutions, obtained by a parametric random model
constructed with the assumed-modes method, also known as
the Lagrange–Rayleigh–Ritz method.43 All modes of the
detached simply supported plates up to 600Hz are taken as
Ritz basis functions. The uncertainty that is considered is
that of a random mass distribution, in the sense that 20 small
masses are attached to the flexible plates at random loca-
tions. Each attached mass has 0.75% of the total mass of the
plate. The location of the attached point masses is varied ran-
domly in a total of 1000 Monte Carlo realizations. The para-
metric stochastic models are computationally expensive
compared to the nonparametric models. Figure 1 shows a
realization of each of the four investigated systems.
A. Single thin plate, point and line loading
The first example is that of a thin, simply supported
plate of dimensions 2:1m 1:9m 1:25 103 m. A par-
ticular realization of the plate with random masses attached
is shown in Fig. 1(a). Its statistical overlap varies between
3:9 (at 100Hz) and 11:7 (at 300Hz), so the conditions of the
GOE model to be valid are fulfilled.
Two load cases are considered: (i) a harmonic point force
with amplitude 1N at coordinates ð0:88m; 0:72mÞ measured
along the long and short edges of the plate, respectively, and
(ii) a harmonic line load with amplitude 0.78N/m between
the points ð0:34m; 0:61mÞ and ð1:62m; 0:61mÞ. The output
quantity of interest is the total subsystem energy E1. Two dif-
ferent values for the damping loss factor are considered: low
damping (g ¼ 0:001) and normal damping (g ¼ 0:01).
In both loading cases, the modal forces are Gaussian
random variables. For the point load, the variance of the
modal force is directly obtained from Eqs. (9) and (21). For
the line load, Eqs. (9) and (22) are used. Since the line load
is real and constant, and since the covariance function of the
mode shapes is known from Eq. (11), Eq. (22) boils down to
E½f 2k; r ¼ f 2k
ðL
0
ðL
0
J0 krjs2  s1jð Þ
Mk
ds1ds2; (34)
where fk denotes the amplitude of the line load (0.78N/m in
this example) and L denotes the length of the line where the
load is applied (1:28m in this example). The integrals can be
evaluated analytically asðL
0
ðL
0
J0 krjs2  s1jð Þ
Mk
ds1ds2
¼ 1
Mk
ðL
0
ðs2
0
J0 krsð Þ dsþ
ðLs2
0
J0 krsð Þ ds
" #
ds2
(35)
¼ L
2
Mk
1F2
1
2
;
3
2
2
 
;
k2r L2
4
 !
; (36)
where pFqðp; q; xÞ denotes the generalized hypergeometric
function with vector parameters p and q of length p and q,
respectively, and argument x. The first equality has been
obtained with the substitution s ¼ s1 þ s2.
The nonparametric solutions are validated against the
full parametric solutions in Figs. 2–5. In Figs. 2 and 3, the
mean value of the total energy and the driving point mobil-
ity, respectively, is plotted together with the 95% confidence
interval for the whole frequency range. For a specific fre-
quency value, the empirical cumulative distribution function
(CDF) is plotted in Fig. 4. An excellent agreement is
FIG. 1. A single member of an ensemble of structures consisting of (a) a sin-
gle random plate, (b) an oscillator coupled to a random plate, (c) two ran-
dom plates, connected by a spring and (d) a deterministic master plate
rigidly connected to two random plates at three locations each.
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observed for all loading and damping combinations. This
illustrates that the validity of the nonparametric GOE-based
approach is not confined to high modal overlap; indeed, for
the low damping case (g ¼ 0:001), the modal overlap mk
varies between 0:1 (at 100Hz) and 0:3 (at 300Hz).
The corresponding probability distribution functions,
which have been estimated numerically using a kernel den-
sity smoother, are plotted in Fig. 5. The good agreement
between the parametric PDF and the nonparametric PDF is
expected since a similar observation has been made for the
CDFs. In the figure these PDFs are compared with a lognor-
mal and chi-squared PDF, which are computed by equating
their mean and variance to those of the full parametric simu-
lation. At low damping, neither the lognormal nor the chi-
squared PDF result in a good fit. In the normal damping
case, however, the chi-squared fit is better and the lognormal
fit is very good. These observations are in full agreement
with the theoretical derivation of the lognormal PDF,7 which
is only valid at moderate to high modal overlap and for cer-
tain loading cases, and that of the chi-squared PDF,8 which
is only valid at high modal overlap. For low modal overlap,
only the nonparametric GOE-based model is capable of cap-
turing the plate’s behavior with good accuracy.
B. Oscillator attached to a thin simply supported plate
Here the same random plate as in the previous section is
considered, but now a deterministic oscillator is coupled to
the plate at the location of the unit point load [Fig. 1(b)].
The oscillator has a mass of m ¼ 2 kg and an undamped res-
onance frequency of fr ¼ 200Hz. The damping loss factor of
the plate and the oscillator is the same. The built-up model
of this structure is constructed with the master system
approach. The master system contains only a single DOF:
the displacement at the connection point. The dynamic stiff-
ness matrix of the master system is therefore a scalar:
Dd ¼ m x2 þ ð2p frÞ2ð1þ igÞ
h i
: (37)
After computing realizations of the nonparametric random
subsystem’s dynamic stiffness matrix D1, which is of course
also a scalar, the corresponding realizations of the master
system response are obtained from Eq. (29).
The nonparametric solutions are compared with the full
parametric solutions in Figs. 6 and 7. The mean values of the
total plate energy E1 and oscillator squared velocity ampli-
tude j _uj2 are plotted together with the 95% confidence inter-
val for the whole frequency range. The cumulative
distribution function is also plotted at the undamped reso-
nance frequency of the oscillator. An excellent agreement is
observed for both damping cases. Note the particular shape
FIG. 2. (Color online) Simply supported plate, total energy E1: mean and
95% confidence interval for (a,b) point loading and (c,d) line loading, and
(a,c) g ¼ 0:001 and (b,d) g ¼ 0:01. Dashed lines: parametric solutions, solid
lines: nonparametric solutions.
FIG. 3. (Color online) Point loaded simply supported plate, driving point
mobility: mean and 95% confidence interval for (a) g ¼ 0:001 and (b)
g ¼ 0:01. Dashed lines: parametric solutions, solid lines: nonparametric
solutions.
FIG. 5. (Color online) Point loaded simply supported plate, total energy E1:
normalized PDF at 200Hz for (a) g ¼ 0:001 and (b) g ¼ 0:01. Thick dashed
lines: parametric solutions, solid lines: nonparametric solutions, dotted lines:
lognormal PDF, dashed lines: chi-squared PDF.
FIG. 4. (Color online) Line loaded simply supported plate, total energy E1:
normalized CDF at 200Hz for (a) g ¼ 0:001 and (b) g ¼ 0:01. Dashed lines:
parametric solutions, solid lines: nonparametric solutions. Results of similar
quality are obtained for point loading.
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of the energy CDF for the normal damping case (g ¼ 0:01):
there is a sharp cut-off at the higher end of the distribution at
around 3:95 104 J. Neither a lognormal nor a chi-squared
distribution would yield a good fit here, as was observed in
an earlier study of this particular system.8 This cut-off
behavior is only observed at resonance and it is therefore
attributed to the interaction between the oscillator and the
plate at this frequency.
C. Two plates coupled by a spring
Next we consider a plate assembly consisting of two
flexible, high modal density simply supported plates with
random mass distribution [Fig. 1(c)]. The dimensions of the
first and second randomized plate are 1:9m 2:1m
1:25mm and 2:625m 2:375m 1:67mm, respectively.
The statistical overlap varies between 3:9 (at 100Hz) and
11:7 (at 300Hz) for the first plate and between 4:6 (at
100Hz) and 13:7 (at 300Hz) for the second plate, so the
GOE conditions are fulfilled. All plates have the same
damping; again two values are considered, g ¼ 0:001 and
g ¼ 0:01. The randomized plates are connected by a spring
with a stiffness of 17 kN=mm. The first plate is connected to
the spring at the coordinates (0.964, 1.262), which are in
meters relative to one corner of the first plate, and the second
at (1.559, 0.959), which are relative to the corner of the sec-
ond plate.
In the nonparametric stochastic model, the spring ends
together with the loading DOF are taken as the master sys-
tem DOFs. For the low damping case (g ¼ 0:001), the non-
parametric solutions are compared with the full parametric
solutions in Fig. 8, where the mean values of the total plate
energies E1 and E2 are plotted together with the 95% confi-
dence interval for the whole frequency range. The cumula-
tive distribution functions at a fixed frequency value are also
plotted. An excellent agreement is observed. Similar results
are obtained for g ¼ 0:01 but they are not reproduced here.
In Fig. 9, an additional comparison is made with statisti-
cal energy analysis predictions. The SEA results are com-
puted with the hybrid formulation of Langley and co-
workers for computing the mean10 and variance11 of the
response. Within this formulation, the master system consists
of the spring connecting both plates, and the random subsys-
tems are the plates themselves. The SEA results differ
slightly from the parametric and nonparametric solutions,
especially for the low damping case (g ¼ 0:001). They
underestimate the mean and variance of the total energy of
the source plate and they overestimate the mean and var-
iance of the total energy of the receiving plate. The differen-
ces can be explained by noting that in SEA, the subsystems
are assumed to be weakly coupled why no such assumption
is made in the nonparametric stochastic method presented in
this paper. Finnveden’s Gamma criterion17 provides a mea-
sure for assessing the coupling strength. When c < 1, the
FIG. 6. (Color online) Oscillator attached to a thin plate, total energy E1 of
the plate: mean and 95% confidence interval for (a) g ¼ 0:001 and (b)
g ¼ 0:01, and normalized CDF at 200Hz for (c) g ¼ 0:001 and (d)
g ¼ 0:01. Dashed lines: parametric solutions, solid lines: nonparametric
solutions.
FIG. 7. (Color online) Oscillator attached to a thin plate, squared amplitude
j _uj2 of the oscillator, g ¼ 0:001: (a) mean and 95% confidence interval and
(b) normalized CDF at 200Hz. Dashed lines: parametric solutions, solid
lines: nonparametric solutions.
FIG. 8. (Color online) Two-plate assembly, total energies E1 and E2 of the
random plates, g ¼ 0:001: (a,b) mean and 95% confidence interval and (c,d)
normalized CDF at 200Hz. Dashed lines: parametric results, solid lines:
nonparametric solutions.
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coupling is weak, while the coupling is strong when c > 1.
For the specific case of two plates coupled by springs, c
grows when (i) the spring stiffness increases, (ii) the number
of springs increases, (iii) the plate damping decreases, (iv)
the plate stiffness or mass increases, and (v) the frequency
decreases. For the plate assembly considered here, c 	
3 105 at 200Hz when g ¼ 0:001 while c 	 3 103 at
200Hz when g ¼ 0:01.
D. Three-plate assembly
Finally, we consider a plate assembly where a low
modal density, simply supported master plate is connected to
two flexible, high modal density simply supported plates
with random mass distribution [Fig. 1(d)]. The dimensions
of the master plate are 1:05m 0:95m 5mm, those of
the first and second randomized plate are 1:9m 2:1m
1:25mm and 2:625m 2:375m 1:67mm, respectively.
The material properties are the same as before. All plates
have the same damping loss factor; again two values are con-
sidered, g ¼ 0:001 and g ¼ 0:01. The randomized plates are
rigidly connected to the master plate, the first one at the
coordinates (0.464,0.762), (0.832,0.525), and (0.161,0.268),
which are in meters relative to one corner of the master
plate, and the second one at (0.809,0.209), (0.402,0.181),
and (0.764,0.723). A unit harmonic force is applied at the
first random plate.
The nonparametric stochastic model for this structure is
constructed with the master systems approach, where the
force connection point and the 32 deterministic free bending
modes of the master plate that have a natural frequency
below 600Hz are taken as master system DOFs. The non-
parametric solutions are compared with the full parametric
solutions in Figs. 10 and 11, where the probability distribu-
tion of the random plate energies and the master plate
response at location ðx; yÞ ¼ ð0:255; 0:142Þ are plotted. A
very good agreement is obtained in all cases. It can be seen
in Fig. 10 that the dynamic behavior of both subsystems is
qualitatively different. The behavior of random plate 1,
which is directly loaded by a known external force, is not
much influenced by the presence of the master plate, and its
response is qualitatively similar to that of the detached plate
of Sec. IVA. Random plate 2 is loaded through the master
plate, and the influence of the individual modes of the master
system is clearly visible.
In a previous study of this same example structure,8 it
was found that the subsystem energies neither follow a
FIG. 9. (Color online) Two plates coupled by a spring, total energies (a,c)
E1 and (b,d) E2: (a,b) mean values and (c,d) standard deviations. Upper
curves: g ¼ 0:001, lower curves: g ¼ 0:01. Dashed lines: parametric results,
solid lines: nonparametric solutions, dash-dotted lines: SEA predictions.
FIG. 10. (Color online) Three-plate assembly, loading on random plate 1,
g ¼ 0:001, total energies E1 and E2 of the random plates: (a,b) mean and
95% confidence interval and (c,d) normalized CDF at 200Hz. Dashed lines:
parametric results, solid lines: nonparametric solutions. Results of similar
quality are obtained for g ¼ 0:01.
FIG. 11. (Color online) Three-plate assembly, loading on random plate 1,
master plate response: mean and 95% confidence interval for (a) g ¼ 0:001
and (b) g ¼ 0:01, and normalized CDF at 200Hz for (c) g ¼ 0:001 and (d)
g ¼ 0:01. Dashed lines: parametric results, solid lines: nonparametric
solutions.
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chi-squared nor a lognormal distribution, except for the case
g ¼ 0:01 and f > 200Hz, where the chi-squared distribution
yields a good approximation. For the master system, an
exponential distribution yielded a good approximation at
g ¼ 0:01 but not at g ¼ 0:001. With the nonparametric
GOE-based approach, a good prediction of the response
probability distribution is found in all cases. Results of simi-
lar quality (not reproduced here) are obtained when the load-
ing acts on the master system instead of on a subsystem.
V. CONCLUSIONS
A nonparametric probabilistic method has been presented
for the mid- and high-frequency analysis of built-up struc-
tures. The method is robust in the sense that it yields the full
probability distribution of the response due to small spatial
variations in geometry, material properties, or boundary con-
ditions. It is also computationally efficient because the ran-
dom subsystems are modeled with the interface DOFs only,
and because the natural frequencies and mode shapes of these
subsystems are directly drawn from universal probability dis-
tributions. The method has a wider range of applicability than
statistical energy analysis and related approaches since the
full response probability can be accurately predicted for arbi-
trary loading and arbitrary modal overlap, and since no addi-
tional assumptions are needed when coupling a random
subsystem to other subsystems—in particular, strong coupling
is allowed. Other advantages, which will be exploited in fur-
ther studies, are that additional parametric uncertainty can be
accounted for without increasing the computation cost, that
phase information is available so that response signals may be
reconstructed in the time domain, and that the computation of
band-averaged response statistics is straightforward.
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