Abstract. Let {d k } k≥0 be a complex martingale difference in L p [0, 1], where 1 < p < ∞, and {ε k } k≥0 a sequence in {±1}. We obtain the following general-
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}. For 2 ≤ p < ∞ the result is also true with sharp constant for τ ∈ R.
Introduction
In a series of papers, [5] to [12] , Burkholder was able to compute the L p operator norm of the martingale transform, which we will denote as M T. This was quite a revolutionary result, not only because of the result itself but because of the method for approaching the problem. Burkholder's method in these early papers was inspiration for the Bellman function technique, which has been a very useful tool in approaching modern and classical problems in harmonic analysis (this paper will demonstrate the Bellman function technique as well). But, the result itself has many applications. One particular application of his result is for obtaining sharp estimates for singular integrals. Consider the Ahlfors-Beurling operator, which we will denote as T. Lehto, [16] , showed in 1965 that T p := T p→p ≥ (p * −1) = max p − 1, 1 p−1 . Iwaniec conjectured in 1982, [15] , that T p = p * − 1. The only progress toward proving that conjecture has been using Burkholder's result, see [17] , [2] and [1] for the major results toward proving the conjecture.
However, Burkholder's estimates have been useful for lower bound estimates as well. For example, Geiss, Montgomery-Smith and Saksman, [14] , were able to show that ℜT p , ℑT p ≥ p * − 1, by using Burkholder's estimates. The upper bound for these two operators were determined as p * − 1 by Nazarov, Volberg, [17] and Bañuelos, Mèndez-Hernàndez [2] , so we now have ℜT p = ℑT p = p * − 1.
1
Note that ℜT the difference of the squares of the planar Riesz transforms, i.e. T = R 2 1 − R 2 2 . A recent result of Geiss, Montomery-Smith and Saksman, [14] points to the following observation, though not immediately. We can estimate linear combinations of squares of Riesz transforms if we know the corresponding estimate for a linear combination of the martingale transform and the identity operator. In other words, one can get at estimates of the norm of (R 2 1 − R 2 2 ) + τ · I, by knowing the estimates of the norm of M T + τ · I. M T + τ · I p has only been computed for either τ = 0 by Burkholder [8] or τ = ±1 by Choi [13] . The problem is still open for all other τ −values and seems to be very difficult, though we have had some progress. But, if we consider "quadratic" rather than linear perturbations then things become more manageable (see [3] , [4] ). This brings us to the focus of this paper, which is determining estimates for quadratic perturbations of the martingale transform, which will have connections to quadratic combinations of squares of Riesz transforms.
To prove our main result we are going to take a slightly indirect approach.
Burkholder (see [8] ) defined the martingale transform, M T ε , as
Then the main result can be stated as
needed in the process. In fact, the only background material that is needed for the Bellman function technique approach, is some basic knowledge of partial differential equations and some elementary analysis.
Observe that for 2 ≤ p < ∞, the estimate from above is just an application of Minkowski's inequality on L p 2 and Burkholder's original result. But, this argument does not address sharpness, even though the constant obtained turns out to be the sharp constant for small τ . For 1 < p < 2, Minkowski's inequality (in l 2 p ) also plays a role, but to a lesser extent and cannot give the sharp constant, as we will see Proposition 30. It is, indeed, very strange that such sloppy estimation could give the estimate with sharp constant for 1 ≤ p < ∞. We will now rigorously develop some background ideas needed to set up the Bellman function.
In our calculations we follow the scheme of [21] , but our "Dirichlet problem"
for Monge-Ampère is different. For small τ the scheme works. For large τ and 1 < p < 2 it definitely must be changed as [3] shows. The amazing feature is the "splitting" of the result to two quite different cases: 1 < p < 2 and 2 ≤ p < ∞, where in the former case we know the result only for small τ, but in the latter one τ is unrestricted.
1.1. Motivation of the Bellman function. Let I be an interval and α ± ∈ R + such that α + + α − = 1. These α ± generate two subintervals I ± such that |I ± | = α ± |I| and I = I − ∪ I + . We can continue this decomposition indefinitely as follows.
Any sequence {α n,m : 0 < α n,m < 1, 0 ≤ m < 2 n , 0 < n < ∞, α n,2k + α n,2k+1 = 1}, generates the collection I := {I n,m : 0 ≤ m < 2 n , 0 < n < ∞} of subintervals of I, where I n,m = I − n,m ∪ I + n,m = I n+1,2m+1 ∪ I n+1,2m+1 and α − = α n+1,2m , α + = α n+1,2m+1 . Note that I 0,0 = I. (f, h I )h I .
(1.1)
By Lebesgue differentiation, the left-hand side in (1.1) converges to f almost everywhere, as n → ∞. So any f ∈ L p (I 0 ) ⊂ L 1 (I 0 ) can be decomposed in terms of the Haar system as
In terms of the expansion in the Haar system we define the martingale transform,
where
to g being the martingale transform of f, for f, g ∈ L p (I 0 ). the "quadratic perturbation" of the martingale transform's norm |g| p
Now we define the Bellman function as
,
2 is sharp. The result is also true with sharp constant for 2 ≤ p < ∞ and τ ∈ R.
Note that when τ = 0 we get Burkholder's famous result [8] .
Now that we have the problem formalized, notice that B is independent of the initial choice of I 0 (which we will just denote I from now on) and {α n,m } n,m , so we return to having them arbitrary. Finding B when p = 2 is easy, so we will do this first.
Now we can compute B explicitly, (p = 2)
Outline of Argument to Prove Main Result.
Computing the Bellman function, B, for p = 2, is much more difficult, so more machinery is needed. In Section 1.3 we will derive properties of the Bellman function, the most notable of which is concavity under certain conditions. Finding a B to satisfy the concavity will amount to solving a partial differential equation, after adding an assumption.
This PDE has a solution on characteristics that is well known, so we just need to find an explicit solution from this, using the Bellman function properties. How the characteristics behave in the domain of definition for the Bellman function will give us several cases to consider. In Section 2 we will get a Bellman function candidate for 1 < p < ∞ by putting together several cases.
Once we have what we think is the Bellman function, we need to show that it has the necessary smoothness and that Assumption 7 was not too restrictive to give us the Bellman function. This is covered in Section 3. Finally the main result is shown in Section 4. In Section 6, we show why several cases did not lead to a Bellman function candidate and why the value of τ was restricted for the Bellman function candidate.
Properties of the Bellman function.
One of the properties we nearly always have (or impose) for any Bellman function, is concavity (or convexity). It is not true that B is globally concave, on all of Ω, but under certain conditions it is concave. The needed condition is that g is the martingale transform of f, or
2 | in terms of the variables in Ω.
Definition 3. We say that the function B on Ω has restrictive concavity if for all x ± ∈ Ω such that x = α + x + + α − x − , α + + α − = 1 and |x Proof. Let ε > 0 be given and x ± ∈ Ω. By the definition of B, there exists
So,
f and g are test functions and so
At this point we don not quite have concavity of B on Ω since there is the restriction |x
To make this condition more manageable, we will make a change of coordinates. Let y 1 := Then the domain of definition for M will be Ξ := {y ∈ R 3 :
If we consider x ± ∈ Ω such that |x
2 |, then the corresponding points y ± ∈ Ξ satisfy either y Rather than using Proposition 4 to check the concavity of the Bellman function we can just check it in the following way, assuming M is C 2 . Let j = i ∈ {1, 2} and fix y i as y
which is equivalent to
Proposition 5. (Restrictive Concavity in y−variables) Let j = i ∈ {1, 2} and fix y i as y
The Bellman function, as it turns out, has many other nice properties.
considering test functions f = −f and g = −g. Change coordinates from x to y and the result follows.
(ii) On the boundary {x 3 = |x 1 | p } of Ω we see that 
The PDE that we now have is the well known Monge-Ampère equation which has a solution. Let us make it clear that we have added an assumption.
Adding this assumption comes with a price. Any function that we construct, satisfying all properties of the Bellman function, must somehow be shown to be the Bellman function. We will refer to any function satisfying some, or all Bellman function properties as a Bellman function candidate.
has the solution M (y) = y j t j + y 3 t 3 + t 0 on the characteristics y j dt j + y 3 dt 3 + dt 0 = 0, which are straight lines in the y j × y 3 plane. Furthermore, t 0 , t j , t 3 are constant on characteristics with the property
This is a result of Pogorelov, see [18] , [19] . Due to the symmetry property of M, from Proposition 6, we only need to consider a portion of the domain Ξ, which we will denote as, Ξ + := {y :
Since the characteristics are straight lines, then one end of each line must be on the boundary {y : (y 1 − y 2 ) p = y 3 }. Let U denote the point at which the characteristic touches the boundary. Furthermore, the characteristics can only behave in one of the following four ways, since they are straight lines in the plane:
(1) The characteristic goes from U to {y :
The characteristic goes from U to to infinity, running parallel to the y 3 -axis (3) The characteristic goes from U to {y :
To find a Bellman function candidate we must first fix a variable (y 1 or y 2 ) and a case for the characteristics. Then we use the Bellman function properties to get rid of the characteristics. If the Monge-Ampère solution satisfies restrictive concavity, then it is a Bellman function candidate. However, checking the restrictive concavity is quite difficult in many of the cases, since it amounts to doing second derivative estimates for an implicitly defined function. Let us now find our Bellman function candidate.
Remark 9. Since we will have either y 1 or y 2 fixed in each case, then there will be eight cases in all. Let (1 j ), (2 j ), (3 j ), (4 j ) denote the case when M y j y j M y 3 y 3 − (M y 3 y j ) 2 = 0 and y i is fixed, where i = j. Also, we will denote 
This is proven through a series of Lemmas.
where u is the unique solution to the equation
Throughout the proof we will use the properties of the Bellman function from Proposition 6. Using the Neumann property and the property from Proposition 8 we get M y 1 = M y 2 = t 2 at W. By homogeneity at W we get
are constant on characteristics, which gives that
≡ const. as well. We can calculate the value of the constant by using the Dirichlet boundary data for M at U. Therefore,
where u is the solution to the equation
(2.1)
Then we see that y 2 = −( 2 p − 1)y 1 = u is also fixed by (2.1). This means that the characteristics are limited to part of the domain, as shown in Figure 2 , since they start at U and end at W ∈ {y 1 = y 2 }. All that
remains is verifying the equation (2.1) has exactly one solution u = u(y 1 , y 2 , y 3 ) in the sector p−2 p y 1 < y 2 < y 1 . Indeed, the function
Therefore, we do get a unique solution, u, in the sector.
y 1 by inversion. Substituting this into
This proves Proposition 10. We have constructed a partial Bellman function candidate from the Monge-Ampère solution in Case(1 2 ), so y 1 no longer needs to be fixed. All of the properties of the Bellman function were used to derive this partial Bellman candidate, but the restrictive concavity from Proposition 5 still needs to be verified. To verify restrictive concavity, we need that
By assumption D 2 = 0, so we needn't worry about that estimate. The remaining estimates will be verified in a series of Lemmas. The first Lemma is an idea taken from Burkholder [6] to make the calculations for computing mixed partials shorter. In the Lemma, we compute the partials of arbitrary functions which we will choose specifically later, although it is not hard to see what the appropriate choices should be.
Proof. First of all we calculate the partial derivatives of ω:
Here and further we shall use notation H ′ for any partial derivative H y i , i = 1, 2.
This cannot cause any confusion since only one i ∈ {1, 2} participate in calculation
Now we pass to the calculation of derivatives of M = y 3 ω p :
This yields
Proof.
where the "+" sign has to be taken if the coefficients in front of y i are equal and the "−" sign in the opposite case.
The derivatives of G are simple:
Note that
, and therefore,
Now in Case (1 2 ), we must choose α 1 = 1, α 2 = 1, β 1 = 1 and β 2 = −1 for H to match how the implicit solution was defined in terms of G in Proposition 10. Then
This is an easy application of Proposition 10:
Before we can compute the signs of M y 1 y 1 , M y 2 y 2 , M y 3 y 3 and D 1 we need a technical Lemma.
Proof. The only terms controlling the sign in g are (p − 2) and the quadratic part, which we will denote q(β). So we need to simply figure out the sign of q. The
If p ≤ 5 then the discriminant of q is negative and so q(β) > 0. If p > 5, and
The only case left to consider is if p > 5 and τ 2 (p − 5) − 4 ≥ 0. The zeros of q are given by β =
. Let β 1 , β 2 be the zeros such that β 2 ≥ β 1 .
We claim that max{p − 1,
which is obviously true for all τ ∈ R. Now that we have proven the claim, recall that β > p − 1, as shown in Remark 15. Therefore, β > β 2 , so q(β) > 0 in this case.
Proof. We use the partial derivatives of G computed in the proof of Lemma 14 to make the computations of Φ ′ and Φ ′′ easier. Since D 1 > 0, then all that remains to be checked, for the restrictive concavity of M, is that M y i y i (for i = 1, 2) and M y 3 y 3 have the appropriate signs. But, it turns out that only for 2 < p < ∞, will these have the appropriate signs.
Therefore, M is a partial Bellman function candidate for 2 < p < ∞ but not for 1 < p < 2, since it does not satisfy the required restrictive concavity.
Proof. By (2.2),
The previous two lemmas established that the partial Bellman function candidate, from Case (1 2 ) satisfies the restrictive concavity property, for 2 < p < ∞.
The candidate was constructed using the remaining Bellman function properties, so it is in fact a partial candidate. Now we will turn our attention to Case (2).
As it turns out, Case (2 2 ) also gives a partial Bellman function candidate, which, as luck would have it, is the missing half of the parital Bellman candidate just constructed.
2.1.2. Case (2 2 ) for 2 < p < ∞. We can obtain a Bellman candidate from Case (2) without having to separately fix y 1 or y 2 . Let us compute the solution in this case.
Lemma 19. In Case (2) we obtain
as a Bellman function candidate, where c > 0 is some constant and Proof. In Case (2), on the characteristic y i dt i + y 3 dt 3 + dt 0 = 0, y 1 and y 2 are fixed.
Furthermore, on the characteristic, t 0 , t i , t 3 are fixed, so we have
Then M y 3 y 3 = 0 and M y 3 y i = ∂ y i c 2 . Recall that D i ≥ 0 by Remark 5, so ∂ y i c 2 (y 1 , y 2 ) = 0. This implies that c 2 is a constant. Using the boundary data from Proposition 6
Solving for c 1 (y 1 , y 2 ) gives the result. To see that c 2 > 0, just notice that as
It is not possible to determine if this Bellman function candidate satisfies restrictive concavity, unless we know the value of the constant c in Lemma 19. This constant can be computed by using the fact that (2.
Now just solve for c. Figure 5 . 
when −y 1 < y 2 ≤ p−2 p y 1 and is given implicitly by So all that remains to be verified for the restrictive concavity of the explicit part is checking the sign of M y i y i , for i = 1, 2. Observe that the explicit part can be written as
It is easy to check that M y 2 y 2 ≤ M y 1 y 1 on −y 1 < y 2 ≤ p−2 p y 1 for 2 < p < ∞. So we only need to find the largest range of τ 's such that M y 1 y 1 ≤ 0.
Proof. Changing coordinates back to x will make the estimates much easier. So we would like to show that, on 0 ≤ x 2 ≤ (p − 1)x 1 , we have,
which can be verified using direct calculations, for all τ. Let s =
, then (2.9) simplifies to showing,
Now we will consider 2 ≤ p < 4. Note that F (s) = 0 at p = 2, so we can assume that p = 2. Breaking up the domain of F will make things easier. For s ∈ (1, p − 1), we have the following estimate,
Observe that g 1 is increasing on 1
Since g 2 is increasing on (τ 2 ,
+ τ 2 ) and g 2 (
on (1, p − 1) and on (0,
2 ). All that remains is so show that F (s) ≤ 0 on ( 1−τ 2 2 , 1). If we estimate in the crudest possible way, on this interval, then we obtain:
for all |τ | ≤ 1 and 3 ≤ p ≤ 4, by direct calculations. So we need to estimate a little more carefully. On (
− τ 2 ≤ t ≤ 1 + τ 2 . Then,
One can see that g 3 is decreasing for 2 ≤ p < 3.95 and g 3
We have now verified that the explicit part of the Bellman function candidate, from Case (2 2 ), has the appropriate restrictive concavity. So we have proven Proposition 21, by Lemmas 17, 18 and 22. Now that we have a Bellman candidate for 2 < p < ∞, we will turn our attention to p-values in the dual range 1 < p < 2.
2.2.
The Bellman function candidate for 1 < p < 2. In order to get a Bellman function candidate for 1 < p < 2 we just need to glue together candidates from Cases (2 2 ) and (3 2 ) in almost the same way as we did for 2 < p < ∞ in Section 2.1. Refer to Addendum 1 (Section 5) for full details. The picture probably changes most drastically for large τ. But it does not matter, since we will now show that our Bellman candidate is actually the Bellman function (which we would have to check anyways because of the added assumption). The details for the remaining cases that do not yield a Bellman function candidate are in Addendum 2 (Section 6).
The Monge-Ampère solution is the Bellman function
We will now show that the Monge-Ampère solution obtained in Proposition 21
and 23 is actually the Bellman function. To this end, let us revert back to the x−variables. We will denote the Bellman function candidate as B τ and use B τ to denote the true Bellman function. Extending the function G on part of Ω + to U τ on all of Ω, appropriately, makes it possible to define the solution in terms of a single relation.
for 1 < p < 2. For 2 < p < ∞ we interchange the two pieces in U.
Proposition 25. For 1 < p < 2 and |τ | ≤ 1 2 or 2 < p < ∞ and τ ∈ R the Bellman function candidate is the unique positive solution given by
Furthermore, U is C 1 −smooth on Ω.
Proof. First consider 2 ≤ p < ∞. It is clear that
by comparing the solution obtained in Proposition 21 and using the symmetry property in Proposition 6. The constant
was determined so that U x = U y at |y| = (p * − 1)|x|. The partial derivatives are given by,
where x ′ = x |x| and y ′ = y |y| . U is C 1 −smooth, except possibly at gluing and symmetry lines. It is easy to verify that u x is continuous at {x = 0}, U x and U y are continuous at {|y| = (p * − 1)|x|} and v y is continuous at {y = 0}. This proves that U is C 1 −smooth on Ω.
Observe that U y > 0 for y = 0 and U x < 0 for x = 0. This is enough to show that B τ is the unique positive solution to (3.1). Indeed, if x ∈ Ω such that |x 1 | = x 
is uniquely determined by the fixed x−value.
Corollary 26. B τ is continuous in Ω. Proof. In this proof only we will revert back to the notation U p,τ , rather than U, to make clear the distinction when τ = 0 or τ = 0. We only consider 2 < p < ∞ as the dual range is handled identically. By Proposition 25, we have that B τ is the unique positive solution to 3.1. Since this is true for all τ ∈ R, then B 0 = B
Since B 0 was shown to be continuous in [21] Lemma 27. Let 1 < p < ∞. Then, B τ L is C 1 −smooth on Ω, where L is any line in Ω.
Proof. Since B τ L is C 2 −smooth on Ω + , all that remains to be checked is the smoothness at the gluing and symmetry lines, i.e. at {x 1 = 0}, {x 2 = 0} and and differentiate with respect to t. Let t → 0 + and t → 0 − and equate the two relations. This gives
Proof. Recall that Propositions 21 and 23, together with the symmetry property of B τ , establish this result everywhere, except at {x 1 = 0}, {x 2 = 0} and
, where L is any line in Ω, such that L(0) ∈ {x 1 = 0}, {x 2 = 0} or {|x 2 | = (p * − 1)|x 1 |}. Since f ′′ < 0 for t < 0 and t > 0 and f is C 1 −smooth (by Lemma 27), then f is concave.
Proposition 29. Let 1 < p < ∞. If a function B has restrictive concavity and
Proof. This was proven in [21] for B 0 (Lemma 2 on page 29). The same proof will apply here to B τ .
Proof. For 1 < p < 2 there is a direct proof, which will be discussed first. By
. It suffices to show that B 0 ≤ B 0 . But, B 0 = B 0 (as Burkholder showed), so without the supremum's we can reduce to simply showing
. Choosing A = |g| p and C = |τ f | p proves the result. So we have shown that B τ ≤ B τ on {|x 2 | ≤ (p * − 1)|x 1 |}.
Now we would like to show that
Lemma 34, in the next section, proves that
is an increasing function starting at x 2 ) and increasing to U p,τ (x, y) := sup t≥|x| p {B τ (x, y, t) − B τ (0, 0, 1)t}. The same proof works for
Now we consider 2 < p < ∞. Let ε > 0 be arbitrarily small and consider the following extremal functions
where c, d ± and γ are defined so that f and g are a pair of test functions at (0, x 2 , x 3 ). We can use f and g to show, just as in [21] (Lemma 3, pg. 30), that
Now we need to take care of the estimate when x 1 = 0. Making a change of
coordinates from x to y we only need to consider y ∈ Ξ + , by the symmetry property of the Bellman function and Bellman function candidate. So far we have that Figure 5 , M τ is linear (since it is the Monge-Ampère solution) and
For the remaining part of Ξ + , we can use the same proof as
Now that we have proven B = B, we will mention another surprising fact.
Definition 31. We define B l = B l (x 1 , x 2 , x 3 ) as the least restrictively concave majorant of (x 2 2 + τ 2 x 2 1 ) p 2 in Ω.
Proposition 32. For 1 < p < 2 and τ ≤ 1 2 or 2 ≤ p < ∞ and τ ∈ R we have
This is proven in [3] .
Proving the main result
Now that we have the Bellman function, the main result can be proven without too much difficulty. But first, we will find another relationship between U and v.
Quite surprisingly, U is the least zigzag-biconcave majorant of v.
Definition 33. A function of (x, y) that is biconcave in (x + y, x − y) we call zigzag-biconcave.
Proof. Recall that B τ is continuous in Ω and for (x, y) fixed, B τ (x, y, ·) is concave. Then H(x, y, ·) is also concave. Since U p,τ (x, y) = sup t≥|x| p {B τ (x, y, t) − B τ (0, 0, 1)t}, then it either increases to U (x, y), or there exists t 0 such that H(x, y, t 0 ) = U (x, y) and H is decreasing for t > t 0 . If H is decreasing for t > t 0 , then H −→ −∞ as t −→ ∞ by concavity. Then there exists ε > 0 and t ′ > t 0 such that
by continuity of B τ at (0, 0, 1). This gives us a contradiction. Therefore, H(x, y, t) ≥ −εt, for all t and all ε > 0, i.e. H is non-negative concave function on [|x| p , ∞).
So H(x, y, ·) is increasing and H(x, y, |x| p ) = v p,τ (x, y) by the Dirichlet boundary conditions of B τ in Proposition 6.
Proof. Suppose 2 ≤ p < ∞ and |y| ≥ (p − 1)|x|. Then
Proof. Suppose that 2 ≤ p < ∞ and τ ∈ R. The proof relies on the fact that the B = B (Propositions 29 and 30) and U (x, y) = sup t≥|x| p {B(x, y, t) − B(0, 0, 1)t} (Proposition 35).
Since |y| ≤ (p * − 1)|x| on Ω, then
Observing the relationship B = B, gives the desired result.
so we have (4.1) by the same reasoning as for 2 ≤ p < ∞.
Remark 38. Note that Minkowski's inequality together with Burkholder's original result gives the same upper estimate for 2 ≤ p < ∞.
Indeed, if f ∈ L p [0, 1] and g is the corresponding martingale transform then
Minkowski's inequality gives,
This is very surprising in the sense that the "trivial" constant (
is actually the sharp constant. Now we will prove the main result for Hilbert-valued martingales. The same ideas can be used to extend the previous result to Hilbert-valued L p −functions as well. Let H be a separable Hilbert space with · H as the induced norm.
Theorem 39. Let 1 < p < ∞, (W, F, P) be a probability space and {f k } k∈Z + , {g k } k∈Z + : W → H be two H−valued martingales with the same filtration {F k } k∈Z + . Denote
2 is the best possible constant and p * − 1 = max{p − 1, 1 p−1 }. For 2 ≤ p < ∞, the result is also true, with the best possible constant, if τ ∈ R.
In the theorem, "best possible" constant means that if C p,τ < ((p * − 1) 2 + τ 2 ) 1 2 , then for some probability space (W, G, P ) and a filtration F, there exists H−valued martingales {f } k and {g} k , such that
Proof. We will prove the result for 2 ≤ p < ∞, since the result for 1 < p < 2 is
Recall that U := U p,τ is the least zigzag-biconcave majorant of v := v p,τ . As in [9] (pages 77-79),
for all x, y, h, k ∈ H, such that |k| ≤ |h| and x + ht H x + kt H > 0. The result in (4.2) follows from the zigzag-biconcavity and implies that
But, E[U (d 0 , e 0 )] ≤ 0 in both pieces of U τ since 2 − p * ≤ 0 and e 0 H ≤ d 0 H .
The constant, in the estimate, is best possible, since it was attained in Theorem 37.
Remark 40. For 1 < p < 2 and |τ | > 1 2 , the "trivial" constant ((p * − 1) + τ 2 ) p 2 in the main result is no longer sharp because of a "phase transition". In [3] there is an L p −function, f, constructed so that together with it's martingale transform, g, ] for large τ.
Addendum 1
Throughout this Section the arguments may seem brief in comparison to Section 2.1. The reason for this is because we cover the exact same argument as in Section 2.1, only with slightly different cases. So if any arguments are unclear, then returning to Section 2.1 should help to clear up any difficulties. We will first consider Case (3 2 ) to get a partial Bellman function candidate. Proposition 41. For 1 < p < ∞ and −y 1 < y 2 <
This is proven through a series of Lemmas. Proof. Any characteristic, in Case(3 2 ), goes from U = (y 1 , u, (y 1 − u) p ) to W = (y 1 , −y 1 , w). Recall the properties of the Bellman function we derived in Proposition 6, as we will be using them throughout the proof. Using the Neumann property and the property from Proposition 8, we get M y 1 = −M y 2 = −t 2 at W. By homogeneity at W we get
Now we follow the same idea as in Lemma 11, to 
where u = u(y 1 , y 2 , y 3 ) is the solution to the equation
Fix u = −(1 − 2 p )y 1 , then we see that y 2 = −( 2 p − 1)y 1 = u is also fixed by (5.1). This means that the characteristics must lie in the sector shown in Figure 9 , since they go from U to W ∈ {y 2 = −y 1 }. The same argument as in Lemma Figure 9 . Range of characteristics in Case (3 2 ) for 1 < p < 2.
11 can be used to verify that equation (5.1) has a unique solution in the sector
y 1 by inversion. Substituting u into
As before, we must verify that this partial Bellman function candidate has the restrictive concavity property, so y 1 is no longer fixed. To check restrictive concavity, we must show that M y 1 y 1 ≤ 0, M y 2 y 2 ≤ 0, M y 3 y 3 ≤ 0 and D 1 ≥ 0 (note that D 2 = 0 by assumption). These estimates are verified in the following series of lemmas.
Lemma 44. In Case (3 2 ) we choose H(y 1 , y 2 ) = G(y 1 − y 2 , y 1 + y 2 ) because of how the implicit solution is defined and obtain sign H ′′ = − sign(p − 2).
Proof. We already computed
This is trivial since
Now we have enough information to check the sign of D 1 . We will start limiting the values of τ, since it will be essential for having the restrictive concavity of the parital Bellman candidate from Case (2 2 ) (see Remark 50).
Proof. We use the partial derivatives of G computed in the proof of Lemma 14 to make the computations of Φ ′ and Φ ′′ easier.
Now we need to determine the sign of β − τ 2 is for 1 < p < ∞. By Remark 45, β > 
where u is the unique solution to The following lemma restricts the p−values for which our solution is a Bellman function candidate to 1 < p < 2.
Lemma 47. sign M y 1 y 1 = sign M y 2 y 2 = sign M y 3 y 3 = sign(p − 2) in Case (3 2 ) for all |τ | ≤ 1. Consequently, M is a Bellman function candidate for 1 < p < 2 but not for 2 < p < ∞, since it wouldn't satisfy the restrictive concavity needed.
Now that we have a partial Bellman function candidate for 1 < p < 2, from Case (3 2 ), satisfying all of the properties of the Bellman function, including restrictive concavity, we can turn our attention to Case (2 2 ). From Case (2 2 ) we will get a Bellman candidate on all Ξ + , or part of it, depending on the τ − and p−values.
The partial Bellman candidate, from Case (2 2 ), turns out to be the missing half for Case (3 2 ). We already have the solution for Case (2) from Lemma 19, but the value of the constant is needed before we can progress further. g(y 1 , y 1 , y 3 ) that g(y 1 , y 1 , y 3 ) < 0, in regions A and C, (see Figure 10 ). This tells us that the Bellman candidate from Case (2 2 ) will maintain restrictive concavity throughout the domain in for (τ, p) ∈ A ∪ C. Furthermore, there will be an improvement in the constant ((p * − 1) 2 + τ 2 ) p 2 that can still be used to still maintain restrictive concavity in A ∪ C.
By Lemmas 51 and 52 we obtain a partial Bellman candidate from Case (2 2 ), when 1 < p < 2 and |τ | ≤ 1 2 . As before, we will glue this partial candidate from Case (2 2 ) to the partial candidate in Case (3 2 ) to obtain the Bellman candidate for 1 < p < 2.
Addendum 2
Now that we have particular cases in which the Monge-Ampère solution gives a Bellman function candidate, we would like to discuss the remaining cases. It can be shown that all remaining cases do not yield a Bellman function candidate, except for Case (4) which is still not determined. 6.1. Case (1 2 ) for 1 < p < 2 and Case (3 2 ) for 2 < p < ∞ do not lead to a Bellman candidate. It was shown in Lemmas 18 , 47 that the Monge-Ampère solution obtained in each case does not have the appropriate restrictive concavity property to be a Bellman function candidate. We mention this here again simply for clarity.
6.2. Case (1 1 ) does not give a Bellman candidate. We can consider Cases (1 1 ) and (3 1 ) simultaneously, for part of the calculation, since the same argument will work in both cases. In both cases, y 2 is fixed and the Monge-Ampère solution is given by M (y) = t 1 y 1 + t 3 y 3 + t 0 on the characteristics dt 1 y 1 + dt 3 y 3 + dt 0 = 0.
As shown in Figure 11 , y 2 ≥ 0 in case (1 2 ) and y 2 ≤ 0 in Case (3 2 ), since if not then the characteristics go outside of the domain Ξ + . We can no longer discuss Cases (1 1 ) and (3 1 ) together, so for the remainder of the Subsection the focus will be on Case (1 1 ) only.
Lemma 56. In Case (1 1 ), the solution M from Lemma 54 can be rewritten in the implicit form G(y 2 + y 1 , y 2 − y 1 ) = y 3 G( √ ω 2 − τ 2 , −1), where G(z 1 , z 2 ) =
Proof. Recall that for Case (1 1 ) we have y 2 > 0. 
