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Abstract
The aim of this paper is to give a characterization in Hilbert spaces of the generators of C0-
semigroups associated with closed, sectorial forms in terms of the convergence of a generalized
Trotter’s product formula. In the course of the proof of the main result we also present a
similarity result which can be of independent interest: for any unbounded generator A of a C0-
semigroup etA it is possible to introduce an equivalent scalar product on the space, such that
etA becomes non-quasi-contractive with respect to the new scalar product.
r 2003 Elsevier Inc. All rights reserved.
MSC: 47A05; 47A07; 47D05
Keywords: Closed, sectorial forms; Trotter–Kato product formula; Quasi-contractivity
1. Introduction
Let H denote a complex Hilbert space, A the generator of a C0-semigroup e
tA on
H; and P a bounded projection. The convergence of the generalized Trotter’s
product formula
lim
n-N
ðetn APÞn ð1Þ
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was ﬁrst studied (as a corollary of the main Theorem) in [5]. It was shown that (1)
converges strongly for all t40 whenever A is a non-negative self-adjoint operator,
and P is an orthogonal projection. More generally, the Addendum in [5] implies that
the same result is true whenever A is associated with a closed sectorial form
(where the vertex of the sector is allowed to be any real number o; i.e.
Sf;o :¼ fzAC :  foarg ðz  oÞofg; oAR; fAð0; p2Þ).
The convergence of (1) was then studied in more general settings in [1,6] where
further convergence results, motivating examples, and some counterexamples were
given. In particular, in [1] such product formulas were used to study the heat
equation with Dirichlet boundary conditions on arbitrary domains.
The main result of this paper is to prove the converse of Kato’s result, i.e. that the
strong convergence of (1) for all orthogonal projections P; in fact, characterizes
generators A such that A is associated with a closed sectorial form. To be more
precise we recall the following result (see [5, Addendum; 6, Theorems 1 and 4]):
Theorem 1. Let A be the generator of a C0-semigroup e
tA on a Hilbert space H:
Consider the following statements:
(i) A is bounded.
(ii) A is associated with a densely defined, closed, sectorial form a on H:
(iii) The formula ðetn APÞnx converges for all projections PALðHÞ; and all xAH
and t40:
(iv) The formula ðetn APÞnx converges for all orthogonal projections PALðHÞ; and
all xAH and t40:
The following implications hold: (i) ) (iii) and (ii) ) (iv).
We will show in Section 2 that the converse implications also hold. In the course of
the proof we will need an auxiliary result, given in Theorem 2, which can be regarded
as a complement of [2], and is of independent interest. Namely, we show that
whenever the generator A of the semigroup etA is unbounded, it is possible to
introduce an equivalent scalar product ð ; Þ0 on H such that etA is non-quasi-
contractive with respect to ð ; Þ0:
2. Main result
In order to prove our main result (Theorem 3), ﬁrst we need to characterize the
class of generators A on H; such that the C0-semigroup e
tA is quasi-contractive for
every equivalent scalar product ð ; Þ0 on H: The characterization is provided by
Theorem 2. Let A be the generator of a C0-semigroup e
tA on a Hilbert space H: The
following are equivalent:
(i) A is bounded.
(ii) The semigroup etA is quasi-contractive for every equivalent scalar product
ð ; Þ0 on H:
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(iii) For every equivalent scalar product ð ; Þ0 on H there exists K0AR such that for
every vector xADðAÞ; ðx; xÞ0 ¼ 1 implies ReðAx; xÞ0pK0:
Proof. The implications (ii)3 (iii) are consequences of the Lumer–Phillips theorem
(see e.g. [4, Proposition 3.23]). The implications (i)) (ii) and (i)) (iii) are trivial. It
remains to prove (iii) ) (i). We will need the following
Deﬁnition 1. Let TALðHÞ be an injective operator, and xAH; jjxjj ¼ 1; and
0odp1: We say that x is a d-quasi-eigenvector of T if
dpjðx; TxÞjjjTxjj p1: ð2Þ
Note, that a 1-quasi-eigenvector is, in fact, an eigenvector of T :
Now, let 0odo1 be ﬁxed. We prove the implication (iii) ) (i) by contradiction.
Assume, therefore, that AeLðHÞ; and also, by rescaling, that A1 ¼: TALðHÞ:
Assume, furthermore, that a sequence ðhnÞCH is given with the following properties:
(a) jjhnjj ¼ 1 for all nX1:
(b) fhk; Thkg>fhj; Thjg for all kaj:
(c) limn-NjjThnjj ¼ 0
(d) For every nX1 the vector hn is not a d-quasi-eigenvector of T :
We construct an equivalent scalar product ð ; Þ0 on H with the help of the
sequence hn:
Let Hn ¼ spanfhn; Thng: Note, that Hn is 2-dimensional because hn is not an
eigenvector of T :
Let Thn ¼ c1;nhn þ c2;nh>n ; where jjh>n jj ¼ 1 and h>n >hn: Note that
jc1;nj2
jc1;nj2 þ jc2;nj2
od2 and jc2;nj
2
jc1;nj2 þ jc2;nj2
41 d2:
Hence,
jc1;nj
jc2;njo
dﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 d2
p and jc2;njjjThnjj4
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 d2
p
:
Deﬁne QnALðHnÞ by
Qnhn :¼ hn þ Lnh>n ;
Qnh
>
n :¼ Lnhn þ ðjLnj2 þ 1Þh>n ;
where jLnj ¼ 2 dﬃﬃﬃﬃﬃﬃﬃﬃ
1d2
p and Lnc2;n40 for all nX1: It is clear that Qn ¼ QnX0;
Q1n ALðHnÞ; and jjQnjjHnpK ; jjQ1n jjHnpK for some universal constant K (not
ARTICLE IN PRESS
M. Matolcsi / Journal of Functional Analysis 205 (2003) 401–413 403
depending on n). Deﬁne QALðHÞ by
Q :¼ Q1"Q2"?"IðH1"H2"yÞ> :
It is easy to see that Q is well-deﬁned, QALðHÞ; Q ¼ QX0; and Q1ALðHÞ: This
means that Q deﬁnes an equivalent scalar product on H by ðx; yÞ0 :¼ ðx; QyÞ:
Now, let xn :¼ ThnjjThnjj: Then
ReðAxn; xnÞ0 ¼
1
jjThnjj2
Reðhn; QThnÞ ¼ 1jjThnjj2
Reðhn; c1;nhn þ c2;nLnhnÞ
¼ 1jjThnjj2
ðRe c1;n þ c2;nLnÞX 1jjThnjj2
dﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 d2
p jc2;njX 1jjThnjj d-þN:
Let yn :¼ xnjjxnjj0: Due to the equivalence of the scalar products ð ; Þ and ð ; Þ0 we have
ReðAyn; ynÞ0-þN; and this contradicts condition (iii) of the theorem.
In order to complete the proof of the theorem it remains to construct the
sequence hn with the required properties. The construction is carried out in several
steps.
Step 1: We construct an orthonormal sequence ðenÞCH; such that
limn-NjjTenjj ¼ 0:
Take the polar decomposition T ¼ UT1 of T ; where U is unitary and T1 ¼ T1X0:
It is clear from the spectral theorem that there exists an orthonormal sequence
ðenÞCH such that limn-NjjT1enjj ¼ 0 (otherwise T1 and T would be invertible,
contrary to our assumption). Note, also, that jjT1enjj ¼ jjTenjj for all nAN; therefore
limn-NjjTenjj ¼ 0 as required.
Step 2: We construct an orthonormal sequence ð fnÞCH such that
limn-NjjTfnjj ¼ 0 and fnþ1>f f1; Tf1;y; fn; Tfng:
We obtain the sequence ð fnÞ by induction, with the help of the sequence ðenÞ:
Take an index i1 such that jjTei1 jjp1; and let f1 :¼ ei1 : Assume now that f1; f2;y; fn
are already given such that
jj fjjj ¼ 1; fj>f fk; Tfkg; jjTfjjjp 1ﬃﬃ
j
p
and fjAspanfe1; e2;y; elng; for all 1pj; kpn; koj; and ln is an index depending on
n only.
Let Hn :¼ spanfTf1; Tf2;y; Tfng: Take indices j1;y; jnþ1 such that jk4ln and
jjTejk jjp 1nþ1 for all 1pkpn þ 1: The subspace Hn is at most n-dimensional, therefore
there exists a non-trivial linear combination
fnþ1 :¼
Xnþ1
k¼1
lkejk
such that jj fnþ1jj ¼ 1 and fnþ1>Hn:
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It is clear, by construction, that fnþ1>f1; Tf1;y; fn; Tfng: Furthermore,
jjTfnþ1jjp 1
n þ 1
Xnþ1
k¼1
jlkjp
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃPnþ1
k¼1 jlkj2
n þ 1
s
¼ 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n þ 1p :
Step 3: We construct an orthonormal sequence ðgnÞCH such that
limn-NjjTgnjj ¼ 0 and fgj; Tgjg>fgk; Tgkg for all jak:
We obtain the sequence ðgnÞ by induction, with the help of the sequence ð fnÞ:
Let g1 ¼ f1: Assume now that g1; g2;y; gn are already given such that
jjgjjj ¼ 1; fgj; Tgjg>fgk; Tgkg; jjTgjjjp 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2j  1p
and gjAspanf f1; f2;y; fbng; for all 1pjakpn; and bn is an index depending
on n only.
Let Gn :¼ spanfg1; Tg1; g2; Tg2;y; gn; Tgng: Take indices m1;y; m2nþ1 such that
mk4bn and jjTfmk jjp 12nþ1 for all 1pkp2n þ 1: The subspace Gn is at most 2n-
dimensional, therefore there exists a non-trivial linear combination
gnþ1 :¼
X2nþ1
k¼1
mkfmk
such that jjgnþ1jj ¼ 1 and Tgnþ1>Gn:
It is clear, by construction, that fgnþ1; Tgnþ1g>fg1; Tg1;y; gn; Tgng: Further-
more,
jjTgnþ1jjp 1
2n þ 1
X2nþ1
k¼1
jmkjp
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃP2nþ1
k¼1 jmkj2
2n þ 1
s
¼ 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2ðn þ 1Þ  1p :
Step 4: We construct the orthonormal sequence ðhnÞ with the properties stated at the
beginning of the proof.
We obtain the sequence ðhnÞ by induction, with the help of the sequence ðgnÞ:
Take an index r1 such that jjTgr1 jjpd
2
10
jjTg1jj: Let
h1 :¼ d
2
g1 þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 d
2
4
s
gr1 :
We need to prove that h1 is not a d-quasi-eigenvector of T : It is clear that
1XjjTh1jjX d
2
 d
2
10
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 d
2
4
s0
@
1
AjjTg1jj:
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Also,
jðh1; Th1Þj ¼ d
2
4
ðg1; Tg1Þ þ 1 d
2
4

 
ðgr1 ; Tgr1Þ

p d24 þ 1 d
2
4

 
d2
10

 
jjTg1jj:
Combining these two inequalities a simple calculation shows that
jðh1;Th1Þj
jjTh1jj od;
as required.
Assume now that vectors h1;y; hn are already given, such that hj is not a d-quasi-
eigenvector of T ;
jjhjjj ¼ 1; fhj ; Thjg>fhk; Thkg; jjThjjjp 1ﬃﬃ
j
p
and hjAspanfg1; g2;y; gang; for all 1pjakpn; and an is an index depending
on n only. Take indices p1; p2; such that p1; p24an and jjTgp1 jjp 1ﬃﬃﬃﬃﬃﬃnþ1p ; and
jjTgp2 jjpd
2
10
jjTgp1 jj: Let
hnþ1 :¼ d
2
gp1 þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 d
2
4
s
gp2 :
It is clear that jjThnþ1jjp 1ﬃﬃﬃﬃﬃﬃnþ1p ; and it can be shown as above that hnþ1 is not a d-
quasi-eigenvector of T : Hence, the sequence ðhnÞ satisﬁes all requirements, and the
proof is complete. &
The author conjectures that a result corresponding to Theorem 2 holds also in
Banach spaces. Namely, whenever A is not bounded it should be possible to
introduce an equivalent norm on the space such that etA is not quasi-contractive with
respect to the new norm. This problem, however, remains open.
Now we present the main result of the paper. We remark that the ﬁrst part of
Theorem 3 gives a result in the spirit of [3, Chapter 6]: the universally ‘nice’
generators are necessarily bounded.
Theorem 3. Let A be the generator of a C0-semigroup e
tA on a Hilbert space H:
Consider the following statements.
(i) A is bounded.
(ii) A is associated with a densely defined, closed, sectorial form a on H:
(iii) The formula ðetn APÞnx converges for all projections PALðHÞ; and all xAH
and t40:
(iv) The formula ðetn APÞnx converges for all orthogonal projections PALðHÞ;
and all xAH and t40:
The following implications hold: (i)3 (iii), (ii)3 (iv).
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Proof. The implication (i) ) (iii) was proved in [6], while the implication (ii) ) (iv)
is a consequence of [5, Addendum] (see also [6, Theorem 4]).
We prove the implication (iii) ) (i) by contradiction.
Assume ﬁrst that the semigroup etA is not quasi-contractive. By the Lumer–
Phillips theorem this is equivalent to the fact that the numerical range of A is not
contained in any left half-plane.
We construct an element gAH such that jjgjj ¼ 1; and
lim
n-N
ðe1n APgÞng
does not exist, where Pg denotes the one-dimensional orthogonal projection onto the
subspace spanned by g: The vector g will be given as
g :¼ limk-N gkjj limk-N gkjj;
where ðgkÞ denotes a convergent sequence in H to be constructed in the sequel.
Let g1ADðAÞ; such that jjg1jj ¼ 1: First, we show that
lim
n-N
ðe1n APg1Þng1 ¼ eðAg1;g1Þg1:
Indeed,
ðe1n APg1Þng1 ¼ e
1
n
AðPg1e
1
n
APg1Þn1g1 ¼ e
1
n
AðPg1e
1
n
APg1g1; g1Þn1g1
and
lim
n-N
ðPg1e
1
n
APg1g1; g1Þn1 ¼ eðAg1; g1Þ
because
lim
n-N
ðPg1e
1
n
APg1g1; g1Þ  1
1=n
¼ lim
n-N
ðe1n A  IÞg1
1=n
; g1
0
@
1
A ¼ ðAg1; g1Þ:
Now, choose g1 such that ReðAg1; g1ÞX1 also holds.
Let e40 be ﬁxed. Take an index n1 so large that
ðe
1
n1
A
Pg1Þn1g1  eðAg1;g1Þg1



oe:
It is clear from standard continuity arguments that there exists a d140; such that for
all hABðg1; d1Þ we have
e
1
n1
A
P h
jjhjj

 n1 h
jjhjj  e
ðAg1;g1Þg1



o2e:
Without loss of generality we can assume that d1o12:
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Now assume, that vectors g1; g2;y; gk; and positive numbers d1; d2;y; dk; and
indices n1; n2;y; nk are already given with the properties that
gjADðAÞ; ReðAgj; gjÞXj
and
e
1
nj
A
P h
jjhjj

 nj h
jjhjj  e
A
gj
jjgj jj;
gj
jjgj jj
 
gj
jjgjjj



o2e
for all 1pjpk and all hABðgj; djÞ: Assume, furthermore, that
jjgjþ1  gjjjomin d1
2j
;
d2
2j1
;y;
dj
2
 
for all 1pjpk  1:
The numerical range of A is not bounded from the right, hence there exists a
vector fADðAÞ such that
jj f jjomin 1jjAgkjj;
d1
2k
;
d2
2k1
;y;
dk
2
 
and ReðAf ; f ÞX2: Let fk :¼ eiaf with suitable a such that ReðAfk; gkÞX0: Let
gkþ1 :¼ gk þ fk:
Then
ReðAgkþ1; gkþ1Þ ¼ReðAgk; gkÞ þReðAgk; fkÞ
þ ReðAfk; gkÞ þReðAfk; fkÞXk þ ð1Þ þ 0þ 2 ¼ k þ 1:
Furthermore, we have
lim
n-N
e
1
n
AP gkþ1
jjgkþ1jj

 n
gkþ1
jjgkþ1jj ¼ e
A
gkþ1
jjgkþ1jj;
gkþ1
jjgkþ1jj
 
gkþ1
jjgkþ1jj:
Take an index nkþ1 so large that nkþ14nk and
e
1
nkþ1
A
P gkþ1
jjgkþ1jj

 nkþ1 gkþ1
jjgkþ1jj  e
A
gkþ1
jjgkþ1jj;
gkþ1
jjgkþ1jj
 
gkþ1
jjgkþ1jj



oe:
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It is clear from standard continuity arguments that there exists a dkþ140; such that
for all hABðgkþ1; dkþ1Þ we have
e
1
nkþ1
A
P h
jjhjj

 nkþ1 h
jjhjj  e
A
gkþ1
jjgkþ1jj;
gkþ1
jjgkþ1jj
 
gkþ1
jjgkþ1jj



o2e:
It is clear, by construction, that the sequence gk converges in H: Let
h :¼ lim
k-N
gk and g :¼ hjjhjj:
Recall, that jjg1jj ¼ 1 and d1o12; therefore 12ojjgkjjo32 for all kX1: It is also clear, by
construction, that hABðgk; dkÞ for all kX1: Hence, for all kX1 we have
e
1
nk
A
Pg

 nk
g  e A
gk
jjgk jj;
gk
jjgk jj
 
gk
jjgkjj



o2e:
Note that
e
A
gk
jjgk jj;
gk
jjgk jj
 
gk
jjgkjj



 ¼ e
1
jjgk jj2 ReðAgk ;gkÞ4e
1
4 k:
This means that (the norm of) the sequence ðe1n APgÞng does not converge.
Now, assume only that AeLðHÞ: Introduce, by Theorem 2, an equivalent scalar
product ðx; yÞ0 :¼ ðx; QyÞ on H; such that the semigroup etA is not quasi-contractive
with respect to ð ; Þ0: Take an orthogonal projection Pg (with respect to the scalar
product ð ; Þ0 ), such that ðe
1
n
APgÞng does not converge. Then, Pg is a bounded
(possibly non-orthogonal) projection with respect to the original scalar product
ð ; Þ; such that ðe1n APgÞng does not converge. This proves the implication (iii) ) (i).
The implication (iv) ) (ii) is also proved by contradiction.
Assume, that the numerical range of A is not contained in any sector
Sf;o :¼ zAC : p
2
þ foarg ðz  oÞo3
2
p f
 
with oAR; fAð0; p
2
Þ: There are two cases to consider.
If the semigroup etA is not quasi-contractive, then, by the arguments above, there
exists a vector gAH; such that jjgjj ¼ 1 and ðe1n APgÞng does not converge.
If the semigroup etA is quasi-contractive then, by rescaling, we can assume
that ReðAx; xÞp 1 for all xADðAÞ; jjxjj ¼ 1: Assume also that it is the ‘upper
half’ of the numerical range of A that is not contained in any sector, i.e.
fðAx; xÞ : jjxjj ¼ 1; ImðAx; xÞX0ggSf;0; fAð0; p2Þ: This is only a technical
ARTICLE IN PRESS
M. Matolcsi / Journal of Functional Analysis 205 (2003) 401–413 409
assumption and the following proof can be carried out in the same manner if it is the
‘lower half’ of the numerical range of A that is not contained in any sector.
We construct an element gAH such that jjgjj ¼ 1; and limn-Nðe
1
n
APgÞng does not
exist, where Pg denotes the one-dimensional orthogonal projection onto the
subspace spanned by g: The vector g will be given as
g :¼ limk-N gkjjlimk-N gkjj;
where ðgkÞ denotes a convergent sequence in H to be constructed in the sequel.
Take an arbitrary vector g1ADðAÞ; jjg1jj ¼ 1: Let ðAg1; g1Þ ¼: a1 þ b1i: We
know that
lim
n-N
ðe1n APg1Þng1 ¼ eðAg1;g1Þg1:
Let e40; and r40 be ﬁxed. Take an index n1 so large that
jjðe
1
n1
A
Pg1Þn1g1  eðAg1;g1Þg1jjoe:
It is clear from standard continuity arguments that there exists a d140; such that for
all hABðg1; d1Þ we have
e
1
n1
A
P h
jjhjj

 n1 h
jjhjj  e
ðAg1;g1Þg1



o2e:
Without loss of generality we can assume that d1o12:
Now assume that vectors g1; g2;y; gk; and positive numbers d1; d2;y; dk; real
numbers e1; e2;y; ek; and indices n1; n2;y; nk are already given with the following
properties: for all 1pjpk we have jejjor;
gjADðAÞ; A gjjjgjjj;
gj
jjgjjj

 
¼ aj þ ðej þ b1 þ ðj  1ÞpÞi
(note that e1 ¼ 0), where a1  1oajp 1; and
e
1
nj
A
P h
jjhjj

 nj h
jjhjj  e
A
gj
jjgj jj;
gj
jjgj jj
 
gj
jjgjjj



o2e
for all hABðgj; djÞ: (Note that ajp 1 holds automatically by a previous rescaling
assumption, so that the only non-trivial additional assumption on aj is that
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a1  1oaj:) Assume, furthermore, that
jjgjþ1  gjjjomin d1
2j
;
d2
2j1
;y;
dj
2
 
for all 1pjpk  1:
Now, we construct the vector gkþ1: The upper half of the numerical range of A is
not contained in any sector, therefore there exists a sequence ðxjÞCDðAÞ such that,
limj-Njjxjjj ¼ 0 and
Im
ðAxj; xjÞ
jjgkjj2
¼ p and jReðAxj; xjÞjjjgkjj2
oak  ða1  1Þ
2
:
Take yj :¼ eiaj xj with suitable aj such that ðAyj ; gkÞX0 real. Then
ðAðgk þ yjÞ; gk þ yjÞ
jjgkjj2
¼ðAgk; gkÞjjgkjj2
þ ðAgk; yjÞjjgkjj2
þ ðAyj; gkÞjjgkjj2
þ ðAyj; yjÞjjgkjj2
¼: cj þ dji:
The real part cj of this expression satisﬁes
cj4ak  jðAgk; yjÞjjjgkjj2
 ak  ða1  1Þ
2
¼ ða1  1Þ þ ak  ða1  1Þ
2

 
 jðAgk; yjÞjjjgkjj2
for all jX1: (Note that ðakða11Þ
2
Þ40:) For the imaginary part dj; we have
lim
j-N
dj ¼ ek þ b1 þ kp:
This means that for large j we have jjyjjjominfd12k; d22k1;y; dk2 g; and
ReðAðgk þ yjÞ; gk þ yjÞ
jjgk þ yj jj2
4a1  1
and
ImðAðgk þ yjÞ; gk þ yjÞ
jjgk þ yj jj2
¼ ekþ1 þ b1 þ kp;
where jekþ1jor: Take such an index j; and deﬁne
gkþ1 :¼ gk þ yj :
ARTICLE IN PRESS
M. Matolcsi / Journal of Functional Analysis 205 (2003) 401–413 411
Again, standard continuity arguments show that there exist a positive number dkþ1
and an index nkþ1 such that
e
1
nkþ1
A
P h
jjhjj

 nkþ1 h
jjhjj  e
A
gkþ1
jjgkþ1jj;
gkþ1
jjgkþ1jj
 
gkþ1
jjgkþ1jj



o2e
for all hABðgkþ1; dkþ1Þ:
It is clear, by construction, that the sequence gk converges. Let
h :¼ lim
k-N
gk and g :¼ hjjhjj:
Recall, that jjg1jj ¼ 1 and d1o12; therefore 12ojjgkjjo32 for all kX1: It is also clear, by
construction, that hABðgk; dkÞ for all kX1: Hence, for all kX1 we have
ðe
1
nk
A
PgÞnk g  e
A
gk
jjgk jj;
gk
jjgk jj
 
gk
jjgkjj



o2e:
Note, furthermore that the consecutive members of the sequence e
A
gk
jjgk jj;
gk
jjgk jj
 
gk
jjgk jj are
‘far away’ from each other, i.e.
e
A
g2kþ1
jjg2kþ1jj;
g2kþ1
jjg2kþ1jj
 
g2kþ1
jjg2kþ1jj  e
A
g2k
jjg2k jj;
g2k
jjg2k jj
 
g2k
jjg2kjj




¼ ea2kþ1eðe2kþ1þb1þ2kpÞi g2kþ1jjg2kþ1jj  e
a2k eðe2kþb1þð2k1ÞpÞi
g2k
jjg2kjj




Xjjea2kþ1þb1ig1  ea2kþðb1pÞig1jj  ea2kþ1þb1i eie2kþ1 g2kþ1jjg2kþ1jj  g1

 



 ea2kþðb1pÞi eie2k g2kjjg2kjj  g1

 



X2ea11  ea2kþ1þb1i eie2kþ1 g2kþ1jjg2kþ1jj  g1

 


 ea2kþðb1pÞi eie2k g2kjjg2kjj  g1

 


:
We can now choose the values of e; d1; r so small that
ea2kþ1þb1i eie2kþ1
g2kþ1
jjg2kþ1jj  g1

 
jj þ jjea2kþðb1pÞi eie2k g2kjjg2kjj  g1

 


pea11
and 5epea11:
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Then we have
ðe
1
n2kþ1
A
PgÞn2kþ1g  ðe
1
n2k
A
PgÞn2k g



Xe:
Therefore the sequence ðe1n APgÞng does not converge, and the proof is complete.
We also see from the proof that the set of vectors g such that jjgjj ¼ 1 and
ðe1n APgÞng does not converge is, in fact, dense on the unit sphere. &
Note added in proof
The author’s attention has recently been called to the fact that the history of the
problem, in fact, goes back to [7,8].
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