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Homodyne detection is considered as a way to improve the efficiency of communication near the
single-photon level. The current lack of commercially available infrared photon-number detectors
significantly reduces the mutual information accessible in such a communication channel. We con-
sider simulating direct detection via homodyne detection. We find that our particular simulated
direct detection strategy could provide limited improvement in the classical information transfer.
However, we argue that homodyne detectors (and a polynomial number of linear optical elements)
cannot simulate photocounters arbitrarily well, since otherwise the exponential gap between quan-
tum and classical computers would vanish.
PACS numbers: 03.67.Lx, 42.50.Dv, 89.70.+c
The fundamental limitations to classical communica-
tion in optical channels are due to the quantum nature
of the signals being transmitted. These limitations have
been well understood for ideal optical communication
channels [1, 2]. The capacity of a communication channel
is defined to be the maximum mutual information (op-
timized over the choice of source alphabet used by the
sender and the detection strategy used by the receiver)
across the communication channel with respect to some
physical channel constraint — such as the mean energy
throughput. This characterization of a communication
channel is important because Shannon’s noisy coding the-
orem proves that any attempt at communication beyond
this capacity necessarily fails due to unrecoverable er-
rors [3]. A corollary to this theorem states that even
for a non-optimal source alphabet or detection strategy,
the mutual information of the communication channel is
(asymptotically) achievable using error correction [3, 4].
For a single-mode optical communication channel the
optimal capacity, under a mean energy constraint, is
achieved with a source alphabet of photon-number states
and ideal photon-number detectors [1, 2]. In this ideal
case the orthogonality of the signals and hence their
perfect distinguishability makes error correction unnec-
essary. Unfortunately, however, such ideal operation is
currently impractical, since neither ideal photon-number
state preparation nor ideal photon-number detection is
achievable.
The detection of weak signals (few photons) is es-
pecially difficult at communications wavelengths (1.3 −
1.55µm). Ideally, we would wish to achieve this by sim-
ply counting the photons. Now the process of photo-
counting is often synonymous with using an avalanching
device with saturated gain, since each photon produces
a strong and standard signal at the output. Unfortu-
nately, it is a technological fact that both at infrared
and optical frequencies, the best avalanche photodiodes
never have as high a quantum efficiency as the best avail-
able linear detectors (having linear gain, such as PIN-
photodiodes). In fact, currently, no commercial pho-
tocounters are available at communications frequencies.
Thus, at these frequencies PIN-photodiodes are routinely
used despite their high dark count rates. Partly because
of this, the traditional solution at communications wave-
lengths has been to encode signals on intense (many pho-
ton) pulses.
At communication frequencies, photon counting has
been achieved with InGaAs or Ge avalanche photodiodes
operating in so-called Geiger mode [5, 6]. Due to the
high dark count rate, performance of these detectors as
photon counter is very low. The best efficiency reported
is around 20% at 1.3 µm with the optimal temperature
77K [5], and is around 10% at 1.5µm with the optimal
temperature 213K [6].
In this paper we consider an alternate encoding and de-
tection strategy which is suitable for truly weak signals
and current technological limitatons. The basic idea is to
simulate direct detection via a dual-homodyne scheme.
Because strong local oscillators are continuously produc-
ing a strong output photocurrent, even high dark count
rate detectors like PIN photodiodes, which have the high-
est quantum efficiencies, may be used. For example, at
communication frequencies such devices can have effi-
ciencies appraoching 90% [7] and even 98% at optical
frequencies [8]. We determine the mutual information
for inefficient direct detectors and compare it to that of
efficient homodyne detectors for a source alphabet pre-
ferring direct detection strategies. In doing so we are
able to compute an equivalent efficiency for our simulated
photon-number detectors for communication purposes.
As we shall see, there is a communication penalty for
simulating direct detection in this way. Notwithstanding
this penalty, the reduced signal-to-noise due to high dark
counts suggests that our indirect detection strategy is
worth consideration.
Let us first consider two random variables A and B,
with individual values labelled a and b respectively and
a joint probability of Pa,b. The mutual information be-
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2tween these variables is defined by
I(A : B) =
∑
a,b
Pa,b log
(
Pa,b
PaPb
)
, (1)
and is, in some sense, a measure of the information con-
tent that is common to both variables. This quantity
of mutual information is important in communication
theory, because it can be used to quantify the informa-
tion content that a receiver, observing variable B, learns
about the sender’s message represented by variable A.
The optimal capacity of an ideal bosonic communica-
tion channel with a mean energy constraint is achievable
with a mean-channel state that is thermal and is calcu-
lated from Eq. (1), yielding [1]
Ipd(A : B) = (1 + n¯) log (1 + n¯)− n¯ log n¯ , (2)
where n¯ is the mean photon number of the thermal state
Pn =
1
1 + n¯
( n¯
1 + n¯
)n
. (3)
We model loss by introducing extra beam-splitters into
the channel or in front of the detector, discarding pho-
tons in the unused port. A schematic representation of
this is shown in Fig. 1. The parameter η is the amplitude
efficiency corresponding to the amplitude-reflection coef-
ficient of the beam-splitter, so η2 represents the quantum
efficiency of the overall detector.
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FIG. 1: The non-perfect measurement scheme: this models
the non-perfect direct photon number detection with a perfect
photon counter and the beam-splitter (BS) which determines
the finite efficiency as η2.
Assume that the input signal is characterized by a
mean-channel state that is thermal (3), with vacuum en-
tering the second input of the beam-splitter, then the
probability distribution for detectingm photons with our
model of an inefficient detector is is given by
Pm =
1
1 + η2n¯
( η2n¯
1 + η2n¯
)m
. (4)
This corresponds to a Poisson distribution with reduced
mean number of detected photons, down to η2n¯. The mu-
tual information for a source alphabet of number states
and inefficient detection is then simply
Iη(A : B) = log
[
(1− η2)n¯(1 + η2n¯)
]
+η2n¯ log
[ (1 + η2n¯)
(1 − η2)n¯
]
+
1
1 + n¯
∞∑
n=0
n∑
m=0
η2m(1− η2)(n−m)
×
( n¯
1 + n¯
)n( n
m
)
log
(
n
m
)
. (5)
We observe in Fig. 2 that the mutual information de-
creases for finite loss of photons. In particular a small
amount of loss away from perfect detection results in a
significant decrease in the mutual information, while the
loss of mutual information is almost linear in the low
efficiency regime ∼ 0.5. This implies that a small im-
provement in the photon detection efficiency of current
technology cannot be expected to bring a significant in-
crease in the information throughput.
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.2
0.4
0.6
0.8
1
1.2
1.4
Efficiency
M
ut
ua
l I
nf
or
m
at
io
n
FIG. 2: The mutual information versus quantum efficiency η2
of a non-perfect measurement scheme is plotted for a mean
photon number of one. This curve shows that a slight reduc-
tion below perfect efficiency causes a significant reduction in
mutual information.
We now consider near-ideal homodyne measurements
in comparison to non-ideal photon counting. As we have
discussed, such measurements can achieve very high effi-
ciencies because homodyne detectors may be operated
without regard to dark current. Hence as a first ap-
proximation we will treat the homodyne measurements
as ideal. Our detection strategy is based on dual ho-
modyne detection, which can simultaneously detect both
quadrature-phase amplitudes. A schematic representa-
tion of dual homodyne detection is shown in Fig. 3.
Suppose that a number state is sent down the channel
as an input signal and vacuum enters the first beam split-
ter as its second mode (as shown in Fig. 3). This spec-
ifies an input A as |n〉 ⊗ |0〉, or simply denoted |n0〉A.
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FIG. 3: Dual homodyne measurement strategy: each gray box
shows an individual homodyne detector to measure a different
quadrature-phase amplitude of the input signal.
Similarly the output B is collapsed into eigenstates of
quadrature-phase amplitudes which are analogs of posi-
tion and momentum and we denote by |XP 〉B states.
The probability of measuring X and P at the output
B, given an input A specified by |n0〉A, is given by the
square of the inner product A〈n0|XP 〉B. Taking |k〉 as
number states, this probability may be written
PX,P |n =
∣∣∣
n∑
k=0
(
n
k
)1/2√
2
−n〈X |k〉〈P |n− k〉
∣∣∣2
=
1
22npin!
eX
2+P 2
∣∣∣( ∂
∂X
− i ∂
∂P
)n
e−(X
2+P 2)
∣∣∣2 ,
=
1
pin!
euv
∣∣∣(2 ∂
∂v
)n
e−uv
∣∣∣2
(u,v)=(X−iP,X+iP )
. (6)
Clearly, this probability P(X,P )|n is dependent only on the
product uv (= X2 + P 2), hence we change the variables
to the polar coordinates, (I1/2, θ) where the intensity I ≡
X2 + P 2, yielding
P(X,P )|n =
1
pin!
Ine−I . (7)
Finally, integrating this over all angles θ gives
PI|n =
∫ 2pi
0
dθP(I,θ)|n =
1
n!
Ine−I . (8)
Now the quantity PI|n is a conditional probability for
a given input photon number n. From it we can compute
the unconditioned probability averaged over the mean-
channel thermal state with a a mean photon number n¯.
The resulting distribution is
PI =
∞∑
n=0
PI|nPn¯ =
1
1 + n¯
e−
I
1+n¯ . (9)
These probabilities from Eqs. (8) and (9) allow us to
calculate the mutual information between sender and re-
ceiver for this dual homodyne detection scheme. It is
given by
Ihd(A : B) = (1 + n¯) log (1 + n¯)− γn¯
−
∞∑
n=1
(
n¯
1 + n¯
)n logn , (10)
where γ = 0.5772 . . . is Euler’s constant. We note here
that we could have replaced the dual homodyne detection
by hetrodyne measurement [9, 10].
We now introduce a measure of efficiency for the dual
homodyne measurement. There are a number of possi-
ble ways to evaluate efficiency of detection schemes. The
measure of efficiency that we introduce here is based on a
comparison with the direct detection scheme with finite
efficiency. In particular, we will equate the mutual infor-
mations achievable in each of these two schemes with an
alphabet chosen to prefer direct detection. The choice
of finite eifficiency η∗2 in the direct detection scheme for
which this equivalence holds is dubbed by us the equiv-
alent efficiency of the dual homodyne detection scheme
(at least for the purposes of classical communication as
analyzed here). Thus, the equivalent efficiency may be
determined by inverting the relation
Iη
∗
(n¯) = Ihd(n¯) , (11)
for the efficiency η∗2. (In other words, the photon de-
tection efficiency is chosen to be that efficiency for which
the mutual information obtained by direct detection is
exactly that given by dual homodyne detection.) This ef-
ficiency is obviously dependent on the mean photon num-
ber n¯ for the source alphabet. For instance, the equiva-
lent efficiency of the dual homodyne measurement for a
mean-photon number of one is just η∗1
2 ≃ 0.327. More
general cases are shown on the graph of equivalent effi-
ciency versus mean phont number in Fig. 4. The region
0.1 <∼ n¯ <∼ 1 is the most sensitive to the mean photon
number in the growth of the equivalent efficiency η∗2.
For smaller mean photon numbers, the mutual informa-
tion Ihd(n¯) of Eq. (10) does not gain much by small in-
creases in the mean photon number. Similarly, for n¯ >∼ 1
no significant gain in equivalent efficiency is obtained for
small changes in the mean photon number of the source
alphabet.
For an input alphabet of photon-number states, it is
clear that schemes based upon homodyne measurement
cannot be expected to perform as well as ideal direct
photon detection. Nonetheless, such ideal direct pho-
todetectors are not currently technologically realistic, es-
pecially at communications wavelengths. By contrast,
since homodyne detectors may be operated without re-
gard to dark current a significantly higher quantum ef-
ficiency is readily available for them. We have found
that replacing inefficient direct detectors with homodyne-
based simulated direct detectors can yield reasonable im-
provements, even near the single-photon level of opera-
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FIG. 4: The equivalent efficiency η∗2 determined by inverting
Eq. (11); shown with a semi-log scale in the mean photon
number.
tion. In this paper, we have shown that this improve-
ment is theoretically possible for the purposes of classical
communication through a single-mode bosonic channel.
Our analysis used a communication alphabet of photon-
number eigenstates, which were thus optimized for (ideal)
direct detection schemes. This choice is strongly prej-
udiced towards direct detection and against our homo-
dyne scheme. Thus, our estimate of equivalent efficiency
is likely to be an underestimate of the performance of
homodyne-based schemes in general. If instead, we had
optimized the input alphabet for homodyne detection,
we would have seen a significant improvement in capac-
ity [2]. However, since this capacity is very likely to
be larger than that possible for the imperfect direct de-
tection schemes our strategy for computing a figure of
‘equivalent efficiency’ would not be applicable.
Another aspect that is missing from the analysis given
here, is a detailed consideration of error correction cod-
ing schemes that would be required to achieve the perfor-
mance promised by Shannon’s measure of communication
throughput, namely, the mutual information. In general,
more complicated encoding will be required to achieve
the information transfer given by this measure.
Finally, it remains to be considered whether the ap-
proach studied here really has any applicability to ei-
ther quantum communication or computation. The max-
imum 50% equivalent efficiency of the simulated pho-
ton detection here might rule out these possibilities for
detecting quantum information represented within dis-
crete photonic Hilbert spaces. Thus, if we hope to use
these ideas beyond classical communication this low ef-
ficiency implies that discrete Hilbert spaces will need to
be abandoned. This suggests using homodyne detectors
within some kind of continuous quantum variable sce-
nario. For such variables a generalized Gottesman-Knill
theorem has been derived [11]. This theorem states, un-
der relatively mild assumptions, that quantum compu-
tational circuits consisting of gate operations made from
quadratic Hamiltonians and homodyne-based measure-
ments can be efficiently simulated on a classical com-
puter. Further, including direct photodetection is suf-
ficient to provide these circuits with the capability to
perform universal quantum computations [12]. This ob-
servation suggests that our particular simulation strategy
cannot be improved arbitrarily. For if homodyne-based
measurements (and linear optics) could come arbitrarily
close to simulating photocounting with only a polynomial
number of components then a universal quantum com-
puter could be simulated classically in polynomial time
by this above theorem, which would imply BQP = BPP.
(BPP is the class of problems that can be solved using
randomized algorithms in polynomial time, while BQP
is the class of all computational problems which can be
solved efficiently on a quantum computer.) This outra-
geously unlikely outcome suggests that simulating direct
detection using homodyne detectors must have limited
efficiency.
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