We consider the problem of constructing prex-free codes of minimum cost when the encoding alphabet contains letters of unequal length. The complexity of this problem has been unclear for thirty y ears with the only algorithm known for its solution involving a transformation to integer linear programming. In this paper we i n troduce a new dynamic programming solution to the problem. It optimally encodes n words in O(n C+2 ) time, if the costs of the letters are integers between 1 and C. While still leaving open the question of whether the general problem is solvable in polynomial time, our algorithm seems to be the rst one that runs in polynomial time for xed letter costs.
Introduction
In this paper we present a new algorithm for constructing optimal-cost prex-free codes when the letters of the alphabet from which the codewords are constructed have dierent lengths (costs). This algorithm runs in polynomial time when the costs are xed positive integers, improving upon the previously best known algorithm which ran in exponential time even for xed letter costs.
Assume that messages consist of sequences of characters taken from an alphabet of n source symbols and are transmitted over a channel admitting an encoding alphabet = f 1 ; : : : ; r gcontaining r characters. The length of letter i , symbolizing its cost or transmission time, is c i = length( i ). A codeword w is a string of characters in , i.e., w 2 + . The length of w = i 1 i 1 : : : i k is the sum of the lengths of its component letters, length(w) = P k j =1 c i j . As an example consider the Morse-code alphabet f; g. If length() = c 1 = 1 and length( ) = c 2 = 2 then length( ) = 4 .
Codeword w = x 1 x 2 : : : x k is a prex of codeword w 0 = x 0 1 x 0 2 : : : x 0 k 0(with x j ; x 0 j 2) if k k 0 and x j = x 0 j for all j = 1 ; : : : ; k .A set of codewords W = fw 1 ; : : : ; w n gis prex-free if no codeword w 2 W is a prex of another codeword w 0 2 W.
A prex-free code assigns a codeword w i to each o f t h e n source symbols, such that the set W = fw 1 ; : : : ; w n gis prex-free. For example, the codes f0; 10; 110; 1110; 1111g and f000; 001; 010; 011; 100; 101; 11g are prex-free, whereas the code f010; 11; 0g is not, because 0 is a prex of 010. A prex-free code is uniquely decipherable, which i s o b viously a v ery desirable property o f a n y code that is to be used. However, uniquely decipherable codes need not necessarily be prex-free.
Let p 1 ; : : : ; p n be the probabilities with which the source symbols occur; these are also the probabilities with which the respective codewords will be used. The number p i is also called the weight or frequency of codeword w i . The cost of the code W is C(W) = P i n length(w i )p i . This is the expected length of the string needed to transmit one source symbol.
Given integer costs 0 < c 1 c 2 : : :c r , and probabilities p 1 p 2 : : :p n >0, the Optimal Coding Problem is to nd a code W containing n prex-free codewords with minimum cost C(W).
As an application, consider the case of runlength-limited c o des, which is of importance for storage of information on magnetic or optical disks or tapes. The stored information can be viewed as a sequence of bits, but for technical reasons, it is desirable that the length of a contiguous block of zeros between two successive ones (a run of zeros) is bounded from above and below [20, 22] . For example, consider the common case of (2; 7)-codes. We can model this in our framework by combining each one-digit with the preceding block of zeros into a single character of our encoding alphabet: = f 1 ; : : : ; 6 g=f 001; 0001; 00001; 000001; 0000001; 00000001g, with associated lengths 3, 4, 5, 6, 7, 8. Usually, the source symbols are taken as the symbols 0 and 1 with probabilities p 1 = p 2 = 1 = 2. One can now take blocks of b successive input bits and treat them as one source symbol. This gives n = 2 b source symbols with equal probabilities p i = 1 = 2 b , assuming that dierent input bits are distributed uniformly and independently.
If r = 2 and c 1 = c 2 = 1 then the length of codeword w is just the number of characters it contains; if 1 = 0 , 2 = 1 then length(w) is the number of bits in w, e.g., length(01001) = 5. A minimum-cost binary code of this type is known as a Human-code and there is a very well known O(n log n) time greedy algorithm due to Human [21] for nding such a code. This greedy algorithm cannot be adapted to solve the general optimal coding problem (in the next section we will see why). In fact, the only known solution for the general problem seems to be the one proposed by Karp when he formulated it in 1961 [14] . He recast the problem as an integer linear program, which he solved by cutting plane methods; this approach does not have a polynomial time bound.
Since then, dierent authors have studied various aspects of the problem such a s nding bounds on the cost of the solution [1, 13, 19] or solving the special case in which all codewords are equally likely to occur (p i = 1 =n for all i) [15, 6, 7, 11, 18, 23, 5] , but not much is known about the general problem, not even if it is NP-hard or solvable in polynomial time. The only ecient algorithms known nd approximately minimal codes but not the actual minimal ones [9] .
In this paper we describe a dynamic programming approach to the general problem. In fact, our algorithm may be viewed as a dynamic programming solution of the integer programming formulation of Karp [14, Theorem 3] . Our approach is to construct a w eighted directed acyclic graph with a polynomial number of vertices and arcs and demonstrate that an optimal code corresponds to a shortest path between two specied vertices in the graph. Finding an optimal code therefore reduces to a shortest path calculation.
We rst describe an algorithm that is easy to understand and runs in O (n(r 1)) C+2
time where C = c r is the largest letter cost. We then improve the running time to O(n C+2 ). For this second algorithm, some eort is required to prove its correctness. While our algorithms do not settle the long-standing question of the problem's complexity they appear to be the rst solutions that run in polynomial time for xed letter costs.
The two algorithms are both extremely simple and easy to implement; the bulk of the paper is devoted to deriving them and proving their correctness. The reader interested primarily in code is invited to skip directly to Figures 5 and 6 .
The rest of the paper is structured as follows: in the next section we describe the problem in detail, showing how it can be transformed into a problem on trees. We then explain why the standard Human encoding algorithm fails in the general case. In section 3 we i n troduce the procedure of truncating a tree at a given level, which allows us to transform the problem into shortest path construction on graphs. In section 4 we describe the improved algorithm. We conclude in section 5 by describing implementation experiences, some open problems and areas for future research.
Recently, Bradford, Golin, Larmore, and Rytter [2] found a faster algorithm for the binary case (r = 2), using techniques for nding minima in monotone matrices. The algorithm needs only O(n C ) time.
A shorter preliminary version of this paper was presented at the 22nd International Colloquium on Automata, Languages, and Programming in Szeged [10] .
Some Facts Concerning Codes and Trees
Throughout the remainder of the paper it will be assumed that the numbers c 1 c 2 c r are xed positive i n tegers and 1 > p 1 p 2 p n >0 are xed positive reals.
Let W = fw 1 ; : : : ; w n gbe a prex-free set of codewords. We will nd it convenient to follow the standard practice and represent W by an ordered, labeled tree T. B y a n ordered tree we mean one in which the children of a node are specied in a particular order. Each n o d e i n T can have u p t o r c hildren, carrying distinct labels from the set of letters . To build T perform the following for each w = x 1 x 2 : : : x k 2W : start from the root and draw the path consisting of an edge labeled x 1 followed by an edge labeled x 2 followed by an edge labeled x 3 an so on until all k characters have been processed. The i-th edge leaving a node corresponds to writing character i in the codeword. See Figure 1 .
This process will construct a tree corresponding to W; the tree will have n leaves, each of which corresponds to a codeword in W. Note that a codeword w can not correspond to an internal node. This is because if the node corresponding to w appeared on a path leading from the root to a node corresponding to another codeword w 0 then w would be a prex of w 0 , contradicting the prex-free property. Also, note that this correspondence is reversible; every tree with n leaves will correspond to a dierent prex-free set of n 
codewords.
We draw our trees so that the vertical length of an edge labeled i is c i . Such trees are also called lopsided t r e es in the literature. The depth o f a n o d e v 2 T , denoted by depth(v), is the sum of the lengths of the edges on the path connecting the root to the node. The root has depth 0. Note that if T represent s a c o d e W and a leaf v represents w 2 W then our denitions imply that depth(v) = length(w). As usual, the height of a tree is the maximum depth of its leaves.
As an example, in Figure 1 (a) the codeword 1 3 is mapped to the leaf v associated with p 5 , depth(v) = 3 = length ( 1 3 ), and the tree has height 3. When we draw trees in this way, edge labels can be inferred from the edge lengths. (When several characters have the same length, we can assign labels arbitrarily without aecting the quality of the code.) In the sequel, we will therefore omit edge labels in the gures.
Suppose now that T is a tree with n leaves. Label the n leaves as v = ( v 1 ; : : : ; v n ); v i is the codeword assigned to the i-th input symbol, having probability p i . Dene the cost of the tree under the labeling to be its weighted external path length cost(T;v) = P n i =1 depth(v i ) p i .
The following lemma is easy to see: Lemma 1 L et T be a xed t r e e with n leaves. If v is a labeling of the leaves such that depth(v 1 ) depth(v 2 ) depth(v n ) (1) then cost(T;v)is minimum over all labelings of the tree.
Proof. We w ant t o n d a p e r m utation which minimizes the inner product of two vectors (p i ) i=1;:::;n and (depth(v i )) i=1;:::;n , where the entries of the second vector may b e arbitrarily permuted. It is well-known that the minimum is achieved by permuting one vector into increasing order and the other one into decreasing order, see [12, p. 261] . 2
This lemma implies that in the optimal cost labeling the deepest node is assigned the smallest probability, the next deepest node the second smallest probability and so on, up to the shallowest node which is assigned the highest probability (see Figure 1) . Such a code is called a monotone code, cf. Karp [14, Section IV].
Since we are interested in minimum cost trees we will restrict our attention to monotone codes. Thus cost(T ) can be dened without specifying a labeling of the leaves because the labeling is implied by T.
The Optimal Coding Problem is now seen to be equivalent to the following tree problem: given (c 1 ;: : : ;c r ) and p 1 p 2 p n nd a tree T with n leaves with minimum cost over all trees with n leaves, i.e., cost(T ) = minf cost(T ) : T has n leaves g:
From here on we will restrict ourselves to discussing the tree version of the problem in place of the original coding formulation. For example, in Figure 1 ), the tree in Figure 1a has minimum cost; for the probabilities (p 1 ; p 2 ; p 3 ; p 4 ; p 5 ) = ( ), the tree in Figure 1b has minimum cost. The corresponding codes are the optimal codes for those probabilities.
Optimal trees have another obvious property:
Lemma 2 In an optimal tree, every internal node has at least two children. Proof. By contracting the edge between a node and its only child we w ould get a better tree.
2
Before continuing, it is instructive to examine why the Human encoding algorithm for the case r = 2 , c 1 = c 2 = 1 can not be adapted to work in the general case. Recall that the Human encoding algorithm works by constructing the optimal tree from the leaves up. It assumes that it is given a collection of n nodes with associated probabilities 1 > p 1 p 2 p n >0. It takes the two leaves p n , p n 1 with lowest probability and combines them to form a new node with probability p = p n + p n 1 that it adds to the set while throwing away the two nodes it combined. (For the rest of the algorithm those nodes will always appear as children of p.) It then recurses on the new set of n 1 probabilities, stopping when the set contains only one node. A more complete description of the algorithm can be found in most introductory textbooks on algorithm design, e.g., [21] .
Why does this algorithm work? Lemma 1 tells us that p n and p n 1 can always be assigned to two deepest nodes in an optimal tree. In the standard Human case of r = 2 , c 1 = c 2 = 1, a node and its sibling have the same depth and, in particular, the deepest node's sibling is also a deepest node. Therefore there is a minimum cost labeling of the optimal-tree in which the leaves assigned weights p n and p n 1 are siblings of each other. Algorithmically, this implies that these two leaves can be combined together as in the Human algorithm.
In the general case when c 1 6 = c 2 , h o w ever, the deepest and second deepest node are not necessarily siblings, and thus p n and p n 1 cannot be combined, cf. 
A Simple Algorithm for Full Trees
We s a w a b o v e that building the trees from the bottom up in a straightforward greedy fashion does not work. Instead, we h a v e to consider many possible partial solutions, using a dynamic programming approach. In contrast to the bottom-up approach o f t h e Human algorithm we construct the trees from the top down, expanding them level by level. This, however, is not a necessary feature of our algorithm, it is only for ease of exposition.
We construct a graph whose size is polynomial in n and whose arcs encode the structural changes caused by expanding a tree by one level; the cost of an arc will be the cost added to the tree by the corresponding expansion. Trees will then correspond to paths in the graph with the cost of a tree being the cost of the associated path. An optimal-cost tree will correspond to a least cost path between specied vertices in the graph and will be found using a standard single-source shortest path algorithm.
Before proceeding we m ust address a small technical point. Recall that we had reduced the Optimal-Coding problem to the problem of nding a tree with n leaves and minimal external path length.
A tree is called a full tree if all of its internal nodes have the full set of r children. For example, if r = 2 a n y optimal tree must be full, by Lemma 2. Unfortunately, i f r > 2 this is no longer the case. See Figure 2 (a).
For convenience, we will rst present an easier version of the algorithm which assumes that the tree we are searching for is full.
Denition 1 Let T be a t r e e. By Fill(T ) we denote the full tree with the same set of internal nodes as T. In other words, to every internal node which has less than r children, we add the appropriate number of children. These new leaves (the set Fill (T ) T) are called the missing leaves of T.
Since Fill (T) m a y h a v e more than n leaves, we extend the denition of the cost of a tree by padding the sequence (p 1 ; p 2 ; : : : ; p n ; 0 ; 0 ; 0 ; : : : ) with suciently many zeros. This means that only n leaves are selected with positive probability, and the remaining leaves are ignored in the computation of the cost.
We clearly have cost(Fill(T )) cost(T ), because we can obtain an assignment for Fill(T ) with the same cost as cost(T ) b y giving probability 0 to the missing leaves. See Figure 2 (b). The restriction to full trees is therefore no loss of optimality.
To bound the size of Fill(T ) w e use the fact of Lemma 2 that every internal node of an optimal tree T has at least 2 children. Therefore, T has at most n 1 i n ternal nodes. A full tree with I internal nodes has 1 + Ir I= 1 + ( r 1)I leaves. The full tree that results from augmenting an optimal tree thus has at most 1 + (n 1)(r 1) n(r 1) leaves.
We therefore recast the problem of nding the optimal tree for n leaves, and thus the optimal coding problem, as follows: given (c 1 ;: : : ;c r ) and p 1 p 2 p n , set p i = 0 for i > n and nd the full tree T with m leaves (n m n(r 1)), with minimum cost, i.e., cost(T ) = minf cost(T ) : T has m leaves, n m n(r 1) g:
It is this problem that we address now. After nding such a tree and peeling away its 0-probability nodes we will be left with the optimal-coding tree for n leaves. We start by examining the structure of trees and how they can change as we expand them level by level. The basic tool we use is the truncated tree:
Denition 2 Let T be a t r e e and i a non-negative integer. The i-th-level truncation of T is the tree T runc i (T ) containing the root of T along with all other nodes in T whose parents have depth at most i: Figure 3 gives a full tree and Figure 4 shows its truncations to various levels.
We will also need:
Denition 3 The tree T is an i-level tree if all internal nodes v 2 T satisfy depth(v) i.
The following are some obvious statements about truncation.
Lemma 3 T runc i (T ) is an i-level tree.
If T is an i-level tree then Trunc i (T ) = T . If T is a full tree then Trunc i (T ) is also a full tree. Trunc i (T ) has at most as many leaves as T.
2
The idea behind our algorithm will be to build full trees from the top down. Given a tree T with height j we will start from a tree with just the root and successively build the i-level trees T i = Trunc i (T ), i = 0 ; : : : ; j , where T 0 is the tree containing only the root and its r children and T j = T.
We will nd that building T i+1 from T i will not require knowing all of T i but only (a) the total number of leaves with depth at most i in T i and (b) the number of leaves of T i on each level i + 1 , i + 2 ,. . . ,i + C . (There are no leaves beyond depth i + C.) To capture this information we i n troduce the concept of a signature: Denition 4 Let T be a n i -level tree. in which m = jf v 2 T : v i s a l e af, depth(v) i gj is the number of leaves in T with depth at most i and l k = jf u 2 T : depth(u) = i + k gj; k = 1 ; : : : ; C ; is the number of nodes in T of depth i + k. Even though the way in which sig i (T i ) is computed depends on the truncation level i, the signature itself contains no information identifying the value of i. Also note that the truncation operation cannot increase the total number of leaves in the tree; so, if T is a tree with at most n(r 1) leaves and sig i (T runc i (T )) = (m; l 1 ; : : : ; l C ), then m + l 1 + +l C n ( r 1). Suppose T i is the i-th-level truncation of some code tree T for n symbols with sig i (T i ) = ( m ; l 1 ; l 2 ; : : : ; l C ). How m uch information concerning T can be derived from T i ?
First note that the nodes on levels i are the same in T and T i ; that is, if u 2 T i is a node with depth(u) i, then u is a leaf in T i if and only if the corresponding node is a leaf in T; T therefore has exactly m leaves with depth i. W e can not say a n ything similar for a node in T i with depth greater than i; w e know it is a leaf in T i but the corresponding node in T might b e a n i n ternal node. By Lemma 1, the m largest probabilities in T are assigned to the m highest leaves in T which are the m highest leaves in T i . All that is known concerning the remaining n m probabilities is that they will be assigned to nodes in T that have depth greater than i. This leads us to the following denition.
Denition 5 Let T be a n i -level tree with sig i (T ) = ( m ; l 1 ; l 2 ; : : : ; l C ) . F or m n, the i-th level cost of T is
where v 1 ; : : : ; v m are the m highest leaves of T ordered by depth. For m n, we dene cost i (T) = P n t =1 depth(v t ) p t .
The rst term in the sum (2) reects the cost of the paths to the m leaves which h a v e already been assigned, whereas the second term reects only part of the cost for reaching the remaining leaves, namely only the part until level i. If T is an i-level tree with sig i (T) = ( m ; l 1 ; l 2 ; : : : ; l C ) and m n then, because p i = 0 for i > m w e nd that cost i (T) = c ost(T ). Also, T contains at least m + l 1 + +l C nodes. Since we m a y restrict ourselves to trees which h a v e at most n(r 1) nodes the cost of the optimal tree is exactly the minimal cost of OPT[m; l 1 ; l 2 ; : : : ; l C ] where the minimum is taken over all tuples in which m n and m + l 1 + + l C n ( r 1). An optimal tree is one that realizes this cost.
To nd this minimum value and its corresponding signature (and the tree with the signature that has that value) we use a dynamic programming approach to ll in the OPT table. We will therefore investigate how truncated trees can be expanded level by level: Suppose that T is an i-level tree with sig i (T ) = ( m ; l 1 ; l 2 ; : : : ; l C ) and T 0 is some (i + 1)-level tree with Trunc i (T 0 ) = T . H o w can T 0 dier from T?
By the denition of Trunc i , the two trees must be identical on levels 0 through i in that they contain the same nodes on those levels and a node is a leaf or internal in T if and only if the corresponding node is respectively a leaf or internal in T 0 . F urthermore the two trees contain exactly the same nodes on level i + 1 because the parents of those nodes are on level i or higher. The only dierence between the trees on level i + 1 i s the status of the l 1 nodes on that level. In T all of these nodes are leaves. In T 0 , some number q of them might b e i n ternal with l 1 q of them being leaves. Since 0 q l 1 , there are essentially l 1 + 1 possible (i + 1)-level trees T 0 with Trunc i (T 0 ) = T , a dierent tree corresponding to each possible value of q. Once q is xed, the number of nodes on levels i + 2 through i + 1 + C are also xed since all such nodes are either nodes in T or children of the q internal nodes at level i + 1 o f T 0 .
This motivates the following denition:
Denition 7 Let T be a n i -level tree with sig i (T ) = ( m ; l 1 ; l 2 ; : : : ; l C ) . L et 0 q l 1 .
The q-th expansion of T at level i + 1 is the tree T 0 = Expand i (T;q) constructed by making q of the leaves at level i + 1 of T internal nodes with r children.
Note that the denition does not specify which q of the l 1 leaves become internal nodes in Expand i (T). For our purposes, however, this does not matter. Although dierent choices result in dierent trees, the number of leaves at each level is xed, and more importantly, all resulting trees have the same cost. A formal statement of this fact requires a notion of equivalence between trees. 
where v e ctor addition and multiplication by the scalar q is carried out componentwise (see Example 1 below), and cost i+1 (T 0 ) = c ost i (T ) + X m<tn p t : (4) Proof. Equation (3) The modication of the signature is done in two steps: the rst step is the shift, which i s due to the change of focus from level sig i to level sig i+1 . The second step is the addition of a suitable multiple of the vector ( 1; d 1 ; : : : ; d 4 ), which is given in the second line.
The last column gives the sequence of partial sums m, m + l 1 , m + l 1 + l 2 ,. . . ,which i s important later. This last lemma tells us that to calculate the extra cost added by a level-i expansion of T and the signature of the new expanded tree it is not necessary to know T or i but only sig i (T). This motivates us to recast the problem in a graph formulation with vertices corresponding to signatures, arcs to expansions, and the cost of an arc to the cost added by its associated expansion. A path in this graph will correspond to the construction of a tree by successive expansions; so an optimal tree will correspond to a least-cost path of a certain type.
More specically we dene a directed acyclic graph G = ( V;E), called is contained i n G , and c(P(T)) = cost j (T ). 
Then the tree T(P) = T j (6) is a j-level tree with cost j (T (P)) = c(P).
Proof. ( We h a v e just seen (a) that every path P of length j in G from S 0 to S corresponds to a j-level tree T(P) with sig j (T(P )) = S and cost j (T (P )) = c(P) and (b) that every j-level tree T corresponds to a j-arc path P(T) from S 0 to sig j (T ) with cost j (T ) = c ( P ( T )). This proves Lemma 7 L et S 2 V and P a minimum cost path from S 0 to S in G. The calculation of shortest paths is facilitated by the fact that the graph G is acyclic (apart from possible loops at the vertices (m; 0 ; : : : ; 0)). We show this by specifying a specic linear ordering of the vertices which is consistent with the orientation of the arcs (a topological ordering). steps by scanning the vertices in topological order [16, p. 45] . We rewrite the algorithm for our special case and present it in Figure 5 . Note that in the algorithm we never explicitly construct the signature graph G but only implicitly use the graph structure to ll in the OPT table properly. In essence, we are performing dynamic programming to ll in the OPT takes O(C) time. Thus, the total cost of the algorithm is O C(n(r 1)) C+2 time.
Note that the algorithm as presented only calculates the cost of the optimal tree. To actually construct the optimal tree, we h a v e to augment the algorithm by storing a pointer with every array e n try, and whenever OPT[m 0 ; l 0 1 ; : : : ; l 0 C ] is improved we update the pointer to remember where the current optimal value came from. (In fact it is sucient to store the value q which lead to the current v alue.) At the end we backtrack from the minimum cost vertex to recover the optimal solution. This is standard dynamic programming practice, and we omit the details.
Pruning of Extra Leaves
The algorithm in the previous section restricted its attention to full trees, i.e., trees in which e v ery internal node contains all r of its children. We had to pay for this convenience by constructing trees with as many a s n ( r 1) leaves, many more than the n leaves actually used in the trees. In this section we improve the algorithm by looking only at trees with at most n leaves, thereby reducing the complexity b y a factor of O((r 1) C+2 ). Note that in the binary case of r = 2 this makes no dierence at all; the results of this section are only of interest when r > 2.
We h a v e to relax the requirement of only constructing full trees, because optimal trees are not necessarily full, see e.g. Figure 2 . This relaxation permits us to transform the construction of an optimal tree into a least-cost path search in a new signature graph G 0 = ( V 0 ; E 0 ) where V 0 = f(m; l 1 ; : : : ; l C ) : m; l 1 ; : : : ; l C 0 ; m + l 1 + +l C n g : which has size jV 0 j = O(n C+1 ) and jE 0 j = O(n C+2 ).
The design of the graph G 0 and the corresponding algorithm will be complicated by the following technical point: in the previous section we constructed full trees level by level by specifying the number of internal nodes at each level. Since the trees being constructed were full, this specication uniquely determined the tree. If the trees are no longer required to be full then specifying the number of internal nodes on each level no longer uniquely species the tree; for each i n ternal node it must also be known which children it has.
As in the previous section, we w ant to construct the optimal tree level by level. However, if we e v er generate more than n leaves, we w ant to throw a w a y some of them. It appears obvious that it is best to throw a w a y the deepest leaves. Below w e will prove that this is true.
Denition 10 The reduction of a tree T (to n leaves) is the tree R e duce(T ) obtained b y r emoving all but the n shallowest leaves from T. It may happen that some internal nodes become leaves by this process because they lose all their children. In this case, we remove these additional \unwanted" leaves, and if necessary, we iterate this cleanup process.
If T does not have more than n leaves, then Reduce(T ) = T .
In other words, we can think of marking a set of n shallowest leaves in T. The tree Reduce(T ) is then the unique subtree which has precisely this set of leaves. Similarly as in Denition 7, the set of leaves to be removed is not uniquely specied, but the number of leaves at each level is uniquely determined. In other words, Reduce(T ) is unique up to equivalence. It is obvious that reduction does not change the cost of a tree: Lemma 9 If T is an i-level tree then cost i (Reduce(T )) = cost i (T ). Proof. This follows from the fact that only the n shallowest leaves aect the computation of the cost. The reduction step is most easily understood in terms of the rightmost column: We simple reduce all partial sums which are bigger than n to n. The modication of the main loop in the algorithm is straightforward.
Step 2c is replaced by the following two steps. ;new costg; In the end, the cost of the optimal tree can be read o the entry OPT[n; 0 ; : : : ; 0], which corresponds to the terminal vertex.
However, it turns out that the graph G 0 is no longer acyclic, see Example 2, where we h a v e S 00 S 0 . Therefore it is not obvious that the above modication is enough to compute the shortest path. However, by studying the example carefully we see why such \backward arcs" like ( S 0 ; S 00 ) need not worry us. In going from S 0 to S 00 , 3 leaves at level i + 1 become internal nodes, causing 9 leaves to be added to the tree. But the following reduction chops o all but 3 of these new leaves. This means that at least one of the 3 new internal nodes has only one child remaining, but, by Lemma 2, such a node cannot occur in an optimal tree. To prove correctness, we need to show t w o things. Firstly, e v ery path in the graph from the starting vertex S 0 to S = ( n ; 0 ; : : : ; 0) corresponds to some tree, with appropriate cost. Secondly and more importantly, the optimal tree corresponds to a path from S 0 to S which visits the vertices in an order consistent with the lexicographic order . These crucial properties are formulated in the following lemma, which is an analog of Lemma 6. Then the tree T(P) = T j is a j-level tree with cost j (T (P )) = c(P).
Proof. (a) Note rst that in T as well as in each T i , e v ery missing leaf has depth at least j: if a missing leaf of T had depth less than j, w e could remove some leaf at level j and add a new leaf in the position of the missing leaf, obtaining a better tree. Since the truncation operator deletes either all children of a node or none of them, it generates no new missing leaves. Therefore the claimed property carries over from T to all trees T i .
The following property follows:
Property 1 In all trees Fill (T i ), the number of leaves at depth less than j is less than n.
Optimality o f T implies another property.
Property 2 If q i > 0, then i + 1 + c 2 j , and the operation Expand i (; q i )increases the total number of leaves at levels 0; 1; : : : ; j .
Proof. If i + 1 + c 2 > j , then a node at level i + 1 can have at most one child in the tree T. By Lemma 2, a node with one child cannot occur in an optimal tree, and hence there are no internal nodes at level i + 1 .
On the other hand, if i + 1 + c 2 j , then at least two c hildren of each node that is expanded lie on levels 0; 1; : : : ; j , and these children more than compensate for the loss of leaves due to the fact that the leaves at level i + 1 that are expanded become internal nodes. which is what we w anted to show. We also have S i S i+1 because either T 0 i+1 has more leaves in total than T 0 i (in case q i > 0), or the reduction operation is void also for Fill(T i+1 ). In the latter case we h a v e T 0 i +1 = Expand i (T 0 i ; q i ), and we can apply Lemma 8. Now let us consider the other case, where Fill(T i ) has at least n leaves. By Property 1 , Fill(T i ) has less than n leaves at levels 0; 1; : : : ; j 1. The same is true for T 0 i = Reduce(Fill(T i )) and therefore T 0 i has height k j. Fill(T i ) and T 0 i = Reduce(Fill(T i )) have the same number of leaves at each level between 0 and k 1, and both trees have at least n leaves in total at levels 0; : : : ; k . After expansion, it follows that also the trees Expand i (Fill(T i ); q i ) and Expand i (T 0 i ; q i ) h a v e the same number of leaves at each level between 0 and k 1, and moreover, by Property 2, both trees still have at least n leaves in total at levels 0; : : : ; k . The reduction operation will therefore yield equivalent trees: (b) Since the Expand and Reduce operations are faithfully modeled by the arcs of the graph, it follows that the trees T i exist and have the given signatures. Equality of costs can be proved in the same way as in Lemma 6, using the fact that reduction does not inuence the cost (Lemma 9).
2 Thus, as in the previous section, we can actually nd the shortest path in O(jV 0 j + jE 0 j) = O ( n C +2 ) steps, each step taking O(C) time. The code is given in Figure 6 . Actually, it is not dicult to be more careful in the implementation and avoid scanning the \backward arcs" of the graph. In the loop of Steps 2b{2d, we let q run only up to min l 1 ; n ( m + P c 2 j =1 l j )
. W e leave it as an exercise for the reader to check that this is correct. . W e have ( C + 1 ) n + C +1 C+1 < 4n C+1 for all n 2, as can be easily proved by induction on C, proving the base cases C = 1 and C = 2 separately. We h a v e therefore proved the following theorem.
Theorem 1 The minimum-cost prex-free c o de for n words can be c omputed i n O ( n C +2 ) time and O(n C+1 ) space, if the costs of the letters are integers between 1 and C.
5 Conclusions, Implementations, and Open Problems In this paper we described how to solve the optimal-coding problem in O(n C+2 ) time where the letter lengths c 1 c 2 c r are integers, C = c r is the longest length of an encoding letter and n is the number of symbols to be encoded. This improves upon the previous best known solution due to Karp [14] which solved the problem by transformation to integer linear programming and whose running time could therefore only be bounded by an exponential function of n. Our algorithm works by creating a weighted graph G 0 with O(n C+1 ) v ertices and O(n C+2 ) arcs and showing that optimal codes (corresponding to minimum cost trees) can be constructed by nding least cost paths in G 0 .
It is easy to see that the height of a tree is exactly the number of arcs in its corresponding path from S 0 to S. T h us we can also use our formulation to solve the Length-Limited Optimal Coding Problem. In this problem, we are given the same data as in the original problem and an integer L, and we w ant to nd a minimum cost code containing no codeword of length more than L. T o solve this new problem it is only necessary is to nd the least cost path from the source to the sink that uses L or fewer arcs, which can be easily done in O(Ln C+2 ) time.
In a practical implementation of our algorithm many improvements are possible. Recall that our algorithm is equivalent to searching for a shortest path in a directed acyclic graph. The simple shortest path algorithm which w e used essentially scans all arcs of the graph. There is a whole range of heuristic graph search algorithms to be considered that might speed up the running time of the algorithm in practice, cf. [17] .
One obvious direction for future research is to resolve the complexity of the optimalcoding problem. It is still unknown if the problem is polynomial-time solvable, or if the problem is NP-hard.
Another direction is to relax the restriction that the c i are integers. Obviously, i n a n y conceivable practical application the given numbers c i are rationals; therefore they can all be scaled to be integers and our algorithm can be used. However, since the largest integer cost enters into the exponent of the complexity, this approach is in general not feasible. It is challenging to nd an algorithm that would solve the problem with, for example, (c 1 ; c 2 ; c 3 ) = ( 0 : 169; 0:3; 0:531) in reasonable time, and which could just as easily be applied to incommensurable lengths such a s ( c 1 ; c 2 ; c 3 ) = ( 1 ; p HP 9000/750 workstation. When the encoding alphabet had 2 letters, c 1 = 1 , c 2 = 2 , w e found an optimal code with a cost of 5.8599 in 1.5 seconds. For an encoding alphabet with 3 letters, (c 1 ; c 2 ; c 3 ) = ( 2 ; 3 ; 3), we found an optimal cost of 6.7324 in 6 seconds. The only algorithm in the literature for which running times are reported is the algorithm of Karp [14] from 1961. His program took 1 minute for the rst example 2 and 5 minutes for the second one on an IBM 704 computer. These running times can hardly be compared. On the one hand, this machine was much slower than today's computers. An IBM 704 in 1955 could carry out about 5,000 oating-point operations per second (0.005 MFLOPS). On the other hand, the Maple system is not designed for taking the most ecient advantage of computer hardware. For example, all arithmetic operations are carried out in software, and array indexing is not as ecient as in a conventional programming language. (For the second problem, about 40 % of the total running time was spent initializing the array OPT.) We ran an integer programming formulation derived from Karp's on the same workstation as our Maple code. The model was formulated in the AMPL modeling language [8] , using about 25 lines of code, and was solved with the CPLEX 4.0 software for mixed-integer optimization. (The source for the AMPL model and data is included in Appendix A.
3 ) I n terestingly, the 3-letter problem was easier to solve than the 2-letter problem. It took 0.19 seconds, 46 branch-and-bound nodes and a total of 207 pivots of the simplex algorithm to solve the 2-letter problem, but only 0.09 seconds, 3 branch-and-bound nodes and 143 simplex iterations to solve the 3-letter problem.
