Abstract. Power load is the active part of safe and stable operation of the entire power system. Establishing realistic dynamic load model is important meaning for power system planning and operation. In this paper practical load modeling idea is adopted for clustering analysis of the data of load characteristics with fuzzy C-means method to provide a basis for load management decisions.
Introduction
Cluster analysis is a new multivariate statistical method，is a combination of modern taxonomy and multivariate analysis. Cluster analysis is to classify objects in a multidimensional space, according to the degree of closeness of their [1] [2] [3] spatial relationship to categorize. In other words, different attributes things were identified each other, things which have similar properties were clustered together.
Currently, [4] [5] [6] applications of cluster analysis in power system have diagnosis of power system, power load forecasting and power load modeling. There are many literature about power system short-term load forecasting in domestic and foreign, adopted forecasting methods and forecasting accuracy are also different. [7] [8] [9] Various prediction methods have certain limitations because many factors which affect the load and the uncertainty of load. Traditional short-term load forecasting methods have regression model, time series, [10] [11] [12] etc., with the rise and development of artificial intelligence, fuzzy clustering method is also introduced into the short-term load forecasting, and achieved good results.
Overview of Fuzzy C-means Clustering Algorithm
Fuzzy C-means clustering is called for FCM, is used to determine the membership of each data point belongs to a clustering algorithm clustering degree.
FCM put the n vectors
⋅⋅ ⋅ into c fuzzy groups, and calculate cluster centers of each group, so that the value function of dissimilarity index is minimized. FCM can calculate the degree belonging to each group of each data point with the value given in membership between 0 and 1, values of sparse matrix U were allowed between elements 0 and 1, Corresponded on introducing fuzzy division. However, the sum of membership of a data set is equal to 1 with normalized provisions. A necessary condition which make equation (2) reach a minimum can be obtained through constructing the followed new objective function: Fuzzy C-means clustering algorithm is a simple iterative process under the above two necessary conditions. FCM cluster centers i c and membership matrix U is determined by the following procedures when run on batch mode.
Step 1: a random number between 0 and 1 is used to initialize the membership matrix,which can satisfy the constraints in formula (1).
Step 2: formula (4) is used to calculate a cluster center i c , i = 1, ..., c.
Step 3: the value function is calculated according to the formula (2). If it is less than a determined threshold or its amount of change respected to the last change less than a certain threshold, the algorithm stop.
Step 4: the new matrix U is calculated with formula (5), and then return to step 2. Above algorithm can first initialize the cluster center, then perform the iterative process. Because it is not sure that FCM converge to an optimal solution, performance of the algorithm depends on the initial cluster centers. So, either determine the initial cluster centers with additional fast algorithm, or adopt the different initial cluster centers each time to start algorithm. 
Improvement of Fuzzy C-means Method
FCM algorithm is simple and can achieve a good clustering result, is one of the most popular algorithms of the cluster analysis, but it has a fatal weakness: first fuzzy clustering objective function is a non-convex function, there are a lot of local extreme point, which will not get the optimal fuzzy partition of datasets because of improper initialization; the second is its practical application was restricted when the algorithm calculate large amounts of data.
In this paper, a user-defined selection method is used to select the initial cluster centers. First the system clustering method is used for data of initial clustering, and then the average distance of each class is calculated as the initial cluster centers Fuzzy C-means, so that you can successfully avoid output membership matrix and cluster center matrix reducing the clustering effect because of data outliers or noise, etc. So the dependence on the initial cluster centers of fuzzy C-means greatly reduced, thereby increase the effect of fuzzy C-means clustering method.
Application of Fuzzy C-means Clustering Algorithm
5021 large industrial customers of run capacity of more than 2000 KVA and total reported installed capacity more than 49,961,600 KVA in the Shandong Province is analyzed in this paper. There are 4565 useful data and reported installed capacity of 43,959,000 KVA in above customers, wherein there are 3259 continuous production customers, reported installed capacity of 36,318,100 KVA and 1306 non-continuous production customers, reported installed capacity of 7,640,900 KVA. The time of a typical daily morning peak is 8: 30-11: 00, the load can be staggered is 1.1175 million kilowatts and the load can be off-peak is 8.0739 million kilowatts. The time of waist peak is 13: 30-17: 30, the load can be staggered is 1.2106 million kilowatts and the load can be off-peak is 9.0971 million kilowatts.
This design is programmed by MATLAB which has the software toolbox with tools function on fuzzy C-means method and the tool function is changed in this design. In this design part of automatically generating membership is removed; first the initial membership matrix by the system clustering method is entered, then fuzzy C-means clustering is implemented by the tool function. The membership degree matrix generated by the cluster center is inputted into improved fuzzy C-means function to obtain the fuzzy C-means clustering results.
The results will be in the following Table 1 . 
Conclusions
The data is clustered by improved fuzzy C-means method in this paper. The traditional fuzzy C-means method is improved to overcome the sensitivity of initial values and effect of isolated points. Clustering results validate the feasibility and validity that the improved FCM clustering method is applied to the load characteristics. On the other hand, the precision and the computing speed of FCM clustering method can be improved by using a composite clustering algorithm, the number of clusters can be determined by comparing the relevant statistics to increase the accuracy of clustering and overcome randomness and subjectivity from empirically. This paper has a certain value for the orderly conduct electricity regulation work.
