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Natural computing
Ciliates are unicellular organisms, some of which perform complicated rearrangements of
theirDNA. Template-guided recombination (TGR) is a formalmodel for theDNArecombina-
tionwhich occurs in ciliates. TGR has been the subject ofmuch research in formal language
theory, as it can be viewed as an operation on formal languages. In TGR, a set of templates
serves as a parameter to a language operation which controls which rearrangements can
take place; thus, a set of templates is itself a language.
Recently, the concept of equivalence in TGR has been considered: given two sets of tem-
plates, do they deﬁne the same language operation? This paper considers the related
question of minimality: given a set of templates T, what is the smallest set of templates
(with respect to inclusion) equivalent to T ? We show that the minimal set of templates is
unique, and consider closure properties and decidability questions related to minimality.
We deﬁne an operational characterization for equivalence which is useful for results on
minimality.
© 2009 Elsevier Inc. All rights reserved
1. Introduction
Ciliates are unicellular eukaryotes, some of which have a well-studied ability to rearrange their DNA during conjugation,
a form of reproduction. Initially, the scrambled genetic material is interspersed with internally eliminated segments (IESs),
and may additionally be out of order. These segments of the scrambled gene which also constitute the ﬁnal, unscrambled
gene are called macronuclear destined segments (MDSs).
Formal models of this rearrangement are of interest to researchers in the ﬁeld of natural computing, which is the ﬁeld
of computer science interested in computation outside of traditional silicon-based hardware. Several models for the DNA
rearrangement in ciliates have been proposed; see for example Ehrenfeucht et al. [11] or Prescott et al. [20] for a description
of ciliate DNA rearrangement and two formalmodels. There has beenmuch recent work on various computational aspects of
these different models of ciliate DNA rearrangement, including for example, decision problems for scrambled ciliate genes
[18] and solutions for particular computational problems using gene assembly [1].
In this paper, we focus on template-guided recombination (TGR) as a formal model for ciliate DNA rearrangement. The
TGRmodel, originally proposed by Prescott et al. [20], has been investigated in a language-theoretic framework by Daley and
McQuillan [6–8], McQuillan et al. [16] and Daley et al. [5]. Most of these results focus on the closure properties of TGR as a
language-theoretic operation. Recently, Angeleska et al. [2] have re-examined the TGR model and proposed the use of RNA
templates in the TGR process. For a survey of TGR and related work, see Daley and the author [4].
The formal language model of TGR functions by providing a set of templates which deﬁnes the recombination events
which are permitted to occur during DNA unscrambling (see Section 2 for deﬁnitions). Thus, the set of templates is itself

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a formal language, and we can view the set of templates as an adjustable parameter of the TGR operation. With this view,
the author has recently studied a language-theoretic concept of equivalence for sets of templates [10], where two sets of
templates are equivalent if they deﬁne the same formal language operation.
Recent results by Nowacki et al. [17] demonstrate that the concept of templates is consistent with experimental observa-
tions. In particular, they show that the hypotheses of Prescott et al. [20] and Angeleska et al. [2] on the use of pre-existing
genetic material as the set of templates in TGR appears to be supported by experimental results. By modifying the genetic
material present during conjugation, Nowacki et al. [17] were able to alter the outcome of the rearrangement process. This
suggests that it may be possible to control DNA rearrangement in ciliates.
In this paper, we use the concept of equivalence to investigate minimality of sets of templates. That is, for a given set of
templates T , we are interested in the minimal set of templates (with respect to inclusion) which is equivalent to T . We show
that this minimal set of templates is unique.
We demonstrate the closure properties of the operation which takes a set of templates to its minimal equivalent set of
templates, and the decidability of whether a given set of templates is minimal. In particular, given a regular set of templates,
we can construct itsminimal set of templates (which is regular), and therefore also determine if it isminimal. For context-free
sets of templates, it is undecidable whether a given set of templates is minimal.
2. Preliminaries
We use the tools of formal language theory to study TGR. For additional background on formal languages, see Rozenberg
and Salomaa [21]. Let Σ be a ﬁnite set of symbols, called letters; we call Σ an alphabet. Then Σ* is the set of all ﬁnite
sequences of letters from Σ , which are called words. The empty word ε is the empty sequence of letters. We denote by Σ+
the set of non-empty words over Σ , i.e., Σ+ = Σ* − {ε}. The length of a word w is denoted by |w|.
A word x ∈ Σ* is a preﬁx of a word y ∈ Σ* if there exists w ∈ Σ* such that y = xw. Similarly, x is a sufﬁx of y if there
exists u ∈ Σ* such that y = ux. If x ∈ Σ*, then pref(x) (resp., suff(x)) is the set of all preﬁxes (resp., sufﬁxes) of x.
A language L is any subset of Σ*. Given an alphabet Σ , we use the notation Σk to denote the set of all words in Σ* of
length k, while Σ≥k (resp., Σ≤k) denotes the set of all words in Σ* of length k or greater (resp., length k or less).
We assume the reader is familiar with the classes of regular and context-free languages. In particular, a language is regular
(resp., context-free) if it is accepted (resp., generated) by a deterministic ﬁnite automaton (DFA) (resp., context-free grammar).
The class of regular languages is strictly included in the class of context-free languages. Unless otherwise stated, we assume
that all regular and context-free languages below are effectively given in what follows.
2.1. Template-guided recombination
Wenowgive the formal deﬁnition of TGR,whichwas proposed by Prescott et al. [20] andﬁrst studied as a formal operation
by Daley andMcQuillan [6]. If n1, n2 ≥ 1 and x, y, z, t ∈ Σ* arewords, we denote by (x, y) t,n1,n2 z the fact that we canwrite
x=u1αβv1 (1)
y=v2βγ u2 (2)
z=u1αβγ u2 (3)
t=αβγ (4)
with α,β , γ , u1, u2, v1, v2 ∈ Σ*, |α|, |γ | ≥ n1 and |β| = n2. If n1, n2 are understood, then we denote the relation t,n1,n2 byt . The word t is called the template.
Example 1. Let n1, n2 = 1, t1 = aabc, t2 = aab and t3 = abc. Then we have
(caab, bc) t1 caabc, (aa, abcd) t2 aabcd,
(aa, abcd) t1 aabcd, (caab, bc) t3 caabc.
Intuitively, the words x and y represent the DNA strands which contain MDSs and which are to be recombined using the
template t. The regions v1 and v2 represent the internal eliminated sequences (IESs) which do not form part of the ﬁnal
rearranged sequence, and β , which has a minimum length restriction, represents the pointer sequences in the ciliate DNA.
The regions α and γ represent additional material which must ﬂank the pointer sequence in the MDSs u1α and γ u2. This
representation leads to the asymmetry between x and y as input words. Note that in the deﬁnition of (x, y) t z, the words
x and y are separate DNA sequences and so TGR is an inter-molecular model for ciliate DNA recombination. More recently,
however, an intra-molecular TGR has also been considered [5].
If T , L ⊆ Σ* are languages, then T ,n1,n2(L) is deﬁned by
T ,n1,n2(L) = {z : ∃x, y ∈ L, t ∈ T such that (x, y) t,n1,n2 z}.
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Again, we use the notation T (L) if n1, n2 are understood. The language T is the set of templates. In the TGR model, T
represents the set of genetic material which serves to control rearrangement, and L represents the DNA being rearranged.
We note that the operation of TGR on words can be represented using Post canonical systems [19], which are rewriting
systems with productions of the form
g0P1g1P2g2 · · · gk−1Pkgk → h0Pi1h1Pi2h2 · · · hr−1Pir hr
where g0, . . . , gk , h0, . . . , hr ∈ Σ* and P1, P2, . . . , Pk are variables. The condition that {i1, i2, . . . , ir} ⊆ {1, . . . , k} is also
enforced [19].
In particular, for a given decomposition t = αβγ with |α|, |γ | ≥ n1 and |β| = n2, let R(y) = suff(y) ∩ {βγ }Σ*. We can
then deﬁne the Post canonical system with rules
{UαβV → Uαr : r ∈ R(y)}.
Let C(α,β , γ ) be this Post canonical system. Then we have that x ⇒ z in C(α,β , γ ) if and only if (x, y) t,n1,n2 z for this
particular decomposition t = αβγ . The derivation relation ⇒* of these Post canonical systems C(α,β , γ ) are particularly
suited to modelling iterated TGR (see, e.g., Daley and McQuillan [6]). We note, however, that in general this construction
might not lead to a Post canonical system with a ﬁnite number of productions if the set of templates T is inﬁnite or if the
language L is inﬁnite.
2.2. Equivalence and minimality
We now come to the deﬁnition of equivalence for sets of templates.
Deﬁnition 1. Let n1, n2 ≥ 1. For T1, T2 ⊆ Σ*, we say that T1 and T2 are (n1, n2)-equivalent, denoted by T1 ≡n1,n2 T2, if
T1,n1,n2(L) = T2,n1,n2(L) for all L ⊆ Σ*. By T1 n1,n2 T2, we mean T1,n1,n2(L) ⊆ T2,n1,n2(L) for all languages L ⊆ Σ*.
Note that T1 ≡n1,n2 T2 if and only if T1 n1,n2 T2 and T2 n1,n2 T1.
Example 2. Let T1 = {aabc, aab, abc}, T2 = {aab, abc}. As T2 ⊆ T1, it immediately follows that T2 1,1 T1. However, and as
we will see with Theorem 1 below, it is not hard to see that T1 1,1 T2.
In particular (see also Example 1), if t = aabc ∈ T1 is factorized as α = a, β = a and γ = bc, then we can substitute its
use by the use of the template aab ∈ T2: the extra symbol c on the end of t is not crucial to the execution of the TGR operation
in this case. On the other hand, the factorization α = aa, β = b and γ = c is handled by the template abc ∈ T2.
Thus, equivalence for sets of templates is a non-trivial property. Let (C1) be the following condition:
∀t, t1, t2 ∈Σ* with |t| = 2n1 + n2,
if t1tt2 ∈ T1 then ∃t′1 ∈ suff(t1) and ∃t′2 ∈ pref(t2)(t′1tt′2 ∈ T2).
(C1)
Condition (C1) is illustrated in Fig. 1: for every subword t of length 2n1 + n2 in a template in T1, there must be an extension
of t in T2 which agrees with the template in T1 on the subwords ﬂanking t.
Then we can give an exact characterization of equivalence, proven previously by the author [10].
Theorem 1. LetΣ be an alphabetwith |Σ| ≥ 3,n1, n2 ≥ 1 and T1, T2 ⊆ Σ*. The condition (C1)holds if and only if T1 n1,n2 T2.
That is, if T1 is to be able to be replaced by T2, we must have that every subword t of length 2n1 + n2 in T1 must be able
to be extended to a template in T2 which agrees with the subwords which ﬂank t as a subword in T1.
We note that the condition that |Σ| ≥ 3 in Theorem 1 is not known to be necessary. It is open whether the condition
(C1) characterizes equivalence for alphabets of size two, or whether another equivalence condition applies to alphabets of
size two. In what follows, the condition |Σ| ≥ 3 will be inherited by results on minimality and equivalence which depend
on Theorem 1 and its current proof.
In what follows, we will use the following terminology to describe this extendability property of templates:
Fig. 1. Illustration of condition (C1).
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Deﬁnition 2. Let T ⊆ Σ* and t1, t, t2 ∈ Σ* with |t| = 2n1 + n2. If t′ = t1tt2 is a template, then we say that the subword t
of t′ is covered by T if there exist subwords t′1 ∈ suff(t1), t′2 ∈ pref(t2) such that t′1tt′2 ∈ T .
We note in passing another recent use of the term cover in the context of ciliate DNA rearrangement under the template-
guided model. Ehrenfeucht and Rozenberg [12] deﬁne the notion of covering on words which are deﬁned as functions from
an interval [n1, n2] of integers toΣ; the intervals do not necessarily start at zero. This concept of coverings ismotivated by the
covering of the unscrambled macronuclear genes by the MDSs of the scrambled micronuclear gene. Due to the presence of
pointers in themicronuclear gene, these MDSs overlap in the ﬁnal macronuclear gene, and so theMDSs cover (with overlap)
the macronuclear gene; see Ehrenfeucht and Rozenberg [12] for more details.
The motivation for covering in our context is therefore different from that of Ehrenfeucht and Rozenberg, and is with
respect to ordinary words only. Further, we are mostly interested with the use of coverings for closure properties and
decidability, whereas the results of Ehrenfeucht and Rozenberg focus on deep results on coverings in terms of cardinality
and containment.
Finally, we deﬁne minimality for sets of templates, which will be the main focus of this paper.
Deﬁnition 3. Let n1, n2 ≥ 1 and T ⊆ Σ*. We say that a set of templates T ′ ⊆ Σ* is an (n1, n2)-minimal set of templates for
T if T ′ ≡n1,n2 T and, for all T ′′T ′, T ′′ ≡n1,n2 T .
That is, an (n1, n2)-minimal set of templates for T is a set of templates which is equivalent to T and which is minimal with
respect to usual set inclusion. Note that, by deﬁnition, any (n1, n2)-minimal set of templates for T is a subset of T . We also
say that T is (n1, n2)-minimal if T is an (n1, n2)-minimal set of templates for itself.
3. Operational characterization of equivalence
In this section, we give an additional formulation of Theorem 1 for equivalence of sets of templates, which will be useful
for results on minimality. The alternate characterization is based on operations on formal languages. For any N ≥ 1, let N
be the binary operation on words deﬁned by
x N y = {x1uy1 : ∃x1, y1, u ∈ Σ*, x = x1u, y = uy1, |u| ≥ N}.
Note that if no preﬁx of y (of length N or more) is a sufﬁx of x, then x N y = ∅. The operation is extended naturally to
languages by L1 N L2 = {x N y : x ∈ L1, y ∈ L2}.
This operation is related to the Latin product of languages [15,14], where the overlap has length exactly one: i.e., the
operation u  v = {u′av′ : u = u′a, v = av′}.
Recent work by Ito and Lischke [13] deﬁnes another related operation ⊗, given by
p ⊗ q = {uvw : uv = p, vw = q, uw /= }.
This is generalized to p⊗n in the natural way: p⊗0 = {} and p⊗n = {w ⊗ p : w ∈ p⊗(n−1)}. Ito and Lischke are concerned
primarily in generalizations of primitive words using the operation⊗. For instance, the authors deﬁne hyper-periodic words
[13] as those words w such that w /∈ v⊗n for any v ∈ Σ* and any n ≥ 2.
The operationN is also similar to the concept of short concatenationdeﬁnedbyCa˘ra˘us¸u andPa˘un [3]; the only difference
in the deﬁnitions is that short concatenation takes the maximal overlap between x and y, if any. If no overlap occurs, then
short concatenation of two words is the standard concatenation operation.
We also note that N is deﬁned by the semantic set of trajectories S = 0*σ≥N1* in the context of semantic shufﬂe on
trajectories; see the author [9] for details. Informally, we can view the semantic set of trajectories as specifying the order of
interleaving of symbols of the left and right input words: 0 (resp., 1) speciﬁes that the next symbol of the result should be
obtained from the left (resp., right) argument, while σ speciﬁes that the next symbols of the left and right arguments must
agree and only one copy of these two symbols is inserted into the resulting output.
From the results on semantic shufﬂe on trajectories [9], we can immediately conclude, e.g., that the regular languages are
closed under N , and that if one of L1, L2 is context-free and the other is regular, then L1 N L2 is a CFL. This is in contrast
to the case of short concatenation: the regular languages are not closed under short concatenation [3].
We also deﬁne an iterated version which will be more useful to us. Let
iN(L)=
{
L i = 0,
i−1N (L) N L i ≥ 1.
*N(L)=
⋃
i≥0
iN(L).
≤iN (L)=
⋃
j≤i
jN(L).
The following example demonstrates the use of N and *N , and gives the intuitive idea of Lemma 8 below.
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Example 3. For N = 2, consider that aab N abc = {aabc}. Thus, continuing with Example 2, if T2 = {abc, aab}we get that*N(T2) = {abc, aab, aabc} = T1.
For completeness, we brieﬂy investigate the associativity of. We can see that, in general, is not associative. However,
when considering *, we show that we can ignore the nonassociativity of the operation.
Let iN ,*N and ≤iN be the operations deﬁned by
iN(L)=
{
L i = 0,
L N i−1N (L) i ≥ 1.
≤iN (L)=
⋃
j≤i
jN(L).
*N(L)=
⋃
i≥0
iN(L).
We can easily verify the following identities:
(LR1 N LR2)R=L2 N L1, (5)
iN(LR)=(iN(L))R ∀i ≥ 1. (6)
Lemma 2. For all L ⊆ Σ* and all integers N, i ≥ 0, we have ≤iN (L) = ≤iN (L).
Proof. Let L be an arbitrary language and N ≥ 0. The proof is by induction on i. For i = 0, both the left- and right-hand side
of the equality are L. For i = 1, both are equal to L N L.
Let i ≥ 2. Assume that ≤i−1N (L) = ≤i−1N (L). We now show that ≤iN (L) = ≤iN (L).
Consider that
iN(L) = (i−1N (L))  L ⊆ (≤i−1N (L))  L.
Thus, let x ∈ iN(L). Then there exists some j < i, y ∈ jN(L) and z ∈ L such that x ∈ y N z.
Consider that if j = 0, then y ∈ L and x ∈ L N L ⊆ ≤iN (L) (as i ≥ 2). Thus, we may assume that j ≥ 1. Therefore, we
can write y = u N v where u ∈ L and v ∈ j−1N (L) ⊆ ≤j−1N (L). Let j > k ≥ 0 be such that v ∈ kN(L).
Now write
x = αβγ , y = αβ , z = βγ ,
where |β| ≥ N, as well as
y = ζηθ , u = ζη, v = ηθ ,
where |η| ≥ N. We distinguish between two cases:
(a) |v| ≥ |β|. Then as v = ηθ , and y = ζηθ = αβ , we can write ηθ = sβ and α = ζ s for some s ∈ Σ*. But now, note that
z = βγ andv = ηθ = sβ . As |β| ≥ N,we thenhave that sβγ ∈ v N z. Thus, sβγ ∈ k+1N (L). Note thatk + 1 ≤ j < i.
Thus, by induction sβγ ∈ N(L) for some  ≤ k + 1 < i. Finally, y = αβ = ζ sβ , so that x = αβγ ∈ y N sβγ . Thus
x ∈ +1N (L). Note that  + 1 ≤ i, so that x ∈ ≤iN (L).
(b) |v| < |β|. As y = ζηθ = αβ , in this case we can write
β=sηθ ,
ζ =αs.
Now, z = βγ = sηθγ and u = ζη = αsη . So as |η| ≥ N, we have u N z  αsηθγ = αβγ = x. Thus, x ∈ L N L ⊆
≤iN (L) as i ≥ 2.
Thus, for all x ∈ iN(L), we have x ∈ ≤iN (L).We conclude that≤iN (L) ⊆ ≤iN (L). The reverse inclusion follows immediately
from (5). 
Corollary 3. For all languages L, *N(L) = *N(L).
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Thus, in what follows, we do not consider issues of associativity with regards to words in *N(L). We now consider a
positive closure property of *N .
Theorem 4. Let L ⊆ Σ* be a regular language and N ≥ 1. Then *N(L) is a regular language.
Proof. LetM = (Q ,Σ , δ, q0, F) be a DFA for L. Recalling that 2-way NFAs accept only regular languages, we describe a 2-way
NFA M which accepts *N(L). The 2-way NFA M will process inputs words with left and right endmarkers, and perform
the following actions:
1. From the initial state q0 ofM,M moves right, processing input in the same way thatM does.
2. When a state from F is encountered, M nondeterministically chooses to continue processing the input (i.e., ignore the
current ﬁnal state of M), begin moving left, or enter a ﬁnal state and end processing if the next symbol is the right
endmarker.
3. Once M is moving left, it must do so for at least N steps (if it is less than N steps from the left end of the input, the
computation is not successful). Themachinemay nondeterministically choose tomovemore than N steps to the left. The
contents of the tape are ignored whileM is moving left.
4. AfterM has chosen to stop moving left, it returns to the state q0 ofM and to step 1.
Thus, M scans for a word from L, then backs up over the overlapping portion and starts to scan another occurrence of a
word in L. The situation is depicted in Fig. 2.
We note that, as depicted in Fig. 2, it is not necessary that the positions of the start state q0 form a sequence which
progresses from left-to-right in the input word. It is possible for the 2-way NFA to sweep back further than a previous scan.
In this case, the intermediate, swept-over scans of any words x1, x2, . . . , xn ∈ L can be ignored. We can view the assembly of
a word from *N(L) in this case as originating from all words scanned prior to x1 as well as the word whose scan subsumed
x1, . . . , xn, and any subsequent words. (Note, of course, that some of these words may later be swept-over by future scans,
and thus ignored.) This assembly of a word in *N(L) is possible since the overlaps are guaranteed to meet the required
minimum length N.
Recalling that a 2-way NFA accepts if it enters a ﬁnal state while at the right end of the input, we can see that the halting
condition in step 2 does in fact recognize occurrences of words in *N(L). 
Fig. 2. An accepting computation of M on a word in *N(L). Successive computations of M are overlapped by at least N symbols. Ultimately, the 2-way
NFAM reaches the right end of the input while in a ﬁnal state ofM, and accepts.
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We also require a reﬁnement of N , which is similar to the deﬁnition of Ito and Lischke [13], which will be useful for
proving minimality results. For any N ≥ 1, let ⊗N be the binary operation on words deﬁned by
x ⊗N y = {x1uy1 : ∃u ∈ Σ*, x1, y1 ∈ Σ+, |u| ≥ N, x = x1u, y = uy1}.
Thus, the only difference between⊗N andN is that overlap between x and y cannot be all of x or all of y. Again, L1 ⊗N L2 ={x ⊗N y : x ∈ L1, y ∈ L2} for all L1, L2 ⊆ Σ*.
We again note that⊗N is also deﬁned by a regular semantic set of trajectories, which ensures the same closure properties
asN . It is also interesting to note that⊗N is very similar to a TGR operation. In particular, if TN = ΣN+2, then the operation
TN ,1,N(·) gives the proper overlap for an input language with itself, but as it also allows deletions of material (i.e., the words
v1 and v2 in (1) and (2), respectively), we cannot immediately conclude, e.g., closure properties such as Theorem 6 below.
For iterated versions, let
⊗iN(L)=
{
L i = 0,
⊗i−1N (L) ⊗N L i ≥ 1.
⊗+N (L)=
⋃
i≥1
⊗iN(L).
Note that the deﬁnition of ⊗+N explicitly removes L from the language, as i ≥ 1 in the inﬁnite union. We have the following
useful observation:
Proposition 5. If x ∈ y ⊗N z, then |x| > max{|y|, |z|}.
The modiﬁcation of ⊗N does not affect the closure properties of the iterated version for regular languages:
Theorem 6. Let L ⊆ Σ* be a regular language and N ≥ 1. Then ⊗+N (L) is a regular language.
Proof. LetM = (Q ,Σ , δ, q0, F) be a DFA for L. We describe a 2-way NFA M⊗ with input endmarkers which accepts ⊗+N (L).
It is a modiﬁcation of the construction of Theorem 4. The main distinction is the presence of a bit in the ﬁnite control of the
NFA M⊗, which we call the pass bit. This bit will indicate whether the NFA is attempting to accept a word in ⊗+N (L) via a
single word of L.
1. Initially, the pass bit is set to 1.
2. From the initial state q0 ofM,M⊗ moves right, processing input in the same way thatM does.
3. When a state from F is encountered,M⊗ nondeterministically chooses to continue processing the input or begin moving
left.
4. Additionally, if a state from F is encountered, pass is 0, and the next input symbol is the right endmarker, M⊗ may
nondeterministically choose to enter a ﬁnal state and end computation.
5. If M⊗ chooses to move left, the pass bit is set to 0. Then, M⊗ must move left for at least N steps (if it is less than N steps
from the left end of the input, the computation is not successful). Themachinemay nondeterministically choose tomove
more than N steps to the left. The contents of the tape are ignored while moving left.
6. If, while moving left,M⊗ reaches the left endmarker of the input, the pass bit is reset to 1.
7. AfterM⊗ has chosen to stop moving left, it returns to the state q0 and to step 1.
The idea is similar to the proof of Theorem 4, except that, as illustrated in Fig. 3, we must not accept by starting at the left
marker, completing a computation ofM, and then entering a ﬁnal state at the right marker. 
The following result, which states that the iterated2n1+n2−1 operation creates new templates all of whose subwords of
length 2n1 + n2 are covered, will be useful for establishing our main result relating N to equivalence of templates.
Lemma 7. Let n1, n2 ≥ 1, t ∈ Σ* and T ⊆ Σ*. If t ∈ *2n1+n2−1(T) then all subwords of t of length 2n1 + n2 are covered by T .
Proof. As t ∈ *2n1+n2−1(T), we have that t ∈ i2n1+n2−1(T) for some i ≥ 0. The proof is by induction on i. For i = 0, t ∈ T .
Then every subword of t is covered by t, which is in T .
Let i ≥ 1 and assume that for all j < i and all t ∈ j2n1+n2−1(T), all subwords of t of length 2n1 + n2 are covered by T .
Let t ∈ i2n1+n2−1(T). Then by deﬁnition, t = t1t2t3 where t1t2 ∈ i−12n1+n2−1(T), t2t3 ∈ T and |t2| ≥ 2n1 + n2 − 1. By
induction, all subwords of length 2n1 + n2 of t1t2 are covered by T . Further, all subwords of t2t3 are covered by t2t3, which
is in T . But as |t2| ≥ 2n1 + n2 − 1, all subwords of length 2n1 + n2 are either a subword of t1t2 or of t2t3. 
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Fig. 3. Setting the pass bit: (a) if the left endmarker of the input (represented by the dotted vertical line) is reached while moving left, then pass is set to
one. (b) Otherwise, we start new computations from q0 with the pass bit set to zero.
We now describe our ﬁrst result which motivates the introduction of the N operation for studying TGR. The following
lemma gives another characterization of n1,n2 in terms of the operation *N .
Lemma 8. Let Σ be an alphabet with |Σ| ≥ 3. For all T1, T2 ⊆ Σ* and all n1, n2 ≥ 1, T1 n1,n2 T2 if and only if T1 ⊆*2n1+n2−1(T2).
Proof. The right-to-left implicationholdsby Lemma7andTheorem1. For the reverse implication, let t ∈ T1 and T1 n1,n2 T2.
Consider the preﬁx t0 of t of length 2n1 + n2, and write t = t0s0. By (C1), there is a template t0r0 where r0 ∈ pref(s0) and
t0r0 ∈ T2.
If r0 = s0, then t = t0s0 ∈ T2 ⊆ *2n1+n2−1(T2) and we are done. Otherwise, r0 is a proper preﬁx of s0 and we can write
t = t0r0a0s1 where a0 ∈ Σ and s1 ∈ Σ*. Note that |s0| > |s1| and that |t0r0a0| > 2n1 + n2. By the second fact, we canwrite
t = t′0t1s1 where |t1| = 2n1 + n2 and the ﬁnal letter of t1 is a0.
Considering now the factorization t = t′0t1s1, by (C1) there is a template u0t1r1 ∈ T2 such that u0 ∈ suff(t′0) and r1 ∈
pref(s1). Note that t
′
0t1r1 ∈ t′0t1 2n1+n2−1 u0t1r1 ⊆ T2 2n1+n2−1 T2.
At this point again, we note that if r1 = s1, then we are done, as t = t′0t1r1 ∈ T2 2n1+n2−1 T2. Otherwise, we can write
s1 = r1a1s2 with a1 ∈ Σ and s2 ∈ Σ* and repeat the above process. Since |s0| > |s1| > |s2|, as we continue this process, it
must eventually stop and we get that t ∈ *2n1+n2−1(T). 
Thus, Lemma 8 and Theorem 4 yield, for example, that given regular sets of templates T1, T2 it is decidable whether
T1 ≡n1,n2 T2 for some ﬁxed n1, n2 ≥ 1. This was previously established by the author using a pumping-type argument [10];
we note that neither immediately gives an efﬁcient algorithm for testing equivalence of regular sets of templates given as
DFAs. Determining lower bounds on the descriptional complexity of⊗*N(T) is open, as is determining the true computational
complexity of determining if T1 ≡n1,n2 T2.
4. Uniqueness and characterization of minimality
We now turn to (n1, n2)-minimal sets for a given set of templates. We show that the (n1, n2)-minimal set of templates
for a given set of templates is unique. We consider this minimal set and give an explicit construction for it in terms of the
operation ⊗+N .
The following lemma states that when T1 and T2 are (n1, n2)-equivalent, if we wish to cover a subword of a template in
one of the two sets, we can always do so with a template which is in the intersection of T1 and T2.
Lemma 9. Let T1, T2 ⊆ Σ* (|Σ| ≥ 3) with T1 ≡n1,n2 T2. Let t ∈ T1 be such that t = t1t2t3 with |t2| = 2n1 + n2 for some
t1, t2, t3 ∈ Σ*. Then there exists t′ ∈ T1 ∩ T2 such that t′ ∈ suff(t1)t2pref(t3).
Note that Lemma 9 is true by Theorem 1 if the set T1 ∩ T2 is replaced by T2. Intuitively, Lemma 9 holds since the condition
in (C1) maintains or decreases the length of templates, so repeated applications of the construction implied by (C1) must
converge to a template whose length is at least 2n1 + n2.
Proof. The proof is by induction on the length of t. The base case is t being a shortest template in T1 of length at least
2n1 + n2. Write t = t1t2t3 where |t2| = 2n1 + n2.
We claim that in this case, t ∈ T2. If not, since T1 ≡n1,n2 T2, there exists t0 ∈ T2 with t0 ∈ suff(t1)t2pref(t3) by Theorem 1.
Thus |t0| ≤ |t|. In fact, |t0| < |t|, since otherwise t = t0 ∈ T2, a contradiction to our assumption that t /∈ T2.Write t0 = t′1t2t′3
where t′1 ∈ suff(t1) and t′3 ∈ pref(t3).
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Now, t0 ∈ T2 ≡n1,n2 T1 so there exists t′0 ∈ T1 such that t′0 ∈ suff(t′1)t2pref(t′3). Clearly,
2n1 + n2 ≤ |t′0| ≤ |t0| < |t|,
a contradiction to the choice of t as a shortest template in T1 of length at least 2n1 + n2. Thus, t ∈ T1 ∩ T2, which establishes
the base case.
Assume the lemma holds for all templates in T1 with length at most k. Let t ∈ T1 be a template of minimal length
among all of those with length greater than k. Write t = t1t2t3 with |t2| = 2n1 + n2. As T1 ≡n1,n2 T2, there exists t′ ∈
suff(t1)t2pref(t3) such that t
′ ∈ T2. Let t′ = t′1t2t′3 where t′1 ∈ suff(t1) and t′3 ∈ pref(t3). Further, there exists t′′ ∈ T1 such
that t′′ ∈ suff(t′1)t2pref(t′3). Let t′′ = t′′1 t2t′′3 where t′′1 ∈ suff(t′1) and t′′3 ∈ pref(t′3). Note that |t′′| ≤ |t′| ≤ |t|. If |t′′| = |t|,
then t′′ = t′ = t ∈ T1 ∩ T2 and we are done. Otherwise, |t′′| < |t| and by induction, there exists s ∈ suff(t′′1 )t2pref(t′′3 ) ⊆
suff(t1)t2pref(t3) such that s ∈ T1 ∩ T2. Thus, s satisﬁes the conditions of the lemma, which now holds by induction. 
Theorem 10. If T1, T2 ⊆ Σ* (|Σ| ≥ 3) with T1 ≡n1,n2 T2, then T1 ≡n1,n2 T1 ∩ T2.
Proof. Let T1, T2 ⊆ Σ* with T1 ≡n1,n2 T2. As T1 ∩ T2 ⊆ T1, we haveT1∩T2(L) ⊆ T1(L) for all L ⊆ Σ*. Thus, T1 ∩ T2  T1.
On the other hand, by Lemma 9 and Theorem 1, we have T1  T1 ∩ T2. 
Corollary 11. Let n1, n2 ≥ 1 and T ⊆ Σ* (|Σ| ≥ 3). Then the (n1, n2)-minimal set for T is unique.
Proof. If T1, T2 are both (n1, n2)-minimal sets of templates for T which are incomparable, then T ≡n1,n2 T1 ∩ T2, which
contradicts the minimality of T1 and T2. 
In what follows, for a set T , we denote by βn1,n2(T) the (n1, n2)-minimal set of templates for T . Note that, by deﬁnition,
we have that βn1,n2(T) ⊆ T , since any (n1, n2)-minimal set of templates is obtained by removing templates from T . We begin
with the following lemma on βn1,n2(T).
Lemma 12. Let T ⊆ Σ* bea set of templates. If t ∈ T − βn1,n2(T), then for all factorizations of t = t1t2t3where |t2| = 2n1 + n2,
there exists t′ ∈ βn1,n2(T) such that t′ ∈ suff(t1)t2pref(t3).
Proof. Note ﬁrst that if βn1,n2(T) ⊆ T ′ ⊆ T , then T ≡n1,n2 T ′ ≡n1,n2 βn1,n2(T). Thus, we have that βn1,n2(T) ∪ {t} ≡n1,n2
βn1,n2(T), since t ∈ T . With this, the claim holds by applying Lemma 9 to the equivalent sets of templates βn1,n2(T) and
βn1,n2(T) ∪ {t}, with the template of interest being t. 
The following theoremstates thatβn1,n2(T) consists of exactly those templates forwhich somesubwordof length2n1 + n2
cannot be extended to any other template in T .
Theorem 13. Let Σ be an alphabet of size at least three. For all T ⊆ Σ*,
βn1,n2(T) = {t ∈T : ∃t0 ∈ Σ2n1+n2 and t1, t2 ∈ Σ*
such that t = t1t0t2 and T ∩ suff(t1)t0pref(t2) = {t}}. (7)
Proof. Let t ∈ βn1,n2(T) but assume that for all factorizations t = t1t0t2 with |t0| = 2n1 + n2, there exists t′ ∈ suff(t1)
t0pref(t2) ∩ T such that t′ /= t. If, for all factorizations of t = t1t0t2, the constructed covering word t′ is in βn1,n2(T) then we
are done, as in this case βn1,n2(T) − {t} ≡n1,n2 βn1,n2(T), contradicting the minimality of βn1,n2(T). But on the other hand, if
t′ ∈ T − βn1,n2(T) for some factorization, then by Lemma 12 we have that there exists t′′ ∈ βn1,n2(T) such that t′′ is also in
suff(t1)t0pref(t2). Thus, we have reduced this case to the previous one, again giving a contradiction.
For the reverse containment, let t /∈ βn1,n2(T). If t /∈ T , then clearly, t is not in the right-hand side of (7). Thus, assume
that t ∈ T − βn1,n2(T). By Lemma 12, we immediately get that t is not in the right-hand side of (7). 
We now use the modiﬁed overlap operation ⊗N to characterize the (n1, n2)-minimal set of templates for a given set of
templates T .We need⊗N instead ofN aswe need to remove onlywordswhich are constructed by a non-trivial overlapping.
Lemma 14. Let Σ be an alphabet of size at least three. For all n1, n2 ≥ 1 and T ⊆ Σ≥2n1+n2 , βn1,n2(T) = T − ⊗+2n1+n2−1(T).
Proof. Let t /∈ T − ⊗+2n1+n2−1(T). If t /∈ T , then t /∈ βn1,n2(T). Thus, t ∈ ⊗+2n1+n2−1(T). By Lemma7, there are t1, t2, . . . , tm ∈
T , withm ≥ 2, where every subword of t of length 2n1 + n2 is covered by some ti with 1 ≤ i ≤ m. Note that t /∈ {t1, . . . , tm},
as |ti| < |t| for all 1 ≤ i ≤ m by Proposition 5. Thus, for every factorization of t as t = s1s2s3 where |s2| = 2n1 + n2, there
exists some ti such that ti ∈ T ∩ suff(s1)s2pref(s3). As |ti| < |t|, t /∈ βn1,n2(T) by Theorem 13.
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Let t /∈ βn1,n2(T). Note that if t /∈ T , then clearly t /∈ T − ⊗+2n1n+n2−1(T). Thus, assume that t ∈ T − βn1,n2(T). Note that|t| > 2n1 + n2, since if |t| = 2n1 + n2, then t ∈ βn1,n2(T) by Lemma 12.
Since t ∈ T − βn1,n2(T), Theorem 13 states that for all subwords t′ of t of length 2n1 + n2, there exists a template s in T
shorter than t such that t′ is covered by s. Note that there ismore than one subword of t of length 2n1 + n2, as |t| > 2n1 + n2.
By the same proof idea as Lemma 8, we can show that t ∈ ⊗+2n1+n2−1(T). 
Example 4. Letn1 = n2 = 1andT = {aabc, abcd, bcd, aabcd, cdd, aabcdd}. Thennote thataabcd ∈ aabc ⊗2 bcdandaabcdd ∈
aabcd ⊗2 cdd. We can verify that no other words of T may be obtained using ⊗2, and so
β1,1(T) = {aabc, abcd, bcd, cdd}.
Note that abcd ∈ β1,1(T) since even though aabcd /∈ β1,1(T), abcd itself cannot be directly constructed using ⊗+2 .
5. Closure properties and decidability
We now consider closure properties of taking the minimal set of templates for given classes of languages, and the
decidability of minimality for sets of templates. For regular languages, closure and decidability follow from the closure
properties of ⊗+N .
Lemma 15. For all n1, n2 ≥ 1 and all T ⊆ Σ*, βn1,n2(T) is a regular set of templates.
Proof. By Lemma 14, it sufﬁces to show that T − ⊗+2n1+n2−1(T) is a regular language. But ⊗+2n1+n2−1(T) is regular by
Theorem 6, and the regular languages are closed under set difference. 
Lemma 16. For all n1, n2 ≥ 1, it is decidable if a regular set of templates T is (n1, n2)-minimal.
Proof. By Lemma 15, βn1,n2(T) is regular since T is. Thus, we can test the equality T = βn1,n2(T). 
Lemma 17. For all n1, n2 ≥ 1 there exists a context-free set of templates Tn1,n2 such that βn1,n2(Tn1,n2) is not context-free.
Proof. Let Tn1,n2 be deﬁned as
Tn1,n2 ={$aibjcj# : i, j ≥ 2n1 + n2} ∪ {$aibi : i ≥ 2n1 + n2}
∪{bicj : i, j ≥ 0, i + j = 2n1 + n2} ∪ {c2n1+n2−1#}.
We claim that
βn1,n2(Tn1,n2) ∩ $a*b*c*# = {$aibjcj# : i ≥ j ≥ 2n1 + n2}. (8)
It is easy to see that the right side of (8) is not a context-free language. To verify the equality (8), note that ⊗+2n1+n2−1(T) is
given by
⊗+2n1+n2−1(T) = {bicj# : i ≥ 0, j ≥ 2n1 + n2}
∪ {$aibjck# : i, j, k ≥ 2n1 + n2, i < j}.
Thus, the result holds by Lemma 14. 
We now turn to undecidability. As expected, we can not determine whether a linear context-free set of templates is
minimal.
Theorem 18. It is undecidable whether a linear context-free set of templates is (1, 1)-minimal.
Proof. Let L1, L2 ⊆ Σ* be arbitrary linear context-free languages,  = Σ ∪ {#, $} and T ⊆ * be deﬁned by
T = $##L1$ ∪ ##L2$ ∪ {$##}.
We claim that the set of templates T is (1, 1)-minimal if and only if L1 ∩ L2 /= ∅.
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If the intersection L1 ∩ L2 is non-empty, let x ∈ L1 ∩ L2 andnote that $##x$ ∈ $## ⊗2 ##x$, and so$##x$ ∈ T − β1,1(T).
On the other hand, suppose that there exists x ∈ T − β1,1(T). Then x ∈ ⊗+2 (T). By counting occurrences of the symbols $
and #, we can see that the only way to construct a word in T by overlapping two or more words in T is by choosing $## and
##y$ for some y ∈ L2, to yield $##y$. But this word must be in L1, so y ∈ L1 ∩ L2.
This establishes the claim and thus, since determining whether two linear context-free grammars have a non-trivial
intersection is undecidable, the result follows. 
By direct simulation of (C1) with an LBA or by establishing closure properties of the context-sensitive languages under
⊗+N , we can easily establish the following result:
Lemma 19. Let n1, n2 ≥ 1 and let T be a context-sensitive set of templates. Then βn1,n2(T) is a context-sensitive set of templates.
6. Conclusions
Template-guided recombination has a natural language-theoretic formulation which involves a language L, the set of
DNA to be rearranged and T , the set of templates. The set of templates dictates which rearrangements on the words of L are
possible.
In the context of natural computing, it is natural to consider the impact of modiﬁcations to the set of templates on the
rearrangement process. These considerations yield the following equivalence problem: given two sets of templates T1 and
T2, do they deﬁne the same formal language operation? This topic, including characterizations and decidability, has been
examined in a previous paper by the author [10].
In this paper, we have examined the concept of minimality of sets of templates. Alongside the concept of equivalence, it
is natural to consider the minimal (with respect to inclusion) set of templates which is equivalent to a given set T . By using
previous results on equivalence [10], we have shown that βn1,n2(T), the minimal set of templates equivalent to T , is unique.
We have also shown that by rephrasing the original results on equivalence for sets of templates in terms of overlap
operations on formal languages, we can obtain a operational description of equivalence. This operational description yields
an explicit formula for constructing βn1,n2(T) from T , using the overlap operation ⊗N .
Withour formula for theminimal set,weobtaindecidability results and closureproperties. Inparticular, since theminimal
set βn1,n2(T) for a regular set of templates T is again regular, we can effectively construct it, and determine whether a regular
set of templates T is minimal. For context-free sets of templates, the set βn1,n2(T) is not necessarily context-free, and it is
undecidable in general if T = βn1,n2(T).
The concept of minimality has obvious motivations in the application of DNA rearrangement to molecular computing.
The use of the set of templates as controls on the allowed rearrangement is an important concept in viewing a ciliate as a
programmable natural computer. The recent experimental work of Nowacki et al. [17] suggests that modiﬁcations to the set
of templates is possible. Thus, it is natural to consider what is the minimal set of templates necessary to perform a certain
rearrangement in general.
Wenote that the iterated version of TGR [6] has been the subject ofmuch research, and is biologicallymotivated. However,
the question of equivalence for iterated TGR is open [10]. Minimality for iterated TGR is also an important topic worth
considering.
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