



FUZZY APPROACH PERFORMANCE OF SHORT-







MUHAMMAD MAT YUSOF 
MOHD ISFAHANI ISMAIL 
SUZILAH ISMAIL 










We are responsible for the accuracy of all opinion, technical comment, factual report, 
data, figure, illustration and photographs in the article.  We bear full responsibility for the 
checking whether material submitted is subjected to copyright or ownership right.  UUM 
does not accept any liability for the accuracy of such comment, report and other technical 



















MUHAMMAD MAT YUSOF 
 
______________________________ 






YIP CHEE YIN 






The authors wish to express their gratitude to Universiti Utara Malaysia for the financial 
support under the LEADS Research Grant Scheme, RIMC for facilitating the 
management of the research and to DR.  Ir. Syed Ahmad Fuad Syed Abdul Hamid from 

























Many activities (such as economic, education and etc.) would paralyse with limited 
supply of electricity but surplus contribute to high operating cost. Therefore electricity 
load forecasting is important in order to avoid shortage or excess. Many techniques have 
been employed in forecasting short term electricity load. They can be classifies either by 
statistical or artificial intelligent (AI) or hybrid of those two techniques; Statistical 
techniques and AI techniques. Electricity load demand is influenced by many factors, 
such as weather, economic, social activities and etc.The relation between load demand 
and the independent variables is complex and it is not always possible to fit the load 
curve using statistical models. The complexity and uncertainties of this problem appear 
suitable for fuzzy methodologies. Hence, the Fuzzy approach was used to forecast 
electricity load demand.Previous findings showed festive celebration has effect on short-
term electricity load forecasting. Being a multi culture country Malaysia has many major 
festive celebrations (EidulFitri, Chinese New Year, Deepavali and etc.) but they are 
moving holidays due to non-fixed dates on the Gregorian calendar. Therefore, the 
performance of fuzzy approach in forecasting electricity loads when considering the 
presence of moving holidays was studied. Autoregressive Distributed Lag (ARDL) model 
was estimated using simulated data by including model simplification concept (manual or 
automatic), day types (weekdays or weekend), public holidays and lags of electricity 
load. The result indicated that day types, public holidays and several lags of electricity 
load were significant in the model. Overall, model simplification improves fuzzy 
performance due to less variables and rules.  
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1.1 Research Background 
Electricity is a necessity for everyday modern life era. The dependency on many 
electrical appliances has contributed to the importance of short-term electricity load 
forecasting where the main aim is to avoid electricity shortage. Fail to do so would 
paralyse the consumer activities which not just the individual or industry but at a country 
level as a whole. Nonetheless electricity excess also should be avoided by provider due to 
financial aspects i.e. high operating cost. Bowerman et al. (2005) classify types of 
forecast in four time frame which are Immediate forecasting for forecast less than one 
month, Short-term forecasting for forecast one to three months, Medium forecasting for 
forecast more than three months to less than two years and Long-term forecasting for 
forecast two years or more. This study will focus on short-term electricity forecasting, 
daily demand of electricity.  
 In Malaysia, Tenaga Nasional Berhad (TNB) and several Independent Power 
Producer (IPP) are responsible to provide electric power. TNB was reported in TNB 
Annual Report 2006 that it is the largest electricity utility company in Malaysia with 
more than RM65 billion in assets and a customer base of about 6.8 million throughout 
Peninsular Malaysia and Sabah.  TNB’s core business is the generation, transmission, and 
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distribution of electricity. They also control Malaysia’s largest generation capacity of 
about 11,000 MW (inclusive of Kapar Energy Ventures). TNB also manages and operates 
a complete transmission network, spanning the whole of Peninsular Malaysia forming a 
loop known as the National Grid, linking the electricity power producers, made up of 
TNB power stations and Independent Power Producers (IPPs), to the TNB Distribution 
networks and some large power customers (TNB annual report 2006). Therefore, 
improvement in forecasting electricity load demand field is very important in Malaysia 
because 1% error in forecasting may cost RM 5 000 000.00. These are including the 
change cost of the policy and cost of the country. 
The practice in TNB, they forecast in all time frame. They run hourly load 
demand forecast for week-ahead, a month to four months-ahead and 5 years-ahead load 
demand forecast. And very immediate forecasting, they use half-hourly load demand for 
forecast day ahead. In this research, the types of forecast are classified to three time 
frames. The long term and medium term are the same with Bowerman et al. (2005). The 
Immediate term is combined with short term. Therefore, the short term forecasting is for 
forecast less than one month. 
Electricity load demand is influenced by many factors, such as weather, 
economic, social activities and etc. In short term electricity load demand is closely related 
with seasonal factors such as festival season. If overseas, the holiday season is mostly 
fixed, but the situation is quite different in Malaysia where the festive season is changing 
every year. This change is known as moving holidays. These moving holidays can affect 
time series data but need to be taken into consideration in order to avoid misleading 
interpretations on the seasonally adjusted and trend estimates (Ismail and Ramli, 2013).  
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Many techniques have been employed in forecasting short term electricity load. 
They can be classifies either by statistical, artificial intelligent (AI) or hybrid of those two 
techniques. Among statistical techniques used are ARMA (Pappas et al., 2010), ARIMA 
(Hassan, et al., 2012; Taylor, 2006; Razak et al., 2009), ARFIMA (Hassan et al., 2012), 
exponential smoothing (Taylor, 2003), linear regression and multiple linear regression 
(Hong et al., 2010; Apadula et al., 2012;), parametric, semi parametric etc.Therefore, 
many studies have demonstrated that AI approach such as Neural Network, NN 
(Hernandez, et al., 2014; Kown, et al., 2014), Support Vector Machine, SVM(Hong, 
2009), fuzzy model (Hasani, et al., 2014; Thiang, 2010), decision tree (Karapidakis, 
2007) and others can be alternative method to predict electricity load demand. Hybrid 
model is the model that combines the linear model and the nonlinear model were shown 
to outperform both two single models, hence improve the forecasting performance. 
Besides the selection of transfer functions, the determination of hidden nodes tobe used 
for the nonlinear model is believed to improve the accuracy of the hybrid model. The 
hybrid model that was discussed before are Partial Least Square–Support Vector 
Regression, PLS-SVR (Chen, et al. 2014), Multi-gene genetic programming (Ghareeb, et 
al., 2013), Hybrid modified Firefly Algorithm (FA) – back propagation (NN), (Kavousi-
Fard, et al., 2014) and Hybrid economic indices (Lin, et al., 2014).  
 The difference between the statistical methods and the AI are these statistical 
methods are based on several assumptions and several factors that might affect the load 
demand. If the data does not satisfy these assumptions, the obtained results may be 
biased.We know that electricity load demand is influenced by many load factors such 
weather, economic and social activities and different load components. By analysing the 
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historical load solely, perhaps would not easy to make the accurate forecast.  Even in 
several studies shown that the relationship between most factors and electricity load 
demand are nonlinear. So that the use of these intelligent methods like fuzzy logic and 
expert systems provide advantage on other conventional methods. Ranaweera et al. 
(1996) reported that their Fuzzy model better than NN and Pandian et al. (2006) showed 
that Fuzzy approach is better than Statistical approach.  
Most of the recent studies focusing on fuzzy technique due to its capability to 
incorporate many indirect measure variables, such as special event, holidays and 
judgments. The advantage of fuzzy logic is that there is no need of mathematical models 
for mapping between inputs and outputs and also there is no need of precise or even noise 
free inputs. Based on the general rules, properly designed fuzzy logic systems are very 
strong for the electrical load forecasting. There are many situations where we require the 
precise outputs. After the whole processing is done using the fuzzy logic, the 
“defuzzification” is done to get the precise outputs. The numerical aspects and 
uncertainties are suitable for the fuzzy methodologies (Douglas, Breipohl, Lee and 
Adapa, 1998). 
 
1.2 Problem Statement 
Malaysia is a good example of multi-racial country and the citizens can live together 
peacefully. The three major ethnics are Malay, Chinese and Indian. Due to this, there are 
many festive season in Malaysia. The three major festivals celebrated are Hari Raya 
AidilFitri, Chinese New Year and Deepavali.The major festivals in Malaysia are usually 
5 
 
related to religious activities and as such, the dates are determined based on the lunar 
calendar. For example, the Hari Raya AidilFitri is based on the Islamic calendar, Chinese 
New Year of the Chinese lunar calendar and Deepavali of the Hindu lunar calendar. 
Hence, the dates of these holidays do not occur at a fixed date according to the Gregorian 
calendar but move from period to period over the years. When these holidays take place, 
they tend to influence the normal activity such as sales, production, monetary activity, 
service activity and etc. of the affected industry. Such effect is known as “moving holiday 
effect”. These moving holidays also affect the electricity load demand where on these day 
most of the productions stop their activities. Previous findings showed festive celebration 
has effect on short-term electricity load forecasting (Myung, 2013; Fernandes, et al., 
2011; Wi, et al., 2012). Nagi (2011) also found that the inclusion of annual holidays as a 
calendar indicator had a significant impact on the electricity load demand estimation. 
By analysing only historical load data, it is difficult to obtain accurate load 
demand for forecasting. The relation between load demand and the independent variables 
is complex and it is not always possible to fit the load curve using statistical models. The 
numerical aspects and uncertainties of this problem appear suitable for fuzzy 
methodologies. Therefore, this study emphasis on the performance of fuzzy approach in 
forecasting electricity loads when considering the presence of moving holidays. 
 
1.3 Research Objectives 
The objectives of this study are to: 
i. investigate the effect of moving holiday on electricity forecasting in Malaysia and 
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ii. evaluate the performance of basic fuzzy with the existence of moving holiday 
effect 
iii. compare basic fuzzy with classical linear regression. 
 
1.4 Significance of the research 
The benefits from the study can be used by TNB in order to improve the electricity load 
demand forecasting using a proper and suitable method related to situation in Malaysia. 
The classification of electricity load and the factors influence data can be considered for 
future and other study in many fields. The significant and the important factors that 
determined by this study can provide relevant information about the electricity load 
demand in Malaysia perhaps can be expand for other study. 
 
1.5 Research Outline  
The outline of the research is as follows: Chapter 2 discussed the literature review that 
related with electricity forecasting techniques i.e. statistical, artificial intelligent (AI) and 
hybrid. Chapter 3 outlines the methodology of this research; starting from data 
explanation, followed by model and techniques. Chapter 4 clarifies the analysis and 
findings based on the three objectives. Chapter 5 summarises, concludes the results and 







Load is an amount of power in electrical grid and measured in Megawatt (MW). 
Basically, electricity load forecasting is predicting what load will be throughout the day, 
week, year or even next year based on the purpose of forecasting. Then, power plants can 
be made ready to operate when they are required. In Malaysia, load forecasting is needed 
in the decision making regarding how much load to supply to grid system. 
 Electricity load demand forecasting or peak load demand forecasting is one of 
important activity in utilities company area. Changing and increasing in country/company 
policy, development and others has increase the importance of forecasting subsequently. 
In achieving an accurate forecasting result, researchers suggest many approaches by 
using statistical, artificial intelligence (AI) and hybrid techniques. They also considered 
moving holiday effect in their model when dealing with short-term electricity load 
forecasting. This chapter contains some literature reviews of the electricity load demand 






2.2 Electricity Load Forecasting Techniques 
Many techniques have been employed in forecasting short term electricity load. They can 
be classifies either by statistical or artificial intelligent (AI) or hybrid of those two 
techniques. Some statistical techniques are from Box Jenkins methodology for example 
ARMA (Pappas et al., 2010), ARIMA (Hassan, 2012; Razak, Shitan, & Hashim, 2009; 
Taylor, de Menezes, & McSharry, 2006) and AFRIMA (Hassan, 2012). 
Pappas et al. (2010) conducted the electricity load forecasting in Athens 
electricity data (Hellenic Public Power Corporation S.A) in three years period data set 
starting January 1
st
 2004 to December 31
st
 2006. First two years as estimation period and 
the final year is for prediction period. The data is daily time series data. They use Auto 
Regressive Moving Average (ARMA). They remove weekly and annual seasonality 
features.  
The ARIMA model are used in Hassan, et al., (2012); Taylor, (2006); Razak et 
al., (2006).  Hassan (2012) and Razak et al. (2006) did forecasting electricity load 
demand in Malaysia. Hassan (2012) applied Auto Regressive Intergrated Moving 
Average ARIMA and AFRIMA methods to half hourly six months electricity load 
demand in Malaysia from 1
st
 January to 30
th
 June 2010. Razak et al. (2006) applied the 
ARIMA model into monthly data September 2000 to December 2004.  One of the 
methods Taylor et al. (2006) applied in their study is ARIMA. They used half-hourly 




The others statistical technique is regression analysis (Hong et al., 2010 and 
Apadula et al., 2012). Hong et al. (2010) used nine models in their regression. The study 
applies a multiple linear regression method to identify the factors affecting the electricity 
load by considering the interaction effects. They use 3 years (2005 – 2007) hourly 
electricity load for parameter estimation (training sample) and 1 year (2008) for hold-out 
sample from US utility. The factors they used were temperature, trend, month of the year, 
hour of the day and day of the week.  
Apadula et al. (2012) analyse the effect of the meteorological variability on the 
monthly electricity demand in Italy. Temperature, wind speed, relative humidity and 
cloud cover are considered; the calendar effect is also taken into account. A multiple 
linear regression model based on calendar and weather related variables is developed to 
study the relationships between meteorological variables and electricity demand as well 
as to predict the monthly electricity demand up to 1 month ahead. The model has been 
extensively tested over the period 1994–2009 using different combinations of the weather 
related variables.  
The others branch of forecasting technique is Artificial Intelligent techniques 
(AI). The familiar approaches in AI are Artificial Neural Network (ANN), Support 
Vector Machine (SVM) and Fuzzy. ANN which is one of the AI branch has the ability to 
do tasks based on training experience. This technique does not require any prior 
knowledge of a solution and can be trained to perform a particular function. ANN also 
has been proven to perform well when dealing with complex systems and a large amount 
of data. Using ANN, the inherent relationships between the input/output patterns can be 
found, which are not easily seen or are impossible to find by statistical approach (Park et 
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al., 1991). An et al. (2013) proposes MFES, that combines a multi-output FFNN (feed 
forward neural network) with EMD (empirical mode decomposition)-based signal 
filtering and seasonal adjustment. Using the half-hour electricity demand series of New 
South Wales in Australia, the study shows that the MFES model improves the forecasting 
accuracy noticeably comparing with existing models. 
 One of SVM application in electricity load forecasting in Hong (2009). The study 
proposed SVM with immune algorithm (SVRIA). They used annual load demand of 
Taiwan regional electric load data to compare the forecasting performances of SVRIA 
models with those of ANN and regression models. The data are divided into three data 
sets: the training data set (12 years, from 1981 to 1992), validation data set (4 years, from 
1993 to 1996), and the testing data set (4 years, from 1997 to 2000). 
Recently, fuzzy logic type-2 is one of area fuzzy that some researchers explored. 
Thiang (2010), study about electrical load forecasting using interval type-2 fuzzy 
logic system. The structure has three fuzzy sets per input with uncertain mean Gaussian 
membership function. The number of input varies from two until five inputs in order to 
predict single output value. Steepest descent training algorithm is used to train interval 
type-2 fuzzy logic system. The training process was done by adjusting the used parameter 
so that this system can produce an output with minimum error. The data used for training 
and testing were electrical load in Indonesia from September 2005 until March 2007. 
Data from September 2005 until December 2006 were used to train the interval type-2 
fuzzy logic system and data from January 2007 until March 2007 were used to test 





Latest studies introduces hybrid technique such as hybrid economic indices based 
short-term load forecasting (HEI-STLF) system(Lin et al., 2014), hybrid forecasting 
engine for day-ahead peak load prediction (Moazzami et al., 2013) and the combination 
of linear regression model with support vector regression (Che, 2014). 
 Lin et al. (2014) proposes a new hybrid economic indices based short-term load 
forecasting (HEI-STLF) system. In which business indicators, such as the leading index 
or the coincide index, each combined with stock index as hybrid economic indices 
influencing factors for the support vector regression (SVR) model, to respond to the 
economic dynamics and reduce its impact on forecasting accuracy. The Taiwan island-
wide electricity load demands from 2008 to 2011 are used as the case study for 
performance testing with different combinations of the Taiwan business indicator and the 
Taiwan Stock Exchange Capitalization-Weighted Stock Index (TAIEX).  
Moazzmi et al. (2013) propose a new hybrid forecasting engine for day-ahead 
peak load prediction in Iran National Grid (ING). In this forecasting engine the seasonal 
data bases of the historical peak load demand on the similar days with their weather 
information given for three cities (Tehran, Tabriz and Ahvaz) have been used. Wavelet 
decomposition is used to capture low and high frequency components of each data base 
from original noisy signals. A separate ANN with an iterative training mechanism which 
is optimized by genetic algorithm is employed for each low and high frequency data base. 
A day-ahead peak demand is determined with the reconstruction of low and high 
frequency output components of each ANN. 
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Che (2014) used support vector regression model based on optimal training subset 
(OTS) and combine adaptive particle swarm optimization (APSO) algorithm to improve 
the forecasting accuracy. This novel hybrid model combining the proposed linear 
regression model and support vector regression model is built to achieve the above bi-
objective short-term load forecasting. 
 Some integrating several fuzzy techniques with other techniques in electricity 
load demand forecasting produced better results than individual forecast (Thang, 2004; 
Yang & Huang, 1998 and Wang et al., 2005). Thang (2004) show that integrating hybrid 
method with fuzzy and NN give better result than NN. Yang and Huang (1998) show that 
integrating fuzzy and autoregressive moving average with exogenous input variables 
(FARMAX) better than ARMAX and ANN. Wang et al., (2005) report that integrating 
Fuzzy-Rough Sets with ANN give better forecasting performance than ANN and FNN.  
In fuzzy approach, a fuzzy set is fully defined by its membership functions. For 
most control applications, the sets that have to be defined are easily identifiable. 
However, for other application they have to be determined by knowledge acquisition 
from an expert or group of experts. Once the fuzzy sets have been establishes, one must 
consider their associated membership functions. How best to determine the membership 
function is the first question that has to be solved. The successfulness of fuzzy 
application depends on a number of parameters such as fuzzy membership function 
(Esmin et al., 2002), fuzzy rule and also the significant input factors in the model. 
However, the conventional fuzzy modeling has a drawback that fuzzy rules and 
the fuzzy membership function are determined by experienced knowledge or trial and 
error (Bagis, 2008). Not only is this design method time consuming since it uses trial and 
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error to find good fuzzy rule and membership function, it is also not guaranteed to find 
optimal or near optimal fuzzy rules and membership function (Bagis, 2008). That means, 
there is no standard method for transformation of the human knowledge or experience 
into the rule base of a fuzzy inference system, and no general procedure for choosing the 
optimal number of rules. There is need a good method for tuning the membership 
functions in order to minimize the output error measure or a maximize model 
performance. 
To solve the problem, some researchers study in electricity load fuzzy forecasting 
use optimization technique to find the optimal fuzzy system includes the optimal number 
of input factors. Yang and Huang (1998) use heuristic and evolutionary programming 
(EP) and to determine the optimal number of factors of the model and using EP to 
determine the optimal fuzzy membership functions. Wang et al. (2005) use Fuzzy-Rough 
Set in order to find the significant input factors and using Expectation Maximization 
(EM) identification of mixture of Gauss model to determine membership functions. In 
others study, they use Particle Swarm Optimization (PSO) (Esmin et al., 2002), Genetic 
Algorithm (GA) (Tarng et al., 1996; Arslan and Kaya, 2001), Tabu Search Algorithm 
(TSA) (Bagis, 2003), NN (Abraham and Nath, 2001) to determine the optimal 
membership functions. To determine the optimal fuzzy rules, Tarng et al., (1996) use 
GA, Bagis (2008), and Karaboga et al. (2008) use TSA to get optimal fuzzy rules. 
The relation between load demand and the independent variables is complex and 
it is not always possible to fit the load curve using statistical models. The concept of 
fuzzy set theory proposed by Zadeh (1965) is an alternative approach when special day or 
holiday effect considered in the model. This approach has advantage over ANN that it 
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leads with non-linear part of the forecasted load curve as well as it has ability to deal with 
sudden variation in load and as addition, fuzzy logic approach is easy and robust 
(Rizwan, Kumar, & Kumar, 2012). Furthermore, in fuzzy logic everything is or is 
allowed to be granulated, with a granule being a clump of attribute-values drawn together 
by in distinguish ability, similarity, proximity or functionality. Graduated granulation, or 
equivalently fuzzy granulation, is a unique feature of fuzzy logic (Zadeh, 2008). 
Electricity load demand is influenced by many factors, such as weather, economic 
and social activities, and different load. By analysis of only historical load data, it is 
difficult to obtain accurate load demand for forecasting. The relation between load 
demand and the independent variables is complex and it is not always possible to fit the 
load curve using statistical models. In power systems many uncertainties arises due to 
aging of machines, unforeseen load, fluctuations, losses in transmission lines, voltage and 
frequency instability, change of weather condition, , geographically widely distributed 
and influenced by unexpected event (Pandian et al., 2006; Bansal, 2003). These facts 
make it difficult to effectively deal with many power systems problems through strict 
mathematical formulation alone (Bansal, 2003). The numerical aspects and uncertainties 
of this problem appear suitable for fuzzy methodologies(Bansal, 2003; Srinivasan, 
Chang, & Liew, 1995)(Momoh et al., 1995; Bansal, 2003; Srinivasan et al., 1995). 





2.3 Basic Fuzzy Approach 
The concept of fuzzy set theory was introduced by Zadeh in 1965 (Zadeh, 1965). Fuzzy 
set theory can be considered as a generalization of the classical set theory. In classical set 
theory, an element of the universe either belongs to or does not belong to the set. Thus, 
the degree of association of an element is crisp. In a fuzzy set theory, the association of 
an element can be continuously varying. Mathematically, a fuzzy set is a mapping 
(known as membership function) from the universe of discourse to the closed interval {0, 
1}. The membership function is usually designed by taking into consideration the 
requirement and constraints of the problem. Fuzzy logic implements human experiences 
and preferences via membership functions and fuzzy rules. Due to the use of fuzzy 
variables, the system can be made understandable to a non-expert operator. In this way, 
fuzzy logic can be used as a general methodology to incorporate knowledge, heuristics, 
or theory into controllers and decision makers. 
 Advantages of fuzzy set theory over conventional methods are as follows 
(Momoh et al., 1995; Bansal, 2003): 
 it is based on natural language and is conceptually easy to understand 
 it resolves conflicting objectives by designing weights appropriate to the selected 
objectives 
 it is tolerant of imprecise data and provides capability for handling ambiguity 
expressed in diagnostic processes, which involves systems and causes 
 it develops process control as a fuzzy relation between information about the 
conditions of the process to be controlled. 
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Fuzzy approach is widely applied in various fields((Ranaweera, Hubele, & 
Karady, 1996), Pandian et al. (2006), Bagis (2008), Yang and Huang (1998), Ranaweera 
et al. (1995), Abraham and Nath (2001) and Thang (2004)). Research by Bagis (2008), 
Tarng et al. (1996) applied in other fields and vehicle parking problem field by Esmin 
(2002) and operation of spillway gates (Bagis, 2003; Karaboga et al., 2008). Some 
research also shows that fuzzy technique better than other technique. Ranaweera et al., 
(1996) reported that their Fuzzy model better than NN and Pandian et al., (2006) show 
that their Fuzzy approach better than Statistical approach. 
In reality, electricity load demand is influenced by many factors, such as weather, 
economic, social activities and etc. Previous findings showed festive celebration has 
effect on short-term electricity load forecasting (Fernandes, Bichpuriya, Rao, & Soman, 
2011; Kim, 2013; Wi, Joo, & Song, 2012). Being a multi culture country Malaysia has 
many major festive celebrations (EidulFitri, Chinese New Year, Deepavali and etc.) but 
they are moving holidays due to non-fixed dates on the Gregorian calendar. Therefore, 
this study emphasis on the performance of fuzzy approach in forecasting electricity loads 
when considering the presence of moving holidays. 
In order to achieve the main objectives of forecasting electricity load demand 
analysis which is to reduce or to minimize the forecasting error, many researchers 
develop new items in their analysis. One of the efforts is include the holiday item in their 
analysis (Kim, 2013; Papalexopoulos & Hesterberg, 1989; Song, Baek, Hong, & Jang, 
2005). Holidays is a one of factors had to consider when to improve the accuracy of 
short-term load forecasting. However, there is some challenging task to accurately 
forecast loads for holiday because only a relatively small amount of resent historical data 
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is available for holiday compared with what is available for normal weekdays and 
weekends (Wi et al., 2012). Each holiday, excluding Sunday and Public holidays has 
different characteristics in term of activities, lighting load and the number of people 
celebrating the holiday (Fernandes et al., 2011). And require a much longer time series 
(Arora & Taylor, 2013). The first great challenge in developing forecasting models was 
the great amount of irregularities found in the data retrieval system (Suarez-farinas & 
Souza, 2004). These are the reasons researches tried to develop new forecasting 
techniques. The proposes of applying electricity load demand forecasting in this study 







This chapter demonstrates the methodology employed in the study. As stated in chapter 
1, the studies have three objectives. Firstly, was to investigate the effect of moving 
holiday on electricity forecasting in Malaysia. Secondly, was to evaluate the performance 
of basic fuzzy with the existence of moving holiday. Thirdly, was to compare basic fuzzy 
with classical linear regression. In achieving the first objective, exploratory data analysis 
(EDA) was implemented. Then the second and third objectives were investigated using 
two variations of forecasting technique, known as fuzzy technique and classical linear 
regression. 
 In the next subsequent section, it begins with the explanation of dataset. Section 
3.3 deals with the model in which this study focuses on two types of model; manually 
simplification and automatically simplification. Then section 3.5 describes about fuzzy 







The daily electricity load for financial year 2002 to 2006 data were used in this study. A 





 August each year. This empirical data were employed in achieving 
first objective i.e. to investigate the effect of moving holiday on electricity forecasting in 
Malaysia. 
 The second and third objectives were based on simulated study. Four years of 
daily data (2007 to 2010) were generated based on the trend increment of the daily data 
financial year 2002 to 2006. All weekdays, weekend and public holidays of 2007 to 2010 
were incorporated in the data generation to representing the seasonal patterns. In total, 
1461 data points were generated. 
  
3.3 Model 
Autoregressive Distributed Lag model (ARDL) was incorporated in this study. In Figure 
3. 1, the flowchart outlines the framework of the study. In the modelling technique, two 
types of methodology were used. The first one is regression modelling and second model 
is fuzzy approach. Both of these models applied for four different scenarios. The first 
model, called manually simplification, in which we eliminate the variable one by one 
based on backward elimination technique. In this technique, we used alpha 5%.  The 
second technique for manually simplification is used alpha 10%. The third technique, 
called automatic simplification used autometrics procedure. The last technique, called full 
model is a technique whereas all variables are considered in the study. The 
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performance of the models is evaluated based on error measures. The first error is root 
mean square error (RMSE) and second error is mean absolute percentage error (MAPE). 
 The dependent variable (Y) is the daily load and the independent variables are 
stated below; 
X1 – Day type (weekdays or weekend) 
X2 – Holiday type (Yes or No) 
L1 – Lag one of Y 






















(   0.05) 
Automatically 
simplification 
Full model Manually 
simplification 
(   0.10) 
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In model estimation, we used three financial years of daily data, starting from 
2007 until 2009. Then for model evaluation, we used one year of daily data, in year 2010 
and evaluated the performance using root mean square error (RMSE) and mean absolute 
percentage error (MAPE). 
 In total, for the full model, we considered all thirty two independent variables. 
These 32 independent variables are used as a starting point for other method, such as 
model simplification manually and model simplification automatically.  
 
3.3.1 Model Simplification Manually 
In practice, there are many approaches to simplifying multiple regression equation. These 
include the forward selection, backwards elimination, stepwise regression and all possible 
regression. In all approaches except all possible regression, we add or remove variables 
one-at-a-time until some stopping rule is satisfied. In the forward selection method, we 
started with an empty model. The predictor variable that has the smallest P-value is 
placed in the model. In each subsequent step, we add the predictor variable that has the 
smallest P-value in the presence of the predictors already in the equation. The predictor 
variables are added one-at-a-time as long as their P-values are small enough, typically 
less than 0.05 or 0.10.  
In the backward elimination, we start with all of the predictors in the model. The 
variable that is least significant, that is, the one with the largest P-value is removed and 
the model is refitted. Each subsequent step removes the least significant variable in the 
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model until all remaining variables have individual P-values smaller than some value, 
such as 0.05 or 0.10.  
The stepwise regression is similar to forward selection except that variables are 
removed from the model if they become non-significant as other predictors are added. 
Finally, the all possible regression will generate the all possible combinations of k 
predictor variables, from size 1 until k, where k is refer to the total number of predictor 
variables. This approach basically guarantees that the best subset of variables is founded. 
The main drawback of all possible regression is that when the number of predictor 
variables is larger, it very computational consuming. For example, with the k predictor 
variables, we have 
12 k  possible combination. 
In contrast with three previous methods, the backwards elimination has an 
advantage over forward selection and stepwise regression. By using the backwards 
elimination, it is possible for a set of predictor variables to have considerable predictive 
capability even though any subset of them does not. In particular, forward selection and 
stepwise regression will fail to identify them. In particular, backwards elimination starts 
with everything in the model, so their joint predictive capability will be seen.  
Thus, in this research, we employ backward elimination technique to reduce a 
large list of potential predictors to a more manageable one. The variable screening 
procedures will objectively determine which independent variable in the list are most 
important predictors of dependent variable and which are the least important predictor. In 
order to run backward elimination procedures, we firstly identify the dependent variable 
and set of potentially important independent variables. The data are entered into 
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computer software, and the backward procedure begins. Fundamentally, there are four 
steps in backward elimination as follows; 
Step 1: Determine the fitted regression containing all independent variables. 
Step 2: Determine the partial F statistics for every variable in the model as though it were 
the last variable to enter, and determine the p-values associated with the test statistics. 
Step 3: Focus on the lowest observed partial F-statistic (or equivalently on the highest p-
value). 
Step 4: Compare p-value with the preselected significant level (say 10% or 5%) and 
decide whether to remove the variable under consideration. If the variable is dropped, we 
recomputed the regression equation for the remaining variables, and repeat backward 
elimination procedure based on step 2, step 3 and step 4. If the variable is not dropped, 
the backward elimination procedure ends, and the selected model consist of variables 
remaining in the model. 
 
3.3.2 Model Simplification Automatically: Autometrics 
Autometrics is the most recent automatic model selection program (Castle et al., 2011) 
embedded in PcGive software version 9 onwards. It is a successor of PcGets and can be 
considered as the third generation of automated GETS model selection program. It is 
already available to practitioners since 2007, though the algorithm is recently described 
in Doornik (2009).The algorithm has all the properties in automated GETS modelling 
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(Hendry &Krolzig, 2005). Thus it implements all the main elements in PcGets namely, 
the general model, diagnostic testing, pre-search reduction prior to multiple path 
searches, encompassing tests, and iterative procedure but modifies the search reductions 
by using pruning, bunching and chopping procedures. 
Autometrics starts with initial General Unrestricted Model (GUM) where all 
potential relevant variables are included in the model. The initial estimated GUM and 
simplified models are subjected to a battery of diagnostic tests to ensure the validity of 
the model along the reduction process. This means, the model should pass the entire 
following tests: 
1. Normality test of residuals 
2. Autocorrelation of residuals, AR 
3. Autocorrelated conditional heteroscedasticity, ARCH 
4. Heteroscedasticity test 
5. Parameter constancy test 
Next the initial estimated GUM need to go through the Pre Search reduction 
process. Autometrics specifically used this stage to reduce lag variables while there are 
five steps of reductions in PcGets which involves two on lags, one on variables at 
different lag lengths, and the other two on groups of insignificant variables (Hendry & 
Krolzig, 2003). However, this step ensures that the number of variables in the first GUM 




Once the insignificant lags have been removed, the search method stage applies 
tree search approach in order to exhaustively identify the significant relevant variables. 
Pruning, bunching and chopping were implemented in this stage. Since the algorithms 
employed a multiple paths, it is possible that multiple candidate models are found. In that 
case there are two or more rival explanations of the variable that is modelled. The 
question then becomes whether one candidate model can account for the results of 
another. This idea is formalized in the encompassing principle. Iterative search progress 
was used in ensuring the exhaustiveness of the search stages. 
Autometrics was used in this study as to compare with manual model selection 
and the impact of simplification on fuzzy and regression techniques. 
 
3.4 Basic Fuzzy Approach 
 Basic fuzzy used in this study is the fuzzy logic technique. A fuzzy logic model maps a 
set of input variables to a set of output variables. The values for the inputs and outputs 
need not be numerical and may be expressed in natural language. For example, a 
temperature variable may take on the 'fuzzy' values, such as 'very high', ' high', 'low', or 
'very low'. Similarly, the output variable values may also be expressed in values with 
descriptors such as 'very' and 'somewhat'. Most commonly, a fuzzy logic model includes 
a mapping of input values to output values using simple IF-THEN logic statements. 'IF 
the temperature is very high, THEN load demand will be very high' is an example of a 




 The principle idea of Fuzzy logic systems that conventional mathematical tools 
are not well suited for dealing with ill-defined and uncertain systems, especially those 
which are difficult to model. Fuzzy inference systems can deal with this type of problem 
and can model the qualitative aspect of human knowledge in employing fuzzy if-then 
rules. They have to capture the imprecision of the reasoning process without employing 
precise quantitative analysis. Moreover, they are viewed as a step toward a reconciling 
between conventional precise mathematical control and human-like decision making. 
Fuzzy inferences systems are also known as fuzzy rule based systems, fuzzy models, 
fuzzy associative memories or fuzzy controller (Godjevac, 1993). 
 By referring to Figure 3.2, the estimation data will be categorized to two types of 
variable; categorical variable (X1, X2) and numerical variable (Load). The load must be 
in linguistic variable because in fuzzy logic approach, the linguistic will determine the 
membership function. These fuzzy approaches apply the Mamdani Fuzzy System.  
The main concept of fuzzy theory is a notion of fuzzy set. Zadeh (1965) gave the 
following definition: 
A fuzzy set is a class of objects with a continuum of grades of membership. Such 
a set is characterized by a membership (characteristic) function which assigns to 

















Figure 3.2 Overall fuzzy logic forecasting in this study 
After him, many authors found different ways of denoting fuzzy sets. Zimmermann 
(1990) writes: 
A fuzzy set is denoted by an ordered set of pairs, the first element of which denotes the 
element (x) and the second (mA(x)) the degree of membership: 
Evaluation Estimation 
Variables Input 
X1, X2 Load 
Rule Inference 
K-means Clustering Histogram 
Output 
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Where mA takes values in the interval [0,1]. 
We can use fuzzy sets to represent linguistic variables. Linguistic variables 
represent the process states and control variables. Their values are defined in linguistic 
terms. For example, for the linguistic variable: temperature, we can define a set of terms: 
T (temperature) = {Low, Medium, High} 
Every fuzzy set can be represented by its membership function. Suppose that we 
want to represent the property: medium for the linguistic variable: temperature (Figure 
3.3). In the example, if the measured temperature in one system is x, then the level of 
membership (also: grade of membership or degree of membership) of x in the fuzzy set 
medium is given by m(x) (Figure 3.3) and it is 0.7. We can say that the level of truth for 
the proposition: The temperature x is medium is 0.7 or 70%. 
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Figure 3.3 show the triangular membership function. Other shape of membership 
function can be representing in trapezoidal and bell shape. Generally, the membership 
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 One of the first steps in every fuzzy application is to define the universe of 
discourse (dynamic range) for every linguistic variable. The set of terms: T (temperature) 
can be characterized as fuzzy sets whose membership functions are shown in Figure 3.4. 
Every fuzzy set in a universe of discourse represents one linguistic value or label. The 




Figure 3.4 Universe of discourse for linguistic variable, temperature 
 In Figure 3.5until Figure 3.8, we demonstrate the input/output membership 
function of our data. VL, L, M, H and VH represent the Very Low, Low, Medium, High 
and Very High for load variable.  
 
Figure 3.5 Day type membership function (X1) 
 































Figure 3.6 Holiday membership function (X2) 
 
Figure 3.7 Load input membership function (L1, L2,...,L30) 























































Figure 3.8 Load output membership function 
The principal idea of fuzzy logic systems is to express the human knowledge in 
the form of linguistic if-then rules. Every rule has two parts: 
• antecedent part (premise), expressed by if... and 
• consequent part, expressed by: then... 
 The antecedent part is the description of the state of the system, and the 
consequent is the action that the operator who controls the system must take. There are 
several forms of if-then rules. The general is: 
If (a set of conditions is satisfied) then (a set of consequences can be inferred). 
Example: If the temperature is medium, then the electricity loadis high. 
The general form of this rule is: 
Rule: If x is A, then y is B. 

























VL L M H VH
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Temperature (x) and load (y) are linguistic variables. Xrepresents the state of the system, 
and y is control variable and represents the action of the operator. Medium (A) and High 
(B) are linguistic values or labels characterised by appropriate membership functions of 
fuzzy sets. They are defined in the universe of discourse of the linguistic variables x and 
y. 
 The generalization of a control rule R which has two conditions in the antecedent 
part has a following form: 
Rule: If x is A and y is B, then z is C 
Also: 
R = (A and B) ® C 
The control rule is implemented by a fuzzy implication (fuzzy relation) and is defined as 
follows: 
  )()()(),,( zyxzyx CBACBAR    andand     3.4 
A, B and C are fuzzy sets defined in the universes of discourse for x, y and z. R is the 
firing strength or weight (level of the truth) for the statement R and R  is the level of 





3.5 Linear Regression 
Sometimes research questions involve selecting the best predictors from a set of 
candidates that, at the outset, seem equally likely to prove useful. The question is 
typically phrased, "Which ones of these predictors do I need in my model?" or "Which 
predictors really matter?" Although many methods have been proposed, the standard 
purely statistical approaches for simplifying a multiple regression equation are 
unsatisfactory. The reason is simple. With rare exception, a hypothesis cannot be 
validated in the dataset that generated it 
Many multiple regression models contain variables whose t statistics have non-
significant P-values. These variables are judged to have not displayed statistically 
significant predictive capability in the presence of the other predictors. The question is 
then whether some variables can be removed from the model. To answer this question, 
many models are examined to find the one that's best in some sense.  
 In causal model of electricity load demand, the load is expressed as linear 
function of a set of load-effecting variables such as temperature, humidity and wind 
speed and other calendar variables. The general form of these models can be written as 
follows: 
Load (t)= )()(...)()( 22110 ttxtxtx nn       3.5 
where )(tx j ,(j=1, 2, ... , n) the explanatory variables correlated with Load(t) . 0  
is the 
constant, j (t),(j=1, 2, ..., n) is the model parameters reflecting the individual impact of 
explanatory variables on the load and n is the total number of variables.  is the error 
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term.  The error term must satisfy general regression assumption with zero mean and 
constant variance. 
Multiple linear regression procedure will estimate 0 and j (j=1, 2, ..., n) 
parameters of the linear equation: 
nn xbxbxbbty  ...)( 22110       3.6 
where the regression coefficients b0, b1, . . . , bn  represent the independent contributions 
of each independent variable x1, . . . , xn to the prediction of the dependent variable y(t). 
Statistical tests such as the F-statistic test are performed to determine the significance of 
these regression coefficients. The t-ratios resulting from these tests determine the 
significance of each of these coefficients and correspondingly the significance of these 
variables with these coefficients. (Moghram and Rahman, 1989). The global statistical 
significance of the relationship between y(t) with the independent variables is analyzed 




This chapter presents the direction of the study and overview of the methods used. It 
begins with the general steps of research framework followed by its detail. 
CHAPTER 4  
 
ANALYSIS AND FINDINGS 
 
4.1 Introduction 
The objectives of this study are to investigate the effect of moving holiday on electricity 
forecasting in Malaysia, evaluate the performance of basic fuzzy approach when it is 
presence and comparing the approach with classical linear regression through 
Autoregressive Distributed Lag Model (ARDL). Hence, in fulfilling these objectives, 
firstly, this chapter started with Exploratory Data Analysis (EDA) in order to understand 
the effect of Malaysian moving holidays on electricity load data. Next, simulation study 
was conducted by including non-simplified (full model) and simplified model (using 
manual and automatic simplification) in measuring the performance of basic fuzzy 
approach. Followed by, comparison of the approach with classical linear regression using 
two error measures, namely Root Mean Square Error (RMSE) and Mean Absolute 
Percent Error (MAPE). 
 




Figure 4.1 displayed daily electricity load for financial year 2002 to 2006. The financial year 
start with 1
st
 September until 31 August each year and a total of 1826 data points were 
involved in this study. Exploratory Data Analysis (EDA) was implemented in order to 
understand the behaviour of the data. Based on Figure 4.1, there exist increasing trend 
from year to year. This indicates that the demand for electricity is growing rapidly since 
Malaysia is pursuing to be a develop country in 2020.  
Consistent seasonal patterns and perhaps irregular components were also 
observed in the figure. Since the data comprises of many data points (1826), it was 
difficult to really confirm the presence (and reasons) of seasonal and irregular 
components. Therefore we plotted the daily data for each financial year and crosscheck 
the data with two variables that we created noted as day type (i.e. weekday: Monday to 
Friday or weekend: Saturday & Sunday) and public holiday (i.e. fixed or moving).  
Figure 4.2a to Figure 4.2f presented daily electricity load according to days and 
weeks for financial year 2002 (1
st
 Sep 2001 – 31 August 2002). Based on all figures, it 
was very obvious during weekend (Saturday and Sunday) the load was lower as 
compared to weekdays and Sunday was the lowest. Figure 4.2b revealed irregular low 
pattern for week 16 (15 – 21 Dec 2001) and this was due to EidulFitri starting from the 
beginning of week 16 and followed by Christmas (Tuesday) in week 17 (22 – 28 Dec 




Figure 4.1Daily electricity load for financial year 2002 to 2006 
(Wednesday) due to Deepavali, week 12 (Thursday) because of Agong Birthday and 
week 18 (Tuesday) caused by New Year (1
st
 Jan 2002). 
As for week 19 to 27 (Figure 4.2c), there were 3 observable irregular patterns. 
First, the down fall of load at week 24 starting from Monday to Friday as a consequence 
of Chinese New Year. Second was as a result of Thaipusam celebrated in week 22 
(Monday). Third, at week 26 Saturday load is lower than Sunday attributable to 
EidulAdha. 
In Figure 4.2d, a bit down fall on Friday week 28 related to Awal Muharam, 
followed by week 34 (Thursday) due to appointment of new Agong and week 35 















week 39 (Sunday & Monday) and week 40 (Saturday) because of Wesak and Agong 
Birthday respectively. End of week 52 (Saturday: 31
st
 August) was due to National Day 
(Figure 4.2f). 
Similar patterns and results were obtained for the rest of financial year 2003 to 
2006 data. Realising the irregular patterns in the plots were due to festive celebrations 
(EidulFitri, EidulAdha, Chinese New Year, Deepavali and etc.), this indicated that those 
irregulars were not irregulars component but moving seasonal effect. Therefore in this 
study, only two time series components existed in the data which were trend and seasonal 
(fixed and moving). 
 
Figure 4.2a Daily electricity load of financial year 2002 based on days and weeks  



















Figure 4.2b Daily electricity load of financial year 2002 based on days and weeks  
(10 to 18) 
 
Figure 4.2c Daily electricity load of financial year 2002 based on days and weeks  




































Figure 4.2d Daily electricity load of financial year 2002 based on days and weeks  
(28 to 36) 
 
 
Figure 4.2e Daily electricity load of financial year 2002 based on days and weeks  

































Figure 4.2f Daily electricity load of financial year 2002 based on days and weeks  
(46 to 52) 
Table 4.1 displayed the effect of weekend (Saturday & Sunday) and public 
holidays (fixed & moving) on electricity load. The weekend percent change was 
calculated based on the different between weekend load (either Saturday or Sunday) and 
the average of weekday’s values of the same week. As for the public holidays percent 
change was measured using the different between public holiday value and the previous 
week value of the same day. It means that if a public holiday falls on Wednesday week 
16, then Wednesday week 15 will be used in obtaining the percent change. 
The values of the percent change (Table 4.1) supported earlier findings (as 
indicated in Figure 4.2a to Figure 4.2f) regarding the reduction of load during weekend. 
Sunday showed the lowest (average of 10.71%) as compared to Saturday (8.23%). Also 
all of the years revealed the decreased of the load when public holidays occurred. On the 




















New Year (28.89%). As for Deepavali, EidulAdha and National Day shared similar 
percentages of 23% to 25%. Based on the patterns and percentages it is confirmed that 
weekend and public holidays (fixed and moving) affected the electricity load in Malaysia. 
Table 4.1 Effect of weekend and public holidays on electricity load for financial year 
2002 to 2006 














Weekend Saturday -9.01 -8.15 -7.98 -8.58 -7.44 
 
-8.23 






Christmas -27.88 -20.90 -18.68 -18.72 -15.91 -20.42 
New Year - 22.15 -22.94 -20.13 -13.17 -20.43 -19.76 
Labour Day -25.55 -26.08 -19.60 -20.49 -26.07 -23.56 
Agong 
Birthday 
-19.54 -16.75 -20.13 -20.01 -11.65 -17.62 






EidulFitri -37.14 -36.66 -38.69 -38.33 -35.81 -37.33 
EidulAdha -18.73 -25.84 -25.27 -24.66 -26.61 -24.22 
Chinese New 
Year 
-31.22 -27.03 -27.91 -29.27 -29.02 -28.89 
Deepavali -24.58 -25.61 -21.08 -19.57 -26.36 -23.44 
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AwalMuharam -15.85 -14.71 -13.92 -17.37 -16.65 -15.70 
MaulidurRasul -15.04 -20.71 -16.58 -15.63 -16.73 -16.94 
Wesak -21.18 -19.08 -20.41 -12.50 -13.07 -17.25 
Thaipusam -15.03 -13.23 -14.02 -9.27 -8.13 -11.94 
 
 
4.3 Performance of basic Fuzzy Approach  
The performance of basic fuzzy approach was evaluated through simulated study. 
Essentially three variables were created which was Daily Load (Y), Day Type (X1; i.e. 
weekdays or weekend) and Holidays (X2; i.e. yes or no). Four years of daily simulated 
data (financial year 2007 to 2010) were generated by following the behaviour (trend and 
seasonal patterns) of the daily data financial year 2002 to 2006 as in previous section. 
The trend was produced by extending the trend of financial year 2002 to 2006. All 
weekdays, weekend and public holidays of 2007 to 2010 were incorporated in the data 
generation in representing the seasonal patterns. Figure 4.3 displayed the 1461 data points 
of simulated daily data for electricity load. The trend and seasonal components showed 
similar behaviour as the real data.  The data was partition into two parts (training and 
testing). The first 3 years of daily data (2007 to2009) was for training and 2010 daily data 
was for testing. 
Next, 30 days of lags variable of Y were created in order to capture daily impact 
on the electricity load. Starting with 32 variables (X1, X2 and 30 lags of Y) in total or full 
model, we simplified the variables using manual and automatic approach.   
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Table 4.2 listed the variables in full model, manually simplified model (5% and 10%, 
respectively) and automatic simplified model using Autometrics. The manually 
simplified model (5% and 10%) has 12 and 21 independent variables respectively; as for 
Autometrics has 16 independent variables. All of the models share common variables 
(such as X1, X2, L1, L2, L3, and etc.)as highlighted in Table 4.2. 
 
 






























Y (Load) √ √ √ √ 
X1(Day Type) √ √ √ √ 
X2 (Holidays) √ √ √ √ 
L1 (lag 1 of Y) √ √ √ √ 
L2 (lag 2 of Y) √ √ √ √ 
L3 (lag 3 of Y) √ √ √ √ 
L4 (lag 4 of Y) √    
L5 (lag 5 of Y) √ √ √ √ 
L6 (lag 6 of Y) √ √ √ √ 
L7 (lag 7 of Y) √ √ √ √ 
L8 (lag 8 of Y) √ √ √ √ 
L9 (lag 9of Y) √     
L10 (lag 10 of 
Y) 
√    
L11 (lag 11 of 
Y) 
√    
L12 (lag 12 of 
Y) 
√ √  √ 




L14 (lag 14 of 
Y) 
√ √  √ 
L15 (lag 15 of 
Y) 
√    
L16 (lag 16 of 
Y) 
√ √   
L17 (lag 17 of 
Y) 
√ √   
L18 (lag 18 of 
Y) 
√ √   
L19 (lag 19 of 
Y) 
√ √ √ √ 
L20 (lag 20 of 
Y) 
√    
L21 (lag 21 of 
Y) 
√ √  √ 
L22 (lag 22 of 
Y) 
√    
L23 (lag 23 of 
Y) 
√   √ 
L24 (lag 24 of 
Y) 
√    
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L25 (lag 25 of 
Y) 
√    
L26 (lag 26 of 
Y) 
√ √ √ √ 
L27 (lag 27 of 
Y) 
√ √   
L28 (lag 28 of 
Y) 
√ √ √  
L29 (lag 29 of 
Y) 
√ √   
L30 (lag 30 of 
Y) 
√ √  √ 
 
Table 4.3 presented the results of basic fuzzy when full, manually and automatic 
simplified models were used. Two error measures (RMSE and MAPE) were employed to 
validate the performance of fuzzy. Both RMSE and MAPE revealed the same outcomes, 
where simplified models out performed full model, automatic simplified model 
(Autometrics) is better than manually simplified (10%)  but lost to manually simplified 
(5%). It was very obvious; basic fuzzy was influenced by number of independent 




Table 4.3 Fuzzy performance based on different independent variables 
Model Fuzzy 
RMSE MAPE 
1. Full model (All 32 IV’s) 
(X1, X2, L1, L2,…,L30) 
Total rules: 1010 
496.52 15.50 
2. Simplified model “Manually”10% (21 IV’s) 
(X1, X2, L1, L2, L3, L5, L6, L7, L8, L12, L14, L16, L17, L18, 
L19, L21, L26, L27, L28, L29, L30) 
Total rules: 923 
433.80 12.70 
3. Simplified model “Manually”5% (12 IV’s) 
(X1, X2, L1, L2, L3, L5, L6, L7, L8, L19, L26, L28) 
Total rules: 704 
274.57 7.00 
4. Simplified model “Automatically – Autometrics” (16 IV’s) 
(X1, X2, L1, L2, L3, L5, L6, L7, L8, L12, L14, L19, L21, L23, 
L26, L30) 








4.4 Comparing Fuzzy with Classical Linear Regression 
Regression out performed fuzzy for all models (full and simplified) although many of the 
regression assumptions were violated (Table 4.4). Regressions also performed well in full 
model as compared to simplified models. This is vice versa with the fuzzy results 
obtained in earlier section.  
Table 4.4 Performance of fuzzy and regression 
Model/ Techniques Regressions Fuzzy 
RMSE MAPE RMSE MAPE 
1.Full model (All 32 IV’s) 
(X1, X2, L1, L2,…,L30) 
Total rules: 1010 
435.77 2.42 496.52 15.50 
2. Simplified model “Manually” 10% 
(21 IV’s) 
(X1, X2, L1, L2, L3, L5, L6, L7, L8, L12, 
L14, L16, L17, L18, L19, L21, L26, L27, 
L28, L29, L30) 
Total rules: 923 
478.92 2.58 433.80 12.70 
3. Simplified model “Manually” 5% (12 
IV’s) 
(X1, X2, L1, L2, L3, L5, L6, L7, L8, L19, 
L26, L28) 











4.5 Summary of Findings 
Based on the first objective which was to investigate the effect of moving holiday on 
electricity forecasting in Malaysia, the usage of Exploratory Data Analysis (EDA) 
through time series plot showed clear evidence that the load was affected by the moving 
festive seasons in Malaysia. At first the patterns look likes irregular component but 
further exploration revealed they were non fixed seasonal component. Percentages were 
calculated and range from 12% (Thaipusam) to 38% (EidulFitri) decreased of electricity 
load during moving holiday effects. 
The fulfilment of second objective which was to evaluate the performance of 
basic fuzzy approach when moving holiday effects presence by conducting a simulated 
study. Electricity load daily data for 2007 to 2010 were generated by including the effects 
of moving holidays. Full and simplified (manually & automatic) models based on 
Autoregressive Distributed Lag (ARDL) model. Fuzzy performed better when less 
variables and less rules. 
 
Autometrics” (16 IV’s) 
(X1, X2, L1, L2, L3, L5, L6, L7, L8, L12, 
L14, L19, L21, L23, L26, L30) 




Comparisons between fuzzy and regression was the third objective in this study. 
Fuzzy performed poorly as compared to regression perhaps due to membership function 
used in Fuzzy. This finding triggers curiosity for further investigation in the most 
appropriate variables, membership function and rules to be employed when dealing with 






This study proposed to investigate the effect of moving holiday on electricity forecasting 
specifically in Malaysia, evaluate the performance of basic fuzzy approach when it is 
presence and comparing the approach with classical linear regression through 
Autoregressive Distributed Lag Model (ARDL). 
Firstly, based on the daily electricity load for financial year started from 1
st
 September 
2002 to 31 August 2006 and a total of 1826 data points were involved in this study. There 
exist increasing trend from year to year. Based on the first year study from 1
st
 September 
2002 to 31 August 2003, the plotted the daily data for financial year and crosscheck the 
data with two variables that we created noted as day type (i.e. weekday: Monday to 
Friday or weekend: Saturday & Sunday) and public holiday (i.e. fixed or moving), it was 
very obvious during weekend (Saturday and Sunday) the load was lower as compared to 
weekdays and Sunday was the lowest, also revealed irregular low pattern due to 
EidulFitri, Christmas, Deepavali, Agong Birthday, New Year, Chinese New Year, 
Thaipusam, EidulAdha, AwalMuharam, appointment of new Agong, celebration of 
Labour Day, Wesak and National Day. Similar patterns and results were obtained for the 
rest of financial year 2003 to 2006 data. Realising the irregular patterns in the plots were 
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due to festive celebrations (EidulFitri, EidulAdha, Chinese New Year, Deepavali and 
etc.), this indicated that those irregulars were not irregulars component but moving 
seasonal effect. Based on finding the patterns and percentages, it is confirmed that 
weekend and public holidays (fixed and moving) affected the electricity load in Malaysia. 
Then, simulation study was conducted by including non-simplified (full model) 
and simplified model (using manual and automatic simplification) in measuring the 
performance of basic fuzzy approach based on four years of daily generated simulated 
data (financial year 2007 to 2010 – 1461 data points). The first 3 years of daily data 
(2007 to 2009) was for training and 2010 daily data was for testing. Next, 30 days of lags 
variable of Y were created in order to capture daily impact on the electricity load. 
Starting with 32 variables (X1, X2 and 30 lags of Y) in total or full model, we simplified 
the variables using manual and automatic approach. The results of basic fuzzy when full, 
manually and automatic simplified models were used, two error measures (RMSE and 
MAPE) were employed to validate the performance of fuzzy. Both RMSE and MAPE 
revealed the same outcomes, where simplified models out performed full model, 
automatic simplified model (Autometric) is better than manually simplified (10%)  but 
lost to manually simplified (5%). It was very obvious; basic fuzzy was influenced by 
number of independent variables; less is better. Perhaps, this is due to fewer rules when 
there is less variables.  
Finally, comparison of the approach with classical linear regression using two 
errors namely RMSE and MAPE was investigated. Regression out performed fuzzy for 
all models (full and simplified) although many of the regression assumptions were 
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violated. Regressions also performed well in full model as compared to simplified 
models. This is vice versa with the fuzzy results obtained in earlier paragraph.   
 
5.2 Conclusions 
Electricity load demand is influenced by many factors, based on our study, by analysing 
historical load data, the weekend, fixed public holidays and moving holidays was affected 
(decrease) electricity loads. On the other hand, through simulation study, the fuzzy 
approach performs better when less input and less rule, but for the other side, regression 
outperform fuzzy when these two approaches then were compared. 
 
5.3 Future Studies  
As for the future study we try to explore further regarding identification of the 
membership function, rules and significant input in electricity load forecasting.We try to 
identify the another significant or the important factors that would provide relevant 
information about electricity load demand in Malaysia and can be used by Tenaga 
Nasional Berhad (TNB) to improve the electricity load demand forecasting in order to 
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