We present the first m polylog(n) work, polylog(n) time algorithm in the PRAM model that computes (1 + )-approximate single-source shortest paths on weighted, undirected graphs. This improves upon the breakthrough result of Cohen [JACM'00] that achieves O(m 1+ 0 ) work and polylog(n) time. While most previous approaches, including Cohen's, leveraged the power of hopsets, our algorithm builds upon the recent developments in continuous optimization, studying the shortest path problem from the lens of the closely-related minimum transshipment problem. To obtain our algorithm, we demonstrate a series of near-linear work, polylogarithmic-time reductions between the problems of approximate shortest path, approximate transshipment, and 1 -embeddings, and establish a recursive algorithm that cycles through the three problems and reduces the graph size on each cycle. As a consequence, we also obtain faster parallel algorithms for approximate transshipment and 1 -embeddings with polylogarithmic distortion. The minimum transshipment algorithm in particular improves upon the previous best m 1+o(1) work sequential algorithm of Sherman [SODA'17].
Introduction
The single-source shortest path problem is one of the most fundamental combinatorial optimization problems, and is also among the most notorious in parallel computation models. While the sequential model has simple near-linear time algorithm dating back to Dijkstra, much remains unknown for even the PRAM model despite decades of extensive research.
One of the most well-known settings studied so far in the PRAM model is the case of (1 + )approximate single-source shortest paths in undirected graphs. Early work on this problem produced algorithms in sublinear time [KS92, KS97] , until the breakthrough result of Cohen [Coh00] , who presented an algorithm in O(m 1+ 0 ) work (for any constant 0 > 0) and polylog(n) time through the use of hopsets: additional edges added to the graph so that short paths in the graph span few edges. Since then, it was a long-standing open problem whether Cohen's algorithm could be improved to run in m polylog(n) work while keeping the time polylog(n).
Recently, this question was partially answered by Abboud, Bodwin and Pettie, surprisingly in the negative: they showed that there exist families of graphs for which any hopsets on these graphs must have size Ω(m 1+ 0 ), thereby lower bounding the work by Ω(m 1+ 0 ) for any purely hopset-based algorithm like Cohen's. While their lower bound does not rule out other approaches to this problem, no other directions of attack have come close to matching Cohen's method of hopsets.
In this paper, we tackle this problem from a new perspective: continuous optimization, especially the methods pioneered by Sherman [FOCS'13] for the maximum flow problem. By reducing to studying the closely-related and more continuous minimum transshipment problem, we provide the first (1 + )approximate SSSP algorithm for weighted, undirected graphs in m polylog(n) work and polylog(n) time in the PRAM model, bypassing the hopset lower bound and resolving the aforementioned open problem. This serves as evidence that continuous optimization, with its rich theory in graph algorithm and inherent parallelism, is a promising research direction in parallel graph algorithms and can bypass known barriers to other common approaches.
Theorem 1 (Parallel SSSP). There exists a parallel algorithm that, given an undirected graph with nonnegative weights, computes a (1+ )-approximate single-source shortest path tree in m polylog(n) −2 work and polylog(n) −2 time in the PRAM model.
Our SSSP algorithm is recursive, cycling through three problems in a round-robin fashion: SSSP, transshipment, and the problem of computing an 1 -embedding of a graph with polylog(n) distortion in O(log n) dimensions. That is, each problem calls the next problem on the cyclic list possibly many times, and possibly on a smaller graph instance. Hence, we obtain parallel algorithms with similar running times for the other two problems as well.
Theorem 2 (Parallel transshipment). There exists a parallel algorithm that, given an undirected graph with nonnegative weights and polynomial aspect ratio, computes a (1 + )-approximation to minimum transshipment in m polylog(n) −2 work and polylog(n) −2 time in the PRAM model.
Theorem 3 (Parallel 1 -embedding). There exists a parallel algorithm that, given an undirected graph with nonnegative weights and polynomial aspect ratio, computes an 1 -embedding with polylog(n) distortion in O(log n) dimensions in m polylog(n) work and polylog(n) time in the PRAM model.
Theorem 2 also establishes the first m polylog(n) time sequential algorithm for (1 + )-approximate transshipment, improving upon the m 1+o(1) -time algorithm of Sherman [She17b] . For readers primarily interested in the sequential setting, we further optimize our parameters to the following. Note that the best algorithm for the closely-related maximum flow problem [Pen16] requires O(m log 41 n) time in comparison. Our algorithm is also technically considerably simpler than the maximum flow algorithm, and may serve as a gentler introduction to readers new to continuous optimization methods in graph algorithms.
Theorem 4 (Sequential transshipment). There is an algorithm that, given an undirected graph with nonnegative weights and polynomial aspect ratio, computes a (1 + )-approximation to minimum transshipment in time O((m log 10 n + n log 15 n) −2 (log log n) O(1) ). 1 
Our Techniques
Our recursive algorithm is inspired by a similar recursive algorithm by Peng [Pen16] for maximum flow. It is instructive to compare our result to that of Peng [Pen16] , the first O(m) time 1 algorithm for (1 − )-approximate maximum flow. 2 Peng [Pen16] uses an oblivious routing scheme for maximum flow that achieves polylog(n)-approximation, but requires polylog(n) calls to (1− )-maximum flow [RST14] . This oblivious routing scheme produced a chicken-and-egg situation for maximum flow and oblivious routing, since each one required calls to the other. Peng's main contribution is breaking this cycle, by allowing the oblivious routing to call maximum flow on sufficiently smaller-sized graphs to produce an efficient recursive algorithm. Here, we adopt a similar recursive approach, cycling through the problems of shortest path, minimum transshipment, oblivious routing, and 1 -embedding.
Step 1: reduce to transshipment. The first step of the algorithm is to reduce the approximate SSSP problem to the approximate minimum transshipment problem, which was previously done in [BKKL16] . For completeness, we include the reduction in APPENDIX, but we claim no novelty on this step.
Note that if we were in the exact case, then the reduction would be immediate: there is a straightforward reduction from exact SSSP to exact transshipment: set −(n − 1) demand on the source vertex and +1 demand on the rest. However, in the approximate case, an approximate transshipment solution in the same reduction only satisfies distances on "average". [BKKL16] handles this issue through O(log n) calls to approximate transshipment with carefully and adaptively constructed demands on each call.
Step 2: 1 -oblivious routing. Sherman's framework reduces the problem of approximate transshipment to that of 1 -oblivious routing, which we define later. For readers familiar with traditional oblivious routing (for maximum flow) which we will henceforth call ∞ -oblivious routing, the 1oblivious routing problem is the same except the cost is measured by the total (weighted) sum of congestions on edges rather than the maximum congestion. and our main technical contribution of the paper.
Just like ∞ -oblivious routing is harder than maximum flow, 1 -oblivious routing is harder than transshipment. However, the benefit to considering 1 -or ∞ -oblivious routing is that only a polylog(n)approximate solution is needed to obtain a (1 + )-approximate maximum flow or transshipment solution; that is, Sherman's framework can be thought of as boosting the error from polylog(n) to (1 + ) (at the expense of solving a harder problem).
In [She17b] , Sherman uses his framework to solve (1 + )-approximate transshipment in m 1+o(1) sequential time by providing an m o(1) -approximate 1 -oblivious routing scheme that runs in m 1+o (1) time. Our main technical contribution in this entire paper is providing an improved scheme that is polylog(n)-approximate and runs in m polylog(n) time. Like Sherman, our algorithm requires an initial the same graph will not work (since it would loop endlessly), if we can recurse on sufficiently smaller graphs, then the recursion analysis would produce an algorithm with the desired running time. This is indeed Peng's approach for maximum flow: he makes one maximum flow instance call ∞ -oblivious routing, which in turn calls maximum flow a number of times, but ensures that the total size of the recursive calls is at most half the size of the original graph. The recursion then works out to roughly T (m) = i T (m i ) + O(m) where i m i ≤ m/2, which solves to T (m) = O(m).
How does Peng achieve the reduction in size? Instead of computing ∞ -oblivious routing in the original graph G, he first (edge-)sparsifies G into a graph H on n vertices and (n − 1) + O( m polylog(n) ) edges by computing an ultra-sparsifier of the graph [KMP14a] . This is a graph that is so sparse that it is almost "tree-like" (at least when m = O(n)). Of course, this alone might not achieve the desired size reduction, for example if m ≈ n. Therefore, he next vertex-sparsifies H into a graph H with O( m polylog(n) ) vertices and O( m polylog(n) ) edges using a j-tree construction of Madry [Mad10] . He now calls ∞ -oblivious routing on H (instead of G), which again calls maximum flow, but this time on graphs of small enough size (w.r.t. the original graph) to make the recursion work out. Moreover, by the properties of the ultra-sparsifier and the vertex-sparsifier, a polylog(n)-approximate ∞ -oblivious routing scheme for H is also a polylog(n)-approximate ∞ -oblivious routing scheme for G (that is, the approximation suffers an extra polylog(n) factor). The specific polylog(n) factor does not matter at the end, since in Sherman's framework, any polylog(n) factor is sufficient to boost the error to (1 + ) for maximum flow at an additional additive cost of O(m).
Our approach is similar, but adapted from ∞ /maximum flow to 1 /transshipment. The 1 -analogy of an ultrasparsifier has been studied previously by Elkin and Neiman [EN18] , who coined the term ultra-sparse spanner ; in this paper, we will use ultra-spanner instead to emphasize its connection to ultra-sparsifiers. Instead of running 1 -embedding on G, we compute an ultra-spanner H, and then vertex-sparsify it in the same manner as Peng; again, the resulting graph H has O( m polylog(n) ) vertices and edges. We then run 1 -embedding on H , making calls to (approximate) SSSP on graphs of much smaller size. It turns out that approximate SSSP works for the 1 -embedding algorithm that we use, provided that the distances satisfy a certain triangle inequality condition that our SSSP algorithm obtains for free.
Related Work
There has been a recent trend in applying continuous optimization techniques to graph optimization problems in the sequential setting, bypassing long-standing running time barriers to the purely combinatorial approaches. The first such algorithm is due to Daitch and Spielman [DS08] , who combined the Laplacian/SDD solvers of Spielman and Teng [ST04] with recent developments in interior point methods [Ren88, Ye97] to provide a faster algorithm for minimum-cost flow with small capacities. For general minimum cost flow, Lee Continuous optimization techniques have also seen recent success under the parallel computation setting, due to its inherent parallelism. One significant result in this area is the parallel Laplacian/SDD solvers of [PS14] , which run in O(m) work and polylog(n) (parallel) time and has applications to approximate flow problems in parallel. In addition, the algorithms of Sherman [She13, She17b] can be adapted to the parallel setting, producing (1 ± )-approximate maximum flow and minimum transshipment in m 1+o(1) work and m o(1) time.
For the parallel single source shortest path problem itself, there were a few early results [KS92, KS97] 
Self-containment
Last but not least, it is worth mentioning that the results in this paper are almost entirely self-contained. Throughout the paper, we make an effort to re-prove known theorems for the sake of self-containment and to improve readability. Most notably, we simplify Sherman's continuous optimization framework for transshipment through multiplicative weights update (MWU), with only slightly worse guarantees, in Appendix C. (In contrast, Sherman's framework is centered around the technically heavy 1 -steepest descent of Nesterov [Nes05] .) We believe that with our self-contained treatment, the transshipment problem serves as a smoother introduction to continuous optimization techniques in graph algorithms compared to its sister problem maximum flow. Indeed, the companion (1 + )-approximate maximum flow result of Peng [Pen16] builds upon a multitude of previous work [RST14, She13, KMP14b, AN12], many of which are technically dense and lead to a steep learning curve. Thus, we hope that the relative simplicity and self-containment of this paper will have broad appeal to interested readers outside the area.
Organization
In Section 3, we introduce the high-level components of our recursive parallel algorithm (see Figure 1 ), leaving the details to later sections and the appendix. Section 4 is focused exclusively on the sequential transshipment result (Theorem 4). The algorithm is almost completely self-contained, save for Sherman's framework and an initial 1 -embedding step (which can be computed quickly sequentially [LLR95] ). It has nothing deferred to the appendix in an attempt to make it a standalone section for readers primarily interested in Theorem 4.
Preliminaries
All graphs in the paper are undirected and (positively) weighted. Given a graph G, we define V (G) and E(G) as the vertices and edges of the graph. For two vertices u, v ∈ V (G), we define d G (u, v) as the (weighted) distance between u and v in G; if the graph G is clear from context, we sometimes use d(u, v) instead.
PRAM Model
Our PRAM model is based off of the one in [Fin18] , also called the work-span model. An algorithm in the PRAM model proceeds identically to a sequential algorithm except for the addition of the parallel foreach loop. In a parallel foreach, each iteration of the loop must run independently of the other tasks, and the parallel algorithm may execute all iterations in parallel instead of sequentially. The work of a PRAM algorithm is the same as the sequential running time if each parallel foreach was executed sequentially instead. To determine the time of the algorithm, for every parallel foreach, we calculate the maximum sequential running time over all iterations of the loop, and sum this quantity over all parallel foreach loops. We then add onto the total the sequential running time outside the parallel foreach loops to determine the total time. There are different variants of the PRAM model, such as the binary-forking model and the unlimited forking model, that may introduce additional overhead in foreach loops. However, these all differ by at most polylogarithmic factors in their work and span, which we always hide behind O(·) notation, so we do not concern ourselves with the specific model.
Transshipment Preliminaries
The definitions below are central for our sequential transshipment algorithm (Theorem 4, Section 4) and are also relevant for the parallel algorithms.
Definition 5 (Transshipment). The minimum transshipment problem inputs a (positively) weighted, undirected graph G = (V, E), and defines the following auxiliary matrices:
1. Adjacency matrix A ∈ R V ×E : for each edge e = (u, v), the column of A indexed by e equals either
2. Cost matrix C ∈ R E×E : a diagonal matrix with entry C e,e equal to the weight of edge e.
In a transshipment instance, we are also given a demand vector b ∈ R V satisfying 1 T b = 0.
Consider now the LP formulation for minimum transshipment: min Cf 1 : Af = b, and its dual,
Let us define the solutions to the primal and dual formulations as flows and potentials:
Definition 6 (Flow). Given a transshipment instance, a flow vector (or flow) is a vector f ∈ R E satisfying the primal constraints Af = b, and it has cost Cf 1 . The flow minimizing Cf 1 is called the optimal flow of the transshipment instance. For any α ≥ 1, an α-approximate flow is a flow whose value Cf 1 is at most α times the minimum possible (over all flows).
Definition 7 (Potential). Given a transshipment instance, a set of potentials (or potential) is a vector φ ∈ R V satisfying the dual constraints C −1 A T φ ∞ ≤ 1. The potential maximizing b T φ is called the optimal potential of the transshipment instance.
For convenience, we will treat potentials as functions on V ; that is, we will use the notation φ(v) instead of φ v .
Definition 8 (Flow-potential pair). For any flow f ∈ R E and potential φ ∈ R V , the pair (f, φ) is called a flow-potential pair.
Fact 9. If (f, φ) is an α-approximate flow-potential pair, then f is an α-approximate flow.
Proof. Let f * be the optimal flow. The two LPs min Cf 1 : Af = b and max b T φ : C −1 A T φ ∞ ≤ 1 are duals of each other, so by (weak) LP duality, the potential φ satisfies b T φ ≤ Cf * 1 . Since (f, φ) is an α-approximate flow-potential pair, we have
Definition 10 (opt). Given a transshipment problem and demand vector b, define opt(b) as the cost of the optimal flow of that instance, that is:
When the underlying graph G is ambiguous, we use the notation opt G (b) instead.
Parallel Shortest Path Preliminaries
The definitions below are confined to the parallel algorithms in the paper, so a reader primarily interested in the sequential transshipment algorithm (Theorem 4, Section 4) may skip these. We first introduce a notion of approximate SSSP distances which we call approximate SSSP potentials.
Definition 11 (Approximate s-SSSP potential). Given a graph G = (V, E) and a source s, a vector φ ∈ R V is an α-approximate s-SSSP potential if:
When the source s is either irrelevant or clear from context, we may use α-approximate SSSP potential (without the s) instead.
Observe that the approximate SSSP potential problem is slightly more stringent than simply approximate shortest path distances: the second condition of Definition 11 requires that distances satisfy a sort of approximate subtractive triangle inequality. To illustrate why this condition is more restrictive, imagine a graph on three vertices s, u, v, Observation 12. An α-approximate s-SSSP potential is also an α-approximate potential for the transshipment instance with demands v (1 v − 1 s ) (but the converse is not true).
Observation 13. Given a graph G = (V, E) and a source s, any α-approximate s-SSSP potential φ
Proof. Let u = v 0 , v 1 , . . . , v = v be the shortest path from s to v. By property (1), we have
Observation 14. If φ is an α-approximate s-SSSP potential, then φ + c · 1 is also one for any scalar c ∈ R. Therefore, we can always assume w.l.o.g. that φ(s) = 0. In that case, by property (1), we also
Observation 15. Given two vectors φ 1 and φ 2 that satisfy property (2), the vectors
We now generalize the notion of SSSP potential to the case when the "source" is a subset S ⊆ V , not a single vertex. Essentially, the definition is equivalent to contracting all vertices in S into a single source s, taking an s-SSSP potential, and setting the potential of each vertex in S to the potential of s.
Definition 16 (Approximate S-SSSP potential). Given a graph G = (V, E) and a vertex subset S ⊆ V , a vector φ ∈ R V is an α-approximate S-SSSP potential if: 0. For all s ∈ S, φ(s) takes the same value
When the set S is either irrelevant or clear from context, we may use α-approximate SSSP potential (without the S) instead.
Observation 17. Given a graph G = (V, E) and a vertex subset S ⊆ V , let G be the graph with all vertices in S contracted into a single vertex s . Then, if φ is an α-approximate S-SSSP potential, then the vector φ defined as φ (v) = v for v ∈ V \ S and φ (s ) = φ(s) for some s ∈ S is an α-approximate s-SSSP potential in G .
Also, we will need the notion of a spanner throughout the paper:
Definition 18 (Spanner). Given a graph G = (V, E) and a parameter α ≥ 1, a subgraph H ⊆ G is an
Polynomial Aspect Ratio
Throughout the paper, we assume that the initial input graph for the approximate SSSP problem has polynomially bounded aspect ratio, defined below:
Definition 19 (Aspect ratio). The aspect ratio of a graph G = (V, E) is the quantity
This assumption can be safely assumed: there is a reduction by Klein and Subramanian [KS92] (also used by Cohen [Coh00] ) that transforms the (1 + )-approximate SSSP problem on a graph with arbitrary, nonnegative weights to solving (1 + /2)-approximate SSSP on a collection of graphs of total size O(m log n), and requiring an additional O(m log n) work and O(log n) time. Since polynomially bounded aspect ratio is a common assumption in graph optimization problems, we will not present this reduction for sake of self-containment.
Since our SSSP algorithm is recursive, and the SSSP problem that we solve is actually the (slightly more general) SSSP potential problem, we do not apply the reduction of Klein and Subramanian again in each recursive call. Rather, we take some care to show that the aspect ratio does not blow up over recursive calls.
For the 1 -embedding and transshipment problems, we will handle the aspect ratio issue differently. For the 1 -embedding problem, we will explicitly require that the input graph has aspect ratio at most n C for some fixed constant C (which can be made arbitrarily large). In particular, this assumption translates over in our theorem statement for parallel 1 -embedding (Theorem 3). For the transshipment problem, we will not assume that the graph has polynomial aspect ratio, but we will assume that the demand vector does, in the following sense:
Definition 20 (Aspect ratio of a demand vector). In a transshipment instance, the demand vector b has aspect ratio max v∈V |bv| min v∈V |bv| . That is, assuming that the demand vector has polynomial aspect ratio, we reduce the problem to the case when the graph also has polynomial aspect ratio like in the SSSP case, but here, the reduction is simple enough that we include it in the paper for completeness (Lemma 25).
The Recursive Algorithm
Our algorithm will recursively cycle through three problems: approximate SSSP potentials, approximate transshipment, and 1 -embedding. For the 1 -embedding and SSSP potential problems, we will always assume that the input graph has aspect ratio at most n C for some arbitrarily large but fixed constant C > 0. The transshipment problem will require no bound on aspect ratio: we provide a simple transformation on the graph to ensure that the aspect ratio is polynomial. Let us now define the work required to solve the three problems below:
1. T embed (m) is the work to 1 -embed a connected graph with m edges and aspect ratio at most n 5 into O(log n) dimensions with distortion O(log 14.5 n).
2. T SSSP (m, ) is the work to compute an (1 + )-approximate SSSP potential of a connected graph with m edges and aspect ratio at most O(n 5 ). 7 3. T TS (m, ) is the work to compute a (1 + )-approximate transshipment instance of a connected graph with m edges, where the demand vector b satisfies |b v | ≤ n − 1 for all vertices v.
We will not explicitly bound the (parallel) time required, but it should be clear that it is polylog(n) once we bound the work below.
The following is the main result of Section 3.2:
Theorem 21. Let G = (V, E) be a connected graph with n vertices and m edges with aspect ratio M , let β ≥ 1 be a parameter, and let A be an algorithm that inputs (i) a connected graph on at most m/β vertices and edges with aspect ratio O(β 2 M ) and (ii) a source vertex s, and outputs a (1 + 1/ log n)approximate s-SSSP potential. Then, there is an algorithm that computes an 1 -embedding of G into O(log n) dimensions with distortion O(β 2 log 6.5 n) and calls A at most O(log 2 n) times, plus O(m) additional work and polylog(n) additional time.
Proof. Apply Theorem 21 with β := log 4 n, obtaining distortion O(β 2 log 6.5 n) = O(log 14.5 n).
The following is a corollary of our sequential transshipment result in Section 4 which constitutes our main technical contribution of the paper:
Corollary 23. Given an undirected graph with nonnegative weights and polynomial aspect ratio, and given an 1 -embedding of the graph with polylog(n) distortion in O(log n) dimensions, there is a parallel algorithm to compute a (1 + )-approximate minimum transshipment instance in O(m −2 ) work and polylog(n) −2 time.
The following is Sherman's framework for the minimum transshipment problem, for which we provide a self-contained treatment through the multiplicative weights method in Appendix C. This is where the error boosting takes place: given a lossy polylog(n)-approximate 1 -oblivious routing algorithm encoded by the matrix R, we can boost the error all the way to (1 + ) for transshipment. The only overhead in Sherman's framework is an additive O(m) work and polylog(n) time (where these polylogarithmic factors depend on the approximation of the 1 -oblivious routing), which is ultimately what makes the recursion work out.
Theorem 24. Given a transshipment problem, suppose we have already computed a matrix R satisfying:
2. Matrix-vector products with R and R T can be computed in M work and polylog(n) time Then, for any transshipment instance with demand vector b, we can compute a flow vectorf and a vector of potentialsφ in O(κ 2 (m + n + M ) log(m) log(n/ )( −2 + log(1/β))) time that satisfies:
Lastly, there is one minor mismatch: Corollary 23 assumes that the graph has polynomial aspect ratio, while the problem for T TS (·) does not assume such a thing, but rather assumes that the demand vector has entries restricted to {−(n − 1), −(n − 2), . . . , n − 2, n − 1}. It turns out that given this restriction on the demand vector, the polynomial aspect ratio of the graph can be obtained for free. We defer this proof to Appendix E.1.
Lemma 25. Given a transshipment instance with graph G = (V, E) with n vertices and m edges and an integer demand vector b satisfying |b v | ≤ M for all v ∈ V , we can transform G into another graph G on n vertices and at most m edges such that G has aspect ratio at most n 4 M , and opt Proof. By assumption, the demand vector b v is integral and satisfies |b v | ≤ n − 1 for all vertices v. Apply Lemma 25 with M := n − 1 so that the aspect ratio of the modified graph G is at most n 5 , which is polynomial, and the optimal solution changes by factor at most (1 + 1/n 2 ). Compute an
We now present the reduction from approximate SSSP to approximate transshipment of [BKKL16] ; for completeness, we give a self-contained proof of the reduction in Appendix D in the form of this theorem:
be a graph with n vertices and m edges, and let > 0 be a parameter. Let A be an algorithm that inputs an integral demand vector b ∈ R V satisfying |b v | ≤ n − 1 for all v ∈ V and outputs a (1 + /4)-approximate flow-potential pair to the transshipment instance of G with demands b. Then, for any source s ∈ V , we can compute a (1 + )-approximate SSSP tree with source s in O(log n) calls to A, plus an additional O(m) work and polylog(n) time.
Proof. This is essentially Theorem 27 in recursive form.
Proof. Follows directly from Corollaries 22, 26 and 28.
Corollary 30. Given any connected graph G = (V, E) with n vertices and m edges, for any source s ∈ V , we can compute a (1 + )-approximate s-SSSP potential in O(m/ 2 ) work and O(1/ 2 ) time.
Proof. The work bound follows by Corollary 29. For the time bound, observe that in the recursion of Corollary 29, the total graph size drops by at least a constant factor on each recursion level. Therefore, the total work is dominated by the work at the root of the recursion tree, which is O(m/ 2 ). The recursion has O(log n) levels, and on each level, all instances can be executed in parallel, taking O(1/ 2 ) time by Corollary 26, so the time bound follows.
1 -Embedding from Approximate SSSP Potential
In this section, we briefly overview our 1 -embedding algorithm, which is necessary for Theorem 21 and hence, the reduction from 1 -embedding to smaller instances of approximate SSSP potentials. Our 1 -embedding algorithm is very similar to the one of [LLR95] , except utilizing approximate SSSP instead of exact, as well as slightly simplified at the expense of several logarithmic factors. Due to its similarily, we defer its proof to Appendix E.
Theorem 31. Let G = (V, E) be a graph with n vertices and m edges, and let A be an algorithm that inputs any vertex set S ⊆ V and outputs a (1 + 1/ log n)-approximate S-SSSP potential of G. Then, there is an algorithm that computes an 1 -embedding of G into O(log n) dimensions with distortion O(log 4.5 n) and calls A at most O(log 2 n) times, plus O(m) additional work and polylog(n) additional time.
We will focus our attention on a slightly different variant which we show implies Theorem 31:
Lemma 32. Let G = (V, E) be a graph with n vertices and m edges, and let A be an algorithm that inputs any vertex set S ⊆ V and outputs a (1 + 1/ log n)-approximate S-SSSP potential of G. Then, there is an algorithm that computes an 1 -embedding of G into O(log 2 n) dimensions with distortion O(log 3 n) and calls A at most O(log 2 n) times, plus O(m) additional work and polylog(n) additional time.
Lemma 32 is proved in Appendix E.2. We now show that Lemma 32 implies Theorem 31. Since the 1 and 2 metrics are at most a multiplicative √ k factor apart in dimension k, the embedding of Lemma 32 has distortion O(log 3 n) · O(log 2 n) = O(log 4 n) in the 2 metric. Next, apply Johnson-Lindenstrauss dimensionality reduction [JL84] on this set of vectors, reducing the dimension to O(log n) with a constant factor increase in the distortion. We now move back to the 1 metric, incurring another O( √ log n) factor in the distortion, for a total of O(log 4.5 n) distortion.
Sparsification and Recursion to Smaller Instances
In this section, we briefly overview the main ideas behind our sparsification process in order to reduce the 1 -embedding problem to approximate SSSP instances of sufficiently smaller size:
One key tool we will use is the concept of ultra-sparse spanners, introduced by Elkin and Neiman [KMP14a] . Here, we will rename them to ultra-spanners to further emphasize their connection to ultra-sparsifiers in [KMP14b, Pen16] . These are spanners that are so sparse that they are almost "tree-like" when the graph is sparse enough: a graph with (n − 1) + t edges for some small t (say, t = m/polylog(n)). We will utilize the following ultra-spanner construction, which is adapted from the one of [MPVX13] ; while theirs is not ultra-sparse, we modify it to be, at the expensive of an additional k factor in the stretch. The ultra-spanner algorithm is deferred to Appendix B.
Lemma 33. Given a weighted graph G with polynomial aspect ratio and a parameter k ≥ Ω(1), there is an algorithm to compute a k 2 -spanner of G with (n−1)+O( m log n k ) edges in O(m) work and polylog(n) time.
Why are ultra-spanners useful for us? Their key property, stated in the lemma below, is that we can compute an α-approximate SSSP potential on an ultra-spanner by recursively calling α-approximate SSSP potentials on a graph with potentially much fewer vertices. To develop some intuition on why this is possible, observe first that if a connected graph has (n − 1) edges, then it is a tree, and SSSP is very easy to solve on trees. If the graph has (n − 1) + t edges instead for some small value of t, then the graph is almost "tree-like" outside of at most 2t vertices: take an arbitrary spanning tree, and let these vertices be the endpoints of the t edges not on the spanning tree. We want to say that the graph is "easy" outside a graph on 2t vertices, so that we can solve a SSSP problem on the "hard" part of size O(t) and then extend the solution to the rest of the graph in an efficient manner. This is indeed our approach, and it models closely off the concept of a j-tree by Madry [Mad10] , which is also used in Peng's recursive maximum flow algorithm [Pen16] .
This recursion idea can be considered a vertex-sparsification step, following the edge-sparsification that the ultra-spanner achieves. We package the vertex-sparsification in the lemma below; while this lemma works for all t, the reader should imagine that t = m/polylog(n), since that is the regime where the lemma will be applied. Due to its length and technical involvement, the proof is deferred to Appendix A.
Lemma 34. Let G = (V, E) be a connected graph with aspect ratio M with n vertices and (n − 1) + t edges, and let α > 0 be a parameter. Let A be an algorithm that inputs a connected graph on at most 70t vertices and edges and aspect ratio O(M ) and outputs an α-approximate s-SSSP potential of that graph. Then, for any subset S ⊆ V , we can compute an α-approximate S-SSSP potential of G through a single call to A, plus O(m) additional work and polylog(n) additional time.
We now prove Theorem 21 assuming Lemma 34:
Proof (Theorem 21). Invoke Lemma 33 with k := Cβ log n for a large enough constant C > 0, producing a spanner H with (n−1)+O( m log n k ) edges and stretch at most k 2 = O(β 2 log 2 n). Since H is a spanner, we have min
so H has aspect ratio O(β 2 M ). Since G is connected, we have O(m log n/k) ≤ m/(70β) for C large enough, so H has at most (n − 1) + m/(70β) edges. Then, apply Lemma 34 on H with t := m/(70β), α := 1 + 1/ log n, and the algorithm A, producing an algorithm A H that inputs any vertex set S ⊆ V and outputs an (1 + 1/ log n)-approximate S-SSSP potential on H through a single call to A, plus O(m) additional work and polylog(n) additional time.
Next, apply Theorem 31 on the spanner H with algorithm A H , embedding H into O(log n) dimensions with distortion O(log 4.5 n) through O(log 2 n) calls to A H , which in turn makes O(log 2 n) calls to A; the additional work and time remain O(m) and polylog(n), respectively.
Finally, since H is a spanner for G with stretch O(β 2 log 2 n), the 1 -embedding of H with stretch O(log 4.5 n) is automatically an 1 -embedding of G with distortion O(β 2 log 2 n)·O(log 4.5 n) = O(β 2 log 6.5 n).
1 -Oblivious Routing and Sequential Transshipment
This section is dedicated to the sequential transshipment result (Theorem 4, restated below) and constitutes our main technical contribution of the paper.
Theorem 4 (Sequential transshipment). There is an algorithm that, given an undirected graph with nonnegative weights and polynomial aspect ratio, computes a (1 + )-approximation to minimum transshipment in time O((m log 10 n + n log 15 n) −2 (log log n) O(1) ).
Throughout the section, we make no references to parallel algorithms, keeping all our algorithms entirely sequential in an effort to focus solely on Theorem 4. Nevertheless, to a reader with parallel algorithms in mind, it should be clear that all algorithms in this section can be parallelized to require polylog(n) parallel time. To streamline the transition to parallel algorithms in the rest of the paper, we package a parallel version of the main routine in this section in an easy-to-use statement, Corollary 23.
Improved 1 -Oblivious Routing: Our Techniques
The key technical ingredient in our transshipment algorithm is an improved 1 -oblivious routing, scheme. Our algorithm begins similarly to Sherman's [She17b] : compute an 1 -embedding into low dimensions at a small loss in approximation. Sherman chooses dimension O( √ log n) and loses a 2 O( √ log n) factor in the distortion, and then constructs an oblivious routing in the embedded space in time exponential in the dimension. Our oblivious routing is polynomial in the dimension, so we can afford to choose dimension O(log n), giving us polylog(n) distortion. The benefit in the 1 -embedding is that we now have a nice geometric property of the vertices, which are now points in O(log n)dimensional space under the 1 metric.
At this point, let us provide some intuition for the oblivious routing problem in 1 space. Suppose for simplicity that the dimension is 1 (i.e., we are on the real line) and that all vertices have integer coordinates. That is, every vertex v ∈ V is now an integer on the real line, i.e., V ⊆ Z. We will now (informally) define the problem of oblivious routing on the line: 3
Here, there are only two locations with nonzero demand at the beginning: +1 demand at point 5 and −1 demand at point 14. The optimal routing for each b t has cost 9, and the routing costs of iterations t = 1, 2, 3, 4 are 1, 3, 5, and 3, respectively.
We
, and these demands sum to 0. Consider the following oblivious routing algorithm: for each iteration t = 1, 2, . . ., every point Figure 2 ). This is actually Sherman's oblivious routing in 1-dimensional space. He proves the following two properties of the routing:
1. After each iteration t, the optimal routing for the remaining points can never increase. (In Figure 2 , the optimal routing of each b t is exactly 9.)
2. The routing cost at each iteration t is at most the optimal cost of routing b t . (In Figure 2 , the routing costs of iterations t = 1, 2, 3, 4 are 1, 3, 5, and 3, respectively.)
Let us assume that V ⊆ [0, 1, 2, . . . , n c ] for some constanct c, that is, all points in V are nonnegative, polynomial-sized integers. Then, after log 2 (n c ) = O(log n) iterations, all points are either on 0 or 2 log 2 (n c ) . Thus, moving all demand from 0 to 2 log 2 (n c ) finishes the oblivious routing. From the two properties above, this oblivious routing can be shown to be O(log n)-competitive.
We believe this simple scheme provides a good intuition of what an oblivious routing algorithm requires. In particular, it must be unbiased, in that demand from a given vertex must be spread evenly to the left and right. This is because we do not know where the demands lie, so our best bet is to spread equal amounts of demand left and right.
Sherman's oblivious routing extends this idea to higher dimensions. The actual routing is more complicated to describe, but as an example, on iteration t = 1, a point x = (1, 1, 1, . . . , 1) will need to send b(x)/2 k flow to each of the 2 k points in {0, 2} k . In other words, the running time can be exponential in the dimension. This is where our oblivious routing algorithm deviates from Sherman's. To avoid the issue of sending flow to too many other points, we make use of random sampling: on each iteration, every point sends its flow to polylog(n) randomly chosen points close-by. These random points need to be correlated sufficiently well so that we can control the total number of points. (In particular, we do not want the number of points to increase by factor O(log n) each iteration, which would happen on a naive attempt.)
To solve this issue, we use the concept of randomly shifted grids popular in low-dimensional computational geometric algorithms [HP11] : overlay a randomly shifted grid of a specified size W in the R k -dimensional space. Every point sends a fraction of its demand to (say) the midpoint of the grid cell containing it. 4 The benefit in grid shifting is that many nearby points can coalesce to the same midpoints of a grid, controlling the growth of the number of points. We compute s = polylog(n) such grids, with each point sending 1/s fraction to the midpoint of each grid; this is to control the variance, so that we can apply concentration bounds to show that we are still approximately unbiased from each point.
Sherman's Framework
Below, we state a paraphrased version of Sherman's framework [She17b] . For the simplest reference, see Corollary 1 and Lemma 4 of [KNP19] . We also provide a proof via multiplicative weights in Appendix C, whose running time suffers an additional factor of log(n/ ) due to a binary search overhead. For Theorem 4, we will use the theorem below, while for the parallel algorithms, the weaker Theorem 24 suffices.
Theorem 35 (Sherman, paraphrased) . Given a transshipment problem, suppose we have already computed a matrix R satisfying:
Matrix-vector products with R and R T can be computed in M time
Then, for any transshipment instance with demand vector b, we can compute a flow vectorf and a vector of potentialsφ in O(κ 2 (m + n + M ) log(m)( −2 + log(1/β))) sequential time that satisfies:
The matrix R encodes the oblivious routing algorithm. Also, intuitively, the more efficient the oblivious routing, the sparser the matrix R, although this relation is not as well-defined. Nevertheless, there is an equivalence between oblivious routing schemes and matrices R that satisfy requirement (1) of Theorem 35. But since Sherman's framework uses steepest descent methods that involve matrix algebra, a matrix R with efficient matrix-vector multiplications is most convenient for the framework.
Our main technical result is computing such a matrix R efficiently:
Theorem 36 (Computing R). Given a transshipment problem, we can compute a matrix R with O(n log 5 n(log log n) O(1) ) nonzero entries, such that for any demand vector b,
The algorithm succeeds w.h.p., and runs in O(m log 2 n + n log 10 (log log n) O(1) ) sequential time.
With this fast routing algorithm in hand, our main theorem, restated below, follows immediately. Our proof uses low-stretch spanning trees [AN12] , so for a self-contained rendition, we remark after the proof that low-stretch spanning trees can be removed at the expense of another log n factor.
Proof. Apply Theorem 35 with the parameters κ := O(log 4.5 n) and M := O(n log 5 n(log log n) O(1) ) guaranteed by Theorem 36, along with β := Θ( /(log n log log n)). This takes time O(log 9 n · (m + n log 5 n) · log n · −2 · (log log n) O(1) ) = O((m log 10 n + n log 15 n) · −2 · (log log n) O(1) ), and outputs a flowf with
To route the remaining demand Af − b, for O(log n) independent iterations, compute a low-stretch spanning tree in O(n log n log log n) time with expected stretch O(log n log log n) [AN12] and solve (exact) transshipment in linear time on the tree. In each iteration, the expected cost is at most O(log n log log n) · β opt(b) = opt(b) for an appropriate choice of β, so w.h.p., one iteration has cost at most twice the expectation. Let f be this flow, which satisfies Cf 1 ≤ 2 opt(b) and Af = Af − b.
The composed flowf − f is our final flow, which satisfies
Finally, to obtain a (1+ )-approximation, we can simply reset ← /3. Remark 37. To eliminate the use of low-stretch spanning trees, we can set β := /n instead, picking up another log n factor in Theorem 35. Then, we can route the remaining demand along a minimum spanning tree, which is an (n − 1)-approximation of optimum, or at most (n − 1) βopt(b) ≤ opt(b).
Polynomial Aspect Ratio
Throughout this section, we assume that the input graph has polynomial aspect ratio, since that is assumed in Theorem 4.
Reduction to 1 Metric
The reduction to the 1 metric is standard, via Bourgain's embedding:
Theorem 39 (Fast Bourgain's embedding). Given a graph with m edges, there is a randomized O(m log 2 n) time algorithm that computes an 1 -embedding of the graph with distortion O(log 1.5 n) and dimension O(log n).
Proof (Sketch). Apply the fast embedding algorithm of [LLR95] in 2 , which runs in O(m log 2 n) randomized time and w.h.p., computes an 2 -embedding of the graph with distortion O(log n) and dimension O(log 2 n). Next, apply Johnson-Lindenstrauss dimensionality reduction [JL84] on this set of vectors, reducing the dimension to O(log n) with a constant factor increase in the distortion. Lastly, since the 1 and 2 metrics are at most a multiplicative √ k factor apart in dimension k, this same set of vectors in O(log n) dimensions has distortion O(log 1.5 n) in the 1 metric.
Finally, since our input graph is assumed to have polynomial aspect ratio, so do the embedded points under the 1 metric. In particular, suppose that before applying Theorem 39 we scaled the graph G so that the smallest edge had length 1. Then, the embedding satisfies the following:
Assumption 40 (Polynomial aspect ratio). For some constant c > 0, the vectors
Oblivious Routing on 1 Metric
In this section, we work under the 1 metric in O(log n) dimensions (the setting established by Theorem 39) with the additional Assumption 40. Our main technical result is:
Theorem 41. We can compute a matrix R with O(n log 5 n(log log n) O(1) ) nonzero entries, such that for any demand vector b,
The algorithm succeeds w.h.p., and runs in O(n log 10 (log log n) O(1) ) sequential time.
Together with the O(log n) additional distortion from Theorem 39, this proves Theorem 36. Before we begin with the algorithm, we first make a reduction from "w.h.p., for all b" to the weaker statement "for each b, w.h.p.". The former requires that w.h.p., the statement holds for every demand vector b, while the latter requires that for any given demand vector b, the statement holds w.h.p.
(Since there are uncountably many such b, the latter does not imply the former in general.) This simplifies our argument, since we only need to focus on a given demand vector b, which will often be fixed throughout a section. Before we state and prove the reduction, for each v ∈ V , let us define χ v : V → R as the function that is 1 at v and 0 elsewhere.
Lemma 42. Suppose a randomized algorithm outputs a matrix R such that for any given demand vector b, we have opt(b) ≤ Rb 1 with probability 1, and Rb 1 ≤ κ · opt(b) w.h.p. Then, this same matrix R satisfies the following stronger property: w.h.p., for any demand vector b, we have opt(b) ≤
. We claim that in this case, R actually satisfies opt(b) ≤ Rb 1 ≤ κ · opt(b) for all demand vectors b.
Fix any demand vector b, and suppose that the flow achieving opt
Then, we still have opt(b) ≤ Rb 1 by assumption, and for the other direction, we have
as desired.
We also introduce a specific formulation of a routing that helps in the analysis of our algorithm:
and is optimal for demand vector b if it minimizes cost(R) over all routings R satisfying b.
For example, if b = χ u − χ v for some u, v ∈ V , then one feasible routing (in fact, the optimal one) is R(u, v) = 1, R(v, u) = −1, and R(x, y) = 0 for all other pairs (x, y), which has cost 2 u − v 1 .
Note that cost(R) is actually twice the value of the actual transshipment cost in the 1 metric. However, since this notion of routing is only relevant in our analysis, and we are suffering a polylog(n) approximation anyway, we keep it this way for future simplicity.
Observation 44. Given a metric space (V, d) and demand vector b ∈ R V , opt(b) is equal to the minimum value of 1 2 cost(R) over all routings R that satisfy demand vector b. We first introduce our algorithm in pseudocode below, along with the following notations. For real numbers x and W > 0, define x W := x/W · W as the greatest (integer) multiple of W less than or equal to W (so that if W = 1, then x W = x ), and similarly, define x W := x/W · W as the smallest (integer) multiple of W greater than or equal to W .
The lines marked imaginary are actually not executed by the algorithm. They are present to define the "imaginary" routings R * t , which exist only for our analysis. We could have defined the R * Algorithm 1 Routing(V, b) Input:
(1) V , a set of n vectors in R k satisfying Assumption 40, where k = O(log n) (2) b ∈ R V , a (not necessarily demand) vector
as the optimal routing satisfying b 0 Imaginary 6: for iteration t = 0, 1, 2, . . . , T do 7:
W ← w t , a positive integer 8:
Initialize b t+1 : R V → R as the zero function 10: for independent trial j = 1, 2, . . . , s do 12:
Choose independent, uniformly random real numbers r 1 , . . . , r k ∈ [0, W )
13:
Define
is the set of points with flow after iteration t 17:
Route all demand in V T +1 to arbitrary vertex y in V T +1 25:
Proof Outline
The purpose of the "imaginary" routing R * t is to upper bound our actual cost. For R * t to be a reasonable upper bound, it should not increase too much over the iterations. These properties are captured in the two lemmas below, proved in Section 4.5.2:
Lemma 45. The total cost of routing on each iteration t (lines 17 and 18) is at most kw · cost(R * t ).
for each iteration t. The last routing on lines 24 and 25 is handled in Section 4.5.4:
Lemma 47. The total cost of routing on lines 24 and 25 is at most O(kw) · cost(R * T +1 ). The three lemmas above imply the following corollary:
Corollary 48. With probability 1 − n −ω(1) , the total cost of routing in the algorithm is at most O(kwT ) · opt(b).
Proof. By applying Lemma 46 inductively over all t, with probability 1 − n −ω (1) ,
By Lemma 45, the cost of routing on iteration t is at most kw · cost(R * t ) ≤ O(kw) · opt(b). Summing over all t, we obtain a total cost of O(kwT ) · opt(b) over iterations 0 through T . Finally, by Lemma 47, the cost of routing on lines 24 and 25 is at most O(kw) · cost(R * T +1 ) ≤ O(kw) · opt(b) as well.
At the same time, the routing should be "sparse", to allow for a near-linear time algorithm. Our sparsity is captured by the following lemma, proved in Section 4.5.3: This sparsity guarantee ensures that the matrix R that we compute is also sparse, specified in the lemma below, proved in Section 4.5.5:
Lemma 50. We can compute a matrix R such that Rb 1 approximates the cost of routing in Algorithm 1 to factor O(1), and R has O(sT n) = O(n log 5 n(log log n) O(1) ) nonzero entries. The algorithm succeeds w.h.p., and runs in time O(s 2 T n log n) = O(n log 10 n(log log n) O(1) ).
Finally, with Corollary 48 and Lemmas 49 and 50, we prove our main result below:
Proof. By Lemma 50, we can compute a matrix R that approximates the cost of routing in Algorithm 1 to factor O(1). By Corollary 48, this cost of routing is at most O(kwT ) · opt(b), and it is clearly at least opt(b). Thus, R approximates opt(b) by an O(kwT ) = O(log 3 n) factor. The requirements on R are guaranteed by Lemma 50.
Proof of Approximation
We first begin with a few invariants of Algorithm 1, whose proofs are trivial by inspection:
Invariant 51. At the end of iteration t, R satisfies demand vector b t+1 .
Proof. Suppose by induction on t that R satisfies demand vector b t at the beginning of iteration t.
Recall that for R to satisfy b t+1 at the end of iteration t, we must have u R(u, v) = b t+1 (v) for all v by then. For each v, we track the change in u R(u, v) and show that the total change on iteration 
Invariant 52. R * t+1 satisfies demand vector b t+1 .
Proof. Suppose by induction on t that R * t satisfies demand vector b t ; the base case t = 0 is trivial. Proof. The only changes to R * t+1 are the R * t+1 (h j (x), h j (y)) changes on line 21. By definition of h j , we have that h j (u) − h j (v) is a multiple of W = w t for all u, v.
Proof. For each trial j ∈ [s], by construction of h j (x) (line 13), we have (h j (x)) i − x i 1 ≤ kW , which incurs a cost of at most |b t (x)/s| · kW in the routing R (lines 17 and 18). Over all s iterations, each x ∈ R k with b t (x) = 0 is responsible for at most |b t (x)| · kW cost. We now bound x |b t (x)| · kW in terms of cost(R * t ). By Invariant 52, for each x with b t (x) = 0,
(Here, the summation is over the finitely many y that produce a nonzero summand.) Summing over all such x, we get
By Invariant 53, we have x − y 1 ≥ w t−1 for each (x, y) with R * t (x, y) = 0. Therefore,
Thus, the cost is at most
Claim 54. For each t ∈ [T + 1], R * t has support size n O(1) .
Proof. For each t ∈ [0, T ], by lines 20 and 21, every (x, y) with R * t (x, y) is responsible for creating at most s ≤ O(log 5 n) nonzero values in R * t+1 . Also, R * 0 is supported in V , so it has support size n O(1) . Therefore, R * t has support size at most n O(1) · s T +1 = n O(1) · (O(log 5 n)) O(log n/ log log n) = n O(1) .
Lemma 55. Fix two points (x, y) with R * t+1 (x, y) = 0, and fix a coordinate i ∈ [k]. With probability 1 − n −ω(1) , we have
Proof. Define δ i := x i − y i . First, if δ i = 0 ⇐⇒ x i = y i , then (h j (x)) i = (h j (y)) i with probability 1, so both sides of (5) are zero. Assume now that δ i > 0. Throughout the proof, we recommend the reader assume W = 1 so that x W is simply x , etc., since the proof is unchanged upon scaling W . Define {x} W := x − x W , the "remainder" of x when divided by W .
Observe that for each of the s independent trials, (h j (x)) i − (h j (y)) i = δ i W with probability
For j ∈ [s], define random variable X j as the value of (h j (x)) i − (h j (y)) i − δ i W /W on the j'th independent trial, so that X j ∈ {0, 1} and E[X j ] = {δ i } W /W for all j. We can express the LHS of (5) as
Define µ := j E[X j ] = (s/W ) {δ i } W . By Invariant 53 applied to iteration t − 1, we know that δ i is a multiple of w t−1 = W/w, so {δ i } ≥ W/w, which means µ ≥ s/w. Applying Chernoff bounds on the variables X 1 , . . . , X s ∈ [0, 1] with := 1/ log n, we obtain
This means that with probability 1 − n ω(1) ,
Finally, for the case δ i < 0, we can simply swap x and y and use the δ i > 0 case.
Lemma 46. With probability 1 − n −ω(1) , cost(R * t+1 ) ≤ (1 + 1 log n ) cost(R * t ) for each iteration t.
Proof. By lines 20 and 21, every (x, y) with R * t (x, y) = 0 is responsible for a total cost of s j=1
We now take a union bound over all such (x, y) (at most n O(1) many by Claim 54). By Lemma 55, we have that with probability 1 − n −ω(1) , the total cost is at most
Summing over all such (x, y), we obtain cost(R * t+1 ) ≤ (1 + 1 log n ) cost(R * t ), as desired.
Proof of Sparsity
Definition 56 (History graph; originate). Define the history graph H to be the following digraph on vertex set V (H) : Invariant 57. For each x with b t+1 (x) = 0, we have x ∈ V t+1 .
Proof. Every x ∈ V with value b t+1 (x) modified in line 19 is added into V t+1 in line 17.
Invariant 58. For each point v ∈ V and point x ∈ V t where (x, t) originates from v,
Proof. We prove the statement by induction on t; the base case t = 0 is trivial. For iteration t, for each v, x where (x, t) originates from v, we have 
For each trial j ∈ [s], consider the set S := {h j (x) : x ∈ B}; note that every y in lines 17 and 18 for this trial satisfies y ∈ S. We claim that this set has expected size O(1). To see why, observe that for each i ∈ [k], the value (h j (x)) i over all x ∈ B takes two distinct values with probability r/W and one value with probability 1 − r/W , and these events are independent over all i. Moreover, if k ≤ k of them take two distinct values, then |S| ≤ 2 k , and this happens with probability k
Over all s independent trials, the sets S together capture all points y such that (y, t) originates from v. The expected number of such points (y, t) is therefore at most O(s).
Proof of Last Routing (lines 24 and 25)
Lemma 47. The total cost of routing on lines 24 and 25 is at most O(kw) · cost(R * T +1 ).
Proof. We can follow the proof of Lemma 45 to obtain (4), where W := w T +1 in this case. By
. By Assumption 40, the vertices v ∈ V are at most n c ≤ w T apart from each other in 1 distance. This means that the points x ∈ V T +1 are at most O(kw T +1 ) apart in 1 distance. Therefore, the routing on lines 24 and 25 has cost C ≤ x |b T +1 (x)| · O(kw T +1 ). Combining this with (4) gives
which means C ≤ O(kw) · cost(R * T +1 ), as desired.
Computing the Matrix R
First, we can modify Algorithm 1 to construct the graph H without changing the running time, since every edge added to H can be charged to one execution of line 17. Now for any vector b ∈ R V not necessarily satisfying 1 · b = 0, let R b be the value of R once Algorithm 1 is run on b. First, we will henceforth assume the following for simplicity:
Assumption 60. For each b, every (x, y) is updated at most once in R b (x, y) throughout Algorithm 1.
Intuitively, Assumption 60 is true with probability 1 because two different randomly shifted grids in Algorithm 1 align perfectly with probability 0. More specifically, the probability that h j (x) = h j (x ) for two distinct x, j and x , j (possibly not even at the same iteration) is 0.
Lemma 61. Assuming Assumption 60, we have that w.h.p., for each b and iteration t,
Proof. 
Summing over all i ∈ [k], we obtain
At this point, let us assume that every statement holds in the proof so far, which is true w.h.p. Fix a demand vector b; by Assumption 60, each term in the sum x,y: bt(x) =0 |R b (x, y)| · x − y 1 appears exactly once in line 17, so it must appear on iteration t. In particular, the terms can be exactly partitioned by x. Every x with b t (x) = 0 contributes s j=1 |b t (x)/s| · x − h j (x) 1 to the sum (line 17), which is within 1 4 kW |b t (x)|, 3 4 kW |b t (x)| . Summing over all x proves (7).
Therefore, by Lemma 61, to estimate the final routing cost x,y |R b (x, y)| · x − y 1 by an O(1) factor, it suffices to compute the value
Remark 62. The purpose of reducing to summing over the values |b t (x)| is to save a factor s in the running time; if we did not care about extra polylog(n) factors, we could do without it.
Assuming Assumption 60, our goal is to construct a sparse matrix R so that Rb 1 equals (8). To do so, our goal is to have each coordinate in Rb represent kw t b t (x) for some t, x with b t (x) = 0. This has the benefit of generalizing to general demands b by the following linearity property:
Claim 63. Every value b t (x) for t ∈ {0, 1, 2, . . . , T + 1}, x ∈ R k is a linear function in the entries of b ∈ R V .
Proof. We show this by induction on t; the base case t = 0 is trivial. For each t > 0, the initialization b t+1 as the zero function is linear in b, and by line 19, each update of some b t+1 (y) adds a scalar multiple of some b t (x) to b t+1 (y). Since b t+1 (y) was linear in b before the operation, and since b t (x) is linear in b by induction, b t+1 (y) remains linear in b.
To exploit linearity, we consider the set of "basis" functions R b where b = χ v for some v ∈ V . (Again, note that χ v is not a demand vector, but we do not require that property here.) Proof. We first show by induction on t that if b t (x) = 0 for x ∈ R k , then (x, t) originates from v; the base case t = 0 is trivial. For each t > 0, the only way some b t+1 (y) is updated (line 19) is if there exist x ∈ R k with b t (x) = 0 and y = h j (x) for some j ∈ [s]. By induction, x originates from v, and by definition of the history graph H, there is a directed edge ((x, t), (y, t + 1)) in H added when line 17 is executed for this pair x, y. Therefore, there is a path from (v, 0) to (y, 1) in H, and y also originates from v.
Therefore, for each t, the number of points x ∈ R k satisfying b t (x) is at most the number of vertices (x, t) ∈ V (H) originating from v, which by Lemma 59 is O(s) in expectation.
Finally, the functions b t can be computed by simply running Algorithm 1. O(s) time is spent for each (x, t) with b t (x) = 0 (assuming the entries of R χv are stored in a hash table), giving O(s 2 ) expected time for each iteration t.
Proof. We run Algorithm 1 for each demand χ v over the same randomness (in particular, the same choices of h j ); define b χv t to be the function b t on input χ v . Let b t be the functions on input b. By linearity (Claim 63), we have that for each t, x,
By Lemma 49, the functions b χv t for all t, χ v can be computed in O(s 2 T n) total time in expectation. We now construct matrix R as follows: for each t, x with b χv t (x) = 0 for at least one χ v , we add a row to R with value kw t b χv t at each entry v ∈ V . The dot product of this row with b, which becomes a coordinate entry in Rb, is exactly
Hence, Rb 1 is exactly (8), which approximates the routing cost to factor O(1) by Lemma 61, assuming Assumption 60 (which holds with probability 1). Finally, by Lemma 49, R has O(sT n) entries in expectation. Lastly, we address the issue that the algorithm only runs quickly in expectation, not w.h.p. Our solution is standard: run the algorithm O(log n) times, terminating it early each time if the running time exceeds twice the expectation. Over O(log n) tries, one will finish successfully w.h.p., so the final running time has an extra factor of O(log n), hence O(s 2 T n log n).
Parallel Transshipment
By inspection, the entire Algorithm 1 is parallelizable in O(m) work and polylog(n) time. The only obstacle to the entire 1 -oblivious routing algorithm is the initial 1 -embedding step, and the only hurdle to the final proof of Theorem 4 is the final low-stretch spanning step. The latter we can handle with Remark 37, since minimum spanning tree can be computed in parallel with Boruvka's algorithm. We state the following corollary below to be used in our parallel algorithms.
A Vertex Sparsification and Recursion
This section is dedicated to proving the vertex-sparsification lemma, Lemma 34, restated below:
A.1 Case S = {s} of Lemma 34
In this section, we first prove Lemma 34 for the case when S = {s} for a single source s ∈ V in the lemma below. We then extend our result to any set S ⊆ V in Appendix A.4.
Lemma 64. Let G = (V, E) be a connected graph with n vertices and (n − 1) + t edges, and let α > 0 be a parameter. Let A be an algorithm that inputs a connected graph on at most 5t vertices and edges and outputs an α-approximate s-SSSP potential of that graph. Then, for any source s ∈ V , we can compute an α-approximate s-SSSP potential of G through a single call to A, plus O(m) additional work and polylog(n) additional time.
Our approach is reminiscent of the j-tree construction of Madry [Mad10] , but modified to handle SSSP instead of flow/cut problems. 5 First, compute a spanning tree T of G, and let S 0 ⊆ V be the endpoints of the t edges in G − T together with the vertex s, so that |S 0 | ≤ 2t + 1. Next, let T 0 be the (tree) subgraph in T whose edges consist of the union of all paths in T between some pair of vertices in S 0 . The set T 0 can be computed in parallel as follows:
1. Root the tree T arbitrarily, and for each vertex v ∈ V , compute the number N (v) of vertices in S 0 in the subtree rooted at v.
2. Compute the vertex v with maximum depth satisfying N (v) = |S 0 |; this is the lowest common ancestor lca(S 0 ) of the vertices in S 0 .
3. The vertices in T 0 are precisely the vertices v in the subtree rooted at lca(S 0 ) which satisfy N (v) = 0.
Let S 3 be the set of vertices in T 0 whose degree in T 0 is at least 3, and let S := S 0 ∪ S 3 . Starting from T 0 , contract every maximal path of degree-2 vertices disjoint from S into a single edge whose weight is the sum of weights of edges on that path; let T 1 be the resulting tree. Since every leaf in T 0 is a vertex in S 0 , and since every degree-2 vertex disjoint from S is contracted, the vertex set of T 1 is exactly S. We furthermore claim the following:
Claim 65. T 1 has at most 4t vertices and edges.
Proof. Let n 1 , n 2 , and n ≥3 be the number of vertices in T 1 of degree 1, 2, and at least 3, respectively. Since every leaf in T 0 is a vertex in S 0 , we have n 1 ≥ |S 0 |. Also, since T 1 is a tree, it has n 1 +n 2 +n ≥3 −1 edges, and since the sum of degrees is twice the number of edges, we have
The number of vertices in T 1 is exactly n 1 + n ≥3 , which is at most 2|S 0 | − 2 ≤ 4t. The edge bound also follows since T 1 is a tree.
Let G 1 be T 1 together with each edge in G − T added to its same endpoints (recall that no endpoint in G − T is contracted). Since T 1 has at most 4t vertices and edges by Claim 65, and since we add t additional edges to form G 1 , the graph G 1 has at most 4t vertices and 5t edges.
Finally, let G 0 be T 0 together with each edge in G − T added to its same endpoints, so that G 0 is exactly G 1 with the contracted edges expanded into their original paths. Since every edge in G − T is contained in G 0 , we have that G − G 0 is a forest. We summarize our graph construction below, which will be useful in Appendix A.4.
Lemma 66. Let G = (V, E) be a graph with n vertices and (n − 1) + t edges, and let T be an arbitrary spanning tree of G. We can select a vertex set V 0 ⊆ V and define the graph G 0 := G[V 0 ] such that (i) G − G 0 is a forest, and (ii) we can contract degree-2 paths from G 0 into single edges so that the resulting graph G 1 has at most 4t vertices and 5t edges. The contracted edges in G 1 have weight equal to the total weight of the contracted path. This process takes O(m) work and polylog(n) time.
It is easy to see that the aspect ratio of G 1 is O(M ). Now, call A on G 1 with s as the source (recall that s ∈ S 0 ⊆ S = V (G 1 ), so it is a vertex in G 1 ), obtaining an SSSP potential φ 1 for G 1 . It remains to extend φ 1 to the entire vertex set V .
A.2 Extending to Contracted Paths
First, we extend φ 1 to the vertices (of degree 2) contracted from T 0 to T 1 . More precisely, we will compute a SSSP potential φ 0 (v) on the vertices in G 0 that agrees with φ 1 on V (G 1 ).
note that these values are the same if we had replaced the path by its reverse (v , v −1 , . . . , v 0 ) instead.
Proof. Observe that any simple path P in G 0 between u, v ∈ V (G 1 ) must travel entirely along any path of degree-2 vertices sharing an edge with P . Therefore, for every contracted path in G that shares an edge with P , we can imagine contracting that path inside P as well. Since paths of degree-2 are contracted to an edge whose weight is the sum of weights of edges along that path, the total weight of P does not change. Since P is now a path in G 1 , this shows that d G1 (u, v) ≤ d G0 (u, v). Conversely, any path in G 1 can be "un-contracted" into a path in G 0 of the same length, so we have d G0 (u, v) ≤ d G1 (u, v) as well, and equality holds.
Claim 68. The vector φ 0 is an α-approximate s-SSSP potential of G 0 .
Proof. We first prove property (2). Since φ 0 (v) = φ 1 (v) for v ∈ V (G 1 ), property (2) holds for φ 0 for edges G 1 that were not contracted from a path in G 0 . For an edge (u, v) that was contracted, there is a contracted path v 0 , v 1 , . . . , v where u = v j and v = v j+1 for some j. First, suppose that
Then,
, we can simply swap u and v.
We now focus on property (1) . Since φ 0 (v) = φ 1 (v) for v ∈ V (G 1 ), and since d G0 (u, v) = d G1 (u, v) for u, v ∈ V (G 1 ) by Claim 67, property (1) holds for u, v ∈ V (G 1 ). We now prove property (1) for vertices v / ∈ V (G 1 ).
is the shortest length of any (simple) path from s to v that passes through v 0 , and similarly, d := d G0 (s, v ) + i=j+1 w(v i−1 , v i ) is the shortest length of any (simple) path from s to v that passes through v . Furthermore, d G0 (s, v) = min{d 0 , d }. We have
and similarly,
It follows that
proving property (1).
A.3 Extending to Forest Components
It remains to extend φ 0 to an SSSP potential in the original graph G. First, recall that all edges in G − T have endpoints inside S = V (G 1 ) ⊆ V (G 0 ), which means that G − E(G 0 ) is a forest contained in T . Moreover, since G 0 ∩ T = T 0 is connected, every connected component (tree) in G − E(G 0 ) shares exactly one endpoint with V (G 0 ) (otherwise, there would be a cycle in T ). Therefore, any simple path between two vertices in V (G 0 ) must be contained in G 0 . Since G 0 is itself an induced subgraph of G, in particular with the same edge weights, we have d G (u, v) = d G0 (u, v) for all u, v ∈ V (G 0 ). In addition, for each component (tree) C in the forest G − E(G 0 ) that shares vertex r with V (G 0 ) (which could possibly be s), any path from s to a vertex in C must pass through r. In particular, the shortest path from s to a vertex v ∈ C consists of the shortest path from s to r (possibly the empty path, if r = s) concatenated with the (unique) path in C from r to v. It follows that
With these properties of G in mind, let us extend φ 0 to the potential φ on V as follows:
Claim 69. The vector φ is an α-approximate s-SSSP potential of G.
Proof. Since φ 0 and φ agree on V (G 0 ), and since G[V (G 0 )] and G 0 agree on their edges (including their weights), property (1) of Definition 11 holds for all v ∈ V (G 0 ) and property (2) holds for all u, v ∈ V (G 0 ). Now fix a connected component C of G − E(G 0 ) sharing vertex r with V (G 0 ). For each vertex v ∈ C, we have Figure 3 : Construction of the graph G 2 .
proving property (1) for vertices in C. For property (2), consider an edge
proving property (2).
A.4 Generalizing to S-SSSP
Of course, Lemma 34 requires calls to not just s-SSSP, but S-SSSP for a vertex subset S ⊆ V . In this section, we generalize the algorithm to work for S-SSSP for any S ⊆ V .
Lemma 70. Let G = (V, E) be a connected graph with n vertices and (n−1)+t edges, and let α > 0 be a parameter. Let A be an algorithm that inputs (i) a connected graph on at most 70t vertices and edges with aspect ratio O(M ) and (ii) a source vertex s, and outputs an α-approximate s-SSSP potential of that graph. Then, for any subset S ⊆ V , we can compute an α-approximate S-SSSP potential of G through a single call to A, plus O(m) additional work and polylog(n) additional time.
Let G 0 and G 1 be the graphs guaranteed from Lemma 66, and let V 0 , V 1 ⊆ V be their respective vertex sets. Consider the set C of connected components (trees) in G − G 0 ; for each component C ∈ C, let r(C) be the vertex shared between C and V 0 , and let C be the set of components C with S ∩ (V (C) \ {r(C)}) = ∅. Root each component C ∈ C at r(C), and let C ↑ be the subgraph of C induced by the vertices that have no ancestor in S ∩ (V (C) \ {r(C)}) (see Figure A .4); we will first focus our attention on C ↑ . Let d(C) := d C (r(C), S ∩ V (C)) = d C ↑ (r(C), S ∩ V (C ↑ )) be the distance from r(C) to the closest vertex in S ∩ V (C), which must also be in S ∩ V (C ↑ ).
Next, consider all paths P in G 0 that were contracted into edges in C 1 ; for each such path P , let r 1 (P ), r 2 (P ) ∈ V 1 be the two endpoints of P . Let P be the paths P which satisfy S ∩ (V (P ) \ {r 1 (P ), r 2 (P )}) = ∅. For i = 1, 2, let v i (P ) be the vertex on P closest to r i (P ), and define d i (P ) := d P (r i (P ), v i (P )) = d P (r i (P ), S ∩ V (P )). Note that it is possible that v 1 (P ) = v 2 (P ), which happens precisely when |S ∩ V (P )| = 1. Define P ↑ to be the union of the path from r 1 (P ) to v 1 (P ) and the path from r 2 (P ) to v 2 (P ). Again, we first focus on P ↑ .
We construct a graph G 2 as follows. The vertex set is V 2 := V 1 ∪ C∈C V (C ↑ ) ∪ P ∈P V (P ↑ ) ∪ {s} for a new vertex s. Add the graph G 1 onto the vertices V 1 , and for each C ∈ C and P ∈ P, add the graphs C ↑ and P ↑ into V (C ↑ ) and V (P ↑ ), respectively. For each vertex v ∈ S ∩ V 1 , add an edge of weight 0 between s and v, adding a total of |S ∩ V 1 | ≤ |V 1 | ≤ 4t edges. Next, for each C ∈ C, add an edge from s to r(C) of weight d(C), and for each P ∈ P, add an edge from s to r i (P ) of weight d i (P ) for i = 1, 2. Since every component C ∈ C has a distinct r(C) ∈ V 1 , we have |C| ≤ |V 1 | ≤ 4t. Since every path P ∈ P gets contracted to a (distinct) edge in G 1 , we have |P| ≤ |E(G 1 )| ≤ 5t. Therefore, we add at most 13t edges from s. Claim 71. G 2 has at most (|V 2 | − 1) + 14t edges, and for every vertex v ∈ V 2 \ {s}, we have d G2 (s, v) ≥ d G (S, v) .
Proof. Since G has (n − 1) + t edges, there exists some t edges F ⊆ E such that G − F is a tree. This means that G[V 2 \ {s}] has at most (|V 2 \ {s}| − 1) edges in G − F , and since |F | = t and we added at most 13t extra edges, G 2 has at most (|V 2 \ {s}| − 1) + 14t edges.
To prove the second statement, consider a vertex v ∈ V 2 \ {s}, and let P be the shortest path from s to v in G 2 . If the first edge on the path (adjacent to s) its other endpoint (besides s) inside V 1 ∩ S, then this edge has weight 0, and the path P minus that first edge is a path in G 1 from S to v of equal weight. Then, for each edge on the path formed by contracting a path in G to an edge in G 1 , we can expand the edge back to the contracted path, obtaining a path the same weight in G.
Next, suppose that the first edge connects to vertex r(C) for some C ∈ C. In this case, we replace that edge with the path in C ↑ from S ∩ V (C ↑ ) to r(C ↑ ) of weight d(C). The new path is a path in G 1 from V to v of the same weight, and we can expand contracted edges as in the first case.
Otherwise, the first edge must connect to a vertex r i (P ) for some P ∈ P and i ∈ {1, 2}. In this case, we similarly replace that edge with the path in P ↑ from S ∩ T (P ↑ ) to r i (P ↑ ) of weight d(P ), and the rest of the argument is analogous.
It is clear that G 2 has aspect ratio O(M ). We now apply Lemma 64 on G 2 with source s and algorithm A (note that 70t = 5 · 14t), obtaining an s-SSSP potential φ 2 on V 2 . W.l.o.g., we can assume that φ 2 (s) = 0, since we can safely add any multiple of 1 to φ 2 (s). We now extend φ 2 to V by setting
We next define a potential φ C on V as follows. Since each C ∈ C and P ∈ P is a tree, this can be done efficiently in parallel as stated below, whose proof we defer to Appendix E.3.
Lemma 72. Given a tree T = (V, E) and a set of sources S ⊆ V , we can compute an exact S-SSSP potential in O(m) work and polylog(n) time.
Claim 73. The vector φ is an α-approximate S-SSSP potential of G.
Proof. Since φ(s) = 0 for all s ∈ S, property (0) of Definition 16 holds. We now prove property (1) . Fix a vertex v ∈ V , and suppose first that φ(v) = φ 2 (v) (i.e., the minimum is achieved at φ 2 (v)). Then, by Claim 71,
The remaining case φ(v) = φ P (v) is analogous, with every instance of C and C replaced by P and P, respectively. We now focus on property (2). Note that if φ 2 , φ C , φ P each satisfied property (2), then by Observation 15, φ would as well. In fact, a more fine-grained variant of Observation 15 states that for any edge
Hence, we only need to consider edges for which
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We first focus on i = 2. Observe that by property (1) on φ 2 , the only edges (u, v) ∈ E for which |φ 2 (u) − φ 2 (v)| > d G (u, v) are those where φ 2 (u) < ∞ and φ 2 (v) = ∞ or vice versa. 6 Let us assume w.l.o.g. that φ 2 (u) < ∞ and φ 2 (v) = ∞; by construction, we must either have u ∈ S ∩ V (C ↑ ) for some C ∈ C or u ∈ S ∩ V (P ↑ ) for some P ∈ P. In the former case, since φ C (u) = 0 and φ(u) ≥ 0, we must have φ(u) = 0, and since φ C (v) < ∞ and φ 2 (v) = φ P (v) = ∞, we also have φ(v) = φ C (v). We thus have, for some C ∈ C,
so edge (u, v) satisfies property (2), as needed.
Next, consider the case i = C. By construction, the only edges (u, r) ∈ E for which |φ C (u)−φ C (r)| > d G (u, v) are those where φ C (u) < ∞ and φ C (r) = ∞ or vice versa. Assuming again that φ C (u) < ∞ and φ C (r) = ∞, we must have u ∈ V (C) and r = r(C) for some C ∈ C. By construction, we must have φ(r) = φ 2 (r) and φ(u) = min{φ 2 (u), φ C (u)}. By property (2) of φ 2 , we have |φ 2 (u) − φ 2 (r)| ≤ w(u, r), so it suffices to show that φ C (u) ≥ φ(r) − w(u, r), from which |φ(u) − φ(r)| ≤ w(u, r) will follow.
By Observation 13 and the fact that φ(s) = 0, we have φ 2 (r) ≤ d G2 (s, r). Also, by construction of
The case i = P is almost identical to the case i = C, except we now have r = r 1 (P ) or r = r 2 (P ). Since the rest of the argument is identical, we omit the proof.
B Ultra-spanner Algorithm
In this section, we present our algorithm for constructing an ultra-spanner. It is a modification of the weighted spanner algorithm of [MPVX13] , where we sacrifice more factors in the spanner approximation for the needed ultra-sparsity.
Our ultra-spanner algorithm closely resembles the weighted spanner algorithm of [MPVX13] . Their algorithm outputs an O(k)-spanner with O(n 1+1/k log k) edges, which is not ultra-sparse and therefore insufficient for our purposes. However, the log k factor of their algorithm comes from splitting the graph into O(log k) separate ones, computing a spanner for each, and taking the union of all spanners. We modify their algorithm to consider only one graph, at the cost of an extra k-factor in the stretch, which is okay for our application. We first introduce the subroutine ESTCluster from [MPVX13] (which dates back to MPX) and its guarantee, whose proof we sketch for completeness.
Algorithm 2 ESTCluster(G = (V, E), β ∈ (0, 1]) 1: For each vertex u, sample δ u independently from the exponential distribution with mean 1/β 2: Create clusters by defining C u := {v ∈ V : u = arg min u ∈V d(u , v) − δ u }, with ties broken by a universal linear ordering of V . If u ∈ C u , then u is the center of cluster C u 3: Return the clusters C u along with a spanning tree on each cluster rooted at its center.
Lemma 74. For each edge in E, the probability that its endpoints belong to different clusters is at most β.
Proof. Fix an edge (v, v ) ∈ E, and let u 1 , u 2 ∈ V be the vertices achieving the smallest and secondsmallest values of d(u , v) − δ u over all u ∈ V , with ties broken by the linear ordering of V . (In particular, v ∈ C u1 .) Let us condition on the choices of u 1 , u 2 and the value of d(u 2 , v) − δ u2 . First, suppose that u 1 ≤ u 2 in the linear ordering (that is, u 1 is preferred in the event of a tie). Then, we know that
So far, we are conditioning on the event δ u1 ≥ d(u 1 , v) − d(u 2 , v) + δ u2 . By the memoryless property of exponential variables, with probability 1 − e −β , we have δ u1 ≥ (d(u 1 , v) − d(u 2 , v) + δ u2 ) + 1. In that case, we also have
so v ∈ C u1 as well and edge (v, v ) is not sampled.
If u 1 ≥ u 2 in the linear ordering instead, then we know that
and the proof proceeds similarly.
Overall, for each edge in E, the probability that its endpoints belong to different clusters is at most
We now proceed to our ultra-spanner algorithm. Without loss of generality, the edge weights of G range from 1 to W for some W = poly(n). For positive real numbers x and k, define x k := max{k α : α ∈ Z, k α ≤ x} as the largest integer power of k less than or equal to x. Let G k = (V, E k ) be the graph G with the weight w(u, v) of each edge (u, v) ∈ E replaced by w(u, v) k , so that in particular, all edge weights in G are now nonnegative integer powers of k. For each α ∈ {0, 1, 2, . . . , W k }, define E α ⊆ E k as the set of edges in G k with weight k α .
Algorithm 3 Ultraspanner( G k = (V, E k )) 1: Initialize H 0 ← ∅ H i ⊆ E k will be edges contracted over the iterations 2: Initialize S k ← ∅ S k ⊆ E k will be the edges in the spanner 3: for α = 0, 1, 2, . . . , W k do 4:
, . . . be the connected components of H α−1
5:
Let Γ α be the graph formed by starting with (V, E α ) and contracting each V α−1 i into a single vertex 6:
Run ESTCluster on the (unweighted version of) Γ α with β := C ln n k on Γ α for sufficiently large C, and let F ⊆ Γ α be the forest returned 7:
Add to S k all edges e in Γ α whose endpoints lie in different connected components of F 10: return S k as the spanner Lemma 75. If Ultraspanner succeeds (for a notion of success to be mentioned), then the output S k is a k-spanner with at most n − 1 + O( m log n k ) edges. We can define our success condition so that it happens with probability at least 1/3, and that we can detect if the algorithm fails (so that we can start over until it succeeds). Altogether, we can run the algorithm (repeatedly if necessary) so that w.h.p., the output S k is a k-spanner of G k with at most n − 1 + O( m log n k ) edges, and it takes O(m) work and O(k) time.
Proof. We say that Ultraspanner fails if on any iteration α, some δ v in the computation of ESTCluster satisfies δ v > k/6. Observe that if the algorithm does not fail, then every call to ESTCluster takes O(k) time (and O(m) work) and returns clusters with diameter at most 2 · k/6 = k/3. We now bound the probability of failure: for any given vertex v in some Γ α , the probability that δ v > k/6 is e −βk/6 = e −(C/6) ln n = n −C/6 . There are at most n vertices in each Γ α , and at most log k W + 1 = O(1) many iterations since G has bounded aspect ratio, so taking a union bound, the failure probability is at most O(n −C/6+1 ).
Assume now that Ultraspanner does not fail. Then, we prove by induction on α that the diameter of each connected component of H α is at most k α+1 . This is trivial for α = 0, and for α > 0, suppose by induction that the statement is true for α − 1. Since the algorithm does not fail, ESTCluster returns clusters with (unweighted) diameter at most k/3. In the weighted Γ α , these clusters have diameter at most k/3 · k α = k α+1 /3. Observe that H α is formed by starting with these clusters and "uncontracting" each vertex into a component of H α−1 . By induction, each component in H α−1 has diameter at most k α . Therefore, between any two vertices in a common component of H α , there is a path between them consisting of at most k/3 edges of length k α and at most k/3 + 1 subpaths each of length at most k α , each inside a component in H α−1 . Altogether, the total distance is at most k/3 · k α + (k/3 + 1) · k α ≤ k α+1 (assuming k ≥ 3).
Let us now argue that the stretch of S k is at most k if the algorithm does not fail. Observe that the edges added to S k in line 9 on an iteration α are precisely the edges whose endpoints belong to different clusters in the corresponding ESTCluster call. Conversely, any edge e ∈ E α not added to S k have both endpoints in the same cluster. By the previous argument, this cluster has diameter at most k α+1 assuming that the algorithm does not fail. Therefore, the stretch of edge e is at most k.
Finally, we bound the number of edges in the output S. By Lemma 74, for the ESTCluster call on iteration α, every edge in E α has its endpoints in different clusters with probability at most β, which is when it is added to S k in line 9. Over all iterations α, the expected number of edges added to S k in line 9 is at most βm. By Markov's inequality, with probability at least 1/2, there are at most 2βm edges added in line 9. If this is not the case, we also declare our algorithm to fail. Note that the failure probability now becomes at most 1/2 + O(n −C/6+1 ) ≤ 2/3 (for C large enough). Moreover, it is easy to see that the edges added to S on line 7 form a forest, so at most n − 1 are added there. Altogether, if the algorithm succeeds, then there are at most (n − 1) + 2βm = (n − 1) + O( m log n k ) edges in the output, which is a k-spanner.
Lastly, Ultraspanner can clearly be implemented to run in O(m) work and O(k) time. Moreover, we only need to repeat it O(log n) times before it succeeds w.h.p.
Using Lemma 75, we now prove Lemma 33 as follows. Let S ⊆ E be the corresponding spanner in G sharing the same edges as S k ⊆ E k (with possibly different weights). Intuitively, since G k approximates the edge weights of G up to factor k, the k-spanner S should be a k 2 -spanner on G. More formally, given an edge (u, v) ∈ E, let u = v 0 , v 1 , . . . , v = v be the shortest path in S k . We have
Therefore, S is a k 2 -spanner of G.
C Sherman's Framework via Multiplicative Weights
In this section, we provide a self-contained proof of Theorem 35 using the multiplicative updates framework at the loss of an additional log(n/ ), which can be disregarded in our parallel algorithms.
1. For all demand vectors b ∈ R n ,
and if the inequality is true, then the vector y := −sign(RA e∈E (p + e χ e − p − e χ e ) + 1 t Rb) is a solution, so the oracle outputs it.
We set the error parameter δ to be /(2κ). Then, either the algorithm of Theorem 76 outputs p that violates (10) on some iteration, or after a number of iterations (depending on ρ, which we have yet to bound), the average of all vectors y computed over the iterations satisfies
First, suppose that the second case holds:
Claim 78. Suppose Theorem 76 outputs a vector y satisfying (11). Then, we can compute a potential φ satisfying condition (2).
Proof. Consider the vector φ 0 := −(y T R) T . We have
Let φ be the vector φ 0 scaled up so that 1
Since φ satisfies the transshipment dual constraints, it is a potential. Moreover, φ T b = t, so φ satisfies condition (2).
Let us now consider the first case: 
Let y := i∈[t] y (i) , so that this becomes
Therefore, f will only flow from u to v if (y T R) u < (y T R) v ; it follows that such a flow cannot produce any cycles.
We now bound the value ω needed for Theorem 76, which in turn bounds the number of iterations T .
is (1 + /4) of optimal, we should expect the distances d T (s, v) to be within (1 + /4) of optimal as well. (This is not quite true, since vertices with large distances carry more weight in this (weighted) average.) However, what we need is that all distances are near-optimal. This is where the potential φ is useful: using it, we can approximately tell which vertices have near-optimal distances. Then, among the vertices V ⊆ V \ s whose distances are not near-optimal, we then compute another transshipment instance with demands v∈V (1 v −1 s ) and repeat the process. As long as the set of remaining vertices V drops by a constant factor each round in expectation, we only require O(log n) rounds w.h.p.
To construct the potential, our strategy is simple: we simply take the coordinate-wise maximum of all potentials φ found over the iterations (assuming φ(s) = 0 always). For each vertex v ∈ V \ s, since at least one iteration computes a near-optimal distance for v, the corresponding potential is also near-optimal.
Constructing the specific SSSP tree requires a little more care. We now describe our algorithm in pseudocode below.
Algorithm 4 TS-to-SSSP(G = (V, E), β ∈ (0, 1])
V is the set of vertices whose distances still need to be computed 2: Initialize d * : V \ s → R ∪ ∞ as d * (v) = ∞ everywhere d * tracks the best distance found for each vertex v 3: Initialize p * : V \ s → V ∪ {⊥} as p * (v) = ⊥ everywhere p * is the "parent" function, used to construct the final SSSP tree 4: Initialize φ * : V \ s → R as φ * (v) = 0 everywhere φ * tracks the best potential found for each vertex v
By a Markov's inequality-like argument, we have v∈V good
For each v ∈ V good , by Markov's inequality on the nonnegative random variable d(v) − d(s, v), with probability at least 1/2, we have
so vertex v is removed from V with probability at least 1/2. In other words, the contribution of v to the expected decrease of u∈V d(s, u) is at least 1 2 φ v . Since
this expected decrease is at least
which is a constant factor.
E Omitted Proofs

E.1 Proof of Lemma 25
Lemma 25. Given a transshipment instance with graph G = (V, E) with n vertices and m edges and an integer demand vector b satisfying |b v | ≤ M for all v ∈ V , we can transform G into another graph G on n vertices and at most m edges such that G has aspect ratio at most n 4 M , and opt G (b) ≤ opt G (b) ≤ (1 + 1/n 2 ) opt G (b). The transformation takes O(m) work and polylog(n) time.
Proof. Suppose that the demand vector b satisfies b v ∈ {0, 1, 2, . . . , n C } for all v ∈ V , for some constant C. First, compute a minimum spanning tree T of the graph G = (V, E), 7 and compute the optimal transshipment cost where the input graph is T instead, which is easily done efficiently since T is a tree. Since T is a minimum spanning tree, it is easy to see that for any vertices u, v ∈ V , we have d G (u, v) ≤ d T (u, v) ≤ (n − 1) · d G (u, v), i.e., the stretch of T is at most (n − 1). Define Z := opt T (b) as the optimal transshipment cost on T ; it follows that
To construct G, we start with G and remove all edges of weight more than Z from G, and then add Z/n C+5 weight to each remaining edge in the graph. Clearly, G has aspect ratio poly(n) and satisfies opt G (b) ≤ opt G (b). It remains to show that opt G (b) ≤ 1 + 1 n 2 opt G (b).
7 This can be computed work-efficiently in Parallel, e.g., with Boruvka's algorithm.
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The transshipment problem can be formulated as an uncapacitated minimum cost flow problem. It is well-known that if the demands of a minimum cost flow problem are integral, then there exists an optimal flow that is integral. Let f be this integral flow for demands b. Then, f cannot carry any flow along any edge with weight more than Z, since if it did, then it must carry at least 1 flow along that edge, bringing its total cost to more than Z, contradicting the fact that opt G (b) ≤ opt T (b) = Z. It follows that removing edges with weight more than Z does not affect the optimal transshipment cost.
Since |b v | ≤ n C for all v ∈ V , it is also well-known that the optimal flow f satisfies |f e | ≤ n C for all e ∈ E. Consider the same flow f on G instead of G; since each edge has its weight increased by Z/n C+4 , the total increase in cost of the flow f on G is
The cost of the optimal flow on G can only be lower, which proves (15).
E.2 Proof of Lemma 32
Algorithm 5 L1 embed(G = (V, E)) 1: Let N ← O(log n), T ← log n , ← 1/ log n 2: for independent iteration i = 1, 2, . . . , N do 3:
for t = 1, 2, . . . , T do 4:
Sample each vertex in G independently with probability 1/2 t ; let S be the sampled set
5:
Compute (1 + )-approximate S-SSSP potential φ i,t (u) of G through algorithm A
6:
Extend φ i,t so that φ i,t (v) = φ i,t (s) for all v ∈ S, so that φ i,t (v) is now defined for all v ∈ V 
The upper bound is easy: by definition of approximate s-SSSP potential, we have |φ i,t (u) − φ i,t (v)| ≤ d for all i, t, so taking the average over all i, t gives 1
To finish Lemma 32, it remains to prove the lower bound, whose proof occupies the rest of this section.
Lemma 85. There is a value of t ∈ [T ] such that with probability Ω(1), Proof. First, we show that such a value r must exist. If not, then we have the chain of inequalities
for L = log (1+2 ) 2 = Θ(1/ ) = Θ(log n) (we assume w.l.o.g. that the last expression has u and not v). For large enough C, this means that 1 ≤ |B(u, d 6 )| ≤ 1 C Θ(log n) |B(u, (1 + 2 ) L d 6 )| < 1 n |B(u, (1 + 2 ) L d 6 )| =⇒ |B(u, (1 + 2 ) L d 6 )| > n, which is impossible. Therefore, such a value r exists.
Take the value r guaranteed by Claim 86, and assume w.l.o.g. that |B(u, (1 + 2 )r)| ≤ C|B(v, r)|. Pick t ∈ [T ] satisfying 2 t−1 ≤ |B(v, r)| ≤ 2 t , which also means that |B(u, (1 + 2 )r)| ≤ O(2 t ). Suppose we sample each vertex in V with probability 1/2 t (line 4). With probability Ω(1), we sample at least one vertex in B(v, r), and with probability Ω(1), we sample zero vertices in B(u, (1 + 2 )r). Moreover, since r + (1 + 2 )r < 3r ≤ 3 · d/3 = d, the two sets B(u, (1 + 2 )r) and B(v, r) are disjoint, so the two events are independent. Thus, with probability Ω(1), we have both S ∩ B(v, r) = ∅ and S ∩ B(u, (1 + 2 )r) = ∅, which implies that d(S, v) ≤ r and d(S, u) ≥ (1 + 2 )r.
Fix an iteration i ∈ [N ], and let us condition on the previous event. Since φ i,t is a (1+ )-approximate S-SSSP potential of G, we have φ i,t (v) − φ i,t (s) ≤ d(S, v) ≤ r by property (1) of Definition 11 and φ i,t (u)−φ i,t (s) ≥ 1 1+ d(S, u) ≥ 1 1+ (1+2 )r = (1+Ω( ))r by Observation 13. Thus, |φ i,t (u)−φ i,t (v)| ≥ Ω( ) · r ≥ Ω( ) · d/6 = Ω( d).
Since there are N = O(log n) trials, w.h.p., one of the iterations i ∈ [N ] will satisfy |φ i,t (u) − φ i,t (v)| ≥ Ω( d) for the value of t guaranteed by Lemma 85. Thus, w.h.p., we have
concluding Lemma 85.
E.3 Proof of Lemma 72
Proof. It suffices to compute (exact) S-SSSP distances on T , after which we simply define φ(v) as the distance to v for each vertex v. Define a centroid of the tree T as a vertex v ∈ V such that every component of T − v has size at most |V |/2. We can compute a centroid r as follows: root the tree T arbitrarily, and for each vertex v, compute the size of the subtree rooted at v; then, let the centroid be a vertex whose subtree has size at least n/2, but whose children each have subtrees of size less than n/2. Next, compute the distance d T (r, S) from r to the closest vertex in S, which can be accomplished by computing SSSP on the tree with r as the source. Now root the tree T at r, and for each child vertex v with subtree T v , construct the following recursive instance: the tree is T v together with the edge (v, r) of weight d T (r, S)+w(v, r), and the set S is (V (T v ) ∩ S) ∪ {r}. Solve the recursive instances, and for each vertex u ∈ V \ r, the distance d(u) is the computed distance in the (unique) recursive instance T v such that u ∈ T v .
It is clear that the above algorithm is correct and can be implemented in O(m) work and polylog(n) time.
E.4 Proof of Lemma 83
Lemma 83. Suppose the demands b satisfy b s ≤ 0 and b v ≥ 0 for all v = s. Then, we have
Proof. Define a flow path P as a sequence of vertices (s = v 0 , v 1 , . . . , v ) such thatf (v i−1 , v i ) > 0 for all i ∈ [ ] (equivalently, v i ∈ out(v i−1 )). We say that v ∈ P if v = v i for some i ∈ [0, ], and define P (v i ) to be the (sub-)path (s = v 0 , v 1 , . . . , v i ). Also, we say that (u, v) ∈ P if (u, v) = (v i−1 , v i ) for some i ∈ [ ]. Define end(P ) := v as the last vertex on the path, and let (P, v) denote the flow path P with vertex v added to the end of the sequence (provided that v ∈ out(end(P ))). For a flow path P , define w(P ) := i=1 w(u, v) as the weight of the path, and we assign a value c(P ) > 0 as its capacity. We construct a set P of flow paths satisfying the following: Therefore, it suffices to find the desired set P of flow paths. To construct P, fix an arbitrary topological ordering of the vertices s = v 1 , v 2 , . . . , v n . We will imagine the set P as a liquid flow that travels through the graph G, where for each flow path P along which some nonzero volume of liquid travels, we add the path P to P with capacity c(P ) equal to this volume.
First, initialize |b s | liquid at vertex s. Then, for iteration i = 1, 2, . . . , n in that order, take the liquid currently at v i , "mix" them together, and for each u ∈ out(v i ), sendf (v i , u) volume of the mixed liquid to vertex u. The rest of the liquid stays at u. A simple induction on i shows that exactlyf in (u) liquid resides at v i before iteration i, andf in (u) −f out (u) = b vi liquid remains at v i after the iteration. Note that by construction, the set of paths P corresponding to this liquid flow satisfy properties (1) and (2). To prove property (3), we induct on i = 1, 2, . . . , n. Fix a vertex v = v i ; for each vertex u ∈ in(v), since we mix the liquid at u before sending it along to v, every path P u has exactly f (u,v) fin(v) c(P ) volume of its corresponding liquid sent along v. Therefore, we have the first equality in the chain of equalities below:
