At present, the virtual experiment has been one of the most important and hot applications in the virtual reality technology. By applying advanced computer and network technology into the classroom teaching and network distance teaching, combining with the ear experiment in the anthropotomy course, using 3DMax and MaxScript scripting language to construct the 3D modeling of ear, and transferring VRML and JavaScript technological combination to realize the dynamic interaction of the ear structure and eardrum vibration. The virtual experiment based on the campus network in the article could be presented to teachers and students by the web form, and support the classroom teaching and network distance teaching sufficiently.
Construction of 3D model
The surface of the 3D model constructed by 3DMax is joined by many polygons (most of them are triangles). The modeling of ear includes the extruding, bending, stretching, and modifying of the selected figure, and endowing materials.
In the realization, because the structure of ear is complex, involving many peaks and polygons, the computation capacity to render this complex model is large, and to enhance the refresh rate, the model needs to be simplified. The first way is to simplify the peaks and polygons in the model by the peak deleting method, and this method has quick computation speed and occupies fewer memories. The second way is to get rid of the indentation and the basic option, select the option of "normal", and properly adjust the precision digit when deriving the file of "*.wrl" from 3D model.
To further create vivid ear model, the scripting language of 3DMax, the MaxScript language, is used to realize the interior profile of ear. Generate a box, and modify the box, and add the noise wave, and make it a roughness (codes are seen as follows), and the effect figure is seen in Figure 2 
Dynamic interaction realization of the virtual scene
Dynamic interaction is the soul of the virtual laboratory. In the experiment of eardrum vibration, the high-effective interaction between user and figure interface includes (1) user touches the sound source to emit sound wave, (2) the sound wave vibrate the eardrum, (3) the sound wave strength increases to break the eardrum. The technical difficulties in the realization will be concretely introduced as follows.
User touches the sound source to emit sound wave
Three parameters in the visual sources of the Sound node in VRML are set up to offer the sound source, i.e. url (set up the linkage address of the sound source), startTime (set up the sounding time of the sound source is -1, and -1 denotes that the sound source is silent when the interface is opened, and user could control the begin time of the sound source), and loop (set up whether the sound is cycle).
Add a touch sensor to receive the state that user triggers the event for the node of "Sound", and transfer the JaveScript to respond the state that user triggers the event.
Sound vibrate the eardrum
How to make sound vibrate the eardrum? It is hard to realize, but the sound source could control the vibration of eardrum, and the essential is to use the touch sensor to control the sounding and vibrating at the same time, and the sound source will be the switch to control these two actions, and for users, the effects are same. Method 1: Use 3DMax to make the vibration effect of eardrum, and derive the effect to VRML, and set up the start parameter "startTime" is -1. But this method is hard to control the vibration frequency of eardrum, and the vibration frequency will change with the change of the sound wave frequency. Method 2: In VRML, the sine function "sin(x)" in the Math function could realize this function. In VRML, there are three parameters in the translation field, i.e. x, y, z, and they respectively denote the coordinates of x axis, y axis, and z axis of the object. To realize the changeable vibration frequency of eardrum, the coordinates of the y axis and z axis should be fixed, and the coordinate of the x axis could be set up as "Math.sin(x)". 
