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Abstract
In this thesis I will explore a variety of topics. First will be a comparison between
simulations and experiments using a program called ALE3D. In these simulations,
a material will be detonated and the pressure from the expanding shock wave will
be measured at several locations for a comparison to a physical experiment. Next,
the effect of an initiation center on detonation was studied. In these simulations, the
properties of an initiation center were varied to see what effect they had on the initiation
of a detonation. Finally, the effect of the chemistry of a detonation will be studied.
The detailed chemical kinetics of a detonation with the reaction products mixing in
air will be studied to see what species result from the reaction and what temperature
results. The chemical kinetics code described here is a tool under development and
while a used approach is proposed it is not currently suitable for predictive purposes.
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1 Overview
A reactive material is a material which stays inert until subjected to a sufficiently strong
stimulus, such as a shock wave, which then causes it to burn and release its chemical energy.
These materials are constructed out of novel complex materials. Consequentially, modern
computational tools and models will be used for a variety of purposes. One of these purposes
is the analysis of experiments and explosive output measurements. To model these, an
engineering hydrocode will be required to calculate the fluid mechanics, etc. that are involved
in a detonation and expanding shock wave. Part of the aim of this thesis is to set up scenarios
that are reasonable representations of an experimental system. Then, the results of a model
can be compared to the results from an experiment to verify the accuracy of the code.
To correctly simulate the detonation itself, a good model is needed for the ignition and
transition to detonation. Different models are also needed for the widely varying reactive
materials used in detonations. Ideal explosives such as PBX 9501 have very short reaction
zones while other insensitive explosives are very non-ideal with long reaction zones and are
not very state sensitive. To simulate these properly, new models are needed. More realistic
and complex materials are also being considered for use in structural energetics. These are
materials like aluminum/Teflon. To model the reaction of these reactive materials, there is
a need for more complex chemical and kinetic rate modeling.
In Chapter 2, a comparison between simulations and experiments is made using a program
called ALE3D, or Aribitrary Lagrange/Eulerian 2D or 3D Code System[1]. This program was
written at Lawrence Livermore National Laboratory, LLNL. Two sets of experiments were
considered. One involved a puck of high explosives, (HE), on top of an aluminum detonation
stand. The HE was then detonated and the pressure was measured at several distances at
8 different angles. In the simulation, an identical stand and HE puck were created and the
pressure was measured at locations corresponding to the experiment for comparison. After
this, the simulation was rerun to check for asymmetries inherent to the experiment. It was
thought that the design of the detonation stand could have caused the shock wave to be
stronger in certain directions. This was due to holes and channels in the stand which allow
for the placement of detonators in several configurations. Detonator experiments performed
by Glumac et al were also simulated using ALE3D. In these experiments, a detonator was
set off, then the pressure was measured at three different locations inside of a blast chamber.
The pressure was similarly measured in the simulation and the two results are compared.
In Chapter 3 the effect of an “initiation center” on a detonation were studied. An
initiation center is an area of reacted material with high pressure which acts as a blast
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wave. The blast wave then propagates into the surrounding medium at the beginning of a
simulation. If this medium is a reactive material, the blast wave can cause the material to
react and possibly detonate. This thesis studies the critical amount of energy required to
detonate PBX 9501 when the reaction rate is varied from the baseline rate to determine the
material’s sensitivity to the reaction speed. This was done by keeping all of the initiation
center properties constant, while varying the radius. The amount of energy stored inside the
initiation center can then be found from the equation of state. The effect of the properties of
the initiation center were then studied for an insensitive non-ideal reactive material similar
to PBXN-111[2]. The properties studied were the initiation center’s radius, pressure, density,
and velocity. These were each varied over a certain range and the distance to an initiated
detonation was found for each case. This distance to initiation was then plotted against the
property being varied to see what effect each property had on detonation.
Finally, in Chapter 4, the effect of the chemistry of a detonation on the temperature
will be studied. During the detonation of a certain material, many product species may be
present. In addition to these species, the high temperature of detonation may cause some
molecules to dissociate. In addition, as the shock wave from a detonation expands, the
surrounding air will mix with the detonation products and new chemical reactions may take
place. All of these factors will have an effect on the temperature of a detonation at any
given time. To find the final temperature, a series of non-linear equations will need to be
solved. There will be some equations for conservation of chemical elements, several chemical
equilibrium equations, and a conservation of energy equation. Once all of these equations are
known, a root solver may be used to find a solution. This thesis will explore what is needed to
model these reactions. The results will be compared with a similar program from Lawrence
Livermore National Laboratory called Cheetah[3]. At this point, however, the analysis is
not ready for direct quantitative comparisons and a match is not expected with the results
from Cheetah. At this time our goal has only been to outline general approaches and to
develop tools that can be used to build the basic infrastructure for solving the chemical
equilibrium problems that are found in modern reactive materials. The results shown are
meant at most to show qualitative comparisons with other methods. Better comparisons are
expected given improvements in the equation of state descriptions of the components of the
reactive materials under consideration.
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2 Comparison Simulations in ALE3D
2.1 Introduction
In this section, a hydrocode, ALE3D will be used to set up and model a physical experi-
ment. The results from the simulations and experiments may then be compared to check the
accuracy of the hydrocode. Such codes have several limitations. First and foremost, they
are only models, and models will always be imperfect. The analysis used in such codes also
has some inherent errors. The resolution of the grid or mesh used to calculate solutions will
cause some errors, and the discretization methods themselves will also introduce some error.
In fact, ALE3D mostly uses first order approximations in its solvers to allow the program to
run in a more reasonable amount of time. With these considerations, comparisons will now
be made between two experiments and their corresponding simulations.
ALE3D is a finite element program written at Lawrence Livermore National Laboratory
which is capable of simulating a wide range of problems. It derives its name from the finite
element scheme it uses, an Arbitrary Lagrangian/Eulerian scheme. This means that it uses a
mix between an Eulerian mesh, or stationary mesh, and a Lagrangian mesh, or a mesh that
moves with the material. In ALE3D, the mesh moves with the material, but the materials
are also allowed to advect through the boundaries of each element. In the cases studied here,
ALE3D was used to model the detonations of various materials in several circumstances.
These simulations were performed to find the pressure at various distances as well as to see
the shape of the expanding shock wave. With this information, the pressure and time of
arrival of a shock wave can be compared to a physical experiment. This comparison will
be used to verify the accuracy of ALE3D, as well as to examine some of the details of the
experiments performed.
2.1.1 Navy Puck Experiment
A simulation was performed by the Navy where a puck of high explosives was placed on
a stand and detonated in one of three ways. The first way was a single detonator on the
bottom center of the puck, second was a series of three detonators forming a triangle on the
bottom of the puck, and last was a single detonator on the side of the puck. The detonators
used for this experiment were RP-1 detonators. The puck was made of approximately 235
grams of PBXN-112. This simulation was carried out for two reasons. The first was to verify
the accuracy of ALE3D by seeing how closely the simulation data matched the data from
the actual experiment. But it was also believed that in the physical experiment, the design
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Figure 2.1: This is the general layout of the detailed simulation. The green is the aluminum stand
with the holes and channels for the detonators. The red is PBX 9501.
of the puck stand could have caused some asymmetries in the expanding shock wave. This
was due to the holes and channels in the detonation stand which allowed for the detonators.
This also could have been due to the tab which held the side detonator, but this tab was only
present when the side detonator was in use. So, an ALE3D simulation was also performed
to check for any asymmetries inherent to the design of the experiment. A picture of the
detonator stand with the HE puck on top is shown in Figure 2.1. The holes in the top of the
stand are for the detonators and the channels on the bottom are for the wires, etc. that are
used for the detonators. These images were taken from the simulation in ALE3D. In this
paper, the single, centered detonator will primarily be studied.
To take measurements in the physical experiment, a series of pressure gages were placed
in a configuration of concentric circles with eight sensors at each distance. Only the first four
sets of gages were used for comparison. This was done to reduce the number of elements in
ALE3D, and hence, to save time on the simulation. In ALE3D, the pressure was measured
by specifying sets of nodes that correspond to the location of the pressure gages. These
nodes then wrote their pressure values to a text file at each time step of the simulation. A
layout of the blast pad is shown in Figure 2.2.
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Figure 2.2: This is the layout of the pressure gages used in this experiment. There are 8 gages for
each distance ranging from 1.8 to 20 feet away. The simulations only compared the distance up to
5 feet to save simulation time.
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2.1.2 Detonator Experiments
A number of experiments were performed by Nick Glumac and Drew Coverdill on campus
at the University of Illinois. In these experiments, a detonator was placed in a steel block
and detonated. Optionally another reactive material was placed on top of the detonator,
but that scenario was not considered here. This experiment was preformed to study the
properties of several differing materials under detonating conditions. There were several
pressure sensors around the blast chamber. Some of these were oriented so that they were
facing the detonator, others were side-on, or perpendicular to the expanding shock wave. A
picture of this is shown in Figure 2.3.
A simulation of this experiment was set up in ALE3D. The simulation was done in 3D
and would measure the pressure at three locations, one side-on at 15 cm, and two at 30 cm.
One of the 30 cm sensors was an end-on pressure sensor and the other side-on. A side-on
pressure sensor is one where the plane of the sensor is parallel to the direction the shock wave
will be moving, an end-on sensor is one where the plane of the sensor is perpendicular to the
path of the shock wave. These locations were chosen to match the locations of the pressure
sensors in the experiment. The end on pressure sensor was simulated by placing a solid,
inert block facing the location of the detonator at the location of a pressure sensor. A bare
charge was used, meaning the detonator was the only combustible material present. The
simulation set up is shown in Figure 2.4. Similar to the last simulation, this was set up so
that only a quarter cylinder was used to save on simulation time. The edges of the cylinder
are symmetric over the boundaries and material was allowed to flow out of the outer and
top boundaries. ALE3D was set up to record the pressure at certain nodes corresponding to
the pressure sensor locations at each time step for further analysis.
2.2 Shock Strength Comparison for the Navy Experiment
First, a comparison was made between the simulation and experiment for the single, central
detonator with a solid cylinder detonation stand. The detonator stand is 2 inches in diameter
and 1.75 inches thick. The HE puck is 1.51 inches in diameter and 1.19 inches thick. The
setup for the simulation can be seen in Figure 2.5. For this simulation, PBX 9501 was
used instead of PBXN-112. This is because only the properties for PBX 9501 were readily
available in ALE3D while PBXN-112’s properties were not. PBX 9501 has a similar energy
density to PBXN-112 so the strength of the resulting shock wave should be very similar. A
quarter cylinder was used for simulation to reduce the number of elements. The boundaries
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Figure 2.3: Here is the setup of the experiment performed by Drew Coverdill. There are 3 pressure
sensors which will measure the pressure as the shock wave passes over them.
(a) Overall Setup (b) Closeup of Detonator
Figure 2.4: This is the simulation setup of the experiment. (a) shows the detonator stand and
the small black dots are the nodes that will record the time history of the pressure. (b) shows the
details of the detonator. Green is PETN and red is RDX.
7
Figure 2.5: Here is the layout for the basic, one detonator, solid stand experiment. The green
material is the aluminum stand and the red material is PBX9501.
along each side of the cylinder were then set to mirror their values so that this problem
would be representative of a full cylinder. In this experiment, the puck of high explosive is
detonated, and the properties of the detonation are studied. As the material burns, the solid
explosive is converted into gas and a large amount of energy is released due to the change
in chemical composition, causing the product gas to be very hot. This high temperature
and high pressure gas will then expand, causing a shock wave to propagate out from the
area where the puck used to be. Since the pressure is being recorded at several locations,
the strength of the shock wave will be measured as it passes over each pressure sensor. A
typical plot of the expanding shock wave in ALE3D is shown in Figure 2.6. The problem
was set up in ALE3D such that at each time step of the simulation, the pressure at locations
corresponding to the location of these pressure gages was written to a text file. The eight
pressure sensors were plotted along with the simulation pressure to show the variation in the
physical experiment.
The pressures from the physical experiment and the simulation match fairly well, but
they are not exact. The comparison is shown in Figure 2.7. The magnitude of the pressure
of the simulation is higher than the physical experiment, but at further distances, the results
appear to converge to the results from the experiment. The time of arrival of the shock is
very close to the time seen in the experimental results. These results suggest that simulations
of detonations in ALE3D provide a good qualitative approximation to the results seen in a
physical experiment.
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Figure 2.6: This is a pseudocolor plot of the pressure after detonation from ALE3D. The area of
elevated pressure (mostly in green/light blue) is the shock wave expanding into the surrounding
inert air.
2.3 Asymmetry in the Navy Experiment
After the shock strength experiment was performed, there were concerns that asymmetries
were present in the results. It was believed that the details of the detonation stand could
have had an impact on the strength of the shock in certain directions. The features in
concern were the holes through the top of the aluminum stand where the detonators could
go as well as the channels in the bottom of the stand which were designed for the wires for
the detonators. These allow the expanding reacted material to flow down the holes to the
channels where the material can then “jet” out of the sides in certain directions. This jetting
could then cause the shock to be amplified in those directions. It is also probable that when
a side detonator was used, the tab which held it caused the shock to deflect around it. The
details of the detonator stand were programmed into ALE3D. A picture of this can be seen
in Figure 2.8.
To find any asymmetry in this experiment, the simulation was run so that ALE3D would
write the pressure history for a set of nodes in a complete circle at a certain set distance.
As the simulation ran, the pressure was recorded for each time step at each element along
this circle. Then the maximum pressure recorded for each element was plotted against the
maximum pressure of every other element to see how they varied. The results of this for a
radius of 20 cm and 30 cm are shown in Figure 2.9. This plot shows that there is a lot of
variation around the center of the detonation. At 20 cm, there is about 1000 kPa between
9
(a) 1.8 feet (b) 2.7 feet
(c) 3.7 feet (d) 5 feet
Figure 2.7: Here are the plots of pressure of the experiment vs the pressure in the physical
experiment. The simulation pressure is shown in green and is the plot that doesn’t quite fit in with
the others. The magnitude is close but doesn’t exactly match, and the time of arrival for each is
very accurate.
10
(a) Bottom (b) Side
Figure 2.8: Here are the detailed pictures of the detonation stand. The unused detonator holes
in the surface allow the expanding gas to flow down to the channels where they can jet out of the
side. It should be noted that the side tab is removed when a side detonator is not in use.
the lowest and highest pressure. The pressure difference is about the same at 30 cm, but the
median pressure is a bit higher. (This is because the pressure is measured along the ground.
So, close to the detonation stand, the full strength of the shock wave is not measured since
it must propagate down from the height of the detonation stand.) This would suggest that
there is a significant impact on the symmetry of the shock wave due to the channels in the
detonation stand. However, it was suspected that some of these results could have been due
to ALE3D itself. It is possible that because roughly rectangular elements were used to model
a cylindrical detonation, the shock could be focused at the corners of the elements. To study
this, another simulation was run at the same resolution, only the details of the detonation
stand were left out. The pressure was measured at 20 cm and the results are shown in Figure
2.10. There is clearly a significant amount of asymmetry present in this simulation. The
pressure varies by about 200 kPa between four peaks and troughs. However, this amount
is much less than the 1000 kPa variations seen in the simulations where the channels were
present. So even though the graphs of Figure 2.9 are not perfect, they clearly show that
some asymmetry was introduced by the design of the detonation stand.
This set of simulations shows that ALE3D is capable of approximately matching the
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(a) Pressure at 20 cm
(b) Pressure at 30 cm
Figure 2.9: These are the plots of the pressure at a radius of 20 cm (a) and 30 cm (b) all the way
around the detailed detonation stand. This was done to find if there were any asymmetries due to
gas expanding from the channels.
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Figure 2.10: This is the plot of pressure at a 20 cm radius from the center of the detonation. There
is clearly some asymmetry inherent to this simulation. This is most likely due to the rectangular
nature of the finite element scheme. However, it only varies by 200 kPa, which is much smaller
than the variations seen in Figure 2.9
results seen in physical experiments at least in a qualitative matter. It is also important
to note that in cylindrical meshes, there is some inherent asymmetry in the shape of the
detonation wave. In a cylindrical simulaiton, there will be an area in the center of the
cylinder which is roughly rectangular. This could easily be the source of the asymmetry, or
it could be due in some other way to the shape of the grid. The grid for this simulation is
shown in Figure 2.12. It was also shown that the details of a detonation stand can have a
significant impact on the results of an experiment. Another simulation was performed which
showed when a side detonator was used, the tab that held the detonator caused a large
impact in the expanding shock wave. This is shown in Figure 2.11(a). Also included is a
pressure graph with a view from the bottom of the detonation stand in Figure 2.11(b). This
shows the “jetting” of the expanding high pressure gas out of the channels in the bottom of
the detonation stand. [4]
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(a) Side Tab Detonation (b) Channel Jetting
Figure 2.11: (a) Here is the simulation of a side detonation with the tab in place. Shown here is
a isosurface of the high pressure shock wave. Clearly, the tab disrupts the shock wave as it passes
over it. (b) This figure is the bottom view of the detonation stand as the gas is expanding out
of the channels when a single central detonator is used. The pressure is highest where the gas is
“jetting” out of the channels. This is the source of the asymmetries seen in the above simulations.
Figure 2.12: This figure shows the details of the mesh in the explosive. The diamond shape in the
center of the mesh is most likely the cause of the inherent asymmetry
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2.4 Pressure Comparison of the Glumac Detonator Experiment
A comparison of the pressure profiles from the experiment and from the simulation are shown
in Figure 2.13. In this case, the simulation again was similar to the experiment, but was still
significantly different. The time of arrival was again very close to the experiment, but the
pressure varied differently. At 15 cm, the pressures match fairly well, but at 30 cm, the shock
wave pressure is higher in the simulation than in the experiment. The most likely cause of
this was how the shock wave expanded from the detonator. Since no other reactive material
was used, the detonator was the only source of the shock wave. However, the detonator was
contained inside a hole in the steel detonator block. When it was set off, there was a sort
of “shot gun blast” shape to the shock wave. It was strongest and fastest straight out of
the hole, and it was weaker at increasing angles relative to this. A pressure plot is shown in
Figure 2.14 which illustrates this phenomenon.
In this case, simulations performed in ALE3D were again fairly accurate compared to
the physical experiment. There were, however, some discrepancies as to how the shock wave
propagated out from the detonator. This could be due to errors in the fluid mechanics
methods of ALE3D. In able to perform all the necessary calculations in a reasonable amount
of time, most of the schemes used in ALE3D are only first order accurate. This most likely
contributed to the errors seen in this simulation. [5]
2.5 Conclusion
A number of experiments were performed physically, then replicated using ALE3D. In the
Navy experiment, the magnitude of the shock wave was much higher than measured in
the experiment. But in the simulations of experiments performed by Glumac et al, the
magnitude matched more closely in some cases. The time of arrival in both cases matched
fairly well. The magnitude discrepancy could have been due to several factors. Imperfect
models of the high explosives, errors in the finite element scheme, and the imperfect shape
of the mesh were most likely the largest contributors. It also was found that the channels in
the detonation stand in the Navy experiment likely contributed to some asymmetry seen in
the results. ALE3D also appeared to introduce its own asymmetries due to the shape of the
mesh, but this produced a relatively small variation in the pressure. However, the results
in ALE3D never perfectly matched the results of the experiment. ALE3D is an excellent
program to use to simulate detonations, however, in some cases, the results should only be
taken qualitatively, as the results of the calculations are not always accurate.
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(a) Experimental Results
(b) ALE3D Results
Figure 2.13: Here are the pictures of the experimental resutls (a) along with the results from the
ALE3D simulation (b).
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Figure 2.14: This image shows that the shock wave is fastest straight ahead of the hole (up), while
it gets slower at differing angles. This is clear because the shock wave has gone the farthest upward
and not as far outward. The shock is also strongest straight up from the detonation stand. Note:
The dark blue rectangle is the inert material for the end-on pressure sensor.
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3 Detonation Initiation
3.1 Introduction
A good model of a detonation must include an accurate description of ignition and the
transition to a detonation. Differing materials will sometimes require very different models
for ignition. In this section, two different materials will be examined. One is PBX 9501, which
is an ideal explosive with a very short reaction zone. The other material is an insensitive
explosive with very non-ideal properties. The ignition and transition to detonation will be
studied here for both materials.
In the simulation of a detonation, the detonation must somehow be initiated. Here, the
effects of an “initiation center” will be studied. An initiation center is a sphere comprised of
reaction products at a high pressure which will cause a shock wave to propagate out into the
surrounding material. Physically, this could be created by either a detonator or an exploding
bridge wire. If the initiation spot was produced in an inert material, it would behave as a
blast wave. An initiation center has a certain amount of energy depending on its radius,
pressure, density and velocity. Depending on the amount of energy in the initiation spot
and the properties of the reactive material, the initiation spot will either cause the material
to successfully initiate a detonation or it may fail to detonate. The initial conditions of the
initiation center are shown in Figure 3.1.
Two materials will be examined here. The first is PBX 9501. [6] PBX 9501 is an
ideal explosive mostly comprised of the molecular explosive HMX. The equation of state
used to model PBX 9501 was the wide ranging equation of state described in [7]. The
other material was a non-ideal insensitive explosive.[8] The equation of state used for the
insensitive explosive was the JWL EOS.
E =
ν
ω
[
P − A
(
1− ω
R1ν
)
e−R1ν −B
(
1− ω
R2ν
)
e−R2ν
]
(3.1)
The JWL equation values are given in Table 1. The JWL EOS is also later used for PBX
9501. A simple reaction rate is used for both materials.
ω = k (1− λ)ν
(
P
PCJ
)N
(3.2)
Where P is the pressure, PCJ is the Chapman-Jouget pressure, and k, λ, ν, andN are reaction
rate constants. The baseline values for the constants are shown in Table 2. A plot showing
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Material A B C R1 R2 ω
(GPa) (GPa) (GPa)
PBX 9501 852.4 18.02 1.207 4.55 1.3 0.38
Insensitive 2487.7772 11.8619 0.8857 6.5416 1.5947 0.2726
Table 1: JWL Equation of State Constants
Material k N ν PCJ (GPa)
PBX 9501 15 2.5 0.75 36.3
Insensitive 1.5 0.92 2.7 19.716
Table 2: Reaction Rate Constants
the detonation wave speed versus the curvature of the detonation wave is shown for each
material in Figures 3.2 and 3.3.
The simulations performed here are a model study of the sensitivity of the detonation to
several parameters. In the study of PBX 9501, the values of N and ν are varied from their
baseline values to see what effect each has on a detonation. Particularly, we are interested
in what the critical radius of an initiation center needs to be to cause a detonation. To
find this, the initiation radius is varied to find where the reaction switches from an initiated
detonation to a failed initiation. This switch is simple to see if the detonation wave velocity
is plotted against the distance from the initiation center. An example of this is shown in
Figure 3.4. The shapes shown in this figure are characteristic of simulations which do or
do not detonate. At the beginning of a simulation, the blast wave velocity, D, will be very
high. It will then decelerate as the wave moves outward from the origin. If it transitions
into a detonation, the blast wave will eventually begin to accelerate and then approach the
Chapman-Jouget velocity. If it does not detonate, the shock wave slowly decelerates as
the combustion reaction supplies less and less energy. Also plotted is a pure blast wave in
the same material using an identical initiation center to show what would occur without a
reaction.
Radius Pressure Density Velocity
(mm) (GPa) (g/cm3) (mm/µs)
15 115 4 2.7
Table 3: Baseline Initiation Center Properties
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Figure 3.1: Here is a picture of a the details of an initiation center. The pressure, density, and
velocity are all constant inside and outside. It should be noted that the pressure is 1.0x10−6 GPa
(1 atmosphere) outside of the initiation center.
Figure 3.2: This plot shows the curvature effect on the detonation wave speed for PBX 9501
calculated using the wide ranging EOS and rate law from Equation 3.2.[6]
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Figure 3.3: This graph shows the curvature effect on the detonation wave speed for the insensitive
explosive.
Figure 3.4: From this graph, there is a clear distinction between a simulation that does detonate
and does not detonate. A plot was also made for an identical initiation with no reaction. When no
reaction occurs, the blast wave speed decays very quickly.
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3.1.1 Initiated Detonation Criteria
For the insensitive explosive, we are interested in the sensitivity of the detonation to the
properties of the initiation spot. To study this, the radius, pressure, density, and velocity
will be varied and the distance to an initiated detonation will be measured and compared
for each case. In this case, an initiated detonation will be defined as when the detonation
velocity reaches 95% of the velocity at the end of the reaction zone in each simulation. The
final velocity will be calculated by averaging the last 50 mm of the reaction zone. This final
velocity will be called D500. This choice is arbitrary and other options are examined later.
To make the calculation more consistent, a filter was applied to all of the detonation data
curves by averaging each data point with the 10 surrounding data points. This was done to
reduce the noise of the detonation velocity. Quantitatively, this is:
D¯i =
5∑
j=−5
Di+j (3.3)
Then the requirement for an initiated detonation at a distance of ri is:
D¯i ≥ 0.95D500 (3.4)
A typical detonation plot is shown in Figure 3.5. This shows where the detonation is consid-
ered to be initiated, where D500 is calculated, and where the Chapman-Jouget (CJ) velocity
is located. A percentage of the CJ velocity is another initiated detonation criteria that is
considered later. The properties of the initiation center will also be used to see how the
energy inside of the initiation spot varies as each property is changed.
3.1.2 Numerical Simulation of Detonation
The domain in this simulation is that of a one-dimensional sphere. This domain is then
governed by the Euler equations as described in Stewart[9]. The schemes used to solve the
Euler equations are the third-order Runge-Kutta method of lines time integration and a
fifth-order weighted, essentially non-oscillatory (WENO) spatial interpolation for the spatial
discretization. The discretization scheme is described in detail in Xu[10].
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Figure 3.5: Here is a plot of a typical detonation of the insensitive explosive. To determine the
distance to detonation, the last 50 mm of the detonation zone are averaged to find a ”final” velocity,
D500. The distance to an initiated detonation is defined as the location where the detonation
velocity is 95% of D500.
3.2 Critical Initiation Radius for PBX 9501
The critical initiation radius was found for PBX 9501 while varying the values of N and ν
from Equation 3.2. These were varied from 1.8 ≤ N ≤ 3.5 and 0.5 ≤ ν ≤ 2.5. Once the
critical initiation radius was found, it was plotted against the values of N and ν. A graph of
this is shown in Figure 3.6. At lower values of N and ν, there was not much variation as each
variable was changed. In fact, at low N , there was no variation of the initiation radius as ν
was changed. When both begin to reach higher values, the critical radius of the initiation
center increased dramatically. At PBX 9501’s baseline values, the critical initiation radius
was recorded at 1.300 mm. The critical radius was then used to find the critical amount of
energy required to cause a detonation. Using the JWL equation of state, the energy was
calculated for each case. The critical energy plot is shown in Figure 3.7. The critical energy
plot is essentially the same as the critical radius plot.
3.3 Effects of Initiation Spot Properties on Insensitive Explosives
The initiation center’s radius, pressure, density, and velocity were each varied individually
while holding all other values constant. The standard properties are given in Table 3. The
first property to be varied was the initiation radius from 11.25 to 15 mm. As expected,
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Figure 3.6: This plot shows the critical radius for a range of values for N and ν. At lower values of
N and ν there is not very much change, but as each increases, the critical radius increases quickly.
For PBX 9501, the baseline properties are N = 2.5, ν = 0.75.
Figure 3.7: This plot shows the critical energy in an initiation center for a range of values for N
and ν. Like the critical radius in Figure 3.6, at lower values of N and ν there is not very much
change, but as each increases, the critical energy increases very quickly. The contour labels indicate
the logarithm of the value for each contour.
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a higher radius caused the detonation to become initiated more quickly. This is because a
higher radius with all other properties constant meant there was more energy in the initiation
center. The detonation velocity vs. axial position is shown in Figure 3.8(a). The distance to
an initiated detonation is shown in Figure 3.8(b). As the initiation center radius decreases,
it takes longer and longer for the detonation to become initiated, until at some point, it fails
to detonate at all. At larger initiation center radius, the distance to detonation is almost
constant.
At this point, it becomes useful to examine how the energy content of the initiation center
varies with each property. Using the JWL equation of state, the energy content for the range
of each property tested was calculated. The energy variation is shown for each property in
Figures 3.9-3.12. The effect of the initiation spot radius on the energy is shown in Figure
3.9. Naturally the energy content goes up with the radius. This makes sense as the energy
density will be constant inside of the initiation spot, but its size is increasing.
Next the pressure is varied from 45 GPa to 195 GPa. The effect of the pressure is similar
to the effect of the radius, higher pressures produce an initiated detonation in less distance.
As seen in Figure 3.10, the higher the pressure, the more energy there is in the initiation
center. The plot for the effect of pressure is shown in Figure 3.13. The D-r curve is very
similar to the plot shown for the radius in Figure 3.8(a). At lower initiation center pressure,
the blast wave velocity dips down lower for longer before beginning to accelerate as the
material begins to react. This corresponds to a larger distance to an initiated detonation.
From Figure 3.13, it is clear that at higher pressures, the variation of the pressure has almost
no impact.
Next the density is varied from 1.5 to 3.7 g/cc. The magnitude of the density appears to
have the opposite effect of the radius and pressure, meaning that higher densities take longer
to reach an initiated detonation. This is shown in Figure 3.14. This corresponds to the plot
of the energy content of the initiation center shown in Figure 3.11. The energy content goes
down as the density increases. The distance to initiated detonation increases greatly after
about 3 g/cc until a detonation no longer occurs. At lower values of density, the distance
to detonation does not vary by much. The variations that are shown at lower densities are
most likely due to noise in the simulation.
Finally the initiation spot velocity is varied from 2.0 to 6.0 mm/µs. This variation seems
to have almost no effect on the distance to initiated detonation. Over the whole spectrum
examined here, there is no distinctive trend in the data. The recorded distance to initiated
detonation is shown in Figure 3.15. The distance only varies by about 5 mm at maxima and
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(a) Velocity vs Distance
(b) Distance to Initiated Detonation
Figure 3.8: In (a) it is clear that as the initiation radius decreases, the ”dip” of the blast wave
velocity goes lower and it takes longer to reach initiation. The distance to an initiated detonation
is directly shown in (b).
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Figure 3.9: This plot shows the energy content for an initiation spot as the radius is varied. The
energy content of the initiation spot goes up with the radius.
Figure 3.10: This plot shows the energy content for an initiation spot as the pressure is varied.
The energy content of the initiation spot goes up with the pressure.
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Figure 3.11: This plot shows the energy content for an initiation spot as the density is varied. The
energy content of the initiation spot goes down with the density.
Figure 3.12: This plot shows the energy content for an initiation spot as the velocity is varied.
The energy content of the initiation spot barely changes when the velocity is changed. (Note the
energy scale covers a small range compared with the plots above.)
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Figure 3.13: This figure shows the distance to an initiated detonation goes up as the pressure is
decreased. This is due to the decrease in the amount of energy.
Figure 3.14: This plot is different from the pressure and radius plots. Here, a higher value of
density causes the detonation to reach initiation at a larger distance. The bumps at lower density
are likely due to noise from the simulation and not from any physical phenomena.
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Figure 3.15: The velocity seems to have almost no impact on the distance to initiated detonation.
The small variations are most likely due to noise in the simulation.
minima, so it is likely that this is only due to the noise of the simulation. The lack of an
effect from the velocity is most likely due to the amount of energy imparted by the velocity
of the initiation center. A large amount of energy is due to the very high pressure of the
initiation spot. It seems likely that the kinetic energy due to the fast moving, but very light,
gas is insignificant compared to the energy from the pressure. This is also evident in Figure
3.12 where the energy of the initiation spot barely changes as the velocity is varied.
Also examined was what would occur if one of the properties was taken to an extreme.
The plots such as Figure 3.8(b) show that the distance to steady state detonation seems to
level off at a certain point. But what if, say, the radius was increased to a very large value,
would it reach initiation more quickly? To answer this question another simulation was done
for an initiation spot radius of 50 mm. The results from the large initiation radius were then
compared to the plot from an initiation center radius of 15 mm. This is seen in Figure 3.16.
The curve seems to reach detonation at nearly the same distance, although by a different
path. The 50 mm D-r curve drops straight to the asymptote while on the 15 mm curve, the
velocity drops below the asymptote before accelerating back to it. Although an initiated
detonation is reached in nearly the same distance, the time to reach it is much quicker for
the 50 mm curve. The 15 mm initiation radius took 29.8 µs to reach detonation, while the
50 mm radius took only 19.1 µs to reach the same distance of 199 mm.
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Figure 3.16: This curve shows what happens if the initiation center properties are brought to their
extremes. In this case the initiation radius was increased to 50 mm and compared with a radius of
15 mm. The curves reach the same asymptote at nearly the same distance, but the 50 mm radius
curve reaches the asymptote in much less time. Note: The jagged point in the 50 mm curve is due
to noise in the simulation.
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3.4 Effect of the Steady State Criteria
The criteria that was used to define initiation was arbitrarily set to 95% of the final velocity,
D500, where D500 was considered to be the average velocity over the last 50 mm of the reaction
zone. If this criteria is changed, what effect would it have on the results shown above? This
was examined by changing the criteria for initiation. Instead of 95% of D500, 90% of D500
was used as a critereon, as well as 85% and 90% of the Chapman-Jouget velocity, DCJ . The
distance to initiated detonation was then calculated and plotted against the initiation center
radius.
As Figure 3.17 shows, the curves of distance to initiated detonation vs. the initiation
center radius are slightly different for each criteria, but the curves retain their same basic
shape. When the criteria are changed, the curve moves up or down a little, or it is stretched
or compacted a little. The peak at lower radius and flatness at higher radius are retained
in each case. This similarity would suggest that the selection for a criterion for initiation
detonation is in fact arbitrary. Any reasonable choice will give a good comparison of the
results.
3.5 Conclusion
The effect the reaction rate had on the critical initiation center size was studied for PBX
9501. The values of ν and N were varied and the critical radius of the initiation center was
found for each case. The results of this are shown in Figure 3.6. At higher values of ν and
N , the critical radius was the largest and increased rapidly with N and ν. At lower values
however, varying ν alone made almost no difference to the critical radius, and varying N
alone only caused a slight increase in the critical initiation center size. When the effects
of the properties of an initiation center were studied for an insensitive explosive, various
results were found for each. An increase in the radius and pressure were generally found
to cause a transition to initiated detonation in less distance, although this effect seemed
to level off at a certain point. The density had the opposite effect. In this case a higher
value of density seemed to cause the reaction to reach initiation more slowly over a greater
distance. The initiation center velocity had no discernible effect. If an extreme value of one
of the properties is used, the distance to initiated detonation is roughly the same, although
it approaches the value of D500 much more quickly.
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(a) 90% of Dfinal (b) 95% of Dfinal
(c) 85% of DCJ (d) 90% of DCJ
Figure 3.17: These plots show the distance to an initiated detonation for varying initiation center
radius. It is clear from these plots that the shape of the curve is nearly the same, it only moves up
and down or is slightly stretched according to the criteria for steady state.
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4 Modeling Approaches for the Complex Kinetics of
Reactive Materials and Explosives
4.1 Introduction
Current hydrocodes consider a detonation to release a certain amount of energy from the
combination of fuel and oxidizer, which, depending on the equation of state of the reactant
and product, will cause the temperature to increase by a certain amount. This method,
while relatively accurate, over-simplifies the details of combustion that are involved in a
detonation. In reality, the temperature of the final products will be the result of many
different factors.
The chemical species present before and after the reaction will be the main consideration
in determining the temperature. The burning detonation products will also be mixing with
air as they expand. Air may also be present in the detonating material itself in the pores
of the explosive. As the detonation products burn and expand, they will also react with
the surrounding air to form new species. The formation of the species present will require
a certain amount of energy, just as the destruction of the fuel and oxidizer will provide a
certain amount of energy. Each specie has its own contribution to the final temperature due
to its specific heat and energy of formation.
The final element to consider is the dissociation of chemical species due to the elevated
temperature of the reaction products. This is the process where molecules split into smaller
species, or combine to form new species. This process is important at high temperatures.
This is commonly seen in internal combustion engines. As the peak temperature gets above
a certain point, some species begin to dissociate, such as CO2 becoming CO and O2. This
is also the phenomenon responsible for the production of NOX . It is important to consider
dissociation because, when new species are formed, they consume energy, which ultimately
affects the temperature of the combustion products. This paper will explore the effect
of chemical species present in the products on the detonation of Aluminum and Teflon,
Magnesium, Teflon, and Viton (MTV), and GAZAL.
To predict the temperature correctly in a simulation, a good model will be required
which takes all of these factors into consideration. In this section, a model will be proposed
and developed to consider the effect of the chemical kinetics on a detonation. To solve for
the temperature using this method, a set of equations will need to be proposed and solved.
These will represent the chemistry from a Reactants → Products reaction. The equations
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will be the conservation of mass, several equilibrium equations from balancing the chemical
potential, and conservation of energy, which will ultimately tell us the temperature. This is
the basis of the model developed here.
The results from the equations shown in the next few sections will then be compared
to the results of a similar simulation performed using Cheetah. Although they are shown
together, a direct comparison can not be made between the two. The code used to solve
the set of equations outlined here is currently in the tool development stage and the results
obtained are only shown for a qualitative comparison. The discrepancy in the results is most
likely due to the different equations of state, or EOS, used in each program. As will be
explained in detail below, the EOS used here will be from Burcat[11], while Cheetah uses
the “exp6” EOS[12]. For a better comparison, the exp6 EOS will be added to this program
in the future.
4.2 Equilibrium Theory
4.2.1 Ideal Gases
Chemical equilibrium is the state where the amount of reactants and products have no net
change over time. This means that the rate of conversion of the reactants to products is the
same as the rate of conversion from the products to reactants. In equilibrium, thermody-
namic properties such as temperature and pressure must be uniform throughout the system.
To find the composition of several materials in chemical equilibrium, first the controlling
process must be understood. For example, if we have a single equilibrium reaction
νAA+ νBB ⇀↽ νCC + νDD (4.1)
when at equilibrium, this would mean that the forward reaction rate of νAA+ νBB is equal
to the reverse reaction rate of νCC + νDD so that there will be no total change in the
amounts of A,B,C, or D. If this reaction is taking place in a closed system, any changes to
the composition would cause an increase in entropy, or a decrease in the Gibbs free energy.
Therefore, at equilibrium:
dG]T,p = 0 (4.2)
Meaning that the change in the total Gibbs free energy of the system will be equal to zero at
equilibrium. With this criteria, it is possible to solve for the equilibrium composition with
the knowledge of the Gibbs free energy. For Equation 4.2 the derivative of the Gibbs free
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energy is the chemical potential:
µi =
(
∂G
∂ni
)
T,p,nj
(4.3)
Where i is the specie being calculated and nj is all species j 6= i. By substituting the
chemical potential into the definition of dG, the Gibbs free energy is given by:
dG = −νAµA − νBµB + νCµC + νDµD (4.4)
Where µi is the chemical potential of each specie. For ideal gases, the chemical potential
can be expressed as:
µi = g¯
o
i + R¯T ln
xiP
Pref
(4.5)
Where g¯oi is the Gibbs function evaluated at T and Pref . Here Pref is the reference pressure of
one atmoshpere. xi is the mole fraction of species i. To evaluate this system at equilibrium,
use Equation 4.4 while knowing that at equilibrium, the Gibbs free energy is at a minimum,
so dG = 0. This then gives:
νAµA + νBµB = νCµC + νDµD (4.6)
This equation can be directly solved to find the equilibrium composition with knowledge of
the chemical potentials. This method must be used when condensed phases appear in the
equilibrium reaction. This is because the definition of the chemical potential in Equation
4.5 is only valid for ideal gases. When only ideal gases are involved, it is sometimes easier
to rearrange this equation and introduce the equilibrium constant K(T ). This constant is a
function of the temperature and composition of a system that is calculated using the Gibbs
function. To derive this, first substitute Equation 4.5 into Equation 4.6.
νA
(
g¯oA + R¯T ln
yAP
Pref
)
+ νB
(
g¯oB + R¯T ln
yBP
Pref
)
=
νC
(
g¯oC + R¯T ln
yCP
Pref
)
+ νD
(
g¯oD + R¯T ln
yDP
Pref
) (4.7)
Then similar terms are grouped together:
(νC g¯
o
C + νDg¯
o
D − νAg¯oA − νB g¯oB) =
R¯T
(
νC ln
yCP
Pref
+ νDln
yDP
Pref
− νAlnyAP
Pref
− νBlnyBP
Pref
)
(4.8)
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The term on the left side is equivalent to the change in the total Gibbs energy, or:
∆Go = νC g¯
o
C + νDg¯
o
D − νAg¯oB − νC g¯oB (4.9)
If Equations 4.8 and 4.9 are then combined and rearranged, and the natural log terms are
combined, the result is:
−∆G
o
R¯T
= ln
[
yνCC y
νD
D
yνAA y
νB
B
(
P
Pref
)νC+νD−νA−νB]
(4.10)
Then, define the left hand side of the equation as the natural log of the equilibrium constant:
−∆G
o
R¯T
≡ ln [K(T )] (4.11)
Then, by substituting this definition and removing the natural log, the remaining equation
is:
K(T ) =
yνCC y
νD
D
yνAA y
νB
B
(
P
Pref
)νC+νD−νA−νB
(4.12)
This equation can be solved to find the ratio of the mole fractions of products to reactants.
The exact n values can be found using additional equations such as the conservation of
species. To get the formula in a form to find the actual values, substitute yi =
ni
n
where ni
is the mole fraction for each specie and n = nA + nB + nC + nD. This equation will then
give the relationship between the species A, B, C and D. [13]
K(T ) =
nνCC n
νD
D
nνAA n
νB
B
(
P/Pref
n
)νC+νD−νA−νB
(4.13)
The equilibrium constant can be found directly by using a variety of tables found in thermo-
dynamic or chemistry textbooks. K can also be calculated using an equation of state to find
the Gibbs free energy to find ∆Go and Equation 4.11. All of the reactions described here
were ultimately calculated using the chemical potential balance instead of the equilibrium
constant. The equilibrium constant calculation caused problems with the root solver because
in some situations the equilibrium constant was very large, which confused the solver and
prevented it from finding a solution.
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4.2.2 Equilibrium from Gibbs Free Energy for Condensed Phases
To check equilibrium with solid phases, a different method must be used. This is due to
the differing properties of condensed phases as opposed to ideal gases. Equation 4.5 requires
that the species being calculated are ideal gases, so for condensed phases, a different method
must be used. To achieve this, Equation 4.6 will be solved directly. A separate equation
of state will be used to find the Gibbs free energy of the condensed phase. Gaseous phases
may still use the ideal gas equation of state. To examine this method, a simple equilibrium
reaction will be used that has a condensed phase. Start with the reaction of:
CO2 + C(s) ⇀↽ 2CO (4.14)
This will have 3 unknowns for the amount of CO2, C(s), and CO, so 3 equations will be
needed. First use the conservation of the chemical species to find two equations.
C : N1 +N2 +N3 = Nc (4.15)
O : 2N1 +N3 = No (4.16)
Where Ni is the number of moles of each specie. For this reaction, N1 = CO2, N2 = C(s),
and N3 = CO. Nc and No are the total number of moles of carbon and oxygen respectively.
The other equation needed to solve this system is conservation of chemical potential from
Equation 4.6:
ν1µ1 + ν2µ2 = ν3µ3 (4.17)
Here, µ1 and µ3 are ideal gases so they can be found by using the equation:
µi = g¯
o
i + R¯T ln
xip
pref
(4.18)
The Gibbs function from the Burcat data as shown in Section A.1 can be used to solve for
g¯oi evaluated at T and xi is:
xi =
Ni
N1 +N3
(4.19)
Where i is either 1 or 3. µ2 must be found by a different method because it is a condensed
phase. Here an equation from Fried [14] will be used:
G2 = G0,2 + ∆G2 (4.20)
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Table 4: Constants for Fried’s EOS
∆H0 ∆S0 a1/R θ1 a2/R θ2 a3/R
kJ/mol J/mol K K K−1(10−3)
0.00 5.74 1.115 597 1.789 1739 0.116
G0,2(T ) is the reference Gibbs free energy at T and P = 1. ∆G is a correction term that is
calculated from P . To find G0,2(T ), by definition, the enthalpy and entropy of the system
must be found. Fried uses the following equations to do so.
H0(T ) = ∆H0 +
2∑
i=1
aiθi
[
1
ex − 1
]xi
xi0
+ a3(T
2 − T 20 )/2 (4.21)
S0(T ) = ∆S0 +
2∑
i=1
ai
[
x
ex − 1 − ln(e
x − 1)
]xi
xi0
+ a3(T − T0) (4.22)
Where xi = θi/T and xi0 = θi/T0, and T0 = 298.15 K. Now G0,2 can be calculated by:
G0,2 = H0,2 + TS0,2 (4.23)
The constants are given in Table 4. Now that G0,2 has been found, the correction term ∆G2
must be calculated. From Fried:
∆G2(p, T ) =
∫ P
p0
V (p, T )dp, (4.24)
where
V (P, T ) = V0[nκ0P + f(T )]
−1/n (4.25)
Here P is the pressure of the products at equilibrium, and κ0 = 1/B0. f is given by:
f(T ) = exp [−n(g(T )− g(To))] (4.26)
For an equation of state for g:
g(T ) = αoT + α1
(
T − T
∗
2
(
e−T/T
∗ − 2)2) (4.27)
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Table 5: Further Constants for Frieds EOS
Material V0 B0 n α0 α1 T
∗
cc/mol GPa 10−5K−1 10−5K−1 K
Graphite 5.286 33.8 8.9 2.5 1.2 1000
These equations can then be combined and integrated to give:
∆G(P, T ) =
Vo
(n− 1)κ0
[
ηn−1 − ηn−10
]
(4.28)
Where η is defined as:
η ≡ [nκ0P + f(T )]1/n (4.29)
And the constant values are given in Table 5. Finally, the chemical potential can be calcu-
lated as:
µ2 =
G2
N2
(4.30)
Therefore the equations to solve are:
N1 +N2 +N3 −Nc = 0 (4.31)
2N1 +N2 −No = 0 (4.32)
ν1µ1 + ν2µ2 − ν3µ3 = 0 (4.33)
The chemical potentials are inserted into equation 4.33 and No and Nc are used for the
conservation equations. This will then give the 3 equations above for 3 unknowns which can
then be solved using a rootsolver.
4.3 Reaction Completeness
Next the completeness of the combustion reactions must be considered. It takes a finite
amount of time for the reactants to burn into the products, so a factor, λ will be introduced
as a reaction completeness variable to account for this. This variable will limit the amounts
of products in the following equations, therefore the mole numbers of the products will be
accordingly lower. A sample chemical equation will therefore be:
Reactants→ λProducts+ (1− λ)Reactants (4.34)
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This will mean that only some of each element will be available to react into the combustion
products. The unreacted products will be carried to the other side in their original state.
The modifications of the reaction equations are simple.
An incomplete reaction will also affect the temperature of the mixture. Not only will
the smaller amount of burned reactants reduce the amount of heat that was released, but
the heat capacity of the unburned products could influence the final temperature. However,
here the temperature of the unreacted species will be assumed to stay constant at the input
temperature. Thus the enthalpy balance that results from this modification is of the form:
h˜(T0)Reactants = h˜(T )Products + (1− λ)h˜(T0)Reactants (4.35)
or more simply
λh˜(T0)Reactants = h˜(T )Products (4.36)
The equations shown in the next few sections can again be easily modified to accommodate
the reaction completeness by multiplying the enthalpy of the reactants by lambda.
4.4 Aluminum/Teflon Burning In Air
4.4.1 Full Reaction
To find the chemical composition that follows a detonation wave, one must take several
factors into consideration. What products can be expected from the reaction if the input
composition is known? How much air will mix with the expanding product gases? Will
these products react with the surrounding air and create new chemical species? Will the
temperature be high enough to cause some chemical species to dissociate? To answer these
questions for a general reaction, start with an Aluminum-Teflon burn. This is a simple
reaction that will give a relatively small number of products. First, this simulation can
be performed using Cheetah. Cheetah gives results in the number of moles of all relevant
product species. Several Cheetah runs were done to find what molecules could be expected
from a large range of reaction products mixing with differing proportions of air. Since
Cheetah gives many possible products at trace concentrations, the only molecules that were
considered here have a composition greater than 0.1% of the mole fraction. From this, it
41
was found that the overall chemical reaction is:
αAl + βC2F4 + γO2 + δN2 →A1N2 + A2O2 + A3CO2 + A4AlF3(g)+
A5NO + A6CO + A7Al(g) + A8AlF3(s)+
A9Al2O3(s) + A10AlN + A11C(s) + A12O+
A13F + A14Al2O3(l) + A15Al(l)
(4.37)
In this equation the number of moles of the reactants are known as well as the reactant
temperature. These are known from the proportions of aluminum to Teflon used in the
reaction along with a model for the mixing of expanding products with air. The pressure is
found from the known expansion of the shockwave into air. The reactant temperature can
be assumed to be room temperature in most cases. A1 − A15 and the product temperature
T are unknowns. T is unknown because the composition of the gases will effect the entropy
of the system, and temperature is a function of the entropy. This means that if CO2 exists
in the products, and the temperature is high enough to cause it to decompose to CO and
O2, this will require energy, lowering the pressure. So, 15 equations will be needed to find
A1 − A15 and a 16th equation of the entropy is needed to find the temperature. First, use
the conservation of chemical species.
Al : α = A4 + A7 + A8 + 2A9 + A10 + 2A14 + A15 (4.38)
C : 2β = A4 + A6 + A11 (4.39)
F : 4β = 3A4 + 3A8 + A13 (4.40)
O : 2γ = 2A2 + 2A3 + A5 + A6 + 3A9 + A12 + 3A14 (4.41)
N : 2δ = 2A1 + A5 + A10 (4.42)
Next many equilibrium reactions will be taken into account, and the chemical potential
must be found for all of the different species. This can be accomplished using the Burcat
thermodynamic data shown below in Appendix A.1. Alternatively, some of the data for the
Gibbs free energy was found using the JANAF tables for species that were not included in
the Burcat tables. This formulation is shown below in Appendix A.2. Using these formulas
for each of the possible equilibrium reactions, the following equations are found to be relevant
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to this reaction.
C(s) + CO2 ⇀↽ 2CO −→ µ3 + µ11 − 2µ6 = 0 (4.43)
1
2
O2 +
1
2
N2 ⇀↽ NO −→ 1
2
µ2 +
1
2
µ1 − µ5 = 0 (4.44)
AlF3(g) ⇀↽ AlF3(s) −→ µ4 − µ8 = 0 (4.45)
2AlN ⇀↽ 2Al +N2 −→ 2µ10 − 2µ7 − µ1 = 0 (4.46)
4Al + 3O2 ⇀↽ 2Al2O3 −→ 4µ7 + 3µ2 − 2µ9 = 0 (4.47)
CO +
1
2
O2 ⇀↽ CO2 −→ µ6 + 1
2
µ2 − µ3 = 0 (4.48)
O2 ⇀↽ 2O −→ µ2 − 2µ12 = 0 (4.49)
Al(g) + 3F ⇀↽ AlF3(g) −→ µ7 + 3µ13 − µ4 = 0 (4.50)
Al2O3(s) ⇀↽ Al2O3(l) −→ µ9 − µ14 = 0 (4.51)
Al(g) ⇀↽ Al(l) −→ µ7 − µ15 = 0 (4.52)
Next, to find the temperature the enthalpy relation between the reactants and products will
be used. This states that ∆H = 0, or that ∆HR = ∆HP . The enthalpy relation will give us:
α∆h˜Al+β
(
h˜of + ∆h˜
)
C2F4
+ γ∆h˜O2 + δ∆h˜N2 = A1∆h˜N2+
A2∆h˜O2 + A3
(
h˜of + ∆h˜
)
CO2
+ A4
(
h˜of + ∆h˜
)
AlF3(g)
+
A5
(
h˜of + ∆h˜
)
NO
+ A6
(
h˜of + ∆h˜
)
CO
+ A7∆h˜Al+
A8
(
h˜of + ∆h˜
)
AlF3(s)
+ A9
(
h˜of + ∆h˜
)
Al2O3
+
A10
(
h˜of + ∆h˜
)
AlN
+ A11∆h˜C(s) + A12
(
h˜of + ∆h˜
)
O
+
A13∆h˜F + A14
(
h˜of + ∆h˜
)
Al2O3(l)
+ A15∆h˜Al(l)
(4.53)
Where ∆h˜ is the change in enthalpy from a reference state and h˜of is the enthalpy of formation
at that reference state. These may also be found from the Burcat Data or the JANAF Data
in Appendix A.1 and A.2. Now A1−A15 and T may be solved for by using these 16 equations
and a non-linear rootsolver.
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4.4.2 A Simplified Reaction
Unfortunately, it would be very difficult to solve 16 coupled non-linear equations with a
rootsolver without a very good initial guess of the solution. Instead, start with a simplified
equation which has fewer equilibrium equations to get an initial solution, then add species
one at a time, using the previous solution as an initial guess. To start, the simplest reaction
will be:
αAl + βC2F4 + γO2 + δN2 →A1N2 + A2O2 + A3CO2 + A4AlF3(g)+
A6CO + A7Al + A9Al2O3(s)
(4.54)
This reaction is just a simpler version of the equation given above. It was assumed that
there was no dissociation of some species and that no gaseous species condensed into solid or
liquid phases. The exception to this is the formation of Al2O3, which is known to appear in
a significant quantity and should not be ignored. Now only 8 equations are needed to solve
for these 7 coefficients and the temperature. The species conservation equations now reduce
to:
Al : α = A4 + A7 + 2A9 (4.55)
C : 2β = A3 + A6 (4.56)
F : 4β = 3A4 (4.57)
O : 2γ = 2A2 + 2A3 + A6 + 3A9 (4.58)
N : 2δ = 2A1 (4.59)
Then 2 equilibrium relations must be used to find the solution. Since CO and CO2 are
present, the dissociation of CO2 into O2 and CO should be considered. Finally, the dissoci-
ation of Al2O3 will be considered since both of the dissociation products are present in the
products.
4Al + 3O2 ⇀↽ 2Al2O3 −→ 4µ7 + 3µ2 − 2µ9 = 0 (4.60)
CO +
1
2
O2 ⇀↽ CO2 −→ µ6 + 1
2
µ2 − µ3 = 0 (4.61)
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Finally, to solve for the temperature, use conservation of enthalpy:
α∆h˜Al+β
(
h˜of + ∆h˜
)
C2F4
+ γ∆h˜O2 + δ∆h˜N2 = A1∆h˜N2+
A2∆h˜O2 + A3
(
h˜of + ∆h˜
)
CO2
+ A4
(
h˜of + ∆h˜
)
AlF3(g)
+
A6
(
h˜of + ∆h˜
)
CO
+ A7∆h˜Al + A9
(
h˜of + ∆h˜
)
Al2O3
(4.62)
Now there are 8 simpler equations that will be easier to solve without a near perfect initial
guess. After finding a solution, more species can be added and solved for one at a time while
adding the equilibrium reaction that controls the production of that specie from dissociation
or phase change. The conservation of species and energy equation must then be rewritten
for each step. These 8+n equations can then be solved while using the previous solution as
an initial guess.
Using this method, a solution to the full set of equations given in Section 4.4.1 can be
found. First an initial guess of the product species must be made using the input parameters
of α, β, γ, and δ. With 45/55% Aluminum/Teflon mix the results were compared with the
results seen in Cheetah for the a range of reaction products mixing with air. It should be
noted that these results are not a direct comparison. Different equations of state were used
in this code than were used in Cheetah. Therefore, a direct comparison can not be made
between them. As expected, the results were not especially accurate. Several comparisons
are shown below in Figures 4.1 - 4.4. In Figure 4.1, the calculated temperature matches
Cheetah well for higher values of mixing with air, but the plots diverge as the amount of air
decreases. Figure 4.2 shows that the amount of graphite is nearly identical to Cheetah at
low amounts of air, but then the amount of graphite decreases at a different rate for each
simulation. Figures 4.3 and 4.4 do not match much better than these. This discrepancy
could be due to the different equations of state used in Cheetah and in the equilibrium code.
4.5 Magnesium/Teflon/Viton Burning in Air
4.5.1 Full Reaction
Next, the detailed kinetics of a magnesium/Teflon/Viton (MTV) reaction were studied. This
was done in a similar matter to what was done for the aluminum/Teflon burn. First the
reactants were entered into Cheetah and burned to find the initial products. These were
then re-entered into Cheetah with varying amounts of air to find the products that would
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Figure 4.1: This shows the temperature of the simulation including chemical kinetics against the
temperature calculated in Cheetah.
Figure 4.2: This shows the amount of graphite in the simulation including chemical kinetics against
the amount calculated in Cheetah.
46
Figure 4.3: This shows the amount of gaseous aluminum in the simulation including chemical
kinetics against the amount calculated in Cheetah.
Figure 4.4: This shows the amount of NO in the simulation including chemical kinetics against
the amount calculated in Cheetah.
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be present for a wide range of circumstances. Only the species present in more than 0.1%
by molar mass were considered here. After this analysis, the main reaction was found to
have thirteen species present in significant quantities, so fourteen equations will be needed
to solve for each as well as the temperature.
αMg + βC2F4 + γC10H7F13 + δO2 + N2 →A1N2 + A2O2 + A3CO2 + A4HF+
A5F + A6Mg(g) + A7CO + A8C(s)+
A9NO + A10MgO(s) + A11Mg(l)+
A12O + A13CF4
(4.63)
This gives a total of thirteen chemical species present in the reaction products. This is then
governed by six conservation equations, one for each element present.
Mg : α = A6 + A10 + A11 (4.64)
C : 2β + 10γ = A3 + A7 + A8 + A13 (4.65)
F : 4β + 13γ = A4 + A5 + 4A13 (4.66)
H : 7γ = A4 (4.67)
O : 2δ = 2A2 + 2A3 + A7 + A9 + A10 + A12 (4.68)
N : 2 = 2A1 + A9 (4.69)
Another seven equations will be needed to solve for the remaining species, as well as one
more equation to solve for the temperature. First, seven equilibrium equations will be used
to solve for the number of moles of each specie.
C(s) + CO2 ⇀↽ 2CO −→ µ8 + µ3 − 2µ7 = 0 (4.70)
1
2
O2 +
1
2
N2 ⇀↽ NO −→ 1
2
µ2 +
1
2
µ1 − µ9 = 0 (4.71)
Mg +
1
2
O2 ⇀↽MgO(s) −→ µ6 + 1
2
µ2 − µ10 = 0 (4.72)
Mg(g) ⇀↽Mg(s) −→ µ6 − µ11 = 0 (4.73)
CO +
1
2
O2 ⇀↽ CO2 −→ µ7 + 1
2
µ2 − µ3 = 0 (4.74)
O2 ⇀↽ 2O −→ µ2 − µ12 = 0 (4.75)
CF4 ⇀↽ C(s) + 4F −→ µ13 − µ8 − 4µ5 = 0 (4.76)
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Finally, find the temperature using enthalpy balance.
α
(
∆h˜
)
Mg(s)
+ β
(
h˜of + ∆h˜
)
C2F4
+ γ
(
h˜of + ∆h˜
)
C10H7F13
+ δ
(
∆h˜
)
O2
+ 
(
∆h˜
)
N2
=
A1
(
h˜of + ∆h˜
)
N2
+ A2
(
h˜of + ∆h˜
)
O2
+ A3
(
h˜of + ∆h˜
)
CO2
+ A4
(
h˜of + ∆h˜
)
HF
+
A5
(
h˜of + ∆h˜
)
F
+ A6
(
h˜of + ∆h˜
)
Mg(g)
+ A7
(
h˜of + ∆h˜
)
CO
+ A8
(
h˜of + ∆h˜
)
C(s)
+
A9
(
h˜of + ∆h˜
)
NO
+ A10
(
h˜of + ∆h˜
)
MgO(s)
+ A11
(
h˜of + ∆h˜
)
Mg(l)
+ A12
(
h˜of + ∆h˜
)
O
+
A13
(
h˜of + ∆h˜
)
CF4
(4.77)
These fourteen equations can then be solved to find the quantity of each material as well
as the overall temperature. Unfortunately it is again difficult to solve fourteen nonlinear
equations without a very good initial guess. So the same technique used for aluminum/Teflon
will be used agian.
4.5.2 A Simplified Reaction
To find a reasonable reaction to solve, the system will be reduced to six species. This will
enable the solver to find an initial solution almost every time. Then, more species can be
added one at a time using the previous solution as an initial guess until the full reaction is
solved.
αMg + βC2F4 + γC10H7F13 + δO2 + N2 →A1N2 + A2O2 + A3CO2+
A4HF + A5F + A6Mg(g)
(4.78)
This is then governed by the following conservation equations.
Mg : α = A6 (4.79)
C : 2β + 10γ = A3 (4.80)
F : 4β + 13γ = A4 + A5 (4.81)
H : 7γ = A4 (4.82)
O : 2δ = 2A2 + 2A3 (4.83)
N : 2 = 2A1 (4.84)
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Since there are six products and six conservation equations, no equilibrium equations are
needed. Finally, to find the temperature, the conservation of energy equation is needed.
α
(
∆h˜
)
Mg(s)
+ β
(
h˜of + ∆h˜
)
C2F4
+ γ
(
h˜of + ∆h˜
)
C10H7F13
+ δ
(
∆h˜
)
O2
+ 
(
∆h˜
)
N2
=
A1
(
h˜of + ∆h˜
)
N2
+ A2
(
h˜of + ∆h˜
)
O2
+ A3
(
h˜of + ∆h˜
)
CO2
+
A4
(
h˜of + ∆h˜
)
HF
+ A5
(
h˜of + ∆h˜
)
F
+ A6
(
h˜of + ∆h˜
)
MG(g)
(4.85)
This set of equations can be solved relatively easily by the rootsolver. Next each product
can be added along with the equilibrium equations that governs its creation. For example,
the next specie added is CO. The creation of CO is governed by the dissociation of CO2:
CO +
1
2
O2 ⇀↽ CO2 −→ µ7 + 1
2
µ2 − µ3 = 0 (4.86)
Each product specie can be added in this manner using one of the equilibrium equations
listed above. This will then give a complete solution for most cases of mixing with air. Some
of the results of this are shown in Figures 4.5 - 4.8. In the case of MTV, the results are better
than the results for Aluminum/Teflon, but as expected, they are still not a great match. The
temperature, shown in Figure 4.5, matches very well with the results from Cheetah. However,
the results for graphite are still not very good. In Figure 4.6, the amount of graphite again
matches well with higher amounts of air, but at lower amounts of air, the plots diverge. CF4
and MgO also have similar plots for the equilibrium code and the Cheetah results, but they
still do not match especially well.
4.6 GAZAL Burning in Air
4.6.1 Full Reaction
Finally, the chemical kinetics of GAZAL will be examined. GAZAL (or Glycidyl Azide
Polymer, GAP, with added Aluminum) is chemically C3H5N3OAl and in this case it will
burn alone in air. Again, Cheetah was used to find the chemical species that could be present
and then a set of equations was found that could solve for these products. The main equation
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Figure 4.5: This shows the temperature of the simulation including chemical kinetics against the
temperature calculated in Cheetah.
Figure 4.6: This shows the amount of graphite in the simulation including chemical kinetics against
the amount calculated in Cheetah.
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Figure 4.7: This shows the amount of CF4 in the simulation including chemical kinetics against
the amount calculated in Cheetah.
Figure 4.8: This shows the amount of MgO in the simulation including chemical kinetics against
the amount calculated in Cheetah.
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is:
αC3H5N3OAl + βO2 + γN2 →A1N2 + A2H2 + A3CO2 + A4H2O + A5Al2O3(s) + A6O2+
A7C(s) + A8CO + A9Al2O3(l) + A10CH4 + A11NO + A12O
(4.87)
This will then need thirteen equations to solve for the twelve species as well as the temper-
ature. First, five conservation equations will be used.
C : 3α = A3 + A7 + A8 + A10 (4.88)
H : 5α = 2A2 + 2A4 + 4A10 (4.89)
N : 3α + 2γ = 2A1 + A11 (4.90)
O : α + 2β = 2A3 + A4 + 3A5 + 2A6 + A8 + 3A9 + A11 + A12 (4.91)
Al : α = 2A5 + 2A9 (4.92)
Next seven equilibrium equations will be used:
2H2O ⇀↽ 2H2 +O2 −→ 2µ4 − 2µ2 − µ6 = 0 (4.93)
CO +
1
2
O2 ⇀↽ CO2 −→ µ8 + 1
2
µ6 − µ3 = 0 (4.94)
CO2 + C(s) ⇀↽ 2CO −→ µ3 + µ7 − 2µ8 = 0 (4.95)
Al2O3(s) ⇀↽ Al2O3(l) −→ µ5 − µ9 = 0 (4.96)
CH4 ⇀↽ C(s) + 2H2 −→ µ10 − µ7 − 2µ2 = 0 (4.97)
1
2
O2 +
1
2
N2 ⇀↽ NO −→ µ6 + µ1 − µ11 = 0 (4.98)
O2 ⇀↽ 2O −→ µ6 − 2µ12 = 0 (4.99)
Finally, to find the temperature the enthalpy balance must be calculated.
α
(
h˜of + ∆h˜
)
C3H5N3OAl
+ β
(
∆h˜
)
O2
+ γ
(
∆h˜
)
N2
=
A1
(
∆h˜
)
N2
+ A2
(
∆h˜
)
H2
+ A3
(
h˜of + ∆h˜
)
CO2
+ A4
(
h˜of + ∆h˜
)
H2O
+
A5
(
h˜of + ∆h˜
)
Al2O3(s)
+ A6
(
∆h˜
)
O2
+ A7
(
∆h˜
)
C(s)
+ A8
(
h˜of + ∆h˜
)
CO
+
A9
(
h˜of + ∆h˜
)
Al2O3(l)
+ A10
(
h˜of + ∆h˜
)
CH4
+ A11
(
h˜of + ∆h˜
)
NO
+ A12
(
h˜of + ∆h˜
)
O
(4.100)
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Once again this is too complicated to be solved directly, so the same technique used in
Sections 4.4.2 and 4.5.2 will be used.
4.6.2 Simplified Reaction
To make this reaction solvable, it will initially be reduced to eight species. The main reaction
will be:
αC3H5N3OAl + βO2 + γN2 →A1N2 + A2H2 + A3CO2 + A4H2O+
A5Al2O3(s) + A6O2 + A7C(s) + A8CO
(4.101)
This will then be governed by five conservation equations:
C : 3α = A3 + A7 + A8 (4.102)
H : 5α = 2A2 + 2A4 (4.103)
N : 3α + 2γ = 2A1 (4.104)
O : α + 2β = 2A3 + A4 + 3A5 + 2A6 + A8 (4.105)
Al : α = 2A5 (4.106)
Three equilibrium equations:
2H2O ⇀↽ 2H2 +O2 −→ 2µ4 − 2µ2 − µ6 = 0 (4.107)
CO +
1
2
O2 ⇀↽ CO2 −→ µ8 + 1
2
µ6 − µ3 = 0 (4.108)
CO2 + C(s) ⇀↽ 2CO −→ µ3 + µ7 − 2µ8 = 0 (4.109)
And one enthalpy balance:
α
(
h˜of + ∆h˜
)
C3H5N3OAl
+ β
(
∆h˜
)
O2
+ γ
(
∆h˜
)
N2
=
A1
(
∆h˜
)
N2
+ A2
(
∆h˜
)
H2
+ A3
(
h˜of + ∆h˜
)
CO2
+ A4
(
h˜of + ∆h˜
)
H2O
+
A5
(
h˜of + ∆h˜
)
Al2O3(s)
+ A6
(
∆h˜
)
O2
+ A7
(
∆h˜
)
C(s)
+ A8
(
h˜of + ∆h˜
)
CO
(4.110)
As above, a solution can be found from this and then the previous solution can be used as an
initial guess with one added specie. This can then be used to find a solution to the full set
of equations shown in the previous section. Some results are shown in Figures 4.9 and 4.10.
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The results in each could be close the the results in Cheetah, but the equilibrium code only
found a result for a small band of mixing with air. Therefore, these results are inconclusive.
4.7 Conclusion
A new method was attempted to solve for the temperature resulting in a detonation. Chem-
ical equilibrium was used to solve for the reaction product composition, which can be used
to find the temperature. The composition, and resulting temperature, was found using equi-
librium equations and solved by using Cheetah. For all materials, the results did not match
particularly well, as was expected. This is most likely due to the different equations of state
used in each program. Cheetah uses the exp6 EOS outlined in Fried et al [12], while the
code outlined here uses data from the Burcat tables [11]. To examine this discrepancy, the
exp6 EOS will be integrated into this code in the future.
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Figure 4.9: This shows the temperature of the simulation including chemical kinetics against the
temperature calculated in Cheetah.
Figure 4.10: This shows the amount of H in the simulation including chemical kinetics against
the amount calculated in Cheetah.
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A Equations of State
A.1 Burcat Thermodynamic Data
The Burcat tables use two sets of 7 coefficient polynomials to fit data over a certain temper-
ature range. [11] From the tables, the Gibbs free energy is defined as:
GoT
RT
= a1 (1− lnT )− a2T
2
− a3T
2
6
− a4T
3
12
− a5T
4
20
+
a6
T
− a7 (A.1)
With the knowledge of the relationship between the Gibbs free energy and the equilibrium
constant, it is found that the equilibrium constant is then given by the sum of the Gibbs
function for each specie. So the equation for the equilibrium constant is given by:
K = (RT )−∆ν exp[∆a1(ln(T )− 1) + ∆a2T
2
+
∆a3T
2
6
+
∆a4T
3
12
+
∆a5T
4
20
+
∆a6
T
+ ∆a7]
(A.2)
Where ∆ai is the sum of the table constants multiplied by the mole number for each specie,
or:
∆ai = Σvjaij (A.3)
and ∆v is the change in the number of moles in the equilibrium reaction.
∆v = Σvj (A.4)
Here ai is the constant value from the Burcat tables for each material and vj is the number
of moles of each species in the equilibrium equation. This data can also be used to find the
enthalpy of a specific material using this equation.
h˜of + ∆h˜ = RT
(
a1 +
a2T
2
+
a3T
2
3
+
a4T
3
4
+
a5T
4
5
+
a6
T
)
(A.5)
Where h˜of will automatically be zero for species with no formation energy. The constants ai
can be seen below in Tables 6 and 7.
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Table 6: Burcat Constants for 1000K < T < 6000K
material Al C2F4 O2 N2
a1 2.533857E+00 1.141784E+01 3.458524E+00 2.952576E+00
a2 -4.658595E-05 4.591611E-03 1.040454E-03 1.396900E-03
a3 2.827980E-08 -1.775209E-06 -2.796640E-07 -4.926316E-07
a4 -8.543620E-12 3.005987E-10 3.114397E-11 7.860102E-11
a5 1.022080E-15 -1.859213E-14 -8.556561E-16 -4.607552E-15
a6 3.890457E+04 -8.542070E+04 1.022291E+04 -9.239487E+02
a7 5.37984E+00 -3.164456E+01 4.152641E+00 5.871888E+00
material CO2 AlF3 NO CO
a1 0.463651E+01 8.725841E+00 0.488475E+01 0.304849E+01
a2 0.274146E-02 1.317470E-03 0.217240E-02 0.135173E-02
a3 -0.995898E-06 -5.188404E-07 -0.828070E-06 -0.485794E-06
a4 0.160387E-09 8.888930E-11 0.157475E-09 0.788536E-10
a5 -0.916199E-14 -5.541459E-15 -0.105109E-13 -0.469807E-14
a6 -0.490249E+05 -1.483848E+05 0.231650E+04 -0.142661E+05
a7 -0.193490E+01 -1.749081E+01 -0.117417E+00 0.601710E+01
material Al2O3(s) C(graphite) O F
a1 1.183367E+01 0.145569E+01 2.543637E+00 0.267163E+01
a2 3.770888E-03 0.171706E-02 -2.731625E-05 -0.174619E-03
a3 -1.786319E-07 -0.697584E-06 -4.190295E-09 0.690665E-07
a4 -5.600881E-10 0.135283E-09 4.954818E-12 -0.119535E-10
a5 1.407683E-13 -0.967649E-14 -4.795537E-16 0.752369E-15
a6 -2.057113E+05 -0.695128E+03 2.922601E+04 0.878741E+04
a7 -6.359984E+01 -0.852568E+01 4.922295E+00 0.398426E+01
material Al2O3(l) Al(l) HF Mg(g)
a1 1.959225E+01 3.818625E+00 0.292043E+01 2.316644E+00
a2 0.000000E+00 0.000000E+00 0.857960E-03 3.658663E-04
a3 0.000000E+00 0.000000E+00 -0.163068E-06 -2.332278E-07
a4 0.000000E+00 0.000000E+00 0.137803E-10 5.371175E-11
a5 0.000000E+00 0.000000E+00 -0.290212E-15 -2.995130E-15
a6 -2.027693E+05 -9.496518E+01 -0.336858E+05 1.701192E+04
a7 -1.108622E+02 -1.752297E+01 0.421440E+01 4.634495E+00
material CF4 MgO(s) Mg(l) Mg(s)
a1 9.473365E+00 1.770369E+01 4.125318E+00 0.000000E+00
a2 3.594077E-03 -3.766181E-02 0.000000E+00 0.000000E+00
a3 -1.403340E-06 2.889436E-05 0.000000E+00 0.000000E+00
a4 2.391138E-10 -9.288820E-09 0.000000E+00 0.000000E+00
a5 -1.485134E-14 1.089454E-12 0.000000E+00 0.000000E+00
a6 -1.158166E+05 -7.896552E+04 -6.589919E+02 0.000000E+00
a7 -2.497368E+01 -8.905359E+01 -1.937828E+01 0.000000E+00
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material CH4 H2 H2O
a1 1.911786E+00 0.293283E+01 0.267703E+01
a2 9.602679E-03 0.826598E-03 0.297318E-02
a3 -3.383878E-06 -0.146400E-06 -0.773768E-06
a4 5.387972E-10 0.154098E-10 0.944335E-10
a5 -3.193068E-14 -0.688796E-15 -0.426891E-14
a6 -1.009921E+04 -0.813055E+03 -0.298858E+05
a7 8.482418E+00 -0.102431E+01 0.688255E+01
A.2 JANAF Thermodynamic Data
The data for these two species were unavailable in the Burcat tables and were taken from
the JANAF tables instead. [17] To use this data, calculate the enthalpy using this equation:
∆h˜− h˜of = A ∗ T +
B ∗ T 2
2
+
C ∗ T 3
3
+
D ∗ T 4
4
− E
T
−H (A.6)
Where h has units of KJ/mol. And the entropy is given by:
So = Aln(T ) +BT +
CT 2
2
+
DT 3
3
+
E
2T 2
+G (A.7)
Where s has units of J/mol. Where in both equations, T = Temperature(K)/1000. From
this, the Gibbs free energy can be found by:
G = H − TS (A.8)
And this can then be used to find the equilibrium constant. The constants A - H are shown
below in Table 8
A.3 Unused EOS’s
These equations of state were included as a possible model for the chemical potential of
condensed phases. However, not all of the constants could be found for many materials. It
is being included here for completeness.
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Table 7: Burcat Data for 200K < T < 1000K
material Al C2F4 O2 N2
a1 3.111124E+00 1.993087E+00 3.782456E+00 3.531005E+00
a2 -3.593823E-03 3.847344E-02 -2.996734E-03 -1.236610E-04
a3 8.147493E-06 -5.323228E-05 9.847302E-06 -5.029994E-07
a4 -8.088090E-09 3.921227E-08 -9.681295E-09 2.435306E-09
a5 2.931325E-12 -1.193027E-11 3.243728E-12 -1.408812E-12
a6 3.882834E+04 -8.313009E+04 -1.063944E+03 -1.046976E+03
a7 2.840457E+00 1.531341E+01 3.657676E+00 2.967470E+00
material CO2 AlF3 NO CO
a1 0.235681E+01 3.109607E+00 4.218599E+00 0.357953E+01
a2 0.898413E-02 2.224646E-02 -4.639881E-03 -0.610354E-03
a3 -0.712206E-05 -3.117555E-05 1.104430E-05 0.101681E-05
a4 0.245730E-08 2.084827E-08 -9.340555E-09 0.907006E-09
a5 -0.142885E-12 -5.420974E-12 2.805549E-12 -0.904424E-12
a6 -0.483720E+05 -1.471209E+05 9.845100E+03 -0.143442E+05
a7 0.990090E+01 1.013819E+01 2.280610E+00 0.350842E+01
material Al2O3(s) C(graphite) O F
a1 -4.913831E+00 -0.310872E+00 3.168267E+00 0.241967E+01
a2 7.939844E-02 0.440354E-02 -3.279319E-03 0.293929E-02
a3 -1.323792E-04 0.190394E-05 6.643064E-06 -0.892122E-05
a4 1.044675E-07 -0.638547E-08 -6.128066E-09 0.991185E-08
a5 -3.156633E-11 0.298964E-11 2.112660E-12 -0.379472E-11
a6 -2.026262E+05 -0.108651E+03 2.912226E+04 0.875732E+04
a7 1.547807E+01 0.111383E+01 2.051933E+00 0.474690E+01
material Al2O3(l) Al(l) HF Mg(g)
a1 0.000000E+00 3.818625E+00 0.348114E+01 2.500000E+00
a2 0.000000E+00 0.000000E+00 0.213341E-03 0.000000E+00
a3 0.000000E+00 0.000000E+00 -0.689852E-06 0.000000E+00
a4 0.000000E+00 0.000000E+00 0.859668E-09 0.000000E+00
a5 0.000000E+00 0.000000E+00 -0.235490E-12 0.000000E+00
a6 0.000000E+00 -9.496518E+01 -0.339131E+05 1.694658E+04
a7 0.000000E+00 -1.752297E+01 0.102595E+01 3.634330E+00
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material CF4 MgO(s) Mg(l) Mg(s)
a1 1.051195E+00 7.875486E+01 4.125318E+00 1.683569E+00
a2 2.783183E-02 -5.287107E-01 0.000000E+00 7.658218E-03
a3 -2.466834E-05 1.241879E-03 0.000000E+00 -1.503543E-05
a4 6.758825E-09 -1.228465E-06 0.000000E+00 1.464979E-08
a5 9.148508E-13 4.372791E-10 0.000000E+00 -4.9173603E-12
a6 -1.135741E+05 -8.126426E+04 -6.589919E+02 -7.361316E+02
a7 1.819367E+01 -3.288788E+02 -1.937828E+01 -7.413991E+00
material CH4 H2 H2O
a1 5.148257E+00 0.234430E+01 0.419863E+01
a2 -1.370024E-02 0.798042E-02 -0.203640E-02
a3 4.937494E-05 -0.194779E-04 0.652034E-05
a4 -4.919523E-08 0.201569E-07 -0.548792E-08
a5 1.700972E-11 -0.737602E-11 0.177196E-11
a6 -1.024532E+04 -0.917924E+03 -0.302937E+05
a7 -4.633227E+00 0.683002E+00 -0.849009E+00
A.3.1 Kuznetsov
Next we will try the equation of state given by Kuznetsov[15]. Here, the Helmholtz Free
Energy is given by:
ψ =Cv(T − To)− CvT log
(
T
To
)
+
µ
2ρo
[
(IB − 3) + 1− 2ν
2ν
(
III
− ν
1−2ν
B − 1
)]
− αK
2ρo
(T − To)log(IIIB)
(A.9)
Where the constant values are given by:
The Gibbs free energy can be found from this from the formula:
g = ψ + pV (A.10)
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Table 8: JANAF Constants
AlN(s) AlF3(s)
Temperature (K) 298− 900 900− 3000 298− 728 728− 2523
A 17.23264 49.78374 -27.17362 92.96722
B 85.63811 2.238047 594.2661 8.667826
C -83.27290 -0.742003 -1042.272 0.148503
D 29.63427 0.087952 662.4444 -0.006692
E -0.537933 -2.813004 0.019262 -0.942781
F 328.0587 -341.3173 1520.775 -1541.369
G 15.87020 66.70509 -103.0051 170.2754
H -317.9844 -317.9844 -1510.424 1510.424
Table 9: Kuznetsov Constants for Carbon
Cv µ ν IB IIIB α K
0.17 .21 6.5x10−6 1.7
A.3.2 Stewart
Or, use the equation of state from Stewart[16]:
µ3 = p
(
Vo
No
)
c
[
1 +
1
(2µˆ+ λˆ)c
((P − Po)− αcKc(T − To)
]
+
(
Vo
No
)
[2µc + αcKc(T − To)] ((P − Po)− αcKc(T − To))
+ (Cv)c
[
(T − To) + T ln T
To
] (A.11)
Where the values of the constants are given in Table 10
Table 10: Stewart Constants for Carbon
Vo No Po µˆ λˆ αc Kc Cv µc
6.5x10−6 1.7 0.17
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B Equilibrium Calculation
B.1 Equilibrium Code Explanation
To fully explain how the equilibrium state is calculated, the set of equations will be listed
here for the case of an Aluminum/Teflon burn with mixing in air. First, there are several
input parameters: the percentage of aluminum compared to Teflon, PAl, the percentage
of air, PAir, and reaction completeness, λ. The pressure P is also a variable that will be
arbitrarily chosen here. Once these are input, the values of α, β, γ, and δ can be calculated
for Equations 4.38-4.42. In general, this can be calculated with the formula:
NumberofMoles =
(PercentMaterial)(PercentAir)/MolarMassofMaterial
TotalMolarMass
(B.1)
Where the total molar mass is the mass of the aluminum, Teflon, and air.
MTotal =
PAir
28.97
+
PAl(1− PAir)
26.98
+
(1− PAl)(1− PAir)
100.02
(B.2)
For example, to calculate the total amount of aluminum:
α0 =
PAlPAir/MAl
MTotal
(B.3)
Now this is the total amount of aluminum in the system, but the reaction may not be 100%
complete(λ < 1), meaning that less aluminum is available for the reactions. To calculate how
much is available for the reaction, multiply the total amount by the reaction completeness
constant.
α = λα0 (B.4)
Next, the formulas for the residuals must be written to be input to the solver. The first
set of equations used will be for the simplified reaction. These will then be modified for the
complete reaction.
FF (1) = A4 + A7 + 2A9 − α (B.5)
FF (2) = A3 + A6 − 2β (B.6)
FF (3) = 3A4 − 4β (B.7)
FF (4) = 2A2 + 2A3 + A6 + 3A9 − 2γ (B.8)
FF (5) = 2A1 − 2δ (B.9)
63
The two equilibrium equations are needed
FF (6) = 4µ7 + 3µ2 + 2µ9 (B.10)
The chemical potential, µ, is calculated here in general by:
µi =
gi(T )
Ai
+RTln
(
Ai
Atot
P
Pref
)
(B.11)
Where Atot is the sum of the number of moles for each specie in the equilibrium equation, g(T )
is the Gibbs free energy calculated from the equation of state, Ai is the number of moles of
each element, and Pref is the reference pressure of 1 atmosphere. This is the general formula
used to calculate all the chemical potentials of a gas. For a solid, it is slightly different.
µi =
gi
Ai
(B.12)
The natural log term is dropped because the pressure has no effect on a solid material. For
the case of aluminum, the formula is:
µ7 =
g7(T )
A7
+RTln
(
A7
A2 + A7 + A9
P
Pref
)
(B.13)
The other equilibrium equation is:
FF (7) = µ6 +
1
2
µ2 − µ3 (B.14)
Finally, the enthalpy balance must be calculated.
FF (8) =A1∆h˜N2 + A2∆h˜O2 + A3
(
h˜of + ∆h˜
)
CO2
+ A4
(
h˜of + ∆h˜
)
AlF3(g)
+
A6
(
h˜of + ∆h˜
)
CO
+ A7∆h˜Al + A9
(
h˜of + ∆h˜
)
Al2O3
−
λ
[
α∆h˜Al + β
(
h˜of + ∆h˜
)
C2F4
+ γ∆h˜O2 + δ∆h˜N2
] (B.15)
A solution will be found when FF(1)-FF(8) are equal to zero. This is where a non-linear root
solver must be used. The code used was called DNSQE. This finds a zero of N non-linear
functions with N variables using a modification of the Powell hybrid method. This code uses
a combination of the MINPACK codes HYBRD1 and HYBRJ1.
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After a solution is found, one new equilibrium equation and one variable are added to
the system. The conservation of mass and enthalpy equations are then modified to accept
the new specie. In this case, graphite will be added.
FF (9) = µ3 + µ6 − µ11 (B.16)
Then the conservation equations must be modified.
FF (2) = FF (2) + A11 (B.17)
FF (8) = FF (8) + A11
(
h˜of + ∆h˜
)
C(s)
(B.18)
This can then be extended for each new specie, one at a time, until the full reaction is solved.
B.1.1 Code Layout
To best explain how the code works, I will now go through each of the subroutines and
explain their purpose. A flow chart of each subroutine is also shown in Figure B.1. In this
example, the aluminum Teflon reaction will be examined. It should be noted that there are
two important arrays which will be used throughout the entire program. The first is X. This
array stores the current “solution” to the set of equations outlined above. The other array
is F. This array stores the residual values to the set of equations. The size of each array is
equal to the number of species being solved for plus the temperature.
main.f
To start, the file main.f contains the input parameters such as which reaction to calculate,
the ratio of aluminum to Teflon, percentage of mixing in air, the input pressure and so on.
This file also calls the first subroutine of the program, EQB_ALTF.
EQB ALTF
EQB_ALTF calculates the number of moles of each element that are present in the system,
as well as the number of moles that are involved in the reaction. This subroutine also calls
INITIALIZE and SOLVEEQB.
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INITIALIZE
The subroutine INITIALIZE sets the initial guess of the solution into the X array. An integer
is passed into this function which tells it which reaction is being calculated, and thus which
set of initial values should be used.
SOLVEEQB
In EQB_ALTF, the subroutine SOVLEEQB is called. This subroutine instructs the solver to use
the selected reaction and it will start the main loop of the solver. This loop will tell the code
how many species, and thus how many equations, will be considered using the variable iter.
After a solution is found, this loop will add 1 to iter and a new solution will be found for
one more variable using the previous solution as an initial guess.
NonLinearSystemRoot
Inside this loop, the subroutine NonLinearSystemRoot is called. This function will first set
the tolerance, TOL. When the sum of the absolute values of the residuals in F is less than
TOL, then the solver has found a solution and will exit. It then calls the solver DNSQE.
DNSQE
This is the main subroutine of the solver used in this code. DNSQE calculates a zero of N
non-linear functions with N variables using a modication of the Powell hybrid method. This
code uses a combination of the MINPACK codes HYBRD1 and HYBRJ1. Inside this subroutine,
another subroutine will be called which calculates the set of equations which will be solved.
This subroutine is CALC_ALTF.
CALC ALTF
This subroutine calculates the values of the array F using the equations outlined in Sec-
tion 4.4.1. Depending on the value of iter, some values of F will automatically be set to
zero. This allows the solver to solve the more simplified reactions without needing many
subroutines with different numbers of equations. There are two important functions used
in this subroutine. They are called enthalpy and gibbs. As their names suggest, these
calculate the enthalpy and Gibbs free energy of a particular material at a temperature T.
These functions contain the equation of state, and must be modified if a new EOS is to be
used.
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Figure B.1: This figure shows the order in which each subroutine is called and which subroutines
are dependent on each other.
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