ABSTRACT Locality preserving projection (LPP) is a classical tool for dimensionality reduction problems. However, it is sensitive to outliers because of utilizing the 2 -norm-based distance criterion. In this paper, we propose a new approach, termed Euler-LPP, by preserving the local structures of data under the distance criterion of the cosine-based dissimilarity. Euler-LPP is robust to outliers in that the cosine-based dissimilarity suppresses the influence of outliers more efficiently than the 2 -norm. An explicit mapping, defined by a complex kernel (euler kernel) is adopted to map the data from the input space to complex reproducing kernel Hilbert spaces (CRKHSs), in which the distance of the data pairs under the 2 -norm is equal to that in the input space under the cosine-based dissimilarity. Thus, the robust dimensionality problem can be directly solved in CRKHS, where the solution is guaranteed to converge to a global minimum. In addition, Euler-LPP is easy to implement without significantly increasing computational complexity. Experiment results on several benchmark databases confirm the effectiveness of the proposed method.
I. INTRODUCTION
In recent years, techniques for dimensionality reduction have attracted much attention in computer vision and pattern recognition. The goal of dimensionality reduction is to find few low-dimensional representative features that are expressive or discriminative for typically high-dimensional input data points [1] . For the linear algorithm, Principal Component Analysis (PCA) [2] , [3] and Linear Discriminant Analysis (LDA) [4] - [6] are perhaps the two most classical tools. PCA seeks a subspace that best represents the data in a leastsquares sense by maximizing the variance of the projected data points [7] - [9] . LDA preserves discriminant information by maximizing between-class scatter meanwhile minimizing within-class scatter [10] , [11] .
For a data set that lies on or around a lower dimensional manifold, classical linear methods, such as PCA and LDA, see only the global Euclidean structure of data, which result in the loss of important local geometry information. Nonlinear dimensionality reduction techniques aim to find a projection space in which the projected data well preserve the intrinsic geometry of data. The representative approaches are locally linear embedding (LLE) [12] , ISOMAP [13] , and laplacian eigenmaps (LE) [14] . LLE seeks to preserve the geometry of the local neighborhoods by using linear weighting, which reconstructs a given sample by its neighbors. To preserve all the pairwise distances, ISOMAP employs Euclidean distance to measure the intrinsic geometry of the local neighborhoods and Geodesic distance for the intrinsic geometry of the nonlocal neighborhoods. LE preserves the locality of the local neighborhoods by manipulations on an undirected graph, which indicates neighbor relations of pairwise data points. These nonlinear methods do yield impressive results on some benchmark artificial datasets. Unfortunately, the mapping between the input space and the reduced space is implicit for all of these nonlinear approaches, resulting in out-of-sample problem.
Locality preserving projections (LPP) [15] is a representative approach to solve the out-of-sample problem by applying a linearization procedure that explicitly builds a direct map between the input space and the reduced space. In LPP, the local relationships within the data samples are preserved and the essential manifold structures hidden in the data samples are uncovered, simultaneously. Based on LPP, many related approaches, including OLPP [16] , DLPP [17] , MFA [15] and SOLDE [18] , have been developed to gain better performances for various applications, such as face recognition, palmprint recognition, Hyperspectral image classification and etc.. However, LPP is sensitive to outliers due to the utilization of the 2 -norm-based distance criterion. It is well known that 2 -norm based techniques are not robust in the sense that outlying measurements can arbitrarily skew the solutions from the desired solutions [19] . LPP-L1 [20] was proposed by employing the 1 -norm as distance criterion, which is more robust to outliers than the 2 -norm. Nevertheless, LPP-L1 was solved by maximizing the objective functions, which impair the preservation of the local geometrical structure of data. Another robust version of LPP is LPP-MCC [21] , which was proposed based on the maximum correntropy criterion (MCC) [22] - [24] . However, the solution of the LPP-MCC was obtained by an iterative generalized eigenvalue decomposition procedure because of which the computational complexity of LPP-MCC increased dramatically.
Recently, a new robust distance criterion, termed as cosinebased dissimilarity, was firstly proposed by Fitch et al. for image-matching [25] . It has been shown a much better robust property to outliers than the 2 -norm [26] , [27] . Based on the cosine-based dissimilarity, many methods have been proposed, such as IGO-PCA [28] , Euler-PCA [27] , [29] , 2D-ePCA [30] , Euler Clustering [26] and WLPCA with complex kernels [31] . In this paper, we propose a robust locality preserving projections with the cosine-based dissimilarity, termed as Euler-LPP, for linear dimensionality reduction. An explicit mapping (euler mapping) was adopted to map the data from the input space to the complex reproducing kernel Hilbert spaces (CRKHS), in which the Euclidean distance of the data pairs is equal to the distance of the corresponding data pairs under the cosine-based dissimilarity in the input space. It is worthwhile to highlight some important advantages of Euler-LPP compared with LPP-L1 and LPP-MCC as follows: 1) The global minimum solution can always be obtained; 2) it is more robust to outliers than the 2 -norm based LPP; 3) the optimal solution is obtained by directly solving the minimization problem, which ensure the local geometry information of data can be effectively preserved.
The rest of this paper is organized as follows: Section II gives an introduction to the LPP and LPP-L1. Then we present a robust locality preserving projections with the cosine-based dissimilarity (Euler-LPP) and its kernel representations in Section III. Experimental results on two benchmark databases are reported in Section IV. Finally, conclusions are drawn in Section V.
II. BRIEF REVIEW OF LPP AND LPP-L1
A. LPP 
where · 2 denotes the 2 -norm, S ij is the (i, j)th element of the similarity matrix S ∈ R N ×N and D ∈ R N ×N is a diagonal matrix whose elements on diagonal are column (or row since S is a symmetric matrix) sum of S, i.e.
A frequently used similarity is heat kernel:
where σ > 0 is a proper parameter and N k (x i ) stands for the set of k nearest neighbors of x i . After some steps, the minimization problem reduces to finding:
where
The optimization problem of (3) can be reduced to a generalized eigenvalue decomposition problem
The solutions are the eigenvectors corresponding to the m smallest eigenvalues of (4).
B. LPP-L1
LPP-L1 is achieved by replacing the 2 -norm with 1 -norm in LPP, and converting the 1 -norm based minimization problem to a general maximization problem, which is easy to solved by the technique in PCA-L1. The original 1 -norm based minimization problem of LPP-L1 can be stated as follows:
arg min
where · 1 denotes the 1 -norm. Due to the fact that directly solving (5) is difficult, LPP-L1 aims to maximize the following alternative objective function arg max
where d ij = 1 − S ij . Then, an optimization procedure inspired by PCA-L1 was utilized to obtain the projection vectors one-by-one, which has been justified to converge to a local maximum. However, maximizing the objective function of (6) actually tends to preserve the local diversity between data points more than the similarity. In SOLDE [18] , the local similarity and diversity are balanced to obtain a more stable solution rather than considering only the local similarity of data. Thus, only VOLUME 5, 2017 maximizing the objective function of (6) impairs the preservation of the local structures. Meanwhile, the computation complexity of LPP-L1 increased dramatically owing to the optimization procedure.
III. LOCALITY PRESERVING PROJECTIONS WITH THE ROBUST DISTANCE CRITERION OF THE COSINE-BASED DISSIMILARITY A. THE COSINE-BASED DISSIMILARITY
The cosine-based dissimilarity was a new robust distance criterion, which was firstly proposed by Fitch et al. on robust image-matching [25] . For a data pairs {x i , x j } ∈ R d , the distance under the cosine-based dissimilarity can be stated as follows:
where the values of x i and x j are represented in the range [0, 1] and α ∈ R + . FIGURE 1. The normalized distances measured by the cosine-based dissimilarity. Fig. 1 shows normalized distances measured by the cosinebased dissimilarity with the parameter α ranging from 0.1 to 1.9. The label 'difference' denotes the absolute difference between two data points. Different from the conventional robust distance criterion, such as the 1 -norm and the 2 -norm, that measure the distances of data fixedly, the cosine-based dissimilarity can adjustably measure the distances with changing α. With a small α, the cosine-based dissimilarity results in a function which resembles the 1 -norm and the 2 -norm. The effect of large distances that possibly caused by outliers is reduced with a large α, especially for large outliers, to which the 1 -norm is also sensitive [21] .
B. LOCALITY PRESERVING PROJECTIONS WITH COSINE-BASED DISSIMILARITY (EULER-LPP)
We firstly consider a mapping, called euler mapping, to map the data point x i in input space to CRKHS as follows [27] - [29] :
Note that for α ∈ (0, 2), this mapping is one-to-one. Then, we show the relationship between the distance of a data pairs in the input space and the distance of the corresponding data pairs in CRKHS. The Euclidean distance ( 2 -norm) of z i and z j in CRKHS can be stated as
According to (9), we can see that the Euclidean distance of the data pairs in CRKHS was equal to the distance of the corresponding data pairs in the input space measured by the cosine-based dissimilarity. Thus, we intend to perform the robust locality preserving projections in CRKHS.
The objective function is as follows:
whereS ij is the (i, j)th element of the similarity matrixS, D is a diagonal matrix whose elements on diagonal are column (or row sinceS is a symmetric matrix) sum ofS, i.e.
matrix. The (i, j)th element of the similarity matrixS can be defined as
Following some simple steps, we see that 1 2
whereL =D −S. Thus, the problem of (10) To solve the optimization problem of (13), we may introduce a Lagrangian function
with multipliers ∈ R m . The first-order differential of the scalar function L can be expressed as
It is easy to forget that the derivation of L should be done with respect toW * . Then, we have the following theorem [32] :
The directions where the function f has the maximum and minimum rate of change with respect to vec(Z) are given by 
When the matrixS D = ZDZ H is nonsingular, the solution to (16) can be directly solved by applying the generalized eigenvalue decomposition to the following problem:
whereS L = ZLZ H . Thus, the columns ofW are formed by the eigenvectors associated with the m smallest eigenvalues.
When the matrixS D is singular, we can first apply complex PCA in CRKHS to project the data matrix Z into the subspace so that the matrixS D becomes nonsingular.
Then, we propose our robust locality preserving projections with cosine-based dissimilarity, termed as Euler-LPP, for linear dimensionality reduction. The algorithmic procedure of the proposed method is stated as follows: 1) Data preprocessing:
by (8) and form the matrix of the transformed data → H such that k(x i , x j ) = z i , z j , where z i is the mapped data vector in CRKHS. The inner product is given by z H i z j , with the property k(x i , x j ) = k(x j , x i ) (where · is the complex conjugate operator). Then, we have
. (18) Now, the eigenvector problem in CRKHS can be written as follows:
and λ is the corresponding eigenvalue. Normally, the mapped data in CRKHS are implicit by the mappings defined by regular nonlinear kernels, such as Gaussian kernel and polynomial kernel. However, Z can be stated explicitly because of the explicitly defined euler mapping (8) .
Due to the fact that the eigenvectorw is the linear combinations of {z 1 , z 2 , · · · , z N }, there exist coefficients
By simple algebra formulation, we can finally obtain the following eigenvector problem:KLK
where k(x i , x j ) is the (i, j)th element of the kernel matrix K ∈ C N ×N . Let us denote {α 1 , α 2 , · · · , α m } as the eigenvectors of (21) associated with the m smallest eigenvalues. Thus, the projection matrix can be obtained bỹ
However, we need not compute the projection matrix by (22) . Due to the kernel technique, the projection of a new data vector x is given as follows
The kernel representation of Euler-LPP gives an alternative solution of the robust dimensionality reduction problem, which enables us to avoid the euler mapping to obtain the optimal solution.
IV. EXPERIMENTAL RESULTS
In this section, we compare the performance of the proposed algorithm with the classical methods, such as PCA and LPP, and the recently proposed LPP-L1 and LPP-MCC for face recognition on the ORL and FERET databases. Moreover, in our comparison we also directly feed the initial high dimensional samples without performing dimensionality reduction to the classifier to serve as our baseline method. For LPP, LPP-MCC, LPP-L1 and Euler-LPP, we use the supervised graph structures, which were built based on the label information. In the following experiments, we keep 95% energy of data and choose the corresponding principal components before performing LPP and Euler-LPP. The parameter α of Euler-LPP is fixed to α = 1.99 for all the experiments in this paper. And σ is fixed to the averaged Euclidean distance among the training samples [16] .
Our evaluation is based on the recognition error rate and the angular error. At the classification stage, the nearest neighbor (NN) classifier was employed. For the nearest neighbor classifier in CRKHS, the distance between the data vectors of y i and y j is defined by
The angular error has been used in the evaluations of some robust approaches [29] , [33] , [34] . Specially, the angular error aims to estimate the angular difference between the corrupted projection directions that learned from the corrupted training data and the uncorrupted projection directions that learned from the uncorrupted training data. 
in which (w orig l , w cor s ) denotes the angular between w orig l and w cor s . In contrast to the recognition accuracy, which generally evaluates the optimality of the projection directions, the angle error shows the difference caused by the outliers directly.
A. FACE RECOGNITION ON THE ORL DATABASE
The Olivetti Research Laboratory (ORL) database consists of a total of 400 grayscale face images with 40 individuals (10 samples per individual). For some subjects, the images were taken at different times, varying the lighting, facial expressions (open/closed eyes, smiling/not smiling), and facial details (glassed/no glassed). All the images were taken against a dark homogeneous background with the subjects in an upright, front position. In our experiments, each image on the ORL database was manually cropped and resized to 64 × 64.
In this experiment, four random subsets with l(= 2, 3, 4, 5) images per individual on the ORL database were selected as training images without outliers. The testing images were all of the remaining images. For each given l, we averaged the results over 20 random splits, in which the maximal projected dimension was set to 100 or even smaller. We show the best results and the optimal dimension obtained by PCA, LPP, LPP-MCC, LPP-L1, Euler-LPP and baseline method. Table. 1 summarises the best error rates and the optimal dimensions corresponding to each method and each training set (l = 2, 3, 4, 5). As can be seen, Euler-LPP performed the best with relatively large improvements in all subsets. The best error rates of all methods decreased with the increase of the train numbers. The best error rates of the Euler-LPP were lower than the other methods at least 2.9%. Then, we apply the PCA, LPP, LPP-MCC, LPP-L1, Euler-LPP and Baseline method to the robust face recognition problem over the ORL database with varying outlier ratios. For each individual on the ORL database, five (l = 5) images were randomly selected from each individual as training images, of which zero, 20, 40, 60 and 80 percent of them were occluded with outliers of a rectangular area. The size of each outlier area was randomly selected at least 15 × 15 pixels, located at random position. And the testing images were totally 200 images without outliers, which consist of all of the remaining images on the ORL database. Fig. 2 shows the examples of the training images and the occluded images on the ORL database. Fig. 3 shows the classification performance of the PCA, LPP, LPP-MCC, LPP-L1, Euler-LPP and Baseline method with varying outliers ratios on the ORL database. The projected dimension varies from one to 160 with the interval four. It is shown that Euler-LPP outperformed PCA, LPP, LPP-MCC, LPP-L1 and Baseline method with varying outlier ratios. With the increase of the outlier ratios, the error rates of all methods increased, in which the proposed Euler-LPP obtained the lowest increment and showed a much better robust property. Also, we observed that the error rates of the PCA, LPP, LPP-MCC, LPP-L1 and Euler-LPP increased with the dimensions. The phenomenon may be caused by the outliers, of which the influence (or information) were increased with the increase of the feature dimensions. Table. 2 shows the best error rates of the PCA, LPP, LPP-MCC, LPP-L1, Euler-LPP and Baseline method with varying outliers ratios on the subset (l = 5) of the ORL database. As can be seen, Euler-LPP performed the best with relatively large improvements in all subsets. The best error rates of all methods increased with the increase of the outliers ratios. The difference of the best error rates obtained by Euler-LPP and the second best error rates with 20%, 40%, 60%, 80% outlier ratios are 3.9% 5.1% 11.5% 12.8%, which shows the proposed Euler-LPP is much robust to outliers than the other methods.
Next, we evaluate the angular error of PCA, LPP, LPP-MCC, LPP-L1, Euler-LPP and Baseline method on the above selected ORL training subsets with varying outlier ratios. Fig. 4 shows the angular error of the PCA, LPP, LPP-MCC, LPP-L1 and Euler-LPP on the ORL database. It is observed that the angular error of all methods increased with larger outlier ratios, of which Euler-LPP showed a lower angular error compared with other methods.
B. FACE RECOGNITION ON THE FERET DATABASE
The FERET face database contains 14,126 images from 1199 individuals. In our experiments, we selected a subset which contains 1400 images of 200 individuals (each individual has seven images). The subset involves variations in facial expression, illumination and pose. In our experiments, each image was manually cropped and resized to 80 × 80.
In this experiment, four random subsets with l(= 2, 3, 4, 5) images per individual on the FERET database were selected as the training images. The testing images were composed of the remaining images of the database. For each given l, we averaged the results over 20 random splits, in which the maximal projected dimension was set to 100. We show the classification results and the optimal dimension obtained by PCA, LPP, LPP-MCC, LPP-L1, Euler-LPP and Baseline method on the FERET database. Table. 3 summarises the best error rates and the optimal dimensions of each method with each training set. As can be VOLUME 5, 2017 seen, Euler-LPP performs the best compared with the other methods in each training subsets. The best error rates of all methods decreased with the increase of the train numbers of each individual. The best error rates of Euler-LPP were lower than the other methods at least 6.7%. Then, we apply PCA, LPP, LPP-MCC, LPP-L1, Euler-LPP and Baseline method to the robust face recognition problem on the FERET database with varying outlier ratios. For each individual on the FERET database, five (l = 5) face images were randomly selected from seven face images as training subsets, of which zero, 20, 40, 60 and 80 percent of them were occluded with outliers of a rectangular area. The size of each outlier area was randomly selected at least 15 × 15 pixels, located at random position. And the testing images were totally 400 images without outliers, which consist of all the remaining images. Fig. 5 shows the examples of the training images and the occluded images on the FERET database. 6 shows the classification performance of the PCA, LPP, LPP-MCC, LPP-L1, Euler-LPP and Baseline method on the FERET database. The projected dimension varies from one to 160 with the interval four. It is observed that the error rates of all methods increased with larger outlier ratios, of which Euler-LPP increased much slower compared with other methods. In all cases, our proposed Euler-LPP outperformed the other methods. The minimal error rates of Euler-LPP reached at the about 26 dimensions. It is observed that the error rates of the PCA, LPP, LPP-MCC, LPP-L1 and Euler-LPP increased with the dimensions. With the increase of the feature dimensions, the error rates on LPP and Euler-LPP increased. The increasing pattern may be caused by the outliers, which was effectively pressed in the first several feature vectors. With the increase of the feature numbers (number of projection vectors), the influence of the outliers information increased. Table. 4 shows the best error rates of the PCA, LPP, LPP-MCC, LPP-L1, Euler-LPP and Baseline method with varying outliers ratios on the subset (l = 5) of the FERET database. As can be seen, Euler-LPP performed the best with relatively large improvements in all subsets. The best error rates of all methods increased with the increase of the outliers ratios. The difference of the best error rates obtained by Euler-LPP and the second best error rates with 20%, 40%, 60%, 80% outlier ratios are 3.0%, 5.4%, 10.4% and 19.2%, which shows the proposed Euler-LPP is much robust to outliers than the other methods. 
V. CONCLUSION
In this paper, we proposed a robust locality preserving projections with cosine-based dissimilarity, termed as Euler-LPP. Instead of the 2 -norm based LPP, the proposed Euler-LPP utilized the cosine-based dissimilarity to measure the distance of the data pairs, which is more robust to outliers than the 2 -norm. Due to the employment of the euler mapping, the solution can be obtained by solving a simple complex generalized eigenvalue decomposition problem, which is guaranteed to converge to a global minimum. The proposed Euler-LPP is very easy to be implemented and more robust to outliers compared with LPP, LPP-L1 and LPP-MCC. Experimental results on two benchmark databases validated the proposed method successfully.
