Abstract. Suppose that (Xt) t≥0 is a one-dimensional Brownian motion with negative drift −µ. It is possible to make sense of conditioning this process to be in the state 0 at an independent exponential random time and if we kill the conditioned process at the exponential time the resulting process is Markov. If we let the rate parameter of the random time go to 0, then the limit of the killed Markov process evolves like X conditioned to hit 0, after which time it behaves as X killed at the last time X visits 0. Equivalently, the limit process has the dynamics of the killed "bang-bang" Brownian motion that evolves like Brownian motion with positive drift +µ when it is negative, like Brownian motion with negative drift −µ when it is positive, and is killed according to the local time spent at 0.
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Introduction
A basic phenomenon that lies at the core of the theory of continuous time Markov processes is the fact that sometimes goes by the name of "competing exponentials": if ζ and ξ are independent random exponential random variables with respective rate parameters λ and µ, then P{ζ < ξ} = λ λ+µ and conditional on the event {ζ < ξ} the random variables ζ and ξ − ζ are independent with exponential distributions that have rate parameters λ + µ and µ.
Letting λ ↓ 0, we see that asymptotically the conditional distribution of (ζ, ξ − ζ) given {ζ < ξ} is that of a pair of independent exponential random variables with the same rate parameter µ.
More generally, if ζ and ξ are independent with ζ having an exponential distribution with rate parameter λ and ξ is now an arbitrary nonnegative random variable with a finite nonzero expectation, then
and lim λ↓0
P{ζ ∈ dz | ζ < ξ, ξ = x} = 1{z < x} dz x .
In particular,
P{ζ ∈ dz | ζ < ξ} = P{ξ > z} dz P[ξ] .
If we let M be the random measure that is the restriction of Lebesgue measure to the interval [0, ξ), then one way of expressing the last set of results is that lim λ↓0
P{ξ ∈ dx, ζ ∈ dz | ζ < ξ} = P[1{ξ ∈ dx} M (dz)]
The probability measure on Ω × R + that assigns mass
to the set A×B is called the Campbell measure associated with the random measure M . In this paper we will be interested in Campbell measures in the case where M is the local time at some state a for a transient Markov process. As one might expect from the above calculations, the Campbell measure may be interpreted as describing the limit as λ ↓ 0 of the joint distribution of the Markov process and the independent exponential ζ conditional on the event that the Markov process is in the state a at time ζ. We next present a simple example that motivates our work and doesn't require any sophistication in describing what we mean by conditioning a Markov process to be in a given state at an independent exponential time because in this example the event on which we are conditioning has positive probability. Example 1.1. Suppose that (X t ) t≥0 is the continuous-time simple random walk on the integers that jumps to the states x − 1 and x + 1 with respective rates α and β when it is in state x ∈ Z. Suppose further that ζ is an independent nonnegative random variable that has the exponential distribution with rate λ > 0. Let (X λ t ) t≥0 be the process that is obtained by conditioning on the event {X ζ = 0} and killing the resulting process at the time ζ. Then, (X λ t ) t≥0 is a Markov process with P
x {X λ t = y} = P x {X t = y, ζ > t, X ζ = 0} In other words, (X 0 t ) t≥0 is obtained by taking the Markov process (Y t ) t≥0 with the following jump rates
• x → x − 1 at rate α when x < 0, • x → x + 1 at rate β when x < 0, • x → x − 1 at rate α when x = 0, • x → x + 1 at rate α when x = 0, • x → x − 1 at rate β when x > 0, • x → x + 1 at rate α when x > 0, and killing this process at rate β − α when it is in state 0. The process (Y t ) t≥0 is pushed upwards when it is negative and downwards when it is positive and is analogous to the "bang-bang Brownian motion" or "Brownian motion with alternating drift" of [GS00, BS02, RY09] that, for some µ > 0, evolves like Brownian motion with drift +µ when it is negative and like Brownian motion with drift −µ when it is positive.
Note that (X t ) t≥0 started at X 0 = +1 hits the state 0 with probability α β and wanders off to +∞ without hitting the state 0 with probability β−α β , and that (X t ) t≥0 started at X 0 = +1, conditioned to hit the state 0 and killed when it does so evolves like the process (Y t ) t≥0 started at Y 0 = +1 and killed when it hits the state 0.
Let (W n,− ) n∈N (respectively, (W n,+ ) n∈N ) be an i.i.d. sequence of killed paths with common distribution that of the Markov process that starts in the state 0, jumps at rate α to the state −1 (respectively, +1), and then evolves like the process (Y t ) t≥0 started at −1 (respectively, +1) and killed when it hits the state 0. Define (W n,∞ ) n∈N to be an i.i.d. sequence of paths with common distribution that of the Markov process that starts in the state 0, jumps to the state +1 at rate β − α, and thereafter evolves like the process (X t ) t≥0 started at +1 and conditioned never to hit 0. Suppose further that these three sequences are independent. Put T 
We see that (X t ) t≥0 starting at X 0 = 0 is obtained by concatenating the excursion paths W 1 , W 2 , . . . , W N , where N := inf{n : Observe that N takes the value n with probability
Note that W n,± starts in the state 0, jumps at rate α + β, jumps to state −1 (respectively, +1) with probability 1 2 , and thereafter evolves like (Y t ) t≥0 killed when it first hits the state 0. On the other hand,W n starts in the state 0, jumps at rate 2α, jumps to state −1 (respectively, +1) with probability 1 2 , and thereafter evolves like (Y t ) t≥0 killed when it first hits the state 0.
It follows that if we kill the process (Y t ) t≥0 at rate β − α when it is in the state 0, then the resulting process has the same distribution as the concatenation of the paths W 1,± , . . . , W N ′ −1,± , where N ′ is an independent random variable that takes the value n with probability 2α α+β n−1 β−α α+β , concatenated with a final independent path that is constant at 0 and is killed at rate α + β.
Let
n be the amount of time that W n spends in the state 0 (so that ρ n has an exponential distribution with rate α + β), σ n be the amount of time that W n spends in states other than 0, and (τ n ) n∈N be a sequence of i.i.d. random variables with a common distribution that is exponential with rate λ. We see that (X t ) 0≤t<ζ is obtained by concatenating the pathsŴ 1 , . . .Ŵ M , whereŴ n is W n killed at τ n ∧ (ρ n + σ n ) and M := inf{n : τ n < ρ n + σ n } ≤ N . Write ρ ± n for the amount of time that W n,± spends in the state 0 (so that ρ ± n has an exponential distribution with rate α + β) and σ ± n for the amount of time that W n,± spends in the states other than 0. Then,
so that (X t ) 0≤t<ζ started at X 0 = 0 and conditioned on {X ζ = 0} converges in distribution as λ ↓ 0 to a process that is distributed as the concatenation of W 1,± , . . . , W N * −1,± , where N * is an independent random variable with the same distribution as N , concatenated with a final independent path that is constant at 0 and killed at rate α + β.
Hence (X t ) 0≤t<ζ started at X 0 = 0 and conditioned on {X ζ = 0} has the same distribution in the limit λ ↓ 0 as (X t ) t≥0 killed at the time the process leaves the state 0 for the last time and, moreover, this distribution is the same as that of (Y t ) t≥0 started at Y 0 = 0 and killed at rate β − α in state 0.
Our aim in this paper is to show that results analogous to those obtained for the continuous-time simple random walk in Example 1.1 hold in great generality; specifically, if we condition a transient Borel right process to be in a fixed regular state a at some independent exponential time ζ, kill the process at ζ, and let the rate parameter of ζ go to 0, then the Borel right process looks like a certain recurrent Borel right process process that is killed according to an appropriate mechanism when it is in the state a. Moreover, the limit of the killed Borel right process evolves like the original process conditioned to hit the point a after which it behaves as the original process until it is killed at the last time the original process leaves the state a.
We will, of course, require certain conditions. The transient Borel right process must have positive probability of hitting the state a from any starting point and we will also need the existence of a suitable local time at a in order to make sense of the idea of conditioning the Borel right process on being in state a at time ζ when the Lebesgue measure of the set of times that the process spends in a is almost surely zero (and so the event on which we are conditioning has probability zero).
The paper is organized as follows. The Campbell measure associated with a random measure M such that 0 < P[M (R + )] < ∞ is the probability measureP on Ω × R + given bȳ
In Section 2 we establish the connection between Campbell measures and the limit as λ ↓ 0 of conditioning a random set to contain an independent exponential random variable with rate parameter λ.
We start discussing Borel right processes in Section 3. For such a process X and a ∈ E let T a := inf{t > 0 : X t = a} and K a := sup{t ≥ 0 : X t = a} be the first and last hitting times of a, where we adopt the usual conventions that inf ∅ = +∞ and sup ∅ = 0. Our starting point is the following result which we prove in Section 3. Here ξ : Ω × R + → R + is given by ξ(ω, t) = t. Theorem 1.2. Let X be a Borel right process with Lusin state space E. Suppose that a ∈ E is such that
If Z is a nonnegative F t -measurable random variable for some t ≥ 0, then
x is the Campbell measure associated with the local time of X at a. Moreover, the distribution of (X t ) 0≤t<ξ under the Campbell measureP x is the same as the distribution of (X t ) 0≤t<Ka under P x conditional on {T a < ∞}.
This theorem says heuristically that if κ is an independent random variable that has an exponential distribution with rate parameter λ, then the distribution of (X t ) 0≤t<κ under P x conditional on the event {X κ = a} converges as λ ↓ 0 to the distribution of (X t ) 0≤t<Ka under P x conditional on the event {T a < ∞}. We discuss excessive functions and general Doob h-transforms for Borel right processes in Section 4.
In Section 5 we construct a generalization of the bang-bang Brownian motion or Brownian motion with alternating drift [GS00, BS02, RY09] in which Brownian motion is replaced by a general Borel right process X with a regular state a. We use the notion of resurrected Markov processes (see [Mey75, Fit91] and Example 5.14 from [FG06] ). The general bang-bang process is a Markov process that behaves like X conditioned to hit a until it hits a and then looks like a process started at a that can be built from the same Poisson point process of excursions from a as X except that only excursions of finite length are used (so the process keeps returning to a).
As a consequence of these constructions we get the following result for general Borel right processes which we prove in Section 5.3. Theorem 1.3. Let X be a Borel right process with a Lusin state space E and let a ∈ E. Suppose that a ∈ E is such that
Suppose, moreover, that the resolvent (R λ ) λ>0 of X has a density with respect to a measure m. Then for any x ∈ E the distribution of (X t ) 0≤t<ξ under the Campbell measurē P x associated with the local time at a is that of the recurrent Borel right process X b constructed in Section 5.3 killed when the local time of X b at a exceeds an independent exponential random variable with rate parameter equal to the Itô excursion measure mass of the infinite excursions of X from a.
Sections 6 and 7 contain a study of h-transforms for general transient onedimensional diffusions. After recalling the characteristics of a one-dimensional diffusion -the scale function, speed measure, and killing measure -we show in Theorem 6.2 how these characteristics change under an h-transform. This fact is well-known in the folklore, but we present a proof because we were not able to find one in the literature that treats the general case we need. We then characterize the generator of the h-transformed diffusion.
Section 8 considers the bang-bang construction for the special case of onedimensional diffusions and Section 9 investigates the generator of the h-transformed process of Theorem 1.2 when the process X is a one-dimensional diffusion. In Section 10 we briefly discuss a different way of conditioning a Markov process to be in a fixed state at a large random time.
Campbell measures
Suppose that on some probability space (Ω, F , P) we have a random set S ⊂ R + such that 0 < P[|S|] < ∞, where |·| is Lebesgue measure. Let ν λ be the exponential distribution on R + with rate λ. Define ξ to be the canonical random variable on (R + , B(R + ), ν λ ). With the usual abuse of notation, we can think of S and ξ as being defined on (Ω × R + , F ⊗ B(R + ), P ⊗ ν λ ). Define the probability measureP λ on (Ω × R + , F ⊗ B(R + )) bȳ
that is,P λ is P ⊗ ν λ conditioned on the event {ξ ∈ S}. Note that
Letting λ ↓ 0 we get the probability measurē
where M is the random measure given by M (C) := |C ∩ S|. We can think of the probability measureP as describing what happens asymptotically when we condition on S containing a large exponential time.
More generally, if M is an arbitrary random measure with 0
The probability measureP is usually called the Campbell measure associated with M . If M is in some sense spread out evenly on its support S, then we can still think ofP as describing what happens when we condition on S containing a large exponential time.
Example 2.1. Consider the random measure M := | · ∩[0, κ)|, where κ has an exponential distribution with rate parameter η. By definition,
and so the distribution of ξ under the Campbell measureP is the same as the distribution of κ under P. According to our interpretation of the Campbell measure, this result indicates that if ζ is a random variable that is independent of κ and has an exponential distribution with rate parameter λ, then the distribution of ζ conditional on the event {ζ < κ} should converge to the distribution of κ as λ ↓ 0. Indeed, by classical observations about "competing exponentials" recalled in the Introduction, the random variable ζ ∧ κ is independent of the event {ζ < κ} and has an exponential distribution with rate λ + η, so the conditional distribution of ζ given the event {ζ < ξ} is exponential with rate λ + η and this conditional distribution converges to the distribution of κ as λ ↓ 0.
Markov processes and Campbell measures
In this section we introduce the assumptions used throughout the paper. Let ((X t ), Ω, F , P x , (θ t ), (F t )) be a right process (we sometimes denote the whole sextuple by X), see Chapter II:20 from [Sha88] , with state space E ∂ := E ∪ {∂}, where E is a Lusin topological space with Borel field E and ∂ is an adjoined cemetery state. Let (P t ) t≥0 and (R λ ) λ>0 denote the semigroup and the resolvent of X.
If P t f is E-measurable whenever f is a positive E-measurable function and t ≥ 0, then we say that X is a Borel right process.
Assume that we are in the canonical setting where Ω is the space of functions ω : R + → E ∂ which are right continuous, and if ζ(ω) := inf{t ≥ 0 :
on the event {ζ > s} for all s ≥ 0. Let F 0 t be the natural filtration on Ω:
t and for an initial law µ let F µ denote the completion of F 0 relative to P µ and let N µ denote the P µ -null sets in F µ . Set
µ is an initial law on E}. The process X is described by the probability family (P x ) x∈E which satisfies
Proposition 3.1. Consider a Borel right process X with state space E. Suppose that the random measure M on R + satisfies the following conditions:
Then, for any t ≥ 0 and nonnegative F t -measurable random variable Z,
Proof. By the definition of Campbell measure, the hypotheses on M and the Markov property,P
Proof of Theorem 1.2. The local time at a is a random measure that satisfies the hypotheses of Proposition 3.1. By the hypotheses of the theorem,
The random time K a is co-optional and it follows from the remark after equation (62.24) of [Sha88] that the distribution of (X t ) 0≤t<ξ under the Campbell measureP x is the same as the distribution of (X t ) 0≤t<Ka under P x conditional on {T a < ∞}.
Excessive functions and Doob h-transforms
Recall that a function h : E → R + ∪ {+∞} is excessive if the following two conditions are satisfied:
(1)
for all t ≥ 0 and
for all x ∈ E.
Remark 4.1. Suppose that M satisfies hypotheses of Proposition 3.
and it is clear that h is excessive.
Example 4.2. The function
The following result is well-known at various levels of generality.
) be a Borel right process on a Lusin space E and let (P t ) t≥0 be its Borel semigroup. Suppose h : E → R + is a positive Borel excessive function. The operators (P h t ) t≥0 defined by
comprise a submarkovian semigroup that corresponds to a Borel right process with state space E ∂ := E h ∪ {∂}. Remark 4.4. The Markov process with the semigroup (P h t ) t≥0 of Theorem 4.3 is called the Doob h-transform of the original Markov process (with respect to the excessive function h). If a ∈ E is such that for all x ∈ E, P x {T a < ∞} > 0 and P a {T a = 0} = 1 where κ is an independent exponential random variable with rate parameter λ, then we see from Theorem 1.2 that the distribution under P x of (X t ) 0≤t<κ conditional on the event {X κ = a} converges as λ ↓ 0 to the distribution under Q x of (X t ) 0≤t<ζ , where Q x is now the Doob h-transform distribution corresponding to the excessive function
, where M is the local time at a or, equivalently, to the excessive function x → P x {T a < ∞}.
Bang-bang processes and excursions
5.1. Brownian motion with negative drift. Suppose that X is a Brownian motion with negative drift −µ, µ > 0, and a = 0 in the context of Theorem 1.2. Let X h be the Doob h-transform process corresponding to the excessive function x → P x {T 0 < ∞}. Recall from Theorem 1.2 that the behavior of the process X h started at 0 is what we see if we start the process X at 0 and then kill it at the start of the first infinite excursion away from 0. We would like to show that this is the same as taking the bang-bang Brownian motion that evolves as Brownian motion with drift −µ when it is positive and as Brownian motion with drift +µ when it is negative, and killing that bang-bang Brownian motion when the local time at 0 exceeds an independent exponential random variable with rate parameter µ. Consider excursions from the point 0. Formula (50.3) in Section VI.50 of [RW00] gives that (5.1)
where n t (x)dx is the entrance "law" for the Itô excursion measure and λR λ (x, ·) is the P x law of X T where T is an independent exponential random variable with rate λ. Note that
where r λ (x, y) and p t (x, y) are the resolvent and transition densities of X with respect to Lebesgue measure. From (5.1), (5.2) and
for W a Brownian motion and T an exponential random variable with rate parameter λ,
The positive excursions are all finite. The probability that a Brownian motion with drift −µ ever hits 0 started from x < 0 is exp(2µx), and so the entrance law n f t (x)dx for the Itô excursion measure on negative excursions of finite length satisfies
This is
where m t (x)dx is the entrance law for the Itô excursion measure on negative excursions for Brownian motion with drift +µ. The rate at which infinite excursions come along in local time can be found by seeing that
and so the rate is µ. By the discussion around (50.7) in [RW00], if we have Brownian motion with drift −µ, we start it below zero and we condition it to hit zero, then up to the time it hits zero we see a Brownian motion with drift +µ.
The process (Y t ) t≥0 defined via the SDE
for µ ∈ R and U t a standard Brownian motion is called bang-bang Brownian motion or Brownian motion with alternating drift -see [GS00] and Appendix 1.15 in [BS02] . Putting the above together it appears that X h started at 0 is indeed a bangbang Brownian motion killed at 0 according to local time with rate µ. There is, however, a missing ingredient in this identification. We have not identified the process obtained by concatenating together in the usual way the points in a Poisson process of positive and finite length negative excursions of Brownian motion with drift −µ with a bang-bang Brownian motion. We will take a slightly different route in the remainder of this section to establish that X h is bang-bang Brownian motion suitably killed at 0.
5.2.
Excursions of a Markov process from a regular point. We briefly review some of the concepts from Itô excursion theory that we need. We follow [RW00] VI 42-50 and remark that the results there hold in our setting (see also [Sal86b, Sal86a, Itô71] ).
Suppose X is a Borel right process with Lusin state space E. We assume the point a ∈ E is a regular point, that is
One can then show that the function ψ(x) := P x e −Ta is the 1-potential of some PCHAF (perfect, continuous, homogeneous, additive functional) L
The additive functional L is the local time of X at a and the set of points of increase of L is exactly the closed random set M.
Remark 5.1. Any PCHAF which grows only on M must be a multiple of L.
The process γ t := inf{u : L u > t}, where inf ∅ = +∞, is a killed subordinator under P a that is sent to +∞ at its death time. An excursion is a right continuous function f : R + → E. such that if
then f (t) = a for t > T a (f ). Let U denote the set of all excursions.
Definition 5.2. The point process of excursions from a is Π := {(t, e t ) : γ t = γ t− } where e t ∈ U , the excursion at local time t, is
We can also think of Π as a Z + ∪ {∞}-valued random measure. For any Borel set A ⊂ R ++ × U N (A) := #(A ∩ Π). Denote by U ∞ := {f ∈ U : T a (f ) = ∞} the infinite excursions and by U 0 := U \ U ∞ the finite excursions.
The main result of excursion theory says that there exists a σ-finite measure n on U such that n(U ∞ ) < ∞, if N ′ is a Poisson random measure on R ++ × U with expectation measure Leb ⊗ n,
and
5.3. Construction of the bang-bang process. In this section we construct a general version of the bang-bang process and, as a result, prove Theorem 1.3. Assume throughout that the process X satisfies the conditions of Theorem 1.3. Let the process X h be the h-transform of X using
where r is the density for the 0-resolvent of X (i.e. r(x, y) = ∞ 0 p t (x, y) dt). By Theorem 4.3 X h is a Borel right process. We construct a new process from X h as follows. We run X h until it dies, then we start another copy of X h from a, wait until it dies, and so on. Call this process X b .
This is a special case of the construction of a resurrected process in [Fit91, Mey75] . By [Mey75] we get that X b is a Borel right process. Let
be the resolvent of the h-transform of X. Note that (R h λ ) λ>0 satisfies the resolvent equation
If T is an independent exponential time with rate λ and ζ is the time that X h dies, then
In particular, we can put in x = a and solve to find that
r0(a,a) and the resolvent equation to get
This transforms (5.9) into a, a) .
Remark 5.3. If X is continuous, then X b is also continuous.
Remark 5.4. Note that X b has resolvent densities with respect to the measure m.
Proof of Theorem 1.3. From Theorem 1.2 (X h t ) 0≤t<ζ under P x is distributed as (X t ) 0≤t<Ka under P x conditioned on {T a < ∞}. The process (X b t ) t≥0 under P x comes from pasting together (X h t ) 0≤t<ζ under P x with independent identically distributed copies of (X h t ) 0≤t<ζ under P a . As a result, the process (X b t ) t≥0 under P x can be equivalently constructed by pasting together (X t ) 0≤t<Ka under P x conditioned on {T a < ∞} with independent identically distributed copies of (X t ) 0≤t<Ka under P a . Let L be the local time of X at a, M the local time of X b at a and K be the time that the first copy of (X t ) 0≤t<Ka is killed. We see by the above that M K under P
x has the same distribution as L Ka under P a . The proof of Theorem 1.3 is concluded by noting that L Ka is an exponential with rate n(U ∞ ).
6. Doob h-transforms for one-dimensional diffusions: characteristics
We follow [BS02] and [IM74] in defining a general one-dimensional diffusion and its characteristics.
Let I = (ℓ, r) with −∞ ≤ ℓ < r ≤ ∞ and suppose that ((X t ), Ω, F , P x , (θ t ), (F t )) is a Borel right process, see Section 3, taking values in I ∪ {∂}. X is called a linear (or one-dimensional ) diffusion if for all x ∈ I,
where ζ is the lifetime of X. We only consider regular diffusions; that is, diffusions such that for all x, y ∈ I
where T y := inf{t : X t = y} -any state y can be reached in finite time with positive probability from any state x. The diffusion X determines three basic Borel measures on the state space I: a scale measure s, a speed measure m, and a killing measure k (see [IM74] ). It turns out to be convenient not to specify these objects absolutely but only up to a constant. If (s * , m * , k * ) and (s * * , m * * , k * * ) are two triples of these objects, then s * * = cs * for some strictly positive constant c, in which case m * * = c −1 m * and k * * = c −1 k * . The scale measure s is diffuse. Both the scale measure and the speed measure have full support and assign finite mass to intervals of the form (y, z), where ℓ < y < z < r. If (P t ) t≥0 is the transition semigroup of X, then there exists a density p that is strictly positive, jointly continuous in all variables, and symmetric such that P t (x, A) = A p(t; x, y) m(dy), x ∈ I, t > 0, and A ∈ B(I), where B(I) are the Borel subsets of I. The killing measure k assigns finite mass to intervals of the form (y, z), where ℓ < y < z < r and P x {X ζ− ∈ A, ζ < t} = 
For ease of notation, we drop the subscripts for the moment and write s, m, k instead of s ab , m ab , k ab . Then
, and The diffusion X is said to be recurrent if
for all x, y ∈ I. A diffusion that is not recurrent is said to be transient. The diffusion X is transient if and only if for all x, y ∈ I r 0 (x, y) < ∞.
Remark 6.1. If the killing measure is null (k ≡ 0), then
For a regular diffusion X there exists (see [IM74] ) a family of random variables {L(t, x) : x ∈ I, t ≥ 0} (sometimes also denoted by L x t ) called the local time of X, such that
III. For any s < t,
One has
For a fixed x the process L x := (L(t, x)) t≥0 is called the local time process of X at the point x.
Suppose that X is a regular, transient diffusion with null killing measure and h : I → R + is a strictly positive excessive function. Since two strictly positive excessive functions that are multiples of each other lead to the same Doob h-transform, we may assume for some x 0 ∈ I that h(x 0 ) = 1. For λ > 0 and for some fixed reference point a ∈ I define the functions ψ λ and φ λ by (6.5)
and (6.6)
x ≤ a, x ∈ int(I).
Note that lim
λ↓0 P x e −λTa = P x {T a < ∞}.
As a result the functions ψ 0 := lim λ↓0 ψ λ and φ 0 := lim λ↓0 φ λ satisfy (6.7) ψ 0 (x) = P x {T a < ∞}, x ≤ a, x ∈ int(I), 1/P a {T x < ∞}, x ≥ a, x ∈ int(I), and (6.8)
There is also the following relationship between the Green function r α (x, y) and the functions ψ λ , φ λ (6.9) r λ (x, y) = w
λ ψ λ (y)φ λ (x), x ≥ y, where the Wronskian
By [BS02, II.5.30], there is a probability measure ν called the representing measure of h such that (6.10)
Note that
Similarly,
Thus,
(6.11) Theorem 6.2. Let X be a regular, transient diffusion with null killing measure, speed measure m and scale function s. Suppose that h is a strictly positive excessive function such that h(x 0 ) = 1 and h has representing measure ν. The Doob htransform is a regular diffusion with the following characteristics:
• Scale measure (6.12) s h (dy) = h −2 (y) s(dy).
• Speed measure (6.13) m h (dy) = h 2 (y) m(dy).
• Killing measure (6.14)
Proof. Define the random measureM on R + ∪ {+∞} bȳ
With a small change in the meaning of the notation used previously for a Campbell measure, define the probability measureP x on Ω × (R + ∪ {+∞}) bȳ
for B ⊆ R + ∪ {+∞}.
WritingP
x for the distributions of the h-transformed process, we have for any finite stopping time R and nonnegative F R -measurable random variable Z that
In particular, the distribution of ζ underP x is that of ξ underP
(6.15)
and, by a similar argument,
where
Also, by [Jac74, Equation 4 .1],
(6.17)
From (6.1), s h ab (which we write as s h for ease of notation), is given by
(6.18)
Note that this agrees with (6.12) apart from the constant multiple h(a)h(b).
We next turn to (6.2) to determine k h ab , which write as k h . By the quotient rule,
where we stress that the derivatives are with respect to the original scale measure s = s ab rather than s h = s h ab . We now have to determine the measure
Because the original process X doesn't have any killing,
.
The function h restricted to the interval (a, b) is excessive for the process X killed when it exits (a, b). The α = 0 Green function for the latter process is the function G ab defined in (6.16), and h restricted to (a, b) has a representation analogous to (6.10) of the form
Hence,
Note that this agrees with (6.14) apart from the constant multiple x ∈ (a, b) , where
We first need to compute
If a < x < y < b, then
while if a < y < x < b, then
(6.20)
Also,
Next we need to identify the measure D + s h e h (dx). We have
Doing the necessary cancellations results in
Similar computations for E 1 give
Substituting the above computations into (6.3) produces
(6.21)
Combining, (6.21) and (6.19) gives
Note that this agrees with (6.13) apart from the constant multiple 1 h(a)h(b) . Lastly, note that for a nonnegative function f : I → R, we have
and so
as required. This completes the proof of Theorem 6.2.
Remark 6.3. The characteristics s h , k h , m h of the h-transformed process seem to be known in some degree of generality in the folklore. We presented a proof because we were not able to find a sufficiently general result in the literature. We assumed that the original, unconditioned process X does not have killing, k ≡ 0, because this is the case that is of interest to us and including killing would complicate the computations. See [LS90] for results along the lines of ours under certain assumptions.
Doob h-transforms for one-dimensional diffusions: generators
The diffusion X determines and in turn is determined by its infinitesimal generator. The infinitesimal generator is specified by the scale, speed and killing measures and by boundary conditions on functions in the domain. For the sake of completeness, following [BS02] , we now sketch this correspondence.
Fix z ∈ I. The left-hand point ℓ is called exit for X if
with similar definitions for the right-hand point r. A boundary point that is both entrance and exit is called non-singular or regular.
A boundary point which is neither entrance nor exit is called a natural boundary. If ℓ is natural, then it is said to be attractive if lim x↓ℓ s(x) > −∞. In this case we have lim t→∞ X t = ℓ with positive probability.
Definition 7.1. The (weak) infinitesimal generator of X is the operator G
• defined by
P t f − f t applied to f ∈ C b (I) for which the limit exists pointwise, is in C b (I), and 
Let G be the generator of a diffusion X on I := (ℓ, r) where ℓ and r are inaccessible. Suppose u is a continuous solutions to the ODE (7.1) Gu = αu that is,
for all (a, b) ⊂ I. For α > 0 the functions ψ α and φ α from (6.5) and (6.6) can be characterized as the unique (up to a multiplicative constant) solutions of (7.2) by firstly demanding that ψ α is increasing and φ α decreasing, and then imposing the boundary conditions ψ α (ℓ+) = φ α (r−) = 0, and ψ α (r−) = φ α (ℓ+) = +∞.
Remark 7.2. Consider the special case where the diffusion X has null killing measure and scale and speed measures that are absolutely continuous with respect to Lebesgue measure
where where q(t; x, y) is the transition density with respect to Lebesgue measure.
We follow [BS02] and [IM74] in order to characterize the generator of the htransformed diffusion.
We showed that if we have a transient diffusion X on I = (ℓ, r) with natural boundary points ℓ and r, that is characterized by a scale measure s(dx) and a speed measure m(dx) and no killing, then, if h is excessive with representation
the h-transform X h is a diffusion on I that is characterized by
• Scale function s h (dy) = h −2 (y)s(dy).
• Killing measure
We can now write down Definition 7.1 for the process X h . The (weak) infinitesimal generator of X h is the operator G h,• defined by
applied to f ∈ C b (I) for which the limit exists pointwise, is in C b (I), and 
(e) If ℓ is entrance-not-exit 
Consider the special case when the diffusion X has
h are given by (6.13), (6.12) and (6.14). Equations (a) and (b) above become
In order to find the representation of h(x) from (7.5) note that
where ψ 0 , φ 0 are the functions from (6.7), (6.8) and
. Suppose that the original process wanders off to ℓ. Then
This shows that we should take
and φ 0 (x) = 1. We can assume that lim a→ℓ s(a) = 0.
With that assumption,
We have
Bang-bang process of a one-dimensional diffusion
Assume that X is a one-dimensional diffusion with state space I. Using the formula for the resolvent of X b , namely equation (5.10), we get that with respect to the speed measure m of X the resolvent of X b has densities
with respect to the measure
. It follows that m h is a multiple of the speed measure of X b .
Example 8.2. Suppose that X is Brownian motion with drift −µ, µ > 0, and a = 0. For a suitable normalization of the scale measure, the speed measure of X is 2 exp(2µx) dx and the corresponding resolvent densities are r 0 (x, y) = 2µ exp(−2µ(x ∨ y)) (see, for example, Appendix 1.14 in [BS02] ). We can use Remark 8.1 in a simple but somewhat tedious calculation to compute the resolvent densities of X b against the measure m h (dy) = 2 exp(−2µ|y|) and see that they agree with the resolvent densities of bang-bang Brownian motion given in Appendix 1.15 of [BS02] , so that X b is indeed bang-bang Brownian motion.
Example 8.3. Let X be the Ornstein-Uhlenbeck process
The speed measure of this process is
When γ > 0 the process is positive recurrent while when γ < 0 the process is transient. Suppose from now on that γ < 0 so that we are in the transient case. Such a measure does not look like m γ * from (8.5) for any γ * and hence X b is not an OU process.
9. Generator of the conditioned diffusion Theorem 9.1. Let X be a one-dimensional transient diffusion on I = (ℓ, r) with ℓ, r inaccessible boundary points and such that lim t→∞ X t = ℓ P x almost surely for all x ∈ (ℓ, r). Assume that
• X has an absolutely continuous speed measure m(dx) = m ′ (x) dx and scale function s(dx) = s ′ (x) dx. • The densities s ′ and m ′ are strictly positive on (ℓ, r).
• The densities are smooth enough, namely s ′ ∈ C 1 ((ℓ, r)) and m ′ ∈ C((ℓ, r)).
Set
h(x) = P x {T a < ∞}, x ∈ I.
The generator G h of X h is given by Example 9.3. The solution to the SDE (9.15) dX t = X t (µ − κX t ) dt + σX t dW t , t ≥ 0. models a population living in one patch in which the individuals compete for resources. assume that µ − σ 2 2 < 0 so that (X t ) t≥0 is transient and X t ↓ 0 as t → ∞ P x -almost surely for all x ∈ (0, ∞). Note that if we start (X t ) t≥0 at x ∈ (0, ∞), the process is almost surely positive for all t ≥ 0. See [EHS15] for more details. We study what we happens when we condition this diffusion for a point a ∈ (0, ∞). Let L be the generator of X
with a suitable domain. Making using of (7.8) and (7.3) we get h(x) = 
Another mode of conditioning
There is another way to condition a Markov process to be in a fixed state at a large random time. It is described in the following theorem.
Theorem 10.1. Let X be a transient Borel right process on a Lusin space E and suppose a is a regular point. Assume furthermore that the resolvent (R λ ) λ>0 of X has a density with respect to a measure m. From excursion theory the amount of local time X started in a spends in a is exponential with some rate ν. Take an independent exponential with rate λ time ζ and condition the process X to spend local time in a that is at least ζ and kill the conditioned process when amount ζ of local time has been spent at a. Then, as we let λ ↓ 0, we get the bang-bang process X b killed when the local time at a exceeds an independent exponential with rate ν.
Proof. By the competing exponentials result, it seems reasonable and can be shown by excursion theory that if we condition on the amount of local time in a being bigger than ζ and look at the conditioned process killed at ζ we get the bang-bang process X b killed when the local time at a exceeds an independent exponential with rate λ + ν and so letting λ go to zero we just get the bang-bang process X b killed when the local time exceeds an exponential with rate ν.
