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Abstract-Detection of human eye is a significant but difficult 
task. This paper presents an efficient eye detection approach 
for video images with complex background. The propose 
method has two main phases to find eye pair such as locating 
face and eye region and finding eye. In the first phase the novel 
approach to fast locating the face and eye region is developed. 
In the second phase eye finding directed by knowledge is 
introduced in detail. Both phases developed using Mat lab 7.5. 
The proposed method is robust against moderated rotations, 
clustered background, partial face occlusion and glass wearing. 
We prove the efficiency of our proposed method in detection of 
eyes complex background i.e. both indoor and outdoor 
environment. 
Keywords-Face recognition, Facial features extraction, Eye 
detection 
I.  INTRODUCTION 
etection of eye is a crucial aspect in many useful 
applications ranging from face recognition and face 
detection to human computer interface design; model based 
video coding, driver behavior analysis, compression 
techniques development and automatic annotation for image 
data bases etc.  By locating the position of the eyes, the gaze 
can be determined. A large number of works have been 
published in the last decade on this subject of which the 
effectiveness are not satisfied due to the complexity of the 
problem. Yet an efficient and accurate method is to be 
found. Generally the detection of eyes is done in two phases: 
locating face to extract eye regions and then eye detection. 
The face detection problem has been faced up with different 
approaches: neural network, principal components, 
independent components, and skin color based methods. 
Recently, methods based on boosting have become the focus 
of active research. The eye detection is done in the face 
regions which have been already located [1], [2], [3]. Little 
research has been done, however, on the direct search for 
eyes in whole images. Some approaches are based on active 
techniques: they exploit the spectral properties of pupil 
under near IR illumination. For example, in [4] two near 
infrared multiple light sources synchronized with the camera 
frame rate have been used to generate bright and dark pupil  
images. Pupils can be detected by using a simple threshold 
n the difference between the dark and the bright pupil  
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images. In [5], iris geometrical information is used for o 
determining a region candidate that contains an eye in the 
whole image, and then the symmetry is used for selecting 
the pair of eyes. Although the detection rate is high, the 
assumption that the distance between the camera and the 
person does not change greatly limits its practical 
applicability.  
In this paper, a knowledge-based algorithm for eye detection 
is presented. Knowledge guided eye contour searching 
effectively improves the system accuracy. The so 
called regional image processing techniques are also used 
both in the preprocessing step and in the detection algorithm 
itself. They can reduce the influence caused by the 
illumination variations in the small region. Since the 
processing algorithms in the second step only apply in the 
regions of small size, the efficiency of the system is 
improved. 
This paper is organized as follows. Literature surveys are 
given in section 2. In section 3 we will devote ourselves to 
discussing the knowledge-based eye detection method in 
detail. Experimental results are reported in section 4. 
Conclusions will be drawn in section 5. 
II. LITERATURE SURVEY 
Pitas et. al. [8] uses thresholding in HSV color space for 
skin color extraction. However, this technique is sensitive to 
illumination changes and race. Ahuja et. al. [9], model 
human skin color as a Gaussian mixture and estimate model 
parameters using the Expectation Maximization algorithm. 
Yang et. al. [10] proposes an adaptive bivariate Gaussian 
skin color model to locate human faces. Baluja et. al. [13] 
suggests a neural network based face detector with 
orientation normalization. Approaches such as this require 
exhaustive training sets. Huang et. al. [11] perform the task 
of eye detection using optimal wavelet packets for eye 
representation and radial basis functions for subsequent 
classification of facial areas into eye and non-eye regions. 
Rosenfeld et. al. [12] use filters based on Gabor wavelets to 
detect eyes in gray level images. Pitas et. al., [8] adopt a 
similar approach using the vertical and horizontal relief for 
the detection of the eye pair requiring pose normalization. 
Feng et. d. [13] employ multi cues for eye detection on gray 
images using variance projection function. However, the 
variance projection function on a eye window is not very 
consistent. Compadelli et.al.[6] propose a binary template 
matching to find  the feature image, searching for the two 
eyes .However this method can not deal with large out plane 
face rotation because the structure of the eye region 
changes. 
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III. PROPOSED METHOD 
Detection of the human eye is a very difficult task because 
the contrast of the eye is very poor. Under this situation, a 
good edge image is not to be obtained. However, it is found 
that some eye marks have relatively much higher contrast, 
such as the boundary points between eye white and eyeball. 
Besides this, eyes also have good symmetric characters. 
These marks can be used as knowledge to find the eye.  
The propose method has two main phases to find eye pair 
such as locating face and eye region and finding eye. In the 
first phase the novel approach to fast locating the face and 
eye region is developed. In the second phase eye finding 
directed by knowledge is introduced in detail. The proposed 
method is robust against moderated rotations, clustered 
background, partial face occlusion and glass wearing. This 
is discussed one by one in the following section. 
A. Face locating 
Detecting the locations of human face in a scene is the first 
step in the face recognition system. In this step the region of 
the face candidate is roughly estimated using histogram 
thresholding technique. To simplify segmentation we 
assume that there is only one face in the image and is to be 
located. The binary image B (x, y) consists of all active 
pixels which include eye features. Histogram smoothing and 
automatic thresholding techniques are employed in this 
stage to eliminate the noises in the image and select the 
threshold. 
B.  Eye region extracting 
The purpose of this stage is to roughly extract the eye 
region, which encloses two eyes from the face. The next eye 
detecting algorithm then will be applied only on this region. 
It  therefore improves the efficiency of the system. The eye 
region extraction has the following steps: 
1) Find the hair region from the binary image.  
2) Identify the lower boundary of the hair region. The left 
and right ending points are denoted by; ledge and redge, 
respectively. The eye region is enclosed by ledge and redge 
called as E. 
3) Find a pair of dark areas in E that may represent the 
locations of the eyes. This pair of dark areas should satisfy 
the following conditions:  
i. Eyes are situated on the line that is parallel to the line 
joining ledge and redge. 
ii. Eyes are symmetric with respect to the perpendicular 
bisector of the line . 
iii. Eyes are situated below the eyebrows.  
Then the eye region can be extracted from the image.  
C.   Eye detection 
As in the image processed through the first step part of the 
eye information may have been lost, original eye region 
image is used at this second stage. It can be obtained by 
applying the eye region coordinates extracted from previous 
section 3.1 and 3.2 to the original face image. Eye detection 
has the following two steps. 
D.   Preprocessing 
In an ordinary face image, the contrast of the eye region is 
usually relatively weak. Laplacian operator is used in this 
stage to enhance the contrast at edges. As this preprocessing 
is applied directly in the eye region based on the image 
situation in it, the edge information becomes more 
prominent. 
E.   Knowledge-oriented edge detection 
The eye region image which is processed by Laplacian 
operator is sensitive to the edge. Automatic thresholding to 
this image can conserve most of the edge information. Edge 
detection has the following steps.  
1)  Locate big dark areas as the iris candidates using the 
following properties on a right eye pattern: 
i. The two dark areas have the similar area;  
ii. The line passing through the centre of the two dark areas 
is approximately   
 Parallel to the image x axis; and 
iii. The two dark areas are ellipse shaped. 
2) Find the top and bottom points of each iris. Let the 
pointes are called (topx, topy) and   
     (bottom,bottomy), respectively. 
3)  Find the upper eyelid is staring from (topx, topy) towards 
left part and right part of eyelid respectively using slop 
calculation. Apply the following knowledge to determine 
whether the last point is corner points. 
The distance between two corners is larger than that 
between the points (topx, ropy) and (bottom, bottomy); and  
Two corners are not lower than (bottomx ,bottomy). 
5) Find lower eyelid ie. Illumination variation usually has 
greater effect to the lower eyelids than to the upper eyelids. 
This makes the above algorithm not so effective to detect 
the low eyelids. However as the eye corners and points 
(bottomx, bottomy) have been known, a Parabola which 
passes through the three points for each eye can be found to 
approximate each lower eyelid. 
IV.  EXPERIMENTAL RESULTS 
The proposed method was tested on the real video images. 
The video image of [480 x 640 pixels] of 75 different test 
persons and has been recorded during several sessions at 
different places. This set features a larger variety of 
illumination, background and face size. It stresses real world 
constraints. So it is believed to be more difficult than other 
datasets containing images with uniform illumination and 
background. The eye pair can be selected successfully in 
most cases, no matter whether face patterns are in different 
scale, expression, and illumination conditions. The eye 
location rate is 93.3%. Typical results of eye detection with 
the proposed approach are shown in Fig.2, 3.  The input 
images vary greatly in background, scale, expression and 
illumination, the images also including partial face 
occlusions and glasses wearing. The correct judgment rate 
testing is shown in Fig 1and the results shown in Fig 2.. 
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Fig 2: Real Image capture from video using web camera (a). 
Original Image.  (b) Binary Image. (c.) Detection of binary 
eye.(d) both eyes (e) Left eye.  (f) Right eye. 
 
            
  
 
          (a)  (b).        (c)  (d) 
            
        (a)              (b).     (c)            (d) 
Fig 3. Results using digital camera. (a). Original Image.  (b) 
Both eyes (c) Left eye.  
(d) Right eye 
V. CONCLUSION 
Fig 3. Results using digital camera. (a). Original Image.  (b) 
Both eyes (c) Left eye.  
(d) Right eye 
In this paper, an efficient method for detecting eyes in video 
images with unconstrained background is presented. To 
obtain eye, the preprocessing is applied to input images. 
Homomorphic filtering is applied to enhance the contrast of 
dark regions; therefore, facial images with poor contrast are 
enhanced. Eye pairs are extracted by using knowledge 
oriented eye detection technique. The proposed method can 
deal with glasses wearing and partial face occlusions. 
However, the eye detection will fail if the reflection of 
glasses is too strong. If the reflection of glasses is too strong, 
the eyes can not be extracted. Closed eyes will not influence 
the results of eye location. The advantage of this method is 
that its computational cost is very low. The eye form is then 
searched based on the knowledge. Regional image 
processing techniques are also used in this paper to enhance 
the edge details. They improve the reliability of the system. 
The whole system has been successfully applied to eye form 
searching and the results are promising 
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