The replay of previously stored memories during hippocampal sharp wave ripples (SWRs) is thought to support both memory retrieval and consolidation in distributed hippocampal-neocortical circuits. Replay events consist of precisely timed sequences of spikes from CA3 and CA1 neurons that are coordinated both within and across hemispheres. The mechanism of this coordination is not understood. Here, we show that during SWRs in both awake and quiescent states there are transient increases in slow gamma (20-50 Hz) power and synchrony across dorsal CA3 and CA1 networks of both hemispheres. These gamma oscillations entrain CA3 and CA1 spiking. Moreover, during awake SWRs, higher levels of slow gamma synchrony are predictive of higher quality replay of past experiences. Our results indicate that CA3-CA1 gamma synchronization is a central component of awake memory replay and suggest that transient gamma synchronization serves as a clocking mechanism to enable coordinated memory reactivation across the hippocampal network.
INTRODUCTION
The hippocampus is essential for encoding and consolidating episodic memories (Cohen and Eichenbaum, 1993) . During exploration, subsets of CA3 and CA1 neurons are active in restricted regions of an environment, the neurons' ''place fields '' (O'Keefe and Dostrovsky, 1971; O'Keefe and Nadel, 1978) . This internal representation of the external world develops as animals learn about new locations (Wilson and McNaughton, 1993; Frank et al., 2004) and these learned representations are replayed during sharp-wave ripple (SWR) events. These events occur during periods of awake stillness and slow wave sleep (Wilson and McNaughton, 1994; Lee and Wilson, 2002; Foster and Wilson, 2006; Karlsson and Frank, 2009) . Disruption of SWRs during sleep following learning impairs subsequent performance (Girardeau et al., 2009; Ego-Stengel and Wilson, 2010) and disruptions of awake SWRs impairs spatial learning and memory-guided decision making (Jadhav et al., 2012) , indicating that hippocampal reactivation plays an important role in memory processes.
SWRs are transient population events that originate in hippocampal area CA3 Buzsá ki, 1994, 1996; Sullivan et al., 2011) . Broad activation of neurons in CA3 is associated with the characteristic sharp-wave recorded in CA1 stratum radiatum and results in recruitment of excitatory and inhibitory neurons in CA1, generating the fast ripple (150-250 Hz) oscillation (Buzsá ki, 1986; Buzsá ki et al., 1992; Ylinen et al., 1995; Csicsvari et al., 2000) . Memory reactivation during SWRs depends on the integrity of the CA3-CA1 network (Nakashiba et al., 2009 ) and SWRs often occur concurrently across hemispheres (Ylinen et al., 1995) , recruiting spatially distributed neural populations. The mechanisms that support coordinated memory replay across spatially distributed neural circuits remain unclear.
Rhythmic oscillations are thought to play an important role in binding distributed cell assemblies together (Singer, 1993; Lisman, 2005) , raising the possibility that ripple oscillations could coordinate memory replay. However, while SWRs occur concurrently across hemispheres, ripple oscillations are not coherent between CA3 and CA1 (Csicsvari et al., 1999; Sullivan et al., 2011) or across hemispheres (Ylinen et al., 1995) . Thus, the ripple oscillation itself is an unlikely mechanism to coordinate memory replay. We investigated possible mechanisms that could support the dynamic formation of coordinated CA3 and CA1 cell assemblies during SWRs. We found a transient increase in slow gamma oscillations that was coherent across regions and hemispheres and entrained spiking. Our results suggest that this gamma rhythm serves as an internal clocking mechanism to coordinate sequential reactivation across the hippocampal network.
RESULTS
We recorded bilaterally from dorsal CA3 and CA1 stratum pyramidale in three rats as they learned a hippocampally-dependent spatial alternation task (Kim and Frank, 2009) in two initially novel W-shaped environments and during interleaved rest sessions Frank, 2008, 2009) (Figure 1A ; Figure S1 available online). SWRs were detected by selecting periods when ripple power (150-250 Hz) on any CA1 tetrode exceeded 3 SD above the mean when animals were moving less than 4 cm/s. All results were consistent when we restricted our analyses to SWRs detected with a 5 SD threshold, and CA3 and CA1 neurons were strongly phase locked to high frequency ripple oscillations recorded locally regardless of the threshold used to detect SWRs ( Figure S2 ). Data were combined across the two W-tracks, as we observed no differences between novel and familiar environments beyond the expected increase in SWR number and amplitude during novelty (Cheng and Frank, 2008; Eschenko et al., 2008) .
Large populations of spatially distributed neurons frequently reactivate previous experiences during SWRs. As illustrated in this example, there were concurrent increases in ripple power across spatially distributed circuits, and neurons recorded bilaterally from CA3 and CA1 were active during SWRs (Figures 1B and 1C) . We used a Bayesian decoder with a uniform prior to translate the ensemble spiking of these events into probability distributions over position using place fields recorded in a previously experienced environment (Davidson et al., 2009; Karlsson and Frank, 2009) (see Experimental Procedures) . In this example, the neurons with place fields near the center well fired at the beginning of the SWR whereas neurons with place fields further from the center well fired progressively later ( Figure 1D ; significant replay event; bootstrap resampling p < 10
À5
). Thus, during this SWR a previously experienced behavioral trajectory was reactivated.
We consistently observed the participation of neurons from spatially distributed networks during SWRs. Across all sessions, 98% (655/667) of significant replay events included neurons from both CA1 and CA3, and 89% (589/667) included neurons from both hemispheres. As reactivation depends on the integrity of the CA3-CA1 network (Nakashiba et al., 2009 ) and originates within the hippocampus Buzsá ki, 1994, 1996; Sullivan et al., 2011) , these results suggest that a spatially coherent network pattern coordinates activity across CA3 and CA1 bilaterally during SWRs.
Transient Increases in Slow Gamma Power and Synchrony during Awake SWRs
To determine how activity in CA3 and CA1 could be coordinated across hemispheres during SWRs we examined CA1 SWR triggered spectrograms of the local field potential (LFP) recorded in CA3 and CA1 (Figures 2A and 2B ). Spectrograms were computed for 400 ms before and after SWR detection using the multitaper method (Percival and Walden, 1993; Bokil et al., 2010) . As multiple SWRs can occur in trains with close temporal proximity (Davidson et al., 2009 ) we restricted our analysis to the first SWR of each train. Spiking during SWRs differs depending on whether the animal is awake or in a quiescent, sleeplike state (O'Neill et al., 2006; Karlsson and Frank, 2009; Dupret et al., 2010) , so we examined awake and quiescent SWRs separately.
We found that in addition to the expected increase in ripple power, there was a substantial increase in a 20-50 Hz slow gamma band in both CA3 and CA1. There was also an increase low frequency power (<20 Hz) in CA1, but not in CA3 ( Figure S3 ), likely corresponding to the sharp-wave (Buzsá ki, 1986) , which reflects CA3 input to CA1. To identify the slow gamma band we band-pass filtered (10-50 Hz) the LFP signal during SWRs and converted the time between the peaks of the resulting signal into an estimate of instantaneous frequency. There was a unimodal distribution in both CA1 and CA3 centered at $29 Hz (Figure 2C) , indicating that gamma during SWRs is unlikely to be composed of two distinct oscillators. As fewer than 2% of oscillatory cycles in the filtered 10-50 Hz signal had a frequency less than 20 Hz, and as all SWRs detected had a duration >50 ms, we chose to focus on 20-50 Hz band to avoid conflating gamma with sharp-waves.
Transient increases in slow gamma power during SWRs were visible in the raw LFP traces ( Figure 3A ). Gamma power in both CA1 and CA3 increased substantially above baseline levels at the time of SWR detection, reached peak amplitude at the peak of the SWR, remained elevated throughout the SWR and began to decay toward baseline values after 200 ms ( Figure 3B ; Kruskal-Wallis ANOVA, post hoc tests; n = 7,653 SWRs from 74 behavioral sessions; gamma power > baseline; CA1 0-400 ms, peak p < 10 À5 ; CA3 0-300 ms, peak p < 10 À5 ; 400 ms p < 0.05; baseline = average value À450 to À400 ms before SWR detection). Gamma power returned to baseline levels around the time of SWR offset ( Figure S4 ) demonstrating that the transient increase in CA1 and CA3 gamma power is concurrent with the SWR and does not reflect a ''gamma tail'' (Suzuki and Smith, 1988; Bragin et al., 1995; Traub et al., 1996) .
We then asked how the properties of gamma and ripple oscillations covaried during SWRs. We found strong cross-frequency coupling between slow gamma phase and CA1 ripple amplitude during SWRs (Figures 3C and 3D ; Rayleigh tests; relative to CA1 gamma phase p < 10 À5 ; relative to CA3 gamma phase p < 10
À5
). CA1 ripple amplitude peaked during the early descending part of the slow gamma cycle measured in either CA1 (median angle = 50 ) or CA3 (median angle = 45 ). Thus, ripple amplitude, which is thought to reflect the activity of local inhibitory and excitatory neurons in CA1 (Buzsá ki, 1986; Ylinen et al., 1995) , waxes and wanes with slow gamma phase. In addition to phase-amplitude cross-frequency coupling we found strong correlations between gamma power recorded in both CA1 and CA3 and CA1 ripple power with peak correlations observed 100 ms after SWR detection ( Figure 3E ; Kruskal-Wallis ANOVA, post hoc tests; correlation > baseline; CA1 100-300 ms, peak p < 10 À5 ; 0, 400 ms p < 0.05; CA3 100-300 ms, peak p < 0.001). We also noted that across all SWRs, CA1 gamma amplitude was 3.5 times greater than the ripple amplitude during SWRs (sign rank test; p < 10 À5 ), demonstrating that increases in gamma power do not simply reflect temporal modulation of ripple power. Thus, the presence of an SWR predicts a transient increase in gamma power. Next we asked whether the converse was true: are increases in gamma power predictive of the presence of an SWR? Using logistic regression, we found that gamma power in CA1 was significantly predictive of the presence of an SWR (CA1: 76% of sessions with significant GLM model p < 0.05). When CA1 gamma power exceeded 5 SD above its mean, there was a 50% chance that there was a concurrent SWR. This probability increased with increasing gamma power ( Figure 3F ). Interestingly, there was no consistent relationship between CA3 gamma power and the probability of observing an SWR (Figure 3F) . These results show that gamma oscillations are a consistent feature of SWRs and they suggest that SWRs occur when CA3 gamma entrains CA1.
Does the transient increase in gamma power during SWRs reflect a neural oscillator that could promote high fidelity replay of past experience or simply a broadband power increase due to spiking activity? To address this issue we asked whether gamma was synchronized across the CA3 and CA1 networks during SWRs. We examined synchrony using two related measures, coherence and phase locking. We found a transient increase in the magnitude of CA3-CA1 gamma coherence during SWRs ( Figure 4A ). Across hemispheres, there was a significant increase from baseline values in CA3-CA1 gamma coherence for the 400 ms following SWR detection ( Figure 4B ; Kruskal-Wallis ANOVA, post hoc tests; coherence > baseline: 0-400 ms p < 10 À5 ; see also Figure S5 ). The transient synchronization of CA3 and CA1 during SWRs was limited to the slow gamma band. CA3-CA1 ripple coherence decreased significantly during SWRs ( Figure 4C ; Kruskal-Wallis ANOVA, post hoc tests; coherence < baseline: À200, À100 ms p < 0.05; 0-100 ms p < 10 À5 ).
Furthermore, we observed no significant increase of either fast gamma (60-100 Hz) Colgin et al., 2009) or ''slow ripple'' (100-130 Hz) (Csicsvari et al., 1999) coherence, suggesting that slow gamma oscillations are uniquely suited to bind spatially distributed networks during SWRs ( Figure S5 ). We next asked whether gamma oscillations during SWRs became phase locked between CA3 and CA1. Phase locking describes the extent to which the phase offsets are consistent across SWRs (see Experimental Procedures). To compute phase locking we measured the distribution of gamma phase offsets recorded in CA3 and CA1 as a function of time since SWR detection. A uniform distribution of phase offsets would have a phase locking value of 0 whereas phase locking would be 1 if there was always the same phase offset between CA3 and CA1 gamma oscillations for each SWR. As shown for an 
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Transient Gamma Synchrony Underlies Memory Replay example session, the distribution of CA3 and CA1 phase offsets sharpened at the time of SWR detection and peaked $75 ms after SWR detection ( Figure 4D ). Across sessions there was a significant increase in gamma phase locking between CA3 and contralateral CA1 for the 400 ms following SWR detection ( Figure 4E ; Kruskal-Wallis ANOVA, post hoc tests; phase locking > baseline: 0-400 ms p < 10 À5 ; see also Figure S5 ). The increase in gamma phase locking is unlikely to be due to volume conduction across hemispheres as the power of high frequency oscillations decays rapidly as a function of distance from the source (Katzner et al., 2009 ). These findings demonstrate that during SWRs, gamma oscillations are transiently synchronized across the spatially distributed hippocampal network. Increases in gamma synchrony could not be attributed to decreases in measurement error associated with the transient increase in slow gamma power during SWRs. To control for this possibility we identified 200 ms windows where CA1 gamma power was associated with a 40%-60% chance of SWRs (Figure 3F) . Coherence magnitude and phase locking were higher when an SWR was present when comparing gamma-power matched times (rank sum tests, 2228 SWR periods, 16608 non-SWR periods; gamma power matched coherence during SWRs, 0.73 ± 0.01 > no SWRs, 0.69 ± 0.01 p < 10 À5 ; gamma power matched phase locking during SWRs, 0.91 ± 0.03 > no SWR, 0.84 ± 0.03 p < 0.05). Thus increases in gamma power alone cannot account for the greater gamma coherence and phase locking we observe during SWRs. These results demonstrate that gamma oscillations in CA3 and CA1 become transiently synchronized during SWRs. Next we asked whether gamma synchronization of CA3 and CA1 was predictive of the presence of an SWR. We found that CA3-CA1 gamma coherence was significantly predictive of the presence of an SWR (60% of sessions with significant GLM p < 0.05). When CA3-CA1 gamma coherence exceeded 0.5, See also Figure S5 .
Transient Gamma Synchrony Underlies Memory Replay there was an $10% chance that there was a concurrent SWR and this probability increased with increasing gamma power ( Figure 4F ).
Slow Gamma Modulates Spiking during Awake SWRs
If CA3-CA1 gamma coupling contributes to the ordered replay of past experiences then gamma oscillations should modulate spiking during SWRs. We examined spiking for CA3 (n = 9,854 spikes from 312 neurons) and CA1 (n = 12,720 spikes from 292 neurons) separately as a function of gamma recorded on a representative CA3 tetrode (see Experimental Procedures). As individual neurons fired sparsely during SWRs, spikes were pooled across all putative excitatory neurons. We found that spiking in both CA1 and CA3 was phase locked to CA3 gamma oscillations during SWRs ( Figure 5A ; Rayleigh tests; CA1 p < 10 À5 ; CA3 p < 0.001). CA3 neurons fired preferentially near the peak of CA3 gamma (mean angle = 15 ) whereas CA1 neurons fired preferentially on the falling phase (mean angle = 112 ), a quarter of a cycle later. CA3 firing occurred significantly before CA1 (permutation test; p < 0.001), at a timescale consistent with a monosynaptic delay of 5-10 ms.
We then asked whether the transient increase in gamma power and coupling we observed during SWRs was associated with a transient increase in gamma modulation of spiking. We found that CA1 spiking showed twice as much modulation by CA3 gamma during SWRs as compared to the preceding 500 ms ( Figure 5B ; bootstrap resampling; depth of modulation during SWRs > preceding p < 0.001). Interestingly, there was no change in the depth of modulation for CA3. The increase in modulation during SWRs for CA1 was also observed when we examined CA1 spiking relative to gamma oscillations recorded on the local tetrode (bootstrap resampling; depth of modulation during SWRs, 8% > preceding, 3% p < 0.01).
The transient increase in CA1 gamma modulation during SWRs could not be explained by increases in gamma power alone. We compared the depth of modulation for spikes occurring during gamma-power matched times with and without an SWR. The depth of the gamma modulation in CA1 was twice as large when an SWR was present as compared to gamma-power matched times without an SWR ( Figure 5C ; bootstrap resampling; depth of modulation during SWRs, 8% > no SWRs, 4% p < 0.001). There was no significant change in the depth of modulation for CA3 ( Figure 5C ; bootstrap resampling; depth of modulation during SWRs, 12% > no SWRs, 10% p > 0.2). These results indicate that during SWRs there is a transient increase in gamma coupling between CA3 and CA1 and this synchrony between regions entrains spiking in hippocampal output area CA1. These results are particularly striking as previous work reported minimal modulation of CA1 spiking by CA3 gamma outside of SWRs (Csicsvari et al., 2003) .
During SWRs, neurons in CA3 and CA1 frequently fire in the context of multispike bursts (Buzsá ki, 1986; Csicsvari et al., 2000) , suggesting that gamma may modulate the onset of bursting. Gamma modulation was even more pronounced in CA3 when we restricted our analysis to the first spike fired by a neuron during each SWR ( Figure 5D ; n = 4,889 spikes from 312 neurons; Rayleigh test; mean angle = À5 p < 0.01; bootstrap resampling; depth of modulation first spike, 12% > all spikes, 8% p < 0.05). The first spikes of CA1 neurons (n = 5,620 spikes from 292 neurons) were also significantly phase locked, with spikes most likely to occur within a quarter cycle of the CA3 peak (Rayleigh test; mean angle = 54 p < 0.01). The preferred phases of firing for the first spikes emitted by CA3 and CA1 neurons were no different than the phase of firing observed in the 500 ms preceding SWRs (permutation test; phase of firing before SWRs versus first spike during SWRs; CA1 p > 0.5; CA3 p > 0.1). These results suggest that gamma oscillations modulate the onset of bursting in CA3, which in turn drives bursting in CA1. 
Neuron Transient Gamma Synchrony Underlies Memory Replay

Slow Gamma Could Coordinate Reactivation of Stored Memories
The reactivation of sequences of place cells that encode previous experiences is an important feature of SWR activity (Lee and Wilson, 2002; Foster and Wilson, 2006; Karlsson and Frank, 2009 ). As experimentalists, we can decode memory replay by imposing an external clock and dividing each replay event into fixed sized bins. However, the hippocampus does not have access to this external clock, so the mechanisms that coordinate memory replay must reflect internal processes that maintain precisely timed sequential neural activity across hundreds of milliseconds. We hypothesized that gamma oscillations during SWRs serve as an internal clocking mechanism to bind distributed cell assemblies together and pace the sequential reactivation of stored memories. If gamma oscillations serve as an internal clock to coordinate replay, then two conditions must be met. First, given that we can decode replay events using a precise external clock, the variability in gamma frequency (Atallah and Scanziani, 2009 ) must be relatively small. Indeed, we found that there was a strong correlation between the relative timing of spikes as measured by an external clock or by the phase of gamma ( Figure 6A ; Spearman correlation, r = 0.98). Second, when gamma is less well correlated with the external clock, as occurs with longer time lags, gamma oscillations should describe the sequential structure of neural activity during SWRs as well or better than an external clock.
We therefore asked whether gamma oscillations provide a consistent internal clock for replay events. During memory reactivation, pairs of cells that have place fields close together in space fire in close temporal proximity whereas pairs of cells that have place fields far apart fire at longer intervals ( Figure 6B ) (Karlsson and Frank, 2009 ). Thus, a key test of our hypothesis is that the temporal separation between spikes during SWRs, measured as a function of gamma phase, should be predictive of the distances between the cells' place fields, and that this relationship should be as good as or better than the relationship for externally defined time. Consistent with this possibility, when we examined pairwise reactivation of a previously experienced environment we found that distance between place field peaks was slightly more correlated with relative gamma phase, measured across multiple cycles, than relative spike timing (Figure 6B ; bootstrap resampling; Spearman r gamma = 0.46 > Spearman r time = 0.45 p < 0.05).
Internally measured gamma and externally defined times become less correlated at long time lags, so differences in gamma and externally defined time are most apparent for reactivation of neurons with place fields far apart in space. We divided cell pairs into four equally sized groups based on distance between place cell peaks and found that relative gamma phase was more strongly correlated with distance than the relative time of spikes as measured by an external clock for cell pairs with place fields farthest apart ( Figure 6C ; bootstrap resampling; Spearman r gamma > time; p < 10 À5 ). The low correlations for nearby place fields (<24 cm apart) may result from gamma modulation of spiking as during SWRs nearby place cells fired on the same gamma cycle 75% of the time. These results indicate that gamma phase is slightly better than an external, experimenter-defined clock and could serve to pace the coordinated reactivation of neurons during SWRs. Given that a gamma-based clock is available to the hippocampal network but the external, experimenter-defined clock is not, these results strongly suggest that the mechanisms that give rise to gamma rhythms regulate the sequential replay of past experience during SWRs. Next we asked whether the strength of gamma synchrony was related to the presence of sequential replay. We reasoned greater gamma synchronization of the CA3 and CA1 network during SWRs would result in enhanced coordinated sequential reactivation across the spatially distributed network. We used 
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Transient Gamma Synchrony Underlies Memory Replay a Bayesian decoder to assess the quality of sequential replay during SWRs. We computed two related measures: an R 2 that is a goodness-of-fit measure of the relationship between the temporal order of firing in the SWR and the associated decoded position in space, and a p value that assesses the likelihood of observing the R 2 value given the observed spikes ( Figure S6 ) (Davidson et al., 2009; Karlsson and Frank, 2009 ). CA3-CA1 gamma coherence varied as a function of replay quality, with high quality (higher R 2 ; Figure 7A ) and more significant (lower p value; Figure 7B ) replay events displaying the strongest levels of gamma coherence following SWR detection. The magnitude and the duration of gamma coherence appeared to decrease for lower quality (lower R 2 ) and less significant replay events (higher p value). We then compared CA3-CA1 gamma coherence for significant (p < 0.05; n = 454 SWRs) and nonsignificant (p > 0.05; n = 477 SWRs) candidate SWRs. Gamma coherence was significantly greater for significant as compared to nonsignificant candidate SWRs for the 50-300 ms following SWR detection ( Figure 7C ; permutation test; significant > nonsignificant p < 0.001). Similarly, increases in CA3-CA1 gamma phase locking were predictive of the quality of memory replay. Highly significant replay events showed the largest increase in phase locking for the longest duration. In contrast, less sequential and nonsignificant candidate events showed the smallest increase in phase locking for the shortest duration ( Figures 7D and 7E ). CA3-CA1 gamma phase locking was significantly different for significant and nonsignificant candidate SWRs for the 50-250 ms after SWR detection ( Figure 7F ; permutation test; significant > nonsignificant p < 0.001).
The increase in gamma coherence and phase locking observed for significant as compared to nonsignificant SWRs persisted when we controlled for gamma power, SWR magnitude, SWR duration, the number of spikes in each event and the number of cells participating in each event ( Figure S7 ). Finally, we noted that awake replay has been reported both during SWRs (Foster and Wilson, 2006; Diba and Buzsá ki, 2007; Davidson et al., 2009; Karlsson and Frank, 2009; Gupta et al., 2010) and during periods associated with theta rhythmicity (Johnson and Redish, 2007) , which occurs during attentive behaviors and movement. We therefore asked whether the events we examined included a subset with high theta power, as might be expected if there were two distinct types of replay events. As theta is thought to reflect a relatively long duration state of hippocampal information processing and the sharpwave in each SWR has power in the 6-12 Hz theta band (Buzsá ki, 1986), we examined theta power during the 400 ms before SWR detection. There was a unimodal distribution of theta power during this period, suggesting that all of the events we examined occurred in a similar network state ( Figure S7 ). Finally, neither theta power nor theta coherence in the 400 ms before each SWR was related to replay quality (Spearman correlation; replay p value versus theta power; CA1: r = À0.06, p > 0.1; CA3: r = 0.01, p > 0.5; replay p value versus theta coherence; r = À0.03, p > 0.4).
Slow Gamma Oscillations during Quiescent SWRs
SWRs are prevalent during slow wave sleep and when animals are at rest. We have previously shown that reactivation occurring during quiescent SWRs tends to be a less faithful recapitulation of stored memories than activity during awake SWRs (Karlsson and Frank, 2009 ). We therefore asked how gamma oscillations during quiescent SWRs, defined as SWRs that occurred in the rest box when animals had been still for >60 s, differed from gamma seen during awake SWRs. Quiescent SWRs were accompanied by transient increases in gamma power in CA1 and CA3 ( Figure 8A ; Kruskal-Wallis ANOVA, post hoc tests; power > baseline; CA1: À100 to 400 ms relative to SWR onset, peak p < 10 À5 ; CA3: 0-400 ms, peak p < 10 À5 ). Furthermore, gamma power in both CA1 and CA3 was significantly predictive of the presence of an SWR during rest sessions ( Figure S8 ). There was a small but significant increase in CA3-CA1 gamma coherence during quiescent SWRs ( Figure 8B ; KruskalWallis ANOVA, post hoc tests; coherence > baseline; 100 ms p < 10 À5 ; 0, 200-400 ms, p < 0.05) that was significantly predictive of SWR occurrence ( Figure S8 ), but there was no consistent increase in gamma phase locking ( Figure 8C ). The smaller increase in gamma synchrony during quiescent SWRs could be explained in large part by an increase in baseline See also Figure S8 . ). Furthermore, while gamma synchrony reached a slightly higher level during quiescent SWRs as compared to awake SWRs (Figures 8B and 8C ; rank sum tests; quiescent > awake 100 ms following SWR; coherence p < 10 À5 ; phase locking p < 10 À5 ), the higher baseline synchrony means that SWR-associated increases reflected a smaller change than seen during awake periods.
Gamma Modulation of Spiking and Replay during Quiescent SWRs
Do gamma oscillations clock the replay of previous experiences when animals are at rest? The spiking of putative excitatory neurons in both CA1 (n = 11,794 spikes from 375 neurons) and CA3 (n = 8,249 spikes from 391 neurons) was significantly phase locked to gamma oscillations during quiescent SWRs ( Figure 8D ; Rayleigh tests; CA1 p < 0.01; CA3 p < 0.01). However, there was less modulation of CA1 and CA3 spiking during quiescent SWRs as compared to awake SWRs (bootstrap resampling; CA1 p < 0.01; CA3 p < 0.05). Furthermore, there was no significant difference in the modulation of either CA3 or CA1 spiking during SWRs as compared to the 500ms preceding SWR detection. Thus, although CA3 gamma oscillations modulate CA3 and CA1 spiking throughout quiescent states, gamma modulation during quiescence is never as large as observed during awake SWRs. We then asked whether gamma could serve as an internal clock for quiescent memory replay. As previously reported (Karlsson and Frank, 2009 ), we found lower correlations between place field location and relative spike timing during quiescent SWRs than observed during waking SWRs ( Figure 8E ; permutation test; Spearman r awake > quiescent p < 0.001). Nonetheless, relative gamma phase was more correlated with distance between place field peaks than the relative spike timing (Figure 8E ; bootstrap resampling; Spearman r = gamma > time p < 0.05). Thus, as we observed for awake SWRs, gamma oscillations during quiescent SWRs coherently modulates the hippocampal circuit and could act as an internal clock to synchronize the replay of stored memories. Finally we asked whether the strength of gamma synchrony during quiescent SWRs in the rest session was correlated with the presence of replay. In contrast to our results for awake SWRs, we found no significant relationship between the increase in gamma synchrony during quiescent SWRs and the presence of significant replay (permutation test; significant > nonsignificant SWRs; coherence, p > 0.2; phase locking, p > 0.2). This may be a result of the smaller increases in gamma synchrony during quiescent SWRs and the overall lower fidelity of quiescent replay.
DISCUSSION
We examined SWRs in awake and quiescent states and found a prominent and consistent increase in slow gamma power. During SWRs, gamma oscillations in CA3 and CA1 became more coherent both within and across hemispheres, indicating a transient synchronization of the entire dorsal hippocampal network. CA3 and CA1 neurons were phase locked to a common gamma rhythm during SWRs and gamma phase was a good descriptor of pairwise reactivation. Further, during awake SWRs, higher levels of gamma synchrony between CA3 and CA1 were associated with high fidelity replay of past experience. These results suggest that gamma oscillations maintain the temporal organization of spiking during the reactivation of stored memories in the hippocampal network.
Our results also revealed differences between awake and quiescent SWRs that may be related to the lower fidelity of replay seen during quiescence (Karlsson and Frank, 2009; Dupret et al., 2010) . There were smaller increases in gamma synchrony during quiescent SWRs, a difference that could be largely attributed to the higher baseline levels of synchrony. Further, as compared to awake SWRs, spiking was less modulated by gamma oscillations during quiescent SWRs and we found no clear relationship between gamma synchrony and the fidelity of quiescent replay. These findings indicate that transitions from relatively uncoupled to highly coupled network states could be important for high fidelity memory replay.
Our results are consistent with previous studies of slow gamma oscillations occurring outside of SWRs. Theoretical work has shown that gamma rhythms are well suited to synchronize networks with relatively low conduction delays (Kopell et al., 2000) . Gamma rhythms have also been shown to improve information transmission in cortical networks (Sohal et al., 2009) , consistent with our observation that gamma synchrony correlates with the presence of significant awake replay. Previous studies of gamma in the hippocampus have largely focused on gamma in the context of the theta rhythm Jensen and Lisman, 1996; Chrobak and Buzsá ki, 1998; Lisman and Otmakhova, 2001; Csicsvari et al., 2003; Montgomery and Buzsá ki, 2007; Montgomery et al., 2008; Colgin et al., 2009 ). However, our results demonstrate that in addition to being present during theta, slow gamma oscillations are prominent during SWRs, which occur most often when animals are still and theta is less prevalent (Buzsá ki et al., 1983) . Furthermore, CA3 gamma only weakly entrains CA1 spiking during theta states (Csicsvari et al., 2003) , suggesting that SWRs are a period of unusually strong coupling of these networks.
What functions could gamma oscillations support? Spiking during awake SWRs is predictive of subsequent memory performance (Dupret et al., 2010) and we have shown that awake SWRs support spatial learning and memory-guided decisionmaking (Jadhav et al., 2012) . The strong gamma synchrony during awake memory replay provides a new connection between replay and previous studies linking gamma oscillations to memory encoding (Fell et al., 2003; Osipova et al., 2006; Jutras et al., 2009; Tort et al., 2009; Fell and Axmacher, 2011) and retrieval (Lisman and Otmakhova, 2001; Montgomery and Buzsá ki, 2007) . In particular, one model proposed that gamma rhythms seen during awake exploration and theta are well suited to clock the retrieval of sequential memories in the hippocampus (Lisman and Otmakhova, 2001) . Consistent with that idea, more recent work has demonstrated that CA3-CA1 gamma coherence is enhanced during movement through a part of a maze where animals had to make memory-guided decisions (Montgomery and Buzsá ki, 2007) . Similarly, CA3 gamma is prevalent at times associated with vicarious trial and error activity (Johnson and Redish, 2007) . Furthermore, the slow gamma oscillation that we found to be enhanced during SWRs has previously been shown to couple CA3 and CA1 during theta (Colgin et al., 2009) . When viewed in this context, our results strongly suggest that there is a specific pattern of enhanced CA3-CA1 gamma power and synchrony that is a consistent signature of awake memory retrieval in the hippocampal network, both when animals are still and when they are exploring. Slow gamma oscillations are well suited to promote accurate retrieval of sequential memories and may also contribute to the entrainment of neurons in downstream regions such as entorhinal or prefrontal cortex (Peyrache et al., 2011) .
Our findings also suggest a prominent role for fast-spiking interneurons in memory reactivation. Interneurons that express the calcium-binding protein parvalbumin play an important role in the generation of cortical and hippocampal gamma oscillations (Bartos et al., 2007; Tukker et al., 2007; Cardin et al., 2009; Sohal et al., 2009) and have also been shown to be active during SWRs in vivo (Klausberger et al., 2003) . Similar mechanisms may support gamma oscillations that occur during both in the context of theta and SWRs. Intriguingly, selective suppression of parvalbumin positive interneurons in the mouse hippocampus results in a working memory deficit (Murray et al., 2011) . We would predict that the synchronization of the CA3 and CA1 networks was impaired in these animals, leading to a selective deficit in their ability to generate sequential memory replay.
The link between gamma and memory replay in the hippocampus complements a broad array of studies linking enhanced gamma synchrony to information processing, object recognition, sensory processing, top-down control, and attention (Womelsdorf et al., 2007; Cardin et al., 2009; Jutras et al., 2009; Sohal et al., 2009; Fell and Axmacher, 2011) . These studies showed that enhanced gamma power and synchrony are associated with better sensory processing for external stimuli. Our results link gamma to internally generated patterns of activity that can be independent of sensory input, and suggest that gamma synchrony across the hippocampus plays a central role in the coordinated reactivation of stored memories.
EXPERIMENTAL PROCEDURES
Distinct analyses of the data used in this study and the associated methods have been presented previously Frank, 2008, 2009 ). All experimental procedures were in accordance with the University of California San Francisco Institutional Animal Care and Use Committee and US National Institutes of Health guidelines.
Data Collection
Three male Long-Evans rats (500-600 g) were food deprived to no less than 85% of their baseline weight and pretrained to run on a linear track for liquid reward. Animals were implanted with a microdrive containing 30 independently movable tetrodes targeting anatomically connected regions of CA3 and CA1 bilaterally Frank, 2008, 2009) . At the end of data collection electrolytic lesions were made and electrode locations were identified histologically.
On each recording day, animals performed two or three 15 min run sessions in W-track environments with interleaved 20 min rest sessions. The first W-track was introduced either 6 (n = 2) or 3 (n = 1) days before animals were introduced to the second W-track ( Figure S1 ). Rats were rewarded for performing a continuous alternation task (Frank et al., 2000; Frank, 2008, 2009 ).
Data were collected using an NSpike system (L.M.F. and J. MacArthur, Harvard Instrumentation Design Laboratory). Following recording, the rat's position was reconstructed from video based on the locations of infrared diodes. Spike data were recorded relative to a reference tetrode located in the corpus callosum, sampled at 30 KHz, digitally filtered between 600 Hz and 6 KHz (2 pole Bessel for high and low pass), and threshold crossing events were saved to disk. Local field potentials were recorded relative to a ground screw located above the cerebellum, sampled at 1.5 KHz, and digitally filtered between 0.5 Hz and 400 Hz. Individual units were identified by clustering spikes using peak amplitude and spike width (MatClust, M.P.K.).
Analysis
Analyses were carried out using custom software written in MATLAB (MathWorks) and the Chronux toolbox (http://www.cronux.org). All results were consistent across individual animals. SWRs were identified on the basis of peaks in the LFP recorded from tetrodes in the CA1 stratum pyramidale. CA1 stratum pyramidale tetrodes were identified using postmortem histology and the presence of at least two putative excitatory neurons. The raw LFP data was band pass filtered between 150-250 Hz and the SWR envelope was calculated using the Hilbert transform and smoothed with a Gaussian (4 ms SD). SWR events were identified as times when the smoothed envelope exceeded 3 SD above the mean for at least 15 ms. The entire SWR event was defined as including times immediately before and after that prolonged threshold crossing event during which the envelope exceeded the mean (Cheng and Frank, 2008) . Concurrent activity in CA1 and CA3 was extracted during these periods for analysis. Analyses of awake SWRs were restricted to when the animal was moving less than 4 cm/s in either of the two W-tracks and quiescent SWRs to times when the animal was had been immobile for at least 1 min in the rest box. We excluded any SWRs that occurred in a 1 s window following detection of another SWR so that no SWRs occurred during the baseline period. Gamma Power SWR triggered spectrograms were computed using the multitaper method. One hundred millisecond nonoverlapping temporal bins were used to compute all spectral analyses except where noted. A z-score was computed for each frequency band using the mean and SD of the power calculated across the entire behavioral session for each tetrode. For each 100 ms bin, we obtained a normalized measure of power for each frequency band in units of SD from the mean. For illustration in figures, power was computed using 100 ms sliding windows with a 10 ms step size. To quantify the increase in gamma power during SWRs, the z-scored power in the gamma band (20-50 Hz) was averaged across all CA1 or CA3 tetrodes such that for each SWR there was an average z-scored gamma trace. Baseline was defined as values between 450 and 400 ms before SWR detection. To compute the instantaneous frequency of slow gamma oscillations during SWRs we filtered the LFP during SWRs using a bandpass filter (10-50 Hz), took the Hilbert transform, detected the peaks of the resulting signal, and took the reciprocal of the time difference between peaks. To determine the relationship between gamma phase and ripple amplitude we estimated gamma phase at each time using the Hilbert transform and asked how the ripple envelope varied as a function of gamma phase. For each session we identified the gamma phase with the maximal ripple amplitude. To compute the correlation between gamma and ripple power, we took the Spearman correlation between the average ripple power in CA1 and CA1 or CA3 gamma power for each behavioral session and compared the correlation coefficient in 100 ms intervals to baseline values.
Generalized Linear Model
We used a generalized linear model with a logistic link function to determine whether gamma was predictive of the presence of an SWR. Either the average gamma power across CA1 or CA3 tetrodes or the gamma coherence between the CA1 and CA3 tetrodes with the maximum number of cells was computed across the entire behavioral session in 200 ms temporal bins. For each bin we also determined whether or not an SWR was observed. Gamma power or coherence was said to predict the occurrence of an SWR for behavioral sessions with significant coefficients for the gamma regression term. To illustrate the relationship between either gamma power or coherence and the occurrence of an SWR, we binned gamma power or coherence and then computed the proportion of 200 ms bins that had an SWR. Gamma Synchrony SWR triggered coherence was computed for all CA3-CA1 tetrode pairs. To quantify the magnitude of gamma coherence during SWRs, we computed the absolute value of the average coherence in the gamma band across all CA3-CA1 tetrode pairs. To quantify gamma phase locking during SWRs, the phase of coherence for the gamma band was averaged across all CA3-CA1 tetrode pairs for each SWR. Thus, each SWR contributed a single value for each 100 ms temporal bin relative to SWR detection. We combined values across SWRs to obtain a distribution of gamma phase offsets in each bin. The angular variance of this distribution was taken as a measure of phase locking for each session. Spiking Modulation by Gamma Oscillations Putative interneurons were identified on the basis of spike width and average firing rate (Ranck, 1973; Fox and Ranck, 1981; Frank et al., 2000) and were excluded from all analyses. Gamma phase was measured on the CA3 tetrode with the largest number of isolated cells by band pass filtering (20-50 Hz) the local field potential, performing the Hilbert transform on the filtered signal, and extracting the phase component. Spikes that occurred during an SWR were identified and the gamma phase at the time of the spike was assigned. Spikes were pooled across neurons recorded in each region. The depth of modulation was defined as the difference between the peak and the trough of the spiking distribution divided by the sum of the peak and the trough of the spiking distribution. Pairwise Reactivation As in our previous work (Karlsson and Frank, 2009) , for every pair of place fields we measured the linear distance between the place field peaks as the shortest path between the peak firing rate locations. We also measured the absolute value of both the time and gamma phase from each reference spike for one cell to all spikes from the other cell. For this analysis, gamma phase was measured on the CA3 tetrode with the most cells. Note that the pairs of spikes were often compared across multiple cycles of gamma. In the large majority of cases the Hilbert Transform yielded a continuous estimate of phase throughout the entire SWR. In the rare cases where there was a phase slip, we held phase constant throughout the slip. We then computed the Spearman's correlation between linear distance and either relative spike timing or gamma phase to determine how strongly these measures covaried. To determine the relationship between place field distance and correlation with gamma phase and spike timing, we divided the data into roughly four equally sized groups based on the distance between place field peaks. We then computed the Spearman's correlation between linear distance and either relative spike timing or gamma phase for each group. For quiescent SWRs, we used place fields recorded during the preceding behavioral session for pairwise decoding. Decoding To measure place field locations, we calculated an occupancy-normalized linearized place field for each cell using 2-cm bins and smoothed with a 4 cm SD Gaussian curve. SWRs were excluded. A peak rate of 3 Hz or greater was required for a cell to be considered a place cell. Candidate replay events were defined as SWRs during which at least five place cells fired at least one spike each. We determined the sequential representation of position during a candidate replay event using a simple Bayesian decoder that has been described in detail before (Karlsson and Frank, 2009) . Briefly, each event was divided into 15 ms bins and for each bin with at least one spike we calculated the spatial probability distribution using an uninformative prior.
To determine whether the temporal sequence of decoded spatial probability distributions was a significant memory replay we compared the regression of spatial locations with temporal bin to 10,000 regressions in which the order of the bins was shuffled. The p value for each candidate event was defined as the proportion of the shuffled R 2 values that was greater than the R 2 value of the actual event, and an event with p < 0.05 was considered to be significant. Decoding was done with templates for both the animal's current W-track and where applicable, the previously experienced W-track environment, in order to minimize false negatives. The R 2 and the p value are correlated measures (Spearman r = À0.78). We focused on the p value measurement to quantify the improvement in coherence associated with significant replay events, although our results were similar when examined as a function of R 2 values. To ask how gamma phase locking and coherence varied as a function of replay significance, we computed the phase locking and average coherence across significant and nonsignificant events. We used a permutation test to determine when the difference between significant and nonsignificant candidate events was significant. We compared the measured difference to the difference computed on 1,000 permutations of the p value associated with each candidate event.
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