Abstract. Achieving high availability in large scale, distributed call server systems poses challenges to automatic operation, effective load balancing and configuration. Often, the operator is required to detect outages and manually reconfigure the functioning call servers to take on the work of the failed call server or they must specify many complex contingency elements in the configuration of the collection and requires different configuration for each call server in the collection. If the failed call server was carrying a significant portion of the load of the overall system, it may not be possible to shift its entire load to a single alternate call server. Traditional solutions to this problem have been to employ an "N+1 sparing" strategy, where one additional call server is kept in reserve and is brought into service when an active call server has failed. Superclustering of call servers, supported by "territories" to encapsulate aspects of the load of a call server, addresses these problems without requiring N+1 sparing, and permits simple, yet flexible and powerful configuration of the entire system.
The Problem: Call Server High Availability at a Larger Scale
Call servers are often built on standard hardware technologies. These cost effective hardware architectures are not hardened against component failures, and bear the risk of a single failure leading to a complete service outage. To address this, servers are often clustered into pairs, where a second server is deployed, co-located with the primary server, and can be automatically brought into service with little disruption to service. This technology is now available off-the-shelf, and is now incorporated into various vendors' products.
For capacity, geographic and workload concerns, network capacity, business continuity or other reasons, the operator of call servers may require a more distributed configuration of call servers. Once the servers are geographically separated or more than two servers is needed, standard clustering technology no longer works. To implement a distributed call server system with the required level of service availability, different redundancy and fail-over strategies must be employed. The operator can simply purchase additional hardware and position it wherever desired; but they must then solve the problem of when to bring the additional hardware into service and what services that hardware should provide. The real-time, latency-sensitive application of video must be carefully engineered based on locations, system capacities, and bandwidth between locations. Further, the endpoints that are interacting with the system are configured to interact with a specific server within the system. Shifting the load from a server at location A to a server at location B requires configuring server B to have server A's transient configuration information (e.g., states of calls, conference and endpoints) and providing directives to all the endpoints serviced by A to now interact with B. Considering that B may also serve as a backup for locations C and D, etc., the operator must be prepared to handle any of these contingencies. Doing all of this manually is a daunting task.
Using this sparing strategy, the entire workload from the failed server is transferred to the designated spare. This mandates that there be an investment in a server that is not used in normal system operation. With N primary servers, this represents an increased investment of 1/N. There is the lost service time while the operator detects and reacts to the failure of the primary server and shifts service to the spare. There is the cost of training the administrative staff on the procedures to be followed; as this is likely a rare event, the training will not be easily reinforced by practice. There is also the risk that the system administrator will make errors while following the procedures.
Another problem with this approach is that it may not be optimal to shift the entire workload to the designated spare. The spare server may be geographically distant from the failed server or it may have different networking characteristics from the failed server. It may be better to distribute the load across several servers, each with preferable resource, network, or location benefits over the single designated spare. But the complexities of planning and executing such a fine-grained change, while under the pressure of a service outage, make this a very unlikely strategy for an operator to adopt.
Under the even rarer circumstance that a second, concurrent failure occurs, there is no solution for how to provide an acceptable level of service; the only spare server is already occupied, so there is no way to handle the load from the second failed server.
Finally, when the failure has been repaired, the operator may then undo all the changes that they have made to return the system to its previous operational state. They might decide to shift roles, leaving the spare in place as the new active server, with the repaired server as the new spare. However, this is likely to be sub-optimal. After all, the initial configuration was created because it was optimized. Having a spare server at a different location is probably not delivering with the latency or cost that the initial configuration could provide.
The Solution: Superclustering
A solution to these problems is to extend the notion of a cluster to a supercluster, a larger number of distributed, geographically separated collection of call servers or even clusters of call servers. The call servers in a supercluster are networked together in a mesh. They share a common view of the configuration and real-time state of the entire collection. Figure 1 illustrates a supercluster of three dual-server clusters, geographically distributed across the globe This configuration and state is kept in a distributed LDAP directory structure residing within each call server. See Figure 2 . Whenever a change is made within any server, the directory automatically transmits the change to all other servers. Note that this is different from a distributed database requiring complex two-phase commits; as speed is more important than 100% consistency, a simpler, faster one-way update protocol is used In addition to this association with a primary call server, each territory may be associated with a backup call server. If the primary call server should ever fail, the designated backup call server automatically detects the failure and immediately assumes the additional responsibilities of providing the services assigned to those territories, in addition to the services it was already providing as a primary. Through this mechanism, the services provided by a single primary call server can be distributed to a number of different, backup call servers, rather than a wholesale assignment to a single spare server. Note that, if desired, an N+1 sparing strategy can be simply implemented: no territories are associated with the spare as the primary call server, and all the territories associated with the spare as their backup call server. Figure 4 illustrates how the territories from Figure 1 are automatically redistributed when the DMA in Frankfurt is out of service. Some types of service are indivisible: integration with the MPLS network is done by a single territory (and hence, a single call server). But others, such as H.323 gatekeeper or SIP registrar/proxy, can be divided up more finely. For example, it would make sense to allocate the gatekeeper function based on geography of the endpoints and other IP telephony elements, reducing the distance and latency of signaling traffic as well as the need for expensive WAN or MPLS resources.
How Superclustering and Territories Solve the Problem
This technology addresses all the problems previously identified. There is no need for any manual intervention at the time of a call server failure. The supercluster automatically detects the failure and uses the assignment of territories to primary and backup servers as instructions for how to automatically shift the workload. The workload can be differentially re-assigned to other call servers, based on predetermined "next-best" decisions about where to locate the functionality. Being automatic, there is no lost time while the system is reconfigured, there is no staff training required, and there is no risk of manual errors [1] .
The endpoints also do not need to be manually reconfigured. For H.323, when a call server fails and the endpoint attempts to interact with it, the signaling will fail. The endpoint will then use the alternate gatekeeper function to register with another call server in the supercluster. For SIP, endpoints are configured to use logical hostnames, resolved by a DNS. When a primary call server fails, the supercluster updates the DNS logical hostname to point to the backup call server. Subsequent signaling by the endpoint will automatically be routed to the backup call server.
There is also no need for a dedicated, reserved, spare call server. Call server systems are seldom engineered to run at capacity, for both performance and growth reasons. Therefore, it is likely that there is sufficient capacity among the remaining, operational call servers to temporarily handle a portion of the workload [2] . Using territories to divide the workload into manageable portions, at the time of the failure, there will be sufficient capacity.
In the very rare event of a second, concurrent failure, automatic reconfiguration again takes place. All the services performed by the newly failed call server are assumed by backup servers, based on the territory configuration. However, there are some services which will not be automatically re-assigned: If server A and server B have both failed, then there is no automatic reassignment of territories which were associated only with A and B as primary and backup (or vice-versa). In this case, the operator can manually reconfigure the affected territories for the duration of the dual service outage [3] .
Finally, there is no need to take any action once the failed call server is repaired. Once it comes back into service, it is automatically rejoined to the supercluster, and the services are automatically reassigned to it. Again, no manual procedures or reconfiguration are required.
Summary
Scalable high availability presents cost, service quality, operations and administrative challenges. Superclustering technology, supported by distributed LDAP and territories, presents an innovative, cost effective, flexible, and easy-to-manage solution to all these problems.
