difference equations. In this paper we use an essentially different method.* The class of problems to which it can be applied is not restricted to the class of problems that originated in the calculus of variations, with which Courant has been concerned. In some respects, however, the method used by Courant is more general since it can be applied to non-linear as well as to partial differential boundary problems.
Preliminary Theorems: Approximate Solutions of the Fredholm Integral Equation.
^ We obtain for reference in this and later sections an estimate of the differences between the characteristic numbers of the Fredholm integral equation
041) u(x) + X I k(x, s)u(s)ds = f(x), J a and those of (A 2 ) u(x,e)-{-\ I k(x,s,e)u(s,€)ds = f(x,e), J a
where, in the region a^l^b, 0^€^e 0 , the functions k(x, 5, e) and k(x, s) are bounded and integrable (in the Lebesgue sense) and
k(x,s,e) -k(x,s) = 0(e) ; f(x y e) -f(x) = 0(e) 4
If € 0 is sufficiently small, then k(x,s,e) -k(x,s) = eh (x,s,e) where h (x, s, e) is uniformly bounded in the region a^x s^by 0^€^€ 0 , and/(x, e)-f(x) = e/^(x,e),where h(x, e) is uniformly * This method was suggested by Professor J. D. Tamarkin to whom the author is indebted for advice and criticism during the preparation of this paper. t E. Schmidt, Mathematische Annalen, vol.63, and vol. 64, H. Bateman, Proceedings of the Royal Society, A, vol. 100, F. Tricomi, R. Accademia dei Lincei, vol. 33, sem. 1, and vol. 33, sem. 2, 
where, in general, then on (7), |^(X, e) | <1 and the equation Z>(X, e) = 0 will have the same number of zeros within (7) as P(X) =0. It is readily seen that (6) implies r = 0(e inp~q + l) ).
THEOREM 1. If X=Xo is a characteristic number of (Ax) of multiplicity p and index q, then for a fixed e sufficiently small (A2) will possess exactly p characteristic numbers
By an analogous method it is possible to discuss the special cases that arise when A q~i ,i = 0. We shall find that if any of the coefficients A at p, a+j3 = g, are different from zero, then r = 0(e 1/(p ""« +1) ) ; if all of the coefficients A a ,0,OL+j3 = <Z> vanish, but one of the coefficients A<*,$, a+/3 = g + l, is different from zero, then r = 0(e lKp~q) ); if A a ,$, a+^<q+2 f vanish, but one of the coefficients A a ,p y a+fi -q+2 is different from zero, then r = 0(€ 1/(p+ «~1 ) ); and so forth. Consider the equation 
If X is not a characteristic value of (A 1), then from Theorem 1 it follows that for e sufficiently small X is not a characteristic value of (^2). We may write (A 2 ) as «(#,*) + X I ktx,s)u(s,e)ds = g(x,e), Since f(#, s, X, e)=0(e), the Neumann series representing the resolvent of f(x, s, X, e) will converge and for e sufficiently small will also be 0(e). Consequently, u(x, e) is bounded.
If we set v(x y e)=u(x f e)--u(x), then from (Ai) and (^2) it follows that v(x,e) + X I £(#,sM$,e)<fo « rç(#,X,a), where v(x,\,e) =ƒ(*,€) ~ ƒ(*)
X I [&(#,s,e) -&(#,$)]«($,e)ds = 0(e).
Hence »(#,e) = 7?(#,X,e) -X I f(#,s,X))?(.?,X,e)d,j = 0(e), which proves Theorem 3.
Reduction of the Differential System and the Associated
Difference System to Fredholm Integral Equations. We consider the differential system represented in matrix notation*
L(Y-)+*Q(x)Y--F(*). f (BO U(Y') m WoY(0)' + WiY(l)-=0, (OS xgl),

L(Y-) ~dY-/dx-A(x)Y-y
where A(x), Q(x), and F(x)< are matrices whose elements satisfy a Lipschitz condition; Wo and PFi are matrices of constants ; and X is a scalar parameter. Let the interval (0, 1) be divided into m equal parts by the points tf 0 = 0, #1, #2» • • • 9 Xm^l. Then associated with the system (J3i) is a difference system * Throughout the remainder of this paper capital letters-with the single exception of O-will be used to represent matrices with n rows and n columns. A dot following a capital indicates that the columns of the matrix are identical. We may assume without loss of generality that X = 0 is not a characteristic number of either (J5i) where G(#, s) is called the Green's matrix of the system and is given explicitly by the formula*
L(Y r ) + \Q(xi)Y
G(x,s)=G(x,s)
where
is equivalent to (5i). In the ordinary notation, the system (11) represents a system of n linear integral equations 
By an argument closely analogous to that used by Birkhoff and Langer* for the differential system, it is readily proved that there exists a unique solution of the system . 
Y(x)-= f H(x,s)Y(s)'ds + F(x)-, Jo
