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Introduction
In environmental sciences, one often encounters large datasets with many variables. For instance, one may have a dataset of the monthly sea surface temperature (SST) anomalies ("anomalies" are the departures from the mean) collected at l = 1,000 grid locations over several decades, i.e. the data are of the form x = [x 1 , . . . , x l ], where each variable x i (i = 1, . . . , l) has n samples. The samples may be collected at times t k (k = 1, . . . , n), so each x i is a time series containing n observations. Since the SST of neighboring grids are correlated, and a dataset with 1,000 variables is quite unwieldy, one looks for ways to condense the large dataset to only a few principal variables. The most common approach is via principal component analysis (PCA), also known as empirical orthogonal function (EOF) analysis (Jolliffe 2002) .
In the example with 1,000 variables, imagine we have plotted out all the n samples in the 1,000-dimensional data space, with each sample being a data point in this space. We then try to fit the best straight line through the data points. Mathematically, PCA looks for u, a linear combination of the x i , and an associated vector e (which gives the direction of the desired straight line), with 
Together u and e make up the first PCA mode. In the above example, e simply describes a fixed spatial SST anomaly pattern. How strongly this pattern is manifested at a given time is controlled by the time series u.
From the residual, x − eu, the second PCA mode can similarly be extracted, and so on for the higher modes. In practice, the common algorithms for PCA extract all modes simultaneously (Jolliffe 2002; Preisendorfer 1988) . By retaining only the leading modes, PCA has been commonly used to reduce the dimensionality of the dataset, and to extract the main patterns from the dataset.
Principal component analysis (PCA) can be performed using neural network (NN) methods (Oja 1982; Sanger 1989) . However, far more interesting is the nonlinear generalization of PCA, where several distinct approaches have been developed (Cherkassky and Mulier 1998). As PCA finds a straight line which passes through the 'middle' of the data cluster, the obvious next step is to generalize the straight line to a curve. The multi-layer perceptron (MLP) model (see Section 1.8) has been adapted to perform nonlinear PCA (Kramer 1991; Hsieh 2004) . Alternative approaches are the principal curves method (Hastie and Stuetzle 1989; Hastie et al. 2001) , the kernel PCA method (Schölkopf et al. 1998 ) and the self-organizing map (SOM) technique (Kohonen 1982; Cherkassky and Mulier 1998) .
In this chapter, we examine the use of MLP NN models for nonlinear PCA (NLPCA) in Section 8.2, the overfitting problem associated with NLPCA in Section 8.3, and the extension of NLPCA to closed curve solutions in Section 8.4. MATLAB codes for NLPCA are downloadable from http://www.ocgy. ubc.ca/projects/clim.pred/download.html.The discrete approach by self-organizing maps is presented in Sections 8.5, and the generalization of NLPCA to complex variables in Section 8.6.
Auto-Associative Neural Networks for NLPCA
The fundamental difference between NLPCA and PCA is that PCA only allows a linear mapping (u = e · x) between x and the PC u, while NLPCA allows a nonlinear mapping. To perform NLPCA, Kramer (1991) proposed using the MLP NN in Fig. 8.1a where there are three hidden layers of neurons (i.e. variables) between the input and output layers. The NLPCA is basically a standard MLP NN (see Section 1.8) with four-layers of activation functions (i.e. transfer functions) mapping from the inputs to the outputs. One can view the NLPCA network as composed of two-standard two-layer MLP NNs placed one after the other. The first two-layer network maps from the inputs x through a hidden layer to the bottleneck layer with only one neuron u, i.e. a nonlinear mapping u = f (x). The next two-layer MLP NN inversely maps from the nonlinear PC (NLPC) u back to the original higher dimensional x-space, with the objective that the outputs x = g(u) be as close as possible to the inputs x, where g(u) nonlinearly generates a curve in the x-space, hence a 1-dimensional approximation of the original data. Because the target data for the output neurons x are simply the input data x, such networks are called auto-associative NNs. To minimize the MSE (mean square error) of this approximation, the objective function (also called cost function or loss function) J = x − x 2 is minimized to solve for the parameters of the NN. Squeezing the input information through a bottleneck layer with only one neuron accomplishes the dimensional reduction.
In Fig. 8.1a , the activation function f 1 maps from x, the input column vector of length l, to the first 
where W (x) is an m × l weight matrix, b (x) , a column vector of length m containing the offset (i.e. bias) parameters, and k = 1, . . . , m. Similarly, a second activation function f 2 maps from the encoding layer to the bottleneck layer containing a single neuron, which represents the nonlinear principal component u,
