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ABSTRACT 
Dirac’s y-matrices were introduced for the description of the behavior of elec- 
trons. As observed by D. Hestenes, the real algebra generated by these matrices is a 
faithful representation of the real Clifford algebra of Minkowski space-time M as a 
full matrix algebra. Consequently, it is possible to give a matrix-free formulation of 
Dirac’s equations. In this paper we present a survey of algebraic structures of the real 
Clifford algebra of M. Current field and particle theories can be described concisely 
and conveniently by use of such structures. Here we present the algebraic aspects of 
the results of Hestenes in a structured and ordered way, and we add a number of 
extensions. Our treatment is basis-invariant. We emphasize that many of the algebraic 
structures depend on the choice of an orientation of M, on the choice of a timelike 
vector E, and on the choice of a spacelike vector v orthogonal to E. 
1. INTRODUCTION 
1.1. Summary 
The real algebra of 4 X 4 matrices generated by Dirac’s y-matrices is a 
faithful representation of the real Clifford algebra of 4dimensional Minkowski 
space-time M as a full matrix algebra. As found by Hestenes in a number of 
papers, it is possible indeed to deal with the electromagnetic, the weak, and 
the strong fields in a matrix-free way by use of this Clifford algebra. Compare 
121. 
In this paper we present a coherent survey of algebraic properties of this 
Clifford algebra. I n a sequel to this paper these algebraic properties will be 
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fundamental in the description of current field theories. The algebraic 
properties presented here are a reformulation and an extension of the vast 
work of Hestenes. In particular, the Lie algebras su(2) X u(l) and su(3) are 
linked with the Clifford algebra of M, and special Lorentz bases for M are 
avoided. 
Section I.2 contains a heuristic introduction, for the convenience of the 
reader who is unacquainted with the presented material. In Section 1.3 we 
summarize some notions and properties of the real Clifford algebra of an 
n-space endowed with a nondegenerate quadratic form Q. 
In Section 2 we specialize to the real Clifford algebra of Minkowski 
space-time M. Following Hestenes, we call this algebra STA, which stands for 
space-time algebra. 
Section 2.1 starts with a number of general properties of STA. In Section 
2.2 “complex” structures are discussed. They are based on the choice of a 
fixed unit pseudoscalar L (“orientation”). 
Section 2.3 contains algebraic structures depending on L and moreover on 
the choice of a fmed timelike unit vector E (“time axis”). For example, the 
subdivision into timelike and spacelike bivectors depends on E. We find also 
that the Lie algebras su(2) and su(2) X u(l) are isomorphic to substructures 
of STA. The Lie algebra su(3) can be rendered by the skew-Hermitian 
traceless part of B 8 B, where B denotes the space of bivectors in STA. 
Finally, in Section 2.4 we present properties dependent on L, E, and the 
choice of a spacelike vector u (“z-axis”) orthogonal to E. In particular the 
minimal ideals of STA and the interplay of these ideals with the Lie group 
SU(2) are investigated in this subsection. 
1.2. Prerequisites 
Let M denote Minkowski space, that is, 4dimensional space-time. It is 
endowed with an indefinite quadratic form Q which with respect to a 
Lorentz basis {e,, e,, e2, e3} has the form 
Q(x) =x0” -x1” -x2” -xi, x = x,,eO + xlel + x2e2 + x3e3 E M. 
We want to define a multiplication of vectors in M which satisfies the rule 
x2 = Q(X). One finds immediately that 
( xOeO + xlel + x2e2 + x3e3)2 = a$ - xt - x2” - 2x32, 
equivalent to 
eke, + elek = 2diag(l, -1, -1, -l), k,l = 0,1,2,3. 
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This construction involves an extension of M to a 24-dimensional algebra, 
which is the real Clifford algebra of M. 
Sometimes it is convenient to use matrix representations. Historically the 
basis vectors e,, e,, e2, e3 are represented by the unitary matrices y,,, yr, ys, 
ys (the Dirac matrices) given by 
where I, and uk are the unit and the Pauli matrices 
I= l 2 (0 O 1 0 1’ g’I= ( 0 1 1 . 1 10’ u2= i i ,“a 1 g3= ( o 0 1 -1' 
One should not confuse the 16dimensional (real) Clifford algebra, just 
introduced, and the 32dimensional complex Dirac algebra as used in field 
theories. The latter is isomorphic with the algebra of complex 4 X 4 matrices, 
C(4). 
Another matrix representation for STA, which follows from general 
considerations in Clifford algebra theory, is the 
over the field W of quaternions. In this case the 
correspond to 
(i _!I)) and (1: k), i,i, + i,i, = -26,,, k,l = 1,2,3. 
algebra of 2 X 2 matrices 
basis vectors e,, e, , e2, e3 
This representation corresponds to the 4 X 4 matrix representation 
r; = (; T12), y; = iizk iz), k= 1,2,3. 
Indeed, one has y; = Sy, S _ ‘, k = 0, 1,2,3, where the unitary matrix S is 
given by 
1.3. The Clifford Algebra of n-Space 
This subsection contains a short summary of the most important proper- 
ties of the Clifford algebra C,, 4 of an n-dimensional vector space V with a 
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quadratic form Q(.> with index p, q = n - p. All notions in this section are 
independent of a particular chosen basis. 
Let Y= C, ~9 V denote the (associative) tensor algebra of V. Let 
9 c 7 denote the ideal generated by all expressions of the form x 8 x - 
Q(r) . 1 where x E V. Then the Clifford algebra C,, ‘, of V is defined by 
c = Y/95 Note that for n = 4, p = 1, q = 3 this construction agrees with 
th:‘basis-dependent construction of section 1.2. 
The elements of C 
“4. 
are called m&vectors. In a well-known way we 
can decompose every mu tivector x E C, y into k-grades xk, k = 0, 1, , n. 
The dimensions of the k-grades are ; ; the dimension of C,, y is 
(1’ 
= 2”. 
For more details the reader is referred to [3]. 
We call x0 the scalar part of x, x1 the vectorial part, x2 the bivectorial 
part, and so on. The n-grade x,, is called the pseudoscalar part of x. 
Given x = C;!, xk and y = Cy=a yl, we shall write 
n 
xy= c xk Yl, 
k,l=O 
One can prove (see [3]) that 
bYI0 = (YXh 
and that the product xk y1 can be written as 
m=+(k+l-lk-21) 
xkYl = c ( xk !/l)lk-11+2m. 
m=O 
A special role is played by the first and the last term in this expression. 
One introduces the multiplication operators * and A as follows. We define 
xk ’ Yl = ( xk %)lk-II for all k, 1 
which can be extended to dot products with one factor homogeneous as 
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Xk’Y = l~(*iYILk 
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for homogeneous xk and nonhomogeneous y, and 
x’Yl= 2 (XkYl)k-1 
k>l 
for nonhomogeneous x and homogeneous y2. Note that this definition is 
consistent with the usual definition of contraction. Further we define 
xk A !/I = cXk%)k+l 
for homogeneous xk and y,, and 
for nonhomogeneous x and y. 
The involute xk of xk is defined by ?k = ( - l)k~k. We next introduce the 
main involution as the map that takes xk onto Xk. For multivectors x one 
finds 
x = 2 ( -l)k"k. 
k=O 
The multivector x is even iff X = x, and odd iff X = --x. Every 
multivector z can be decomposed into an even part i<x + X) and an odd 
part +(x - X). 
The most essential properties of the main involution are 
Fg = xy and z =x. 
Next we define Zk by 
2, = (-1) i 0 xk = ( - l)[k’21Xk. 
The operation that takes xk onto Zk is called reversion or main antiinvolu- 
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tion. For multivectors x one finds 
x’ = 2 ( _l)[k/21Xk 
k=O 
The most essential properties of main antiinvolution are 
- 
Ej = yx and X==x. 
We close this subsection with the remark that with the operation [x, y] = 
xy - yx the 2-grade of bivectors is a real 0 
i -dimensional Lie algebra. 
2. SPACE-TIME ALGEBRA STA 
With a view to particle field theories, we now specialize to the Clifford 
algebra of Minkowski space-time M, that is to say n = 4, p = 1, q = 3. 
2.1. General structures on STA 
Besides the notation 
x=x0+x, +x,+x,+x,, 
we also use in this section 
x=s+u+b+t+p, 
where s, u, b, t, p are the scalar, the vectorial, the bivectorial, the 
trivectorial, and the pseudoscalar parts respectively. We shall also write 
STA = S + V + B + T + P and S + P = C, where S is the O-grade of STA, 
V the I-grade, and so on. 
Introduction of a Lorentz basis {e,, e,, ea, ea) and use of the Einstein 
convention yields the 16-parameter expression 
x = a + tcfkek + akklekel + aklmekele, + peoele2e3 
with k < 1 < m and k, 1, m = 0, 1,2,3. A short and straightforward 
calculation yields the following properties. 
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PROPERTY 1 
(a) u2 E S, 
(b) b2 E C, 
6.3 t” E s, 
(4 P~=+.I~<O). 
DEFINITION. A bivector b is called simple if b2 E S. Simple bivectors 
are called timelike, isotropic, and spacelike if b2 > 0, b2 = 0, b2 < 0 
respectively. 
From the properties summarized in Section 1.3 there follows in particu- 
lar, for vectors q and u2, 
PROPERTY 2. 
(a) ulul = u1 . u2 + u1 A u2, 
(b) u1 . u2 = 3u,u, + UZUl> E s, 
(c) q A u2 = gu,u, - u,u,> E B. 
For vectors u and bivectors b one finds 
PROPERTY 3. 
(a) ub=uAb+u.b, 
(b) bu=ur\b-u-b, 
(c) u.b = +(ub - bu) E V, 
(d) u A b = +(ub + bu) E T, 
(e) u-b = -b*u, 
(f) u A b = b A u, 
<g) bu=br\u+b.u. 
The set of bivectors B is a real 6-dimensional simple Lie algebra with the 
operation [b,, b,] = b,b, - b,b,. Straightforward calculations yield the 
following property for b,, b, E B: 
PROPERTY 4. 
(a) b,b, = s + p + t[b,, b21, 
(b) b,b, = s + p - +[b,, b,], s E S, p E P, 
(c) b,b, = b,b, zfb, = cb,, c E C, 
(d) b,b, = -b,b, i;ffb,b, E B. 
With the operation [x, y] = xy - yx with x, y E STA one can consider 
STA as a Lie algebra over R. The following table gives the results of Lie 
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multiplication for the special classes of multivectors: 
[*,*I 1 s v B T P 
S 0 0 0 0 0 
V 0 B V P T 
B 0 V B T 0 
T 0 P T B V 
P 0 T 0 V 0 
From the table one can read that V + B + T + P is an ideal and that B, 
B + V, B + T, and S + P are sub-Lie-algebras. 
Next we introduce the real, symmetric, and indefinite scalar product 
( * , * > by defining 
(x, y> = (l?y)(), 
where (36~)~ means the scalar part of 17~. Indeed, one finds the properties 
(i) (x, alyl + a2y2) = al(x, yl> + a,(x, yz>, 
(ii> (x, y> = (y, x>. 
Property (i) is obvious, and property (ii) can be proved as follows: 
f y = F, whence (Zy)o = (G), = (j$),, i.e. (x, y> = <y, x>. 
Exploiting an orthonormal basis {e,, e,, e2, es} one finds: 
(a) x + 1s mirrors the order of the basis vectors, e.g. e,ere,= e,e,e,; 
(b) STA g [w"j with symmetry group SO(8,8); 
(c) the even subalgebra S + B + P E Rs with symmetry group SO(4,4), 
and the odd subset V + T G R8 with symmetry group SO(4,4). 
2.2. Structures of STA Depending on a Unit Pseudoscalar 
Given an orthonormal basis {ea, er, e2, ea} for M, we define 
L:= eoe1e2e3 
with properties 
(a) L a= -1 
(b) ’ LX = go, x E STA; 
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that is to say, L commutes with the even part of STA and anticommutes with 
the odd part. The pseudoscalar L depends on the orientation of M. There are 
two possibilities: with respect to a second orthonormal basis {e;, e;, e4, e;] 
we find L’ = f L (compare the determinant in linear algebra). 
Next we find (dependent on the choice of L) 
P=LS andhence PzR (S=R), 
T= LV andhence TzV (V=MM); 
s+p=c=:c 
Finally one finds P g u(l) and, corresponding to eaL = cos LY + L sin CY, also 
ep = U(l), (Y E s. 
For b E B we want to understand what eb means. Our interpretation is 
based on the following property. 
PROPERTY 5. Any b E B can be decomposed as b = b, + b,, where b, 
and 6, are simple, bf > 0, b,2 < 0, and b,b, = b,b,. For nonsimple bivec- 
tars this decomposition is unique. 
Proof. Write b2 = pe2’P”; then define b, = b cos cp e-‘@ and b, = 
Lb sin 40 e-v&. n 
Now put bf = CY’, with (Y > 0, and define b, = a] with J” = 1. Note 
that ebl = e*Z:= cash CY +] sinh CY. Similarly put bi = --P2, /3 > 0, and 
define b, = /3Z with 1’ = - 1. Note that ebz = e or = cos /3 + Z sin p. Be- 
cause b,b, = b,b,, we find eb = ebl”2:= ebleb2, b E B. 
The Hodge map * is a bijection between k-forms and (n - k)-forms 
which depends on the choice of the orientation and the inner product of the 
underlying n-dimensional space. See [l]. In the STA context one finds 
*x = -GL, x E STA. 
For the details and the laborious calculations see [6]. 
REMARKS. 
(1) STA with the operation [x, y] = xy - yx is not a complex Lie algebra, 
because the odd part of STA anticommutes with L. In contradistinction to this, 
the even part of STA is a complex Lie algebra (with B as an ideal). 
(2) The even subalgebra of STA can be represented by the algebra of 
complex 2 X 2 matrices, C(2). The basis-dependent isomorphism $ is given 
by r,!4ekeo) = uk, k = 1,2,3. 
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2.3. Structures of STA Depending on L and the Choice of a Unit 
Timelike Vector E 
Let us consider in some detail the Lie algebra of bivectors, B. 
First we f= a unit timelike vector E (e2 = 1). For example, one could 
take the first vector e, of a Lorentz basis. Starting from the chosen E, the 
spacelike and timelike subspaces U and H of B are defined as follows: 
U = (b E Bibs = eb}, H = {b E Bib&= -eb}. 
One can decompose 
b = +(b + &be) + +(b - &be), b E B, 
where i(b + &be) E U and i(b - &be) E H. We also write 
B=+(B+EBE)++(B-&BE)=u+H. 
Using LE = -EEL, one finds further H = LU and U = LH. 
If an orthonormal basis is used and if E = e,, then U and H are 
generated by {e2ea, eser, e,e,} and (eleO, e2e0, ese,J respectively. 
Note that U consists entirely of spacelike simple bivectors and that H 
consists entirely of timelike simple bivectors (u2 < 0, h2 > 0). Because 
[U, U] c U, we see that U is a sub-Lie-algebra of B ([H, H ] C U; hence H 
is not). Since (eze.J2 = (e,e,12 = (ele2j2 = -1 and e2e3, eaer, and e1e2 
anticommute, one has S + U z HI, the skew field of quatemions. Finally we 
mention that U = su(2) as a real Lie algebra and that err 2 SU(2) as a Lie 
group. Previously we met the property ep E U(l), and because U and P 
commute, also the Lie group SU(2) X U(l)/{ * l} can be considered as a 
subgroup of the invertible elements of STA (note again that the isomorphism 
depends on the choices of L and E). 
The subgroup SU(2) X U(l)/{ & l} pl a y s a fundamental role in the theory 
of electroweak fields. Compare [2]. 
For the y-matrices yO, yr, y2, ys one has y,’ = y,, and yi = - yk , 
k = 1,2,3, whence one finds yz = YOYkYO> k = 0, 1,2,3. Inspired by this 
last relation, we define the operation x * rt for x E STA by 
x+ = EXE, 
with the obvious properties (~$1’ = x and rtyt = (yx)+. Note that in case 
x E S + P = C one has that rt equals the “complex conjugate” X of x. For 
u E U one finds that ut = -u, and for h E H that h” = h. The introduction 
SPACE-TIME ALGEBRA 227 
of the operation ’ enables us to introduce a positive definite scalar product 
( X, y ), defined as 
(X> Y> = t~+Y)w 
Hence we find that STA is isomornhic to [wi6 with svmmetry group SO(I6). 
I 
i 
Indeed, one can calculate that 
(i) (x, olyl + qy2) = a,(~, yl> + aJx, y2), 
(ii) tx, y) = ( y, x1, 
(iii) (x, X) > 0 for x f 0, (x, x) = 0 for r = 0. 
Using P = LS, T = LV, H = LU, one can write 
This splitting is orthogonal with respect to ( x, y ) and 
the proofs is that (ui~u~)~ = 0 for ul~uz E U. 
(x, y). Essential for 
As a consequence one can consider STA as an S-dimensional complex 
vector space. Note however that there are both a right and a left version, 
because L and S + V + U do not commute. In this paper we stick to the left 
version. 
Next we provide STA with a “complex” scalar product. To that end we 
need the following properties of multivectors. 
PROPERTY. 
(a) h&, = (t&, X, y E STA. 
(b) (xy)z, = (yx), = (JX),. 
(c) (xy)4 = (yx14 ifx or y is even, (xyj4 = -(yxj4 ifx or y is odd. 
Proof. The proof of (a) can e.g. be found in [3]. 
(b): byI4 = -_(~xy& = -( y~x& = -(~XL& = (yX), and because yX= 
YX one has (YX)~ = (JX)~. 
Property (c) is an immediate consequence of property (b). 
Let us now introduce the “complex” scalar product (e, * ) by 
n 
(x7 Y) = (X+Y)o + (X+YL 
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Indeed, one finds the properties 
(9 (x, aIyl + cy2y2) = oi(x, yl> + a,(x, yJ, 
(ii) (x, y) = ( y, x) = (~+y)~ - (x+y),, 
(iii) (x, X) > 0 for x # 0, (x, x) = 0 for x = 0. 
Property (i) is obvious; (ii) follows from a: = a, and ui = -a4 for a E STA. 
From (ii) it follows that ( x+x)~ = 0, whence (x, x) = (x+x>,, > 0, and thence 
property (iii). With th e complex scalar product the even subalgebra S + B + 
P of STA has SU(4) as its symmetry group. In particular the real 6-dimen- 
sional Lie algebra B can be considered as a complex 3dimensional Lie 
algebra with symmetry group SU(3). 
Previously we mentioned the isomorphy of the Lie algebras u(l) and P 
and of su(2) and U. Now we deal with the Lie algebra su(3) in relation to STA. 
In fact we show that su(3) can be rendered by the skew-Hermitian traceless 
part of the tensor product B CZJ B. 
In order to prove this, we write B = H + LH and choose a basis 
{h,, h,, h3} in H with the property [h,, h,] = 2uklmhm, for example h, = 
eke,, k = 1,2,3. In most of the literature a basis for su(3) is given by the 
skew-symmetric and traceless matrices i A i, . . . , i h,, where 
A, = 
A, = 
1 10 0 
A,= ! 0 0 -i , 
Oi 0 I 
AB=z;; _;. 
i I 
PROPERTY 7. Any Hermitian n X n matrix A can be decomposed as 
A=iB+C+D 
with B, C, D real, B antisymmetric, and C symmetric, and with cii = 0, 
i = 1, . , n, and D diagonal, i.e., dij = 0, i # j. 
Proof. Let ekl be the matrix with element 1 at the klth place and 0 
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elsewhere. Then we can write 
Any matrix A which is Hermitian and traceless (that is to say, akl = alk, 
b,, = -blk, and CL=, akk = 0) can be decomposed as A = & <l ib,,(ekl - 
elk> + c k <I akl(ekl + elk) + % i(& d k allXekk - ek+ 1. k+ 1). 
EXAMPLE 1 (n = 2). The Pauli matrices 
a11 
a12 + ibl2 
a12_-,,;;12) =h,,(; ii) +n,,(; A) +a~(:, !?1) 
= 
~12~1 + bl2r2 + a,,~3 
EXAMPLE 2 (n = 3). The Cell-Mann matrices 
= %,A, + bl2h2 + ita,, - ‘22)‘3 + %3*4 
+ b,,h, + CQ~A, + bz3A, + &%(a,, + az2)AB. 
Next we need the map ad : B X B + B given by 
DEFINITION. 
(adUb = [bl,b21 b,, b, E B. 
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It has the properties 
(1) ad[b,, b,] = [ad b,, ad b,l (Jacobi), 
(2) ad b(b,b,) = {(ad b)b,Jb, + b,(ad b)b, (Leibniz), and also 
(3) ad b[b,, b,l = [(ad b)b,, b,l + Lb,, (ad b&l, 
the last being again a guise of Jacobi’s property. Using the basis {h,, h,, h3J, 
one can write 
ad h, = 2~ 
REMARKS. 
(1) After identification of i and L one finds ad h, = 2 h 7, ad h, = - 2 As, 
ad h, = 2h,. 
(2) [ad h,,ad h,] = ad[h,, h,] = 2w+Im ad h,. Clearly h, and ad hk, 
considered as a Lie algebra structure, obey the same rules. 
(3) ad h,, k = 1,2,3, represent the Lie algebra SO(~), and as is known, 
so(3) z su(2). 
We introduced the complex scalar product 
(X> Y) = ("+Y)o + b+Y>4 
on the even subalgebra S + B + P of STA. In the subset I3 this scalar 
product corresponds to 
(x, y) = itr(ad rt ad y). 
Note that (hk, h,) = a,,, and hence we find for the dual basis {h’, h’, h3) 
that 
hk = h,, k = 1,2,3. 
Further we need the tensor product B Q B of B. On the basis {h,, h,, h3} 
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one can write 
ak”h k @h EB@B. 1 
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The action of B @ B on B is as follows: 
(hk 8 hl)h,,, = (h, 8 hl)h”’ = h,(h,(h”‘)) = h,61’“, 
k, 1 = 1,2,3, and generally one can write 
(A 8 B)X = (B, X)A = ak’d”(hk 8 hr)h,,, 
= aklx”la h = aklxlh 
lm k k> 
or in components, 
PROPERTY 8. The operators ad B and B @ B are connected by the 
relation 
adhkadhl=461k13-4hl@hk, k,l = 1,2,3 
The proof is quite obvious and left to the reader. 
In particular for traceless matrices (a k’) we find 
cykladhkadhl = -4ak’h, @ h,, 
whence 
(A @ B) X = Ct!klXnz( h, @ h,)h,, 
= -~cxklxm(ad h, ad h,)h,,. 
Finally we present the generators h L, . , A, of ~~(31, expressed in B @ B 
and ad B: 
232 P. G. VROEGINDEWEIJ 
THEOREM. 
A, = h, @h, + h, @h, = -i(adh,adh, + adh,adhl), 
A, = L( h, 8 h, - h, @ h,) = aL(ad h, ad h, - ad h, ad h,) = i ad h,, 
A3=hl@hhl-hz@hhz= -i(adh,adh,-adh,adh,), 
A, = h, @ h, + h, @ h, = - f(ad h, ad h, + ad h, ad h,), 
h5=b(hg@hl--hl@hh3)=iL(adh,adhl-adh,adh,)= -iadhz, 
A, = h, 8 h, + h, @ h, = - S(ad h, ad h, + ad h, ad h,) 
A, = L( h, @ h, -h, @ h3) = +aL(adh3adh, - adh,adh,) = tadh,, 
A, = L(h, Q h, + h, 8 h, - 2h, @ h3) 
6 
= -$(adh,adh, + adh,adh, - 2adh,adh,). 
2.4. Structures of STA Depending on L, E, and the Choice of a Unit 
Vector v Orthogonal to E 
It follows from the general theory of Clifford algebras that STA can be 
decomposed into two minimal left ideals. They are generated by the primitive 
idempotents of STA. Compare [5] and [4]. 
With a Lorentz basis {eo, e,, e2, e,} one can associate the primitive 
idempotents 
(a) +<l -t eo), 
(b) $(l + e3e2e3), 
(c) f<l + e,e,), and equivalently $(l f e2eo> and i<l f e3e0). 
We choose a vector v with vz = - 1 and orthogonal to E, that is to say 
v * E = +$(vE + EV) = 0 and v A E = $(VE - EV) = VE. 
Consider the bivector u = VE. It has the properties 
,t=- - &o-E = &v&E = &ZiP& = E&V& = VE = u 
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and 
fl2 = U&U& = -&VU& = 1. 
The elements k<l f cr> are primitive idempotents and hence generate 
minimal ideals in STA. 
We write 
x = ix<1 + a) + ix<1 - a), x E STA, 
where $(I + a) E Z:, and $<l - cr.) E Z!,, in which I:, and Z’, are 
the minimal left ideals of STA generated by i<l + (T) and i(l - ~1. Similarly 
one finds 
x = i(1+ a)x + $(l- Cr)x, x E STA, 
where i<l + u)x E I;,, $<l - (T)X E IL,, in which Z;, and I’, are the 
minimal right ideals of STA generated by i<l * u). The four ideals can also 
be characterized by 
I!+, = {x E STAIXU=X}, Z",= {X E STAIXc+= -X}, 
Z' = +fJ {x.EsTAJ(Tx=x}, ZL,={xEsT~jmx= -x}. 
The decomposition of STA into two minimal ideals is orthogonal with 
respect to the hermitian scalar product 
(X> Y> = b+Y)o + b+Yh = (X+Y)o+4~ 
For the right ideals this is obvious. For the left ideals one uses (xY)~ = ( YX)~, 
for x or y is even [Property 6(c)]. One finds in this left case 
(t-q + a),+y(l- a))= (i(1+ a)+x+y(l- a)),,, 
= ($r+y(l - Cr)(l + (T))0+4 = 0. 
Note also that the decomposition of STA into even and odd parts is orthogonal 
with respect to the scalar product ( xt y >a+ 4. 
Obviously the action from the right of the operator e” E e” E SU(2) on 
the right ideals is invariant, and likewise the left action on the left ideals is. 
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The right action of e” on the left ideals is as follows: 
&x(1 f (+)eU = $ xeU( 1 * e-“ge”) E Z: emUaeU. _ 
A similar relation exists for the action from the left on the right ideals. 
Summarizing, we have: 
PROPERTY 9. 
ii; 
Since (e”)+ = emu, also the ideals Z:,-U,,U and Z!,-U,,U are orthogonal 
with respect to (~+y)~+~, and again the same is true for Z&,-U and Z?,U,,-.. 
Next we remark that the right action of e” is unitary on STA, since 
( xe’, ye”) = (( xe”)+yeu)0+4 = (e-“x+yeu)0+4 = ( x+ye”e-u)0+4 
= (X+Y)o+‘l= (X> Y) 
[again we use that ( xy )a+ 4 = ( y~)a+~ if x or y is even]. The unitarity of the 
left action of e’ on STA is obvious. 
Finally note that even and odd subspaces are invariant under the action of 
e’. 
The author gratefully acknowledges the numerous stimulating and helpful 
discussions with J. de Graaf It led to a number of clarifications and 
corrections. In particular the dependence of the hermitian structure of the 
space B of bivectors on the choice of a timelike vector E came up during these 
discussions. 
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