Abstract. In the present study we introduce uniform statistical convergence for double sequences. We present a decomposition theorem that characterizes uniform statistical convergence for double sequences.
INTRODUCTION
In the summability theory uniform statistical convergence has important roles for ordinary (single) sequences. Since this type of convergence method is stronger than ordinary convergence, it is quite effective, especially when the classical limit does not exist. This idea has been introduced by Brown and Freedman [2] by using the notion of uniform density. Then the method has been discussed by many authors in various directions ( [1] , [4] and [5] ). The concept of uniform density has recently been extended to double sequences [14] .
In the present work we introduce the uniform statistical convergence by using the uniform density for double sequences. We present a decomposition theorem that characterizes uniform statistical convergence for double sequences and show that for double sequences almost convergence and statistical convergence are not compatible. Also we give a relation between uniform statistical convergence and strong uniform p-Cesàro summable double sequences. Finally by defining strongly almost convergence with respect to a modulus function we examine the new sequence space together with the space of all uniformly statistically convergent sequences.
In 1900 Pringsheim [13] introduced the concept of convergence for double sequences. A double sequence x D x ij is said to be convergent in Pringsheim sense if for every " > 0 there exists an N 2 N such thatˇx ij Lˇ< " whenever i; j N . In this case L is called the Pringsheim limit of x and space of such sequences is denoted by c 2 . A double sequence x is bounded if there exists a positive number M such that We will denote the set of all bounded double sequences by l 2 1 . Note that in contrast to the case for single sequences, a convergent double sequence need not be bounded.
Let K Â N N be a two dimensional set of positive integers and let K.n; m/ be the numbers of .i; j / in K such that i Ä n; j Ä m. Then the lower asymptotic density of a set K Â N N is defined as
K.n; m/ nm and the upper asymptotic density is defined as
K/ is called the asymptotic density [11] .
The following definition has been given in [10] , [11] and [15] independently.
We will denote the set of all statistically convergent double sequences by st 2 . The lower uniform density of a set K Â N N is defined as
and the upper uniform density is defined as
We now introduce the concept of uniform statistical convergence for double sequences.
Definition 2.
A double sequence x D .x ij / is said to be uniformly statistically convergent if for every " > 0,
By st 2 u we will denote the set of all statistically convergent double sequences. These inclusions are proper as the following examples show.
Example 1. Let P be the set of all primes. Define a double sequence x D .x ij / as follows
We know that u.P / D 0 [3] . It is easy to see that u 2 .P P / D 0: Hence x D .x ij / is uniformly statistically convergent to 0 but not convergent.
Hence the double sequence x is statistically convergent to 0; but not uniformly statistically convergent.
CHARACTERIZATIONS OF UNIFORM STATISTICAL CONVERGENCE
This section presents some comparison results which are related to uniform statistical convergence for double sequences. Also uniform statistical convergence is characterized.
The next definition may be found in [8] and [9] .
x ij D L; (uniformly in n and m).
By ac 2 , we denote the set of almost convergent double sequences.
Recall that ac 2 l 2 1 ; [8] . We know that almost convergence and statistical convergence are not compatible for ordinary sequences [7] . This raises the question of whether this property holds for double sequences. The following examples demonstrates this fact in the affirmative. Since x is unbounded, it can not be almost convergent. But it is easy to see that x is statistically convergent to 0:
Example 4. Let x ij D 0 I i is even, for every j 1 I i is odd, for every j .
One can observe that x can not be statistically convergent but it is almost convergent to 1 2 .
For double sequences almost convergence was introduced by Mòricz and Rhoades [8] and it was studied in some detail in [16] and [9] .
The following definition is an extension of a definition given in [1] to double sequences.
By uw 2 p , we denote the set of all uniformly strongly p Cesàro convergent double sequences. It is immediate that uw 2 p w 2 p , where w 2 p denotes space of all strongly p Cesàro convergent double sequences studied in [11] .
In case p D 1, x is said to be strongly almost convergent. So this implies almost convergence.
It is known that c ac for single (ordinary) sequences. But we have l 2 1 \c 2 ac 2 for double sequences ( [8] ).
We now give our first characterization for uniform statistical convergence of double sequences. Theorem 1. (i) If 0 < p < 1 and a sequence x D .x ij / is uniformly strongly p Cesàro convergent to L, then it is uniformly statistically convergent to L.
(ii) If x D .x ij / is bounded and uniformly statistically convergent to L, then it is uniformly strongly p Cesàro convergent to L for every p; 0 < p < 1:
Proof. (i) Let x be uniformly strongly p Cesàro convergent to L, 0 < p < 1: Suppose " > 0: Then for every n; m 2 N, we have
Then it follows that
where
The boundedness of x D .x ij / implies that there exists M > 0 such that for every i; j D 1; 2; :::, j x ij L jÄ M .
Observe that for every n; m 2 N, we have 1 kl
This implies that lim
uniformly in n and m).
We immediately obtain the following results from Theorem 1.
But the converse of this corollary does not hold, see Example 4.
Corollary 2. Let x D .x ij / is a bounded double sequence. Then x is uniformly statistically convergent to L if and only if x is uniformly strongly p Cesàro convergent to L for every p; 0 < p < 1:
The following result characterizes uniform statistical convergence. (ii) There exists a sequence y D .y kl / which is convergent and such that u 2 .f.k; l/ W x kl D y kl g/ D 1.
(iii) There exists a subset M D˚.
(iv) There exists two sequences .y kl / and .´k l / such that x kl D y kl C´k l for all k; l and .y kl / converges to L and .´k l / is uniformly statistically convergent to 0.
Proof. (i))(ii): Let the double sequence .x kl / be uniformly statistically convergent to L: Let the complement of the set
1; 2; :::, be
Hence by the definition of uniform statistical convergence, we have 
Again by the definition of K j there exists s 3 D .s Hence it is obvious that u 2 .K/ D 1. Let " > 0 be given and select j such that Let us define y D y pq as follows
(ii))(iii): Let there exists a sequence y D .y kl / which is convergent such that
Let .x kl / be a double sequence and there exists M D˚.k i ; l j / W i; j N « such that u 2 .M / D 1 and lim i;j
Now construct the sequences .y kl / and .´k l / as follows:
From the above construction , it is obvious that .y kl / is convergent to L and 
By u 2 .f.k; l/ Wj x kl L j< "g/ D 1, the sequence .x kl / is uniformly statistically convergent to L.
A NEW SEQUENCE SPACE DEFINED BY A MODULUS FUNCTION
In the section we define a new sequence space by means of a modulus function and we relate it to uniform statistical convergence.
Recall that a modulus [6] is a function from OE0; 1/ to OE0; 1/ such that
f is continuous at the right at 0. Because of (ii) j f .x/ f .y/ jÄ f .x y/ so that in view of (iv) f is continuous on OE0; 1/ : A modulus may be bounded or unbounded. For example
The next sequence space of double sequences is motivated from [12] where in its single version is studied: Proof. Suppose x ac 2 .f / and " > 0. Then we have for every n; m 1 pq nCp;mCq Proof. Suppose that f is bounded and x st 2 u : Since f is bounded there exists an integer K such that f .x ij / < K for all x ij 0, i; j D 1; 2; ::: . Then for each n; m we have 1 pq
Conversely suppose that f is unbounded so that there is a positive sequence .u ij / such that f .u ij / D i 2 j 2 for i; j D 1; 2; ::: 
