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ANISOTROPIC VECTOR-VALUED GALE–BERLEKAMP SWITCHING GAME IN
HIGHER DIMENSIONS
DANIEL PELLEGRINO AND JANIELY SILVA
Abstract. We consider an anisotropic variant of the light switching game of Gale and Berlekamp. For
m ≥ 2, we begin with a matrix (aj1...jm )n1,...,nmj1,...,jm=1 whose elements are unit vectors in the Euclidean space
R2. The initial direction pattern of each n1 · · ·nm vectors is set up at the beginning of the game. For each
k ∈ {1, . . . ,m}, we have nk knobs x(k)1 , . . . , x(k)nk ; when the knob x(k)jk is rotated by an angle θ
(k)
jk
, the same
happens with all the vectors aj1...jm with jk fixed. For an initial pattern of unit vectors Θ, let s(Θ) be equal
the supremum of the (Euclidean) norm of the sum of all n1 · · ·nm vectors achievable by adjusts along the
n1 + · · ·+ nm knobs starting with the pattern Θ; the game consists in determining the value of
min{s(Θ) : Θ an n1 × · · · × nm pattern}.
We show that
(0.886)m−1 ≤ min{s(Θ) : Θ an n1 × · · · × nm pattern}√
n1···nm max{√n1, . . . ,√nm}
≤ 1.
1. Introduction
The Gale–Berlekamp switching game (sometimes called unbalancing lights problem) was designed in the
1960s by Elwyn Berlekamp (and independently by David Gale [2]). This single-player game is played on a
square matrix of n × n light bulbs. An initial light pattern is set up, using n2 individual switches, and the
goal is to switch off as many lights as possible using n row and n column switches, which invert the state of
each bulb in the corresponding row or column. The smallest possible number of remaining on-lights Rn, if
one starts from a worse initial pattern, is what we look for. More precisely, for an initial pattern of lights Θ,
let i(Θ) be equal the smallest final number of on-lights achievable by row and column switches starting with
the pattern Θ. We have
Rn = max{i(Θ) : Θ an n× n light pattern}.
Sometimes the optimization problem is posed as to find the maximum Sn of the difference between lights on
and off. Both problems are equivalent because it is simple to check that
Rn =
1
2
(
n2 − Sn
)
.
The original problem introduced by Berlekamp asks for the exact value of R10 and it was proved in [8] that
R10 = 35 (and thus S10 = 30). The original problem and several related problems have been investigated
in depth (see [7, 8, 9, 14]) and also the hardness of solving the Gale-Berlekamp game (see [13]). A physical
model of this game was built by Berlekamp at Bell Labs in the 1960s.
The obvious procedure to handle the problem is to associate 1 to the on-lights and −1 to the off-lights
from the array of lights (aij)
n
i,j=1 and we have
Sn = min
 maxxi,yj∈{−1,1}
∣∣∣∣∣∣
n∑
i,j=1
aijxiyj
∣∣∣∣∣∣ : aij = −1 or 1
 ,
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where xi and yj denote the switches of row i and of column j, respectively. An application of the Central
Limit Theorem (see [2]) provides the following asymptotic estimate:
Theorem 1.1 ([2, Theorem 2.5.1]). For all positive integers n, we have
(1) Sn ≥
(√
2
pi
+ o(1)
)
n
3
2 ,
and the exponent 3/2 is optimal. In other words, for any initial configuration (aij) it is possible to perform
switches so that the number of lights on minus the number of lights off is at least
(√
2/pi + o(1)
)
n3/2.
A simple application of Littlewood’s 4/3 inequality (see [3]) gives us an alternative estimate for (1):
(2) Sn ≥ 1√
2
n
3
2 .
To stress the optimality of the exponent 3/2 we prefer to re-state the problem in a somewhat different
fashion. For p ∈ [1,∞], let `np denote Rn with the `p-norm; for a bilinear form A : `n∞ × `n∞ → R with
coefficients aij ∈ {−1, 1}, defining, as usual, its norm by
‖A‖ = max
xi,yj∈{−1,1}
∣∣∣∣∣∣
n∑
i,j=1
aijxiyj
∣∣∣∣∣∣ ,
it is simple to observe that ‖A‖ is precisely the maximum of the difference between on-lights and off-lights,
achievable by row and column switches starting with (aij). In fact, first of all we shall recall that the Krein–
Milman Theorem assures that the maximum is attained for a certain
(
x(0), y(0)
)
, where x(0) and y(0) are
extreme points of the closed unit ball B`n∞ of `
n
∞, and this means that the coordinates of x
(0) and y(0) have
modulo 1; thus
‖A‖ =
∣∣∣∣∣∣
n∑
i,j=1
aijx
(0)
i y
(0)
j
∣∣∣∣∣∣
and observing that the above expression is precisely the modulus of the difference between on-lights on and
off-lights after the corresponding use of switches, we conclude that
min {‖A‖ : aij ∈ {−1, 1}} = Sn.
Recalling that the Kahane–Salem–Zygmund inequality (see [5, Theorem 4]) tells us that
(3) Sn ≤ 8
√
2 log 9n3/2,
combining Theorem 1.1 with (2) and (3), we have:
Theorem 1.2. For all positive integers n we have
0.797 + o(1) '
(√
2
pi
+ o(1)
)
≤ Sn
n3/2
≤ 8
√
2 log 9 ' 16.78
and also
(4) 0.70 ' 1√
2
≤ Sn
n3/2
≤ 8
√
2 log 9 ' 16.78.
The Gale–Berlekamp switching game has a natural extension to higher dimensions (cf. mathoverflow.
net/questions/59463/ unbalancing-lights-in-higher-dimensions, by A. Montanaro):
Let m ≥ 2 be an integer and let an n×· · ·×n array (aj1···jm) of lights be given each either on (aj1···jm = 1)
or off (aj1···jm = −1). Let us also suppose that for each jk there is a switch x(k)jk so that if the switch is pulled
(x
(k)
jk
= −1) all of the corresponding lights are “switched”: on to off or off to on. The goal is to maximize the
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difference between the lights on and off. As in the two-dimensional case, maximize the difference between
on-lights on and off-lights is equivalent to estimate
max
x
(1)
j1
,...,x
(m)
jm
∈{−1,1}
∣∣∣∣∣∣
n∑
j1,...,jm=1
aj1...jmx
(1)
j1
· · ·x(m)jm
∣∣∣∣∣∣
and the extremal problem consists in estimating
Sn = min
 maxx(1)j1 ,...,x(m)jm ∈{−1,1}
∣∣∣∣∣∣
n∑
j1,...,jm=1
aj1...jmx
(1)
j1
· · ·x(m)jm
∣∣∣∣∣∣ : aj1...jm = 1 or − 1
 ,
As in the bilinear case,
Sn = min ‖A : `n∞ × · · · × `n∞ → R‖ ,
with
A(x(1), . . . , x(m)) =
n∑
j1,...,jm=1
aj1...jmx
(1)
j1
· · ·x(m)jm .
The anisotropic case considers n1 × · · · × nm arrays instead of only square arrays and, in this case, we write
Sn1...nm = min
 maxx(1)j1 ,...,x(m)jm ∈{−1,1}
∣∣∣∣∣∣
n1,...,nm∑
j1,...,jm=1
aj1...jmx
(1)
j1
· · ·x(m)jm
∣∣∣∣∣∣ : aj1...jm = 1 or − 1
 .
As a corollary of a recent result of [1], we have the following solution to the anisotropic Gale-Berlekamp
switching game in higher dimensions:
Theorem 1.3 (see [1]). For all positive integers m,n1, . . . , nm we have
(5)
1
m
(√
2
)m−1 ≤ Sn1...nm√n1···nm (√n1 + · · ·+√nm) ≤ 8√m!√log(1 + 4m).
It is obvious that by considering
max{√n1, . . . ,√nm} ≤ √n1 + · · ·+√nm ≤ mmax{√n1, . . . ,√nm}.
we can re-write (5) as
(6)
1
m
(√
2
)m−1 ≤ Sn1...nm√n1···nm max{√n1, . . . ,√nm} ≤ 8m√m!√log(1 + 4m).
In the present paper we investigate a variant of the switching game as follows:
In two dimensions, we have a matrix (aij) with n1 rows and n2 columns whose elements are unit vectors
in the Euclidean space R2. The initial direction pattern of each n1n2 vectors is set up at the beginning of
the game. For each row i and each column j we have a knob xi and yj , respectively. When the knob xi is
rotated by an angle θi, the same happens with all the vectors aij of the row i; analogously, when the knob
yj is rotated by an angle θj , the same happens with all the vectors aij of the column j (see Figure 1.). The
game consists of, if one starts from a worse initial pattern, maximizing the (Euclidean) norm of the sum of all
vectors. In other words, for an initial pattern Θ of unit vectors, let s(Θ) be the supremum of the (Euclidean)
norms of the sums of all n1n2 vectors achievable by row and column adjusts. The extremal problem is to
determine
SCn1n2 := min{s(Θ) : Θ an n1 × n2 pattern}.
From our main result (Theorem 1.4) we shall conclude that for all n1, n2 we have
0.886 ≤ S
C
n1n2√
n1n2 max{√n1,√n2} ≤ 1.
The extension to higher dimensions reads as follows:
We begin with a matrix (aj1...jm)
n1,...,nm
j1,...,jm=1
whose elements are unit vectors in the Euclidean space R2.
The initial direction pattern of each n1 · · ·nm vectors is set up at the beginning of the game. For each
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Figure 1.
k ∈ {1, . . . ,m}, we have nk knobs x(k)1 , . . . , x(k)nk . When the knob x(k)jk is rotated by an angle θ
(k)
jk
, the same
happens with all the vectors aj1...jm with jk fixed. Defining Θ and s(Θ) as in the two-dimensional case, the
extremal problem is to determine
SCn1...nm := min{s(Θ) : Θ an n1 × · · · × nm pattern}.
Our main result reads as follows:
Theorem 1.4. For all positive integers m ≥ 2, n1, . . . , nm ≥ 1 we have
(0.886)m−1 '
(√
pi
2
)m−1
≤ S
C
n1...nm√
n1 · · ·nm max{√n1, . . . ,√nm} ≤ 1.
Moreover, the universal upper bound 1 cannot be improved.
The proof that, in general, the upper bound 1 cannot be improved is trivial; we just need to consider
n2 = · · · = nm = 1 and observe that in this case
SCn1...nm = n1 =
√
n1 · · ·nm max{√n1, . . . ,√nm}.
The case n1 = · · · = nm was investigated in [3], but the techniques from [3] do not provide good estimates
for the upper constants: for instance, if we follow the arguments from [3] we just obtain 8
√
m!
√
log(1 + 4m),
due to Kahane–Salem–Zygmund inequality, instead of the universal sharp constant 1.
2. Proof of Theorem 1.4: upper bound
First of all, it is important to observe that the game is naturally modeled by considering complex numbers
aj1...jm with norm 1 to represent the elements of the array (aj1...jm)
n1,...,nm
j1,...,jm=1
. The adjusts along the knobs
are modeled as the multiplication by unimodular complex numbers.
For complex scalars, as it happens in the case of real scalars, a consequence of the Krein–Milman Theorem
assures that for all A : `n1∞ × · · · × `nm∞ → C, we have
‖A‖ = sup∣∣∣x(1)j1 ∣∣∣=···=∣∣∣x(m)jm ∣∣∣=1
∣∣∣∣∣∣
n1,...,nm∑
j1,...,jm=1
aj1...jmx
(1)
j1
· · ·x(m)jm
∣∣∣∣∣∣
and thus
SCn1...nm = inf {‖A‖ : |aj1...jm | = 1} .
So, our task is to estimate inf {‖A‖ : |aj1...jm | = 1}, where the infimum runs over all m-linear forms
A : `n1∞ × · · · × `nm∞ → C with unimodular coefficients.
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The proof is obtained by an adaptation of an argument found in the seminal paper of Bohnenblust and
Hille [6, Theorem II, page 608]. There is no loss of generality in supposing that n1 ≤ · · · ≤ nm. For all
k = 1, . . . ,m− 1, consider a nk+1 × nk+1 matrix (a(k)rs ) with
a(k)rs = e
2pii rsnk+1 .
A simple computation shows that {∑n2
t=1 a
(1)
rt a
(1)
st = n2δrs.
|a(1)rs | = 1.
...{∑nm
t=1 a
(m−1)
rt a
(m−1)
st = nmδrs.
|a(m−1)rs | = 1.
All the matrices are completed with zeros (if necessary) in order to get a square matrix nm × nm. Define
A : `n1∞ × · · · × `nm∞ → C
by
A
(
x(1), . . . , x(m)
)
=
nm∑
i1,...,im=1
a
(1)
i1i2
a
(2)
i2i3
· · · a(m−1)im−1imx
(1)
i1
· · ·x(m)im
and note that, since n1 ≤ · · · ≤ nm, the coefficients
ci1···im := a
(1)
i1i2
a
(2)
i2i3
· · · a(m−1)im−1im
of all monomials x
(1)
i1
· · ·x(m)im with ik ∈ {1, . . . , nk} are unimodular. For x(1) ∈ B`n1p∞ , . . . , x(m) ∈ B`nmp∞ ,
consider y(1) ∈ B`nmp∞ , . . . , y(m) ∈ B`nmp∞ defined by
y(1) = (x
(1)
1 , . . . , x
(1)
n1 , 0, . . . , 0)
and so on. We have∣∣∣A(x(1), . . . , x(m))∣∣∣
=
∣∣∣∣∣∣
nm∑
i1,...,im=1
a
(1)
i1i2
a
(2)
i2i3
· · · a(m−1)im−1imy
(1)
i1
· · · y(m)im
∣∣∣∣∣∣
≤
nm∑
im=1
∣∣∣∣∣∣
nm∑
i1,...,im−1=1
a
(1)
i1i2
a
(2)
i2i3
· · · a(m−1)im−1imy
(1)
i1
· · · y(m−1)im−1
∣∣∣∣∣∣ |ymim |
≤
(
nm∑
im=1
|y(m)im |2
)1/2
·
 nm∑
im=1
∣∣∣∣∣∣
nm∑
i1,...,im−1=1
a
(1)
i1i2
a
(2)
i2i3
· · · a(m−1)im−1imy
(1)
i1
· · · y(m−1)im−1
∣∣∣∣∣∣
2

1/2
≤ n1/2m
 nm∑
im=1
nm∑
i1,...,im−1=1
j1,...,jm−1=1
a
(1)
i1i2
a
(1)
j1j2
· · · a(m−1)im−1ima
(m−1)
jm−1imy
(1)
i1
y
(1)
j1
· · · y(m−1)im−1 y
(m−1)
jm−1

1/2
.
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Thus
∣∣∣A(x(1), . . . , x(m))∣∣∣
≤ n1/2m
 nm∑
im=1
nm∑
i1,...,im−1=1
j1,...,jm−1=1
a
(1)
i1i2
a
(1)
j1j2
· · · a(m−1)im−1ima
(m−1)
jm−1imy
(1)
i1
y
(1)
j1
· · · y(m−1)im−1 y
(m−1)
jm−1

1/2
≤ n1/2m
 nm∑
i1,...,im−1=1
j1,...,jm−1=1
a
(1)
i1i2
a
(1)
j1j2
· · · a(m−2)im−2im−1a
(m−2)
jm−2jm−1y
(1)
i1
y
(1)
j1
· · · y(m−1)im−1 y
(m−1)
jm−1
nm∑
im=1
a
(m−1)
im−1ima
(m−1)
jm−1im

1/2
.
Since
nm∑
im=1
a
(m−1)
im−1ima
(m−1)
jm−1im = nmδim−1jm−1 ,
we have
∣∣∣A(x(1), . . . , x(m))∣∣∣
≤ n1/2m
 nm∑
im−1=1
nm∑
i1,...,im−2=1
j1,...,jm−2=1
a
(1)
i1i2
a
(1)
j1j2
· · · a(m−2)im−2im−1a
(m−2)
jm−2im−1y
(1)
i1
y
(1)
j1
· · · y(m−2)im−2 y
(m−2)
jm−2 y
(m−1)
im−1 y
(m−1)
im−1 nm

1/2
= nm
 nm∑
im−1=1
nm∑
i1,...,im−2=1
j1,...,jm−2=1
a
(1)
i1i2
a
(1)
j1j2
· · · a(m−2)im−2im−1a
(m−2)
jm−2im−1y
(1)
i1
y
(1)
j1
· · · y(m−2)im−2 y
(m−2)
jm−2
∣∣∣y(m−1)im−1 ∣∣∣2

1/2
≤ nm
 nm∑
i1,...,im−2=1
j1,...,jm−2=1
a
(1)
i1i2
a
(1)
j1j2
· · · a(m−3)im−3im−2a
(m−3)
jm−3im−2y
(1)
i1
y
(1)
j1
· · · y(m−2)im−2 y
(m−2)
jm−2
nm∑
im−1=1
a
(m−2)
im−2im−1a
(m−2)
jm−2im−1

1/2
.
Thus
∣∣∣A(x(1), . . . , x(m))∣∣∣
≤ nm
 nm∑
i1,...,im−2=1
j1,...,jm−2=1
a
(1)
i1i2
a
(1)
j1j2
· · · a(m−3)im−3im−2a
(m−3)
jm−3im−2y
(1)
i1
y
(1)
j1
· · · y(m−2)im−2 y
(m−2)
jm−2
nm∑
im−1=1
a
(m−2)
im−2im−1a
(m−2)
jm−2im−1

1/2
.
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Since nm∑
i1,...,im−2=1
j1,...,jm−2=1
a
(1)
i1i2
a
(1)
j1j2
· · · a(m−3)im−3im−2a
(m−3)
jm−3im−2y
(1)
i1
y
(1)
j1
· · · y(m−2)im−2 y
(m−2)
jm−2
nm∑
im−1=1
a
(m−2)
im−2im−1a
(m−2)
jm−2im−1

1/2
= n
1/2
m−1
 nm∑
im−2=1
nm∑
i1,...,im−3=1
j1,...,jm−3=1
a
(1)
i1i2
a
(1)
j1j2
· · · a(m−3)im−3im−2a
(m−3)
jm−3im−2y
(1)
i1
y
(1)
j1
· · · y(m−2)im−2 y
(m−2)
im−2

1/2
= n
1/2
m−1
 nm∑
im−2=1
|y(m−2)im−2 |2
nm∑
i1,...,im−3=1
j1,...,jm−3=1
a
(1)
i1i2
a
(1)
j1j2
· · · a(m−3)im−3im−2a
(m−3)
jm−3im−2y
(1)
i1
y
(1)
j1
· · · y(m−3)im−3 y
(m−3)
jm−3

1/2
,
we conclude that∣∣∣A(x(1), . . . , x(m))∣∣∣
≤ nmn1/2m−1
 nm∑
im−2=1
nm∑
i1,...,im−3=1
j1,...,jm−3=1
a
(1)
i1i2
a
(1)
j1j2
· · · a(m−3)im−3im−2a
(m−3)
jm−3im−2y
(1)
i1
y
(1)
j1
· · · y(m−3)im−3 y
(m−3)
jm−3

1/2
and repeating this procedure we finally obtain
∣∣∣A(x(1), . . . , x(m))∣∣∣ ≤ nmn 12m−1 · · ·n 122
(
nm∑
i1=1
y
(1)
i1
y
(1)
i1
) 1
2
= n
1
2
mn
1
2
m · · ·n
1
2
2
(
n1∑
i1=1
|x(1)i1 |2
) 1
2
≤ n 12m
(
n
1
2
m · · ·n
1
2
1
)
.
and the proof is done.
3. Proof of the main result: lower bound
The argument used in this part of the proof is essentially contained in [4] but we shall provide the details
for the sake of completeness. Let us begin by recalling the Khinchin inequality and for this let us motivate
the result as follows: suppose that we have n real numbers a1, . . . , an and a fair coin. When we flip the coin,
if it comes up heads, you chose β1 = a1, and if it comes up tails, you choose β1 = −a1. When we play for the
second time, if it comes up heads, you chose β2 = β1 + a2 and, if it comes up tails, you choose β2 = β1 − a2.
Repeating the process, after having flipped the coin k times we have
βk+1 := βk + ak+1,
if it comes up heads and
βk+1 := βk − ak+1,
if it comes up tails. After n steps, what should be the expected value of
|βn| =
∣∣∣∣∣
n∑
k=1
±ak
∣∣∣∣∣?
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Khinchine’s inequality shows that the “average”
(
1
2n
∣∣∣∣∣ ∑ε1,...,εn=1,−1 εjaj
∣∣∣∣∣
p) 1p
behaves as the `2-norm of (an) .
More precisely, it asserts that for any p > 0 there are constants Ap, Bp > 0 such that
(7) Ap
 n∑
j=1
|aj |2
 12 ≤ ( 1
2n
∣∣∣∣∣ ∑
ε1,...,εn=1,−1
εjaj
∣∣∣∣∣
p) 1p
≤ Bp
 n∑
j=1
|aj |2
 12
for all sequence of scalars (ai)
n
i=1 and all positive integers n. Here we shall be interested just with the case
p = 1. The natural counterpart for the average 12n
∣∣∣∣∣ ∑ε1,...,εn=1,−1 εjaj
∣∣∣∣∣ in the complex framework is
(8)
(
1
2pi
)n ∫ 2pi
0
. . .
∫ 2pi
0
∣∣∣∣∣∣
n∑
j=1
aje
itj
∣∣∣∣∣∣ dt1 · · · dtn.
It is well known that in this new context we also have a Khinchin-type inequality, called Khinchin inequality
for Steinhaus variables, which asserts that there exist constants A˜1 and B˜1 such that
(9) A˜1
 n∑
j=1
|aj |2
 12 ≤ ( 1
2pi
)n ∫ 2pi
0
. . .
∫ 2pi
0
∣∣∣∣∣∣
n∑
j=1
aje
itj
∣∣∣∣∣∣ dt1 · · · dtn ≤ B˜1
 n∑
j=1
|aj |2
 12
for every positive integer n and scalars a1, . . . , an. From [11] we know that A˜1 =
√
pi
2 and, for our purposes,
from now on we shall only be interested in the left hand side of (9). The inequality (9) can be adapted, by
induction, to multiple sums as follows: n1,...,nm∑
j1,...,jm=1
|aj1...jm |2
1/2(10)
≤
(
2√
pi
)m−1(
1
2pi
)n1+···+nm ∫ 2pi
0
. . .
∫ 2pi
0
∣∣∣∣∣∣
n1,...,nm∑
j1,...,jm=1
aj1...jme
it
(1)
j1 · · · eit(m)jm
∣∣∣∣∣∣
p
dt
(1)
j1
· · · dt(m)jm .
Consider an m-linear form A : `n1∞ × · · · × `nm∞ → C given by
A (ej1 , . . . , ejm) = aj1...jm
with
|aj1...jm | = 1.
Let us suppose again, without loss of generality, that nm = max{n1, . . . , nm}. Denoting
dt := dt
(1)
j1
· · · dt(m−1)jm−1 ,
we haven1,...,nm−1∑
j1,...,jm=1
|A (ej1,...,ejm)|2
1/2
≤
(
2√
pi
)m−1(
1
2pi
)n1+···+nm−1 ∫ 2pi
0
. . .
∫ 2pi
0
∣∣∣∣∣∣
n1,...,nm−1∑
j1,...,jm=1
A (ej1,...,ejm) e
it
(1)
j1 · · · eit
(m−1)
jm−1
∣∣∣∣∣∣ dt
=
(
2√
pi
)m−1(
1
2pi
)n1+···+nm−1 ∫ 2pi
0
. . .
∫ 2pi
0
∣∣∣∣∣∣A
 n1∑
j1=1
eit
(1)
j1 ej1 , . . . ,
nm−1∑
jm−1=1
e
it
(m−1)
jm−1 ejm−1 , ejm
∣∣∣∣∣∣ dt
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Therefore, denoting the topological dual of `n∞ by (`
n
∞)
∗
and its closed unit ball by B(`n∞)∗ , we have
nm∑
jm=1
 n1,...,nm−1∑
j1,...,jm−1=1
|A (ej1 , . . . , ejm)|2
1/2
≤
(
2√
pi
)m−1(
1
2pi
)n1+···+nm−1 ∫ 2pi
0
. . .
∫ 2pi
0
nm∑
jm=1
∣∣∣∣∣∣A
 n1∑
j1=1
eit
(1)
j1 ej1 , . . . ,
nm−1∑
jm−1=1
e
it
(m−1)
jm−1 ejm−1 , ejm
∣∣∣∣∣∣ dt
≤
(
2√
pi
)m−1(
1
2pi
)n1+···+nm−1
(2pi)
n1+···+nm−1 max
t
(k)
jk
∈[0,2pi]
nm∑
jm=1
∣∣∣∣∣∣A
 n1∑
j1=1
eit
(1)
j1 ej1 , . . . ,
nm−1∑
jm−1=1
e
it
(m−1)
jm−1 ejm−1 , ejm
∣∣∣∣∣∣
≤
(
2√
pi
)m−1(
1
2pi
)n1+···+nm−1
(2pi)
n1+···+nm−1 ‖A‖ sup
ϕ∈B(`n∞)∗
nm∑
jm=1
|ϕ (ejm)|
=
(
2√
pi
)m−1
‖A‖ ,
where in the last equality we have used the isometric isometry
`n1 −→ (`n∞)∗
(aj)
n
j=1 7−→ ϕ,
with ϕ : `n∞ → C defined by
ϕ
(
(xj)
n
j=1
)
=
n∑
j=1
ajxj .
Finally, since |A (ej1 , . . . , ejm)| = 1, we conclude that
‖A‖ ≥
(√
pi
2
)m−1
nmn
1
2
1 · · ·n
1
2
m−1.
Thus (√
pi
2
)m−1
≤ S
C
n1...nm√
n1···nm max{√n1, . . . ,√nm} .
We end this paper by highlighting a link with the search of the optimal constants of the Bohnenblust–Hille
inequalities. We have already mentioned that the upper bound 1 cannot be improved, without particularizing
the values of n1, . . . , nm. We conjecture that the optimality of 1 is even stronger: it is our belief that for
every particular choice of n1, . . . , nm, the optimal constant is 1. In fact, if for some choice of n1, . . . , nm
we have an upper bound smaller than 1, this will imply that the optimal constant of the complex m-linear
Bohnenblust–Hille inequality is strictly bigger than 1, and this is still a challenging open problem (see [12,
Problem 6.4]).
Acknowledgments The authors thank Fernando Costa Ju´nior for kindly creating and providing the illus-
tration os Figure 1.
References
[1] N. Albuquerque, L. Rezende, Asymptotic estimates for unimodular multilinear forms with small norms on sequence spaces,
to appear in Bull. Braz. Math. Soc.
[2] N. Alon, J. Spencer, The Probabilistic Method, Wiley, 1992. (Second Edition, 2000, Third Edition 2008).
[3] G. Arau´jo, D. Pellegrino, A Gale-Berlekamp permutation-switching problem in higher dimensions. European J. Combin.
77 (2019), 17–30.
[4] F. Bayart, D. Pellegrino and J.B. Seoane-Sepu´lveda, The Bohr radius of the n-dimensional polydisk is equivalent to√
(logn)/n, Adv. Math. 264 (2014), 726–746.
[5] H.P. Boas, Majorant series. Several complex variables (Seoul, 1998). J. Korean Math. Soc. 37 (2000), no. 2, 321–337.
[6] H.F. Bohnenblust and E. Hille, On absolute convergence of Dirichlet series, Ann. of Math. (2), 32 (1931), 600–622.
[7] R.A. Brualdi, S.A. Meyer, Gale-Berlekamp permutation-switching problem, European J. Combin. 44 (2015), part A, 43–56.
10 DANIEL PELLEGRINO AND JANIELY SILVA
[8] J. Carlson, D. Stolarski, The correct solution to Berlekamp’s switching game, Discrete Math. 287 (2004) 145–150.
[9] P.C. Fishburn, N.J.A. Sloane, The solution to Berlekamp’s switching game, Discrete Math. 74 (1989) 262–290.
[10] Y. Gordon, H. S. Witsenhausen, On extensions of the Gale-Berlekamp switching problem and constants of `p-spaces, Israel
J. Math. 11 (1972), 216–229.
[11] H. Ko¨nig, On the best constants in the Khintchine inequality for Steinhaus variables, Israel J. Math. 203 (2014), 23–57
[12] D. Pellegrino, E. Teixeira, Towards sharp Bohnenblust-Hille constants. Commun. Contemp. Math. 20 (2018), no. 3, 1750029,
33 pp.
[13] R.M. Roth, K. Viswanathan, On the hardness of decoding the Gale-Berlekamp code. IEEE Trans. Inform. Theory 54
(2008), no. 3, 1050–1060.
[14] U. Schauz, Colorings and nowhere-zero flows of graphs in terms of Berlekamp’s switching game. Electron. J. Combin. 18
(2011), no. 1, Paper 65, 33 pp.
D. Pellegrino and J. Silva, Departamento de Matema´tica, Universidade Federal da Para´ıba, Brazil
E-mail address: pellegrino@pq.cnpq.br
E-mail address: janielymrsilva@gmail.com
