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ON THE REPRESENTATIONS OF
DISCONNECTED REDUCTIVE GROUPS OVER Fq
G. Lusztig
Introduction
Let G be a connected reductive algebraic group defined over a finite field Fq.
One of the main tools in the study of representations of the finite group G(Fq)
over a field of characteristic zero is the use of certain varieties Xw (see [DL1])
on which G(Fq) acts (here w is a Weyl group element). Now let σ : G −→ G
be a quasisemisimple automorphism of G and let m ≥ 1 be an integer such that
σm = 1. Consider the semidirect product Gˆ of G with the cyclic group of order
m with generator σ; this is naturally an algebraic group defined over Fq. Now the
finite group Gˆ(Fq) acts naturally on the disjoint union ⊔wXw and from this one
can again derive information about the representations of Gˆ(Fq). For example, this
observation has been used by the author in his proof of the finiteness of the number
of unipotent G-conjugacy classes in the connected component Gσ of Gˆ (see [Sp,
I,4.1]); the connection between the varieties Xw and the representations of Gˆ(Fq)
has been systematically investigated by Digne and Michel [DM] and by Malle
[Ma]. In this paper we try to extend some results on unipotent representations
established for G(Fq) in [L2] to Gˆ(Fq). One of the key steps in the description [L2]
of the set of unipotent representations of G(Fq) is the definition of a partition of
that set into subsets indexed by the two-sided cells [KL1] of the Weyl group such
that certain explicit Q-linear combinations of virtual representations of G(Fq)
given by the alternating sum of the cohomologies of the various Xw are linear
combinations of unipotent representations corresponding to a fixed two-sided cell.
A conjectural extension of this statement to the case of Gˆ(Fq) was formulated by
Malle in [Ma] and proved in this paper (see 2.4(ii)). Our proof is a generalization of
that in [L2]; the main new ingredient is the use of the generalization given in [L1]
to certain Hecke algebras with unequal parameter of the polynomials Py,w defined
in [KL1] and of their geometric interpretation stated in [L1] (and generalizing
that in [KL2]) which is proved in this paper. It turns out that these generalized
polynomials appear naturally in the study of the varieties Xw in connection with
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a nontrivial G(Fq)-coset of Gˆ(Fq) and they provide the necessary tools to prove
the above conjecture.
Notation. Let k be an algebraic closure of the finite field Fp with p elements.
If q is a power of p we denote by Fq the subfield of k with q elements. Let Q¯l
be an algebraic closure of the field of l-adic numbers (l is a fixed prime number
6= p). All algebraic varieties in this paper are over k. For an algebraic variety Y of
pure dimension let Hi(Y ) (resp. Hic(Y )) be the i-th hypercohomology space (resp.
hypercohomolgy with compact support) of Y with coefficients in the intersection
cohomology complex IC(Y, Q¯l); let H
i
c(Y ) = H
i
c(Y, Q¯l). If K is a complex of
l-adic sheaves on an algebraic variety Y we denote by HiK the i-th cohomology
sheaf of K and by HiyK the stalk of H
iK at y ∈ Y . The cardinal of a finite set S is
denoted by |S|. If S is a set and f : S −→ S is a map we set Sf = {s ∈ S; f(s) = s}.
We set A = Z[v, v−1] where v is an indeterminate.
1. Preliminaries
1.1. Let G be a connected reductive algebraic group over k. Let F ′ : G −→ G be
the Frobenius map relative to an Fq′-rational structure on G (q
′ is a power of p).
Let B the variety of Borel subgroups of G. Note that F ′ induces an endomorphism
B 7→ F ′(B) of B. Let W be the Weyl group of G viewed as an indexing set for
the G-orbits on B × B (simultaneus conjugation); for w ∈ W let Ow be the G-
orbit corresponding to w. We regard W as a Coxeter group with set of simple
reflections {si; i ∈ I} in the standard way; let l : W −→ N be the corresponding
length function. For any I ′ ⊂ I let sI′ be the longest element of the subgroup of
W generated by {si; i ∈ I
′}. Let ≤ be the standard partial order on W . Now F ′
induces an automorphism δ : W −→ W (compatible with the length function) by
the requirement that w ∈ W, (B,B′) ∈ Ow implies (F
′(B), F ′(B′)) ∈ Oδ(w). Let
sgn :W −→ {±1} be the homomorphism w 7→ (−1)l(w).
1.2. Let IrrW be a set of representatives for the isomorphism classes of irreducible
representations of W over Q. For E ∈ IrrW let ME be the set of linear maps of
finite order ∆ : E −→ E such that ∆(w(e)) = δ(w)(∆(e)) for any w ∈ W , e ∈ E.
Then |ME | is 0 or 2. Let IrrδW = {E ∈ IrrW ; |ME| = 2}. For E ∈ IrrW we define
E† ∈ IrrW by E† ∼= E ⊗ sgn.
Let H be the Hecke algebra over A(v) of W with respect to the weight function
w 7→ l(w) on W . Thus H has a A(v)-basis (Tw)w∈W and we have TwTw′ = Tww′
if w,w′ ∈ W , l(ww′) = l(w) + l(w′); moreover we have (Tsi − v
2)(Tsi + 1) = 0
for i ∈ I. Note that Q[W ] = Q ⊗A H where Q is viewed as an A-algebra via
v 7→ 1; w ∈ Q[W ] corresponds to 1⊗ Tw. Let J be the ring with Z-basis (tw)w∈W
defined as in [L3, 18.3] in terms of (W, l) and let Φ : H −→ A⊗ J be the A-algebra
homomorphism defined in [L3, 18.9]. After applying Q ⊗A () to Φ we obtain an
algebra isomorphism ΦQ : Q[W ]
∼
−→ Q ⊗ J . Via this isomorphism any E ∈ IrrW
becomes a simple Q ⊗ J-module denoted by E♠. Let E ∈ IrrδW , ∆ ∈ ME . We
define ∆ : E♠ −→ E♠ by ∆(ξ) = ΦQ(∆(Φ
−1
Q (ξ))); we have tδ(w)(∆(ξ)) = ∆(tw(ξ))
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for any w ∈ W, ξ ∈ E♠. After applying Q(v)⊗A to Φ we obtain an algebra
isomorphism ΦQ(v) : Q(v) ⊗ H
∼
−→ Q(v) ⊗ J . Via this isomorphism the simple
Q(v)⊗ J-module Q(v)⊗Q E♠ (E as above) becomes a simple Q(v)⊗H-module
denoted by Ev2 and the isomorphism 1⊗∆ : Q(v)⊗QE♠ −→ Q(v)⊗QE♠ becomes
an isomorphism ∆ : Ev2 −→ Ev2 such that Tδ(w)(∆(ξ)) = ∆(Tw(ξ)) for any w ∈
W, ξ ∈ Ev2.
We assume that for each E ∈ IrrδW we have choosen an element ∆ ∈ME .
Let a : W −→ N be the function defined (in terms of l : W −→ N) in [L2,
(5.27.1)] or equivalently as in [L3, 13.6]. Let E 7→ aE be the function IrrW −→ N
defined in [L2, (4.1.1)]. For E ∈ IrrW we set a′E = aE† .
For w ∈W we have
v−l(w)tr(∆Tw, Ev2) = c
′
w,∆,Ev
a′E + lower powers of v
where c′w,∆,E ∈ Z (see [L2, (5.1.23)]); by an argument similar to that in [L3, 20.10],
we have c′w,∆,E = tr(∆
′, E†♠) where ∆
′ : E† −→ E† is ∆⊗ 1 : E ⊗ sgn −→ E ⊗ sgn.
Let RW be the vector space of formal linear combinations
∑
E∈IrrδW
rEE, rE ∈
Q. For w ∈ W we set
Aw =
∑
E∈IrrδW
c′w,∆,EE ∈ RW .
(Compare [L2, (5.11.6)].)
1.3. Let w ∈ W . Following [DL1] we set Xw = {B
′ ∈ B; (B′, F ′(B′)) ∈ Ow}. Let
X¯w = {B
′ ∈ B; (B′, F ′(B′)) ∈ ∪z∈W ;z≤wOz}
be the closure of Xw in B. For x ∈ G
F ′ , Ad(x) : B −→ B (conjugation by x) leaves
Xw, X¯w stable and induces linear automorphisms Ad(x)
∗ of Hi(X¯w), H
i
c(Xw).
Then x 7→ Ad(x)∗−1 makes Hi(X¯w), H
i
c(Xw) into G
F ′-modules. Let E be a set of
representatives for the isomorphism classes of irreducible representations of GF
′
which appear in Hic(Xw) for some w ∈ W, i ∈ N or equivalently in H
i(X¯w) for
some w ∈ W, i ∈ N (thus E is the set of unipotent representations of GF
′
.) Let
[E ]Z be the Grothendieck group of the category of representations of G
F ′ which
are finite sums of unipotent representations. Then [E ] := Q ⊗ [E ]Z has a basis
{ρ; ρ ∈ E}. For f ∈ [E ] let (ρ : f) ∈ Q be the coefficient of ρ ∈ E in f .
For w ∈ W let Rw =
∑
i(−1)
iHic(Xw) viewed as an element of [E ]. As in [L2,
3.7], for any E ∈ IrrδW we define
RE = |W |
−1
∑
w∈W
tr(∆w,E)Rw ∈ [E ].
For any ξ =
∑
E∈IrrδW
rEE ∈ RW we set Rξ =
∑
E∈IrrδW
rERE ∈ [E ]. In
particular, for w ∈W , RAw is defined.
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1.4. Let ≤LR be the preorder on W defined in [KL1] and let ∼LR be the cor-
responding equivalence relation on W (the equivalence classes are the two-sided
cells of W ; they form a set C). For w,w′ ∈W we write w′ <LR w when w
′ ≤LR w
and w′ 6∼LR w. The relation ≤LR on W induce a relation on C denoted again by
≤LR. It is known [KL1] that if c ∈ C then c
∗ := csI = sIc ∈ C and that c 7→ c
∗
reverses the preorder ≤LR.
If E ∈ IrrW then there is a unique c ∈ C such that tw : E♠ −→ E♠ is nonzero
for some w ∈ c and is zero for all w ∈ W − c; we then write E ⊣ c. From the
definitions we see that
(a) If c ∈ C, w ∈ c then Aw is a linear combination of E such that E ⊣ c
∗.
The folowing result is contained in [L2, 4.23].
Theorem 1.5. Let ρ ∈ E . There exists a unique c ∈ C such that (ρ : RE) 6= 0 for
some E ∈ IrrδW with E ⊣ c and (ρ : RE) = 0 for all E ∈ IrrδW with E 6⊣ c. We
then write ρ = c.
Using the theorem and 1.4(a) we see that for c ∈ C, w ∈ c we have
(a) RAw ∈
∑
ρ∈E;ρ=c∗ Qρ.
The folowing result is contained in [L2, 6.15].
Theorem 1.6. Let w ∈W . We have
(a) Hl(w)−a(w)(X¯w) = (−1)
l(w)−a(w)RAw +
∑
w′∈W ;w′<LRw
nw′,wRAw′ ∈ [E ]
where nw′,w ∈ Q.
For w ∈ W, i ∈ N and ρ ∈ E we denote by Hi(X¯w)ρ the ρ-isotypic component
of the GF
′
-module Hi(X¯w) and we set
Hl(w)−a(w)(X¯w)⋄ =
∑
ρ;ρ=c∗
Hl(w)−a(w)(X¯w)ρ
where c ∈ C is defined by w ∈ c.
Let c ∈ C. Using the theorem and 1.5(a) we see that if w ∈ c then
(b) Hl(w)−a(w)(X¯w) is a Q-linear combination of ρ ∈ E such that c
∗ ≤LR ρ.
Hence projecting the equality (a) onto the subspace generated by the ρ ∈ E such
that ρ = c∗ we see that for any w ∈ c we have
(c) Hl(w)−a(w)(X¯w)⋄ = (−1)
l(w)−a(w)RAw .
(This projection maps each RAw′ with w
′ <LR w to zero, see 1.5(a).) In particular,
for any w ∈W ,
(d) (−1)l(w)−a(w)RAw is an actual G
F ′-module.
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Corollary 1.7. Let ρ ∈ E . We have Hl(w)−a(w)(X¯w))ρ 6= 0 for some w ∈ ρ
∗. If
c′ ∈ C, w′ ∈ c and Hl(w
′)−a(w′)(X¯w′)ρ 6= 0 then ρ
∗ ≤LR c
′.
Let c = ρ. We can find E ∈ IrrδW such that (ρ : RE) 6= 0, E ⊣ c. By [L2,
5.13(ii)], E is a Q-linear combination of elements Ax (x ∈ c
∗). Hence RE is a
Q-linear combination of elements RAx (x ∈ c
∗). It follows that (ρ : Ax) 6= 0 for
some x ∈ c∗. Hence by 1.6(c) we have Hl(x)−a(x)(X¯x))ρ 6= 0. The last sentence in
the corollary follows from 1.6(b).
2. The main results
2.1. We preserve the setup of 1.1. In addition, we fix an automorphism σ : G −→ G
such that for some (B,B∗) ∈ OsI we have σ(B) = B, σ(B
∗) = B∗ and such that
σF ′ = F ′σ : G −→ G. We also fix an integer m ≥ 1 such that σm = 1. Now σ
induces a (length preserving) automorphism of W denoted again by σ; thus, for
w ∈W, (B1, B2) ∈ Ow we have (σ(B1), σ(B2)) ∈ Oσ(w); moreover σδ = δσ : W −→
W . For i ∈ I we have σ(si) = sσ(i) where σ : I −→ I is a bijection. Let Gˆ be
the semidirect product of G with the cyclic group of order m with generator σ so
that in Gˆ we have σgσ−1 = σ(g) for all g ∈ G. Note that Gˆ is naturally an affine
algebraic group with identity component G. We extend F ′ to a homomorphism
Gˆ −→ Gˆ (denoted again by F ′) by σig 7→ σiF ′(g) for i ∈ [0, m − 1], g ∈ G. This
is the Frobenius map for an Fq′-rational structure on Gˆ. Note that Gˆ
F ′ is the
semidirect product of GF
′
with the cyclic group of order m with generator σ.
Let d ≥ 1 be an integer with the following property: there exists (B,B∗) ∈ OsI
such that σ(B) = B, σ(B∗) = B∗, F ′d(B) = B, F ′d(B∗) = B∗, F ′d acts on
B ∩ B∗ as t 7→ tq
′d
(clearly, such d exists). Let r ≥ 1 be a multiple of d and let
F = F ′rσ : G −→ G, a Frobenius map relative to an Fq-rational structure on G
where q = q′r. Note that w ∈W, (B1, B2) ∈ Ow implies (F (B1), F (B2)) ∈ Oσ(w).
Let W˙ = {w ∈ W ; σ(w) = w}. It is known that W˙ is itself a Weyl group
with standard generators sω where ω runs over the set I˙ of σ-orbits on I. Let
l˙ : W˙ −→ N be the length function of W˙ ; thus l˙(sω) = 1 for any ω ∈ I˙. The
restriction l|W˙ of l to W˙ is a weight function (in the sense of [L3, 3.1]) on the
Coxeter group W˙ . We define ˙sgn : W˙ −→ {±1} by ˙sgn(w) = (−1)l˙(w).
2.2. Let IrrW˙ be a set of representatives for the isomorphism classes of irreducible
representations of W˙ over Q. Now δ : W −→ W restricts to an automorphism of
W˙ (denoted again by δ) preserving the set {sω, ω ∈ I˙} and the weight function
l|W˙ . For E ∈ IrrW˙ let ME be the set of linear maps of finite order ∆ : E −→ E
such that ∆(w(e)) = δ(w)(∆(e)) for any w ∈ W˙ , e ∈ E. Then |ME | is 0 or 2.
Let IrrδW˙ = {E ∈ IrrW˙ ; |ME| = 2}. For E ∈ IrrW˙ we define E
† ∈ IrrW˙ by
E† ∼= E ⊗ ˙sgn.
Let H˙ be the Hecke algebra over A of W˙ with respect to the weight function
l|W˙ . Thus H˙ has an A-basis (T˙w)w∈W˙ and we have T˙wT˙w′ = T˙ww′ if w,w
′ ∈ W˙ ,
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l˙(ww′) = l˙(w)+l˙(w′); moreover we have (T˙sω−v
2l(sω))(T˙sω+1) = 0 for ω ∈ I˙. Note
that Q[W˙ ] = Q ⊗A H˙ where Q is viewed as an A-algebra via v 7→ 1; w ∈ Q[W ]
corresponds to 1⊗ T˙w.
Let¯: A −→ A be the ring involution such that v 7→ v−1. Let¯: H˙ −→ H˙ be the
ring homomorphism such that aT˙w = a¯T˙
−1
w−1
for w ∈ W˙ , a ∈ A. For any x, y ∈ W˙
we define a polynomial R˙x,y(X) ∈ Z[X ], (X is an indeterminate) by the equality
T˙y =
∑
x∈W˙
R˙x,y(v
2)v2l(x)T˙−1x−1 .
(See [KL1,(2.0.a)],[L3, 4.3].) Note that R˙x,y = 0 unless x ≤ y. It follows that
(a) T˙yT˙sI =
∑
x∈W˙ ;x≤y
R˙x,y(v
2)v2l(x)T˙xsI .
For any w ∈ W˙ there is a unique element C˙w ∈ H˙ such that
C˙w =
∑
y∈W˙ ;y≤w
˙sgn(yw)P˙y,w(v
−2)vl(w)−2l(y)T˙y
=
∑
y∈W˙ ;y≤w
˙sgn(yw)P˙y,w(v
2)v−l(w)+2l(y)T˙−1
y−1
where P˙y,w(X) ∈ Z[X ] has degree ≤ (l(w)− l(y)−1)/2 if y < w and P˙w,w(X) = 1.
(See [L3,§5]; compare [KL1].) For y ≤ w in W˙ we have from the definitions
(b) v2l(w)P˙y,w(v
−2) =
∑
z∈W˙ ;y≤z≤w
v2l(y)R˙y,z(v
2)P˙z,w(v
2).
We set P˙y,w = 0 if y 6≤ w. We define for y, w in W˙ a polynomial Q˙y,w(X) ∈ Z[X ]
by the requirement that for any y, w in W˙ ,
(c)
∑
z∈W˙
˙sgn(zw)P˙y,z(X)Q˙z,w(X) is 1 if y = w and is 0 if y 6= w.
Let J˙ be the ring with Z-basis (t˙w)w∈W˙ defined as in [L3, 18.3] in terms of W˙ and
the weight function l|W˙ and let Φ : H˙ −→ A⊗ J˙ be the A-algebra homomorphism
defined in [L3, 18.9]. (The definitions and results of [L3] that were just quoted
are applicable in view of [L3, §16].) After applying Q ⊗A () to Φ we obtain an
algebra isomorphism ΦQ : Q[W˙ ]
∼
−→ Q ⊗ J˙ . Via this isomorphism any E ∈ IrrW˙
becomes a simple Q ⊗ J-module denoted by E♠. Let E ∈ IrrδW˙ , ∆ ∈ ME . We
define ∆ : E♠ −→ E♠ by ∆(ξ) = ΦQ(∆(Φ
−1
Q (ξ))); we have t˙δ(w)(∆(ξ)) = ∆(t˙w(ξ))
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for any w ∈ W˙ , ξ ∈ E♠. After applying Q(v)⊗A to Φ we obtain an algebra
isomorphism ΦQ(v) : Q(v)⊗A H˙
∼
−→ Q(v)⊗Z J˙ . Via this isomorphism the simple
Q(v)⊗ J˙-module Q(v)⊗QE♠ (E as above) becomes a simple Q(v)⊗A H˙-module
denoted by Ev2 and the isomorphism 1⊗∆ : Q(v)⊗QE♠ −→ Q(v)⊗QE♠ becomes
an isomorphism ∆ : Ev2 −→ Ev2 such that T˙δ(w)(∆(ξ)) = ∆(T˙w(ξ)) for any w ∈
W˙ , ξ ∈ Ev2 .
We assume that for each E ∈ IrrδW˙ we have choosen an element ∆ ∈ME .
2.3. Let w ∈ W˙ . Now Xw and X¯w are stable under φ := F
′d : B −→ B (since
φ commutes with F ′ and it acts trivially on W ) and under σ : B −→ B (since σ
commutes with F ′ and σ(w) = w); hence they are F -stable and there are induced
automorphisms φ∗, (F ′r)∗, σ∗, F ∗ of Hi(X¯w) and H
i
c(Xw). Hence Xw, X¯w are
stable under the GˆF
′
-action σig : B 7→ σi(Ad(g)B) (i ∈ [0, m− 1], g ∈ GF
′
) and
GˆF
′
acts on Hi(X¯w) and H
i
c(Xw) by σ
ig 7→ (σ∗)−1Ad(g−1)∗. Let E˙ be a set of
representatives for the isomorphism classes of irreducible representations of GˆF
′
whose restriction to GF
′
is a direct sum of unipotent representations. Let E0 be
the set of all ρ ∈ E such that ρ extends to a GˆF
′
-module; let E˙0 be the set of
all ρ˙ ∈ E˙ such that ρ˙|GF ′ is irreducible. Let [E˙ ]˜Z be the Grothendieck group of
the category of representations of GˆF
′
whose restriction to GF
′
are finite sums of
unipotent representations. Then [E˙ ]˜ := Q⊗ [E˙ ]˜Z has a basis {ρ˙; ρ˙ ∈ E˙}. For ρ˙ ∈ E˙ ,
f ∈ [E˙ ]˜ we denote by (ρ˙ : f )˜ the coefficient of ρ˙ in f . Let [E˙ ] be the quotient of
[E˙ ]˜ by the subspace consisting of all elements whose character restricted to GF
′
σ
is zero. Note that for h ∈ [E˙ ], tr(xσ, h) makes sense for any x ∈ GF
′
and we can
define for ρ˙ ∈ E˙ ,
(ρ˙ : h) = |GF
′
|−1
∑
x∈GF
′
tr((xσ)−1, ρ˙)tr(xσ, h).
We show that if f ∈ [E˙ ]˜, h is its image in [E˙ ] and ρ˙ ∈ E˙ , then
(a) (ρ˙ : h) =
∑
χ∈L
(ρ˙⊗ χ : f )˜χ(σ)−1
where L is the set of one dimensional characters of GˆF
′
, trivial on GF
′
. Indeed,
∑
χ∈L
(ρ˙⊗ χ : f )˜χ(σ)−1
= |GF
′
|−1m−1
∑
χ∈L
∑
x∈GF
′
,j∈[0,m−1]
tr(xσj, ρ˙⊗ χ)tr((xσj)−1, f)χ(σ)−1
= |GF
′
|−1m−1
∑
x∈GF
′
,j∈[0,m−1]
tr(xσj, ρ˙)tr((xσj)−1, f)
∑
χ∈L
χ(σj−1)
= |GF
′
|−1
∑
x∈GF ′
tr(xσ, ρ˙)tr((xσ)−1, f) = (ρ˙ : h),
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as desired.
For any ρ ∈ E0 let [E˙ ]
ρ be the (one dimensional) subspace of [E˙ ] generated by
the elements ρ˙ ∈ E˙0 such that ρ = ρ˙|GF ′ . From the definitions we have a direct
sum decomposition
[E˙ ] = ⊕ρ∈E0 [E˙ ]
ρ.
For any c ∈ C we set [E˙ ]c = ⊕ρ∈E0;ρ∗=c[E˙ ]
ρ. We have
[E˙ ] = ⊕c∈C[E˙ ]
c.
The following result is clear from the definitions.
(b) Let h ∈ [E˙ ] be such that (ρ˙ : h) = 0 for any ρ˙ ∈ E˙. Then h = 0.
For w ∈ W˙ let
R˙w =
∑
i
(−1)iHic(Xw)
viewed as an element of [E˙ ]. For any E ∈ IrrδW˙ we set
R˙E = |W˙ |
−1
∑
w∈W˙
tr(∆w,E)R˙w ∈ [E˙ ].
For any ξ ∈ H˙ any E ∈ IrrδW˙ and any i ∈ Z we define tr(∆h,Ev2; i) ∈ Z by
tr(∆h, Ev2) =
∑
i
tr(∆h,Ev2 ; i)v
i.
Part (i) of the following theorem is a partial generalization of [L2, 3.8(ii)]; part (ii)
(a partial generalization of [L2, 4.23], see also 1.5) provides an affirmative answer
to a conjecture of G. Malle [Ma] (which he proved in the case where rank(G) ≤ 6).
Theorem 2.4. (i) For any w ∈ W˙ the following equality holds in Q[v]⊗ [E˙ ]:
∑
i
(−1)iHi(X¯w)v
i =
∑
E∈IrrδW˙
tr(∆
∑
y∈W˙
P˙y,w(v
2)T˙y, Ev2)R˙E .(a)
Equivalently, for any i ∈ Z we have
(−1)iHi(X¯w) =
∑
E∈IrrδW˙
tr(∆
∑
y∈W˙
P˙y,w(v
2)T˙y, Ev2; i)R˙E.
(ii) Let E ∈ IrrδW˙ . There exists c ∈ C such that R˙E ∈ [E˙ ]
c.
The proof of (i) (which has much in common with that of [L2, 3.8(ii)]) is given
in 2.15. The proof of (ii) is given in 2.19 where the two-sided cell c in (ii) is
explicitly described in terms of E (see 2.19(c)).
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2.5. We fix a square root q′1/2 of q′ in Q¯l; for any integer n we set q
′n/2 = (q′1/2)n,
qn/2 = q′nr/2. Let H˙q = Q¯l⊗AH˙ where Q¯l is viewed as an A-algebra via v 7→ q
1/2.
Let F be the vector space of functions BF −→ Q¯l. For any w ∈ W˙ we de-
fine a linear map T˙w : F −→ F by T˙w(f) = f
′ for f ∈ F where f ′(B) =∑
B′∈BF ;(B,B′)∈Ow
f(B′) for B ∈ BF . In this way F becomes a H˙q-module.
Note that the linear maps T˙w : F −→ F (w ∈ W˙ ) are linearly independent. For
w,w′ ∈ W˙ we have T˙wT˙w′ =
∑
w′′∈W˙ Nw,w′,w′′ T˙w′′ where
Nw,w′,w′′ = |{B ∈ B
F ; (B1, B) ∈ Ow, (B,B2) ∈ Ow′}|
for any (B1, B2) ∈ O
F
w′′ . Using this and 2.2(a) we see that
∑
z∈W˙
Ny,sI ,zT˙z =
∑
x∈W˙
R˙x,y(q)q
l(x)T˙xsI
for any y ∈ W˙ as linear maps F −→ F . Using the linear independence of the linear
maps T˙z we deduce
(a) R˙x,y(q)q
l(x) = Ny,sI ,xsI
for any x, y in W˙ .
2.6. Now let B,B∗ be as in 2.1. For any w ∈ W˙ we define Bw ∈ B by the
conditions (B,Bw) ∈ Ow, (Bw, B
∗) ∈ Ow−1sI . Note that Bw is fixed by F
′r : B −→
B and by σ : B −→ B hence by F : B −→ B. For z ∈ W˙ let
Bz = {B
′ ∈ B; (B,B′) ∈ Oz},
B¯z = {B
′ ∈ B; (B,B′) ∈ ∪z′∈W ;z′≤zOz},
Az = {B′ ∈ B; (B′, BzsI ) ∈ OsI};
note that Bz, B¯z, A
z are stable under F ′r : B −→ B and under σ : B −→ B hence
under F : B −→ B.
Let w ∈ W˙ . Let Kw = IC(B¯w, Q¯l) be the intersection cohomology complex
of B¯w. For any y ∈ W˙ such that y ≤ w, σ induces an isomorphism of local sys-
tems σ∗(HiKw|By )
∼
−→ HiKw|By ; this induces an automorphism σ
∗ : HiByKw
∼
−→
HiByKw since By ∈ By is fixed by σ. The trace of this automorphism is denoted
by ni,y,w,σ.
The following generalization of [KL2, 4.3] was stated without proof in [L1,
(8.1)]; its proof (which uses [KL2, 4.2]) is a generalization of that of [KL2, 4.3].
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Theorem 2.7. For any y, w ∈ W˙ such that y ≤ w we have
P˙y,w(X) =
∑
i∈N
n2i,y,w,σX
i.
From the definitions, for z, y ∈ W˙ we have |(Bz ∩ A
y)F | = Nz,sI ,ysI ; using
2.5(a), it follows that
(a) |(Bz ∩A
y)F | = R˙y,z(q)q
l(y).
Note that Kw|B¯w∩Ay is the intersection cohomology complex IC(B¯w ∩ A
y, Q¯l) of
B¯w ∩ A
y since B¯w ∩ A
y is open in B¯w. Now the Grothendieck-Lefschetz trace
formula for F : B¯w ∩ A
y −→ B¯w ∩ A
y gives:
∑
i
(−1)itr(F ∗,Hic(B¯w ∩A
y)) =
∑
B′∈(B¯w∩Ay)F
∑
i
(−1)itr(F ∗,HiB′Kw).
By specifying z ∈W such that B′ ∈ OFz (so that z is necessarily in W˙ ) we obtain
∑
i
(−1)itr(F ∗,Hic(B¯w ∩ A
y))
=
∑
z∈W˙ ;z≤w
∑
B′∈(Bz∩Ay)F
∑
i
(−1)itr(F ∗,HiB′Kw).
Note that tr(F ∗,HiB′Kw) is independent of B
′ when B′ runs through (Bz ∩
Ay)F and even when B′ runs through BFz (since the local system H
iKw|Bz is
B-equivariant for the obvious transitive B-action on Bz with connected isotropy
groups); moreover we have Bz ∈ B
F
z and we deduce that
∑
i
(−1)itr(F ∗,Hic(B¯w ∩A
y))
=
∑
z∈W˙ ;z≤w
|(Bz ∩A
y)F |
∑
i
(−1)itr(F ∗,HiBzKw);
using (a) and the fact that R˙y,z(X) = 0 unless y ≤ z, we deduce that
∑
i
(−1)itr(F ∗,Hic(B¯w ∩ A
y))& =
∑
z∈W˙ ;y≤z≤w
R˙y,z(q)q
l(y)
∑
i
(−1)itr(F ∗,HiBzKw).
By Poincare´ duality for intersection cohomology we have
∑
i
(−1)itr(F ∗,Hic(B¯w ∩ A
y)) = ql(w)
∑
i
(−1)itr(F ∗−1,Hi(B¯w ∩A
y))
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since B¯w ∩A
y is of pure dimension l(w) (or is empty). By [KL2, 1.5, 4.5] we have
tr(F ∗−1,Hi(B¯w ∩A
y)) = tr(F ∗−1,HiByKw)
hence
ql(w)
∑
i
(−1)itr(F ∗−1,HiByKw)
=
∑
z∈W˙ ;y≤z≤w
R˙y,z(q)q
l(y)
∑
i
(−1)itr(F ∗,HiBzKw).
By [KL2, 4.2], HiBzKw is zero if i is odd while if i is even, (F
′r)∗ acts on HiBzKw
as qi/2 times a unipotent transformation hence F ∗ acts on HiBzKw as q
i/2 times
a unipotent transformation times the action of σ∗ (which commutes with the
unipotent transformation, since σF ′r = F ′rσ). Thus we have
ql(w)
∑
i∈2N
q−i/2tr(σ∗−1,HiByKw)
=
∑
z∈W˙ ;y≤z≤w
R˙y,z(q)q
l(y)
∑
i∈2N
qi/2tr(σ∗,HiBzKw).
Now for any z ∈ W˙ such that z ≤ w we set:
P˜z,w(X) =
∑
i∈2N
tr(σ∗,HiBzKw)X
i/2 ∈ R[X ],
P˜ ′z,w(X) =
∑
i∈2N
tr(σ∗−1,HiBzKw)X
i/2 ∈ R[X ]
where R is the subring of Q¯l generated by the m-th roots of 1. By the definition
of intersection cohomology, P˜z,w, P˜
′
z,w are polynomials in X of degree ≤ (l(w) −
l(z)− 1)/2 (if z < w) and are equal to 1 if z = w. We have
ql(w)P˜ ′y,w(q
−1) =
∑
z∈W˙ ;y≤z≤w
ql(y)R˙y,z(q)P˜z,w(q).
Since here q is an arbitrary power of q′d it follows that
(b) X l(w)P˜ ′y,w(X
−1) =
∑
z∈W˙ ;y≤z≤w
X l(y)R˙y,z(X)P˜z,w(X).
Note also that
(c) X l(w)P˙y,w(X
−1) =
∑
z∈W˙ ;y≤z≤w
X l(y)R˙y,z(X)P˙z,w(X).
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We show by induction on l(w)− l(y) that
(d) P˜y,w(X) = P˜
′
y,w(X) = P˙y,w(X)
for any y ∈ W˙ such that y ≤ w. If l(y) = l(w) we have y = w and all three
terms in (d) are 1. Now assume that y < w and that the result is known when y
is replaced by z ∈ W˙ where y < z ≤ w. Substracting (c) from (b) we then find
(using that R˙y,y = 1):
X l(w)(P˜ ′y,w(X
−1)− P˙y,w(X
−1)) = X l(y)(P˜y,w(X)− P˙y,w(X)).
Thus
(e)
X(l(w)−l(y)/2(P˜ ′y,w(X
−1)− P˙y,w(X
−1)) = X(−l(w)+l(y))/2(P˜y,w(X)− P˙y,w(X)).
The left hand side of (e) belongs to
∑
n>0RX
−n/2; the right hand side of (e)
belongs to
∑
n>0RX
n/2. Hence both sides must be zero. This proves (d). The
theorem is proved.
2.8. For w ∈ W˙ let Lw = IC(X¯w, Q¯l) be the intersection complex of X¯w (a
variety of pure dimension l(w)). For any x ∈ GF
′
and any B′ ∈ X¯w such that
Ad(x)F (B′) = B′ we have an induced isomorphism F ∗Ad(x)∗ : HiB′Lw −→ H
i
B′Lw.
We show:
Proposition 2.9. In the setup of 2.8 we have
∑
i
(−1)itr(F ∗Ad(x)∗,Hi(X¯w))
=
∑
y∈W˙ ;y≤w
P˙y,w(q)
∑
i
(−1)itr(F ∗Ad(x)∗, Hic(Xy)).
By the Grothendieck-Lefschetz trace formula we have
∑
i
(−1)itr(F ∗Ad(x)∗,Hi(X¯w))
=
∑
B′∈X¯w;Ad(x)F (B′)=B′
∑
i
(−1)itr(F ∗Ad(x)∗,HiB′Lw).(a)
(Note that Ad(x)F = Ad(x)σF ′r : X¯w −→ X¯w is a Frobenius map relative to
an Fq-rational structure since Ad(x)σ is an automorphism of finite order of X¯w
commuting with the Frobenius map F ′r : X¯w −→ X¯w.) In the sum over B
′ in (a)
we can specify y ∈ W such that B′ ∈ Xy; we have necessarily y ∈ W˙ . (Indeed
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assume that B′ ∈ Xy. Then Ad(x)F (B
′) ∈ Xσ(y); hence if Ad(x)F (B
′) = B′ then
σ(y) = y.) Thus the right hand side of (a) becomes∑
y∈W˙ ;y≤w
∑
B′∈Xy ;Ad(x)F (B′)=B′
∑
i
(−1)itr(F ∗Ad(x)∗,HiB′Lw)
and it is enough to show that for any y ∈ W˙ such that y ≤ w we have∑
B′∈Xy;Ad(x)F (B′)=B′
∑
i
(−1)itr(F ∗Ad(x)∗,HiB′Lw)
= P˙y,w(q)
∑
i
(−1)itr(F ∗Ad(x)∗, Hi(Xy)).
By the Grothendieck-Lefschetz trace formula we have
(b)
∑
i
(−1)itr(F ∗Ad(x)∗, Hi(Xy)) = |{B
′ ∈ Xy;Ad(x)F (B
′) = B′}|.
Thus it is enough to show that for any B′ ∈ Xy such that Ad(x)F (B
′) = B′ we
have ∑
i
(−1)itr(F ∗Ad(x)∗,HiB′Lw) = P˙y,w(q).
Let w˙ ∈ G be such that w˙(B ∩ B∗)w˙−1 = B ∩ B∗ and (B, w˙Bw˙−1) ∈ Ow.
Let Gw = Bw˙B, G
′
w = {g ∈ G; g
−1F ′(g) ∈ Gw}. Let G¯w = ∪z∈W ;z≤wGz ,
G¯′w = ∪z∈W ;z≤wG
′
z be the closures of Gw, G
′
w in G. Let K˜w (resp. L˜w) be the
intersection cohomology complex of G¯w (resp. G¯
′
w) with coefficients in Q¯l. Define
α : G¯′w −→ X¯w by g 7→ gBg
−1 (a principal B-bundle). Define Φ : G¯′w −→ G¯
′
w by
Φ(g) = xF (g); note that Φ is a Frobenius map for an Fq-rational structure on
G¯′w and α(Φ(g)) = Ad(x)F (α(g)) for any g ∈ G¯
′
w. Hence α
−1(B′) is Φ-stable.
Since α−1(B′) is a homogeneous B-space with a compatible Fq-rational structure
given by Φ we can find g′ ∈ α−1(B′) such that Φ(g′) = g′. We have canonically
HiB′Lw = H
i
g′L˜w and tr(F
∗Ad(x)∗,HiB′Lw) = tr(Φ
∗,Hig′L˜w); moreover we have
g′ ∈ (G′y)
Φ. Define L : G¯′w −→ G¯w by g 7→ g
−1F ′(g) (an e´tale covering). Define
Φ′ : G¯w −→ G¯w by g 7→ F (g); note that L(Φ(g)) = Φ
′(L(g)) for any g ∈ G¯′w.
We have canonically Hig′L˜w = H
i
L(g′)K˜w and tr(Φ
∗,Hig′L˜w) = tr(Φ
′∗,HiL(g)K˜w);
moreover, L(g) ∈ GΦ
′
y . Define β : G¯w −→ B¯w by g 7→ gBg
−1 (a principal B-
bundle). Note that β(Φ′(g)) = F (β(g)) for any g ∈ G¯w. We have canonically
HiL(g′)K˜w = H
i
β(L(g′))Kw and tr(Φ
′∗,HiL(g)K˜w) = tr(F
∗,Hiβ(L(g))Kw); moreover,
β(L(g)) ∈ BFy . By the proof of 2.7 we have
tr(F ∗,Hiβ(L(g))Kw) = tr(F
∗,HiByKw) = ni,y,w,σq
i/2.
It remains to use the equality
P˙y,w(q) =
∑
i∈N
(−1)ini,y,w,σq
i/2
which folows from 2.7. The proposition is proved.
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2.10. Let w ∈ W˙ . The equality in Proposition 2.9 can be rewitten as
∑
i
(−1)itr((φ∗)r
′
σ∗Ad(x)∗,Hi(X¯w))
=
∑
y∈W˙ ;y≤w
P˙y,w(q
r′
0 )
∑
i
(−1)itr((φ∗)r
′
σ∗Ad(x)∗, Hic(Xy))
for r′ ∈ {1, 2, 3, . . .} where q0 = (q
′)d. Here we can make formally r′ tend to zero
and we obtain
∑
i
(−1)itr(σ∗Ad(x)∗,Hi(X¯w))
=
∑
y∈W˙ ;y≤w
P˙y,w(1)
∑
i
(−1)itr(σ∗Ad(x)∗, Hic(Xy)).(a)
2.11. If x ∈ GF we have F ′(x) ∈ GF since FF ′ = F ′F ; moreover we have
F ′rm(x) = x since F ′rm = Fm. Let G˜F be the semidirect product of GF with the
cyclic group of order rm with generator θ in which we have θzθ−1 = F ′(z) for all
z ∈ GF .
For any z ∈ GF we define a linear map z : F −→ F (F as in 2.2) by z(f) = f ′
(f ∈ F) where f ′(B1) = f(z
−1B1z) for B1 ∈ B
F . Now z 7→ z makes F into
a GF -module. We define a linear map θ : F −→ F by f 7→ f ′ (f ∈ F) where
f ′(B1) = f(F
′−1(B1)) for B1 ∈ B
F (this is well defined since FF ′ = F ′F ). This
linear map together with the GF -module structure define a G˜F -module structure
on F .
Following Shintani, for each x ∈ GF
′
we define (noncanonically) an element
xˆ ∈ GF as follows. We write x = aF (a−1) with a ∈ G and we set xˆ = a−1F ′(a).
Note that xˆ ∈ GF (since FF ′ = F ′F ) hence xˆ : F −→ F is well defined. We have
the following result (compare [L2, 2.10]):
Proposition 2.12. For any w ∈ W˙ and any x ∈ GF
′
we have (with notation of
2.11): ∑
i
(−1)itr(F ∗x∗, Hic(Xw)) = tr(θ
−1xˆ−1T˙w−1 ,F).
By 2.9(b) with y replaced by w, the left hand side of the equality above is equal
to |{B′ ∈ Xw;Ad(x)F (B
′) = B′}| hence to
|{B′ ∈ B; (B′, F ′(B′)) ∈ Ow, aF (a
−1)F (B′)F (a)a−1 = B′}|.
Setting B1 = a
−1B′a, we see that the last number is equal to
|{B1 ∈ B; (aB
′
1a
−1, F ′(a)F ′(B1)F
′(a−1)) ∈ Ow;F (B1) = B1}|
= |{B1 ∈ B
F ; (B1, xˆF
′(B1)xˆ
−1 ∈ Ow}|.
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For any B1 ∈ B
F we denote by fB1 the function B
F −→ Q¯l such that fB1(B
′) is
1 if B′ = B1 and 0 if B
′ 6= B1. Let f1 = T˙w−1(fB1). We have f1(B
′′) = 1 if
(B′′, B1) ∈ Ow−1 , f1(B
′′) = 0 if (B′′, B1) /∈ Ow−1 . Let f2 = xˆ
−1(f1). We have
f2(B
′′) = 1 if (xˆB′′xˆ−1, B1) ∈ Ow−1 , f2(B
′′) = 0 if (xˆB′′xˆ−1, B1) /∈ Ow−1 . Let
f3 = θ
−1(f2). We have f3(B
′′) = 1 if (xˆF ′(B′′)xˆ−1, B1) ∈ Ow−1 , f2(B
′′) = 0 if
(xˆF ′xˆ−1(B′′), B1) /∈ Ow−1 . We see that
tr(θ−1xˆ−1T˙w−1 ,F) = |{B1 ∈ B
F ; (xˆF ′(B1)xˆ
−1, B1) ∈ Ow−1}|
= |{B1 ∈ B
F ; (B1, xˆF
′(B1)xˆ
−1) ∈ Ow}|.
This completes the proof.
2.13. Let w ∈ w˙, x ∈ GF
′
. Combining 2.9 and 2.12 we obtain
(a)
∑
i
(−1)itr(F ∗Ad(x)∗,Hi(X¯w)) =
∑
y∈W˙ ;y≤w
P˙y,w(q)tr(θ
−1xˆ−1T˙y−1 ,F).
By [L2, 2.20, 3.8], for ρ ∈ E , i ∈ N, φ∗ : Hi(X¯w) −→ H
i(X¯w) (notation of 2.10)
leaves stable Hi(X¯w)ρ (notation of 1.6) and acts on it as λρq
′id/2U where U is a
unipotent transformation of Hi(X¯w)ρ and λρ is a root of 1 depending only on ρ
(not on w, i); also if ρ ∈ E − E0, σ
∗ maps Hi(X¯w)ρ to H
i(X¯w)ρ′ where ρ
′ 6= ρ,
while if ρ ∈ E0 then σ
∗ leaves stable Hi(X¯w)ρ and the σ
∗−1 action makes Hi(X¯w)ρ
into a GˆF
′
-module. It follows that
∑
i
(−1)itr(F ∗x∗,Hi(X¯w))
=
∑
i
(−1)i
∑
ρ∈E0
λr/dρ q
i/2tr(σ∗x∗,Hi(X¯w)ρ).(b)
We can find d′ ≥ 1 such that λd
′
ρ = 1 for all ρ ∈ E . From now on we assume that
r is a multiple of dd′. Then (b) becomes
∑
i
(−1)itr(F ∗x∗,Hi(X¯w))
=
∑
i
(−1)i
∑
ρ˙∈E˙0
qi/2(ρ˙ : Hi(X¯w))˜tr((xσ)
−1, ρ˙).(c)
2.14. After applying Q¯l ⊗A () to Φ in 2.2 (where Q¯l is viewed as an A-algebra
via v 7→ q1/2) we obtain an algebra isomorphism Φq : H˙q
∼
−→ Q¯l ⊗ J˙ . If E ∈ IrrW˙
then the simple Q¯l⊗ J˙-module Q¯l⊗E♠ (see 2.2) can be viewed via Φq as a simple
H˙q-module denoted by Eq. If E ∈ IrrδW˙ we define ∆ : Eq −→ Eq to correspond
under Φq to 1 ⊗∆ : Q¯l ⊗ E♠ −→ Q¯l ⊗ E♠; we have T˙δ(w)(∆(ξ)) = ∆(T˙w(ξ)) for
any w ∈ W˙ , ξ ∈ Eq.
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For E ∈ IrrW˙ let FE be the Eq-isotypic component of the Hq-module F ; thus
we have F = ⊕E∈IrrW˙FE . Note that each FE is a G
F -submodule of F . From the
definitions, for any w ∈ W˙ we have T˙wθ
−1 = θ−1T˙δ(w) : F −→ F . It follows that
θ−1 : F −→ F permutes the summands FE of F according to the permutation of
IrrW˙ induced by δ :W −→W . In particular only the summands corresponding to
E ∈ IrrδW˙ are mapped into themselves. We see that for z ∈ G
F , y ∈ W˙ , we have
tr(θ−1z−1T˙y−1 ,F) =
∑
E∈IrrδW˙
tr(θ−1z−1T˙y−1 ,FE).
For E ∈ IrrW˙ we set VE = HomHq (Eq,F); this is an irreducible G
F -module (the
GF -module structure comes from that of F); we have a canonical isomorphism of
(Hq, G
F )-modules Eq ⊗ VE
∼
−→ FE . Via this isomorphism, assuming E ∈ IrrδW˙ ,
the map θ−1 : FE −→ FE becomes an isomorphism XE : Eq ⊗ VE −→ Eq ⊗ VE
necessarily of the form XE = X
′
E ⊗ X
′′
E where X
′
E : Eq −→ Eq, X
′′
E : VE −→ VE
are isomorphisms such that T˙wX
′
E = X
′
ET˙δ(w) : Eq −→ Eq and zX
′′
E = X
′′
EF
′(z) :
VE −→ VE for any z ∈ G
F . Thus X ′E acts on Eq as a nonzero constant times
∆−1 : Eq −→ Eq; we may assume that the constant is 1 (by absorbing it into X
′′
E)
so that X ′E = ∆
−1. Since XrmE = 1 and (X
′
E)
m = 1 we see that (X ′′E)
rm = 1 so
that the GF -module structure on VE extends to a G˜F -module structure in which
θ−1 acts as X ′′E . We see that for z ∈ G
F , y ∈ W˙ , we have
tr(θ−1z−1T˙y−1 ,F) =
∑
E∈IrrδW˙
tr(θ−1z−1, VE)tr(∆
−1T˙y−1 , Eq).
We now substitute this (with z = xˆ) into 2.13(a), taking into account 2.13(c) and
using that tr(∆−1T˙y−1 , Eq) = tr(T˙y∆, Eq) = tr(∆T˙y, Eq) we obtain
∑
i
(−1)i
∑
ρ˙∈E˙0
qi/2(ρ˙ : Hi(X¯w))˜tr((xσ)
−1, ρ˙)
=
∑
y∈W˙
P˙y,w(q)
∑
E∈IrrδW˙
tr(θ−1xˆ−1, VE)tr(∆T˙y, Eq)(a)
for any w ∈ W˙ , x ∈ GF
′
.
2.15. Multiplying both sides of 2.14(a) by ˙sgn(wu)Q˙w,u(q) with u ∈ W˙ and sum-
ming over all w ∈ W˙ we obtain
∑
i
(−1)i
∑
w∈W˙
∑
ρ˙∈E˙0
qi/2(ρ˙ : Hi(X¯w))˜× ˙sgn(wu)Q˙w,u(q)tr((xσ)
−1, ρ˙)
=
∑
E∈IrrδW˙
tr(θ−1xˆ−1, VE)tr(∆T˙u, Eq)
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for any u ∈ W˙ , x ∈ GF
′
. Multiplying both sides of the last equality by
|GF
′
|−1tr(xσ, ρ˙′) with ρ˙′ ∈ E˙0 and summing over all x ∈ G
F ′ we obtain
∑
i
(−1)i
∑
w∈W˙
∑
χ∈L
qi/2(ρ˙′ ⊗ χ : Hi(X¯w))˜ ˙sgn(wu)Q˙w,u(q)χ(σ)
−1
= |GF
′
|−1
∑
x∈GF
′
∑
E∈IrrδW˙
tr(θ−1xˆ−1, VE)tr(∆T˙u, Eq)tr(xσ, ρ˙
′)(a)
for any u ∈ W˙ , ρ˙′ ∈ E˙0. Here L is as in 2.3(a). We have used that, if ρ˙, ρ˙
′ ∈ E˙0,
then |GF
′
|−1
∑
x∈GF
′ tr((xσ)−1, ρ˙)tr(xσ, ρ˙′) is χ(σ)−1 if ρ˙ = ρ˙′⊗χ for some χ ∈ L
and is 0, otherwise. Next we note that for E,E′ ∈ IrrδW˙ ,
∑
u∈W˙
ql(u)tr(∆T˙u, E
′
q)tr(∆T˙u, Eq)
is equal to 0 if E 6= E′ and is equal to D(E)(q) for some polynomial D(E)(X) ∈
Q[X ] if E = E′; moreover, D(E)(q) is a nonzero rational number.
Multiplying both sides of (a) by D(E′)(q)−1ql(u)tr(∆T˙u, E
′
q) with E
′ ∈ IrrδW˙
and summing over all u ∈ W˙ we obtain
∑
i
(−1)i
∑
w∈W˙
∑
χ∈L
∑
u∈W˙
ql(u)D(E′)(q)−1
× tr(∆T˙u, E
′
q)q
i/2(ρ˙′ ⊗ χ : Hi(X¯w))˜ ˙sgn(wu)Q˙w,u(q)χ(σ)
−1
= |GF
′
|−1
∑
x∈GF
′
tr(θ−1xˆ−1, VE′)tr(xσ, ρ˙
′)(b)
for any ρ˙′ ∈ E˙0, E
′ ∈ IrrδW˙ .
Let h(r) be the common value of the two sides of (b). We now show that (for
fixed ρ˙′, E′) h(r) has the following properties:
(i) |GF
′
|h(r) is a cyclotomic integer;
(ii) when r varies (as a multiple of dd′), h(r) is in a fixed (cyclotomic) subfield
of Q¯l of finite degree over Q;
(iii) all complex conjugates of h(r) have absolute value ≤ 1.
Now (i) is obvious from the right hand side of (b) since the character values of
a finite group (namely G˜F and GˆF
′
) are cyclotomic integers. Also (ii) is obvious
from the left hand side of (b); we use that there are only finitely many χ(σ) (roots
of 1) and that tr(∆T˙u−1 , E
′
q) ∈ Q(q
1/2). To prove (iii) we set:
e(r) = |GF
′
|−1
∑
x∈GF ′
tr(θ−1xˆ−1, VE′)tr(xˆθ, VE′)
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e′(r) = |GF
′
|−1
∑
x∈GF
′
tr(σ−1x−1, ρ˙′)tr(xσ, ρ˙′).
By the Cauchy-Schwarz inequality, the absolute value square of h(r) (in the form
given by the right hand side of (b)) is ≤ than e(r)e′(r). Hence it is enough to show
that e(r) = e′(r) = 1. Now e′(r) = 1 by the orthogonality relations for irreducible
characters of GˆF
′
which remain irreducible when restricted to GF
′
. It remains to
show that e(r) = 1. Setting x = aF (a−1), a ∈ G in the definition of e(r) we have
e(r) = |GF
′
|−1|GF |−1
∑
a∈G;
F ′(aF (a−1))=aF (a−1)
tr((a−1F ′(a)θ)−1, VE′)tr(a
−1F ′(a)θ, VE′).
(We use that, if a is in the sum and b ∈ GF then
tr(a−1F ′(a)θ, VE′) = tr(b
−1a−1F ′(a)F ′(b)θ, VE′).
It is enough to show that if z ∈ GF then tr(zθ, VE′) = tr(b
−1zF ′(b)θ, VE′) which
follows from F ′(b)θ = θb.) Setting z = a−1F ′(a) ∈ GF we obtain
e(r) = |GF |−1
∑
z∈GF
tr((zθ)−1, VE′)tr(zθ, VE′)
and this equals 1 by the orthogonality relations for irreducible characters of G˜F
which remain irreducible when restricted to GF . This proves (iii).
If we combine the various imbeddings of the number field in (ii) into C we get
an imbedding of that field into some Cn. By (i),(iii) the set {h(r)} is carried by
that imbedding into a discrete and bounded subset of Cn. Hence the set {h(r)} is
finite. This holds for any ρ˙′, E′ which are in finite number. We see that there exists
an infinite subset I of {dd′, 2dd′, 3dd′, . . .} such that for any ρ˙′, E′, the expression
(b) is a constant cρ˙′,E′ when r runs through I. Thus we have
∑
i
(−1)i
∑
w∈W˙
∑
χ∈L
∑
u∈W˙
ql(u)D(E′)(q)−1tr(∆T˙u, E
′
q)
× qi/2(ρ˙′ ⊗ χ : Hi(X¯w))˜ ˙sgn(wu)Q˙w,u(q)χ(σ)
−1 = cρ˙′,E′(c)
for any ρ˙′ ∈ E˙0, E
′ ∈ IrrδW˙ , r ∈ I.
We multiply the two sides of 2.14(a) by |GF
′
|−1tr(xσ, ρ˙′) with ρ˙′ ∈ E˙0 and sum
over all x ∈ GF
′
; we obtain
∑
i
(−1)i
∑
χ∈L
qi/2(ρ˙′ ⊗ χ : Hi(X¯w))˜χ(σ)
−1
=
∑
y∈W˙
P˙y,w(q)
∑
E∈IrrδW˙
∑
x∈GF
′
|GF
′
|−1tr(xσ, ρ˙′)tr(θ−1xˆ−1, VE)tr(∆T˙y, Eq)
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that is
∑
i
(−1)i
∑
χ∈L
qi/2(ρ˙′ ⊗ χ : Hi(X¯w))˜χ(σ)
−1 =
∑
y∈W˙
P˙y,w(q)
∑
E∈IrrδW˙
cρ˙′,Etr(∆T˙y, Eq)
for any w ∈ W˙ , ρ˙′ ∈ E˙0, r ∈ I. Since r runs through an infinite set we have an
equality of polynomials in v:
(d)∑
i
(−1)i
∑
χ∈L
(ρ˙′ ⊗ χ : Hi(X¯w))˜χ(σ)
−1vi =
∑
y∈W˙
P˙y,w(v
2)
∑
E∈IrrδW˙
cρ˙′,Etr(∆T˙y, Ev2)
for any w ∈ W˙ , ρ˙′ ∈ E˙0. Similarly, since (c) holds for r running through an infinite
set, we have an equality of polynomials in v:
∑
i
(−1)i
∑
w∈W˙
∑
χ∈L
∑
u∈W˙
v2l(u)D(E′)(v2)−1
× tr(∆T˙u, E
′
v2)(ρ˙
′ ⊗ χ : Hi(X¯w))˜ ˙sgn(wu)Q˙w,u(v
2)χ(σ)−1vi = cρ˙′,E′
for any ρ˙′ ∈ E˙0, E
′ ∈ IrrδW˙ . Setting v = 1 in the last equality and using the
identity D(E′)(1) = |W˙ | we obtain
cρ˙′,E′ =
∑
i
(−1)i
∑
w∈W˙
∑
χ∈L
∑
u∈W˙
|W˙ |−1
× tr(∆u, E′)(ρ˙′ ⊗ χ : Hi(X¯w))˜ ˙sgn(wu)Q˙w,u(1)χ(σ)
−1.(e)
By 2.3(a) we have for fixed ρ˙′:
∑
i
(−1)i
∑
χ∈L
(ρ˙′ ⊗ χ : Hi(X¯w))˜χ(σ)
−1 =
∑
i
(−1)i(ρ˙′ : Hi(X¯w))
which by 2.10(a) is equal to
∑
y∈W˙ ;y≤w
P˙y,w(1)
∑
i
(−1)i(ρ˙′ : Hic(Xy)).
Substituting this into (e) we obtain
cρ˙′,E′ =
∑
w∈W˙
∑
u∈W˙
|W˙ |−1tr(∆u, E′) ˙sgn(wu)Q˙w,u(1)
× |GF
′
|−1
∑
y∈W˙ ;y≤w
P˙y,w(1)
∑
i
(−1)i(ρ˙′ : Hic(Xy)).
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Using the definition of Q˙w,u(1) we deduce
cρ˙′,E′ =
∑
u∈W˙
|W˙ |−1tr(∆u, E′)|GF
′
|−1(ρ˙′ : R˙u) = (ρ˙
′ : R˙E′)
for any ρ˙′ ∈ E˙0, E
′ ∈ IrrδW˙ . Substituting this into (d) and using the equality
∑
χ∈L
(ρ˙′ ⊗ χ : Hi(X¯w))χ(σ)
−1 = (ρ˙′ : Hi(X¯w))
(see 2.3(a)), we obtain
∑
i
(−1)i(ρ˙′ : Hi(X¯w))v
i =
∑
y∈W˙
P˙y,w(v
2)
∑
E∈IrrδW˙
(ρ˙′ : R˙E′)tr(∆T˙y, Ev2)
for any w ∈ W˙ , ρ˙′ ∈ E˙0. The previous equality also holds for ρ˙
′ ∈ E˙ − E˙0 (in that
case both sides are zero). This proves 2.4(a) in view of 2.3(b).
2.16. Let ≤˙LR be the preorder on W˙ (with the weight function l|W˙ ) defined in
[L3, 8.1] where it is denoted by ≤LR and let ∼˙LR be the corresponding equivalence
relation on W˙ (the equivalence classes are the two-sided cells of W˙ with the weight
function above; they form a set C˙). For w,w′ ∈ W˙ we write w′<˙LRw when w
′≤˙LRw
and w′ 6 ∼˙LRw. The relations ≤˙LR, <˙LR on W˙ induce relations on C˙ denoted again
by ≤˙LR, <˙LR. It is known [L3, §10] that if c ∈ C˙ then c
∗ := csI = sIc ∈ C˙ and
that c 7→ c∗ reverses the preorder ≤˙LR. If E ∈ IrrW˙ then there is a unique c ∈ C˙
such that t˙w : E♠ −→ E♠ is nonzero for some w ∈ c and is zero for all w ∈ W˙ − c;
we then write c = cE .
Let a : W˙ −→ N is the function defined as in [L3, 13.6] in terms of the weight
function l|W˙ ; this function is in fact the restriction to W˙ of the function a : W −→ N
in 1.2, see [L3, 16.5]. Let E 7→ aE be the function IrrW˙ −→ N defined in [L3, 20.6]
(in terms of the weight function of W˙ ). For E ∈ IrrW˙ we set a′E = aE† .
Using [L3, §20] we see that for w ∈ W˙ , E ∈ IrrδW˙ we have
v−l(w)tr(∆T˙w, Ev2) = c˙
′
w,∆,Ev
a′E + lower powers of v
where c˙′w,∆,E ∈ Z; by an argument similar to that in [L3, 20.10], we have c˙
′
w,∆,E =
tr(∆′, E†♠) where ∆
′ : E† −→ E† is ∆⊗ 1 : E ⊗ ˙sgn −→ E ⊗ ˙sgn.
Let R˙W˙ be the vector space of formal linear combinations
∑
E∈IrrδW˙
rEE, rE ∈
Q. For w ∈ W˙ we set
A˙w =
∑
E∈IrrδW˙
c˙′w,∆,EE ∈ R˙W˙ .
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From the definitions we see that
(a) If c ∈ C˙, w ∈ c then A˙w is a linear combination of E ∈ IrrδW˙ such that
cE = c
∗.
Conversely, if E ∈ IrrδW˙ then
(b) E is a Q-linear combination of elements A˙x (x ∈ c
∗
E).
The proof is along the lines of that of [L2, 5.13(ii)] (which is the analogous result
for W instead of W˙ ).
For any ξ =
∑
E∈IrrδW˙
rEE ∈ R˙W˙ we set R˙ξ =
∑
E∈IrrδW˙
rER˙E ∈ [E˙ ]. In
particular, for w ∈ W˙ , R˙
A˙w
∈ [E˙ ] is defined.
Proposition 2.17. Let w ∈ W˙ . We have
(−1)l(w)−a(w)Hl(w)−a(w)(X¯w) = (−1)
l(w)+a(w)Hl(w)+a(w)(X¯w)
= R˙
A˙w
+
∑
w′∈W˙ ,w′<˙LRw
nw′,wR˙A˙w′ ∈ [E˙ ](a)
for certain rational numbers nw′,w.
The first equality follows from the Lefschetz hard theorem in intersection co-
homology applied to X¯w which has pure dimension l(w). In the rest of the
proof we concentrate on the second equality. Using the second part of 2.4 with
i = l(w) + a(w) we see that it is enough to show that
∑
E∈IrrδW˙
tr(∆
∑
y∈W˙
P˙y,w(v
2)T˙y, Ev2; l(w) + a(w))E
= A˙w +
∑
w′∈W˙ ,w′<˙LRw
A˙w′(b)
(equality in R˙W˙ ). Let c ∈ C˙ be such that w ∈ c. From the definitions we see
that, for E ∈ IrrδW˙ , the operator
∑
y∈W˙ P˙y,w(v
2)T˙y : Ev2 −→ Ev2 is zero unless
c∗E≤˙LRc. Thus the sum in the left hand side of (b) can be restricted to the E such
that c∗E≤˙LRc. Next we show that for any E ∈ IrrδW˙ we have
(b) tr(∆
∑
y∈W˙
P˙y,w(v
2)T˙y, Ev2) = c˙
′
w,∆,Ev
l(w)+a′E + lower powers of v.
(Using the definition of c˙′w,∆,E , it is enough to show that for any y ∈ W˙ , y < w
we have
P˙y,w(v
2)tr(∆T˙y, Ev2) ∈ v
l(w)+a′E−1Z[v−1];
since
tr(∆T˙y, Ev2) ∈ v
l(y)+a′EZ[v−1],
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it is enough to note that P˙y,w(v
2) ∈ vl(w)−l(y)−1Z[v−1].) It follows that any E
which appears with nonzero coefficient in the first sum in (b) satisfies c∗E≤˙LRc and
that the contribution to that sum of the E such c∗E = c (hence a
′
E = a(w), see [L3,
20.6(c)]) is ∑
E∈IrrδW˙ ;c
∗
E
=c
c˙′w,∆,EE = A˙w
(see 2.16(a)). It remains to show that if E satisfies c∗E<˙LRc then E is a linear
combination of elements A˙w′ with w
′ ∈ W˙ , w′<˙LRw. This follows from 2.16(b).
2.18. For any c ∈ C we set
[E˙ ]≤c = ⊕c′∈C;c′≤LRc[E˙ ]
c′ , [E˙ ]≥c = ⊕c′∈C;c≤LRc′ [E˙ ]
c′ .
By [L3, 23.5] any c ∈ C˙ is contained in a unique two-sided cell c! ∈ C; moreover, the
map C˙ −→ C, c 7→ c! is injective (we have c! ∩ W˙ = c). Also (c∗)! = (c!)∗. (Indeed,
if w ∈ c so that w ∈ c!, we have wsI ∈ c
∗ so that wsI ∈ c
∗ and wsI ∈ (c
∗)!; but we
have also wsI ∈ c
!sI = (c
!)∗. Hence the desired equality.)
We show:
(a) If c ∈ C˙ and w ∈ c then R˙
A˙w
∈ [E˙ ]≤c
!
.
We can assume that this is true if w is replaced by w′ with w′ ∈ W˙ , w′<˙LRw. By
1.7, the GF
′
-module Hl(w)−a(w)(X¯w) is a sum of representations isomorphic to ρ
such that ρ∗ ≤LR c
!. Hence Hl(w)−a(w)(X¯w) ∈ [E˙ ]
≤c! . Using now 2.17 we see that
(b) R˙
A˙w
+
∑
w′∈W˙ ,w′<˙LRw
nw′,wR˙A˙w′ ∈ [E˙ ]
≤c!
with nw′,w ∈ Q. By the induction hypothesis for any w
′ in the last sum (with
w′ ∈ c′, c′ ∈ C˙) we have R˙
A˙w′
∈ [E˙ ]≤c
′!
. By arguments in [L3, §16] (see especially
16.6, 16.13(a)), from w′≤˙LRw we deduce that w
′ ≤LR w that is c
′! ≤ c!. Hence
[E˙ ]≤c
′ !
⊂ [E˙ ]≤c
!
. Thus R˙
A˙w′
∈ [E˙ ]≤c
!
. Introducing this in (b) we see that R˙
A˙w
∈
[E˙ ]≤c
!
. This proves (a).
We show:
(c) If E ∈ IrrδW˙ then R˙E ∈ [E˙ ]
≤(c∗E)
!
.
This follows from (a) using 2.16(b).
2.19. Recall the operation of ”duality” [DL2,DL3] D : [E ] −→ [E ] which is a
linear map such that D(ρ) = ρ˜ where ρ 7→ ρ˜ is an involution of E and such
that D(Rw) = sgn(w)Rw for any w ∈ W . It follows that if E ∈ IrrδW then
D(RE) = ±RE† . Hence if ρ ∈ E , then ρ˜ = ρ
∗.
The operator D is generalized in [DM,§3] to a linear map D˙ : [E˙ ] −→ [E˙ ] with
the following properties: (i) if ρ˙ ∈ E˙0 and ρ˙|GF ′ = ρ ∈ E0 then D˙(ρ˙) is up to scalar
of the form ρ˙′ ∈ E˙0 where ρ˙
′|GF ′ = ρ˜ (as above); (ii) D˙(R˙w) = ˙sgn(w)R˙w for any
w ∈ W˙ . It follows that if E ∈ IrrδW˙ then D˙(R˙E) = ±R˙E† .
We show:
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(a) if c ∈ C then D˙([E˙ ]≤c) = [E˙ ]≥c
∗
.
It is enough to show that, if ρ ∈ E0, ρ˜ ∈ E0 are as above, then ρ
∗ ≤LR c implies
ρ˜∗ ≥LR c
∗, that is ρ ≥LR c
∗. But this follows from the fact ∗ reverses the preorder
≤LR.
Applying D˙ to 2.18(c) with E replaced by E′ (as above) and using (a) we obtain
R˙E ∈ [E˙ ]
≥((c∗
E′
)!)∗ . We have ((c∗E′)
!)∗ = (c!E)
∗ = (c∗E)
!. Hence
(b) R˙E ∈ [E˙ ]
≥(c∗E)
!
.
From (b) and 2.18(b) we deduce that R˙E ∈ [E˙ ]
≤(c∗E)
!
∩ [E˙ ]≥(c
∗
E)
!
. Hence
(c) R˙E ∈ [E˙ ]
(c∗E)
!
.
This proves 2.4(ii).
From (c) we deduce, using 2.16(a), that for any c ∈ C˙ and any w ∈ c we have
(d) R˙
A˙w
∈ [E˙ ]c
!
.
2.20. Let c ∈ C˙, w ∈ c. Let pic! : [E˙ ] −→ [E˙ ]
c
!
be the canonical projection. We
apply pic! to the equality between the first and third member of 2.17(a) and we
use 2.19(d). We obtain
(−1)l(w)−a(w)pic!(H
l(w)−a(w)(X¯w)) = R˙A˙w .
We have used that if w′ ∈ W˙ , w′<˙LRw then pic!(R˙A˙w′ ) = 0. (Indeed, let c
′ ∈ C˙ be
such that w′ ∈ c′. We have c′ 6= c. Using 2.19(d) for w′ instead of w it is enough
to show that c′! 6= c!; this follows from the injectivity of the map c 7→ c!.) Note
that Hl(w)−a(w)(X¯w)⋄ (see 1.6) is a Gˆ
F ′ -submodule of Hl(w)−a(w)(X¯w); moreover
from the definitions we have pic!(H
l(w)−a(w)(X¯w)) = H
l(w)−a(w)(X¯w)⋄ (equality in
[E˙ ]). Thus we have the following generalization of 1.6(c):
(a) (−1)l(w)−a(w)Hl(w)−a(w)(X¯w)⋄ = R˙A˙w .
In particular, the following generalization of 1.6(d) holds:
(b) (−1)l(w)−a(w)R˙
A˙w
can be represented by an actual GˆF
′
-module.
2.21. Assume now that G is an even special orthogonal group over Fq′ and that σ
is conjugation by a reflection defined over Fq′ so that Gˆ is an even full orthogonal
group over Fq′ . Using the results of this paper (especially 2.20(b)) one can show
that if E ∈ IrrδW˙ then there exists c ∈ C such that
2nR˙E =
∑
ρ∈E;ρ=c
ρ˜
where n is defined by |{ρ ∈ E ; ρ = c}| = 22n and for each ρ in the sum, ρ˜ denotes
a certain extension of ρ to a GF
′
-module. The proof will be given elsewhere.
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