Abstract: Minimum distance techniques have become increasingly important tools for solving statistical estimation and inference problems. In particular, the successful application of the Hellinger distance approach to fully parametric models is well known. The corresponding optimal estimators, known as minimum Hellinger distance estimators, achieve efficiency at the model density and simultaneously possess excellent robustness properties. For statistical models that are semiparametric, in that they have a potentially infinite dimensional unknown nuisance parameter, minimum distance methods have not been fully studied. In this paper, we extend the Hellinger distance approach to general semiparametric models and study minimum Hellinger distance estimators for semiparametric models. Asymptotic properties such as consistency, asymptotic normality, efficiency and adaptivity of the proposed estimators are investigated. Small sample and robustness properties of the proposed estimators are also examined using a Monte Carlo study. Two real data examples are analyzed as well.
Introduction
Two primary goals in parametric estimation are to achieve efficiency when the model has been appropriately chosen and to attain robustness (against model misspecification) when it has not. One of the practical deficiencies of maximum likelihood estimators is the lack of robustness, while many robust estimators achieve robustness at some cost in first-order efficiency. On the other hand, minimum Hellinger distance (MHD) estimators for parametric models are efficient as well as robust (Beran, 1977 (Beran, , 1978 . Moreover, Lindsay (1994) has shown that the maximum likelihood and MHD estimators are members of a larger class of efficient estimators with various second-order efficiency properties. Beran (1977) proved that the MHD estimators have excellent robustness properties for parametric models, such as resistance to outliers as well as robustness with respect to (w.r.t.) model misspecification. In general, all minimum distance estimators are "automatically robust" w.r.t. the stability of the quantity being estimated (Donoho and Liu, 1988) . In particular, MHD estimators have the smallest sensitivity to Hellinger contamination among Fisher-consistent functionals. Efficiency combined with excellent robustness properties make MHD estimators appealing in practice and form a desirable class of estimators. Furthermore, Hellinger distance has the special attraction that it is dimensionless.
Following Beran (1977) , an MHD estimator associated with a parametric family F o = {f θ : θ ∈ Θ} is given by T F o (f ), wheref is a nonparametric estimator of the underlying density f and T F o denotes the MHD functional which assigns to a density g the value T Fo (g) = arg min , where · denotes the L 2 -norm. Various asymptotic and robustness properties of T Fo (f ) have been studied under some regularity conditions in Beran (1977) , Stather (1981) , Tamura and Boos (1986) , Basu and Lindsay (1994) , Basu et al. (1997) and Wu (2007) , among others. MHD estimators have been studied for various other parametric models in the literature. For example, Simpson (1987) has examined MHD estimators for discrete data models. Yang (1991) and Ying (1992) have studied MHD estimators for censored data. Sriram and Vidyashankar (2000) and Sriram (2006, 2007) have investigated MHD estimators for branching processes and the mixture complexity in a finite mixture model, respectively. MHD estimates for finite mixture models and their variants have been studied in Woodward et al. (1995) , Cordero-Braña (1994), Cutler and Cordero-Braña (1996) , Karlis and Xeleakki (1998) and Lu et al. (2003) . Takada (2009) studied MHD estimates in stochastic volatility models. However, MHD estimators in general semiparametric models have not been investigated in the literature. Specifically, let (X , A, ν) be a σ-finite measure space and f be a density w.r.t. measure ν. Suppose we observe independent X -valued random variables X 1 , . . . , X n each with density f . Consider the semiparametric family F = {f θ,η : θ ∈ Θ, η ∈ Γ} (1.1)
of ν-densities, where Θ is a compact subset of R p and Γ is a subset of some Banach space B with norm · B . The problem is to estimate the parameter θ using X 1 , . . . , X n in presence of the nuisance parameter η.
Numerous models fall into the class (1.1), well-known examples include semiparametric mixture models (van der Vaart, 1996) , errors-in-variables models (Bickel and Ritov, 1987 and van der Vaart, 1996) , regression models (van der Vaart, 1998) and Cox model for survival analysis (Cox, 1972) , among others. More examples and an overview of the main ideas and techniques of semiparametric inference can be found in the monographs of Bickel et al. (1997) , van der Vaart and Wellner (1996), van der Vaart (1998) and Kosorok (2008) . The goal of semiparametric inference is to construct efficient estimators and test statistics for evaluating semiparametric model parameters. The most common approach to efficient estimation is based on modifications of the maximum likelihood approach. These modifications are necessary due to complications resulting from the presence of an infinite dimensional nuisance parameter in the models (1.1). In general, the presence of this nuisance parameter induces a loss of efficiency. An estimator that remains asymptotically efficient in these conditions is called adaptive (Bickel, 1982) .
In this paper, we extend the Hellinger distance approach to semiparametric models of general form (1.1). We investigate two MHD estimators for (1.1). First, we propose a plug-in type MHD estimator of θ as follows:
where F η = {f t,η : t ∈ Θ}, andf andη are estimators of f and η, respectively, based on a sample X 1 , . . . , X n from f . Next, we study a non-plug-in type MHD estimator of θ without estimating the nuisance parameter η directly. We wish to investigate if the proposed estimators have retained any of the desirable properties possessed by MHD estimators for fully parametric models. In particular, we shall examine asymptotic properties such as consistency, asymptotic normality, efficiency and adaptivity of the estimators. Detailed constructions of the proposed MHD estimators are exhibited for three examples of (1.1): the symmetric location model, a logistic model and a scalemixture model. It will be observed that, in general, the presence of nuisance parameter η, possibly of infinite dimension, adds an extra degree of complexity to the constructions of proposed estimators and to the development of their asymptotic results. A major advantage of MHD estimates for semiparametric models is their potential ability to be resistant to outliers and to be robust w.r.t. model misspecification. MHD estimators for special cases of semiparametric models (1.1) have been studied in Beran (1978) , Karunamuni and Wu (2009) , Wu and Karunamuni (2009) and Wu et al. (2010) . This paper is organized as follows. Section 2 studies adaptive MHD estimators for the models (1.1). An efficient (in the semiparametric sense) MHD estimator is exhibited in Section 3. MHD estimates for three specific models are given in Section 4. A simulation study and two real data examples are given in Sections 5 and 6, respectively, where both efficiency and robustness properties of the proposed MHD estimators are examined. Concluding remarks are given in Section 7.
MHD estimation
We first introduce some properties of the parametric family F g = {f t,g : t ∈ Θ}, g ∈ Γ.
We call F g identifiable if f θ 1 ,g − f θ 2 ,g > 0 for any θ 1 = θ 2 . We set s t,g = f 1/2 t,g for t ∈ Θ. Let L 2 (ν) denote the collection of all functions that are square integrable w.r.t. 
We say F g is Hellinger-regular if F g is identifiable, Hellinger continuous and twice Hellinger differentiable at each interior point θ of Θ with positive definite information matrix I θ,g . The semiparametric family (1.1) can be written as a union of the parametric models F g = {f t,g : t ∈ Θ} over all g ∈ Γ. For any g ∈ Γ, definė
Suppose also that there exist bounded linear operators A t,g : B → L 2 (ν) such that for each interior point θ of Θ, γ and g in Γ, and each sequence t n in Θ converging to θ, we have
and sup
for any compact subset K of B. We say the family F is adaptive at (t, g) if
In what follows,f andη denote estimators of f and η, respectively, based on a sample
. Our aim is to develop efficient estimators of θ. Thus, we assume that the common density f is equal to f θ,η ∈ F for some θ ∈ int(Θ) and some η ∈ Γ, where F is defined by (1.1). The next theorem establishes consistency of the MHD estimatorθ defined by (1.2). The proofs of the theorems are outlined in the Appendix.
Theorem 2.1. Let the parametric models F g = {f t,g : t ∈ Θ} be Hellinger-regular for each g ∈ Γ. Let {a n } and {b n } be two sequences of positive numbers such that a n = o (1) and b n = o(1) as n → ∞. Suppose that the density estimatorf satisfies 6) and that the estimatorη is such that
Then the MHD estimatorθ defined by (1.2) 
n ) with u n = max{a n , b n }, and in particular,θ
The next theorem gives an asymptotic linear representation and the asymptotic normality of the MHD estimatorθ under further assumptions. Theorem 2.2. Assume that the conditions of Theorem 2.1 hold with sequences {a n } and {b n } of positive numbers such that a n = o(n
and thatη satisfies sup t∈Θ,|t−θ|≤cu
for any finite positive constant c, where u n = max{a n , b n }. Then the MHD estimatorθ defined by (1.2) satisfies the stochastic expansion 11) and hence, fθ ,η dν = 0 and then by the CauchySchwarz inequality and (2.9),
).
It is appropriate to make a few comments about the conditions used in Theorem 2.2. Condition (2.6) gives the mean squared error (MSE) of the estimatorŝ. Conditions (2.7) and (2.9) exhibit the requirements needed in the construction of the estimator η in terms of the MSEs of s t,η andṡ t,η , respectively. Condition (2.9) is generally hard to verify compared to (2.7) becauseṡ t,η is a ratio.
θ,η is Hellinger differentiable at (θ, η) (for the definition see (3.1) below), then (2.9) follows. Condition (2.8) is the "linearity" condition, and it is not hard to verify in practice for most smoothed estimatorsŝ. This condition is needed for the asymptotic normality of √ n(θ − θ). Finally, condition (2.10) is the "no-bias" condition. This condition is similar to no-bias conditions used in the MLE context of semiparametric models; see, e.g., van der Vaart (1996 van der Vaart ( , 1998 . Because ṡθ ,η sθ ,η dν = 0, the condition
) requires that the "bias" of the plug-in estimator, due to estimating the nuisance parameter η, converge to zero faster than n
. Such a condition comes out naturally in the proof. Within the context of Theorem 2.2, this condition is necessary. If it fails, then the estimatorθ is not asymptotically efficient and may even converge at a slower rate than n 1/2 . To be more specific, suppose that the conditions of Theorem 2.2 hold except possibly that condition (2.10) does not hold. Then it follows from the proof of Theorem 2.2 that
Since the estimatorθ can be asymptotocally efficient only if it is asymptotically equivalent to the sum on the right of the preceding expression, the condition that √ n ṡθ ,η sθ ,η dν = o P (1) is seen to be necessay for efficiency. The preceding condition can be simplified to 
(2.14) Thus, ifη has a "derivative" h inΓ η , i.e. lim n→∞ √ n(η − η) − h B = 0, then using the Cauchy-Schwarz inequality the first term on the right hand side of (2.14) is of order
). The third term of (2.14) is also of order o P (n
) by (2.7) and (2.9). In cases where the nuisance parameter η is not estimable at √ n rate the Taylor expansion must be carried out into its second-order term. Then it may be sufficient to have
), provided the first term of (2.14) is bounded by η − η 2 . In most situations, the plug-in MHD estimatorθ is the solution for the equation ρ t,ηŝ dν = 0 in t, where ρ t,η =ṡ t,η andŝ =f 1/2 . Instead of restricting to a plug-in type estimator of ρ t := ρ t,η , we now propose to estimate it directly by a general estimator ρ t (·) =ρ t (·|X 1 , . . . , X n ) for each t. Recall that if η is known, then ρ θ is typically just the usual parametric score function˙ θ,η for θ times θ,η . Thus, the problem reduces to estimation of the score function and the density f θ,η . There are a number of methods available in the literature for estimation of the the score function˙ θ,η directly; see, e.g., Bickel et al. (1997) and van der Vaart (1998). Alternatively, one can employ readily available nonparametric density and its derivative estimation techniques to construct an estimator of ρ θ,η as a ratio estimator. We now propose a MHD estimator of θ as the solution in t for the equation 
To see this more clearly, apply the algebraic identity
for b ≥ 0 and a > 0. Since ṡ θ,η s θ,η dν = 0, then we have using (2.16) and (2.17) that
→ 0, and hence (2.8) holds.
The property that one can estimate θ as well asymptotically not knowing η as knowing η is so called adaptivity (Bickel, 1982) . A sequence of estimators {θ n } is adaptive if and only if, under f θ,η ,
The preceding expression is equivalent to -consistent estimator, Bickel (1982) used sample splitting techniques to give a general procedure for constructing adaptive estimators in semiparametric models (1.1). Schick (1987) gave sufficient conditions for the construction of efficient estimators without sample splitting, which are stronger and more cumbersome to verify than the necessary and sufficient conditions for the existence of efficient estimators which suffice for the construction based on sample splitting. Forrester et al. (2003) used a conditioning argument to weaken those conditions of Schick (1987) and showed that resulting weaker conditions reduce to minimal conditions for the construction with sample splitting in a large class of semiparametric models and for properly chosen estimators of the score function. Given a n 1/2 -consistent estimator, then we can implement one of the procedures discussed above to construct adaptive estimators based on the corresponding MHD estimator.
Efficiency in the semiparametric sense
The adaptivity of estimators is a stronger requirement. It is more reasonable to attain the efficiency in the semiparametric sense (for the definition see (3.4) below). In this section, we construct a non-adaptive but efficient estimator in the semiparametric sense .
In order to investigate the efficiency for the semiparametric models (1.1), we first need to introduce a lower bound of the asymptotic variance under these models. For simplicity, suppose the parameter space is a compact interval
Results could be easily extended to a more general space. Recall that f θ,η is said to be Hellinger differentiable at (θ, η) ∈ Θ×Γ if there exists ρ θ,η ∈ L 2 (ν) and a bounded linear operator
for all sequences {θ n } ⊆ Θ and {η n } ⊆ Γ such that θ n → θ and η n − η B → 0 as n → ∞, where B is as described (1.1). Note that this definition is a generalization of (2.1) when η is fixed. If η is known, then ρ θ,η is typically just the usual parametric score function˙ θ,η for θ times
θ,η . If the operator A t,η in (3.1) is continuous in t at point θ, then f θ,η is Hellinger differentiable at (θ, η). The operator A θ,η can be regarded as yielding a "score for η." Here we have used the Hellinger perturbations to define differentiability. The rationale for choosing Hellinger differentiability here is because it is consistent with previous sections, and it nicely ties in with the local asymptotic normality.
It is known that finding the "information" for estimation of θ in presence of nuisance parameters requires orthogonal projection of the score for the parameter of interest onto the space of nuisance parameter scores {A θ,η h : h ∈Γ η }, thereby yielding the "effective" component of ρ θ,η orthogonal to the nuisance parameter scores. We assume thatΓ η defined by (2.3) is a subspace of B and that {A θ,η h : h ∈Γ η } is closed. Therefore, there exists a h *
Here h * represents a "least favorable" or worst possible direction of approach to η for the problem of estimating θ. Let
and
Assume that I * = 0. Obviously, I * ≤ I θ,η (defined circa (2.1)), and ρ * θ,η ⊥ A θ,η h for any h ∈Γ η , where α⊥β means αβ dν = 0. Under some regularity conditions, Begun et al. (1983) proved that I −1 * is a achievable lower bound of the asymptotic variance. Informally speaking, an estimatorθ n of θ is said to be asymptotically efficient in the semiparametric sense if
This definition can be made precise in the sense of a convolution and the local asymptotic minimax theorem, as explained in Begun et al. (1983) . We now construct an estimator of θ based on the Hellinger distance that achieves the semiparametric efficiency bound in the sense of (3.4). When η is known, the maximum likelihood method can usually be reduced to solving the score equation where ρ * θ,η is given by (3.2). Let us denote the solution asθ n , assuming that a solution exists. A similar estimator was investigated by Huang (1982) in a different context. He proved that his estimator is efficient under certain conditions, including the assumption of consistency of the estimator. Schick (1986) pointed out that proving consistency of the estimator may pose difficult mathematical problems and, therefore, limit the use of Huang's estimator. Next, we prove consistency of the MHD estimatorθ n under some reasonable assumptions.
We now summarize all the conditions needed for the efficiency of the MHD estimator θ n as follows: S1. f θ,η has compact support, absolutely continuous and the second derivative exists and bounded. Further, f θ,η is Hellinger differentiable at (θ, η). 
→ 0 as n → ∞, and ρ * t,η is well-defined for large n and each t ∈ Θ.
Theorem 3.2. Under the conditions S1-S4, any solutionθ n of (3.5) is an asymptotically efficient estimator of θ, i.e. (3.4) holds forθ n .
Remark 3.1. Given a n 1/2 -consistent estimator of θ, we can use one of the procedures mentioned at the end of Section 2 to construct an asymptotically efficient estimator in the sense of (3.4). The only difference from the construction of an adaptive estimator is that ρ * θ,η is utilized here instead of ρ θ,η .
Examples
In this section, we consider three specific models: the symmetric location model, generalized logistic models and a scale mixture model. In each case, we will demonstrate the construction of the proposed MHD estimator defined by (1.2) for the parameters of interest. We will also show that the conditions of the theorems stated in Section 2 can be verified for suitable estimatorsŝ,η and ρ t .
Symmetric location model
Assume that the data X 1 , . . . , X n ∈ R are i.i.d. and satisfy the model
where the center θ is the parameter to be estimated, and the error ε has a symmetric (about zero) continuous bounded density η. Then the semiparametric model under our consideration here is
where
, η is absolutely continuous a.e. with
For convenience, we assume that Θ is a compact subset of R. For instance, it is reasonable to set Θ = [−C, C] with C being a large positive number such that the true parameter θ ∈ int(Θ). With this assumption, we will not lose any information about θ and at the same time we can guarantee the consistency of MHD estimators in most cases. We will assume that F η is Hellinger-regular for each η ∈ Γ. We define following kernel density estimator of f θ,η based on the sample X 1 , . . . , X n :
where kernel K is a nonvanishing bounded density, symmetric about zero, twice continuously differentiable and satisfies
, and bandwidth sequence {h n } satisfies h n > 0 and h n → 0 as n → ∞. We can also use an adaptive kernel density estimator (see, e.g., Silverman, 1986) , which uses S n h n instead of h n with S n being a robust scale statistic. Here we employed a non-adaptive kernel density estimator for computational simplicity, but an adaptive version is used in the simulation study.
Letθ =θ(X 1 , . . . , X n ) denote a preliminary estimator of θ possessing the property that
that satisfy this property can be found readily; see, e.g., Bickel et al. (1997) . Since η(x) = f (x + θ), intuitively we can construct an estimator of η asf (x +θ), wheref is given by (4.1). Following an idea of Beran (1978) , we define a symmetric truncated version off (x +θ) :η
as our proposed estimator of η, where b n is given by It is easy to show thatη is a consistent estimator of η. Furthermore,η(x) =η(−x) and η (1) (−x) = −η (1) (x), whereη (1) denotes the first derivative ofη. Hence we have,
and thus, the no-bias condition (2.10) is trivially satisfied in this case. As in previous sections, denoteḟ
It is easy to see that (3.2) holds with bounded linear operator
For notational convenience, we will denote f θ,η and h n by f and h, respectively, in this subsection. Let B n = {x ∈ R : |x − θ| ≤ c n } and w n (x) = sup t∈Θ,|t−θ|≤Ca
for any constant C > 0 and a sequence of positive numbers {a n } such that a n = o(n
Consistency of the MHD estimatorθ defined by (1.2) withf andη given by (4.1) and (4.2), respectively, now follows from (4.3) and (4.9) below, provided (nh)
To prove the asymptotic normality of the MHD estimatorθ, we now state four lemmas. The proofs of these lemmas are given in the Appendix.
Lemma 4.1. Letf be defined by (4.1) . Suppose the density f has absolutely continuous derivatives f (i) , i = 1, 2, and ψ(x)dx < ∞, where
Further, if
). , i = 1, 2, 4, satisfy following conditions:
Then, we have 
Lemma 4.3. Assume that the conditions of Lemma 4.1 hold. Further assume that η satisfies
(η(x)) −1 η (1) (x) 2 dx < ∞. (4.8)
Letη be defined by (4.2). Then we have
and (f (x))
Then we have ). Suppose that the sequence {c n } and the density f satisfy the conditions n 
it is easy to show that there exists a sequence {a n } satisfying the conditions of Theorem 4.1 when one chooses B n = {x ∈ R : |x − θ| ≤ c n } with c n = (2 log n)
and Θ compact. For the double-exponential family, i.e. f (x) = 2 −1 e −|x−θ| , −∞ < x < ∞, the choices of c n = log n and Θ compact would be suitable to verify the conditions in Theorem 4.1. In fact, the sequence {a n } has the form {n −7/10 } in both cases with the preceding choices of c n . Furthermore, conditions (4.6) to (4.8) and (4.10) to (4.13) are easily satisfied for both of these families.
Generalized logistic models
Suppose Y is a binary response variable and X is the associated covariate, then the (prospective) logistic regression model is of the form
where α * and β are parameters and the marginal distribution of X is not specified. In case-control studies, data are collected retrospectively in the sense that for samples of subjects having Y = 1 ('case') and having Y = 0 ('control'), the value x of X is observed. More specifically, suppose X 1 , . . . , X n is a random sample from F (x|Y = 1) and, independently of the X i 's, suppose Z 1 , . . . , Z m is a random sample from F (x|Y = 0). If π = P (Y = 1) = 1 − P (Y = 0) and f (x|Y = i) is the conditional density of X given Y = i, i = 0, 1, then it follows from (4.15) and Bayes rule that
In other words, we observe two independent samples ) has wide applications in the logistic discriminant analysis (Anderson, 1979 ) and in case-control studies (Prentice and Pyke, 1979 ).
Here we are interested to show that the conditions of Theorems 2.1 and 2.2 can be verified for suitable estimatorsŝ andη.Consider the case that r(x) = x and (α, 
where K 0 and K 1 are bounded kernels that are symmetric about zero, twice continuously differentiable and u 
, and
Following an argument similar to the proof of Lemma 4.1 we obtain,
, then
By combining above two expressions we have, 
, if e
Thus, Theorem 2.1 holds with
) and a n b n = o(n and 
θ,η (x) = 0, i = 0, 1, 2, 3, and xψ 1 (x)dx < ∞, then following an argument similar to the proof of Lemma 4.2 we obtain,
Therefore, (2.8) holds for appropriately chosen c n and h n . For the two sample normal distributions and the choices of c n and h n given in the last paragraph, it is easy to see that (2.8) holds. 
Hence, (2.9) holds for appropriately chosen c m and h m . For the two sample normal distributions and the choices of c m and h m discussed above, it is easy to see that
and thus, (2.9) holds. If the Fisher information matrix for estimating θ is continuous in t ∈ Θ and is finite at point θ, then (2.12) holds. Note that (2.7) implies (2. 
), and so, (2.13) holds. From Remark 2.1 we note that (2.10) is satisfied, and therefore, Theorem 2.2 holds.
For the two normal distibutions case discussed above, a sufficient condition for (2.10) would be m = n t for some t > 1. This is the case in many clinical trials and case-control studies. For intance, in case-control studies when the case or disease is very rare, one tends to observe more controls (larger m) and less cases (smaller n).
Scale mixture model
Let φ denote a probability density that is symmetric about zero and consider the mixture model
For simplicity, it is assumed that the unknown mixing distribution η (nuisance parameter) is supported on a fixed interval [m, M ] ⊆ (0, ∞). We will also assumed that the parameter space Θ is a compact subset of R. Further assume that the class F η = {f t,η : t ∈ Θ} is Hellinger-regular and that the information matrix I θ,η is finite for each η. Note that f θ,η is symmetric about θ and that θ can be estimated with an adaptive estimator (Bickel, 1982 ; van der Vaart, 1996). Here we are interested to show that the conditions of Theorems 2.3 can be verified for suitable estimatorsŝ and ρ t . Suppose that X 1 , ... , X n is a random sample from (4.18). Then, by symmetry, the variables Y i = |X i − θ| are, for fixed θ, sampled from the density g(s) = 2ϕ(s)I{s > 0}, where
)dη(z). We use the Y i 's to construct an estimator ω n for the ratio g (1) /g 1/2 and then define
as our proposed estimator of ρ t,η =ḟ t,η /2f
is the first derivative of g.
Note that the condition sup t∈Θ ρ t − ρ t,η P → 0 of Theorem 2.3 follows from
as n → ∞. An estimator ω n can be constructed using the kernel method of density and its derivative estimation. Define
where the kernel K and bandwidth h n are as defined in (4.1). With further positive tuning parameters α n , β n and γ n , define
where A n = {s : g Observe that the no-bias condition, ρθsθ ,η dx = 0 (cf., (2.10) ) is trivially satisfied for ρ t defined by (4.19), since ρ t s t,η dx = 0 for any t ∈ int(Θ), due to the fact that ρ t and s t,η are anti-symmetric and symmetric, respectively, about t. Under some additional conditions, the asymptotic normality of θ can be established using a theorem similar to Theorem 3.2.
Simulation studies
In this section, we report the results of a Monte Carlo study designed to demonstrate both efficient and robustness properties of the MHD estimatorθ defined by (1.2).
Consider semiparametric mixture models given by
where φ(µ, σ) denotes the normal density function with mean µ and standard deviation σ, P is the collection of all density functions, and P/φ(0, 1) means "P except φ(0, 1)."
The class (5.1) comprises many common situations including the contamination model with θ large and η the contamination. We examined the situation where η = φ(a, b), and thus f θ,η = θφ(0, 1) + (1 − θ)η is a normal mixture model. Let Φ(µ, σ) denote the distribution function of φ(µ, σ). For different values of θ, a and b, we considered ten normal mixture models displayed in Table 1 . The value of a was chosen to provide the desired overlap between components, as described in Woodward et al. (1995) . Table 1 : Summary of mixture models under study. Here we take a different approach. Instead of imposing conditions on η, we assume that we have some auxiliary information about η in terms some data from η. Thus, we have a sample of size n from the mixture model f θ,η and another sample of size n 0 from η. So our data structure is
The above auxiliary sample situation appears in many applications. For example, Qin (1999) and Hosmer (1973) considered the same two-component mixture model with training samples from both components. Hosmer (1973) estimated the proportion of male halibut based on the lengths of dissected fish from both the mixture and the components models. We define following adaptive kernel density estimators (Silverman, 1986 ) of f θ,η and η based on X 1 , . . . , X n and Y 1 , . . . , Y n 0 of (5.2): . For scale statistics S n and S n 0 in (5.3) and (5.4), respectively, we used the following robust scale estimators proposed by Rousseeuw and Croux (1993) ,
Then an MHD estimator of θ is given θ = arg min 
where f = φ(0, 1) andη is defined by (5.4) . In other words, the likelihood L is constructed assuming that density functions f and η are completely known, whereas L n is obtained by replacing η by its estimatorη. Thus, L and L n are rather naturally constructed for simulation purposes. We define
as the MLEs of θ based on L and L n , respectively.
Efficiency
For each model, samples of n = 50 and n 0 = 20 were obtained from the corresponding distributions. For instance, for Model I, samples of size n = 50 were obtained from the mixture distribution 0.25Φ(0, 1) + 0.75Φ(3.6, 1), while a sample of size n 0 = 20 was obtained from the distribution Φ(3.6, 1). In each of the distributional situations considered in Table 1 , we obtained estimates of the bias and mean squared error (MSE) as follows:B
where N s is the number of replications, andμ i denotes an estimate of µ for the ith replication. Here µ = θ andμ denotes either the proposed MHD estimatorθ or the MLEs, θ MLE andθ MLE . We chose N s = 500 in our simulation. Simulation results are presented in Table 2 . From the results in Table 2 we observed that the MHD estimatorθ performed competitively with the MLEθ MLE for all ten models. Thus, the MHD estimator achieves about the same efficiency as that of the MLE under the models considered. Overall, θ MLE showed the best performance among the three estimators for all ten models. This behavior can be expected since θ MLE employs more information (i.e. knowing η, or in other words n 0 = ∞) than eitherθ orθ MLE . The lower bound of the asymptotic variance is higher when η is unknown than when it is known. Note that θ MLE is not available in practice and the sole purpose of analyzing it here is to examine the amount of loss in performance when η is unknown. Also note that all three estimators performed the least when the overlap is 0.1 than when it is 0.03, which indicates that higher overlaps make estimation more difficult and less accurate. In Figure 1 , we have given the normal probability plots of the three estimators for Models I and VI. Figure 1 demonstrates that the sampling distribution ofθ closely approximates a normal curve for each model considered. We have observed very similar plots for other models considered as well. 
Robustness
For the models in Table 1 , we have also studied at the robustness properties of the MHD estimatorθ. Specifically, we examined its behavior in the presence of a single extreme observation. For this purpose, the α-influence function (α-IF) given in Beran (1977) is a suitable measure of the change in the estimator, where α is the contamination rate.
Here we have used an adapted version of the α-IF given in Lu et al. (2003) .
For the ten models in Table 1 , we chose sample sizes n = 100 and n 0 = 40. Note that the outlying observation could come from either the X i 's or the Y i 's. Thus, after drawing data sets of the specified sizes, 98 alternate versions of the data were created by replacing the last observation in the sample X i 's, or the last observation in the sample Y i 's by an integer x valued between −24 and 24. The contamination rate α is then 1/140 and the two α-IFs are given by
where W could be any functional (estimator of θ) based on two data sets from f θ,η and η, respectively. In our case, W is the MHD functional defined by (1.2). Forf andη, the same kernel estimators defined by (5.3) and (5.4) were used. For the average of 100 replications, the α-IFs (5.8) and (5.9) were calculated under the ten models of Table 1 , and the results for four models are graphically displayed in Figure 2 . We also compared the MHD estimatorθ with the two maximum likelihood estimators θ MLE andθ MLE defined by (5.6) and (5.7), respectively. We chose sample sizes n = 50 and n 0 = 20. We used (5.8) to calculate α-IFs forθ, θ MLE andθ MLE . For the sake of consistency, we used the contamination rate α = 1/50 = 0.02 in (5.8). For a single sample, the α-IFs of the three estimators for Model I, IV, VI and IX are displayed in Figure 3 . Influence functions under other models are similar. From Figure 3 , it is clear that all three α-IFs ofθ, θ MLE andθ MLE are approximately symmetric about zero. When the outlier is between -30 and 30, the three estimators are competitive and the α -IFs take values between -3 and 3. As mentioned in Figure  2 , the α-IF ofθ outside the interval [−7, 7] seems to be constant, while the α-IFs of θ MLE andθ MLE increase rapidly at a point around ±40, and they take values as high as 41.27. It appears that θ MLE is better thanθ MLE in the sense that the 'exploding point' of θ MLE is higher than that ofθ MLE , and the α-IF of θ MLE after the exploding point has a smaller absolute value than that ofθ MLE . This behavior can be expected since θ MLE employs more information (i.e. knowing η, or in other words n 0 = ∞) than eitherθ orθ MLE . Note that, as mentioned earlier, θ MLE is not available in practice since η is unknown. Figure 3 shows thatθ is more robust than either θ MLE orθ MLE in the sense of resistance to a single extreme observation.
The breakdown point is the smallest fraction of data that, when strategically placed, can cause an estimator to give an arbitrarily bad answer. Tamura and Boos (1986) gave breakdown results for MHD estimators of multivariate location and covariance. Cutler and Cordero-Braña (1996) investigated the breakdown point of MHD estimators for mixture models. The models considered in both of these papers are parametric models, while ours is a semiparametric model (η is unknown). We again considered the normal mixture model
√ 2, θ = 0.25, 0.5, 0.75, and
varying µ values. Let
denote the contamination model with contamination of the point mass function I {10} and the contamination rate α. Here we numerically compared the behavior ofθ and θ MLE defined by (1.2) and (5.7), respectively, as we vary the value of µ. For given values of θ, µ and b, the value of α was increased untilθ fits the contamination, and a similar operation was done forθ MLE . We used sample sizes n = 50 and n 0 = 20 for a single sample. The results shown in Figure 4 is typical for any re-sampling. To increase α, we replaced the last observation, X 50 , from the mixture model with a value 10 and then the second last, and so on. The values of µ are µ = 0.5k, k = 1, 2, . . . , 14. If the estimator jumps and stays at value 1 as α increases, then the estimator is fitting the contamination. The reason for this is that a compact-supported kernel function, (5.5), is used for density estimation. The results for the models (θ, b) = (0.25, 1) and (0.5, √ 2) are shown in Figure 4 . The breakdown points under other normal mixture models are similar. From Figure 4 one can observe that the breakdown point, α, ofθ seems to be constant (about 0.5) for any µ value between 0.5 and 7.0, while ofθ MLE it is around 0.25. So the breakdown point ofθ is about twice that ofθ MLE . In other words, the MHD estimatorθ shows more robust behavior than the MLEθ MLE in our simulation.
We also investigated the relative biases and relative MSEs ofθ to those ofθ MLE for the contamination model (1 − α)f θ,η + αI {10} with f θ,η being one of the models defined in Table 1 . We again chose N s = 500, n = 50 and n 0 = 20 in our simulation. We considered four contamination rates, 2%, 4%, 10% and 20%. For the contamination rate 2%, the last observation X 50 was replaced with a value 10, for the contamination rate 4% the last two observations X 49 and X 50 were replaced with a value 10, and so 
on. Our simulation results are summarized in Table 3 . From Table 3 , it is evident that most of the relative values are less than one with exceptions on models with θ = 0.75. The relative biases and MSEs are notably small for models with θ = 0.25. An interesting observation is that the relative biases and MSEs are uniformly smaller for higher contamination rate α than for lower α values. In particular, the relative MSEs for models VII and VIII are bigger than one when α = 2%, while those are less than one when α = 4%, 10% and 20%. It appears that relative biases and MSEs decrease when the contamination rate α increases. One could probably expect that relative bias and relative MSE values would be close to or less than one when the contamination rate increases. This is another indication thatθ seems to show a more robust behavior than that ofθ MLE in our simulation. Wu et al. (2010) have studied MHD estimates for the two-sample model (4.17). They have investigated asymptotic properties such as consistencey, asymptotic normality, efficiency and robustness of their estimator. A detailed simulation study has been given in Section 4 of their paper, and the performance of MHD estimators under models (4.17) and (5.2) is similar. To save space, simulation results under model (4.17) are not repeated here again. Instead, two real data sets are analyzed under the model (4.17) in the next section. Table 3 : Relative bias (RB) and relative MSEs (RM) ofθ toθ MLE for the contamination model (1 − α)f θ,η + αI {10} with f θ,η being one of the models defined in Table 1 . Zhang, 1999) . From the estimated β value, we can conclude that the social quotient scores of mentally retarded children are generally a little bit lower than those of aphasic children. To see the behavior of the two estimates when this data set is contaminated due to, say, recording error, an outlier is introduced. For this purpose, we replaced the smallest Z value 16 with 160, and then recalculated the estimates. New MHD estimate isθ = (0.220, −0.009), while the MLE isθ = (−0.266, 0.005). Notice that the MHD estimator has changed very little in value, whereas the MLE has different signs from those based on the original data set. This means that after adding an extreme large Z value, the MLE indicates that the social quotient scores of mentally retarded children are generally higher than those of aphasic children, which is comepletely the reverse of the original relationship interpretation. Obviously, the MLE showed a much more sensitive behavior to the outlying observation than the MHD estimator.
Example 2. Gramenzi et al. (1989) reported results of a northern Italy case-control study on the relationship between cigarette smoking and myocardial infarction (heart attack) in women. The sample consisted of young and middle-aged women admitted to the coronary care units of 30 hospitals in northern Italy with acute myocardial infarction, as cases, and controls admitted to the same hospitals with other acute disorders. The data is summarized in Table 4 . This data set is also listed in Table 5 Thus under model (4.15), we obtained both the MHD estimate and MLE of P (Y = 1|X = x), the chance that a woman with acute disorders will develop myocardial infarction (heart attack) if she smokes x cigarettes per day. The results are displayed in Figure 5 as functions of x. From the graphs in Figure 5 , we can see that the two estimates are closely matched, and it appears that the MHD estimate is slightly conservative than the MLE. 
Concluding remarks
The Hellinger distance approach has been applied in a variety of parametric models in literature with great success for solving statistical estimation problems. This approach yields statistics which have excellent efficiency and robustness properties. In this paper, we have shown that the Hellinger distance approach can be extended successfully to semiparametric models of general form as well. As in the parametric case, the resulting MHD estimators have excellent asymptotic efficiency properties. In many cases, the proposed estimators are adaptive or semiparametrically efficient. We have observed excellent robustness properties of the estimators in a Monte Carlo study as well. Theoretical results on robustness of the proposed estimators are not reported here due to space constraints; they will be presented in a separate paper. Due to the presence of an infinite dimensional nuisance parameter, it is clear that application of the Hellinger distance approach in semiparametric models faces many difficult tasks compared to its application in the parametric models. These include the construction of a suitable estimator of the nuisance parameter that satisfies the assumptions of the theorems proved in the case of a plug-in type MHD estimator. For construction of a non-plug-in type MHD estimator, existing literature on the estimation of score functions would be useful. Consistency of the proposed MHD estimators can be established with minimal assumptions, as shown in Theorems 2.1, 2.3 and 3.1. Adaptivity and semiparametric efficiency, however, require stronger assumptions (Theorems 2.2 and 4.2). Nevertheless, we believe that substantially weaker assumptions would suffice to establish the preceding theorems but do not have proofs in that case. The theory and the proofs of main theorems in this paper are somewhat different from those available in the literature for parametric models. As done in the MLE case, we have concentrated on establishing a stochastic linear expansion of the form
for the MHD estimators by using their characterization as minimizers, and the asymptotic normality ofθ easily follows from it.
Appendix
Proof of Theorem 2.1. Note thatθ is a minimizer of the functiond and θ is the unique minimizer of the function d, wherê
Observe thatd
Since s t,η is continuous in t in L 2 (ν),d and d are continuous andθ is well defined. By the triangle inequality
Thus, by (2.6) and (2.7), we obtain
where u n = max{a n , b n }. We have from (2.1) that
and therefore d(t) ≥ c|t − θ| for some positive constant c and for all t close to θ. The preceding result and the continuity of d show that
for some δ > 0, where φ(s) = inf{d(t) : t ∈ Θ, |t − θ| ≥ s} for s > 0. Next we can show that the events {|θ − θ| ≥ s} and {∆ n < φ(s)/2} are disjoint for 0 < s < δ.
Indeed on their intersection we can conclude thatd(θ)
, and therefored(θ) <d(θ), which yields a contradiction to the definition ofθ. Thus by (A.2) we have for all > 0,
The preceding inequality and (A.1) establish that
and hence the result.
Proof of Theorem 2.2. Since F η is Hellinger-regular, it follows that ṡ t,η s t,η dν = 0 for all t ∈ int(Θ) and that the map t → s t,ηŝ dν is differentiable with derivative ṡ t,ηŝ dν. Sinceθ maximizes this map, we see that ṡθ ,ηŝ dν = 0 on the event that θ is an interior point of Θ. This event has probability tending to one sinceθ is a consistent estimator of the interior point θ as shown in (A.3). On this event we also have ṡθ ,η sθ ,η dν = 0. Then we have
By the Cauchy-Schwarz inequality together with (2.6), (2.9) and (A.3) we obtain
Using (2.2), (2.6), (2.8) and (A.3) we have
(A.5) First using (2.10) followed by applying (2.1), we can write
Since the integral in (A.6) is equal to 1 4 I θ,η , the proof is completed by combining (A.4)-(A.6). It only remains to verify the last step of (A.6). The difference between the first and the second lines of (A.6) can be written as sum of two terms:
The first term can be easily seen to be o P ( √ n θ − θ ) by applying the Cauchy-Schwarz inequality together with (2.1). Again by the Cauchy-Schwarz inequality, the second term can be bounded by 
Hellinger-regularity of F η implies that t →ṡ t,η = ρ t is continuous in L 2 (ν) and then the compactness of Θ gives that sup t∈Θ ρ t is bounded. As a result, as n → ∞,
Thus (A.8) yields
Suppose that θ θ as n → ∞. By the compactness of Θ, there exists a subsequence { θ m } ⊂ { θ} such that θ m → θ = θ for some θ ∈ Θ as m → ∞. Then (A.9), it follows that (ρ θ − ρ θ )s θ,η dν = 0, i.e., ρ θ s θ,η dν = 0 and thus t = θ is a solution to ρ t s θ,η dν = 0. This contradicts the uniqueness of the solution, and thus θ → θ as n → ∞. Therefore, the solution to ρ t f 1/2 dν = 0 as a functional of ({ρ In order to prove Theorem 3.1 we need the next lemma. η−η B → h B for some sequence {η} ⊆ Γ, we have n n (x) − g (1) n (x)) 2 dx + 4 (g (1) n (x) − g(x − θ)) 2 dx + 4 (g is bounded and (4.13) holds. From Lemma 3 of Beran (1978), we also have
n (x) − g (1) n (x)) 2 dx = O P ((nh The proof of (4.14) is now completed by combining (A.20) to (A.33).
