A family of generalized Cauchy distributions, T-Cauchy{Y} family, is proposed using the T-R{Y} framework. The family of distributions is generated using the quantile functions of uniform, exponential, log-logistic, logistic, extreme value, and Fréchet distributions. Several general properties of the T-Cauchy{Y} family are studied in detail including moments, mean deviations and Shannon's entropy. Some members of the T-Cauchy{Y} family are developed and one member, gamma-Cauchy{exponential} distribution, is studied in detail. The distributions in the T-Cauchy{Y} family are very flexible due to their various shapes. The distributions can be symmetric, skewed to the right or skewed to the left.
Introduction
The Cauchy distribution, named after Augustin Cauchy, is a simple family of distributions for which the expected value does not exist. Also, the family is closed under the formation of sums of independent random variables, and hence is an infinitely divisible family of distributions. The Cauchy distribution was used by Stigler (1989) to obtain an explicit expression for P(Z 1 ≤ 0, Z 2 ≤ 0) where (Z 1 , Z 2 ) T follows the standard bivariate normal distribution. The Cauchy distribution has been used in many applications such as mechanical and electrical theory, physical anthropology, measurement problems, risk and financial analysis. It was also used to model the points of impact of a fixed straight line of particles emitted from a point source (Johnson et al. 1994) . In Physics, it is called a Lorenzian distribution, where it is the distribution of the energy of an unstable state in quantum mechanics. Eugene et al. (2002) introduced the beta-generated family of distributions using the beta as the baseline distribution. Based on the beta-generated family, Alshawarbeh et al. (2013) proposed the beta-Cauchy distribution. The beta-generated family was extended by Alzaatreh et al. (2013) et al. (2014) considered the function W(.) to be the quantile function of a random variable Y and defined the T-R{Y} family. In the T-R{Y} framework, the random variable T is a 'transformer' that is used to 'transform' the random variable R into a new family of generalized distributions of R. Many families of generalized distributions have appeared in the literature. Alzaatreh et al. (2014 Alzaatreh et al. ( , 2015 studied the T-gamma and the T-normal families. Almheidat et al. (2015) studied the TWeibull family. In this paper, a family of generalized Cauchy distribution is proposed and studied.
This article focuses on the generalization of the Cauchy distribution and studies some new distributions and their applications. The article gives a brief review of the T-R{Y} framework and defines several new generalized Cauchy sub-families. It contains some general properties of the T-Cauchy{Y} distributions. A member of the T-Cauchy{Y} family, the gamma-Cauchy{exponential} distribution, is studied. The study includes moments, estimation and applications. Some concluding remarks were provided.
The T-Cauchy{Y} family of distributions
The T-R{Y} framework defined in Aljarrah et al. (2014) (see also Alzaatreh et al. 2014 ) is given as follows. Let T, R and Y be random variables with CDF F Z (x) = P(Z ≤ x), and corresponding quantile function Q Z (p), where Z = T, R, Y and the quantile function is defined as Q Z (p) = inf{z : F Z (z) ≥ p}, 0 < p < 1. If densities exist, we denote them by f Z (x), for Z = T, R and Y. Now assume the random variables T, Y ∈ (a, b) for − ∞ ≤ a < b ≤ ∞. The random variable X in T-R{Y} family of distributions is defined as
The corresponding PDF associated with (1) is
Alternatively, (2) can be written as
The hazard function of the random variable X can be written as
Alzaatreh et al. (2013, 2014, 2015) studied, respectively, the T-R{exponential}, T-normal{Y} and T-gamma{Y} families of distributions. Aljarrah et al. (2014) studied some general properties of the T-R{Y} family. Next, we define the T-Cauchy{Y} family.
Let R be a random variable that follows the Cauchy distribution with PDF f R (
Hereafter, the family of distributions in (5) will be called the T-Cauchy{Y} family. It is clear that the PDF in (5) is a generalization of Cauchy distribution. From (1),
when T~beta(a, b) and Y~uniform(0, 1), the T-Cauchy{Y} reduces to the betaCauchy distribution (Alshawarbeh et al. 2013) . When T~Power(a) and Y~uniform(0, 1), the T-Cauchy{Y} reduces to the exponentiated-Cauchy distribution (Sarabia and Castillo 2005) . Table 1 gives six quantile functions of known distributions (in standard form) which will be applied to generate T-Cauchy{Y} sub-families in the following subsections. It is straightforward to use non-standard quantile functions. By using non-standard quantile functions, many resulting distributions in the T-R{Y} family will have more than five parameters, which are not practically useful (Johnson et al. 1994, p. 12) . Thus, we focus on the standard quantile functions in this paper.
T-Cauchy{uniform} family of distributions
By using the quantile function of the uniform distribution in Table 1 , the corresponding CDF to (1) is
and the corresponding PDF to (6) is
T-Cauchy{exponential} family of distributions
By using the quantile function of the exponential distribution in Table 1 , the corresponding CDF to (1) is
and the corresponding PDF to (8) is 
Note that the CDF and the PDF in (8) and (9) can be written as F X (x) = F T (H C (x)) and f X (x) = h C (x)f T (H C (x)) where h C (x) and H C (x) are the hazard and cumulative hazard functions for the Cauchy distribution, respectively. Therefore, the T-Cauchy{exponential} family of distributions arises from the 'hazard function of the Cauchy distribution'.
T-Cauchy{log-logistic} family of distributions
By using the quantile function of the log-logistic distribution in Table 1 , the corresponding CDF to (1) is
and the corresponding PDF is
which is a family of generalized Cauchy distributions arising from the 'odds' of the Cauchy distribution.
T-Cauchy{logistic} family of distributions
By using the quantile function of the logistic distribution in Table 1 , the corresponding CDF to (1) is
Note that (13) can be written as
, which is a family of generalized Cauchy distributions arising from the 'logit function' of the Cauchy distribution.
T-Cauchy{extreme value} family of distributions
By using the quantile function of the extreme value distribution in Table 1 , the corresponding CDF to (1) is
The CDF in (14) and the PDF in (15) can be written as F x (x) = F T (log H C (x)) and f X (x) = {h C (x)/H C (x)}f T (log H C (x)) respectively.
T-Cauchy{Fréchet} family of distributions
By using the quantile function of the Fréchet distribution in Table 1 , the corresponding CDF to (1) is
Figures 1 and 2 show some examples of two members of the T-Cauchy{Y} family. The first example is Weibull-Cauchy{exponential} distribution which can be obtained by replacing the random variable T in (9) with Weibull(c, γ) random variable. The second example is Lomax-Cauchy{log-logistic} distribution which can be obtained by replacing the random variable T in (11) with Lomax(α, λ) random variable. From the figures, it appears that the shapes of the distributions can be left-skewed, rightskewed or symmetric.
Some properties of the T-Cauchy{Y} family of distributions
In this section, we discuss some general properties of the T-Cauchy family of distributions. The proofs are omitted for straightforward results.
Lemma 1: Let T be a random variable with PDF f T (x), then
The Shannon's entropy (Shannon 1948) of a random variable X is a measure of variation of uncertainty and it is defined as η X = − E{log(f(X))}. The following proposition provides an expression for the Shannon's entropy for the T-Cauchy{Y} family. Proposition 1: The Shannon's entropy for the T-Cauchy{Y} family is given by
Proof: By using the result in Aljarrah et al. (2014) , the Shannon's entropy for the T-Cauchy{Y} is
Now, one can show that
On using the following series expansion from Gradshteyn and Ryzhik (2007, p. 55) 
where
and B j is the Bernoulli number, we get the result in (18). □ Next proposition gives a general expression for the r-th moment for the T-Cauchy{Y} family.
Proposition 2: The r-th moment for the T-Cauchy{Y} family of distributions is given by
Proof: From Lemma 1(i), the r-th moment for the T-Cauchy{Y} family can be written as E(X r ) = (−1) r θ r E(cot π(F Y (T))) r . Now, using the following series expansion (see Abramowitz and Stegun 1964, p.75) , cotðπxÞ ¼
where Gradshteyn and Ryzhik 2007, p. 17] . □ Fig. 2 Graphs for the PDF of the Lomax-Cauchy{log-logistic} distribution
As an example of the applicability of the results in Lemma 1 and Propositions 1 and 2, we use these results and apply them on the T-Cauchy{exponential}. One can get similar results by choosing any of the T-Cauchy{Y} families.
Corollary 1: Based on Lemma 1, if T is a random variable with PDF f T (x), then
Corollary 2: The Shannon's entropy for the T-Cauchy{exponential} family is given by
where M T (.) is the moment generating function of the random variable T. Proof: The result follows from Proposition 1 and the fact that
Corollary 3: The r-th moment for the T-Cauchy{exponential} family of distributions is given by
where c k is defined in Proposition 2. Proof: The result follows from Proposition 2 and the fact that cot(πF Y (u)) = − cot(πe − u ). □ Proposition 3: The mode(s) of the T-Cauchy{exponential} family are the solutions of the equation
Proof: For Cauchy distribution, one can show that f
ð Þ by using Eq. (9) and setting the derivative to zero, it is easy to get the result in (24). □
Gamma-Cauchy{exponential} distribution
For the remaining sections, we investigate in details the properties, parameter estimation and applications of a new distribution of the T-Cauchy{Y} family, the gammaCauchy{exponential} distribution. This distribution is interesting as it consists of special cases of exponentiated Cauchy and distributions of record values from the Cauchy distribution. Let T be a random variable that follows the gamma distribution with parameters α and β. From Eqs. (8) and (9), the PDF and CDF of gamma-Cauchy{exponential} distribution are, respectively, given by
is the incomplete gamma function. For simplicity, a random variable X with PDF f(x) in (25) is said to follow the gamma-Cauchy{exponential} distribution and is denoted by GC(α, β, θ). Some special cases are worth mentioning:
(i) GC(1, β, θ) is the exponentiated Cauchy distribution proposed by Sarabia and Castillo (2005) . In particular GC(1,1,1) is the standard Cauchy distribution. (ii) GC(1, n − 1 , θ), n ∈ ℕ is the distribution of the minimum of n independent Cauchy random variables. (iii) GC(n + 1, 1, θ), n ∈ ℕ is the distribution of the nth upper record in a sequence of independent Cauchy random variables.
Remarks:
The following results follow from Corollary 1, Corollary 2 and Proposition 3.
(i) If a random variable Y follows a gamma distribution with parameters α and β, then
(iii) The Shannon's entropy for the GC(α, β, θ) distribution is given by
where ψ(.) is the digamma function and V j is defined in Eq. (21). Proposition 4: The GC(α, β, θ) distribution is unimodal and the mode is at m = θx where x is the solution of the equation
Proof: It is not difficult to show that the mode of f(x) in (25) is the solution of k(x/θ) = 0, where k(x) is defined above. Therefore, the mode of f(x) is at m = θx where k(x) = 0. To show the unimodality of f(x), consider A(x) = log(π
and B(x) = 2x cot − 1 (x). Clearly A(x) is a strictly decreasing function (since it is equal to log(1 − F C (x))). Furthermore, A(x) < 0 for all x ∈ ℝ. Now,
strictly increasing for all x ∈ ℝ. Now, let us prove the claim that η(x) = A(x)B(x) is a decreasing function on ℝ.
Proof of the claim: Let 0 ≤ x ≤ y, then 0 ≤ − A(x) ≤ − A(y) and 0 ≤ B(x) ≤ B(y). This implies that η(x) ≥ η(y). Now let x < 0, then η′(x) = − 2x/(x 2 + 1) − 2(x 2 + 1)
. Since the middle term in η′(x) is negative,
Þ is strictly increasing on x ≤ 0 with ζ(0) > 0 and ζ(−∞) → 0. Thus, ζ(x) > 0 for all x < 0. This implies that ψ(x) is strictly increasing on x < 0 with ψ(0) > 0 and ψ(−∞) → 0. That is, ψ(x) > 0 for all x < 0. Therefore η′(x) ≤ 0 for all x < 0.
Hence, η(x) = A(x)B(x) is a decreasing function in ℝ. This completes the proof of the claim. The fact that η(−∞) → 2 and η(∞) → − ∞ implies that η(x) = 0 has a unique solution. Now, B(x) − 1 + 1/β is only a shift by − 1 + 1/β and therefore remains a strictly increasing function. One can show that the term A(x)[B(x) − 1 + 1/β] remains a decreasing function for all x ∈ ℝ and hence k(x) remains a decreasing function in ℝ with k(−∞) → α + 1 > 0 and k(∞) → − ∞. This ends the proof. □
In Fig. 3 , various graphs of f(x) are provided for different parameter values of α and β where θ = 1. The plots indicate that the gamma-Cauchy{exponential} distribution can be symmetric, right-skewed or left-skewed. Also, it appears that gammaCauchy{exponential} is symmetric only for the trivial case when α = β = 1.
In the following subsection, we provide some results related to the moments of GC(α, β, θ) distribution.
Moments of gamma-Cauchy{exponential} distribution
From Corollary 3, the r-th moment of the GC(α, β, θ) can be written as
where c k is defined in Eq. (22). Therefore, the mean of GC(α, β, θ) is
where c k is defined in (22) with r = 1. Note that μ ′ 1 α; β; θ ð Þis defined here for α > 1 and β < 1.
The next proposition establishes the condition for the existence of r-th moment of the GC(α, β, θ) distribution.
Proposition 5: The r-th moment of the GC(α, β, θ) distribution exists if and only if α > r and β − 1 > r.
Proof: Without loss of generality, we assume θ = 1 and apply a similar idea as in Alshawarbeh et al. (2012) . We write −∞ x r g x ð Þdx: Consider the following inequality from Abramowitz and Stegun (1964) , p. 68
On using the inequality in (29) and for α > 1, we have
. Therefore, I 1 exists if and only if 1/β − α > r − 1. Since α > 1, this implies 1/β > r. Now, if α < 1, the inequality in (29) implies that
So I 1 exists if and only if 1/β > r. Similarly one can show that I 2 exists if and only if α > r. □ Next, we consider recursive relation for the r-th moment of the GC(α, β, θ) distribution.
Proposition 6: Let X~GC(α, β, 1) and n ∈ ℕ. Then
(ii)μ 2nþ1
Proof: From (25) and using the substitution u = tan − 1 (x), we have
It is easy to see that I 0 = (−1) n π β α Γ(α). Also, it is not difficult to show that
Substituting (31) in (30), we get the result in (i). For the proof of (ii), one can easily see that
The rest of the proof is not difficult to show. □ Table 2 provides the mean, variance, skewness and kurtosis of the GC(α, β, 1) for various values of α and β. For fixed α, the mean and skewness are increasing functions of β. Also, for fixed β, the mean is an increasing function of α. Furthermore, the values of the skewness from Table 2 show that the distribution is very flexible in terms of shapes and the distribution can be left or right skewed.
Skewness and kurtosis of a distribution can be measured by β 1 = μ 3 /σ 3 and β 2 = μ 4 /σ 4 , respectively. However, the third and fourth moments of GC(α, β, θ) do not always exist (see Proposition 5). Alternatively, we can define the measure of asymmetry and tail weight based on quantile function. The Galton's skewness S defined by Galton (1883) and the Moors' kurtosis K defined by Moors (1988) are given by When the distribution is symmetric, S = 0 and when the distribution is right (or left) skewed S > 0 (or S < 0). As K increases the tail of the distribution becomes heavier. To investigate the effect of the two shape parameters α and β on the GC(α, β, θ) distribution, Eqs. (32) and (33) are used to obtain the Galtons' skewness and Moors' kurtosis where the quantile function is defined in Remark (ii). Figure 4 displays the Galton's skewness and Moors' kurtosis for the GC(α, β, 1). From this figure, it appears that the GC(α, β, θ) distribution has a wide range of skewness and kurtosis. It can be left skewed, right skewed or symmetric.
Estimation of parameters by maximum likelihood method
Let X 1 , X 2 , …, X n be a random sample of size n drawn from the GC(α, β, θ). The loglikelihood function is given by
The derivatives of (34) with respect to α, β and θ are given by
where ψ(α) = ∂ log Γ(α)/∂α, is the digamma function.
Therefore, the MLEα;β and θ are obtained by setting the Eqs. (35), (36) and (37) to zero and solving them simultaneously. Note that the number of equations can be reduced to two by using Eq. (36) 
Simulation study
A simulation study is conducted to evaluate the MLE in terms of estimates and standard deviations for various parameter combinations and different sample sizes. We consider the values 0.5, 0.9, 1, 2, 5 for the parameter α, 0.5, 1, 3 for the parameter β, and 1, 2 for the parameter θ. The simulation study for the MLE is conducted for a total of six parameter combinations and the process is repeated 200 times. Three different sample sizes n = 50, 100, 300 are considered. The ML estimates and the standard deviations are presented in Table 3 . From this table, it appears that the ML estimates of α and θ tend to be overestimated. As expected, as the sample size increases, the bias and standard deviation values for all the estimates decrease.
Applications
In this section, the GC(α, β, θ) distribution is fitted to two data sets. The first data set from Bjerkedal (1960) , represents the survival time in days of 72 guinea pigs infected with virulent tubercle bacilli. The first data set is
The data is skewed-to-the right with skewness = 1.3134 and kurtosis = 3.8509. The second data set from Durbin and Koopman (2001) , represents the measurements of the annual flow of the Nile River at Ashwan from 1871-1970. The second data set is
The data is approximately symmetric with skewness = 0.3175 and kurtosis = 2.6415. We fitted the two data sets to the GC(α, β, θ) distribution and compared the results with Cauchy, gamma-Pareto proposed by Alzaatreh et al. (2012) and betaCauchy distributions proposed by Alshawarbeh et al. (2013) . The maximum likelihood estimates, the log-likelihood value, the AIC (Akaike Information Criterion), the Kolmogorov-Smirnov (K-S) test statistic, and the p-value for the K-S statistic for the fitted distributions to the data sets 1 and 2 are reported in Tables 4 and 5 respectively.
The results in Tables 4 and 5 show the GC(α, β, θ) and beta-Cauchy provide an adequate fit to the survival time data while the GC(α, β, θ) distribution provides the best fit (based on KS p-value) to the annual flow of the Nile River data. The fact that GC(α, β, θ) distribution has only three parameters compared with the beta-Cauchy distribution makes GC(α, β, θ) a natural choice for fitting these two data sets. A closer look at the parameter estimates for the beta-Cauchy distribution indicates that the estimates of α, β and θ in the beta-Cauchy distribution are not statistically significant for the two examples. This is an indication that beta-Cauchy is over-parameterized for fitting these two data sets. This supports the point that the three-parameter GC(α, β, θ) distribution should be used to fit the two data sets. Figure 5 displays the histogram and the fitted density functions for the two data sets, which support the results in Tables 4 and 5 . 
Concluding remarks
A family of generalized Cauchy distributions, T-Cauchy{Y} family, is proposed using the T-R{Y} framework. Several properties of the T-Cauchy{Y} family are studied including moments and Shannon's entropy. Some members of the T-Cauchy{Y} family are presented. A member of the T-Cauchy{Y} family, the gammaCauchy{exponential} distribution, is studied in detail. This distribution is interesting as it consists of exponentiated Cauchy distribution and distributions of record values of Cauchy distribution as special cases. Various properties of the gammaCauchy{exponential} distribution are studied, including mode, moments and Shannon's entropy. Unlike the Cauchy distribution, the gamma-Cauchy{exponential} distribution can be right-skewed or left-skewed. Also, the moments of the gammaCauchy{exponential} distribution exist under certain restrictions on the parameters. In particular, the r-th moment for the gamma-Cauchy{exponential} distribution exists if and only if α, β − 1 > r and this is not the case for the Cauchy distribution.
The flexibility of the gamma-Cauchy{exponential} distribution and the existence of the moments in some cases make this distribution as an alternate to the Cauchy distribution in situations where the Cauchy distribution may not provide an adequate fit. 
