We study the dynamics of a linear, uniform, undamped string under harmonic base excitation, with an attachment consisting of either a springdashpot system or a vibration absorber. Mode complexity caused by the local damping of the attachment can lead to coexistence of vibrations and waves in the string. We consider either identical harmonic base motions at both ends or harmonic base excitation at one end. In the case of double harmonic base excitation, it is possible to choose the parameters of the attachment, so that the mode complexity is maximal in one part of the string (leading to travelling waves and elimination of vibrations) and almost zero in the other part (with standing waves or vibration modes). Similarly, for single base excitation, we analytically predict the parameters of the attachment that maximize mode complexity and enhance the interplay of vibrations and travelling waves in the string. Under such conditions, the system acts as a passive vibration confinement device, with induced energy being transmitted through travelling waves to a region where it is confined in the form of standing waves. Our results can be used for predictive design and reveal an unexpected new application of the classical linear vibration absorber. 
Introduction
It is often of interest to control the transmission of vibrations in a system in order to limit its response when it is subjected to a disturbance. One strategy to achieve this is to passively or actively restrict the transmission of vibration energy injected by the external source and confine it to a priori determined locations either close to or far away from the excitation source. Different ways of passively confining vibration disturbances have been proposed. In spatially periodic, linear structures, it is well known [1] [2] [3] [4] [5] [6] that there exist stop and pass bands which tailor their dynamic and acoustic properties. In particular, at frequencies and wavenumbers corresponding to stop bands, no transmission of waves to the far field of the periodic medium is possible, and an applied disturbance is spatially confined close to the point of its application through the excitation of near-field standing or spatially decaying waves. These results have been extended to weakly [7, 8] and strongly nonlinear [9, 10] periodic media, recently including acoustic granular metamaterials [11] [12] [13] [14] [15] .
In addition, passive vibration confinement can be achieved through linear mode localization [16] [17] [18] , i.e. by altering through design the vibration mode shapes of weakly coupled substructures with weak structural disorder. This type of passive motion confinement has been extended to nonlinear systems, where nonlinear mode localization has been demonstrated even in the absence of structural disorder [19, 20] . Hodges [17] showed that this confinement effect through irregularities produces qualitatively similar effects to those of damping in the structure.
Moreover, in other works [21] [22] [23] [24] , it was shown that, by breaking the symmetry of a linear dissipative structure through the addition of a strongly nonlinear vibration attachment (denoted as a nonlinear energy sink, NES), it is possible to passively direct vibrating energy from the location of its generation to the NES, where it is passively confined and locally dissipated without 'spreading back' to the structure. As shown in [24] , such passive nonlinear targeted energy transfer is caused by isolated or series transient resonance captures [25] between the NES and structural modes of the system to which it is attached.
In this work, we explore an alternative new means for passive motion confinement design in a linear elastic non-dispersive continuum forced by harmonic excitation. Key to this approach is the exploration and understanding of mode complexity induced by a local source of viscous dissipation, leading to non-proportional damping distribution in the system. Indeed, we show that mode complexity affects the global vibration and acoustics of this system (i.e. standing waves and travelling waves, respectively). In addition, we show that by appropriate selection of the local dissipative element we can affect the interplay between vibrations and acoustics in this system and achieve states where pure vibration in one part of the system coexists with pure acoustics in the complementary part. Moreover, mixed states can be achieved for other values of the dissipative element, with predominant features of either vibrations or acoustics. As a result, it is possible to tune the damping in the system, so that passive motion confinement is achieved in an a priori determined part of the elastic continuum. This work builds on a previous one [26] , where boundary layers of mode complexity in a similar symmetric system were studied in detail, and where it was shown that maximization of mode complexity resulted in complete elimination of all vibration (i.e. in the destruction of all normal vibration modes) and formation of a pure acoustic state in the system in the form of travelling waves. This work aims to extend these results to the asymmetric system and apply these interesting new results in designs for passive motion confinement.
In the first section of the work, we study harmonic base excitation at both ends of the string, with an asymmetrically placed spring-damper pair (labelled 'system I'), which is a generalization of the symmetric case studied in [26] . We derive expressions describing the vibration response of this system and highlight the effect of mode complexity caused by the non-proportional damping distribution. Then, we derive mathematical conditions for the values of the parameters of the local attachment that lead to maximum complexity in one of the two parts of the string that are partitioned by the discrete spring-damper attachment. Next, we extend the analysis to a second system (labelled 'system II') with single-end harmonic excitation and similar asymmetric placement of the local spring-damper element. We derive analytical solutions for the steady-state absolute displacement of the string and find mathematical conditions for the values of the stiffness and damping of the attachment that lead to the coexistence of travelling waves and standing waves in the string. In §3, we replace the grounded spring-damper attachment with a local spring-mass-damper absorber (labelled 'system III'). We show that system III is mathematically equivalent to system II and use this correspondence to systematically study its dynamics when its driving frequency is located below, at, or above the resonance frequency of the absorber. We conclude by summarizing the main findings of this work and discussing their possible extensions and applications.
2. System I: non-dispersive elastic string under double harmonic excitation and with asymmetrically placed spring-damper element (a) Equations of motion and analytical solution
The first system that we consider consists of a non-dispersive linear elastic string of length L coupled to a linear spring-dashpot pair, as shown in figure 1 . Let m denote the uniform mass per unit length, and T is the (constant) tension of the string. Any point of the string can be identified by its position z on the horizontal axis and by its vertical displacement y(z, t), where t represents time. Both ends of the string are subjected to a forced periodic displacementÃ e jΩt , whereÃ is a constant amplitude and Ω is a constant frequency. A local spring-viscous damper pair (positioned in parallel, with stiffness k 0 and damping c 0 ) is placed at a distance z 0 from the left end of the string. Given that this local attachment is the only source of dissipation, it results in a non-proportional damping distribution in the system, which is known to lead to mode complexity, i.e. to non-trivial phase differences between the steady-state responses of points of the string, and, hence, to non-synchronous string oscillations. This observation is key in the following developments. Because of the discrete boundary condition imposed by the spring-dashpot system, we adopt a local approach; that is, we partition the problem into two subproblems, each governing the response of the string on either side of the local attachment, and match the corresponding solutions by imposing appropriate conditions at z = z 0 . We also introduce the following normalized variables: 1) and scale accordingly the spring and damping constants of the attachment as κ = k 0 L/T and σ = c 0 cL/T, respectively, and the normalizations ω = Ω/c, A =Ã/L and x 0 = z 0 /L. Then, the normalized equations of motion become
where u 1 (u 2 ) denotes vertical displacement of a point of the string on the left (right) side, and the short-hand notation for partial differentiation is used. The boundary conditions at the endpoints are
3)
The force balance at the point of attachment requires that
whereas the continuity of both displacement and velocity at the same point gives rise to two additional boundary conditions. These equations can be solved for u 1 Figure 1 . Schematic of system I: non-dispersive string coupled with a spring-dashpot system located at z = z 0 ; both ends are subjected to harmonic base excitation.
. Substituting into equations (2.2) and integrating with respect to the spatial variable leads to
The complex constants C 1 , C 2 , D 1 and D 2 are determined from the boundary conditions in terms of ω, x 0 , κ and σ ,
and The solutions derived here are valid only at steady state; however, extending them to the transient response of the string subjected to specific initial conditions is straightforward.
(b) Conditions for realization of travelling waves in the string
In the symmetric case (x 0 = 1/2), it is possible to tune the damping and the stiffness of the local grounded attachment in such a way that the mode complexity in the steady-state response of the string is maximum, in which case two counter-propagating travelling waves are realized, corresponding to the complete elimination of normal modes of vibration (standing waves) from the dynamics [26] . In the present asymmetric case (x 0 = 1/2), however, we aim to show that, for proper tuning of the attachment, travelling waves (acoustics) can be realized in one part of the string, whereas almost pure vibrations are realized in the complementary part. A necessary and sufficient condition for the realization of a travelling wave on the left side of the string (travelling from the left to the right) is given by
Substituting equation (2.8) back into equations (2.6) leads to a set of conditions for the normalized parameters κ and σ of the attachment that give rise to travelling waves in the interval 0 ≤ x ≤ x 0 , Clearly, these special values of the parameters depend on the frequency of the applied harmonic excitation and the position of the attachment, but not on the forcing amplitude. Alternatively, travelling waves propagating from right to left can be realized on the right side of the string as well but for different values of the parameters of the attachment, namely
These results indicate that it is possible to tune the stiffness and damping of the attachment, so that vibration and acoustics coexist in the two complementary parts of the string which are partitioned by the attachment, but only at a specific value of the excitation frequency, depending on the attachment position. In turn, this indicates that the problem can be formulated from the point of view of two different design perspectives:
-Given a certain base excitation frequency ω and an attachment location x 0 , how can one design κ and σ so that travelling waves (acoustics) are realized in a part of the string? -Alternatively, given the parameters of the attachment κ and σ , for what excitation frequency can vibration be eliminated from one part of the string, and where should the spring-dashpot system be located for this to hold? This can be regarded as the inverse problem.
For the solutions to have physical meaning, we enforce the condition that κ and σ should be positive quantities. Because we aim for a compact expression, we proceed by implication and not by equivalence, that is,
For the values of κ and σ derived in equations (2.9), and assuming that they are both positive, the expressions of the steady-state forced displacement at the two different parts of the string are computed as
−jωx e jωτ and u 2 (x, τ ) = A e jω − e 2jx 0 ω e 2jω − e 2jx 0 ω e jω(1−x) + e jω (e jω − 1) e 2jω − e 2jx 0 ω e −jω(1−x) e jωτ .
It is clear from equations (2.12) that a travelling wave is formed on the left side of the string, whereas on the right side vibrations are realized. We emphasize, however, that, owing to the complexity of the steady-state response, it is not possible to realize pure standing waves on the right side, and some boundary layers of complexity remain, inside which non-trivial variations of the phase occur. In fact, the boundary layer effect on the right side of the string is fairly important, and there are limited combinations of (ω, x 0 ) such that clear vibrations predominate. We illustrate these ideas by arbitrarily setting the location of the spring-dashpot system to x 0 = 0.246 and the excitation frequency to ω/ω 0 = 4.9. Those values are chosen so that (i) the corresponding values of κ and σ obtained from equations (2.9) are positive and (ii) clear vibrations are realized on the left side of the string (and the complexity of the steadystate response in that part of the string is minimized). Figure 2a shows that the spatial distribution of the phase is purely linear on the left side of the string, whereas the right side of the string is dominated by vibrations with non-trivial phase difference inside three boundary layers of complexity. The physical steady-state response of the string is depicted in figure 2b .
(c) Steady-state energy transmission and power flow in system I Based on the previous analytical expressions, it is possible to compute the spatio-temporal evolution of the kinetic and total energies of the string at steady state. Figure 3 shows the evolution of the steady-state normalized energies in space and time for a system with attachment parameters chosen according to equations (2.9). The potential and total energies of the system are discontinuous at x = x 0 because of the asymmetry introduced by the local grounded springdamper attachment. From these plots, the coexistence of acoustics and vibrations in this system is clear, in full agreement with the previous predictions. This is deduced by the pure travelling waves in the left part of the string along the characteristic direction in space-time, and the predominantly standing waves that are realized in the right part of the string (as mentioned previously, the existence of layers of complexity prevents the realization of pure standing waves in that part of the string). In essence, energy is transmitted in the form of travelling waves from left to right and 'stored' in the right part of the system, which acts as an 'energy container'.
This interesting result (which to the authors' knowledge is presented for the first time in the mechanics literature) can be investigated in more detail if we consider the power flow in this system. We define the normalized power flow as the power transmitted across any given point on the string, that is, because it is a signed quantity, it can be used to deduce directed energy transfers, as well as scattering of energy across an interface.
We will focus on three particular points where the power flow gives useful information, namely the two boundaries of the string, x = 0 and x = 1, and the point where the discrete spring-damper element is attached to the string, x = x 0 . It is straightforward to derive analytical expressions for the power flow at both ends of the string using the solution obtained in equation (2.12) . Moreover, the power balance at the interface x 0 requires that
(2.14) Figure 4 shows the evolution of the power flow at x ∈ {0, 1} for the steady-state solution. The flow at x = 0 is always positive, because a travelling wave is realized on the left side of the string, so power flows only in one direction-the direction of propagation of the travelling wave-without ever flowing back. Conversely, because vibrations dominate the right side of the string, the power flow oscillates between negative and positive values at x = 1, which means that, even though the base excitation inputs energy into the system, some part of it eventually flows back to the source. This introduces a phase difference between the power flows at x = 0 and x = 1. On the left side of the string, all the power input into the system at x = 0 is transferred in its entirety to the location x = x − 0 , and, at this point, part of this power is dissipated by the attachment, and the remainder is transmitted into the other side; however, there is no reflection or 'spreading back' of energy to the left part of the string. This behaviour is typical of travelling-wave transmission, and it also means that, on the right part of the string where vibrations dominate, the power input at x = 1 cannot be transmitted to the other part of the string. For the right part, the spring-dashpot system acts, in essence, as a barrier. When the power flow encounters the attachment, it can either be dissipated or be scattered by it. This, plus the fact that some power 'leaks' from the left side to the right, explains why the power flow at x = 1 can assume negative values. Moreover, this power flow computation confirms that in this configuration the right part of the string acts as a passive vibration confinement container.
The power flow can also be used to investigate the sensitivity of the response of the system to variations in the stiffness and damping from their nominal values given by equations (2.9) . If the parameters of the attachment are detuned from the values that lead to the realization of coexistence of vibrations and acoustics, then the power flow at x = 0 will reduce to negative values as some part of the power coming from the left will be reflected at x = x 0 , and some part coming from the right will transmit through to the left side at the same location. Of course, these conclusions are true only for the steady-state solution.
To gain an understanding of the transition of the response to steady state, it is necessary to consider the transient response of the system by solving the initial value problem of the string subjected to harmonic base excitation at both of its ends. Even though the transient response can be evaluated analytically, for simplicity, we resort to direct numerical integration of the wave equation using a finite-difference scheme, with the results presented and discussed in §2d. These results will help us understand how the coexistence of vibrations and acoustics is realized in the system (with appropriately selected parameters of the attachment) following a series of wave reflections and transmissions at the interface where the attachment is located.
(d) Transient response in system I
To investigate the transient response of the string, we use finite differences and discretize the governing equations (2.2) as well as the boundary conditions. We choose the initial conditions, so that the string is initially flat. Different time scales are considered to capture the transition of the response of the string from an initial state where acoustics is predominant, to a steady state where vibrations and acoustics coexist in complementary parts of the string.
As a starting point, we consider the symmetric case by setting x 0 = 1/2. We know [26] that under this condition two counter-propagating travelling waves are realized after a sufficiently long time (once the steady state is reached). Figure 5 depicts the spatio-temporal evolution of the kinetic energy of the string in the transient regime, starting with zero-displacement initial conditions and running up to τ = 1.5. It is interesting to see that, in this case, the system immediately reaches a steady state of pure acoustics owing to symmetry and appropriate selection of the spring and damping parameters of the attachment. Hence, in this particular case, the transient state of the response is completely eliminated. Now, we consider the asymmetric case. Focusing first on the instantaneous kinetic energy of the string, and motivated by the results of the symmetric case, it is expected that, in the initial state of the transient response of the string, two counter-propagating travelling waves will be realized (before encountering the location of the attachment), emanating from the two harmonically forced boundaries of the string. This will hold until one of the wavefronts of the travelling waves reaches the position x = x 0 where the spring-dashpot system is located. This is exactly what is shown in figure 6 . In this example, the right-going travelling wave originating from the left boundary of the string at x = 0 encounters the attachment first, at τ = 0.246 (because the normalized speed of sound is equal to 1). At this point, some of the energy of the wave is reflected back towards its source, a portion of it is dissipated by the attachment, and the remaining part is transmitted to the right part of the string, as evidenced by the thin light-coloured line that goes from x = 0.246 to x = 0.5. The right-going transmitted wave eventually encounters the yet-unperturbed left-going wave coming from the right boundary at x = 1, and this happens at (x, τ ) = (0.5, 0.5) in figure 6 . From this point on, right-and left-going waves in both sides of the string interact with each other. Non-trivial vibration-like behaviours are observed on both sides until the steady state is reached. One consequence of this exchange of energy is the fairly high amplitude of the kinetic energy on the right side of the string in the first instants of the motion. Roughly between τ = 2 and τ = 6, the amplitude of the vibrations on the right side reaches its highest values. During this short time span, the interaction between the two parts of the string is the greatest, and, at the same time, the power flow at the right boundary experiences values that are well below zero (figure 7). The system then stabilizes, and a decay in the amplitude of the vibrations is observed until the steady state is reached with coexistence of vibrations and acoustics being realized in complementary parts of the string.
System II: non-dispersive elastic string under single harmonic excitation and with asymmetrically placed spring-damper element
The second system considered is similar to system I, except that one end of the string is grounded whereas the other end undergoes harmonic displacement. We keep the same notation and refer to this system as system II. In what follows, we assume that the right end of the string is fixed. In this case equations (2.2)-(2.7) still hold, but the fixed boundary condition u 2 (1, τ ) = 0 yields
and
(a) Conditions for realization of travelling waves in system II
In this case, it is possible to realize a travelling wave only on the left side of the string, where the end is subjected to harmonic base excitation. This can be deduced from the form of the steadystate solution as the numerators in D 1 and D 2 can never go to zero. We then enforce the condition described in equation (2.8) and obtain analytical expressions for the values of κ and σ that lead to the formation of a travelling wave on the left part of the string
In this configuration, σ is constant and always positive, so we can proceed by equivalence and require that .3) is a necessary and sufficient condition on the value of κ for a travelling wave to be formed on the left part of the string. Again, the value of the stiffness depends directly on x 0 and ω. Assuming that the attachment is designed to simultaneously satisfy the conditions of equation (3.2), the expression for the steady-state solution of the string becomes
−jωx e jωτ and u 2 (x, τ ) = A e jω e 2jω − e 2jx 0 ω e jω(1−x) − e −jω(1−x) e jωτ .
(3.4)
The spatial dependence of u 2 takes the form of a purely sinusoidal function, indicating that, in this case, pure vibrations are realized on the right part of the string. As a consequence, no boundary layer of complexity is observed close to the nodes of the vibration shape, and the spatial distribution of the phase is trivial and piecewise constant. We choose values for the location of the spring-dashpot system x 0 and the base excitation frequency ω that ensure that the value of κ obtained from equation (3.3) is positive. Figure 8 shows that the physical response on the left side of the string is, indeed, a travelling wave, whereas the right side undergoes pure vibrations. This configuration corresponds to a case of pure vibration confinement in the right part of the string. For (almost) any given base excitation, it is possible to choose the location of the springdashpot system and appropriate values of stiffness and damping in such a way that a regime of acoustics (coinciding with complete elimination of vibrations) is realized in the first part of the structure (in our case the left side of the string) and energy confinement is achieved in the other part (here the right side) where pure vibrations exist. We actually have some control over the location of the attachment, which allows us to choose the size of the confinement area where energy induced by the harmonically forced boundary is confined in the form of pure standing waves. Thus, we can predictively design a partition of the string into two parts where pure acoustics and pure vibrations simultaneously exist.
(b) Energies and power flows in system II
The steady-state spatio-temporal energy distributions in different parts of the string are depicted in figure 9 . Pure vibrations are realized on the right side, and the kinetic energy is exactly zero at the corresponding nodes of these vibrations; for system I, the corresponding kinetic energy was small but non-zero at these points because of the formation of boundary layers of complexity. The steady-state power flow at x = 1 is zero, because that end is fixed, whereas it is always positive at x = 0. Hence, power originating from the left boundary either gets transmitted to the right part of the string, where it is confined in the form of vibration, or is dissipated by the damper of the local attachment, but no power is reflected back to the source. This means that, at steady state, just the right amount of power leaks through the discrete system to give rise to pure vibrations on the right part of the string. In other words, the spring-dashpot system balances the energy flow so that energy is confined to the right side of the string and no energy flows back towards the source. Hence, the interaction between the two sides is one way only.
We now examine the transient response of the system, as we did before, starting from an initial state where the string is perfectly flat. Figure 10 shows that the initial travelling wave originating from the source at the left boundary remains unperturbed until it arrives at the position of the attachment at x = 0.7. Once the wavefront encounters the spring-dashpot attachment, a small portion of the energy flows to the yet unperturbed right side, as evidenced by the characteristic line from x = 0.7 to x = 1 for time instants in the range of τ = 0.7 to τ = 1, whereas another portion of the energy is dissipated by the damper of the attachment. It is interesting to note that even during this transient regime no energy is reflected back towards the source, because, as shown in in figure 11 , the power flow at x = 0 is always positive (which was not the case for system I). From this point on the two sides of the string interact with each other in the sense that the harmonic excitation keeps pumping energy into the system, some of which is transmitted to the other side, whereas the remainder is dissipated. After some time, the discrete attachment enforces a dynamic power balance; the vibration-like behaviour on the left side fades away and a travelling wave is formed. The right side of the string confines all the vibrations, the amplitude of which decays with progressing time until the system reaches its steady state of coexistence of acoustics and vibrations as in system I.
(c) Relation to system I Both systems I and II can be regarded as vibration confinement configurations in that, for (almost) any harmonic base excitation ω, it is possible to design the local attachment in such a way that -on the one side of the string, the frequency component corresponding to the base excitation and the dynamics of the string are eliminated and a regime of acoustics (travelling waves) is realized; -on the other side of the string, a regime of vibrations (standing waves) is realized, albeit with some complexity in system I. 
2). (Online version in colour.)
Here lies the main difference between the two systems. When both ends undergo harmonic excitation, it is impossible to realize pure standing waves in one part of the string and travelling waves in the other. The fact that boundary layers of complexity appear in the steady-state response of system I but not in system II goes hand in hand with the direction of energy transmission between the two parts of the string. The power flow and energy analysis showed that system I exhibits a two-way interaction, against a one-way interaction for system II. These observations are consistent with the physics of the problem: double base excitation for system I, single base excitation for system II. However, in system I, this two-way transmission is confined to the right side of the string as the local attachment acts as a barrier for the power flow emanating from the right boundary and travelling to the left. In the other side of the string, none of the power coming from the left boundary and travelling to the right is reflected back to the source by the attachment, which gives rise to the same travelling-wave regime as in system II. Differences in the direction of energy We now consider system II but with the grounded spring-damper attachment being replaced by a linear vibration absorber, as shown in figure 12 . This is designated as system III. This model is related to that of a volume-resonator silencer that has found practical applications in the automotive industry. These silencers consist of an acoustic waveguide equipped with a resonant side attachment designed to produce an efficient muffler. For instance, a Helmholtz resonator attached to the side of a duct can be used to attenuate sound travelling along it [27] [28] [29] . Using the same notation as before, denoting the response of the mass of the absorber by w(t), and introducing the normalized variables v = w/L and μ = M/mL, we write the scaled governing equations as
where the reaction force F(τ ) acting at x 0 can be expressed in terms of the parameters of the discrete system as
The boundary conditions are u(0, τ ) = Ae jωτ and u(1, τ ) = 0.
To study the dynamics of system III, we show its mathematical equivalence with system II, that is, we transform the system with the dynamic absorber (κ, σ , μ) into an equivalent system II with (frequency-dependent) parameters κ eq and σ eq . To do so, we assume that the displacements 
where Q is the so-called magnification factor [30] [31] [32] . We substitute these equations into equation (4.1a) and use separation of variables to obtain the solution to the temporal component as Ψ (τ ) = e jωτ . We further assume that the reaction force owing to the discrete system can be represented as F(τ ) = FΨ (τ ). Then, substitution of equations (4.3) into equation (4.1b) yields an expression for the complex, frequency-dependent magnification factor
We then express the displacement v(τ ) by Qu(x 0 , τ ) in equation (4.1a) and obtain the equation governing the motion of the equivalent system with a grounded attachment. The parameters (κ eq , σ eq ) of the equivalent discrete subsystem with rigid support are expressed as
(4.5b)
Note that κ eq and σ eq are frequency dependent and take into account the effect of all the parameters of the absorber (κ, σ , μ). The solutions derived in equations (3.1) still hold, but with the equivalent parameters derived in equations ( The equivalent system is merely a mathematical construction that represents exactly the dynamics of system III. Thus, we do not impose any restrictions on the sign of κ eq ; we do, however, require that the corresponding parameters of the absorber should be all positive so that they have physical meaning. Enforcing the conditions of equation (4.7) in equations (4.5) gives rise to two sets of solutions for (κ, σ , μ), one of which corresponds to the case where the system is driven at the same frequency as the resonance frequency of the oscillator, whereas the other corresponds to the off-resonance case.
(ii) Realization of travelling waves when the linear vibration absorber is at resonance
The first set of solutions that leads to the realization of travelling waves is
As long as the value of the normalized lumped mass μ is positive (which can be achieved for almost any given base excitation frequency ω by tuning the location x 0 of the discrete absorber), the stiffness κ will be positive as well. The damping σ is always greater than zero. Further, the second equality in equation (4.8) can be rewritten as ω = √ κ/μ, which means that, in this configuration, the base excitation frequency at which the left boundary of the string is driven is equal to the undamped natural frequency of the absorber. In essence, this shows that one can design the absorber in resonance (i.e. choose the values of κ, σ and μ) and place it at the right location x 0 -not necessarily unique-in such a way that travelling waves are realized on the left side of the string, whereas pure standing waves are observed on the right side. In other words, it is possible to design the absorber so that vibrations and waves coexist at its resonance frequency. Moreover, this holds for almost any forcing frequency ω, and provides a surprising new application of the classical linear vibration absorber.
Assuming that the parameters of the absorber are chosen according to equation (4.8) , the displacement of the string is still given by equations (3.4), whereas the steady-state amplitude of the linear absorber is given by
It is interesting to see that, in this case, the magnification factor depends only on ω and x 0 . The modulus and phase of Q take a simple form and provide an indication regarding the amplitude and phase of the response of the absorber compared with the motion of the point of attachment on the string. For this set of parameters, if the system is driven away from resonance (that is, ω = √ κ/μ), boundary layers of complexity will be realized on both sides of the string; so in this case coexistence of vibrations and waves occurs only at the resonance of the dynamic absorber, as evidenced by the spatio-temporal evolution of the kinetic energy shown in figure 13 .
(iii) Realization of travelling waves when the linear vibration absorber is off resonance
The second set of solutions that leads to the realization of travelling waves on the left side of the string is 10) where the normalized mass μ can be chosen independently from σ and κ. From these equations we see that, because σ is always positive, it must be satisfied that the forcing frequency ω is either above or below the undamped natural frequency of the absorber, whereas the right part is dominated by pure standing waves. Figure 14 shows the evolution of the steady-state kinetic energy in the configuration where travelling waves are realized above resonance. Similar plots can be obtained for the below-resonance case. The motion of the oscillator is determined by the magnification factor, which here takes the form
It is worth noting that, away from resonance, the magnification factor depends not only on ω and x 0 but also on the mass μ. Therefore, the amplitude of the motion of the oscillator can be controlled by adjusting the value of the lumped mass. Considering the forcing frequency ω as a free parameter, this means that the ratio between the mass μ of the absorber and its location determines whether travelling waves are realized below, at, or above resonance-and this can occur for different positions of the absorber. It follows that, for any forcing frequency ω, the sign of μω − cot(ω − x 0 ω) completely determines the dynamics (and acoustics) of the system, so the problem of appropriately designing the absorber is completely solved, with guaranteed feasibility, because the values of κ, σ and μ are positive.
Concluding remarks
The first system that we consider in this work is a generalization of the symmetric configuration that has been studied before. The asymmetric system consists of a linear, non-dispersive elastic string with base harmonic excitation, and the only difference compared with the symmetric system examined in [26] is that the linear attachment coupled to the string is located at an arbitrary distance from the left boundary rather than at the midspan of the string. We analytically determine conditions on the values of the stiffness and damping parameters of the attachment such that the diffusion of mode complexity owing to the non-proportional damping distribution is maximum on one side of the string (which is dominated by acoustics) and minimum on the other side (which is dominated by vibrations). In other words, for appropriate selection of these parameters, the corresponding phase of the steady-state response of the string becomes a linear function of its location on one side-where a travelling wave is realized-whereas the spatial phase distribution on the other side has boundary layers of complexity and vibrations are predominant.
The second system that we consider differs from the first only in that one end of the string is fixed, whereas the other end still undergoes harmonic excitation. It is expected that similar behaviours can also be achieved for this system, in terms of complexity diffusion. Looking once again for the realization of a travelling wave on one side, we establish a condition on how to choose σ and κ to obtain maximal spreading of complexity on the one side of the string. Under these conditions, however-and this is the main difference from the first system-pure standing waves are realized on the other side of the string, owing to the fixed boundary condition. Unlike the first system, there is no boundary layer on that side of the string, which means that the system is basically split into two regions: one region where the complexity is maximal and the spatial phase distribution is linear, and the other region where complexity does not exist and the phase distribution is trivial-that is, piecewise constant.
Numerical and analytical results for the spatio-temporal evolution of energy and power flows at different key points in the string show how the two sides of the string interact with each other, in both the transient and steady-state regimes. It turns out that the discrete attachment has a great influence on how the energy flows from one side of the string to the other. We see for both system I and system II that, once the steady state is reached and a travelling wave is realized on one side, the spring-dashpot system acts as a barrier, that is, the energy flows from the travelling-wave side to the vibration side without being scattered at the interface. In the transient regime, however, we show that some energy is exchanged between the two sides when the string undergoes double harmonic base excitation, which is not the case when one end is fixed. In the latter case, the power flow follows the same pattern as the steady-state solution (always positive), which means that the interaction is one way.
We note that the combination (κ; σ ) that leads to the confinement of vibrations on one side of the string depends on the frequency of the base excitation ω as well as the location of the discrete attachment x 0 , a feature that was not observed in the symmetric configuration. This means that, in the asymmetric case, the realization of a travelling wave annihilates only the vibration mode corresponding to the base excitation. In addition, we show that the location of the attachment determines the range of frequency components that can be eliminated, because of physical constraints on the sign of σ and κ. Equivalently, given a certain base excitation we are able to design the attachment so that acoustics and vibrations coexist at complementary parts of the string.
We extend the results by replacing the grounded spring-damper attachment with a classical linear vibration absorber-this is system III. We show that systems II and III are mathematically equivalent. By this, we mean that we are able to transform the system with the dynamic absorber into an equivalent system with a rigidly supported spring-damper attachment by finding the (frequency-dependent) parameters of the corresponding grounded discrete subsystem. Using this connection between systems II and III, we derive conditions for coexistence of travelling waves and vibrations in complementary regions of the string. We systematically study all possible cases; that is, when the forcing frequency of the base motion is below, at, or above the undamped natural frequency of the absorber. Treating the excitation frequency as a free parameter, the value of the lumped mass and the location of the passive attachment entirely determine whether travelling waves are realized at or away from resonance of the absorber, provided that the local stiffness and damping are chosen accordingly. For any frequency ω, it is possible to design the absorber in such a way that vibrations and waves coexist in the string. This represents a surprising new application of the classical linear vibration absorber, which to the authors' knowledge has not been previously reported in the literature.
All three systems, although purely linear, act as vibration confinement devices. This is especially true for systems II and III, where one end of the string is fixed. These systems can be designed so that, when they are subjected to a harmonic excitation, they are capable of confining the induced energy in the form of standing waves (vibrations) in a certain region, whereas the complementary region acts as a waveguide, transmitting travelling waves from the excitation source to the region of confinement.
