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Abstract 
Concerning the issue of high-dimensions and low-failure probabilities including implicit and highly nonlinear limit state func-
tion, reliability analysis based on the directional importance sampling in combination with the radial basis function (RBF) neural 
network is used, and the RBF neural network based on first-order reliability method (FORM) is to approximate the unknown 
implicit limit state functions and calculate the most probable point (MPP) with iterative algorithm. For good efficiency, based on 
the ideas that directional sampling reduces dimensionality and importance sampling focuses on the domain contributing to fail-
ure probability, the joint probability density function of importance sampling is constructed, and the sampling center is moved to 
MPP to ensure that more random sample points draw belong to the failure domain and the simulation efficiency is improved. 
Then the numerical example of initiating explosive devices for rocket booster explosive bolts demonstrates the applicability, 
versatility and accuracy of the approach compared with other reliability simulation algorithm. 
Keywords: neural networks; importance sampling; explosive initiating device; reliability; nonlinearity 
1. Introduction1 
Explosive bolts are essential parts of initiating ex-
plosive devices which are applied to the separation of 
rocket boosters with the core-level. The reliability as-
sessment of the initiator unlock device in separation 
process is directly related to space flight missions, thus 
the reliability analysis of explosive bolts is of great 
significance. 
Since the failure probability of initiating explosive 
devices to be computed is usually very small, it is not 
feasible to estimate the failure probability. Therefore, 
this paper lays emphasis on structural reliability analy-
sis of high-dimension and low-failure probability 
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event. Currently it focuses on the structural reliability 
problems whose limit state function is implicit and 
highly non-linear. First-order reliability method 
(FORM) and second-order reliability method (SORM) 
are widely used to estimate the failure probability at 
present, however the techniques that require limit state 
function gradient with respect to the basic variables, 
such as FORM and SORM, have their performance 
affected when direct or analytical differentiation is not 
possible [1-2]. It is generally adopted by Monte Carlo 
simulation (MCS) in the calculation of implicit limit 
state function, and MCS method is suitable for com-
plex systems and small failure probability events which 
require a large number of samples and prohibitive 
computational cost [3]. Therefore, some sampling vari-
ance reduction techniques, such as the importance 
sampling, Latin hypercube sampling, radial sampling, 
gradual sampling and area sampling methods have 
been proposed to reduce the number of samples and 
computational time to a certain extent [4-5]. 
The stochastic response surface method (SRSM) is a 
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recently developed technique which can provide an 
efficient and accurate estimation of structural reliability 
regardless of the complexity of the failure process. The 
SRSM approximates the true limit state function using 
sampling and explicit mathematical model (typically 
quadratic polynomials) of the random variables in-
volved in the limit state function. However the SRSM 
has the limitations when estimating the failure prob-
ability accurately in some problems with non-linear 
limit state functions and low failure probabilities [6-8]. 
Recent studies have investigated that neural network 
algorithm rapidly becomes a key research to approxi-
mate limit state function, and it is suitable for highly 
non-linear limit state function. In Ref. [9] neural net-
works is combined respectively with FORM and 
SORM to approximate implicit limit state function and 
solve the first-order and second-order partial deriva-
tives. In Ref. [10] neural network response surface is 
compared with other structural reliability methods. 
Deng and Zhu [11] combines finite element, neural net-
work and MCS to estimate the structural reliability of 
mining structure column and geotechnical engineering. 
In response to the implicity and nonlinearity of the 
limit state function, the reliability analysis based on 
directional importance sampling in combination with 
RBF neural network is used to improve the simulation 
efficiency, where the importance sampling density 
function is constructed, so that more sample points will 
draw belong to the failure domains, and accelerate the 
convergence of failure probability computation. Exam-
ple of structural reliability analysis for explosive bolts is 
given to illustrate that the proposed approach is applica-
ble to structural reliability analysis involving implicit, 
non-linear limit state function when it is compared to 
conventional methods such as crude MCS. 
2. Reliability Analysis Based on RBF Neural   
Network  
2.1. RBF neural network technology  
RBF neural network is a kind of three-layer feed- 
forward neural network, and the activation function 
which is obtained by RBF is non-linear [12-13], which is 
shown in Fig. 1. 
 
Fig. 1  RBF neural network model. 
RBF is used in the output from the ith neuron of 
hidden layer, which is given as follows: 
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norm, X input vector, ci  the center of the RBF of the 
ith neuron of hidden layer. And the Gaussian function 
is commonly described as  
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where iG is the width of the RBF of the ith neuron of 
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where wi is the weight coefficient of neural network. 
The first-order derivatives of the output function are 
computed by using the chain partial differentiation 
rule. 
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where xj and cij are respectively the jth components of 
vectors X and ci. 
2.2. Reliability analysis for RBF neural network 
The implicit limit state function can be simultane-
ously approximated through RBF neural network, then 
the method of RBF neural network based on FORM or 
SORM is used to calculate the failure probability [14-15] 
(see Fig. 2 in which P* is the design point, E the dis-
tance between the new design point and the origin, i.e., 
reliability index, and u1 and u2 are radom variables in 
standard normal space). 
 
Fig. 2  FORM and SORM. 
Supposing that X=[x1 x2 ··· xn]T is the basic 
n-dimensional random variables in the original coordi-
nate system, then vector Xƍ=[xƍ1 xƍ2 ··· xƍn]T represents 
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random variables which are equivalent standard normal 
space; the most probable point (MPP) vector of the 
original coordinate system is denoted by X*=[x*1 
x*2 ···  x*n]T, and the modified MPP vector is Xƍ*=[xƍ*1 
xƍ*2 ··· xƍ*n]T when it is shifted to standard normal space. 
The calculation steps of RBF neural network based on 
FORM are as follows. 
Step 1  Select random variables affecting the struc- 
tural reliability, specify the probabilistic characters, and 
define limit state function. 
Step 2  Assume that the initial design point is X*, 
the initial iteration point is taken as the mean point˖
* * * * *
1 2
T[ ]
j nx x x x
 " "P P P PXU , then calculate the cor-
responding value of the limit state function g (X*). 
Step 3  Compute the mean *
i
xP  and the variance 
*
i
xV of design point. The coordinates of the design point 
in the equivalent standard normal space are 
 
*
* i
i
i x
i
x
x
x
c  PV  (6) 
Step 4  Establish the limit state function model which 
is based on RBF neural network and calculate the par-
tial derivatives of design point using RBF neural net-
work
*
ix
gw
wX . 
Step 5  In the standard normal space, compute par-
tial derivatives of the limit state function: 
 *
** i
ii
x
xx
gg
c
§ ·ww  ¨ ¸wcw © ¹
V
XX
 (7)
Step 6  Calculate the value of the new design point 
in the standard normal space using the following equa-
tion: 
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where ( )*kg cX and ( )*kg c X are respectively the value 
and gradient vector of the limit state function in the kth 
iteration at *kcX  and T* * * *1 2 .k k k nkx x xc ª º c c c¬ ¼"X  
Step 7  Calculate the distance between the new de-
sign point and the origin: 
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where the calculation accuracy is presented in the fol-
lowing expression: 
 1k kE E E H'     (10) 
Step 8  Compute the new design point in the ori- 
ginal coordinate system˖ 
 * *
i i ii x x
x xP V c   (11) 
Calculate the function values of limit state equation 
at the new design point until it satisfies the desired 
accuracy when the neural network approximates the 
true limit state function. 
3. MCS with Importance Sampling Based on RBF 
Neural Network  
3.1. MCS with directional importance sampling  
At present, the MCS method which is based on the 
probability theory and mathematical statistics is to cal-
culate the structure reliability by stochastic simul- 
ation. The costs involved in estimating probabilities 
may be extremely high and even prohibitive by crude 
MCS for low-failure probability and high dimensions 
which needs a large number of samples (see Fig. 3). 
 
Fig. 3  Crude Monte Carlo illustrated in standard normal 
space. 
MCS with importance sampling (MCIS) and direc-
tional sampling are two significant methods for im-
proving sampling efficiency. The basic idea of MCIS is 
generating samples which are dropped into the areas 
lying in the failure domain by establishing the impor-
tance sampling density function [16-17]. And the direc-
tional sampling is to estimate the failure probability by 
reducing dimensions, which has higher sampling effi-
ciency when limit state surface is spherical or nearly 
spherical. MCS with directional importance sampling 
(MCDIS) integrates the above advantage, constructing 
a key direction of sampling density function, and 
makes more sample points of the importance direc-
tional sampling density function draw belong to the 
failure domain. 
Set the random variables of Cartesian coordinates as 
X=[x1 x2 ··· xn]T, which can be presented as X=RA un-
der the polar coordinate system, where R is polar ra-
dius, A the unit direction vector corresponding to vec-
tor X . In polar coordinate system, the failure probabil-
ity can be expressed as 
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where H(a) is the directional sampling density function 
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under polar coordinate system, a the value of vector A 
in polar coordinte system, MRA(r,a) the joint probability 
density function of R and A, r(a) the distance from 
origin to design point of limit state surface, fA(·) the 
probability density function of A. 
Eq. (12) can be converted into Eq. (13)˖ 
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The variance of the expectation of the failure prob-
ability can be described by 
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3.2. Reliability analysis for RBF neural network 
The key issue of MCDIS is to construct the optimal 
importance sampling density function whose point is 
closer to the failure domain, and the center of sampling 
density function is moved to the MPP of limit state 
function in order to ensure that the random samples 
have larger proportion to draw belong to the failure 
region, thus the failure probability converges on the 
true value faster
For the issue of high-dimensions and low-failure 
probabilities including implicit and highly nonlinear 
limit state function, FORM or SORM is not feasible to 
calculate MPP. Therefore, it approximates unknown 
implicit limit state function by using RBF neural net-
work, then computes the MPP (Calculation process is 
introduced in detail in Section 1.1). Then, the center of 
the importance sampling density function is chosen at 
the MPP in order to compute the structure reliability. 
There are two approaches which determine whether the 
circulation is ended. One is that the circulation is ter-
minated when the sampling number reaches the thresh-
old which is given according to the calculation accu-
racy, and the other is that the circulation is suspended 
when the coefficient of variation of failure probability 
is less than the given threshold, then the second one is 
used in this paper. The details are as follows. 
Step 1  Set the upper bound Umax of variation coef-
ficient for failure probability and specify the initial 
value i=0. 
Step 2  The MPP X*k which is calculated by the kth 
is obtained through the approach of RBF neural net-
work-based FORM in Section 1.2. 
Step 3  Determine the sampling direction. The MPP 
X*k is chosen as the center of sampling, and the sam-
pling direction is that *
jv k
P  X ˈ *
k
V V 
x . 
Step 4  The sampling density function HA(a) is es-
tablished by 
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Step 5  Generated the random sample Ɨi=[ai1 ai2 ··· a in] 
subject to the distribution of sampling density function 
which is constructed by Step 4.   
Step 6  Calculate the limit state function g(Ɨi), when 
g(Ɨi)>0, IF(Ɨi)=0, or else, IF(Ɨi)=1. 
Step 7  Calculated the failure probability and coeffi-
cient of variation, while number of iteration is i, the 
failure probability is given by 
2 2
Ff ,
1
( )1ˆ [1 ( ( ))] ( )
( )
i
j
n j ji
jj
f
IP
HN  
­ ½° ° ® ¾° °¯ ¿¦ F
A
A
a
r a a
a  (17)
 
The coefficient of variation of failure probability is 
given by 
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Step 8  The iteration is stopped if fPU < maxU , or 
else the above steps are repeated. 
Step 9  The failure probability with MCDIS based 
on RBF neural network is gained through the above 
steps. 
Similarly, the circulation can be carried out when the 
sampling number is given according to the calculation 
accuracy H, and the sampling number is given by 
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Calculate the failure probability using Eq. (14). 
More sample points draw belong to the failure do-
main by combining RBF neural network with MCDIS 
and sampling efficiency has been improved, just as  
Fig. 4 shows. 
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Fig. 4  MCS by RBF neural network and directional impor-
tance sampling. 
4. Reliability Evaluation of Explosive Initiating 
Device 
4.1. Explosion mechanics FEA analysis 
The desired structural reliability of a carrier rocket 
booster separation task is 0.999 9. Explosive bolt is 
used as separation device, and the structure is shown in 
Fig. 5. 
 
Fig. 5  Sketch of explosive bolt shaped charge. 
The operating course of the separation device is the 
action process of the detonation wave under strong 
dynamic load. Heat generation is considered in detona-
tion wave rather than shockwave in mathematical de-
scription. Shockwave propagation equation mainly in-
cludes state equation and conservation equation [18-20]. 
State equation is used to express the function rela-
tionships of pressure, density and internal energy under 
different conditions for solid or liquid, and it is crucial 
for the accuracy of the calculation results to choose the 
state equation and the corresponding parameters. There 
are generally two kinds of state equations for explosion 
product [21-22]. 
1) State equation without explicit chemical reaction 
The most common one is the JWL equation and it is 
expressed as  
1 2
1 2
1 1e eR V R V Ep A B
R V R V V
Z Z Z § · § ·   ¨ ¸ ¨ ¸© ¹ © ¹  (21) 
where V=v/v0 (v0 is the initiating volume of gas state 
detonation product, and v the volume of explosive 
process) is the relative volume of explosive process. A, 
B, R1, R2 and Z are constants, which vary with density 
change. E is specific heat capacity of the mechanical 
energy. 
2) State equation with explicit chemical reaction 
Detonation product is a mixture of many compo-
nents whose state equation requires chemical equilib-
rium. The following BKW equation is given by 
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where xi is the mole share of the ith component, and Dǃ
E, K, T and ki are coefficients. The initial detonation 
pressure can be calculated as follows: 
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4.2. Detonation simulation analysis for explosive bolt 
with FEA 
Finite element model of explosive bolts can be es-
tablished with ANSYS, by which an input K file of 
LS-DYNA can be obtained. Then the explosive mate-
rial model MAT_HIGH_EXPLOVIE0_BURN, state 
equations EOS_JWL of explosive material, air material 
model MAT_NULL and metal material model 
MAT_PLASTIC_KINEMATIC can be respectively 
gained. All material parameter models are measured 
from the actual object. Characteristic parameters of 
explosive are shown in Tables 1-2. 
Table 1  Parameters of equation of state model for detonation 
A B R1 R2 Z 
6.113 0.106 5 4.4 1.2 0.32 
Table 2  Characteristic parameters of detonator 
Density/(g·cm3) Detonation velocity/(m·s1) Detonation pressure/GPa
1.799 8 718 30.5 
 
Arbitrary Lagrangian equation (ALE) coupling 
method is used to conduct the calculation of explode 
simulation. Hexogen explosive and air use Euler unit, 
while body of bolt and piston rod use Lagrange grid-
dling. Surface to surface touch is defined between 
body of bolt and piston rod, and the ‘live-die unit’ 
technology is adopted for the body of the bolt. The 
result of FEA can be seen in Fig. 6. 
The initial detonation pressure of explosive bolt is 
9.6 GPa calculated by Eq. (21). Detonation pressure 
curve of simulation model is shown as Fig. 7, and the 
initial detonation pressure is 9.5 GPa. The test result of 
explosive bolt is shown in Fig. 8. 
Calculated result of explosion mechanics theoretical 
formula is almost identical to the value of explosion 
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simulation pressure in Fig. 8. 
 
Fig. 6  Structure principal stress contour. 
 
Fig. 7  Curve of explosive pressure with time  
(Element A363). 
 
Fig. 8  Result of explosive bolt experiment. 
4.3. Reliability simulation analysis for explosive bolt 
1) The definition of limit state function and prob-
abilistic characters of random variables. 
The model of stress and strength interference is ap-
plied to computing the separating failure probability of 
explosive bolt and the limit state function is defined as  
 FZ S V   (24) 
where S=f (A, B, R1, R2, Z, D, pd, E0) is the element 
maximum equivalent stress of incision groove bottom 
of bolt, which can be calculated by LS-DYNA, D the 
detonation velocity, pd the detonation pressure, VF the 
ultimate tensile strength of bolt, E0 the explosive heat 
capacity of mechanical energy, and A, B, R1, R2 and Z  
are parameters varying with explosive density change. 
As is shown in Fig. 9, Z >0 responds to safe domain 
while Z<0 responds to failure domain. In Fig. 9, fR,S is 
the joint probability density function. 
The probabilistic characters of random variables are 
in Table 3. 
2) Reliability simulation analysis 
Since the limit state function of separation failure  
 
Fig. 9  Limit state space for explosive bolt shaped charge. 
Table 3  Probabilistic characters of random variables 
Sequence 
number 
Random 
variable Mean 
Coefficient of 
variation Distribution
1 A 6.113 0.05 Normal 
2 B 1.065 0.05 Normal 
3 R1 4.4 0.05 Normal 
4 R2 1.2 0.05 Normal 
5 Z 3.2 0.05 Normal 
6 D 8 718 m/s 0.05 Normal 
7 pd 30.5 GPa 0.10 Normal 
8 S 1 080 MPa 0.06 Normal 
9 E0 8×107 MPa 0.05 Normal 
 
probability of explosive bolt is implicit and highly 
nonlinear associated with random variables, it is diffi-
cult to calculate failure probability by using FORM 
and SRSM. The method of MCDIS combined with 
RBF neural network is used to compute high-dimen-
sion and low-failure probability of explosive bolt 
separation, and the applicability is verified compared 
to crude MCS. 
Eq. (21) shows that the maximum equivalent pres-
sure of explosive bolt is response variable and it can be 
calculated by FEA. 
A, B, R1, R2, Z, D, pd and E0 are design variables, 
and limit state function is implicit and non-linear. Limit 
state function can be approximated by three-layer RBF 
feed-forward neural network. 
The number of neurons for input layer of neural
network is eight and there are seventeen hidden layers, 
one output layer. The number of neural network train-
ing set is 50. The relation between root mean square 
error (RMSE) of neural network output vector and the 
number of training epochs is shown in Fig.10. 
 
Fig. 10  RMSE of training set and the number of training epochs. 
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Fig. 10 indicates that the lowest RMSE of the output 
vectors in the training set can be reached after eight 
training epochs, although the RMSE of training set 
becomes smaller and smaller as the training epoch in-
creases. 
The relation between training error and the number 
of epochs is shown in Fig. 11. 
 
Fig. 11  Training errors vs number of epochs. 
The calculated values of limit state function by FEA 
and the predict results of training RBF neural network 
are listed in Table 4. 
Table 4  Calculated values (FEA) of limit state function 
vs the predict ones by RBF neural network 
FEA calculated 
value 
Neural network predicted 
value Relative error/	
6.765 2 6.761 2 0.059 1 
7.826 4 7.835 6 –0.117 6 
–3.806 4 –3.812 1 –0.149 7 
9.321 3 9.325 6 –0.046 1 
8.348 9 8.346 5 0.028 7 
8.321 1 8.327 7 –0.079 3 
5.636 1 5.623 7 0.220 0 
–2.329 0 –2.325 8 0.137 3 
4.321 0 4.332 3 –0.261 5 
3.375 2 3.373 2 0.059 3 
6.687 2 6.685 6 0.023 9 
5.326 1 5.311 9 0.266 6 
–0.981 7 –0.982 3 –0.061 1 
3.328 9 3.327 6 0.039 1 
7.081 5 7.078 9 0.036 7 
5.585 0 5.587 6 –0.046 6 
1.320 9 1.319 8 0.150 5 
8.201 8 8.206 5 –0.057 3 
3.621 3 3.620 9 0.011 0 
6.037 0 6.036 2 0.013 3 
 
From Table 4, it can be seen that the error of the 
limit state function values which is calculated by the 
RBF neural network is small compared to the calcu-
lated values by FEA, so the implicit limit state function 
of explosive bolt can be approximated by RBF neural 
network. 
Then separation failure probability of explosive bolt 
can be calculated using MCDIS approach, which is 
compared to crude MCS method based on RBF neural 
network (see Fig.12 and Table 5). 
From Fig.12 and Table 5, it can be seen that  
1) The number of MCDIS based on RBF neural 
network is 18 000 compared to 50 000 with crude MCS 
method when coefficients of variation of failure prob-
ability are similar obtained with both methods. 
 
Fig. 12  Reliability index, mean value and coefficient of 
variation of failure probability vs the number of 
simulation based on a trained RBF neural network. 
Table 5  Simulation results with different methods 
Crude MCS based on RBF  
neural network 
MCDIS based on RBF  
neural network 
Reliability  
value 
Sampling 
number 
Reliability  
value 
Sampling  
number 
0.980 8 50 000 0.981 2 18 000 
 
2) The results which are gained by the above meth-
ods are almost the same, and the relative error is 
0.04	, which can be seen that the efficiency with 
MCDIS based on RBF neural network is more than 
crude MCS method. 
Fig.13 shows the reliability-based design sensitivity 
analysis of parameters influencing the reliability of bolt 
separation. It involves studying the dependence of the 
failure probability on design parameters, which can 
reflect the trend of the failure probability with respect 
to the design parameters, and it will provide useful 
information for design sensitivity analysis. Generally 
the design sensitivity of limit state function is analyzed 
by finite difference method, and the design sensitivity 
of explosive bolts can be calculated by the method in- 
 
Fig. 13  Result of parameter sensitivity. 
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troduced in Ref. [23]. The brunet histogram represents 
the sensitivity of mean value for random variables, 
while light-colored histogram represents the sensitivity 
of standard deviation for random variables. 
Obviously, the reliability R of explosive bolts is very 
sensitive to detonation pressure pd. R goes up to 0.999 96 
when the pd value goes up to 39.2 GPa, so detonation 
pressure needs to be controlled very carefully. Finally, 
R is not sensitive to the standard deviation of each pa-
rameter except pressure. After the improvement of pa-
rameter design, the reliability R of explosive bolts is 
more than 0.999 9, which satisfies the requirements of 
reliability. 
5. Conclusions 
1) The RBF neural network is used to approximate 
the implicit limit state function, the MPP of limit state 
function is obtained using chain partial differentiation 
rule, and MPP satisfies the accuracy requirement 
through the iterative algorithm. 
2) Importance sampling density function is estab-
lished, and it is improved by shifting the location of 
sampling center close to MPP, so that more sample 
points can draw belong to failure domain, which accel-
erates convergence of failure probability calculation, 
and improves simulation efficiency compared to crude 
MCS approach. 
3) The example of explosive bolt separation has 
been analyzed to illustrate the proposed method. It in-
dicates that the calculation accuracy produced by using 
MCDIS in combination with RBF neural network and 
crude MCS is almost the same. However simulation 
efficiency of proposed method is more than crude 
MCS, and it reduces the frequency of the FEA compu-
tation. Moreover, the level of reliability for explosive 
bolt is significantly affected by the distribution of the 
detonation pressure through the analysis of the reliabil-
ity-based design sensitivity. 
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