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We report an efficient algorithm using density fitting for the relativistic complete active space self-consistent
field (CASSCF) method, which is significantly more stable than the algorithm previously reported by one of
the authors [J. E. Bates and T. Shiozaki, J. Chem. Phys. 142, 044112 (2015)]. Our algorithm is based on the
second-order orbital update scheme with an iterative augmented Hessian procedure, in which the density-fitted
orbital Hessian is directly contracted to the trial vectors. Using this scheme, each microiteration is made less
time consuming than one Dirac–Hartree–Fock iteration, and macroiterations converge quadratically. In addition,
we show that the CASSCF calculations with the Gaunt and full Breit interactions can be efficiently performed
by means of approximate orbital Hessians computed with the Dirac–Coulomb Hamiltonian. It is demonstrated
that our algorithm can also be applied to systems under an external magnetic field, for which all of the molecular
integrals are computed using gauge-including atomic orbitals.
I. INTRODUCTION
It has long been recognized that special relativity plays an
important role in chemistry, especially when heavy elements
are present.1–4 The many-body relativistic quantum mechan-
ics can be accurately captured using the Dirac–Coulomb–
Breit Hamiltonian
HˆDirac =
∑
i
[
c2(β − I4) + c(α · pˆi) + Vˆi
]
+
∑
i< j
Vˆi j, (1)
Vˆi j =
1
ri j
− αi · α j
ri j
−
[
(αi · ∇i)(α j · ∇ j)ri j
]
2
, (2)
where α and β are Dirac’s matrices, pˆ is the momentum oper-
ator, and c is the speed of light. The second and third terms
in Eq. 2 are called the Gaunt and gauge terms, respectively;
by neglecting either the gauge term or both we can obtain
the Dirac–Coulomb–Gaunt and Dirac–Coulomb Hamiltoni-
ans. In practice, since we are interested in the electronic states,
the Hamiltonian will be projected to the electronic manifold:
Hˆele ≈ PˆHˆDiracPˆ. (3)
There have been many studies to develop such a projec-
tor. For example, the exact two-component (X2C) Hamil-
tonian can be obtained by a transformation that block-
diagonalizes the one-electron Dirac Hamiltonian; the trans-
formation is usually applied in an approximate way to the
two-electron operator.5–7 A number of other two compo-
nent approaches have also been developed.8–12 The Dirac–
Hartree–Fock method and subsequent no-pair projection im-
plies a projector that block-diagonalizes the mean-field Fock
operator.13–21
Likewise, the no-pair projection based on the complete ac-
tive space self-consistent field (CASSCF) method22–24 decou-
ples the Dirac equation at the CASSCF level, which we advo-
cate in this work. The advantage of using the CASSCF-based
projector is that it allows for unambiguous treatment of the
two-electron operator, including the Gaunt and Breit terms if
necessary. When one performs multireference electron corre-
lation methods for heavy-element complexes, it is natural to
use this projector because the cost of Dirac CASSCF is usu-
ally marginal compared to the multireference electron corre-
lation treatment (such as second-order perturbation and con-
figuration interaction25) in terms of both operation counts and
memory requirements. We note in passing, however, that our
formulation and programs reported herein are equally appli-
cable to any relativistic Hamiltonians.
Prior to this work, a second-order four-component rel-
ativistic CASSCF algorithm without explicit construction
of the entire Hessian matrix has been studied by Jensen
and co-workers.22,23 An efficient algorithm for quasi-second-
order relativistic CASSCF based on density fitting has
been reported by one of the authors.20,24 Relativistic
CASSCF algorithms have also been developed with a two-
component projection26–29 or only scalar relativistic inter-
actions included.30,31 The density fitting approximation and
similar techniques have also been used in non-relativistic
CASSCF algorithms.32,33 This work combines these develop-
ments and reports an efficient algorithm for second-order four-
component relativistic CASSCF using density fitting. Our al-
gorithm is optimized such that neither Hessian elements nor
four-center integrals (except for those with four active in-
dices) are constructed. The resulting code is also applicable to
molecules under a magnetic field, for which we use the gauge-
including atomic orbitals34–37 to remove the gauge origin de-
pendence of the results. All of the programs have been imple-
mented in the BAGEL package,38,39 which is openly available
under the GNU General Public License.
II. THEORY
We hereafter use the following orbital index notations: i
and j label closed orbitals; r, s, t, and u label active orbitals; a
and b label virtual orbitals; and x and y are general molecular
orbitals (MOs). µ and ν are scalar atomic orbitals.
The CASSCF wavefunction is parametrized using the
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|Ψ(C)〉 =
∑
I
cI |I(C)〉, (4)
where each |I(C)〉 is a Slater determinant. The determina-
tion of the cI-coefficients has been described elsewhere;24 this
work is concerned with the optimization of the MO coefficient
matrix C.
A. Augmented Hessian for complex minimax problems
In this section, the augmented Hessian approach (with scal-
ing) for orbital updates is reviewed. The details on the aug-
mented Hessian algorithm for real variables have been de-
scribed in depth, for instance, in Ref. 40. They have also
been studied in a slightly different form in Ref. 23. There are
extensions of this approach for non-relativistic CASSCF,41–44
which can similarly be translated to relativistic counterparts.
The MO coefficients are parameterized using an anti-
Hermitian unitary generator X,
C = Cref exp (X) (5)
Xxy =
{
κxy x > y
−κ∗yx x < y (6)
The collection of κxy and κ∗yx appearing in the expression for
X is denoted in the following as column vectors κ and κ∗. The
Hessian matrix for the CASSCF energy with respect to the
rotation parameters κ and κ∗ is
H =

∂2E
∂κ∗∂κ
∂2E
∂κ∗∂κ∗
∂2E
∂κ∂κ
∂2E
∂κ∂κ∗
 , (7)
where the Hessian elements are evaluated at κ = κ∗ = 0. The
Hessian matrix is complex and Hermitian. Note that we intro-
duced a matrix notation for the subblocks of the Hessian,(
∂2E
∂κ∗∂κ
)
xy,x′y′
=
∂2E
∂κ∗xy∂κx′y′
. (8)
For a multi-state orbital optimization, we substitute the state-
averaged CASSCF energy for E throughout this derivation.
Using a pair of trial vectors for a set of κ and κ∗, namely sI
and sJ with sI = (tTI t
†
I )
T , its subspace representation can be
shown to be
HIJ ≡ s†IHsJ = 2Re[t†IσJ], (9)
where we defined the σ vector as
σI =
∂2E
∂κ∗∂κ
tI +
∂2E
∂κ∗∂κ∗
t∗I . (10)
The right-hand side of Eq. (10) should be understood as
matrix–vector multiplications. It is important to recognize
that the subspace Hessian matrix is real and symmetric.
Given this expression, the subspace representation of the
augmented Hessian matrix can be easily obtained. The aug-
mented Hessian is defined as
H′ =

0
(
∂E
∂κ
)T (
∂E
∂κ∗
)T
∂E
∂κ∗
1
λ
∂2E
∂κ∗∂κ
1
λ
∂2E
∂κ∗∂κ∗
∂E
∂κ
1
λ
∂2E
∂κ∂κ
1
λ
∂2E
∂κ∂κ∗

(11)
where λ is an appropriately chosen scaling factor to control the
step size (see below). We iteratively diagonalize this matrix to
determine the correction vector ∆κ:
H′
 1λ∆κ
λ∆κ∗
 = ε
 1λ∆κ
λ∆κ∗
 (12)
The first trial vector is s′0 = (1 0 0)
T . The other trial vectors
are written as s′I = (0 t
T
I t
†
I )
T . Using the above definition of
σI , one can show that the subspace representation of H′ (i.e.,
H′IJ = s
′†
I H
′s′J) can be written as
H′IJ =

0 I = J = 0
2Re
[
t†I
∂E
∂κ∗
]
I , 0 and J = 0
2Re
[
t†J
∂E
∂κ∗
]
I = 0 and J , 0
2
λ
Re
[
t†IσJ
]
otherwise
(13)
which is a real symmetric matrix. The lowest eigenvalue of
the subspace matrix, ε, is related to the denominator shift
in the determination of the correction vector. The associated
eigenvector elements {cI} define the optimal linear combina-
tion of the trial vectors, ∆κ ≈ 1
λ
∑
I≥1(cI/c0)tI , from which the
residual vector is computed. A new trial vector is then gener-
ated from the residual vector. This procedure is repeated until
convergence is achieved.
The value of λ in Eq. (11) is chosen such that the step size
s = |∆κ(λ)| is maximized within the acceptable maximum step
size smax. In each microiteration, we first diagonalize the aug-
mented Hessian matrix [Eq. (13)] and calculate the step size
s. If the step size is larger than smax, we iteratively find the
optimal value for λ. When s is larger than smax, we set λ
to be s/smax; otherwise λ is linearly interpolated using two
previous values. When s ≤ smax and |s − smax| < 0.01smax
are achieved, we consider the value of λ to be optimal. As
pointed out in Ref. 31, as long as the product λε is larger than
the negative eigenvalues of the Hessian associated with the
rotations between electronic and positronic orbitals (which is
practically always the case), the shifted Hessian, H − λε, has
the right eigenvalue structure. Therefore, this procedure can
be applied to minimax optimization in relativistic CASSCF
without problems.
3The eigenvalue problem for the augmented Hessian does
not have to be solved very accurately, especially when the or-
bital gradients are large; we typically converge the microit-
eration till the root mean square (RMS) of the residual vec-
tor becomes either four orders of magnitude smaller than the
step size or half of the convergence threshold specified for the
macroiterations, whichever is greater.
B. Three-index integral transformation using density fitting
Here, we recapitulate the density fitting algorithms for four-
component relativistic methods that have been reported in
Ref. 20. Density fitting approximates the scalar four-index
two-electron integrals as
(µwνw|µ′w′′ν′w′′′ ) ≈
∑
γδ
(µwνw′ |γ)(J−1)γδ(δ|µ′w′′ν′w′′′ ). (14)
in which γ and δ are the auxiliary functions, and w (w = l, x,
y, and z) denotes the basis component,
φr,w(r) =

φr(r) w = l,
∂φr(r)
∂w
w = x, y, z.
(15)
The scalar integrals (γ|µwνw′ ) are real. For the Coulomb inter-
action, the four-component forms of the three-index integrals
can be calculated from these scalar integrals as
(γ|µXνY ) =
∑
ww′
kww
′
XY (γ|µwνw′ ), (16)
in which X and Y label L+, L−, S +, and S −. The prefactor kww′XY
is due to the use of the so-called restricted kinetic balance and
is determined by
kww
′
XY = ξ
†
Xη
w†ηw
′
ξY . (17)
where ξX is a unit vector, ξX = (δX,L+, δX,L−, δX,S+, δX,S−)T ,
and ηw is a 4 × 4 matrix,
ηl =
(
I2 02
02 02
)
, ηx = − i
2c
(
02 02
02 σx
)
,
ηy = − i
2c
(
02 02
02 σy
)
, ηz = − i
2c
(
02 02
02 σz
)
. (18)
The details on these expressions as well as their extensions in-
clude the Gaunt or full Breit operator can be found in Ref. 20.
In practice, the half index transformation of the three-
electron integrals is efficiently performed as
(γ|iνY ) =
∑
X
∑
ww′
∑
µ
kww
′
XY (γ|µwνw′ )CX∗µi . (19)
where CXνi is the X block of the molecular coefficient matrix
(X = L+, L−, S +, or S −). Note that the scalar three-index
integrals (γ|µwνw′ ) are computed at the beginning of the cal-
culation and stored in memory; therefore, this step consists
merely of matrix–matrix multiplications and appropriate post-
processing. The second index transformation is simply
(γ|ia) =
∑
Y
∑
ν
(γ|iνY )CYνa. (20)
These transformed integrals are extensively used in the rela-
tivistic CASSCF algorithm. In the following, we also use the
notation
(γJ|iνY ) =
∑
δ
(J−1)γδ(δ|iνY ) (21)
for three index integrals that are multiplied by the metric in-
verse. All of the programs for index transformation are paral-
lelized in our code.
C. Working equations using density fitting
In this section, we explicitly note all of the working equa-
tions for contracting the Hessian matrix and a trial vector
[Eq. (10)] using the density fitting approximation. Each sub-
block of the Hessian matrix can be derived by a double com-
mutator,
∂2E
∂κ∗∂κ
∣∣∣∣∣∣
κ=κ∗=0
=
1
2
∂2
∂κ∗∂κ
〈0|[[Hˆ, Xˆ], Xˆ]|0〉 (22a)
∂2E
∂κ∗∂κ∗
∣∣∣∣∣∣
κ=κ∗=0
=
1
2
∂2
∂κ∗∂κ∗
〈0|[[Hˆ, Xˆ], Xˆ]|0〉 (22b)
where Hˆ is the chosen relativistic Hamiltonian and Xˆ is the
orbital rotation generator,
Xˆ =
∑
x>y
[
κxyEˆxy − κ∗xyEˆyx
]
. (23)
To determine the sigma vector, we then contract the trial vec-
tor and its conjugate, txy and t∗xy, with the appropriate blocks
of the Hessian matrix as indicated in Eq. 10.
The optimized working equation is written in the matrix
form so that it maps naturally to the level-3 BLAS functions.
It reads
2σVA = 2fVV tVAdAA − tVA(dAAfAA + fAAdAA)
− tVCFCA + FVCtCA − tVCfCAdAA − 2fVCtCAdAA
− tVA(QAA + QAA†) − tVCQCA + 2RVA + 2LVAdAA
(24a)
2σCA = 2tCAFAA + 2tVC†FVA − tCA(dAAfAA + fAAdAA)
− 2FCCtCA + FCV tVA + 2fCCtCAdAA − 2fVC†tVAdAA
− tVC†fVAdAA − tVC†QVA − tCA(QAA + QAA†) − 2RCA
+ 2LCA − 2LCAdAA + 2MCA (24b)
2σVC = −2tVCFCC − tVAFAC + 2FVV tVC + 2FVAtCA†
− fVAdAAtCA† − tVAdAAfAC − tVAQCA† −QVAtCA†
+ 2LVC + 2MVC (24c)
4in which the submatrices of the trial and σ vectors are defined
as
(tVC)ai = tai, (tCA)ir = t∗ri, (t
VA)ar = tar, (25a)
(σVC)ai = σai, (σCA)ir = σ∗ri, (σ
VA)ar = σar. (25b)
Note the closed–active blocks are defined with their complex
conjugates. The superscripts V , A, and C denote virtual, ac-
tive, and closed orbitals. The matrix notation of the density
matrix within the active space is
(dAA)rs = γ∗rs. (26)
where use of the complex conjugate simplifies the working
equations. The state-averaged density matrix is substituted
for multi-state calculations.
We also introduced the closed and generalized Fock opera-
tor (f and F, respectively) in the MO basis,
f = h + g(γclosed), (27a)
F = f + g(γact), (27b)
in which h is the one-electron Hamiltonian and the g(γ) matrix
is the Coulomb and exchange part of the Fock operator associ-
ated with the density matrix γ, which can be calculated using
a standard Fock builder for the Dirac–Hartree–Fock method.
The submatrices of the Fock operators are also defined simi-
larly as (fCC)i j = fi j, (FCC)i j = Fi j, and so on.
The Q vectors in Eq. (24) are defined as
(QCA)ir =
∑
stu
(is|tu)Γrs,tu (28a)
(QAA)r′r =
∑
stu
(r′s|tu)Γrs,tu (28b)
(QVA)ar =
∑
stu
(as|tu)Γrs,tu (28c)
in which Γ is the two-particle density matrix within the active
space. We further define the R vector, whose matrix form is
(RVA)ar =
∑
stu
[(as|tu¯) + (as|t¯u) + (as¯|tu)] Γrs,tu (29a)
(RCA)ir =
∑
stu
[(is|tu¯) + (is|t¯u) + (is¯|tu)] Γrs,tu, (29b)
using the t-weighted coefficient matrix that defines r¯,
Cµr¯ =
∑
a
Cµatar −
∑
i
Cµit∗ri. (30)
All of these quantities can be efficiently computed from
density-fitted molecular integrals.24
The L and M terms in Eq. (24) are defined using two sets
of t-transformed coefficients, r¯ and i˜, i.e., Cµr¯ above and
Cµi˜ =
∑
a
Cµatai +
∑
r
Cµrtri. (31)
Using these t-transformed coefficients, we evaluate the fol-
lowing half-transformed integrals,
(γ|i˜νY ) =
∑
X
∑
ww′
∑
µ
kww
′
XY (γ|µwνw′ )CX∗µi˜ , (32a)
(γ|r¯νY ) =
∑
X
∑
ww′
∑
µ
kww
′
XY (γ|µwνw′ )CX∗µr¯ , (32b)
(γ|rˇνY ) =
∑
r
(γ|s¯νY )γsr. (32c)
The L and M matrices are computed as Fock-like contribu-
tions,
LXYµν =
∑
γ
(γ|µXνY )
×
∑
δ
(J−1)γδ
∑
iµY ′
(δ|i˜µY ′ )CY ′µi +
∑
iµY ′
(γJ|iµY ′ )CY ′µi˜

−
∑
γi
[
(γJ|µXi)(γ|i˜νY ) + (γ|µX i˜)(γJ|iνY )
]
(33a)
MXYµν =
∑
γ
(γ|µXνY )
×
∑
δ
(J−1)γδ
∑
rµY ′
(δ|rˇµY ′ )CY ′µr +
∑
rµY ′
(γJ|rµY ′ )CY ′µrˇ

−
∑
γr
[
(γJ|µXr)(γ|rˇνY ) + (γ|µX rˇ)(γJ|rνY )] (33b)
These matrices are subsequently transformed to the MO basis,
which yield LCA, LVA, LVC , MCA, and MVC .
It is important to note that, in practice, the half-transformed
integrals (γJ|iνY ) and (γJ|aνY ) can be computed outside the
microiteration loop, because they do not depend on the trial
vector. The most expensive steps in each microiteration are
then the half transformation step with the t-weighted closed
orbitals [Eq. (32a)] and the Fock build using these integrals
[Eq. (33a)]. The cost of the other transformations that involve
active indices is almost negligible for large molecules. Since
the multiplication of the metric inverse to half-transformed in-
tegrals can be avoided, the cost of each microiteration is typ-
ically cheaper than one Dirac–Hartree–Fock iteration in our
program.
D. Approximate Hessian when the Gaunt and full Breit
interactions are used
In second-order CASSCF algorithms, the microiteration
does not have to be solved very accurately (i.e., the Hessian
elements can be slightly approximated), as long as the con-
vergence behavior of the macroiteration is not affected. This
is because the final CASSCF energies, which are defined as
the points where the orbital gradients vanish, remain the same
even when the Hessian is approximated. For instance, we may
take advantage of this by using loose thresholds for microiter-
ations as described above (Sec. II A). This has also been real-
ized in the context of non-relativistic density fitted CASSCF
5by Ten-no,32 who suggested using smaller fitting basis sets for
the Hessian elements used in the microiteration.
We introduce in this work an efficient scheme that is useful
for relativistic CASSCF calculations with the Gaunt or full
Breit interaction [i.e., calculations including the second and
third terms of Eq. (2)]. While many relativistic simulations
have been performed using the standard Coulomb operator,
the Gaunt and Breit terms have to be included in some of the
high-accuracy calculations since they introduce new types of
physical interactions (for instance, the direct spin–spin and
spin–other-orbit interactions). Though it has been shown by
one of the authors that the Gaunt and Breit terms can be
readily included in large-scale relativistic computations,20,45
they do increase the computational (and memory) cost sig-
nificantly, because one has to transform the three-index inte-
grals with large and small components. Therefore, it is pro-
posed that we calculate the Hessian elements using the Dirac–
Coulomb Hamiltonian, while the orbital gradients are calcu-
lated with the Gaunt or Breit terms included; in other words,
we replace Eq. (11) with
H′ =

0
(
∂E
∂κ
)T (
∂E
∂κ∗
)T
∂E
∂κ∗
1
λ
∂2EDC
∂κ∗∂κ
1
λ
∂2EDC
∂κ∗∂κ∗
∂E
∂κ
1
λ
∂2EDC
∂κ∂κ
1
λ
∂2EDC
∂κ∂κ∗

(34)
in which EDC is the CASSCF energy expression with the
Dirac–Coulomb interaction. This procedure allows us to re-
duce the cost of microiterations considerably. It will be shown
later that this procedure does not deteriorate the quadratic con-
vergence behavior.
E. Relativistic CASSCF with a magnetic field
When molecules are placed under an external magnetic
field, the interaction between molecules and the magnetic field
can be described by replacing the momentum operator p with
pi = p + A(r) where A(r) is the vector potential generated
by the external magnetic field; for a uniform field B in the
Coulomb gauge,
A(r) =
1
2
B × (r − rG), (35)
in which rG is the gauge origin. The interaction with a mag-
netic field breaks the time-reversal symmetry. Furthermore, to
remove the gauge origin dependence of the results, one has to
use the so-called gauge-including atomic orbitals (GIAOs) as
a basis:
φGIAOx (r) = φx(r) exp (−iA(R) · r) , (36)
in which R is the position of the basis function. The small
component basis functions are constructed using the restricted
magnetic balance relation,46–48 rather than the standard re-
stricted kinetic balance. The evaluation of molecular inte-
grals in relativistic calculations using the GIAOs have been
FIG. 1. Geometries of molecules used for benchmarking. (a) UCl6
(b) Dy(Acac)3(H2O)2 (c) U(H2BPz2)3
reported by Reynolds and Shiozaki,37 in which the compu-
tational cost of performing Dirac–Hartree–Fock calculations
with GIAOs has been shown to be almost identical to the one
with the standard basis sets, because the equations in the rela-
tivistic framework (even in the absence of magnetic fields) are
complex.
Here, we extended the relativistic CASSCF program de-
scribed above so that it can handle molecules placed under a
magnetic field. Since we do not utilize the time-reversal sym-
metry in the active FCI code and in the integral transformation
programs, this extension has been trivial; the only difference is
that we disable the time-reversal adaptation of the molecular
coefficient matrix when molecular coefficients are updated in
the macroiteration. It will be shown in the section below that
the rapid convergence is observed when starting from the or-
bitals obtained from the calculation without a magnetic field.
III. RESULTS
A. Convergence Benchmarks
To show the robustness of our algorithm, we present
the convergence behavior for a challenging system, the 49-
atom Dysprosium acetylacetone complex, Dy(Acac)3(H2O)2,
shown in Figure 1(b). The calculations used an active space
of 9 electrons in the 7 f -orbitals. For the Dirac–Coulomb
CASSCF calculation, initial guess orbitals were obtained from
a closed-shell Dirac–Hartree–Fock calculation performed on
the +9 cation and converged to a residual norm of 10−5 a.u.
The energy minimized in the orbital optimization was the av-
erage of the 16 states in the J = 15/2 multiplet. A mixed
ANO-RCC basis set49–51 was used for these benchmarks: the
uncontracted basis set was applied to the dysprosium atom,
the TZP contraction to all oxygen atoms, and the DZP con-
traction to the carbon and hydrogen atoms. The fitting basis
set used for light atoms was uncontracted TZVPP-JKFIT for
light atoms52 when the Dirac–Coulomb Hamiltonian is used.
For Breit calculations, one additional p, d, and f function was
added to the auxiliary basis set for C and O by multiplying the
exponent of the previous tightest function by 2.5. The fitting
basis set for Dy was generated by decontracting ANO-RCC,
generating an i-shell by copying the exponents from the ex-
isting h-shell, and then adding 4s, 4p, 7d, 8 f , 6g, 6h, and 5i
functions, each tighter than the last by a factor of 2.5. The aux-
6FIG. 2. Convergence of Dy(Acac)3(H2O)2 energy and residual with each Dirac CASSCF macroiteration. (a) Dirac–Coulomb Hamiltonian with
zero magnetic field, starting from loosely converged Dirac–Hartree–Fock orbitals. (b) Dirac–Coulomb–Breit Hamiltonian with zero magnetic
field, starting from the converged orbitals of (a). (c) Dirac–Coulomb Hamiltonian with a 20 T axial magnetic field, starting from the converged
orbitals of (a).
iliary basis for H and Dy was not changed between Coulomb
and Breit Hamiltonians. All calculations used a Gaussian dis-
tribution to represent the finite nuclear charge,53 and either
restricted kinetic or restricted magnetic balance for the small
component basis functions, as appropriate. All calculations
with magnetic field used a GIAO basis. The convergence
behavior was tested using tight convergence thresholds: the
residual norm was converged to 10−10 for the active CI part,
and the total convergence threshold was set to 10−8. The mi-
croiterations were converged to a residual norm of 10−4 multi-
plied by the step size, except for part (c) where this factor was
loosened to 5 × 10−3.
The convergence behavior of the new CASSCF algorithm
for the Dysprosium acetylacetone complex is illustrated in
Figure 2. The relative state-averaged energy and resid-
ual norm are plotted against the number of macroiterations
elapsed. Note that the initial CASSCF energy was higher by
many Hartrees than the converged energy due to the use of
poor initial guess orbitals. Even for this challenging case,
our program smoothly lowers the energy towards the solution;
once it reaches the quadratic region (at around 22nd iteration),
we observe the second-order convergence as expected. Fig-
ure 2(b) and (c) show the convergence behavior when either
the Breit operator or a 20 Tesla axial magnetic field is added,
using the converged orbitals from part (a) as the starting guess.
Both of these results show very rapid convergence to the solu-
tions, since the initial guess orbitals from the Dirac–Coulomb
calculation without a magnetic field were within the quadratic
region in each case.
B. Timing Benchmarks
Timing benchmarks have been performed on several
molecules containing heavy elements. The structures of the
three molecules used are shown in Figure 1. The small-
est molecule tested is the octahedral complex UCl6 with U-
Cl bond lengths of 2.42 Å for the singlet ground state.54
The point group symmetry was not used in the calcula-
tions. Two larger organometallic single-molecule magnets,
Dy(Acac)3(H2O)2 and U(H2BPz2)3, were also included in the
timing benchmarks. Both of these single-molecule magnets
were tested at their experimental structures,55,56 with hydro-
gen atom positions optimized using density functional the-
ory (DFT) with the PBE functional.57 The DFT optimization
was performed by the Turbomole package,58,59 and used the
def2-TZVPP basis set except for Dy and U atoms, which used
def-TZVPP with effective core potential.60–63 Resolution of
the identity DFT (RI-DFT) was used with the correspond-
ing RI-J auxiliary basis sets.64,65 The resulting molecular co-
ordinates are included in the supplementary material. The
calculations performed here are for the lowest 16 states in
Dy(Acac)3(H2O)2 and lowest 10 states in U(H2BPz2), which
correspond to the ground J = 15/2 and J = 9/2 multiplets.
In each case, CASSCF calculations were first started from
loosely converged Dirac–Hartree–Fock orbitals. Subsequent
calculations used these converged orbitals as the starting guess
and added another factor, be it the Gaunt or Breit interac-
tion, an external magnetic field, or a larger basis set or active
space. The orbital basis sets for each calculation were un-
contracted ANO-RCC basis sets for the central f -block atom
and contracted ANO-RCC basis sets for the ligands; the
TZP contraction was used for oxygen and chlorine atoms, and
the DZP contraction was used for hydrogen, carbon, boron,
7TABLE I. Average wall times, in seconds, for the molecules tested in this work. All timing benchmarks used two MPI processes per 16-core
compute node, with 8 threads per process.
Molecule Hamiltonian Active Closed Virtual Nodesa Microb Active FCI Macro
UCl6 Coulomb (6,6) 94 453 4 83.8 (11.8) 96.7 1133.1
Coulomb (12,12) 91 450 4 89.2 (34.1) 508.3 3613.5
Coulomb (6,6) 94 993 8 165.7 (12.5) 142.1 2289.4
Dy(Acac)3(H2O)2 Coulomb (9,7) 118 751 24 100.6 (17.7) 113.2 1984.8
Coulomb + Gaunt (9,7) 118 751 24 111.8 (17.3) 316.5 2537.9
Coulomb + Breit (9,7) 118 751 24 122.6 (17.3) 831.0 3359.0
Coulomb + Magnetic (9,7) 118 751 24 124.4 (15.0) 165.3 2123.2
U(H2BPz2)3 Coulomb (3,7) 160 764 48 122.0 (18.1) 162.1 2465.6
Coulomb + Gaunt (3,7) 160 764 48 128.4 (15.3) 389.9 2694.0
Coulomb + Breit (3,7) 160 764 48 143.6 (16.0) 1129.0 3912.2
a Each node consists of two Xeon E5-2650 2.00GHz CPUs (Sandy Bridge, 16 CPU cores per node; purchased in 2012) with InfiniBand QDR.
b The numbers in parentheses are the average number of microiterations per macro iteration.
and nitrogen.49–51,66 The auxiliary basis sets for density fit-
ting were the same as described in the previous section: un-
contracted TZVPP-JKFIT where possible and the large cus-
tomized fitting basis set for f -block elements. Whenever the
Gaunt or Breit interaction was included, the auxiliary basis for
C, B, N, O, and Cl atoms was supplemented by adding one
tighter p, d, and f function with an exponent 2.5 times higher
than the previous tightest function in the angular shell. An
overall convergence threshold for the residual norm of 10−7
was used, while the convergence threshold for active FCI was
set to 10−10. As in the convergence benchmarks in Sec. III A,
the convergence threshold for microiterations was normally
set to 10−4 multiplied by the step size, but this was loosened
to 5 × 10−3 when a magnetic field was applied. For calcula-
tions with the Breit operator, we reduced the memory cost by
splitting up the contributions of closed orbitals to the Fock op-
erator into smaller batches. (The default in BAGEL is to treat
up to 250 spin-orbitals simultaneously; this parameter was re-
duced to 150 for the Breit calculations.)
Each calculation was run to convergence, and the average
timings for each macroiteration are shown in Table I. The wall
times required for the average microiteration, macroiteration,
and active FCI part are shown for each calculation. The to-
tal cost of a macroiteration is slightly greater than the sum of
these contributions. The active FCI timing includes calcula-
tion of the closed Fock matrix with updated orbitals, iterative
solution for CI amplitudes, and computation of reduced den-
sity matrices. The total cost is generally dominated by the mi-
croiterations, with the active FCI part accounting for at least
60% of the remaining cost, followed by smaller costs asso-
ciated with the integral transformations and computation of
the Q vectors and orbitals gradients. The number of microit-
erations needed to obtain the Hessian varies substantially be-
tween calculations and sometimes from one macroiteration to
the next, while the other costs per iteration vary only slightly
throughout a calculation.
For UCl6, we tested two active spaces. The smaller ac-
tive space is that consisting of six electrons in six orbitals,
which correspond to t1u σ-bonding and antibonding orbitals
(although symmetry is not enforced). The larger active space
adds six more to incorporate pi-donation into the f -orbitals.
It was observed that the increase in the size of the active
spaces raised the per-iteration timing by more than a factor of
three, largely due to slower convergence in the iterative Hes-
sian solver. We also measured the timing for the smaller active
space with a large basis set generated by decontracting ligand
basis orbitals. The use of the large basis set increased the cost
of each step, but it did not lead to the same increase in the
number of microiterations.
Using the two larger molecules, we assessed the cost as-
sociated with the use of the Gaunt and Breit interactions.
The computational cost associated with each microiteration
increased by 5-12% for Dirac–Coulomb–Gaunt and approx-
imately 20% for Dirac–Coulomb–Breit. The higher cost of
the Breit operator is partly due to the sub-optimal division
of closed orbitals, which was necessary to reduce the mem-
ory cost so that the calculations could be run using the same
number of compute nodes. The cost of the active FCI part in-
creased substantially, by a factor of 2-3 for Gaunt and about
7 for Breit, largely due to the expense of computing the MO
Hamiltonians in the active space. When a magnetic field was
applied to Dy(Acac)3(H2O)2, we observed only a small in-
crease in cost owing to the use of complex atomic orbital ba-
sis functions. The numbers of microiterations for these test
cases are reported to be smaller than for the Dirac–Coulomb
calculations, but this is due to the fact that the starting orbitals
(which are the solutions of the Dirac–Coulomb calculations)
are of higher quality.
IV. CONCLUSIONS
We have developed an efficient algorithm for four-
component relativistic CASSCF, which is applicable to siz-
able systems and is significantly more stable than the previ-
ously reported density-fitted algorithm.24 The new algorithm
is based on the augmented Hessian updates using density fit-
ting. Each microiteration has been made slightly cheaper than
one Dirac–Hartree–Fock iteration. The working equation is
reported in Eq. (24), which is the main result of this work.
8We have also introduced a scheme to speed up the relativis-
tic CASSCF calculations with the Gaunt and full Breit terms
included in the Hamiltonian, in which the Hessian matrix el-
ements are computed with the Dirac–Coulomb operator. Fur-
thermore, we have shown that the code can be applied to sys-
tems under a magnetic field, in which gauge-including atomic
orbitals are used. All of the programs are parallelized using
both threads and MPI processes and are part of the BAGEL
program package distributed under the GNU General Public
License.
V. SUPPLEMENTARY MATERIAL
See supplementary material for the coordinates of the two
large molecules used for timing analysis, as well as for the
converged total energies obtained from the timing bench-
marks.
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