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Abstract
We propose a new globally convergent stochastic second order method. Our starting
point is the development of a new Sketched Newton-Raphson (SNR) method for
solving large scale nonlinear equations of the form F (x) = 0 with F : Rd → Rd.
We then show how to design several stochastic second order optimization methods
by re-writing the optimization problem of interest as a system of nonlinear equations
and applying SNR. For instance, by applying SNR to find a stationary point of a
generalized linear model (GLM), we derive completely new and scalable stochastic
second order methods. We show that the resulting method is very competitive as
compared to state-of-the-art variance reduced methods. Using a variable splitting
trick, we also show that the Stochastic Newton method (SNM) is a special case of
SNR, and use this connection to establish the first global convergence theory of
SNM. Indeed, by showing that SNR can be interpreted as a variant of the stochastic
gradient descent (SGD) method, we are able to leverage proof techniques of SGD
and establish a global convergence theory and rates of convergence for SNR. As
a special case, our theory also provides a new global convergence theory for the
original Newton-Raphson method under strictly weaker assumptions as compared
to what is commonly used for global convergence.
There are many ways to re-write an optimization problem as nonlinear equations.
Each re-write would lead to a distinct method when using SNR. As such, we believe
that SNR and its global convergence theory will open the way to designing and
analysing a host of new stochastic second order methods.
1 Introduction
One of the fundamental problems in numerical computing is to find roots of systems of nonlinear
equations such as
F (x) = 0, (1)
where F : Rd → Rd is a differentiable function. This includes a wide range of applications from
solving the phase retrieval problems [6], systems of polynomial equations related to cryptographic
primitives [2], discretized integral and differential equations [34], the optimal power flow problem [43]
and, our main interest here, solving nonlinear minimization problems. Most convex optimization
problems such as those arising from training a Generalized Linear Model (GLM), can be re-written
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as a system of nonlinear equations (1) either by manipulating the stationarity conditions or as the
Karush-Kuhn-Tucker equations1.
When dealing with non-convex optimization problems, such as training a Deep Neural Network
(DNN), finding the global minimum is often infeasible (or not needed [22]). Instead, the objective is
to find a good stationary point x such that∇f(x) = 0, where f is the total loss we want to minimize.
In particular, the task of training an overparametrized DNN (as they often are) can be cast as solving
a special nonlinear system. That is, when the DNN is sufficiently overparametrized, the DNN can
interpolate the data. As a consequence, if fi(x) is the loss function over the ith data point, then there
is a solution to the system of nonlinear equations ‖∇fi(x)‖2 = 0, ∀i.
By leveraging specialized methods for solving systems of nonlinear equations, and translating an
optimization problem to a system of nonlinear equations, we can develop new insights and methods
for optimization. One such specialized method for solving (1) is the Newton-Raphson (NR) method.
Each iteration of the NR method finds a root of a linearization of F (x) as follows
xk+1 = xk − γ (DF (xk)>)† F (xk) (2)
where DF (x) def= [∇F1(x) . . . ∇Fd(x)] is the Jacobian matrix,
(
DF (xk)>
)†
is the Moore-Penrose
pseudoinverse of DF (xk)> and γ > 0 is the stepsize.
The NR method is at the heart of many commercial solvers for nonlinear equations [34]. The success
of NR can be partially explained by its invariance to coordinate transformations, which in turn means
that the user does not need to tune any parameters (standard NR sets γ = 1). The downside of NR is
that we need to solve the linear system given in (2) which costs O(d3) when using a direct solver.
When d is large, this cost per iteration is prohibitive. Here we develop a randomized Newton-Raphson
method based on the sketch-and-project technique [14] which can be applied in large scale, as we
show in our experiments.
1.1 The sketched Newton-Raphson method
Our method relies on using sketching matrices to reduce the dimension of the Newton system.
Definition 1.1. We say that S ∈ Rd×τ is a sketching matrix if it is a random matrix sampled from
a certain distribution D. We refer to τ ∈ N as the sketch size.
Algorithm 1 SNR: Sketched Newton-Raphson
1: parameters: D = distribution of sketching matrix; stepsize parameter γ > 0
2: initialization: Choose x0 ∈ Rd
3: for k = 0, 1, · · · do
4: Sample a fresh sketching matrix: Sk ∼ Dxk
xk+1 = xk − γDF (xk)Sk
(
S>k DF (x
k)>DF (xk)Sk
)†
S>k F (x
k) (3)
5: return: last iterate xk
By sampling a sketching matrix Sk ∼ Dxk at the kth iteration, we can sketch (row compress) the NR
update and compute an approximate Sketched Newton-Raphson (SNR) step, see (3) in Algorithm 1.
We use Dx to denote a distribution that depends on a point x ∈ Rd, and allow the distribution of the
sketch matrix to change from one iteration to the next.
Because the sketching matrix Sk has τ columns, the dominating costs of computing the sketched
Newton step (3) are essentially linear in d. In particular, it costsO(τ3) to solve the τ×τ linear system
in (3) in Algorithm 1. Furthermore, DF (xk)Sk can be computed by using τ directional derivatives
of F (xk), one for each column of Sk. Using the reverse mode of automatic differentiation [8], these
directional derivatives cost τ evaluations of the function F (x).
1.2 Background and contributions
1Under suitable constraint qualifications [33]
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Stochastic second-order methods. There is now a concerted effort to develop efficient second-
order methods for solving high dimensional and stochastic optimization problems. Most recently
developed Newton methods fall into one of two categories: subsampling and dimension reduction.
The subsampling methods [12, 38, 4, 24, 47] and [1, 35]2 use mini-batches to compute an approximate
Newton direction. Though these methods can handle a large number of data points (n), they do
not scale well in the number of features (d). On the other hand, second-order methods based on
dimension reduction techniques such as [13] apply Newton’s method over a subspace of the features,
and as such, do not scale well in the number of data points. Sketching has also been used to develop
second-order methods in the online learning setting [18, 28, 5] and quasi-Newton methods [15].
Contributions. We propose a new family of stochastic second-order method called SNR. Each choice
of the sketching distribution and nonlinear equations used to describe the stationarity conditions,
leads to a particular algorithm. For instance, we show that the subsampling based Stochastic Newton
method (SNM) [25] and the dimension reduced method Randomized Subspace Newton (RSN) [13] are
both special cases of SNR. We provide a concise global convergence theory, that when specialized
to SNM gives its first global convergence result. Furthermore, the SNR family of methods are also
currently the only second-order methods that allow for any size sketch, which translates to any
mini-batch size for SNM or any sketch dimension for RSN, and has a global convergence theory. In
contrast, excluding SNM, the subsampled based Newton methods [12, 38, 4, 24, 47, 1, 35] rely on
high probability bounds that in turn require large mini-batch sizes 3. We detail the connection with
SNM in Section 5.1 and RSN in Section M in the supplementary material.
New method for GLMs. There exists several specialized methods for solving GLMs, including
variance reduced gradient methods such as SAG/SAGA [39, 9] and SVRG [19], and methods based
on dual coordinate ascent like SDCA [41], dfSDCA [40] and Quartz [36].
Contributions. We develop a specialized variant of SNR for GLMs. Our resulting method scales
linearly in the number of dimensions d and the number of data points n. We show in several
experiments that our method is very competitive as compared to state-of-the-art variance reduced
methods for GLMs.
Viewpoints of (Sketched) Newton-Raphson We show that SNR can be seen as SGD applied to an
equivalent reformulation of our original problem. We will show that this reformulation is always a
smooth and interpolated function [44, 29]. These gratuitous properties allow us to establish a simple
global convergence theory by only assuming that the reformulation is a star convex function 4. The
details of the SGD interpretation can be found in Section 3. We also show that SNR can be seen as a
type of Stochastic Gauss-Newton method or as a type of stochastic fixed point method, the details of
which are in Section B in the supp. material.
Classic convergence theory of Newton-Raphson. The better known convergence theorems for NR
(the Newton-Kantorovich-Mysovskikh Theorems) only guarantee local or semi-local convergence [34,
21]. Typically, we need an additional globalization strategy, such as damping sequences or adaptive
trust-region methods to guarantee global convergence of NR [10]. The only global convergence theory
that does not rely on such a globalization strategy, requires very strong assumptions on F (x) and its
derivatives, such as in the Monotone Newton Theorem [10].
Contributions. We show in Section L in the supp. material that our main theorem specialized to the
standard NR method guarantees a global convergence under strictly less assumptions as compared to
the Monotone convergence theorem. Furthermore, we give an explicit sublinear O(1/k) convergence
rate, as opposed to only an asymptotic convergence in the Monotone Newton Theorem. This appears
to have not been known before since, as stated by Deuflhard [10] with respect to the NR method “Not
even an a-priori estimation for the number of iterations needed to achieve a prescribed accuracy
may be possible”. We show that it is possible by monitoring which iterate achieves the best loss.
2Newton sketch [35] and LiSSa [1] use subsampling to build an estimate of the Hessian but require a full
gradient evaluation. As such, these methods are not efficient for very large n.
3The batch sizes in these methods scale proportional to a condition number [1] or −1 where  is the desired
tolerance.
4A large class of nonconvex functions that include convexity as a special case [26, 32].
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Sketch-and-project. The sketch-and-project method was originally introduced for solving linear
systems in [17, 14], where it was also proven to converge linearly and globally. Richtárik and Takácˇ
[37] then go on to show that the resulting method is in fact SGD applied to a particular reformulation
of the linear system.
Contributions. The SNR algorithm and our theory are generalizations of the original sketch-and-
project method for solving linear equations to solving nonlinear equations, thus greatly expanding
the scope of applications of these techniques.
1.3 Notations and assumptions
We assume throughout that F : Rd → Rd is a continuously differentiable function. We also assume
that F (x) = 0 admits at least one solution which we denote by x∗ ∈ Rd.
In calculating an update of SNR (3) and analysing SNR, the following random matrix is key
HS(x)
def
= S
(
S>DF (x)>DF (x)S
)†
S>. (4)
The sketching matrix S in (4) is sampled from a distributionDx. Thus HS(x) is a random matrix that
depends on x. We use Id ∈ Rd×d to denote the identity matrix, and 〈x, y〉H def= 〈Hx, y〉 ∀x, y ∈ Rd
to denote the inner product with H ∈ Rd×d symmetric positive-definite, respectively through-
out the paper. To guarantee that SNR converges to a solution of (1), we also need the following
assumption.
Assumption 1.2 (Reformulation). F (Rd) ∩ Ker (E [HS(x)]) = {0}, ∀x ∈ Rd.
The expectation in the above is taken with respect to the distributionDx of S for a given point x ∈ Rd.
As such, this assumption imposes a specific structure on the sketching distribution Dx as well as
the original function F . This assumption, referred to as the reformulation assumption, will allow us
to refomulate the root finding problem F (x) = 0 as a particular stochastic optimization problem.
This assumption is technical and is often trivially satisfied as we show for our applications later. We
illustrate several natural sufficient conditions that imply this assumption in Section H and how it is
satisfied in our examples in Lemma J.3 and O.1 in the supp. material.
2 The sketch-and-project viewpoint
Here we present the viewpoint that motivated the development of Algorithm 1, namely as an iterative
sketch-and-project method applied to the Newton Raphson system. For this, we need the following
assumption.
Assumption 2.1. F (x) ∈ Im (DF (x)>) ∀x ∈ Rd.
Note that if DF (x) is invertible everywhere, then Assumption 2.1 trivially holds.
With Assumption 2.1, we can re-write (2) as a projection of the previous iterate xk onto the solution
space of a Newton system
xk+1 = argminx∈Rd
∥∥x− xk∥∥2 s. t. DF (xk)>(x− xk) = −γF (xk). (5)
Since this is costly to solve when DF (xk) has many rows, we sketch the Newton system in the
constraint to arrive at the following sketched version of (5) given by
xk+1 = argminx∈Rd
∥∥x− xk∥∥2 s. t. S>k DF (xk)>(x− xk) = −γS>k F (xk). (6)
That is, xk+1 is the projection of xk onto the solution space of the sketched Newton system. This
projection exists since Assumption 2.1 guarantees that there exists a solution to the Newton system.
Though this viewpoint was our motivation for developing the SNR method, it is the next viewpoint
that allows us to establish a global convergence theory for SNR.
4
3 Reformulation as stochastic gradient descent
Our insight into interpreting and analyzing the SNR Algorithm 1 is through its connection to the SGD
method. Next, we show how SNR can in fact be seen as SGD applied to a sequence of equivalent
reformulations of (1).
For every y ∈ Rd, we introduce the minimization problem
min
x∈Rd
(
1
2 ‖F (x)‖2E[HS(y)] = E
[
1
2 ‖F (x)‖2HS(y)
])
, (7)
where the expectation is taken with respect to S ∼ Dy and HS(y) is defined in (4). Assumption 1.2
guarantees that (7) is a reformulation of our original root finding problem, as we show next.
Lemma 3.1. If Assumption 1.2 holds, then ∀y ∈ Rd,
argminx∈Rd
1
2
‖F (x)‖2E[HS(y)] = {x | F (x) = 0} .
Given this equivalence, we can now focus on solving (7). Since (7) is a stochastic optimization
problem, the natural choice of method is SGD. For any y ∈ Rd, to abbreviate notation let
fS,y(x)
def
=
1
2
‖F (x)‖2HS(y) and fy(x)
def
= E [fS,y(x)] =
1
2
‖F (x)‖2E[HS(y)] . (8)
Thus (7) is equivalent to minimizing fy(x). We also use ∇fS,y(x) to denote the gradient of the
function fS,y(·) given by
∇fS,y(x) = DF (x)HS(y)F (x). (9)
Since we are free to choose y, we allow y to change from one iteration to the next by setting y = xk
at the start of the kth iteration. We can now take a SGD step by sampling Sk ∼ Dxk at kth iteration
and updating
xk+1 = xk − γ∇fSk,xk(xk). (10)
It is now straightforward to verify that by plugging in (9) into (10), the resulting update is exactly the
same as the SNR update in (3).
The objective function fS,y(x) has many properties that makes it very favorable for optimization
including zero gradient noise and smoothness properties. For instance, for any x∗ ∈ Rd such that
F (x∗) = 0, we have that the stochastic gradient is zero, i.e. ∇fS,y(x∗) = 0. This is known as the
interpolation condition and when it occurs together with strong convexity, it is possible to show that
SGD converges linearly [44, 29]. We will also give a linear convergence result in Section 4 under the
assumption that fy(x) is quasi-strongly convex.
However, we need to be careful since (10) is not a classic SGD method. From the kth iteration to the
(k + 1)th iteration, we change our objective function from fxk(x) to fxk+1(x) and the distribution
from Dxk to Dxk+1 . We handle this with care in our forthcoming convergence proofs.
4 Convergence theory
Using the interpretation of SNR in Section 3, we adapt modern proof techniques of SGD to establish
the global convergence of SNR. The following analysis also immediately implies a novel global
convergence result for the full NR method as we show in Section K.
4.1 Smoothness property
In our upcoming proof, we rely on the fact that our stochastic reformulation (7) enjoys the following
type of smoothness property.
Lemma 4.1. For every x ∈ Rd and any realization S ∼ Dx associated with any distribution Dx,
1
2
‖∇fS,x(x)‖2 = fS,x(x). (11)
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This is not a standard smoothness property. Rather (11) is a frequently used consequence of smooth-
ness and convexity. Indeed, since ∇fS,x(x∗) = 0 and fx(x∗) = 0, we can re-write (11) as
‖∇fS,x(x)−∇fS,x(x∗)‖2 ≤ 2(fS,x(x)− fS,x(x∗)),
which is also a consequence of assuming that fS,x(x) is convex and 1–smooth (see 2.1.7 in [31]). Yet
in our case, (11) is a direct consequence of the definition of fS,x as opposed to being an additional
assumption. This gratuitous property will be key in establishing a global convergence result.
4.2 Convergence for strongly convex
First we start with a stronger assumption, that fx is strongly quasi-convex. This in turn implies that
there is a unique minimizer to fx(·) and consequently there is only a unique solution to (1).
Assumption 4.2 (µ-Strongly Quasi-Convexity). Let x∗ ∈ Rd be such that F (x∗) = 0. There
exists µ > 0 such that for all y ∈ Rd and all x ∈ Rd:
fy(x
∗) ≥ fy(x) + 〈∇fy(x), x∗ − x〉+ µ
2
‖x∗ − x‖2 . (12)
Consequently there is a unique x∗ that minimizes fy(x).
This Assumption 4.2 is strong, so much so, it implies one of our key assumptions, namely the Refor-
mulation Assumption 1.2. We prove this implication in Lemma E.1 in the supp. material. Under the
strongly quasi-convex assumption, choosing γ = 1 guarantees a fast global linear convergence.
Theorem 4.3. Let x∗ be a solution to F (x) = 0. If Assumption 4.2 holds, and the stepsize γ ≤ 1,
then 0 < µ ≤ 1 and the iterates (3) of SNR converge linearly according to
E
[∥∥xk+1 − x∗∥∥2] ≤ (1− γµ)k+1 ∥∥x0 − x∗∥∥2 . (13)
4.3 Convergence for star convex
We now use the shorthand fk(x)
def
= fxk(x). Here we establish the global convergence of SNR without
Assumption 4.2. We relax Assumption 4.2 by supposing that fk is star convex which is a large class of
nonconvex functions that includes convexity as a special case [48, 26]. This will prove to be a weaker
assumption than what is commonly used to establish global convergence of NR methods.
Assumption 4.4 (Star Convexity). For every xk given by the iterative process (3), we have that
fk(x
∗) ≥ fk(xk) +
〈∇fk(xk), x∗ − xk〉 . (14)
We now state our main theorem.
Theorem 4.5. Let x∗ be a solution to F (x) = 0. If Assumptions 1.2 and 4.4 hold and γ < 1, then
min
t=0,...,k−1
E
[
ft(x
t)
] ≤ 1
k
k−1∑
t=0
E
[
ft(x
t)
] ≤ 1
k
∥∥x0 − x∗∥∥2
2γ (1− γ) . (15)
Written in terms of F and for γ = 1/2 the above gives
min
t=0,...,k−1
E
[∥∥F (xt)∥∥2E[HS(xt)]] ≤ 4
∥∥x0 − x∗∥∥2
k
. (16)
Finally, this also guarantees the asymptotic convergence of the iterates with E
[∥∥xk − x∗∥∥2]→ 0.
In practice we can monitor the convergence by simply storing x¯ = argmint=0,...,k−1 ft(x
t). This
follows from (15) together with E [mint=0,...,k−1 ft(xt)] ≤ mint=0,...,k−1 E [ft(xt)] .
Remark. Theorem 4.5 is an unusual result for SGDmethods. Currently, to get aO(1/k) convergence
rate for SGD, one has to assume smoothness and strong convexity [16] or convexity, smoothness and
interpolation [44]. Here we get a O(1/k) rate by only assuming star-convexity.
6
5 Examples
The SNR method enjoys many interesting instantiations. Among which, we have chosen two to present
in the main text: the Stochastic Newton method [25] which we present in the next section, and a new
specialized variant for solving GLM’s in the subsequent Section 5.2. Some additional noteworthy
applications are addressed in the supp. material, such as a new global convergence theory of full NR
method in Section K, the Randomized Subspace Newton method [13] in Section M and the nonlinear
Kaczmarz method in Section N, respectively.
5.1 The Stochastic Newton method
We now show that the Stochastic Newton method (SNM) [25] is a special case of SNR. This connection
combined with the global convergence theory of SNR, gives us the first global convergence theory of
SNM, which we detail in Section J.
SNM [25] is a stochastic second order method that takes a Newton-type step at each iteration to solve
optimization problems with a finite-sum structure
min
x∈Rd
[
f(x)
def
=
1
n
n∑
i=1
fi(x)
]
, (17)
where each fi : Rd → R is twice differentiable and strictly convex. In brevity, the updates in SNM at
the kth iteration are given by
xk+1 =
(
1
n
n∑
i=1
∇2fi(wik)
)−1(
1
n
n∑
i=1
∇2fi(wik)wik −
1
n
n∑
i=1
∇fi(wik)
)
, (18)
wik+1 =
{
xk+1 if i ∈ Bn
wik if i /∈ Bn
, (19)
where w1k, · · · , wnk are auxiliary variables, initialized in SNM, and Bn ⊂ {1, . . . , n} is a subset of size
τ uniformly choosing at random.
Since f(x) is strictly convex, every minimizer of f satisfies∇f(x) = 1n
∑n
i=1∇fi(x) = 0.Our main
insight to deducing SNM is that we can re-write this stationarity condition using a variable splitting
trick. That is, by introducing a new variable for each gradient, we have that solving ∇f(x) = 0 is
equivalent to finding x such that
1
n
n∑
i=1
∇fi(wi) = 0, and x = wi, for i = 1, . . . , n. (20)
Finally, as we detail in Lemma I.1 in the supp. material, the SNM arrises as an application of SNR to
(20) with a sketching matrix based on subsampling rows of (20) and the Hessian matrices of the fi
functions.
5.2 Applications to generalized linear models – tossing-coin-sketch method
Consider the problem of training a generalized linear model
x∗ = arg min
x∈Rd
P (x)
def
=
1
n
n∑
i=1
φi(a
>
i x) +
λ
2
‖x‖2, (21)
where ∀i ∈ [[1, n]], φi : R→ R+ is a convex and twice differentiable loss function, ai ∈ Rd are data
samples and x ∈ Rd is the parameter to optimize. Because the objective function is strongly convex,
the unique minimizer satisfies∇P (x) = 0, that is
∇P (x) = 1
n
n∑
i=1
φ′i(a
>
i x)ai + λx = 0. (22)
Let
Φ(x)
def
=
[
φ′1(a
>
1 x) · · · φ′n(a>n x)
]> ∈ Rn, and A def= [a1 · · · an] ∈ Rd×n.
7
0 1 2 3 4 5
wall-clock time (s)
10 7
10 5
10 3
10 1
101
103
|g
| 2
covtype
0 5 10 15 20 25
wall-clock time (s)
10 7
10 6
10 5
10 4
10 3
10 2
10 1
100
a9a
0.0 0.1 0.2 0.3 0.4
wall-clock time (s)
10 7
10 5
10 3
10 1
101
fourclass
0 1 2 3 4
wall-clock time (s)
10 6
10 5
10 4
10 3
10 2
10 1
100
artificial data
50-TCS
150-TCS
300-TCS
dfSDCA
QTZ
SVRG
SAG
0 2 4 6 8 10
wall-clock time (s)
10 6
10 5
10 4
10 3
10 2
10 1
|g
| 2
ijcnn1
0 50 100 150
wall-clock time (s)
10 6
10 5
10 4
10 3
10 2
10 1
webspam
0 100 200 300 400 500
wall-clock time (s)
10 6
10 5
10 4
10 3
10 2
10 1
epsilon
0 10 20 30
wall-clock time (s)
10 6
10 5
10 4
10 3
10 2
10 1
phishing
50-TCS
150-TCS
300-TCS
dfSDCA
QTZ
SVRG
SAG
Figure 1: Experiments for TCS method applied for generalized linear model.
By introducing auxiliary variables αi ∈ R such that αi def= −φ′i(a>i x), we can re-write (22) as
x =
1
λn
Aα, and α = −Φ(x). (23)
So the objective of finding the minimum of (21) is equivalent to finding zeros for the function
F (α, x)
def
=
[
1
λnAα− x
α+ Φ(x)
]
(24)
where F : Rn+d → Rn+d. For this, we will use a variant of the SNR. The advantage in represent-
ing (22) as the nonlinear system (24) is that we now have one row per data point (see the second
equation in (23)). This allows us to use sketching to subsample the data.
Since the function F has a block structure, we will use a structured sketching matrix which we refer
to as a Tossing-coin-sketch . But first, we need the following definition of a block sketch.
Definition 5.1. (n, τ )–block sketch. Let Bn ⊂ {1, . . . , n} be a subset of size τ uniformly sam-
pling at random. We say that S ∈ Rn×τ is a (n, τ)–block sketch if S = IBn where IBn denotes the
column concatenation of the columns of the identity matrix In ∈ Rn×n whose indices are in Bn.
Our Tossing-coin-sketch is a sketch that alternates between two block sketches depending on the
result of a coin toss.
Definition 5.2 (Tossing-coin-sketch). Let Sd ∈ Rd×τd and Sn ∈ Rn×τn be a (d, τd)–block sketch
and a (n, τn)–block sketch, respectively. Let p ∈ (0, 1) and τd, τn ∈ N. Now consider the sketching
matrix S ∈ R(d+n)×(τd+τn). Each time we sample S, we “toss a coin” to determine the structure
of S. That is S =
[
Sd 0
0 0
]
with probability 1− p and S =
[
0 0
0 Sn
]
with probability p.
By applying the SNR method with a tossing-coin sketch for solving (24), we arrive at an efficient
method for solving (21) that we call the TCS method (the pseudocode is in Algorithm 2 in the supp.
material). By using a tossing-coin sketch, we can alternate between solving a linear system based on
the first d rows (24) and a nonlinear system based on the last n rows of (24). For a detailed derivation
of the TCS method, see Section P and a detailed implementation in Algorithm 4 in the supp. material.
6 Experiments for TCS method applied for GLM
We consider the logistic regression problem with data sets taken from LibSVM [7]. We compare TCS
(Alg. 2) with SAG [39], SVRG [19], dfSDCA [40] and Quartz [36]. For each method, we used the
parameter settings that guaranteed their convergence based on their respective convergence theorems.
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Let d be the number of features and n be the number of samples of the datasets. For TCS, we used
two types of stepsize, related to the condition number (CN) of the model. If the CN is big (Figure 1
top row), we used γ = 1 except for a9a with γ = 1.5. If the CN is small (Figure 1 bottom row), we
used γ = 1.8. We also set the Bernoulli parameter p depending on the size of the dataset (see Table 2
in Section R), and τd = d. We tested three different sketch sizes τn = 50, 150, 300. More details of
the parameter settings are presented in Section R in the supp. material.
We used λ = 1n regularization parameter and evaluated each method 10 times and stopped once the
gradient norm was below 10−5 or some maximum time had been reached. In Figure 1, we plotted the
central tendency and confidence interval for the wall-clock time vs gradient norm of each method.
From Figure 1, TCS outperforms all the other methods on ill-conditioned problems (Figure 1 top row),
but not always the case on well-conditioned problems (Figure 1 bottom row). To further illustrate
the performance of TCS on ill-conditioned problems, we compared the performance of TCS on an
artificial ill-conditioned dataset in the top right of Figure 1 (Details in Section R). Note as well that for
reaching an approximate solution with tol = 10−3, 10−4, TCS is very competitive on all problems.
TCS also has the smallest variance compared to the first-order methods, especially compared to
SVRG. Among the three tested sketch sizes, 150 performed the best except on the epsilon dataset.
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Broader Impact
Our work is theoretical and aimed at advancing the design and analysis of stochastic second order
methods for optimization. As such, we see no ethical or immediate societal impacts of our work.
Instead, we believe that stochastic second order methods have the potential to one day replace the
state-of-the-art first order methods used for training supervised machine learning models. We believe
that this work lays some of the foundations for developing efficient and competitive second order
methods.
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Supplementary material
Here we provide the missing proofs from the main paper and some additional noteworthy observations
made in the main paper. In particular, we add additional experiments of TCS methods combined with
stochastic line-search in Section S.
A Auxiliary Lemma
Lemma A.1. For any matrix W and symmetric positive semidefinite matrix G such that
Ker(G) ⊂ Ker(W>), (25)
we have that
Ker(W) = Ker(W>GW). (26)
Proof. This has already been proven in Lemma 10. in Gower et al. [13].
B Other viewpoints of SNR
Beside the connection between SNR and SGD, in the next section we reformulate SNR as a stochastic
Gauss-Newton (GN) method and a stochastic fixed point method in the subsequent Section B.2.
B.1 Stochastic Gauss-Newton method
The GN method is a method for solving nonlinear least-squares problems such as
min
x∈Rd
‖F (x)‖2G , (27)
where G is a symmetric positive definite matrix. Like the Newton-Raphson method, at each step of
the GN method, the function F (x) is replaced by its linearization in (27) and then solved to give the
next iterate. That is
xk+1 ∈ argminx ‖DF (xk)>(x− xk) + F (xk)‖2G, (28)
where xk+1 is the least-norm solution to the above.
Now consider the GN method where the matrix that defines the norm in (28) changes at each iteration
as is given by G ≡ Gk def= E [HS(xk)] and let d def= x− xk. Since Gk is an expected matrix, we can
write
‖DF (xk)>d+ F (xk)‖2E[HS(xk)] = E
[
‖DF (xk)>d+ F (xk)‖2HS(xk)
]
.
This suggests a stochastic variant of the GN where we use the unbiased estimate HS(xk) instead of
Gk. This stochastic GN method is in fact equivalent to SNR, as we show next.
Lemma B.1. Let x0 ∈ Rd and consider the following Stochastic Gauss-Newton method
dk ∈ argmin
d∈Rd
‖DF (xk)>d+ F (xk)‖2HSk (xk)
xk+1 = xk + dk (29)
where Sk is sampled from Dxk at kth iteration and dk is the least-norm solution. If Assumption 2.1
holds, then the iterates (29) are equal to the iterates of SNR (3).
Proof. Differentiating (29) in d we find that dk is a solution to
DFkHSk(x
k)[DFk]
>dk = −DFkHSk(xk)Fk
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where we use shorthandDFk ≡ DF (xk) and Fk ≡ F (xk). LetA def= DFkHSk(xk)[DFk]>. Taking
the least-norm solution to the above gives
dk = −A†DFkHSk(xk)Fk = −A†Av
= −A†AAv = −Av
= −DFkHSk(xk)Fk,
where on the first line we used that Assumption 2.1 shows there exists v ∈ Rd such that Fk =
[DFk]
>v. On the second line we used that A = AA which holds by direct inspection (as is also
a consequence of A being an orthogonal projection matrix). Then we used A†AA = A which
is a property of the pseudoinverse operator that holds for all symmetric matrices. Consequently
xk+1 = xk + dk which is exactly the update given in (3) with γ = 1.
To keep things simple, we did not include a stepsize γ in (29). Though it is straightforward to do so,
and thus show that (29) is equivalent to (3) for any stepsizes.
Thus our sketched Newton-Raphson method can also be seen as a stochastic Gauss-Newton method.
Furthermore, if S = I then (29) is no longer stochastic and is given by
dk ∈ argmin
d∈Rd
‖DF (xk)>d+ F (xk)‖2(DF (xk)>DF (xk))†
xk+1 = xk + dk. (30)
Thus as a consequence of Lemma B.1, we have that this variant (30) of GN is in fact the Newton-
Raphson method.
B.2 Stochastic fixed point method
In this section we reformulate SNR as a stochastic fixed point method.
Assume that Assumption 2.1 holds and re-consider the sketch-and-project viewpoint (6) in Section 2.
Note the zeros of the function F
L def= {x | F (x) = 0}
and the sketched Newton system based on y
LS,y def=
{
x ∈ Rd | S>DF (y)>(x− y) = −S>F (y)}
with y ∈ Rd and S ∼ Dy. For a closed convex set Y ⊆ Rd, let ΠY denote the projection operator
onto Y . That is
ΠY(x)
def
= argminy∈Rd {‖y − x‖ : y ∈ Y} . (31)
Then, from (6) by plugging Y = LS,y and y = x into (31), we have
ΠLS,x(x) = x−DF (x)HS(x)F (x). (32)
Now we can introduce the fixed point equation as follows
χ
def
=
{
x | x = ES∼Dx
[
ΠLS,x(x)
]}
. (33)
Assumption 2.1 guarantees that finding fixed points of (33) is equivalent to the reformulated opti-
mization problem (7) with y = x, as we show next.
Lemma B.2. If Assumption 2.1 holds, then
χ = argminx∈Rd
1
2
‖F (x)‖2ES∼Dx [HS(x)] . (34)
Proof. Let χS
def
=
{
x | x = ΠLS,x(x)
}
with S ∼ Dx. First, we show that
χS = argminx∈Rd
1
2
‖F (x)‖2HS(x) . (35)
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In fact,
x ∈ χS
(32)⇐⇒ DF (x)HS(x)F (x) = 0
⇐⇒ ∃v ∈ Rd s.t. F (x) = DF (x)>v and DF (x)HS(x)DF (x)>v = 0
⇐⇒ HS(x)F (x) = 0 as DF (x)HS(x)DF (x)> symmetric semi-positive
⇐⇒ 1
2
‖F (x)‖2HS(x) = 0, (36)
where on the third line, we used that Assumption 2.1 shows there exists v ∈ Rd such that F (x) =
DF (x)>v. So we induce (35). Finally (34) follows by taking expectations w.r.t. S in (35).
To solve the fixed point equation (33), the natural choice of method is the stochastic fixed point
method with relaxation. That is, we pick a relaxation parameter γ > 0, and instead consider the
equivalent fixed point problem as follows
x = ES∼Dx
[
γΠLS,x(x) + (1− γ)x
]
.
Using relaxation is to improve the contraction properties of the map. Then at kth iteration,
xk+1 = γΠL
S,xk
(xk) + (1− γ)xk, (37)
where S ∼ Dxk . Consequently, it is straight forward to verify that (37) is exactly the update given in
(3).
C Proof of Lemma 3.1
Proof. Let y ∈ Rd. For every x∗ ∈ {x|F (x) = 0}, we have that 12 ‖F (x∗)‖2E[HS(y)] = 0, and thus
x∗ is clearly a minimizer of 12 ‖F (x)‖2E[HS(y)].
Now let x∗ ∈ argminx∈Rd 12 ‖F (x)‖2E[HS(y)]. Because we assume that there exists at least one
root of F (x), we have that 12 ‖F (x∗)‖2E[HS(y)] = 0. Therefore F (x∗) ∈ Ker (E [HS(y)]) since
E [HS(y)] is symmetric. However F (x∗) ∈ F (Rd) and thus from Assumption 1.2, we have that
F (x∗) ∈ F (Rd) ∩Ker (E [HS(y)]) = {0}. From which we induce F (x∗) = 0.
D Proof of Lemma 4.1
Proof. Turning to the definition of fS,x in (8), we have that
‖∇fS,x(x)‖2 = ‖DF (x)HS(x)F (x)‖2
= F (x)>HS(x)>DF (x)>DF (x)HS(x)F (x)
= F (x)>HS(x)F (x) = 2fS,x(x), (38)
where on the last line we used the property of the pseudoinverse M†MM† = M† with M =
S>DF (x)>DF (x)S to establish that
HS(x)
>DF (x)>DF (x)HS(x)
(4)
= HS(x).
E Reformulation Assumption 1.2 in the case of Assumption 4.2
Lemma E.1. Assumption 4.2 implies Reformulation Assumption 1.2.
Proof. Let y ∈ Rd and let u ∈ F (Rd) ∩Ker (E [HS(y)]). u ∈ F (Rd) implies that ∃x ∈ Rd such
that F (x) = u. Besides, u ∈ Ker (E [HS(y)]) implies that E [HS(y)]F (x) = 0. Now we apply
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(12) at point x knowing that fy(x∗) = 0:
0 ≥ fy(x) + 〈∇fy(x), x∗ − x〉+ µ
2
‖x∗ − x‖2
=⇒ 0 ≥ 0 + 〈0, x∗ − x〉+ µ
2
‖x∗ − x‖2 as E [HS(y)]F (x) = 0
⇐⇒ x = x∗. (39)
Thus F (x) = 0, i.e. u = 0. We then conclude F (Rd) ∩Ker (E [HS(y)]) = {0}, i.e. Assumption
1.2 holds.
Besides, let x′ be a minimizer of fy(·). Then fy(x′) = fy(x∗) = 0 and ∇fy(x′) = 0. Similarly, by
applying (12) at point x′, we obtain x′ = x∗. Consequently, x∗ is the unique minimizer of fy(·) for
all y, then the unique solution to (1).
F Proof of Theorem 4.3
In this section and the next, we use the shorthand fSk,k
def
= fSk,xk , fk
def
= fxk and Ek [ · ] def= E
[ · |xk]
for the proofs of Theorem 4.3 and 4.5.
Proof. Let δk
def
= xk − x∗. By expanding the squares, we have that
‖δk+1‖2 =
∥∥xk − γ∇fSk,k(xk)− x∗∥∥2
= ‖δk‖2 − 2γ
〈
δk,∇fSk,k(xk)
〉
+ γ2
∥∥∇fSk,k(xk)∥∥2 .
Taking expectation conditioned on xk with respect to the distribution Dxk , gives
Ek
[
‖δk+1‖2
]
= ‖δk‖2 − 2γ
〈
δk,Ek
[∇fSk,k(xk)]〉+ γ2Ek [∥∥∇fSk,k(xk)∥∥2]
(12)
≤ (1− γµ) ‖δk‖2 − 2γ(fk(xk)− fk(x∗)) + γ2Ek
[∥∥∇fSk,k(xk)∥∥2]
(11)
≤ (1− γµ) ‖δk‖2 − 2 γ (1− γ) (fk(xk)− fk(x∗))︸ ︷︷ ︸
≥0
≤ (1− γµ) ‖δk‖2 . (40)
Now by taking total expectation, we have that
E
[∥∥xk+1 − x∗∥∥2] ≤ (1− γµ)E [∥∥xk − x∗∥∥2]
≤ (1− γµ)k+1 ∥∥x0 − x∗∥∥2 . (41)
Next, we show that µ ≤ 1. In fact, when we imply (12) at the point xk, it shows
(12)
(11)
=⇒ fk(x∗) ≥ 1
2
Ek
[∥∥∇fSk,k(xk)∥∥2]+ 〈x∗ − xk,∇fk(xk)〉+ µ2 ‖x∗ − xk‖2
⇐⇒ fk(x∗) ≥ 1
2
Ek
[∥∥∇fSk,k(xk)∥∥2 + 2 〈x∗ − xk,∇fSk,k(xk)〉]+ µ2 ‖x∗ − xk‖2
⇐⇒ fk(x∗) ≥ 1
2
Ek
[∥∥∇fSk,k(xk) + x∗ − xk∥∥2]− 12‖x∗ − xk‖2 + µ2 ‖x∗ − xk‖2
⇐⇒ fk(x∗) ≥ 1
2
Ek
[∥∥x∗ − (xk −∇fSk,k(xk))∥∥2]− 1− µ2 ‖x∗ − xk‖2
fk(x
∗)=0
=⇒ (1− µ)‖x∗ − xk‖2 ≥ Ek
[∥∥x∗ − (xk −∇fSk,k(xk))∥∥2] ≥ 0. (42)
Thus µ ≤ 1. We then conclude 0 < µ ≤ 1 with µ > 0 already assumed in Assumption 4.2.
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G Proof of Theorem 4.5
Proof. Let t ∈ [[0, k − 1]] and δt def= xt − x∗. By expanding the squares, we have that
Et
[
‖δt+1‖2
]
= ‖δt‖2 − 2γ
〈
δt,∇ft(xt)
〉
+ γ2Et
[∥∥∇fSt,t(xt)∥∥2]
(14)
≤ ‖δt‖2 − 2γ(ft(xt)− ft(x∗)) + γ2Et
[∥∥∇fSt,t(xt)∥∥2]
(11)
≤ ‖δt‖2 − 2γ (1− γ) (ft(xt)− ft(x∗))
= ‖δt‖2 − 2γ (1− γ) ft(xt), (43)
where we used (11) together with ft(x∗) = 0.
Taking total expectation for all t ∈ [[0, k − 1]], we have that
E
[
‖δt+1‖2
]
≤ E
[
‖δt‖2
]
− 2γ (1− γ)E [ft(xt)] . (44)
From (44) we have that, if E [ft(xt)] = 0, then from Lemma 3.1 we have that xt = x∗. Otherwise,
since γ < 1, we have that E
[
‖δt+1‖2
]
< E
[
‖δt‖2
]
, from which we conclude the asymptotic
convergence of xt to x∗ in L2, that is
E
[∥∥xt − x∗∥∥2]→ 0.
Summing both sides of (44) from 0 to k − 1 gives
E
[∥∥xk − x∗∥∥2]+ 2γ (1− γ) k−1∑
t=0
E
[
ft(x
t)
] ≤ ∥∥x0 − x∗∥∥2 . (45)
Consequently
E
[
min
t=0,...,k−1
ft(x
t)
]
≤ min
t=0,...,k−1
E
[
ft(x
t)
] ≤ 1
k
k−1∑
t=0
E
[
ft(x
t)
] ≤ 1
k
∥∥x0 − x∗∥∥2
2γ (1− γ) . (46)
H Sufficient conditions for Reformulation Assumption 1.2
Here we give simple sufficient conditions for Assumption 1.2 to hold when S is sampled from a
discrete distribution, namely as Dx which depends on a certain point x ∈ Rd.
First note that the Reformulation Assumption 1.2 holds if E [HS(x)] is invertible.
Lemma H.1 (Sufficient condition: Invertibility). If G(x) def= E [HS(x)] is invertible for all x, then
Assumption 1.2 holds.
The invertibility of G(x) was already studied in detail in the linear setting [14]. Here we quote one
of their results in the following lemma.
Lemma H.2 (Theorem 3 in [14] ). Let S be sampled from a discrete distribution with r ∈ N
outcomes such that
P[S = Si] = pi, for i = 1, . . . , r.
The matrix G(x) is invertible if and only if
Im
(
S1S
>
1 DF (x)
>, . . . ,SrS>r DF (x)
>) = Rd.
We also provide a sufficient condition for the Reformulation Assumption 1.2 to hold when the
sketching matrices are not sampled from a discrete distribution in the following lemma.
Lemma H.3. If E
[
SS>
]
and DF (x)>DF (x) for all x ∈ Rd are invertible, then
ES∼Dx [HS(x)] = ES∼Dx
[
S
(
S>DF (x)>DF (x)S
)†
S>
]
(47)
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is invertible for all x ∈ Rd.
Proof. From the fact that S>DF (x)>DF (x)S is a symmetric positive semidefinite matrix, we have
Ker
((
S>DF (x)>DF (x)S
)†)
= Ker
(
S>DF (x)>DF (x)S
)
. (48)
By the invertibility of DF (x)>DF (x), we get
Ker
((
S>DF (x)>DF (x)S
)†)
= Ker
(
S>DF (x)>DF (x)S
)
= Ker(S). (49)
Then, by Lemma A.1, we have
Ker
(
S
(
S>DF (x)>DF (x)S
)†
S>
)
= Ker(S>) = Ker(SS>) (50)
Let XS be a random subset of Rd, where S ∼ Dx. We define stochastic intersection of XS:⋂
S∼Dx
XS =
{
x ∈ Rd | x ∈ XSwith probability 1
}
. (51)
As S
(
S>DF (x)>DF (x)S
)†
S> is symmetric positive semidefinite, we can re-write its expectation
by
Ker
(
ES∼Dx
[
S
(
S>DF (x)>DF (x)S
)†
S>
])
=
⋂
S∼Dx
Ker
(
S
(
S>DF (x)>DF (x)S
)†
S>
)
(50)
=
⋂
S∼Dx
Ker(SS>)
= Ker
(
E
[
SS>
])
(52)
= {0} as E [SS>] invertible,
which concludes the proof.
Remark of E
[
SS>
]
. This states that the sketched matrices need to “span every dimension of
the space” in expectation. Clearly, the invertibility condition of E
[
SS>
]
is a good way to achieve
it, which is the case for Gaussian sketches, weighted coordinate sketched, and all the Random
Orthogonal Sketches [35].
Remark of DF (x)>DF (x). The invertibility of the Jacobian induces the unique solution of the
function, namely as the following lemma.
Lemma H.4. Given a function F : Rd → Rd which is continuously differentiable and has at least
one solution for the equation F (x) = 0, if the Jacobian DF (x) is invertible for all x ∈ Rd, this
implies that the equation F (x) = 0 will only have a unique solution x∗.
Proof. Indeed, note x1 and x2 zeros of the function F . Let φ(t) = F (tx1 + (1 − t)x2). So
φ : R → Rd is continuously differentiable. As φ(0) = φ(1) = 0, by Rolle’s theorem, there exists
t′ ∈ (0, 1) that φ′(t′) = 0, i.e. DF (t′x1 + (1− t′)x2)>(x1− x2) = 0 by invertibility=⇒ x1 = x2.
I Lemma I.1
In this section, we show that the Stochastic Newton method [25] SNM is a special case of SNR, which
corresponds to Section 5.1.
First, we introduce some notations. Solving the variable spitting formulation of the stationarity
equations in (20) is equivalent to finding the roots of the following nonlinear equations
F (x,w1, · · · , wn) def=

1
n
∑n
i=1∇fi(wi)
x− w1
...
x− wn
 (53)
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where F : R(n+1)d → R(n+1)d. Our objective now becomes solving F (x,w1, · · · , wn) = 0. To
apply SNR to (53), we are going to use a structured sketching matrix. But first, we need some extra
definitions.
Divide Ind ∈ Rnd×nd into n contiguous blocks of size nd× d as follows
Ind
def
= [ Ind,1 Ind,2 · · · Ind,n ] (54)
where Ind,i is the ith block of Ind. Let Bn ⊂ {1, . . . , n} with |Bn| = τ chosen uniformly at average.
Let IBn ∈ Rnd×τd denote the concatenation of the blocks Ind,i such that the indices i ∈ Bn.
At the kth iteration of SNR, we can now define our sketching matrix S ∼ D(xk,w1k,··· ,wnk ) as follows
S =

Id 0
1
n∇2f1(w1k)
...
1
n∇2fn(wnk )
IBn
 ∈ R(n+1)d×(τ+1)d. (55)
Here D(xk,w1k,··· ,wnk ) is a distribution that depends on the iterates. The rest of this section is dedicated
to proving the following lemma.
Lemma I.1. Let fi be strictly convex for i = 1, . . . , n. At each iteration k, the updates of SNR (3)
with F defined in (53), the sketching matrix Sk defined in (55) , and stepsize γ = 1, are equal to
the updates (18) and (19) of SNM
I.1 Auxiliary Lemma for Lemma I.1
In our upcoming proof, we still need the following lemma.
Lemma I.2. Let fi be strictly convex for i = 1, . . . , n. The Jacobian DF (x,w1, · · · , wn) of
function F (x,w1, · · · , wn) defined in (53) is invertible for all (x,w1, · · · , wn) ∈ R(n+1)d.
Proof. Let (x,w1, · · · , wn) ∈ R(n+1)d. Let (u, v1, · · · , vn) ∈ R(n+1)d such that
DF (x,w1, · · · , wn)

u
v1
...
vn
 = 0. (56)
The Jacobian of F (x,w1, · · · , wn) is given by
DF (x,w1, · · · , wn) =

0 Id · · · Id
1
n∇2f1(w1)
...
1
n∇2fn(wn)
−Ind
 . (57)
From (56) and (57), we obtain
n∑
i=1
vi = 0 (58)
1
n
∇2fi(wi)u = vi for all i = 1, · · · , n. (59)
Plugging (59) in (58) gives
(
1
n
∑n
i=1∇2fi(wi)
)
u = 0. Since every fi is twice differentiable
and strictly convex, we have 1n∇2fi(wi) > 0. This implies 1n
∑n
i=1∇2fi(wi) > 0, and thus
invertible. We obtain then u = 0 and vi = 0 immediately. We then conclude that the Jacobian
DF (x,w1, · · · , wn) is invertible.
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I.2 Main proof of Lemma I.1
Proof. First, consider a step of NR (2) with γ = 1 to (53), which is
xk+1
w1k+1
...
wnk+1
 =

xk
w1k
...
wnk
− (DF (xk, w1k, · · · , wnk )>)† F (xk, w1k, · · · , wnk ). (60)
By Lemma I.2, we know that Assumption 2.1 holds. Then by (5), (60) can be re-written as
(xk+1, w
1
k+1, · · · , wnk+1) = argmin ‖x− xk‖2 +
n∑
i=1
∥∥wi − wik∥∥2
s. t. DF (xk, w1k, · · · , wnk )>

x− xk
w1 − w1k
...
wn − wnk
 = −F (xk, w1k, · · · , wnk ).
(61)
Plugging (53) and (57) in (61) gives
0 1n∇2f1(w1k) · · · 1n∇2fn(wnk )
Id
...
Id
−Ind


x− xk
w1 − w1k
...
wn − wnk
 = −

1
n
∑n
i=1∇fi(wik)
xk − w1k
...
xk − wnk
 , (62)
which can be re-written as the following equations
1
n
n∑
i=1
∇2fi(wik)(wi − wik) = −
1
n
n∑
i=1
∇fi(wik), (63)
x = wi, for i = 1, . . . , n. (64)
Let v def= (x,w1, · · · , wn) ∈ R(n+1)d and vk def= (xk, w1k, · · · , wnk ) the iterates of SNR at the kth
iteration. Now consider the sketching matrix S ∼ Dv defined in (55) and do the same step as in (6).
An alternative but more natural way to obtain the same result is to consider a row elimination operator
P as follows
P(v)
def
=

Id
1
n∇2f1(w1) · · · 1n∇2fn(wn)
0
...
0
Ind
 ∈ R(n+1)d×(n+1)d. (65)
Then the sketching matrix (55) is in fact combined by a subsampling
[
Id 0
0 IBn
]
with the row
elimination operator P, which is
S = P>k
[
Id 0
0 IBn
]
, (66)
where we use the shorthandPk ≡ P(vk). Therefore, applying the sketching matrix (55) is equivalent
to first applying the row elimination operator, and second applying a subsampling associated with
IBn .
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Applying the row elimination operator Pk to (61) on the left hand side of both side of the equal sign,
we obtain
PkDF (xk, w
1
k, · · · , wnk )>

x− xk
w1 − w1k
...
wn − wnk
 = −PkF (xk, w1k, · · · , wnk )
⇐⇒

1
n
∑n
i=1∇2fi(wik) 0 · · · 0
Id
...
Id
−Ind


x− xk
w1 − w1k
...
wn − wnk
 =
−

1
n
∑n
i=1∇fi(wik) + 1n
∑n
i=1∇2fi(wik)(xk − wik)
xk − w1k
...
xk − wnk
 , (67)
which can be simplified as the following equations
1
n
n∑
i=1
∇2fi(wik)(x− wik) = −
1
n
n∑
i=1
∇fi(wik), (68)
x = wi, for i = 1, . . . , n. (69)
In other words the row elimination operator P can be interpreted as substituting wi to x in (63) by
(64) to obtain (68) and (69). Now apply the subsampling
[
Id 0
0 IBn
]>
to (67) on the left hand side
of both side of the equal sign, which is interpreted as applying the subsampling that always samples
the rows in (68) and selects Bn = {s1, · · · , sτ} ⊂ {1, · · · , n} of the equations in (69).
Therefore, applying this sketching matrix (55) and using a projection step to update the variables, we
have that
xk+1, w
i
k+1 = argmin ‖x− xk‖2 +
n∑
i=1
∥∥wi − wik∥∥2
s. t.
1
n
n∑
i=1
∇2fi(wik)(x− wik) = −
1
n
n∑
i=1
∇fi(wik),
x = wj , for j ∈ Bn. (70)
To solve (70), first note that if i 6∈ Bn, then wik+1 = wik, since there is no constraint on the variable
wi in this case. Let
Mk
def
=
1
n
n∑
i=1
∇2fi(wik) and gk def=
1
n
n∑
i=1
∇2fi(wik)wik −
1
n
n∑
i=1
∇fi(wik). (71)
Thus with this notation, we can write the constraints of (70) as
Mkx = gk
x = wj , for j ∈ Bn. (72)
Since every fi is twice differentiable and strictly convex, we have ∇2fi(wik) > 0. That implies Mk
invertible. By using this fact, it is easy to obtain that (72) has a unique solution given by
x = M−1k gk
wj = M−1k gk, for j ∈ Bn. (73)
That is
xk+1 =
(
1
n
n∑
i=1
∇2fi(wik)
)−1(
1
n
n∑
i=1
∇2fi(wik)wik −
1
n
n∑
i=1
∇fi(wik)
)
, (74)
wik+1 =
{
xk+1 if i ∈ Bn
wik if i 6∈ Bn
, (75)
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which is exactly the Stochastic Newton method’s updates (18) and (19) in [25].
Consequently, by applying the global convergence theory of SNR, we can now provide the first global
convergence theory for SNM, as we present in the next section.
J Global convergence theory of SNM and SNM with relaxation
In this section, we give the first global convergence theory of SNM which is the direct consequence
of Lemma I.1. Then we develop a variant of SNM named SNM with relaxation in the subsequent
Section J.2.
J.1 Global convergence theory of SNM
Let v def= (x,w1, · · · , wn), v′ def= (x′, w′1, · · · , w′n) ∈ R(n+1)d respectively. Thus now we use F (v)
to denote (53). Let S be defined in (55) and let
HS(v)
def
= S
(
S>DF (v)>DF (v)S
)†
S>, (76)
fv′(v)
def
=
1
2
‖F (v)‖2E[HS(v′)] . (77)
We can now state the global convergence results of SNM.
Corollary J.1. Let x∗ be a solution to ∇f(x) = 0. Consider the iterate vk = (xk, w1k, · · · , wnk )
given by SNM (18) and (19) and note v∗ def= (x∗, x∗, · · · , x∗) ∈ R(n+1)d. If there exists µ > 0 such
that for all v, v′ ∈ R(n+1)d,
fv′(v
∗) ≥ fv′(v) + 〈∇fv′(v),v∗ − v〉+ µ
2
(
‖x∗ − x‖2 +
n∑
i=1
∥∥x∗ − wi∥∥2) , (78)
then the iterates {vk} of SNM converge linearly according to
E
[
‖vk+1 − v∗‖2
]
≤ (1− µ)k+1 ‖v0 − v∗‖2 . (79)
Proof. By Lemma I.2, we know that the Jacobian of F defined in (53) is invertible. Then by Lemma
H.4, we know that F has a unique solution which is v∗. Besides, (78) satisfies Assumption 4.2. Thus
by Theorem 4.3, we get (79).
J.2 Stochastic Newton method with relaxation
By the analysis of Lemma I.1, we even develop a variant of SNM in the case stepsize γ < 1 and we
call the method Stochastic Newton method with relaxation. The updates are the following
xk+1 = γ
(
1
n
n∑
i=1
∇2fi(wik)
)−1(
1
n
n∑
i=1
∇2fi(wik)wik −
1
n
n∑
i=1
∇fi(wik)
)
+ (1− γ)xk, (80)
wik+1 =
{
xk+1 − (1− γ)(xk − wik) if i ∈ Bn
wik if i /∈ Bn
. (81)
Lemma J.2. At each iteration k, the updates of SNR in Lemma I.1 with stepsize γ < 1 are equal to
the updates (80) and (81) of SNM with relaxation.
Proof. Let vk = (xk, w1k, · · · , wnk ) ∈ R(n+1)d be the iterates of SNR in Lemma I.1 with stepsize
γ < 1. Following the proof of Lemma I.1 and taking account the stepsize γ, by (61) and (6), the
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updates of SNR with S defined in (55) are the following
vk+1 = argmin ‖x− xk‖2 +
n∑
i=1
∥∥wi − wik∥∥2
s. t. S>DF (vk)>

x− xk
w1 − w1k
...
wn − wnk
 = −γS>F (vk). (82)
Similar to (70), (82) can be re-written as
vk+1 = argmin ‖x− xk‖2 +
n∑
i=1
∥∥wi − wik∥∥2
s. t.
1
n
n∑
i=1
∇2fi(wik)(x− xk) = −γ
(
1
n
n∑
i=1
∇fi(wik) +
1
n
n∑
i=1
∇2fi(wik)(xk − wik)
)
,
x− wj = (1− γ)(xk − wik), for j ∈ Bn. (83)
Similarly, note that if i 6∈ Bn, then wik+1 = wik, since there is no constraint on the variable wi in this
case. Then by the invertibility of 1n
∑n
i=1∇2fi(wik), we have the unique solution of (83), which is
xk+1 = γ
(
1
n
n∑
i=1
∇2fi(wik)
)−1(
1
n
n∑
i=1
∇2fi(wik)wik −
1
n
n∑
i=1
∇fi(wik)
)
+ (1− γ)xk, (84)
wik+1 = xk+1 − (1− γ)(xk − wik), for i ∈ Bn. (85)
Overall, we have
xk+1 = γ
(
1
n
n∑
i=1
∇2fi(wik)
)−1(
1
n
n∑
i=1
∇2fi(wik)wik −
1
n
n∑
i=1
∇fi(wik)
)
+ (1− γ)xk, (86)
wik+1 =
{
wik if i 6∈ Bn,
xk+1 − (1− γ)(xk − wik) if i ∈ Bn.
(87)
which is exactly the updates (80) and (81) in SNM with relaxation.
We remark that both the original SNM and SNM with relaxation have the same complexity. Consequently,
Theorem 4.5 allows us to develop the global convergence theory of this SNM with relaxation γ. But
first, we find that the function F (v) in (53) actually satisfies the Reformulation Assumption 1.2,
namely as the following lemma
Lemma J.3 (Reformulation Assumption 1.2 in the case of SNM). Consider the function F defined
in (53) and S defined in (55), then
F (R(n+1)d) ∩Ker (E [HS(v)]) = {0} ∀v ∈ R(n+1)d. (88)
Proof. First, we show that E
[
SS>
]
is invertible ∀v ∈ R(n+1)d. By the definition of S in (55),
SS> =

Id
1
n∇2f1(w1) · · · 1n∇2fn(wn)
1
n∇2f1(w1)
...
1
n∇2fn(wn)
IBnI
>
Bn
+M
 , (89)
where M = {Mij}1≤i≤n,1≤j≤n is divided into n × n contiguous blocks of size d × d with each
block Mij defined as the following
Mij
def
=
1
n
∇2fi(wi) · 1
n
∇2fj(wj) ∈ Rd×d and M ∈ Rnd×nd. (90)
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Taking the expectation over S with respect to the distribution D(x,w1,··· ,wn) gives
E
[
SS>
]
=

Id
1
n∇2f1(w1) · · · 1n∇2fn(wn)
1
n∇2f1(w1)
...
1
n∇2fn(wn)
τ
nInd +M

=

Id
1
n∇2f1(w1)
...
1
n∇2fn(wn)


Id
1
n∇2f1(w1)
...
1
n∇2fn(wn)

>
+
τ
n
[
0 0
0 Ind.
]
(91)
E
[
SS>
]
is symmetric, semi-positive. Let (u, v1, · · · , vn) ∈ R(n+1)d such that
(u, v1, · · · , vn)>E [SS>] (u, v1, · · · , vn) = 0.
From (91), we obtain ∥∥∥∥∥∥∥∥∥

Id
1
n∇2f1(w1)
...
1
n∇2fn(wn)

> 
u
v1
...
vn

∥∥∥∥∥∥∥∥∥
2
+
τ
n
n∑
i=1
∥∥vi∥∥2 = 0. (92)
Since both terms are non negative, we obtain
∑n
i=1
∥∥vi∥∥2 = 0 =⇒ ∀ i, vi = 0, and then u = 0.
This confirms that E
[
SS>
]
is positive-definite, thus invertible.
Besides, from Lemma I.2, we get DF (v) invertible. Thus by Lemma H.3, we imply that E [HS(v)]
is invertible, which concludes that (88) is verified for all v ∈ R(n+1)d.
Remark. From (91), it confirms for SNM that any sketch size τ ∈ [[1, n]] is allowed, because
E
[
SS>
]
is invertible ∀τ ∈ [[1, n]].
Now we can state our global convergence result for SNM with relaxation.
Corollary J.4. Consider the iterate vk = (xk, w1k, · · · , wnk ) given by (80) and (81) and note
v∗ def= (x∗, x∗, · · · , x∗) ∈ R(n+1)d. If
fvk(v
∗) ≥ fvk(vk) + 〈∇fvk(vk),v∗ − vk〉 (93)
holds for every v = vk, then SNM with relaxation γ converges asymptotically
∥∥xk − x∗∥∥→ 0, and
min
t=0,...,k−1
E [fvt(vt)] ≤
1
k
k−1∑
t=0
E [fvt(vt)] ≤
1
k
‖v0 − v∗‖2
2γ (1− γ) . (94)
Proof. By the proof of Corollary J.1, we know that v∗ is unique. Besides, (93) implies that Assump-
tion 4.4 holds. Then we conclude the proof by Theorem 4.5, using Lemma J.3 and (93).
K New and tight global convergence theory of the Newton Raphson method
In this section, we develop another important consequences of our general convergence theories, the
global convergence theories for the original Newton-Raphson method. We first provide the results
in 1-dimension in the next section, and then a general result in multi-dimension in the subsequent
Section K.2.
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K.1 A single nonlinear equation
Consider the case where F (x) = φ(x) ∈ R is a one dimensional function and x ∈ R. This includes
common applications of the NR method such as calculating square roots or their reciprocal 5 and
finding roots of polynomials.
With only one equation, we do not need sketching and our reformulation in (7) boils down to
minimizing fy(x) = (φ(x)/φ′(y))2. Thus by Theorem 4.5, the NR method converges globally if
fxk(x
k), or simply φ(xk)2 is star convex at every iterate xk ∈ R and φ′(x) 6= 0 for all x ∈ R. Star
convexity of each φ(xk)2 can be simply stated as
0 = φ(x∗)2 ≥ φ2(xk) + 2φ(xk)φ′(xk)(x∗ − xk).
This can be further re-written as
2φ′(xk)(xk − x∗) ≥ |φ(xk)|.
A strong sufficient condition for this to hold is to assume that φ2(x) is convex, and if φ is twice
differentiable, this boils down to a well known condition for the convergence (see Section 1.1 in [10])
given by
|φ(x)|φ′′(x) ≤ φ′(x)2 ∀x ∈ R. (95)
This is well known though it is not normally motivated through the convexity of φ2(x). Thus our
Theorem 4.5 recovers the best known convergence in the specialized case of a single equation but
under strictly weaker assumption of star convexity. In the setting of more than one equation, our
theory actually improves upon the state-of-the-art theory.
K.2 The full NR
Now let F (x) ∈ Rd again and consider the full NR method (2). Theorem 4.5 sheds some new light
on the convergence of NR.
In this case our reformulation (7) is given by
fy(x) =
1
2F (x)
>(DF (y)>DF (y))†F (x). (96)
and Theorem 4.5 states that NR converges if fxk(x) is star convex for all the iterates xk ∈ Rd. This
has a curious re-interpretation in this setting. Indeed, let
n(x)
def
= − (DF (x)>)† F (x)
be the Newton direction. Using that
(DF (x)>DF (x))† = DF (x)†
(
DF (x)>
)†
,
we have that
fx(x) =
1
2
‖n(x)‖2 .
Using this observation, our Theorem 4.5 can be stated in this special case as the following corol-
lary.
Corollary K.1. Consider the xk iterate given by the NR method (2) with γ < 1. If
F (Rd) ∩Ker(DF (y)) = {0} ∀y ∈ Rd (97)
and
1
2
‖n(x)‖2 ≤ 〈n(x), x− x∗〉 (98)
holds for every x = xk, then the NR method (2) converges asymptotically
∥∥xk − x∗∥∥→ 0, and
min
t=0,...,k−1
∥∥n(xt)∥∥2 ≤ 1
k
·
∥∥x0 − x∗∥∥2
γ(1− γ) . (99)
5Used in particular to compute angles of incidence and reflection in games such as quake https://en.
wikipedia.org/wiki/Fast_inverse_square_root
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Proof. First note that for S = I we have that Assumption 1.2 becomes (97) since
Ker(E [HS(y)])) = Ker((DF (y)>DF (y))†)
= Ker(DF (y)>DF (y))
= Ker(DF (y)),
where we used thatKer(B†) = Ker(B>) forB = DF (y)>DF (y) and Lemma A.1. Now from (9),
we have that
∇fx(x) = DF (x)(DF (x)>DF (x))†F (x)
= (DF (x)>)†F (x) = −n(x),
and furthermore, since (DF (x)>DF (x))† = DF (x)†
(
DF (x)>
)†
, we have that
fx(x) =
1
2
‖F (x)‖2(DF (x)>DF (x))† =
1
2
‖n(x)‖2 . (100)
Substituting the last two identities in (14) gives the condition (98). Thus the conditions for Theo-
rem 4.5 are verified and thus the iterates converge sublinearly according to (15) which in our case is
given by (99).
This result appears to not have been known before. In particular, global convergence results for
the NR method such as the monotone convergence theorems rely on a stepsize γ = 1, see [34, 10].
Excluding the difference in stepsizes, we show Theorem L.1 in the next section and Lemma L.2 in
the subsequent section that our assumptions are strictly weaker than those used for establishing the
global convergence of NR through the monotone convergence theorem.
L Comparing to the classic monotone convergence theory of NR
Here we show that our Assumptions 1.2 and 4.4 are strictly weaker than the classic assumptions used
for establishing the global convergence of the NR method. To show this, we take the assumptions used
in the monotone convergence theory in Section 13.3.4 in [34] and compare with our assumptions in
the following theorem.
Theorem L.1. Let xk be the iterate of the NR method with stepsize γ = 1, that is
xk+1 = xk − (DF (xk)>)† F (xk). (101)
Consider the following two sets of assumptions
(I) F (x) is component wise convex, DF (x)−> exists and is element-wise positive ∀x ∈ Rd.
(II) Assumption 1.2 and 4.4 hold for k ≥ 1.
If (I) holds, then (II) always holds. Furthermore, there exists problems for which (II) holds and (I)
does not hold.
Proof. First, we prove (I) =⇒ (II). That is, assume that (I) holds. Since DF (x) is invertible and
S = I, Assumption 1.2 holds trivially. It remains to verify if Assumption 4.4 holds. First, note that
the invertibility of DF (xk) gives
fk(x
k) =
1
2
‖F (xk)‖2[DF>k DFk]† =
1
2
〈
DF−>k Fk, DF
−>
k Fk
〉 (101)
=
1
2
∥∥xk+1 − xk∥∥2 ,
where we use the shorthands fk(xk) ≡ fxk(xk), Fk ≡ F (xk) and DFk ≡ DF (xk).
Furthermore
∇fk(xk) = DFk(DF>k DFk)−1F (xk) = DF−>k F (xk)
(101)
= xk − xk+1.
Thus we can re-write the right hand side of the convexity assumption
fk(x
∗) ≥ fk(xk) +
〈∇fk(xk), x∗ − xk〉 , (102)
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as
fk(x
k) +
〈∇fk(xk), x∗ − xk〉 = 1
2
∥∥xk+1 − xk∥∥2 + 〈xk − xk+1, x∗ − xk〉
=
1
2
∥∥xk+1 − xk∥∥2 + 〈xk − xk+1, xk+1 − xk + x∗ − xk+1〉
= −1
2
∥∥xk+1 − xk∥∥2 + 〈xk − xk+1, x∗ − xk+1〉 . (103)
Since F (x) is component wise convex and DF (x)−> exists and is element-wise positive, we
have by Lemma 3.1 in [10] that the NR is component wise monotone with x∗ ≤ xk+1 ≤ xk
for k ≥ 1. Thus xk − xk+1 ≥ 0 and x∗ − xk+1 ≤ 0 component wisely and consequently,〈
xk − xk+1, x∗ − xk+1〉 ≤ 0. Thus it follows that
fk(x
k) +
〈∇fk(xk), x∗ − xk〉 = −1
2
∥∥xk+1 − xk∥∥2 + 〈xk − xk+1, x∗ − xk+1〉 ≤ 0. (104)
Since fk(x∗) = 0, this concludes the proof that (I) =⇒ (II).
We now prove that (II) does not imply (I). Consider the example F (x) = Ax− b, where A ∈ Rd×d
is invertible and b ∈ Rd. Consequently, DF (x) = A> is invertible and Assumption 1.2 holds. As for
Assumption 4.4, let x∗ be the solution so that Ax∗ = b, thus we have that
fk(x) =
1
2
‖F (x)‖2(DF (xk)>DF (xk))−1 =
1
2
‖A(x− x∗)‖2(AA>)−1
=
1
2
‖x− x∗‖2A>(AA>)−1A =
1
2
‖x− x∗‖2 ,
which is a convex function and thus Assumption 4.4 holds and thus (II) holds. On the other hand, (I)
does not necessarily hold. For instance, if A = −I, then DF (x) is not element-wise positive.
Remark. We observe that our assumptions are also strictly weaker than the affine covariates
formulations of convex functions given in Lemma 3.1 in [10]. The proof is verbatim to the above.
L.1 Case for stepsize γ < 1
The monotone convergence theories in both [34] and [10] needs to have stepsize γ = 1. If γ < 1
which is the case in our convergence Theorem 4.5, the iterates {xk}k≥1 under the set of assumptions
(I) proposed in Theorem L.1 are no longer guaranteed to be component wise monotonically decreasing.
Here we investigate alternatives. In particular, we consider the case in 1-dimension for function
F = φ : R→ R.
Lemma L.2. Let xk be the iterate of the NR method with stepsize γ < 1 for solving φ(x) = 0, that
is
xk+1 = xk − γ φ(x
k)
φ′(xk)
. (105)
If φ satisfies the set of assumptions (I) proposed in Theorem L.1, then
(a) The iterates of the ordinary NR method (101) are necessarily monotonically decreasing.
(b) The iterates of the NR method (105) with γ < 1 are not necessarily monotonically
decreasing.
(c) Assumption 1.2 holds; for 12 ≤ γ < 1 and ∃k′ ≥ 0 such that for k 6= k′, Assumption 4.4
holds.
(d) The iterates xk follow the NR method (105) with 12 ≤ γ < 1 converge asymptotically
|xk − x∗| → 0.
Remark of (a). Even though this result is known and generalized in d-dimension in [34] and [10],
we stress it here to highlight the impact of the stepsize γ in the NR method and leverage the analysis
of (a) in the special 1-dimensional case to prove (b).
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Proof. If φ satisfies (I), then φ is convex and φ′−1 > 0, which implies φ′′ ≥ 0 and φ′ > 0. From
φ′ > 0, we obtain that φ is strictly increasing. Besides, φ(x∗) = 0, so ∀x < x∗, φ(x) < 0 and
∀x > x∗, φ(x) > 0.
Now consider the following two functions
u(x)
def
= x− φ(x)
φ′(x)
and U(x) def= x− γ φ(x)
φ′(x)
(106)
which are exactly the updates of the ordinary NR (101) and the NR (105) with a stepsize γ ∈ (0, 1),
respectively. We first analyze the behavior of the function u and show (a). The derivative of u is
u′(x) =
φ(x)φ′′(x)
φ′(x)2
.
By the sign of functions φ, φ′ and φ′′, we know that if x > x∗, then u′(x) ≥ 0 and u′(x) ≤ 0 for
x < x∗. This implies that the function u is increasing in [x∗,+∞[ and decreasing in ] −∞, x∗].
Overall, we have 
min
x∈R
u(x) = u(x∗) = x∗, (107a)
u(x) < x and u increasing, when x > x∗, (107b)
u(x) > x and u decreasing, when x < x∗. (107c)
Consequently, (a) in the ordinary NR follows from x∗ ≤ xk+1 ≤ xk for all k ≥ 1. The first
inequality is obtained by x∗ (107a)= minu(x) ≤ u(xk) = xk+1. As for the second inequality,
x∗ (107a)= minu(x) ≤ u(xk−1) = xk for k ≥ 1 and xk+1 = u(xk)
(107b)
≤ xk as xk ≥ x∗.
To show (b), we analyze the behavior of the function U . Consider its derivative
U ′(x) = (1− γ) + γ φ(x)φ
′′(x)
φ′(x)2
.
By the sign of functions φ, φ′ and φ′′, if x > x∗, U ′(x) > 0. However, U ′(x∗) = 1 − γ > 0
which is not the same as in the function u. This implies minU(x) < x∗. Here we include the case
where minU(x) = −∞. Also by the sign of functions φ and φ′ and γ < 1, when x > x∗, we have
u(x) < U(x) and u(x) > U(x) for x < x∗. In summary, we have
min
x∈R
U(x) < U(x∗) = u(x∗) = x∗, (108a)
u(x) < U(x) < x and U increasing, when x > x∗, (108b)
u(x) > U(x) > x when x < x∗. (108c)
In NR with stepsize γ < 1, consider x0 ∈ R. We discuss different cases based on the comparison
between x0 and x∗.
If x0 ≥ x∗ named as case i), by induction, we get x∗ (108a)= U(x∗)
(108b)
≤ = U(xk) = xk+1
(108b)
≤ xk
for all k ≥ 0. In this case, the iterates decrease monotonically.
If x0 < x∗, there are two cases: ii) for all k ∈ N, U(xk) ≤ x∗; iii) ∃k′ ∈ N, U(xk′) > x∗.
If ii) holds, we have that the iterates increase monotonically. Indeed, by ii) and by induction, we get
xk
(108c)
≤ U(xk) = xk+1
ii)
≤ x∗ for all k ∈ N.
Otherwise, we are in case iii). Let k′ be the smallest index that U(xk
′
) > x∗. Then we conclude that
the iterates {xk}k≥0 increase monotonically when k ≤ k′ and {xk}k≥k′+1 decrease monotonically.
In fact, by the definition of k′, we know that for k ∈ [[0, k′ − 1]], U(k) ≤ x∗. Then by induction as in
case ii) but for k ≤ k′, we get {xk}k≥0 increase monotonically when k ≤ k′. When k ≥ k′ + 1, by
induction as in case i) but for U(xk
′
) = xk
′+1 > x∗, we get {xk}k≥k′+1 decrease monotonically.
We thus observe (b).
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(c) follows from the proof of Theorem L.1 in 1-dimension in taking account the stepsize γ < 1. Then
Assumption 1.2 holds and (103) becomes
fk(x
k) +
〈∇fk(xk), x∗ − xk〉 = 1− 2γ
2γ2
(xk+1 − xk)2︸ ︷︷ ︸
≤0 as 12≤γ in (c)
+
1
γ
(xk − xk+1)(x∗ − xk+1)︸ ︷︷ ︸
def
=(∗)
(109)
in considering
fk(x
k) =
1
2
(
φ(xk)
φ′(xk)
)2
(105)
=
1
2γ2
(xk+1 − xk)2 and ∇fk(xk) = φ(x
k)
φ′(xk)
(105)
=
1
γ
(
xk − xk+1)
with φ = F and φ′ = DF . To get Assumption 4.4 hold, from (109), it suffices to prove (∗) ≤ 0.
By the analysis of (b), we know: in case i), (∗) ≤ 0 for all k ≥ 0 as x∗ ≤ xk+1 ≤ xk; in case ii),
(∗) ≤ 0 for all k ≥ 0 as x∗ ≥ xk+1 ≥ xk; finally in case iii), for k 6= k′, (∗) ≤ 0 as x∗ ≥ xk+1 ≥ xk
for k ≤ k′ − 1 and x∗ ≤ xk+1 ≤ xk for k ≥ k′ + 1. So in all cases, (∗) ≤ 0 for all k or for k 6= k′.
We thus obtain (c).
(d) is simply obtained by (c) and Theorem 4.5, as Assumption 4.4 holds for all iterates xk except for
just one iterate xk
′
potentially.
The monotone convergence theory is based on assumptions (I) with stepsize γ = 1. Under the same
assumptions with γ < 1, such theory may not hold. Indeed, following the analysis in Lemma L.2 in
1-dimension case, by (108c) we do not have the monotone property for the function U when x < x∗.
That is the reason why (b) happens but not (a) in Lemma L.2. In general case, which means in
d-dimension case, without such monotone property for the function U , {xk} is not guaranteed to be
monotone, which is the main clue in their theory’s proof. However, with stepsize γ < 1, assumptions
(I) can still imply our Assumptions 1.2 and 4.4 under constraint 12 ≤ γ < 1 in 1-dimension case. In
addition, though our theory does not either require any constraint for stepsize γ < 1 or guarantee
that the NR method is monotonic in terms of the iterates component wisely, we still guarantee global
convergence. We thus conclude that Assumptions 1.2 and 4.4 are strictly weaker than the assumptions
used in the monotone convergence theory in [34] and [10].
M Extension of SNR and Randomized Subspace Newton
In the SNR method in (3), we only consider a projection under the standard Euclidean norm. If we
allow SNR and (3) for a changing norm that depends on the iterates, we find that the Randomized
Subspace Newton [13] (RSN) method is in fact a special case of SNR under this extension.
The changing norm projection of SNR is that, at kth iteration of SNR, instead of applying (3), we can
apply the following update
xk+1 = xk − γW−1k DF (xk)Sk
(
S>k DF (x
k)>W−1k DF (x
k)Sk
)†
S>k F (x
k) (110)
where Wk ≡W(xk) with W(xk) a certain symmetric positive-definite matrix associated with the
kth iterate xk ∈ Rd.
The interpretation of using the matrix W(xk) is that, assuming Assumption 2.1 holds, then instead
of considering (6), we apply the following updates
xk+1 = argminx∈Rd
∥∥x− xk∥∥2
Wk
s. t. S>k DF (x
k)>(x− xk) = −γS>k F (xk), (111)
using the projection ‖ · ‖Wk which changes at each iteration. One can verify easily that (111) is
equivalent to (110) under Assumption 2.1, even though this assumption is not necessary and the
update (110) is still available.
Now we can show that RSN is a special case of SNR with a changing norm projection. The RSN
method [13] is a stochastic second order method that takes a Newton-type step at each iteration to
solve the minimization problem
min
x∈Rd
f(x)
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where f : Rd → R is a twice differentiable and convex function. In brevity, the updates in RSN at the
kth iteration are given by
xk+1 = xk − 1
Lˆ
Sk
(
S>k∇2f(xk)Sk
)†
S>k∇f(xk) (112)
where Sk is sampled i.i.d from a fixed distribution D and 1Lˆ is the stepsize and Lˆ > 0 is the relative
smoothness constant [13].
Since f(x) is convex, it suffices to find a stationary point x such that∇f(x) = 0. We can recover the
exact same update (112) by applying SNR to solve∇f(x) = 0 with an adaptive changing norm. That
is, let F (x) = ∇f(x) and DF (x) = ∇2f(x). At the kth iteration, let Wk = ∇2f(xk). Then (110)
is exactly the Randomized Subspace Newton method’s update (112) with γ = 1
Lˆ
.
N Single row sampling: the nonlinear Kaczmarz method
We have already seen that SNM, RSN, NR and TCS applied for GLMs are special cases of SNR. Now
we develop another new method as a variant of SNR, the nonlinear Kaczmarz method.
Consider the problem F (x) = 0 with F : Rd → Rd. We use a single row sketch with respect to a
discrete distribution to subsample the row of F (x) = 0. That is, let P[S = ei] = pi for i = 1, · · · , d.
Here ei is the ith unit coordinate vector, pi ∈ (0, 1) and
∑d
i=1 pi = 1. In this case, the SNR update (3)
is given by
xk+1 = xk − γ Fi(x
k)
‖∇Fi(xk)‖2
∇Fi(xk). (113)
We have dubbed (113) the nonlinear Kaczmarz method, because it could be considered as an extension
of the randomized Kaczmarz method [20, 42] for solving linear systems to the nonlinear case6.
According to our reformulation (7), this nonlinear Kaczmarz method is simply SGD applied to
minimizing
fxk(x) =
1
2
d∑
i=1
pi
Fi(x)
2
‖∇Fi(xk)‖2
,
so long as Assumption 1.2 holds. A sufficient condition for Reformulation Assumption 1.2 to hold is
that the diagonal matrix
Gk =
d∑
i=1
pi
eie
>
i
‖∇Fi(xk)‖2
= Diag
(
pi/
∥∥∇Fi(xk)∥∥2) ,
be invertible. Thus Gk = E
[
HS(x
k)
]
is invertible if ∇Fi(xk) 6= 0 ∀i ∈ [[1, d]] and xk ∈ Rd. In
which case Ker (E [HS(y)]) = {0} ∀y ∈ Rd and Reformulation Assumption 1.2 holds.
Finally, to guarantee that (113) converges through Theorem 4.5, we need fxk(x) to be star convex
on xk at every iteration. In this case, it suffices for each Fi(x)2 to be star convex, since any conic
combination of star convex functions is star convex [26]. This is a straightforward abstraction of the
one dimension case, in that, if (95) holds for every Fi in the place of φ, we can guarantee convergence
of (113).
O Reformulation Assumption 1.2 in the case of TCS method
As we did in Lemma J.3 showing that SNM verifies Reformulation Assumption 1.2, in this section we
show that the TCS method also verifies the Reformulation Assumption 1.2.
Lemma O.1 (Reformulation Assumption 1.2 in the case of TCS). Consider the function F defined
in (24) and the tossing-coin-sketch S defined in Definition 5.2, then Reformulation Assumption 1.2
holds.
6We note that there exists a nonlinear variant of the Kaczmarz method which is referred to as the Landwe-
ber–Kaczmarz method [27]. Though the Landweber–Kaczmarz is very similar to Kaczmarz, it is not truly an
extension since it does not adaptively re-weighed the stepsize by
∥∥∇Fi(xk)∥∥2.
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Proof. Similar to the analysis in Lemma J.3, we show that E
[
SS>
]
and the Jacobian of F are
invertible.
By Definition 5.2, it is straightforward to verify that
E
[
SS>
]
=
[
(1−p)τd
n Id 0
0 pτnn In
]
(114)
which is invertible.
Now we show the Jacobian of F invertible. Let (α, x) ∈ Rn × Rd. The Jacobian of F (α, x) is
written as
DF (α, x)> =
[
1
λnA −Id
In ∇Φ(x)>
]
(115)
where ∇Φ(x)> = Diag (φ′′1(a>1 x), . . . , φ′′n(a>n x)) A> ∈ Rn×d. Since φi is continuously twice
differentiable and convex, φ′′i (a
>
i x) ≥ 0 ∀i, i.e. Diag
(
φ′′1(a
>
1 x), . . . , φ
′′
n(a
>
n x)
) ≥ 0. Denote
D(x)
def
= Diag
(
φ′′1(a
>
1 x), . . . , φ
′′
n(a
>
n x)
)
.
Let (u, v) ∈ Rn × Rd such that DF (α, x)>
[
u
v
]
= 0. Then
DF (α, x)>
[
u
v
]
= 0
(115)⇐⇒
[
1
λnA −Id
In ∇Φ(x)>
] [
u
v
]
= 0
=⇒
(
In +
1
λn
D(x)A>A
)
u = 0. (116)
If D(x) is invertible, (116) becomes
D(x)
(
D(x)−1 +
1
λn
A>A
)
u = 0
⇐⇒
(
D(x)−1 +
1
λn
A>A
)
u = 0. (117)
Since D(x) is invertible, i.e. D(x) > 0, we obtain D(x)−1 > 0. As 1λnA
>A ≥ 0, we get
D(x)−1 + 1λnA
>A > 0, thus invertible. From (117), we get u = 0.
If D(x) is not invertible, without losing generality, we assume that φ′′1(a
>
1 x) ≥ φ′′2(a>2 x) ≥ · · · ≥
φ′′n(a
>
n x) = 0. Let j be the largest index for which φ
′′
j (a
>
j x) > 0. If j does not exist, then D(x) = 0.
From (116), we get u = 0 directly. If j exists, we have 1 ≤ j < n and
D(x)A>A = Diag
(
φ′′1(a
>
1 x), . . . , φ
′′
j (a
>
j x), 0, . . . , 0
)
A>A
=
[
Diag
(
φ′′1(a
>
1 x), . . . , φ
′′
j (a
>
j x)
)
A>1:jA1:j 0
0 0
]
(118)
where A1:j = [a1 · · · aj ] ∈ Rd×j . Note u = [u1 · · · un]> ∈ Rn. We get(
In +
1
λn
[
Diag
(
φ′′1(a
>
1 x), . . . , φ
′′
j (a
>
j x)
)
A>1:jA1:j 0
0 0
])
u = 0
⇐⇒
{(
Ij +
1
λnDiag
(
φ′′1(a
>
1 x), . . . , φ
′′
j (a
>
j x)
)
A>1:jA1:j
)
u1:j = 0
u(j+1):n = 0
(119)
where u1:j = [u1 · · · uj ]> ∈ Rj and u(j+1):n = [uj+1 · · · un]> ∈ Rn−j . Now
Diag
(
φ′′1(a
>
1 x), . . . , φ
′′
j (a
>
j x)
)
is invertible, the same, we obtain u1:j = 0 from the first equa-
tion of (119). Thus we get u = 0.
Therefore, in any case, we obtain u = 0, then v = 1λnAu = 0. We can thus induce that DF (α, x)
>
is invertible for all α and x.
Finally, by Lemma H.3, E [HS(x)] is invertible for all x, which implies Reformulation Assump-
tion 1.2.
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P Explicit formulation of the TCS method
Here we provide details about how TCS method presented in Section 5.2 is obtained from the general
SNR method 1.
Consider the SNR method (3) applied for the nonlinear equations F (α, x) = 0 with F defined in (24)
and the Jacobian of F (α, x) in (115).
At kth iteration (αk, xk) ∈ Rn × Rd, let[
αk+1
xk+1
]
def
=
[
αk
xk
]
+ γ ·
[
∆αk
∆xk
]
and Sk ∈ R(d+n)×(τd+τn) the random sketching matrix. By (3), we obtain the closed form update[
∆αk
∆xk
]
= −DF (αk, xk)Sk
(
S>k DF (α
k, xk)>DF (αk, xk)Sk
)†
S>k
[
1
λnAα
k − xk
αk + Φ(xk)
]
. (120)
As for the tossing-coin-sketch, consider a Bernoulli parameter pwith p ∈ (0, 1). There is a probability
1− p that the random sketching matrix has the type Sk =
[
Sd 0
0 0
]
with Sd ∈ Rd×τd a (d, τd)–block
sketch, and a probability p that the random sketching matrix has the type Sk =
[
0 0
0 Sn
]
with
Sn ∈ Rn×τn a (n, τn)–block sketch. So Sd = IBd and Sn = IBn .
Let ABd,: ≡ I>BdA ∈ Rτd×n denote a row subsampling of A and A:,Bn ≡ AIBn ∈ Rd×τn denote
a column subsampling of A. Let ∇ΦkBn ≡ ∇ΦkIBn ∈ Rd×τn denote a column subsampling of
∇Φk with ∇Φk ≡ ∇Φ(xk) and Φk ≡ Φ(xk). We also use the shorthands vBn ≡ I>Bnv ∈ Rτn with
v ∈ Rn and vBd ≡ I>Bdv ∈ Rτd with v ∈ Rd.
If Sk =
[
Sd 0
0 0
]
, the update (120) applied for the function (24) and its Jacobian (115) becomes[
∆αk
∆xk
]
= −
[
1
λnA
>Sd
−Sd
](
S>d
(
1
λ2n2
AA> + Id
)
Sd
)†
S>d
(
1
λn
Aαk − xk
)
= −
[
1
λnA
>
Bd,:−IBd
](
ABd,:A
>
Bd,:
λ2n2
+ Iτd
)†(
ABd,:α
k
λn
− xkBd
)
. (121)
Similarly, if Sk =
(
0 0
0 Sn
)
, the update (120) becomes[
∆αk
∆xk
]
= −
[
Sn
∇ΦkSn
] (
S>n
(
[∇Φk]>∇Φk + In
)
Sn
)†
S>n
(
αk + Φk
)
= −
[
IBn
∇ΦkBn
] (
[∇ΦkBn ]>∇ΦkBn + Iτn
)† (
αkBn + Φ
k
Bn
)
. (122)
Then we update
[
αk+1
xk+1
]
=
[
αk
xk
]
+ γ ·
[
∆αk
∆xk
]
.
See Algorithm 2 the pseudocode for the updates (121) and (122).
Q Pseudo code and implementation details for generalized linear models
We also provide a more efficient and detailed implementation of Algorithm 2 in Algorithm 4 in this
section.
It is beneficial to first understand Algorithm 2 in the simple setting where τd = τn = 1. We refer to
this setting as the Kaczmarz–TCS method.
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Algorithm 2 τ–TCS
1: Choose (α0, x0) ∈ Rn+d, γ > 0, τd, τn ∈ N and p ∈ (0, 1).
2: Let b ∼ B(p) be a Bernoulli random variable (the coin toss)
3: for k = 0, 1, · · · do
4: Sample b ∈ {0, 1}
5: if b = 0 then
6: Sample Bd ⊂ {1, . . . , d} with |Bd| = τd uniformly.
7: Compute yd ∈ Rτd the least norm solution to
8:
(
ABd,:
A>Bd,:
λ2n2
+ Iτd
)
yd =
ABd,:
αk
λn
− xkBd
9: Compute the updates
10:
[
∆αk
∆xk
]
= −
[
1
λn
A>Bd,:−IBd
]
yd
11: else
12: Sample Bn ⊂ {1, . . . , n} with |Bn| = τn uniformly.
13: Compute yn ∈ Rτn the least norm solution to
14:
(
[∇ΦkBn ]>∇ΦkBn + Iτn
)
yn = α
k
Bn + Φ
k
Bn
15: Compute the updates
16:
[
∆αk
∆xk
]
= −
[
IBn
∇ΦkBn
]
yn
17: xk+1 = xk + γ∆xk
18: αk+1 = αk + γ∆αk
19: return: last iterate αk, xk
Q.1 Kaczmarz–TCS
Let fj ∈ Rd (ei ∈ Rn) be the jth (the ith) unit coordinate vector in Rd (in Rn, respectively). For
Sk =
[
Sd 0
0 0
]
with Sd = fj , from (121) we get
[
∆αk
∆xk
]
= −
1
λn
∑n
l=1 aljα
k
l − xkj
1
λ2n2
∑n
l=1 a
2
lj + 1
 1λn
 a1j...
anj

−fj
 . (123)
For Sk =
[
0 0
0 Sn
]
with Sn = ei, from (122) we get[
∆αk
∆xk
]
= − α
k
i + φ
′
i(a
>
i x
k)
‖ai‖22φ′′i (a>i xk)2 + 1
[
ei
φ′′i (a
>
i x
k)ai
]
. (124)
See Algorithm 3 an efficient implementation of Algorithm 2 in a single row sampling case. Notice
that we introduce an auxiliary variable αk to update the term 1λn
∑n
l=1 aljα
k
l for j = 1, · · · , d in
(123) and we store a d× d matrix cov which can be seen as the covariance matrix of the dataset A to
update the term 1λ2n2
∑n
l=1 a
2
lj for j = 1, · · · , d in (123) (see Algorithm 3 Line 12). We also store a
vector sample ∈ Rn to update the term ‖ai‖22 for i = 1, · · · , n in (124) (see Algorithm 3 Line 21).
Complexity analysis of Algorithm 3. From Algorithm 3, the complexity of computing (123) is
O(n) with n coordinates’ updates of the auxiliary variable α (see Algorithm 3 Line 15). This is
affordable as the complexity of each coordinate’s update is 1. Besides A is often sparse. The update
in this case can be much cheaper than n. Besides, the complexity of computing (124) is O(d). If we
choose the Bernoulli parameter p = n/(n+ d) which selects one row of F uniformly, the complexity
in expectation with respect to the Bernoulli distribution will be
O(n) ∗ (1− p) +O(d) ∗ p = O(nd/(n+ d)) = O(min(n, d)).
So the TCS method can have the same complexity as the stochastic first-order methods in the case
d < n, such as SVRG [19], SAG [39], dfSDCA [40] and Quartz [36].
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Algorithm 3 Kaczmarz-TCS
1: parameters: D = distribution over random matrices
2: store in memory:
3: sample: (‖ai‖22)1≤i≤n ∈ Rn
4: cov: 1λ2n2AA
> ∈ Rd×d
5: initialization:
6: Choose (α0, x0) ∈ Rn × Rd and a step size γ ∈ R++
7: Set α0 = 1λnAα
0
8: for k = 0, 1, · · · do
9: sample a fresh tossing-coin sketching matrix: Sk ∼ D
10: if Sk =
[
Sd 0
0 0
]
with Sd = fj then
11: update (123): . Sketch a linear system based on the first d rows of the Jacobian
12: ∆xkj =
αkj−xkj
cov[j, j]+1
13: ∆αk = −∆xkj · 1λn
a1j...
anj

14: xk+1j = x
k
j + γ ·∆xkj . jth coordinate’s update of the variable xk
15: αk+1 = αk + γ ·∆αk . full vector’s update of the auxiliary variable αk
16: αk+1 = αk − γ ·∆xkj · cov[: , j]
17: else
18: Sk =
[
0 0
0 Sn
]
with Sn = ei
19: update (124): . Sketch a system based on the last n rows of the Jacobian
20: temp = a>i x
k . temporal scalar
21: ∆αki = − α
k
i+φ
′
i(temp)
sample[i]·φ′′i (temp)2+1
22: ∆xk = ∆αki · φ′′i (temp) · ai
23: xk+1 = xk + γ ·∆xk . full vector’s update of the variable xk
24: αk+1i = α
k
i + γ ·∆αki . ith coordinate’s update of the auxiliary variable αk
25: αk+1 = αk + γ ·∆αki · 1λnai
26: return: last iterate αk, xk
Q.2 τ–Block TCS
Here we provide Algorithm 4 which is a detailed implementation of Algorithm 2 in a more efficient
way. Similar to Algorithm 3 but with sketch sizes τd and τn, we also store a d× d matrix cov, but
not a vector sample. We refer to Algorithm 4 as the τ -block TCS method.
From Algorithm 4, the complexity of solving the τd × τd system (see Algorithm 4 Line 12) is O(τ3d )
for a direct solver and the complexity of updating α and α (see Algorithm 4 Line 15 and Line 16) are
O(τdn) and O(τdd) respectively. Overall, this implies that the complexity of executing the sketching
of the first d rows is
cd
def
= O(max(τ3d , τdn, τdd)). (125)
Similarly, the complexity of executing the last n rows sketch comes from mostly forming the τn × τn
linear system or solving such system (see Line 25), which gives
cn
def
= O(max(τ3n, τ2nd)). (126)
In average, which means taking the Bernoulli parameter p into account, the complexity per iteration
is
cavg
def
= cd × (1− p) + cn × p
= O(max(τ3d , τdn, τdd))× (1− p) +O(max(τ3n, τ2nd))× p. (127)
Depending on the sketch sizes (τd, τn) and the Bernoulli parameter p, the nature of cavg can be
different from O(d) (see Kaczmarz-TCS in Algorithm 3) to O(d2) (see the complexity analysis
36
Algorithm 4 τ–Block TCS
1: parameters: D = distribution over random matrices
2: store in memory:
3: cov: 1λ2n2AA
> ∈ Rd×d
4: initialization:
5: Choose (α0, x0) ∈ Rn × Rd and a step size γ ∈ R++
6: Set α0 = 1λnAα
0
7: for k = 0, 1, · · · do
8: sample a fresh tossing-coin sketching matrix: Sk ∼ D
9: if Sk =
[
Sd 0
0 0
]
with Sd = IBd and |Bd| = τd then
10: Update (121): . Sketch a linear system based on the first d rows of the Jacobian
11: Compute yd ∈ Rτd the least norm solution to the τd × τd linear system
12: (cov[Bd, Bd] + Iτd) yd = −
(
αkBd − xkBd
)
13: Compute the updates
14: xk+1Bd = x
k
Bd
− γ · yd . τd coordinates’ update of the variable xk
15: αk+1 = αk + γ · 1λnA>Bd,:yd . full vector’s update of the auxiliary variable αk
16: αk+1 = αk + γ · cov[: , Bd]yd
17: else
18: Sk =
[
0 0
0 Sn
]
with Sn = IBn and |Bn| = τn
19: Update (122): . Sketch a system based on the last n rows of the Jacobian
20: temp = A>:,Bnx
k ∈ Rτn . Temporal vector
21: DkBn = Diag
(
φ′′Bn(temp)
) ∈ Rτn×τn . Compute φ′′i (a>i xk) element-wise∀i ∈ Bn
22: ∇ΦkBn = A:,BnDkBn ∈ Rd×τn
23: ΦkBn = φ
′
Bn
(temp) . Compute φ′i(a
>
i x
k) element-wise ∀i ∈ Bn
24: Compute yn ∈ Rτn the least norm solution to the τn × τn linear system
25:
(
[∇ΦkBn ]>∇ΦkBn + Iτn
)
yn = −
(
αkBn + Φ
k
Bn
)
26: Compute the updates
27: xk+1 = xk + γ · ∇ΦkBnyn . full vector’s update of the variable xk
28: αk+1Bn = α
k
Bn
+ γ · yn . τn coordinates’ update of the auxiliary variable αk
29: αk+1 = αk + γ · 1λnA:,Bnyn
30: return: last iterate αk, xk
paragraph in the next section). We discuss the complexity of the TCS method in practice in different
cases in the next section.
R Additional experimental details
In this section, we give details of all experiments in the main paper. Firstly, we provide the details
of the 8 datasets7 (see Table 1), including condition number (CN) of the model and the smoothness
constant Lmax of the model. The CN of the model which is the logistic regression problem here, is
calculated by
CN of the model def=
(
λmax(AA
>)
4n
+ λ
)
/λ
where λmax is the largest eigenvalue operator, A ∈ Rd×n is the dataset matrix and λ is the regular-
ization parameter. The smoothness constant Lmax is calculated by
Lmax
def
=
λmax(AA
>)
4n
+ λ.
7All datasets except for the artificial dataset can be found downloaded on https://www.csie.ntu.edu.
tw/~cjlin/libsvmtools/datasets/. Some of the datasets can be found originally in [3, 23, 46, 30, 11].
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Table 1: Details of the data sets for binary classification
dataset dimension (d) samples (n) CN of the model Lmax
covetype 54 581012 7.45× 1012 1.28× 107
a9a 123 32561 5.12× 104 1.57
fourclass 2 862 4.86× 106 5.66× 103
artificial 50 10000 3.91× 104 3.91
ijcnn1 22 49990 2.88× 103 5.77× 10−2
webspam 254 350000 7.47× 104 2.13× 10−1
epsilon 2000 400000 3.51× 104 8.76× 10−2
phishing 68 11055 1.04× 103 9.40× 10−2
As for the logistic regression problem, we consider the loss function φi in (21) in the form
φi(t) = ln(1 + e
−yit)
where yi are the target values for i = 1, · · · , n. All experiments were initialized at x0 = 0 ∈ Rd
(and/or α0 = 0 ∈ Rn for TCS/dfSDCA methods) and were performed in Python 3.7.3 on a laptop
with an Intel Core i9-9980HK CPU and 32 Gigabyte of DDR4 RAM running OSX 10.14.5. In Table 1
we give the dimensions, condition number and Lmax of eat data set we experimented with.
Artificial dataset. The artificial ill-conditioned dataset A> ∈ Rn×d in Figure 1 and Table 1 is of
size 10000× 50 and generated by a Gaussian distribution whose mean vector is zero and covariance
follows a Toeplitz matrix which completely depends on its diagonal seen as a vector presented as
follows
[corr0 corr1 · · · corrd]> ∈ Rd
where corr ∈ R+ can be seen as a correlation parameter. We choose corr = 0.9 (closed to 1) to
signify the high correlation of the dataset, which induces the dataset ill-conditioned. We set the
ground truth coefficients of the model
x = [(−1)0 · e− 010 , · · · , (−1)d−1 · e− d−110 ]> ∈ Rd
and the target values of the dataset
y = sgn
(
A>x+ r
) ∈ Rn
where r ∈ Rn is the noise generated from a standard normal distribution.
Timing. All the sampling of the methods was pre-computed before starting counting the wall-clock
time for each method and each dataset. We also paused the timing the performance evaluation of
the gradient norm or other measurements such as the logistic regression loss that were necessary to
generate the plots.
In the following, from the experimental results for GLM in Section 6, we discuss the parameters’
choices for TCS in practice, including the sketching sizes (τd, τn), the Bernoulli parameter p, the
stepsize γ and the analysis of complexity. See Table 2 for the parameters we chose for TCS in the
experiments in Figure 1.
Choice of the sketch size τd. For most all of our experiments τd = d performs always the best
in time and in number of iterations. That means, when Sk =
[
Sd 0
0 0
]
at kth iteration, we choose
Sd = Id. Note also that the first d rows (24) are linear, thus using Sd = Id gives an exact solution
to these first d equations. We found that such an exact solution from the linear part induces a fast
convergence when d < n. We did not test datasets for which d > n with d very large.
Choice of the Bernoulli parameter p for uniform sampling. First, we calculate the probability
of sampling one row of the function F (24). Since there exists two types of sketching for TCS method
depending on the coin toss, we address both of them. The probability of sampling one specific row of
the first block (fist d rows of (24)) is
pd =
τd
d
× (1− p)
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Table 2: Details of the parameters’ choices (γ and p) for 50-TCS, 150-TCS and 300-TCS
50-TCS 150-TCS 300-TCS
dataset stepsize Bernoulli parameter Bernoulli parameter Bernoulli parameter
covetype 1.0 nn+τn∗3
n
n+τn∗3
n
n+τn∗3
a9a 1.5 nn+τn − 0.03 nn+τn − 0.03 nn+τn − 0.11
fourclass 1.0 nn+τn − 0.11 nn+τn − 0.11 nn+τn − 0.11
artificial 1.0 nn+τn − 0.03 nn+τn − 0.11 nn+τn − 0.11
ijcnn1 1.8 nn+τn − 0.03 nn+τn − 0.11 nn+τn − 0.11
webspam 1.8 nn+τn∗3
n
n+τn∗3
n
n+τn∗3
epsilon 1.8 nn+τn∗3
n
n+τn∗3
n
n+τn∗3
phishing 1.8 nn+τn − 0.03 nn+τn − 0.11 nn+τn − 0.11
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Figure 2: a9a dataset: Grid search of the Bernoulli parameter p and the stepsize γ with 150-TCS
method.The darker colors correspond to a resulting small gradient norm and thus a better solution.
and the one of the second block is
pn =
τn
n
× p.
It is natural to choose p such that the uniform sampling of the whole system, i.e. pd = pn, is
guaranteed. This implies to set
puniform
def
=
τdn
τdn+ τnd
.
As we choose τd = d, this implies
puniform =
n
n+ τn
.
However, we found through multiply experiments that when setting p slightly smaller than puniform
(ex. −1%), this reduces significantly the number of iterations to get convergence. See in Figure 2 for a
grid search of the Bernoulli parameter p and the stepsize γ for a9a dataset with p = puniform = 0.995
in the first line of the figure. Before giving details about how to choose p in practice, we first provide
the complexity analysis of the TCS method in detail.
Complexity analysis for TCS in different cases. Recall two types of complexity cd (125) and cn
(126). In our cases, consider p = nn+τn and d = τd < n. To summarize, the complexity per iteration
in expectation can be one of the three following cases followed with their bounds:
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Table 3: Complexity for different datasets and different sketch sizes.
dataset 50-TCS 150-TCS 300-TCS
covetype cd > cn cd > cn cd > cn
a9a cd > cn cd > cn cd < cn
fourclass cd < cn cd < cn cd < cn
artificial cd > cn cd < cn cd < cn
ijcnn1 cd > cn cd < cn cd < cn
webspam cd > cn cd > cn cd > cn
epsilon cd > cn cd > cn cd > cn
phishing cd > cn cd < cn cd < cn
1. If τn <
√
n < d < n such as epsilon dataset, then cd = O(d3) > cn = O(τ2nd), and
cavg1 = O(d3)×
(
1− n
n+ τn
)
+O(τ2nd)×
n
n+ τn
= O( τnd
n+ τn
(d2 + τnn))
=⇒ O(τ2nd) ≤ cavg1 ≤ O(τnd2); (128)
2. if τn < d <
√
n such as webspam dataset with 50-TCS and 150-TCS, a9a, phishing and
covtype datasets with 50-TCS method, then cd = O(dn) > cn = O(τ2nd), and
cavg2 = O(dn)×
(
1− n
n+ τn
)
+O(τ2nd)×
n
n+ τn
= O( τnn
n+ τn
(d+ τnd)) = O(τ2nd) as
1
2
≤ n
n+ τn
< 1; (129)
3. if d <
√
n and d < τn such as all the other experiments for TCS methods in Figure 1, then
cd = O(dn), cn = O(τ3n), and
cavg3 = O(dn)×
(
1− n
n+ τn
)
+O(τ3n)×
n
n+ τn
= O( τnn
n+ τn
(d+ τ2n))
= O(τ3n) > O(d3) as
1
2
≤ n
n+ τn
< 1. (130)
Notice that cavg1, cavg2, cavg3  O(dn) in general for large scale datasets with large n. For example,
cavg1 < O(dn) when τnd < n. This justifies that TCS method is cheaper than the first-order method
which requires evaluating the full gradient and thus has a complexity of at least O(dn). From cavg1
(128), we know that TCS method can have the same complexity as the stochastic first-order methods
which is O(d) in practice, such as SVRG [19], SAG [39], dfSDCA [40] and Quartz [36].
Furthermore, from the above analysis of complexity, we can easily obtain the comparisons between
cd and cn for different datasets and different sketch sizes in Table 3. These comparisons helped us to
choose p as we detail in the following.
Choice of the Bernoulli parameter p in practice. From the above discussion about puniform,
heuristically, we decrease p from puniform to achieve faster convergence. For a large range of choices
p, TCS converges. However, p affects directly the complexity. From (127), we know that if cd > cn,
decreasing p will increase the average complexity of the method. In this case, there is a trade-off
between the number of iterations and the average complexity to achieve the fastest convergence in
time (see Figure 2). For a large dataset with n large such as epsilon, webspam and covtype, we
decrease p slightly, as for a small dataset, we make a relatively big decrease for p. If cd < cn,
decreasing p will also decrease the average complexity. In this case, we tend to decrease p even
further. See Table 2 the choices of p.
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Figure 3: Comparisons of different sketch sizes for TCS method in terms of the number of iterations.
Choice of the sketch size τn. As for τn, we observe that with bigger sketch size τn, the method
requires less number of iterations to get convergence. From Figure 3, this is true for all the datasets
except for covtype dataset. However, choosing bigger sketch size τn will also increase the complexity
per iteration. Consequently, there exists an optimal sketch size such that the method converges the
fastest in time taking account the balance between the number of iterations and the complexity per
iteration. From the experiments in Figure 1, we show that τn = 150 is in general a very good choice
for any scale of n.
Choice of the stepsizes. Different to our global convergence theories, in practice, choosing constant
stepsize γ > 1 may converge faster (see Figure 2) for certain datasets. Here we need to be careful
that the stepsize we mentioned is the stepsize used for the sketch Sk =
[
0 0
0 Sn
]
. As for the sketch
Sk =
[
Sd 0
0 0
]
, we always choose stepsize γ = 1. Because stepsize γ = 1 solves exactly the linear
system. Henceforth, we use γ to designate the stepsize used for the sketch of the last n rows of F (24).
In our experiments, we find that the choice of the stepsize is related to the condition number (CN) of
the model. If the dataset is ill-conditioned with a big CN of the model, γ = 1 is a good choice (see
Figure 1 top row and Table 2 first four lines except for a9a); if the dataset is well-conditioned with
a small CN of the model, all γ ∈ (1, 1.8] gets convergence (see Figure 2). In practice, γ = 1.8 is a
good choice for well-conditioned datasets (see Figure 1). However, from the grid search of stepsizes
for a9a (see Figure 2), we know that the optimal stepsize for a9a is γ = 1.5. To avoid tuning the
stepsizes, i.e. a grid search procedure, we will apply a stochastic line search process [45] in the next
Section S.
Furthermore, we observe that the stepsize γ is highly related to the smoothness constant Lmax. If
Lmax is big, then we choose γ close to 1, if Lmax is small, we increase γ until γ = 1.8 (see Table 2).
Such observation remains conjecture.
Finally, to summarize in practice for the TCS method with d < n, we choose τd = d and τn = 150,
we choose p following the guideline introduced above; we always choose stepsize γ = 1 for the
sketch of first d rows (24); as for the sketch of last n rows (24), we choose stepsize γ = 1 if the
dataset is ill-conditioned and we can choose stepsize γ = 1.8 if the dataset is well-conditioned.
S Stochastic line-search for TCS methods applied in GLMs
In order to avoid tuning the stepsizes, we can modify Algorithm 1 by applying a stochastic line-search
introduced by Vaswani et al. [45]. This is because again SNR can be interpreted as a SGD method. It is
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a stochastic line-search because on the kth iteration we sample a stochastic sketching matrix Sk, and
search for a stepsize γk satisfying the following condition:
fSk,xk
(
xk − γk∇fSk,xk(xk)
) ≤ fSk,xk(xk)− c · γk ∥∥∇fSk,xk(xk)∥∥2
(11)
= (1− 2cγk) fSk,xk(xk). (131)
Here, c > 0 is a hyper-parameter, usually a value close to 0 is chosen in practice.
S.1 Stochastic line-search for TCS method
Now we focus on GLMs, which means we develop the stochastic line-search based on (131) for
TCS method. At kth iteration, if Sk =
[
Sd 0
0 0
]
with Sd = IBd , we sketch a linear system based on
the first d rows of the Jacobian (115). Because of this linearity, the function fSk,(αk,xk)(α
k, xk) is
quadratic. Thus (131) can be re-written as
fSk,k
([
αk
xk
]
− γk∇fSk,k(αk, xk)
)
= (1− γk)2fSk,k(αk, xk) ≤ (1− 2cγk)fSk,k(αk, xk) (132)
where we use the shorthand fSk,k(α
k, xk) ≡ fSk,(αk,xk)(αk, xk). To achieve the Armijo line-search
condition (132), it suffices to take γ = 1 and 0 < c ≤ 12 which is a common choice. Consequently,
we do not need extra function evaluations. It is also well known that stepsize equal to 1 is optimal as
for Newton’s method applied in quadratic problems.
If Sk =
[
0 0
0 Sn
]
with Sn = IBn , we have
fSk,k(α
k, xk) =
1
2
(
αkBn + Φ
k
Bn
)> (
[∇ΦkBn ]>∇ΦkBn + Iτn
)† (
αkBn + Φ
k
Bn
)
. (133)
and
fSk,k
([
αk
xk
]
− γk∇fSk,k(αk, xk)
)
=
1
2
F (αk + γk∆α
k, xk + γk∆x
k)>HSk(α
k, xk)F (αk + γk∆α
k, xk + γk∆x
k)
=
1
2
F (αk + γk∆α
k, xk + γk∆x
k)>
[
0
IBn
] (
[∇ΦkBn ]>∇ΦkBn + Iτn
)†
[
0
IBn
]>
F (αk + γk∆α
k, xk + γk∆x
k) (134)
with [
0
IBn
]>
F (αk + γk∆α
k, xk + γk∆x
k)
= αkBn + γkI
>
Bn∆α
k + φ′Bn
(
A>:,Bnx
k + γkA
>
:,Bn∆x
k
)
. (135)
By (122), we recall that
∆αk = −IBn
(
[∇ΦkBn ]>∇ΦkBn + Iτn
)† (
αkBn + Φ
k
Bn
)
, (136)
∆xk = −∇ΦkBn
(
[∇ΦkBn ]>∇ΦkBn + Iτn
)† (
αkBn + Φ
k
Bn
)
. (137)
Note that the cost for evaluating (133) and (134) are O(τn) and O
(
max
(
τ3n, τnd
))
respectively,
which are not expensive. Because one part of them are essentially a by-product from the computation
of yn, ∆αk and ∆xk in Algorithm 2. See Algorithm 5 the implementation of TCS combined with
the stochastic Armijo line-search. β ∈ (0, 1) is a discount factor.
S.2 Experimental results for stochastic line search
For all experiments, we set the initial stepsize γ = 2 with γ the stepsize for the last n rows’ sketch
and reduce the stepsize by a factor β = 0.9 when the line-search (131) is not satisfied. We choose the
stepsize γ = 1 with γ the stepsize for the first d rows’ sketch and c = 0.09.
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Algorithm 5 τ–TCS+Armijo
1: Choose (α0, x0) ∈ Rn+d, c, β, γ > 0, τd, τn ∈ N and p ∈ (0, 1).
2: Let b ∼ B(p) be a Bernoulli random variable (the coin toss)
3: for k = 0, 1, · · · do
4: Sample b ∈ {0, 1}
5: if b = 0 then
6: Sample Bd ⊂ {1, . . . , d} with |Bd| = τd uniformly.
7: Compute yd ∈ Rτd the least norm solution to
8:
(
ABd,:
A>Bd,:
λ2n2
+ Iτd
)
yd =
ABd,:
αk
λn
− xkBd
9: Compute the updates
10:
[
∆αk
∆xk
]
= −
[
1
λn
A>Bd,:−IBd
]
yd
11: xk+1 = xk + ∆xk
12: αk+1 = αk + ∆αk
13: else
14: Reset γ to the initial stepsize.
15: Sample Bn ⊂ {1, . . . , n} with |Bn| = τn uniformly.
16: Compute yn ∈ Rτn the least norm solution to
17:
(
[∇ΦkBn ]>∇ΦkBn + Iτn
)
yn = α
k
Bn + Φ
k
Bn
18: Compute the updates
19:
[
∆αk
∆xk
]
= −
[
IBn
∇ΦkBn
]
yn
20: while fSk,k
([
αk
xk
]
+ γ
[
∆αk
∆xk
])
> (1− 2cγ)fSk,k(αk, xk) do
21: γ ← β · γ
22: xk+1 = xk + γ∆xk
23: αk+1 = αk + γ∆αk
24: return: last iterate αk, xk
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Figure 4: Experiments for TCS method combined with the stochastic line-search.
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