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Weak Bruhat order on the set of faces of the permutahedra.
Patricia PALACIOS1 and Mar´ıa O. RONCO 2
Abstract. Given a Coxeter system (W,S), we define a partial order on the set
of right coclasses P(W,S) := {WJ ◦ w : for WJ a parabolic subgroup of W}, which
extends the weak Bruhat order of the groupW . WhenW is the group of permutations
of n elements, we get a partial order on the set of faces of the permutahedra, which
induces a partial order on the set of planar rooted trees with n + 1 leaves. We use
these orders to describe associative algebra structures on the vector spaces spanned
by the faces of permutahedra on one side, and on the vector space spanned by the
planar rooted trees, on the other one. The associative products of both algebras may
be described as the sum of three different operations, also given by the weak Bruhat
order, which give to our examples the structure of dendriform trialgebras.
Introduction. Let Sn be the group of permutations of n elements. In [MR], C.
Malvenuto and C. Reutenauer defined a Hopf algebra structure on the vector space
k[S∞] := ⊕n≥0k[Sn], where k is a field and k[Sn] is the group algebra of the symmetric
group. The associative product of k[S∞] is defined using the natural action of the
Solomon algebra Sol∞ (cf. [GKLLR] and [LR1]) on k[S∞]. This algebra is widely
studied in [DHT].
¿From another point of view, J.-L. Loday introduced in [L2] the notion of dendriform
algebra. In the same work he described free dendriform algebras in terms of planar
binary rooted trees. As a particular case, he showed that the vector space k[Y∞],
spanned by all planar binary rooted trees, has a natural structure of free dendriform
algebra generated by one element. For a fixed field k, there exists a canonical functor
from the category of dendriform algebras into the category of associative algebras
(over k). The associative product of k[Y∞] is also described in [L2] and [HNT].
In [LR1] and [LR2], the authors used the existence of a canonical surjection from
Sn into the set Yn of planar binary trees with n + 1 leaves, and a definition of the
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canonical generators of the Solomon algebra in terms of the weak Bruhat order of
Sn, to prove that :
1. The associative structure of the Malvenuto-Reutenauer algebra comes from a
dendriform algebra structure on k[S∞], which may be defined in terms of two
elementary associative operations / and \ and the weak Bruhat order.
2. The weak Bruhat order of Sn induces a partial order on Yn, in such a way
that the associative structure of the free dendriform algebra k[Y∞] can also be
described in terms of this order, and are induced by the dendriform algebra
structure of k[S∞].
In more recent works (cf. [LR3] and [LR4]), the vector space k[T∞] spanned by the
set of all planar rooted trees is described as the free object on one element for a new
type of algebras, called dendriform trialgebras.
The purpose of this paper is to:
1. Extend the weak Bruhat order of a Coxeter group W to the set P(W,S) :=
{WJ ◦ w : for WJ a parabolic subgroup of W}.
2. Prove that this order defines a structure of dendriform trialgebra on the vector
space k[P∞] spanned by the all the posets Pn associated to the symmetric
groups.
3. Show that there exists a natural surjection from the set Pn into the set Tn of
planar rooted trees with n+ 1 leaves, such that the weak Bruhat order of Pn
induces a partial order on Tn. This order defines a structure of free dendriform
trialgebra on the vector space k[T∞], generated by all planar rooted trees,
which coincides with the one defined in [LR3].
The first point is described in Section 1.
In Section 2, we give a description of the poset Pn in terms of surjective maps from
{1, . . . , n} into {1, . . . , r}, for positive integers n and r. This description permit us
to construct subsets SH(n0, . . . , nr) of Pn, which generalize the well-known notion
of shuffles in Sn. We study the orders ⊆ and ≤B in this new context, define a
structure of dendriform trialgebra on k[P∞] and show that this structure may be
obtained in terms of the generalized weak Bruhat order.
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Section 3 is devoted to see that the orders on Pn induce orders on the set Tn of
planar rooted trees with n+ 1 leaves and to describe the free dendriform trialgebra
structure of k[T∞] in terms of the weak Bruhat order defined in this context.
1 Weak Bruhat order
In this Section we define an order on the set of right coclasses P(W,S) := {WJ ◦ w :
for WJ a parabolic of W}, which differs from the canonical inclusion order and
extends the weak Bruhat order of the group W . For the elementary definitions and
results about Coxeter groups, Solomon algebra and weak Bruhat order we refer to
[Bo], [Hu], [S] and [BBHT]. We shall deal only with finite Coxeter systems.
Notation 1 1. Given a Coxeter system (W,S), we denote by l(w) the length of
an element w ∈ W . The element ωS is the unique element of maximal length
in W .
2. Given a subset J ⊆ S, we denote by WJ the standard parabolic subgroup of W
generated by J . The pair (WJ , J) is also a Coxeter system.
3. For a subset J of S, XJ denotes the Solomon subset of elements which have
no descent at J . We recall that XJ := {w ∈ W | l(w ◦ s) > l(w), ∀ s ∈ J},
where ◦ denotes the product of the group W .
Let us recall the definition of the weak Bruhat order on W .
Definition 2 Let (W,S) be a Coxeter system, the weak Bruhat order on W is de-
fined by x ≤B x
′ if x′ = y ◦ x, with l(x′) = l(y) + l(x).
The group W equipped with the weak Bruhat order ≤B is a partially ordered set.
The minimal element of (W,≤B) is the identity element 1W of the group, and its
maximal element is ωS.
Given a subset J ⊆ S, there exist unique elements ξJ ∈ XJ and ωJ ∈ WJ such that
ωS = ξJ ◦ ωJ . It is easy to check that ωJ is the maximal element of (WJ , J), and
that ξJ is the longest element of XJ .
The following result is proved in [LR2].
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Lemma 3 Let (W,S) be a Coxeter system and let J ⊆ S.
1. The subset XJ of W verifies that XJ = {w ∈ W : w ≤B ξJ}.
2. The subgroup WJ of W is the set of elements which are smaller or equal than
ωJ .
Definition 4 Let (W,S) be a Coxeter system. The Coxeter poset of (W,S) is the
set P (W,S) of right coclasses modulo the parabolic standard subgroups, ordered by the
inclusion ⊆.
The following result follows immediately from [Bo] Ch. IV, p. 37, ex. 3.
Lemma 5 The set P (W,S) may be described as P (W,S) := {WJ◦w with J ⊆ S and w ∈
X−1J }.
For J = ∅ one has that X∅ = W . So, we may think the group W as embedded in
P (W,S), via the map w 7→W∅ ◦ w.
The family of subsets P(W,S)r := {WJ ◦ w : | J |= r}, for 0 ≤ r ≤| S |, defines a
graduation on the set P(W,S).
Let us define an order, different from ⊆, on the set P (W,S).
In [BBHT] the authors proved that for any subset J ⊆ S and s0 ∈ S \ J , it holds
that XJ∪{s0}◦X
WJ∪{s0}
J = XJ , where X
WJ∪{s0}
J is the set of elements inWJ∪{s0} which
have no descent at J .
Using this equality we get the following definition
Definition 6 Let J ⊆ S. For any s ∈ S \ J , the result above implies that there
exists an element αJ,s ∈ X
WJ∪{s}
J = XJ ∩WJ∪{s} such that ξJ = ξJ∪{s} ◦ αJ,s.
Definition 7 (Weak Bruhat order on P (W,S)) Let (W,S) be a Coxeter system.
The weak Bruhat order on the set P (W,S) is the transitive relation generated by the
conditions:
1. For J ⊆ S, s ∈ S \ J and w ∈ X−1J∪{s}, it holds that WJ ◦ w <B WJ∪{s} ◦ w.
2. For J ⊆ S, s ∈ S\J and w ∈ X−1J∪{s}, it holds thatWJ∪{s}◦w <B WJ◦(α
−1
J,s◦w).
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To check that this gives a partial order relation it suffices to see that, given a coclass
WJ ◦w it is impossible to get, applying several times the relations 1 and 2, a sequence
of coclasses that ends atWJ ◦w. Note that applying 2 we get WJ ◦w <B WK ◦z only
for w <B z. So, we may restrict our proof to a sequence of coclasses obtained by
applying only the first relation. But, applying only 1, we get that WJ ◦w <B WK ◦z
implies J is strictly contained in K.
The weak Bruhat order of W induces an order on the subset {W∅ ◦ w with w ∈
W} ⊆ P (W,S). The proof of the following Lemma is straigthforward.
Lemma 8 Let w <B z be two elements of W . The coclass W∅ ◦ w is smaller than
W∅ ◦ z for the weak Bruhat order.
Let us point out that the result above is false if we replace ∅ by any J ⊆ S. As
an example, consider the symmetric group S4 with the set of generators {s1, s2, s3},
where si is the permutation that exchanges i and i+ 1. The coclasses W{s2,s3} ◦ 1S4
and W{s2,s3} ◦ s1 are not comparable for the weak Bruhat order.
Lemma 9 Let K ⊆ S. If z and w are two elements of W such that z ∈ X−1K and
ωK ◦ z ≤B w, then WK ◦ z ≤B WJ ◦ w, for any J with w ∈ X
−1
J .
Proof. We prove the lemma by induction on the number of elements of K.
Suppose | K |= 0. We have that z ≤B ωK ◦ z ≤B w, and Lemma 8 shows that
W∅ ◦ z ≤B W∅ ◦w. Now, by applying several times the relation 1 of Definition 7, we
get that W∅ ◦ w ≤B WJ ◦ w, and the result holds.
For | K |≥ 1, we have that K = K ′ ∪ {s} with | K ′ |=| K | −1. The relation 2 of
Definition 7 states that WK ◦ z <B WK ′ ◦ (α
−1
K ′,s ◦ z).
From the equalities ωS = ξK ′ ◦ ωK ′ = ξK ◦ ωK , and ξK ′ = ξK ◦ αK ′,s, we get
ωK = αK ′,s ◦ ωK ′. Since it holds that ωK ′ ◦ α
−1
K ′,s = ω
−1
K ′ ◦ α
−1
K ′,s = ω
−1
K = ωK , we get
ωK ′ ◦ (α
−1
K ′,s ◦ z) = ωK ◦ z < w.
Applying a recursive argument, WK ◦ z <B WK ′ ◦ (α
−1
K ′,s ◦ z) <B WJ ◦ w. ♦
The following Theorem describes the relationship between the orders ⊆ and ≤ on
P (W,S).
Theorem 10 Let (W,S) be a Coxeter system. For any J ⊆ S and any w ∈ X−1J ,
the sets {WK ◦ z ∈ P
(W,S) : WK ◦ z ⊆WJ ◦w} and {WK ◦ z ∈ P
(W,S) : W∅ ◦w ≤B
WK ◦ z ≤B W∅ ◦ (ωJ ◦ w)} are equal.
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Proof. Observe that WK ◦ z ⊆WJ ◦w if, and only if K ⊆ J and w ≤B z ≤B ωJ ◦w.
Since w ≤B z, we have that W∅ ◦ w ≤B W∅ ◦ z ≤B WK ◦ z. Now, WK ◦ z ⊆WJ ◦ w
implies that ωK ◦ z ≤B ωJ ◦ w. Applying Lemma 9, we get that WK ◦ z ≤B
W∅ ◦ (ωJ ◦ w) = ωJ ◦ w.
We have proved that the set {WK ◦ z ∈ P
(W,S) : WK ◦ z ⊆WJ ◦w} is contained in
{WK ◦ z ∈ P
(W,S) : W∅ ◦ w ≤B WK ◦ z ≤B W∅ ◦ (ωJ ◦ w)}.
Suppose that W∅ ◦ w ≤B WK ◦ z ≤B W∅ ◦ (ωJ ◦ w). ¿From the first inequality it is
immediate that w ≤B z, from the second one we get that z ≤B ωJ ◦w. There exists
y0 ∈ WJ such that z = y0 ◦ w. To check that WK ◦ z ⊆ WJ ◦ w we only need to
prove that K ⊆ J . But for any x ∈ WK , it holds that W∅ ◦ w ≤B WK ◦ (x ◦ z) ≤B
W∅ ◦ (ωJ ◦ w), which implies that w ≤B x ◦ z ≤B ωJ ◦ w. So, x ◦ z = yx ◦ w, for
some yx ∈ WJ ; consequently x = yx ◦ y
−1
0 . We get that WK ⊆ WJ , which implies
(cf. [Bo]) that K ⊆ J . ♦
2 Symmetric groups
Let (Sn, ◦) be the group of permutations of n elements. The group Sn is a Coxeter
group generated by n − 1 transpositions s1, . . . , sn−1, where si is the permutation
that exchanges i and i+ 1. We shall denote the set {s1, . . . , sn−1} by Sn.
The longest element of Sn is the permutation ωn := s1 ◦ s2 ◦ s1 ◦ . . . sn−2 ◦ · · · ◦ s1 ◦
sn ◦ s− n− 1 · · · ◦ s1.
2.1 The posets associated to the symmetric group
Let (n1, . . . , nr) be partition of n . Given elements σi ∈ Sni , for 1 ≤ i ≤ r, the
permutation σ1 × · · · × σr in Sn is defined as:
σ1 × · · · × σr := (σ1(1), . . . , σ1(n1), σ2(1) + n1, . . . , σr(nr) + n1 + · · ·+ nr−1).
We denote by Sn1,...,nr the subgroup of Sn which is the image of the embedding
Sn1 × · · · × Snr →֒ Sn.
Let (n1, . . . , nr) be a partition of n, and let J be the set Sn\{sn1, sn1+n2 , . . . , sn1+···+nr−1}.
It is immediate to check that the standard parabolic subgroup WJ is the subgroup
Sn1,...,nr of Sn. Moreover, the longest element of Sn1,...,nr is ωn1,...,nr := ωn1×· · ·×ωnr .
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Given a sequence of non-negative integers n1, . . . , nr such that
r∑
i=1
ni = n, a (n1, . . . , nr)-
shuffle is a permutation σ ∈ Sn verifying that:
σ(1) < · · · < σ(n1) , . . . , σ(n1 + · · ·+ nr−1 + 1) < · · · < σ(n).
The set of all (n1, . . . , nr)-shuffles in Sn is denoted by Sh(n1, . . . , nr).
Remark 11 1. Let σ be an element of Sn and si a transposition in Sn. It is easily
verified that length(si ◦σ) = length(σ)+1 if, and only if, σ
−1(i) < σ−1(i+1).
2. Let (n1, . . . , nr) be a partition of n. The assertion above implies that the set
Sh(n1, . . . , nr) coincides with the set XJ described in the first section, for
J = Sn \ {sn1, sn1+n2 , . . . , sn1+···+nr−1}.
The longest element of Sh(n1, . . . , nr) (cf. [LR2]) is the permutation ξn1,...,nr defined
as:
ξn1,...,nr(k) := k −
j−1∑
i=1
ni +
r∑
i=j+1
ni, for
j−1∑
i=1
ni < k ≤
j∑
i=1
ni, for 1 ≤ j ≤ r.
Notation 12 In order to simplify notation, we denote by Pn the set P
(Sn,Sn).
The description of the set P (W,S) given in Section 1 and the results above imply that
for any right coclass WJ ◦ τ ∈ Pn, there exist a unique partition (n1, . . . , nr) of n
and a unique element σ ∈ Sh(n1, . . . , nr)
−1 such that WJ ◦ τ = Sn1,...,nr ◦ σ.
For any partition (n1, . . . , nr) of n and any 1 ≤ k ≤ r− 1, we denote by α
k
n1,...,nr the
permutation such that ξn1,...,nr = ξn1,...,nk+nk+1,...,nr ◦ α
k
n1,...,nr
.
Recall that we identify an element σ of Sn with the coclass S1,...,1 ◦ σ. So we have
an embedding of partially ordered sets (Sn,≤B) →֒ (Pn,≤B).
Let us give another description of the sets Pn, which makes it easier to deal with.
Lemma 13 There exists a bijection between the set Pn and the set of all surjective
maps γ : {1, . . . , n} → {1, . . . , r}, with r ≥ 1.
Proof. Let x = Sn1,...,nr ◦ σ be an element of Pn.
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Consider the map Ψ(x) : {1, . . . , n} → {1, . . . , r} defined by:
Ψ(x)(i) := j, if n1 + · · ·+ nj−1 < σ(i) ≤ n1 + · · ·+ nj.
Observe that the map Ψ is bijective, the inverse map is defined by
Ψ−1(γ) = Sn1,...,nr ◦ σ, where Im(γ) = {1, . . . , r}, ni is the number of elements in
γ−1(i) and σ(j) := n1 + · · · + nγ(j)−1 + k, for γ
−1(γ(j)) = {i1 < · · · < inj} and
ik = j. ♦
Note that the image of the element S1,1,...,1 ◦ σ under Ψ is the permutation σ.
So, Pn = {γ : {1, . . . , n} → {1, . . . , r} surjective, for some r ≥ 1}.
Fix the set P0 := {(0)}. Let P∞ denotes the disjoint union of all the sets Pn, for
n ≥ 0. The usual composition of maps defines a multiplication on P∞:
γ ◦ δ :=
{
γ ◦ δ if γ ∈ Pr and Im(δ) = {1, . . . , r}
(0) otherwise.
¿From now on, we shall denote an element γ ∈ Pn by its image γ = (γ(1), . . . , γ(n)).
If γ and δ are permutations, then their composite coincides with their product in
the symmetric group Sn.
Remark 14 Note that any element γ ∈ Pn, with n ≥ 1, may be written as γ = γ
′◦σ
with σ ∈ Sn and γ
′ a non-decreasing map. The element γ′ is unique, while there
exist many permutations σ verifying the equality. However there exists a unique σ
of minimal length, which is precisely the permutation defined in Lemma 13 verifying
Ψ−1(γ) = Sn1,...,nr ◦ σ.
For 1 ≤ r ≤ n, the subset Pn,r := {γ ∈ Pn : Im(γ) = {1, . . . , r}} corresponds to
the subset P
(Sn,Sn
r defined in Section 1.
There exists an embedding Pn ×Pm →֒ Pn+m, given by:
(γ, δ) 7→ (γ(1), . . . , γ(n), δ(1) + r, . . . , δ(m) + r),
where γ ∈ Pn,r. The image of (γ, δ) under this embedding is denoted by γ× δ. Note
that γ × (0) = γ = (0)× γ, for all γ ∈ P∞.
For n ≥ 1, let us denote by ti the element of Pn,n−1 defined by:
ti(j) :=
{
j for 1 ≤ j ≤ i
j − 1 for i < j ≤ n.
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Remark 15 The product of the element tj with the transpositions si, which span
the symmetric group, verify the following relationships:
si ◦ tj =


tj ◦ si if i < j − 1
tj−1 ◦ sj ◦ sj−1 if i = j − 1
tj+1 ◦ sj ◦ sj+1 if i = j
tj ◦ si+1 if i > j.
2.2 Shuffles and wedges on Pn
We proceed to define a notion of shuffle in Pn which extends the definition of shuffle
in Sn.
Definition 16 Let γ ∈ Pn and (n1, . . . , nr) be a partition of n, we say that γ is a
(n1, . . . , nr)-shuffle in Pn if
γ(1) < · · · < γ(n1), . . . , γ(n1 + · · ·+ nr−1 + 1) < · · · < γ(n).
We denote by SH(n1, . . . , nr) the subset of (n1, . . . , nr)-shuffles in Pn. The following
result is a generalized version of [Bo], Ch. IV, p. 37, ex. 3, to the set Pn.
Lemma 17 For any element γ ∈ Pn, and any 0 ≤ p ≤ n, there exist unique
elements γ1 ∈
⋃
1≤i≤p
1≤j≤n−p
SH(i, j), δ1 ∈ Pp,i and δ2 ∈ Pn−p,j such that γ = γ1 ◦ (δ1× δ2).
Proof. Let γ be an element of Pn,r, there exist unique integers 1 ≤ i ≤ p and
1 ≤ j ≤ n− p and unique bijective order-preserving morphisms
φ1 : γ({1, . . . , p})→ {1, . . . , i} and φ2 : γ({p+ 1, . . . , n})→ {1, . . . , j}.
Define δ1 : (φ1(γ(1)), . . . , φ1(γ(p))), δ2 := (φ2(γ(p+ 1)), . . . , φ2(γ(n))), and
γ1 := (φ
−1
1 (1), . . . , φ
−1
1 (i), φ
−1
2 (1), . . . , φ
−1
2 (j)). It is easy to check that γ1 ∈ SH(i, j)
and that the elements are unique. ♦
Definition 18 Let γ0, . . . , γk be a family of elements of P∞, with γi ∈ Pni,ri or
γi = (0), and let ω be an element of SH(r0, . . . , rk). The wedge of γ0, . . . , γk over ω
is the element of Pn+k given by:∨
ω
(γ0, . . . , γk) := (ω ◦ (γ0 × · · · × γk)× 11) ◦ z(n0, . . . , nk),
where z(n0, . . . , nk) := (1, . . . , n0, n+1, n0+1, . . . , n0+n1, n+1, . . . , n+1, n0+ · · ·+
nk−1 + 1, . . . , n) and n :=
∑k
i=0 ni.
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For instance, observe that 1n := (1, 1, . . . , 1) : {1, . . . , m} → {1} is the wedge∨
(0)((0), . . . , (0)).
Proposition 19 Given γ ∈ Pn,r there exist unique elements γi in Pni,ri, with
k +
∑k
i=0 ni = n and r − 1 =
∑k
i=0 ri, and ω ∈ SH(r0, . . . , rk) such that
γ =
∨
ω(γ0, . . . , γk).
Proof. Let γ−1(r) = {j1 < · · · < jk}. Define the integers ni, for 0 ≤ i ≤ k, as follows:
n0 := j1 − 1, . . . , nl := jl+1 − jl − 1, . . . , nk := n− jk.
It is easy to check that γ = (α×11)◦z(n0, . . . , nk), with α ∈ Pn−k,r−1. ¿From Lemma
13, we get that there exist unique γ0 ∈ Pn0 , . . . , γk ∈ Pnk and ω ∈ SH(r0, . . . , rk)
such that α = ω ◦ (γ0 × . . . γk).
The argument above proves the existence of the decomposition. It is clear that α
and n0, . . . , nk are unique. Lemma 13 implies the unicity of the γi’and ω. ♦
Definition 20 Let ω ∈ SH(r0, . . . , rk) and let 1 ≤ j ≤
∑k
i=0 ri. We associate to ω
and j a family of positive integers (sj0, . . . , s
j
k), with s
j
i = ri or s
j
i = ri − 1, and a
shuffle ωj ∈ SH(s
j
0, . . . , s
j
k) in the following way:
1. If tj ◦ w ∈ SH(r0, . . . , rk), then (s
j
0, . . . , s
j
k) := (r0, . . . , rk) and ωj := tj ◦ ω.
2. If tj ◦ ω /∈ SH(r0, . . . , rk), then
sji :=
{
ri if {j, j + 1} 6⊆ ω({Ri−1 + 1, . . . , Ri}),
ri − 1 if {j, j + 1} ⊆ ω({Ri−1 + 1, . . . , Ri}),
where Rl := r0 + · · · + rl. The element ωj is the (s
j
0, . . . , s
j
k)-shuffle in P∑ sji
such that, for 0 ≤ i ≤ k and 1 ≤ l ≤ sji , ωj(s
j
0 + · · ·+ s
j
i−1 + l) :=

ω(Ri−1 + l) if s
j
i = ri,
ω(Ri−1 + l) if s
j
i = ri − 1 and ω(Ri−1 + l) ≤ j,
ω(Ri−1 + l + 1)− 1 if s
j
i = ri − 1 and ω(Ri−1 + l) > j.
Lemma 21 Let ω ∈ SH(r0, . . . , rk) and γi ∈ Pni,ri, for 0 ≤ i ≤ k.
For 1 ≤ j ≤ r :=
∑k
i=0 ri + 1, it holds that:
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1. If j < r−1 and tj◦ω ∈ SH(r0, . . . , rk), then tj◦
∨
ω(γ0, . . . , γk) =
∨
tj◦ω
(γ0, . . . , γk).
2. If j < r−1 and tj◦ω /∈ SH(r0, . . . , rk), then tj◦
∨
ω(γ0, . . . , γk) =
∨
ωj
(γj0, . . . , γ
j
k),
where γji :=
{
γi if s
j
i = ri,
tji ◦ γi if s
j
i = ri − 1,
for ω−1(j) = r0 + · · ·+ ri−1 + ji, with 0 ≤ i ≤ k.
Proof. The proof follows straightforward, using the definition above. ♦
2.3 Inclusion order and Weak Bruhat order on Pn
Translating the definition of inclusion order and weak Bruhat order to the set of
surjective maps γ : {1, . . . , n} → {1, . . . , r}, we get the following result.
Lemma 22 1. Let γ ∈ Pn,r and δ ∈ Pn,s. It holds that γ ⊆ δ in Pn if, and only
if, there exists a non-decreasing map ρ ∈ Pr,s such that δ = ρ ◦ γ.
2. The weak Bruhat order ≤B on the set Pn is the transitive relation spanned by
the conditions:
(a) If γ−1(i) < γ−1(i+ 1) for some 1 ≤ i ≤ r then γ <B ti ◦ γ,
(b) If γ−1(i) > γ−1(i+ 1) for some 1 ≤ i ≤ r then ti ◦ γ <B γ,
for γ ∈ Pn,r, where γ
−1(i) < γ−1(i + 1) means that any element j of γ−1(i)
verifies j < k for all k ∈ γ−1(i+ 1).
Proof. The proof of the first point is immediate.
For the second one, it is easily seen that the weak Bruhat order ≤B defined on the
elements of Pn, seen as right coclasses, is the transitive relation spanned by the
following conditions:
1. Sn1,...,nr ◦ σ <B Sn1,...,nk+nk+1,...,nr ◦ σ.
2. Sn1,...,nk+nk+1,...,nr ◦ σ <B Sn1,...,nr ◦ (α
k
n1,...,nr
)−1 ◦ σ.
for any partition (n1, . . . , nr) of n, any 1 ≤ k ≤ r − 1 and any σ ∈ Sh(n1, . . . , nk +
nk+1, . . . , nr). Translating these conditions from the elements of type Sn1,...,nr ◦ σ to
the surjective maps {1, . . . , n} → {1, . . . , r} the assertion follows. ♦
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Remark 23 1. Given γ ∈ Pn it holds that 1n ≤B γ ≤B ωn, where 1n is the
identity element of Sn and ωn = (n, n− 1, . . . , 1).
2. Suppose γ = τ ◦ σ, with τ a non-decreasing map and σ ∈ Sn. If
γ ∈ SH(n1, . . . , nr), then σ ∈ Sh(n1, . . . , nr).
3. Suppose γ ≤B γ
′ in Pn. If γ
′(j) < γ′(k) for some 1 ≤ j < k ≤ n, then
γ(j) < γ(k). Conversely, if γ(j) > γ(k) for some 1 ≤ j < k ≤ n, then
γ′(j) > γ′(k).
Proposition 24 It holds that
SH(n1, . . . , nr) = {ω ∈ Pn such that ω ≤B ξn1,...,nr}.
Proof. Suppose ω ∈ Pn is such that ω ≤B ξn1,...,nr . The Remark above implies that
ω ∈ SH(n1, . . . , nr).
Conversely, suppose ω ∈ SH(n1, . . . , nr). We have that ω = τ ◦ σ, with τ a non-
decreasing map and σ ∈ Sh(n1, . . . , nr), which may be supposed of minimal length.
But τ may be written as a product τ = tjk ◦ · · · ◦ tj1 , with j1 ≤ j2 ≤ · · · ≤ jk, for
unique integers j1, . . . , jk. If k = 0, the result follows from the Remark above.
For k = 1, we have two possibilities:
1. If σ−1(j1 + 1) < σ
−1(j1), then ω <B σ ≤B ξn1,...,nr .
2. If σ−1(j1) < σ
−1(j1+1), then ω <B sj1 ◦σ. Since ω ∈ SH(n1, . . . , nr), it holds
that there exists 0 ≤ l ≤ r−1 such that σ−1(j1) ≤ n1+ · · ·+nl < σ
−1(j1+1),
which implies that sj1 ◦ σ ∈ Sh(n1, . . . , nr). So, ω < sj1 ◦ σ ≤ ξn1,...,nr .
For k > 1, let γ := tjk−1 ◦ . . . ◦ tj1 ◦ σ. The element sjk ◦ γ verifies that ω <B sjk ◦ γ,
sjk ◦ γ ∈ SH(n1, . . . , nr) and, using Remark 15, we get that
sjk ◦ γ = tlk−1 ◦ . . . ◦ tl1 ◦ σ
′, for some σ′ ∈ Sn.
So, applying recursive hypothesis to sjk ◦ γ, we get that ω <B sjk ◦ γ ≤B ξn1,...,nr . ♦
Proposition 25 Let γ0, . . . , γk and δ0, . . . , δk be families of elements in P∞ verify-
ing that γi ≤B δi in Pni. It holds that γ0 × · · · × γk ≤B δ0 × · · · × δk.
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Proof. Clearly, it suffices to show that
γ0 × · · · × γk ≤B γ0 × . . . γi−1 × δi × γi+1 × · · · × γk,
for all 0 ≤ i ≤ k.
Fix 0 ≤ i ≤ k, and suppose γl ∈ Pnl,rl, for 0 ≤ l ≤ k. The proof may be restricted
to the following two cases:
1. When γ−1i (j) < γ
−1
i (j + 1), for some 1 ≤ j ≤ ri, and δi = tj ◦ γi.
2. When δ−1i (j) > δ
−1
i (j + 1), for some j, and γi = tj ◦ δi.
The proofs of both cases are analogous, so we give the proof of the first one.
If γ−1i (j) < γ
−1
i (j + 1), for some 1 ≤ j ≤ ri and δi = tj ◦ γi, then
(γ0 × . . . γk)
−1(r0 + · · ·+ ri−1 + j) < (γ0 × . . . γk)
−1(Ri−1 + j + 1), and
γ0 × · · · × γi−1 × δi × γi+1 × · · · × γk = tRi−1+j ◦ (γ0 × · · · × γk),
where Ri−1 := r0 + · · ·+ ri−1.
So, γ0 × · · · × γk <B γ0 × · · · × γi−1 × δi × γi+1 × · · · × γk. ♦
Lemma 26 Let γ0, . . . , γk be a family of elements in P∞ such that γi ∈ Pni,ri, and
let ω and ω′ be elements of SH(r0, . . . , rk) such that ω ≤B ω
′. It holds that:
ω ◦ (γ0 × · · · × γk) ≤B ω
′ ◦ (γ0 × · · · × γk).
Proof. Again, it suffices to consider the cases:
1. ω−1(j) < ω−1(j + 1) for some j, and ω′ = tj ◦ ω.
2. (ω′)−1(j) > (ω′)−1(j + 1) for some j, and ω = tj ◦ ω
′.
Since the proofs of the cases are very similar, we give the proof of the second one.
Suppose (ω′)−1(j) > (ω′)−1(j+1) for some j, and ω = tj◦ω
′. Since ω ∈ SH(r0, . . . , rk),
there must exists 0 ≤ l ≤ k − 1 such that (ω′)−1(j + 1) ⊆ {1, . . . , n0 + · · ·+ nl} and
(ω′)−1(j) ⊆ {n0 + · · ·+ nl + 1, . . . , n0 + · · ·+ nk}. So, we get that
(ω′ ◦ (γ0 × · · · × γk))
−1(j) > (ω′ ◦ (γ0 × · · · × γk))
−1(j + 1),
and ω ◦ (γ0 × · · · × γk) = tj ◦ ω
′ ◦ (γ0 × · · · × γk). The argument above implies that:
ω ◦ (γ0 × · · · × γk) ≤B ω
′(γ0 × · · · × γk). ♦
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Corollary 27 Let γ0, . . . , γk be elements in P∞ with γi ∈ Pni,ri. If ω ≤B ω
′ in
SH(r0, . . . , rk), then
∨
ω(γ0, . . . , γk) ≤B
∨
ω′(γ0, . . . , γk).
Lemma 28 Let γi ∈ Pni,ri, for 0 ≤ i ≤ k, and let ω ∈ SH(r0, . . . , rk) ∩ Sr−1 =
Sh(r0, . . . , rk).
1. If γl ≤B tj ◦ γl and ω(r0 + · · ·+ rl−1 + j + 1) = ω(r0 + · · ·+ rl−1 + j) + 1, for
some 0 ≤ l ≤ k and 1 ≤ j ≤ rl, then:∨
ω
(γ0, . . . , γk) ≤B
∨
ω′
(γ0, . . . , tj ◦ γl, . . . , γk),
where ω′ := tω(r0+···+rl−1+j) ◦ ω.
2. If tj ◦ γl ≤B γl and ω(r0 + · · ·+ rl−1 + j + 1) = ω(r0 + · · ·+ rl−1 + j) + 1, for
some 0 ≤ l ≤ k and 1 ≤ j ≤ rl, then:∨
ω′
(γ0, . . . , tj ◦ γl, . . . , γk) ≤B
∨
ω
(γ0, . . . , γk),
where ω′ := tω(r0+···+rl−1+j) ◦ ω.
Proof. The proof is immediate, using that tω(r0+···+rl−1+j) ◦ ω ∈ SH(r0, . . . , rk). ♦
2.4 Dendriform trialgebra structure on the vector space
spanned by P∞
We want to extend some well-known results for the shuffles in Sn to our generalized
shuffles in Pn. Let us begin with the associativity of the shuffle.
Proposition 29 (Associativity of SH) Given non-negative integers n,m, r the
following equality holds:
SH(n,m, r) =
⋃
1≤j≤n+m
SH(j, r)◦(SH(n,m)×1r) =
⋃
1≤k≤m+r
SH(n, k)◦(1n×SH(m, r))
Proof. From Lemma 13, we get that for any γ ∈ SH(n,m, r) there exist unique
integers 1 ≤ j ≤ n + m and 1 ≤ k ≤ m + r, and unique elements γ1 ∈ SH(j, r),
γ2 ∈ SH(n, k), δ1 ∈ Pn+m, δ2 ∈ Pr, τ1 ∈ Pn and τ2 ∈ Pm+r, such that
γ = γ1 ◦ (δ1 × δ2) = γ2 ◦ (τ1 × τ2).
14
To end the proof note that:
(i) Since γ ∈ SH(n,m, r) and γ1 ∈ SH(j, r),the element δ1 must belong to SH(n,m)
and δ2 must be equal to 1r.
(ii) The fact that γ ∈ SH(n,m, r) and that γ2 ∈ SH(n, k) imply that τ1 = 1n and
τ2 ∈ SH(m, r). ♦
For n,m ≥ 0, the set SH(n,m) is the disjoint union of the following three subsets:
SH≻(n,m) := {γ ∈ SH(n,m) : γ(n) < γ(n +m)},
SH•(n,m) := {γ ∈ SH(n,m) : γ(n) = γ(n+m)},
SH≺(n,m) := {γ ∈ SH(n,m) : γ(n) > γ(n +m)}.
Lemma 30 For n,m ≥ 0, the sets SH≻(n,m), SH•(n,m) and SH≺(n,m) may be
described in terms of the weak Bruhat order as follows:
1. SH≻(n,m) = {γ ∈ Pn+m : γ ≤B ξn,m−1 × 11},
2. SH•(n,m) = {γ ∈ Pn+m : z(n− 1, m− 1, 0) ≤B γ ≤B (ξn−1,m−1 × 11) ◦ z(n−
1, m− 1, 0)},
3. SH≺(n,m) = {γ ∈ Pn+m : z(n− 1, m) ≤B γ ≤B ξn,m},
where z(n−1, m−1, 0) = (1, . . . , n−1, n+m−1, n, . . . , n+m−1) and z(n−1, m) =
(1, . . . , n− 1, n+m,n, . . . , n +m− 1).
Proof. The proof of the formulas follows from Proposition 24. We give the proof of
the first equality, the others may be checked in a similar way.
If γ ∈ SH≻(n,m), then γ = γ1 × 11, with γ1 ∈ SH(n,m− 1). By Propositition 24,
we get that γ1 ≤B ξn,m−1. It implies that γ ≤B ξn,m−1 × 11.
Conversely, let γ ∈ Pn+m be such that γ ≤B ξn,m−1 × 11. It is easily seen that
γ = γ1 × 11, with γ1 ≤B ξn,m−1. So, γ ∈ SH
≻(n,m). ♦
Remark 31 It is not difficult to check that the following identities hold:
1.
⋃m+r
i=1 SH
≻(n, i) ◦ (1n × SH
≻(m, r)) =
⋃n+m
j=1 SH
≻(j, r) ◦ (SH(n,m)× 1r),
2.
⋃m+r
i=1 SH
≻(n.i) ◦ (1n × SH
≺(m, r)) =
⋃n+m
j=1 SH
≺(j, r) ◦ (SH≻(n,m)× 1r),
3.
⋃m+r
i=1 SH
≺(n, i) ◦ (1n × SH(m, r)) =
⋃n+m
j=1 SH
≺(j, r) ◦ (SH≺(n,m)× 1r),
15
4.
⋃m+r
i=1 SH
•(n, i) ◦ (1n × SH
·(m, r)) =
⋃n+m
j=1 SH
•(j, r) ◦ (SH•(n,m)× 1r),
5.
⋃m+r
i=1 SH
≻(n, i) ◦ (1n × SH
•(m, r)) =
⋃n+m
j=1 SH
•(j, r) ◦ (SH≻(n,m)× 1r),
6.
⋃m+r
i=1 SH
•(n, i) ◦ (1n × SH
≻(m, r)) =
⋃n+m
j=1 SH
•(j, r) ◦ (SH≺(n,m)× 1r),
7.
⋃m+r
i=1 SH
•(n, i) ◦ (1n × SH
≺(m.r)) =
⋃n+m
j=1 SH
≺(j, r) ◦ (SH•(n,m)× 1r).
The following definition is given in [LR3], it generalizes the definition of dendriform
algebra introduced by J.-L. Loday in [L2].
Definition 32 Let k be a field. A dendriform trialgebra over k is a vector space V
equipped with three k-linear maps ≻ , · , ≺ : V ⊗k V → V verifying the following
identities:
1. v ≻ (w ≻ u) = (v ∗ w) ≻ u,
2. v ≻ (w ≺ u) = (v ≻ w) ≺ u,
3. v ≺ (w ∗ u) = (v ≺ w) ≺ u,
4. v · (w · u) = (v · w) · u,
5. v ≻ (w · u) = (v ≻ w) · u,
6. v · (w ≻ u) = (v ≺ w) · u,
7. v · (w ≺ u) = (v · w) ≺ u,
for all v, w and u in V , where v ∗ w := v ≻ w + v · w + v ≺ w.
If (V,≻, ·,≺) is a tridendriform algebra, then (V, ∗) is an associative algebra over k.
Let k[P∞] be the free k vector space spanned by the set P∞. We define operations
≻, · and ≺ on k[P∞] as follows:
1. γ ≻ δ :=
∑
ω∈SH≻(r,s) ω ◦ (γ × δ),
2. γ · δ :=
∑
ω∈SH•(r,s) ω ◦ (γ × δ),
3. γ ≺ δ :=
∑
ω∈SH≺(r,s) ω ◦ (γ × δ),
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for γ ∈ Pn,r and δ ∈ Pm,s.
Remark 31 implies that k[P∞] is a dendriform trialgebra over k. Moreover, it is easy
to see that the associative product ∗ is given by the formula:
γ ∗ δ =
∑
ω∈SH(r,s)
ω ◦ (γ × δ), for γ ∈ Pn,r and δ ∈ Pm,s.
Theorem 33 The operations of the dendriform trialgebra k[P∞] may be described
in terms of the weak Bruhat order as follows:
γ ≻ δ =
∑
γ×δ≤Bω≤B(ξr,s−1×11)◦(γ×δ)
ω,
γ · δ =
∑
z(r−1,s−1,0)◦(γ×δ)≤Bω≤B(ξr−1,s−1×11)◦z(r−1,s−1,0)◦(γ×δ)
ω,
γ ≺ δ =
∑
z(r−1,s)◦(γ×δ)≤Bω≤Bξr,s(γ×δ)
ω,
γ ∗ δ =
∑
γ×δ≤Bω≤Bξr,s◦(γ×δ
ω,
where γ ∈ Pn,r, δ ∈ Pm,s.
Proof. It suffices to apply Lemmas 26 and 30. ♦
3 Planar rooted trees
In this paper, a tree will always be a finite planar non-empty oriented connected
graph t without loops, and such that for any vertex of t there are at least two
incoming edges and exactly one outgoing edge.
For n ≥ 0, let Tn denote the set of planar rooted trees with n + 1 leaves:
T0 = {↓}, T1 = {
ց ւ
•
↓
}, T2 = {
ց ւ
•
ց ւ
•
↓
,
ց ↓ ւ
•
↓
,
ց ւ
•
ց ւ
•
↓
}.
The degree of a tree t is n when t belongs to Tn. We denote the degree of t by | t |.
A tree t is called binary if each vertex of t has exactly two incoming edges. We
denote by Yn the subset of binary trees of Tn. Note that the elements of Yn are the
trees which have exactly n+ 1 leaves and n vertices.
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The tree ςn is the element of Tn which has exactly one vertex.
The wedge of planar rooted trees t0 ∈ Tn0 , . . . , t
r ∈ Tnr , is the tree
∨
(t0, . . . , tr) of
degree
∑r
i=0 ni + r − 1, obtained by joining the roots of t
0, . . . , tr to a new vertex
and creating a new root. For any tree t 6=↓, there exist unique trees t0, . . . , tr such
that t =
∨
(t0, . . . , tr).
We have that Tn =
⊔
n0+...+nr+r−1=n
Tn1 × . . .× Tnr , for n ≥ 1.
We denote by T∞ the graded set of all planar trees
⋃
n≥0 Tn.
3.1 Orders on Tn
We are going to define two orders ⊆ and ≤B on the set of planar trees Tn. The first
one is the opposite of the order described by V. Ginzburg and M. Kapranov in [GK].
In the next section we show that both orders are induced by the orders ⊆ and ≤B
on the set Pn.
Let t be a tree and let e be an internal edge of t. We denote by te the tree obtained
from t by contracting e into a point. For instance, if t =
ց ւ ց ւ
• •
ց ւe
•
↓
, then
te =
ց ւ
•
ց ↓ ւ
•
↓
.
Definition 34 Let ⊆ be the order on Tn transitively generated by the relation:
t ⊆ te, for any internal edge e of t.
Note that the binary trees of Tn are the minimal elements for ⊆, while the element
ςn is the maximal one.
Definition 35 Let ≤B be the relation on Tn generated transitively by the following
relations:
1. If ti0 <B w
i0 ∈ Tni0 , then
∨
(t0, . . . , ti0 , . . . , tk) <B
∨
(t0, . . . , wi0, . . . , tk) in
Tn0+...+nk+k−1,
2. If t =
∨
(t0, . . . , tk) ∈ Tn and w =
∨
(w0, . . . , wh) ∈ Tm, then∨
(t, w0, . . . , wh) <B
∨
(t0, . . . , tk, w0, . . . , wh)
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3. If t =
∨
(t0, . . . , tk) ∈ Tn, then
t <B
∨
(t0, . . . , tj,
∨
(tj+1, . . . , tk)),
for 1 ≤ j < k.
Example 36 On T2, we have
ց ւ
•
ց ւ
•
↓
≤B
ց ↓ ւ
•
↓
≤B
ց ւ
•
ց ւ
•
↓
Proposition 37 The pair (Tn,≤B) is a partially ordered set, for all n ≥ 1.
Proof. We need to check that, given a tree t in Tn, it does not exist a sequence of
trees t = t0, t1, . . . , tm = t such that ti+1 is obtained from ti applying one of the
relations 1, 2 or 3 of Definition 35.
We proceed by induction on n. For n = 1 or 2 the result is immediate. Suppose
now that | t |> 2, there exist trees t0, . . . , tk such that t =
∨
(t0, . . . , tk). Note that,
if ti is obtained from ti−1 by an operation of type 1 or 3, then | t
1
i |=| t
1
i−1 |, while
applying operation of type 2, we get | t1i |<| t
1
i−1 |. So, it there exists a sequence
t = t0, t1, . . . , tm = t such that ti+1 it must be obtained applying only operations of
types 1 or 3.
Now, suppose tj =
∨
(t0j , . . . , t
kj
j ), for 0 ≤ j ≤ m. If tj is obtained from tj−1 by
an operation of type 1, then | t
rj
j |=| t
rj−1
j−1 |, and if it is obtained from tj−1 by an
operation of type 2, then | t
rj
j |>| t
rj−1
j−1 |. We may conclude then that the sequence
t = t0, t1, . . . , tm = t must be obtained applying only operations of type 1.
In this case, it must exist at least one 1 ≤ k ≤ m and a sequence tk = tk0 <B · · · <B
tkm = t
k. But, by induction hypothesis, we know that it is false. So, the relation ≤B
is a well defined order on Tn. ♦
It is immediate to check that ≤B induces an order on the subset Yn of Tn. This
order is the order defined in [LRo].
Remark 38 Let t =
∨
(t0, . . . , tk) and z =
∨
(z0, . . . , zk) in Tn, such that | t
i |=|
zi |, for 0 ≤ i ≤ k.
1. If t ⊆ z (respectively, t ≤B z), then t
i ⊆ zi (respectively ti ≤B z
i), for all
0 ≤ i ≤ k.
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2. If w ∈ Tn is such that t ⊆ w ⊆ z (respectively t ≤B w ≤B z), then
w =
∨
(w0, . . . , wk) with ti ⊆ wi ⊆ zi (respectively ti ≤B w
i ≤B z
i), for
0 ≤ i ≤ k.
3.2 Poset morphism from P∞ to T∞
Definition 39 Let us define a map Γ : P∞ −→ T∞ as follows:
1. Γ((0)) =↓, where ↓ is the tree with one leaf and without vertex.
2. Let γ =
∨
ω(γ0, . . . , γk) be an element of Pn. The element Γ(γ) is the tree:
Γ(γ) :=
∨
(Γ(γ0), . . . ,Γ(γk)).
Remark 40 1. It is immediate to see that Γ((1, . . . , 1)) = ςn, for n ≥ 1.
2. An easy recursive argument shows that Γ is surjective.
3. Let γ0, . . . , γk be a family of elements in P∞, with γi ∈ Pni,ri and r =
∑k
i=0 ri,
and let ω be an element in SH(r0, . . . , rk). The images of the elements∨
ω(γ0, . . . , γk) and
∨
1r
(γ0, . . . , γk) under Γ are equal.
4. The image of the subset Pn,r of Pn under Γ is the subset Tn,r := {t ∈ Tn :
t has n− r vertices}.
Theorem 41 The map Γ : P∞ → T∞ verifies that:
1. If γ ⊆ δ in Pn, then Γ(γ) ⊆ Γ(δ) in Tn.
2. If γ ≤B δ in Pn, then Γ(γ) ≤B Γ(δ) in Tn.
Proof. In this proof, given a sequence of integers r0, . . . , rk, we shall denote by Rl
the sum Rl := r0 + · · ·+ rl, for 0 ≤ l ≤ k.
1. We know that γ ⊆ δ if, and only if, there exists a non-decreasing map ρ such
that δ = ρ ◦ γ. Since ρ is a product of ti’s, it suffices to prove the result for
ρ = tj .
The result is immediate for n = 0, 1, 2. For n ≥ 3, suppose γ =
∨
ω(γ0, . . . , γk),
with γi ∈ Pni,ri. For j <
∑k
i=0 ri, we have that:
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(a) If tj ◦ ω ∈ SH(r0, . . . , rk), then δ =
∨
tj◦ω
(γ0, . . . , γk) and Γ(δ) = Γ(γ).
(b) If tj◦ω /∈ SH(r0, . . . , rk), then Lemma 21 implies that δ =
∨
ωj
(γj0, . . . , γ
j
k),
where γji = γi or γ
j
i = tji ◦ γi. So, γi ⊆ γ
j
i , for 0 ≤ i ≤ k.
By recursive hypothesis Γ(γi) ⊆ Γ(γ
j
i ), and Γ(δ) =
∨
(Γ(γj0), . . . ,Γ(γ
j
k)).
So, we get that Γ(γ) ⊆ Γ(δ).
For j =
∑k
i=0 ri = r − 1, the element δ is obtained as a wedge of two types of
elements:{
γi for ω(Ri) < r − 1,
γl,i for ω(Ri) = r − 1 and γi =
∨
ωi(γ0,i, . . . , γki,i).
So, Γ(δ) is the wedge of the elements:{
Γ(γi) for ω(Ri) < r − 1,
Γ(γl,i) for ω(Ri) = r − 1 and γi =
∨
ωi(γ0,i, . . . , γki,i).
The argument above implies that Γ(δ) is obtained from Γ(γ) by contracting
all the edges which joint the root of Γ(γi) to the root of Γ(γ), for all 0 ≤ i ≤ k
such that ω(Ri) = r − 1. It implies that Γ(γ) ⊆ Γ(δ).
2. For the weak Bruhat order the result is immediate for n ≤ 2. For n ≥ 3,
suppose γ =
∨
ω(γ0, . . . , γk), and δ =
∨
υ(δ0, . . . , δh), with γi ∈ Pni,ri and
δi ∈ Pmi,si.
a) If δ = tj ◦ γ, with γ
−1(j) < γ−1(j + 1), then we have that:
(i) For j < r − 1 and tj ◦ ω ∈ SH(r0, . . . , rk), it holds that Γ(δ) = Γ(γ).
(ii) For j < r − 1 and tj ◦ ω /∈ SH(r0, . . . , rk), Lemma 21 states that
δ =
∨
ωj
(γj0, . . . , γ
j
k), with{
γji = γi when {j, j + 1} 6⊆ ω({Ri−1 + 1, . . . , Ri}),
γji = tji ◦ γi when {j, j + 1} ⊆ ω({Ri−1 + 1, . . . , Ri}).
The fact that γ−1(j) < γ−1(j+1) implies that there exists at most one i0 such
that γji0 6= γi0 and γ
−1
i0
(ji0) < γ
−1
i0
(ji0 + 1). So,
Γ(δ) =
∨
(Γ(γ0), . . . ,Γ(tji0 ◦ γi0), . . . ,Γ(γk)),
and, by recursive hypothesis, Γ(γi0) ≤B Γ(tji0 ◦ γi0), which implies that
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Γ(γ) ≤B Γ(δ).
(iii) For j = r − 1, we get that γ−1(r − 1) ⊆ {1, . . . , r0}. It holds that
Γ(γ) =
∨
(Γ(γ0), . . . ,Γ(γk))
and that Γ(δ) is the wedge of Γ(γ0,0), . . . ,Γ(γk0,0),Γ(γ1), . . . ,Γ(γk), with
Γ(γ0) =
∨
(Γ(γ0,0), . . . ,Γ(γk0,0)). So, we get that Γ(γ) ≤B Γ(δ).
b) The proof of the case tj ◦ δ = γ, with δ
−1(j) > δ−1(j + 1), can be obtained
following the same arguments that we use to prove a). ♦
In order to see that the orders ⊆ and ≤B of P∞ induce the orders ⊆ and ≤B on T∞,
we need to prove some additional results.
Remark 42 Let γ, ω and δ be elements of Pm such that Γ(γ) = Γ(δ) and γ ⊆ ω ⊆ δ.
The theorem above implies that Γ(ω) = Γ(γ) = Γ(δ).
Let ≤ be the relation on T∞ given by t ≤ z if and only if there exist γ ∈ Γ
−1(t) and
δ ∈ Γ−1(z) such that γ ⊆ δ.
Proposition 43 The relation ≤ defines a partial order on T∞ which coincides with
⊆.
Proof. It results easy to check that ≤ is reflexive and transitive. Lemma 21 states
that if δ = ρ ◦ γ, with ρ a non decreasing element in Pr, then either Γ(δ) = Γ(γ)
or Γ(δ) is obtained from Γ(γ) by contracting some internal edges. This fact implies
the antisymmetry of ≤.
If t ≤ z, then there exist γ ∈ Γ−1(t) and δ ∈ Γ−1(z) with γ ⊆ δ. By Theorem 41, it
holds that t = Γ(γ) ⊆ Γ(δ) = z.
If t ⊆ z, then is becomes clear that t ≤ z for | t |=| z |≤ 2. For | t |=| z |> 2,
suppose that z is obtained from t =
∨
(t0, . . . , tk) by contracting an internal edge.
1. If z =
∨
(t0, . . . , zj , . . . , tk), with tj ⊆ zj , then by recursive hypothesis there
exist γj ∈ Γ
−1(tj) and δj ∈ Γ
−1(zj) such that δj = ρj ◦ γj, with ρj a non-
decreasing map in P∞.
Choose an element γi ∈ Γ
−1(ti), for i 6= j. The element γ :=
∨
1r−1
(γ0, . . . , γk)
belongs to Γ−1(t). Consider δ :=
∨
1r−1−rj+sj
(γ0, . . . , δj , . . . , γk), we get that
δ ∈ Γ−1(z) and γ ⊆ δ, which implies t ≤ z.
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2. For z =
∨
(t0, . . . , t0,j, . . . , tnj ,j, . . . , tk), with tj =
∨
(t0,j , . . . , tnj ,j), choose ele-
ments γi be in Γ
−1(ti), for i 6= j, and γl,j ∈ Γ
−1(tl,j), for 0 ≤ l ≤ nj .
The element γj :=
∨
1rj−1
(γ0,j, . . . , γnj ,j) belongs to Γ
−1(γj), γ :=
∨
1r−1
(γ0, . . . , γk)
is in Γ−1(t), and δ :=
∨
1r−1−rj+
∑
rl,j
(γ0, . . . , γ0,j, . . . , γnj ,j, . . . , γk) belongs to
Γ−1(z). Since γ ⊆ δ we may assert that t ≤ z. ♦
Definition 44 Given a tree t ∈ Tm, we define the elements Min(t) and Max(t) in
Pm recursively, as follows:
1. Min(↓) := (0) =:Max(↓).
2. For t =
∨
(t0, . . . , tk), with ti ∈ Tni and n =
∑k
i=0 ni, the degree of t is n + k.
Define
Min(t) :=
∨
1r−1
(Min(t0), . . . ,Min(tk)),
Max(t) :=
∨
ξs0,...,sk
(Max(t0), . . . ,Max(tk)),
where ξs0,...,sk is the biggest element of SH(s0, . . . , sk) for the weak Bruhat
order, Min(ti) ∈ Pni,ri, Max(t
i) ∈ Pni,si and
∑k
i=0 ri = r − 1.
Proposition 45 Let t ∈ Tm be a tree, the inverse image under Γ of t is an interval
for the weak Bruhat order. Moreover, it verifies
Γ−1(t) = {δ ∈ Pm such that Min(t) ≤B δ ≤B Max(t)}.
Proof. The assertion is obviously true for m = 0, 1, 2. For m ≥ 3, let t ∈ Tm with
t =
∨
(t0, . . . , tk). By recursive hypothesis, we know that
Γ−1(ti) = {δi ∈ Pni such that Min(t
i) ≤B δi ≤B Max(t
i)}.
Suppose γ =
∨
ω(γ0, . . . , γk) is such that Γ(γ) = t. We have that Γ(γi) = t
i, for
0 ≤ i ≤ k. By Corollary 27 and Lemma 28 we obtain that:
Min(t) =
∨
1r−1
(Min(t0), . . . ,Min(tk)) ≤B
∨
1r′−1
(γ0, . . . , γk) ≤B γ,
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and, there exists ω′ ≤B ξs0,...,sk such that:
γ ≤B
∨
ω′
(Max(t0), . . . ,Max(tk)) ≤B
∨
ξs0,...,sk
(Max(t0), . . . ,Max(tk)) = Max(t).
Conversely, if Min(t) ≤B γ ≤B Max(t), then Theorem 41 states that
t = Γ(Min(t)) ≤B Γ(γ) ≤B Γ(Max(t)) = t.♦
So, the weak Bruhat order of P∞ induces a partial order on T∞.
Proposition 46 The weak Bruhat order ≤B of P∞ induces the weak Bruhat order
on T∞.
Proof. Using that Γ preserves the weak Bruhat order, it is easily seen that t ≤ z for
the order induced by the weak Bruhat order of P∞ implies that t ≤B z.
It is immediate to check that t ≤B z implies t ≤ z for the induced order, when
| t |=| z |≤ 2. For | t |≥ 3, we have to consider the following three cases:
1. If t =
∨
(t0, . . . , tk) and z =
∨
(z0, . . . , zk), with ti ≤B z
i for all i, then by
recursive hypothesis we get that ti ≤ zi for the induced order.
So, there exist two families γ0, . . . , γk and δ0, . . . , δk of element in P∞ such
that γi ≤B δi , Γ(γi) = t
i and Γ(δi) = z
i. Since t = Γ(
∨
1r−1
(γ0, . . . , γk)),
z = Γ(
∨
1s−1
(δ0, . . . , δk)) and
∨
1r−1
(γ0, . . . , γk) ≤B
∨
1s−1
(δ0, . . . , δk), we get
that t ≤ z for the induced order.
2. If t =
∨
(t0, . . . , tk) and z =
∨
(t0,0, . . . , tk0,0, t1, . . . , tk), for t0 =
∨
(t0,0, . . . , tk0,0),
then there exist γ0,0, . . . , γk0,0, γ1, . . . , γk in P∞ such that Γ(γl,0) = t
l,0, for
0 ≤ l ≤ k0, and Γ(γi) = t
i, for 1 ≤ i ≤ k.
Consider the elements γ0 :=
∨
1n0
(γ0,0, . . . , γk0,0), γ :=
∨
ξr0,r−1−r0
(γ0, . . . , γk)
and δ :=
∨
1s−1
(γ0,0, . . . , γk0,0, γ1, . . . , γk), where γi ∈ Pni,ri, γl,0 ∈ Pnl,0,rl,0 ,∑k
i=0 ri = r − 1 and
∑k0
l=0 rl,0 +
∑k
i=1 ri = s − 1. It holds that Γ(γ) = t,
Γ(δ) = z, γ−1(r − 1) < γ−1(r) and δ = tr−1 ◦ γ, which implies t ≤ z for the
induced order.
3. The proof for the case t =
∨
(z0, . . . , zk, z0,k, . . . , z0,hk) and z =
∨
(z0, . . . , zk)
is obtained in the same way that the one of case 2. ♦
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3.3 Free dendriform trialgebra structure on k[T∞]
Note that the operations ≻, · and ≺ defined in Section 2 induce operations on the
k-vector space k[T∞], spanned by the set of planar trees. The operations are defined
as follows:
1. t ≻ z =
∑
w, where the sum is taken over the set {w ∈ T∞ such that there exist
γ ∈ Γ−1(t), δ ∈ Γ−1(z) and σ ∈ SH≻(r, s) such that σ ◦ (γ × δ) ∈ Γ−1(w)}.
2. t ·z =
∑
w, where the sum is taken over the set {w ∈ T∞ such that there exist
γ ∈ Γ−1(t), δ ∈ Γ−1(z) and σ ∈ SH•(r, s) such that σ ◦ (γ × δ) ∈ Γ−1(w)}.
3. t ≺ z =
∑
w, where the sum is taken over the set {w ∈ T∞ such that there exist
γ ∈ Γ−1(t), δ ∈ Γ−1(z) and σ ∈ SH≺(r, s) such that σ ◦ (γ × δ) ∈ Γ−1(w)}.
Remark 47 Given a partition n0, . . . , nk of n and 1 ≤ j ≤ n, we denote by
SH(n0, . . . , nk)r the set of elements ω ∈ SH(n0, . . . , nk)∩Pn,r. An easy calculation
shows that the following equalities hold:
SH(r, s0, . . . , sh) =
⋃
j
SH(r, j) ◦ (1r × SH(s0, . . . , sh)) =
⋃
j
SH(j, s1, . . . , sh) ◦ (SH(r, s0)× 1s−s0−1), (1)
⋃
i,j
SH(i, j) ◦ (SH(r0, . . . , rk)i × SH(s0, . . . , sh)j) =
⋃
i
SH(r0, . . . , rk−1, i, s1, . . . , sh) ◦ (1r−rk−1 × SH(rk, s0)× 1s−s0−1), (2)
SH(r0, . . . , rk, s) =
⋃
j
SH(j, s) ◦ (SH(r0, . . . , rk)× 1s) =
⋃
j
SH(r0, . . . , rk−1, j) ◦ (1r−rk−1 × SH(rk, s)), (3)
where r − 1 =
∑k
i=0 ri and s− 1 =
∑h
i=0 si.
Theorem 48 The operations ≻, · and ≺ induced on k[T∞] by the dendriform tri-
algebra structure of k[P∞] verify the following equalities:
1. t∗ ↓= t =↓ ∗t, for all t ∈ T∞,
2. t ≻ z =
∨
(t ∗ z0, z1, . . . , zh),
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3. t · z =
∨
(t0, . . . , tk−1, tk ∗ z0, z1, . . . , zh),
4. t ≺ z =
∨
(t0, . . . , tk−1, tk ∗ z),
for t =
∨
(t0, . . . , tk) and z =
∨
(z0, . . . , zh).
Proof. 1 is obvious.
The proofs of 2, 3 and 4 use similar arguments, applying the Remark above. We
give the detailed proof of 3 (which seems to be just a bit more difficult), the other
ones may be obtained following analogous steps.
3. We have that SH•(j, l) = (SH(j−1, l−1)×11)◦z(j−1, l−1). A tree w appears
with coefficient 1 in t · z if there exist {γi ∈ Pni,ri}0≤i≤k, ω ∈ SH(r0, . . . , rk)j−1,
{δi ∈ Pmi,si}0≤i≤h, υ ∈ SH(s0, . . . , sh)l−1 and σ ∈ SH(j − 1, l − 1) such that the
element σ ◦ (γ × δ) belongs to Γ−1(w), with σ = (σ1 × 11), γ =
∨
ω(γ0 × . . . γk) and
δ =
∨
υ(δ0 × · · · × δh). Using Remark 47 (2), we get that
σ ◦ (γ × δ) = (σ1 × 11) ◦ z(j − 1, l− 1)◦
((ω ◦ (γ0 × . . . γk))× 11 × (υ ◦ (δ0 × · · · × δh))× 11)◦
(z(n0, . . . , nk)× z(m0, . . . , mh)) =
(σ1 × 11) ◦ ((ω ◦ (γ0 × . . . γk)× υ ◦ (δ0 × · · · × δh)× 11)
◦z(n0, . . . , nk, m0, . . . , mh) =
τ ◦ (1r−r0−1 × ζ × 1s−s0−1)◦
(γ0 × · · · × γk × δ0 × · · · × δh × 11) ◦ z(n0, . . . , nk, m0, . . . , mh) =∨
τ
(γ0, . . . , γk−1, ζ ◦ (γk × δ0), δ1, . . . , δh),
for unique elements ζ ∈ SH(rk, s0)i and τ ∈ SH(r0, . . . , rk−1, i, s1, . . . , sh). So, w
appears in
∨
(t0, . . . , tk−1, tk ∗ z0, z1, . . . , zh).
Looking at the same equalities from the lower line to the upper one , we show
that any tree w which appears in
∨
(t0, . . . , tk−1, tk ∗ z0, z1, . . . , zh) with coefficient 1
appears with the same coefficient in t · z, too. ♦
The following result is a consequence of the Theorem above and the description of
the free dendriform trialgebra given in [LR4].
Corollary 49 The dendriform trialgebra (k[T∞],≻, ·,≺) is the free dendriform tri-
algebra spanned by one element.
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Let us describe now the operations of the free dendriform algebra k[T∞] in terms of
the weak Bruhat order of T∞.
Given a tree t ∈ Tn, we numerate its leaves from left to right by 0, 1, . . . n.
Notation 50 Let t ∈ Tn and z ∈ Tm be two planar trees.
1. For any 0 ≤ j ≤ m, the grafting t ◦j z of t on the j-th leaf of z is the tree
obtained by joining the root of t to the leaf j of z.
2. We denote by t/z the tree t ◦0 z, and by t\z the tree z ◦n t.
Proposition 51 Let t ∈ Tn and z ∈ Tm. Given elements γ ∈ Γ
−1(t) ∩ Pn,r and
δ ∈ Γ−1(z) ∩ Pm,s, it holds that:
1. Γ(γ × δ) = t/z,
2. Γ(ξr,s ◦ (γ × δ)) = t\z.
Proof.
1. If z =↓, then γ × (0) = γ and Γ(γ) = t = t/ ↓.
If m ≥ 1, then δ =
∨
υ(δ0, . . . , δh), for a family δi ∈ Γ
−1(zi), with 0 ≤ i ≤ h,
and υ ∈ SH(s0, . . . , sh). We have that:
γ × δ = (1r × υ) ◦ (γ × δ0 × · · · × δh × 11) ◦ (1n × z(m0, . . . , mh) =
(1r × υ) ◦ ((γ × δ0)× δ1 × ◦ × δh × 11) ◦ z(n +m0, m1, . . . , mh) =∨
1r×υ
(γ × δ0, δ1, . . . , δh).
The recursive hypothesis states that Γ(γ × δ0) = t/z
0, which implies that
Γ(γ × δ) =
∨
(t/z0, z1, . . . , zh) = t/z.
2. If t =↓, then ξ0,r ◦ ((0)× δ) = δ and Γ(δ) = z =↓ \z.
If n ≥ 1, then γ =
∨
ω(γ0, . . . , γk), with γi ∈ Γ
−1(ti) and ω ∈ SH(r0, . . . , rk)r,
with
∑k
i=0 ri = r
′ − 1. It holds that
ξr,s ◦ (γ× δ) = ξr,s ◦ (ω× 1s+1) ◦ (γ0×· · ·× γk× 11× δ) ◦ (z(r0, . . . , rk)× 1m) =
(ω(1)+s, . . . , ω(r′−1)+s, r+s, 1, . . . , s)◦(γ0×· · ·×γk×11×δ)◦(z(r0, . . . , rk)×1m) =
((ξr−1,s ◦ (ω × 1s) ◦ (γ0× · · · × γk−1 × (γk × δ))× 11) ◦ z(r0, . . . , rk−1, rk + s) =
(υ × 11) ◦ (γ0 × · · · × γk−1 × (ξrk,s ◦ (γk × δ))× 11) ◦ z(r0, . . . , rk−1, rk + s) =∨
υ
(γ0, . . . , γk−1, (ξrk,s ◦ (γk × δ))),
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where υ :=
(ω(1)+s, . . . , ω(r0+· · ·+rk−1)+s, 1, . . . , s, ω(r0+· · ·+rk−1+1)+s, . . . , ω(r
′−1)+s),
belongs to SH(r0, . . . , rk−1, rk + s).
By recursive hypothesis, Γ(ξrk,s ◦ (γk × δ) = t
k\z.
So, we get that Γ(ξr,s ◦ (γ × δ)) =
∨
(t0, . . . , tk−1, tk\z) = t\z. ♦
Theorem 48 and Proposition 51 imply the following result:
Corollary 52 The operations ≻, ·, ≺ and ∗ of the free dendriform trialgebra k[T∞]
are defined in terms of the weak Bruhat order and the products / and \ by the
following conditions:
1. t ≻ z =
∑
t/z≤Bw≤B
∨
(t\z0,z1,...,zk)w,
2. t · z =
∑∨
(t0,...,tk−1,tk/z0,z1,...,zh)≤Bw≤B
∨
(t0,...,tk−1,tk\z0,z1,...,zh)w,
3. t ≺ w =
∑∨
(t0,...,tk−1,tk/z)≤Bw≤Bt\z
w,
4. t ∗ z =
∑
t/z≤Bw≤Bt\z
w.
Final comment Given a Coxeter system (W,S) there exists another order on the
set P(W,S) which extends the weak Bruhat order of W . Consider the transitive
relation ≤C spanned by:
WJ ◦ w ≤C WJ ◦ (α
−1
J,s ◦ w), for J ⊆ S, s ∈ S \ J and w ∈ X
−1
J∪{s},
where WJ , XK and αJ,s are the elements defined in Section 1.
Observe that if x ≤C y, then x ≤B y. So, the weak Bruhat order is weaker than ≤C .
This new order preserves the graduation of P(W,S), that is two elements x and y of
P(W,S) are comparable for ≤C only if x, y ∈ P
(W,S)
r , for some 0 ≤ r ≤| S |.
Mimicking the results of Section 3 it is possible to see that the order ≤C of P∞
induces, via the map Γ, a partial order on T∞.
The order ≤C on Pn is the transitive relation generated by:
omega ≤C si ◦ ω, for ω
−1(i) ≤ ω−1(i+ 1),
where ω−1(j) denotes the set of elements l of {1, . . . , n} such that ω(l) = j.
On Tn, the order ≤C is transitively spanned by the relations:
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1. If ti0 ≤C w
i0 ∈ Tni0 , then
∨
(t0, . . . , ti0, . . . , tk) ≤C
∨
(t0, . . . , wi0, . . . , tk) in
Tn0+...+nk+k−1,
2. If t =
∨
(t0, . . . , tk) ∈ Tn and w =
∨
(w0, . . . , wh) ∈ Tm, then∨
(t, w0, . . . , wh) ≤C
∨
(t0, . . . , tk, w).
In this case, the order ≤C also permits to construct associative algebra structures on
k[P∞] and k[T∞]. These structures coincide with the associative algebra structures
defined on k[P∞] and k[T∞] by F. Chapoton in [Ch].
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