We prove an estimate for the large sieve with square moduli which improves a recent result of L. Zhao. Our method uses an idea of D. Wolke and some results from Fourier analysis.
Introduction
Throughout this paper, we reserve the symbols c i (i = 1, 2, ...) for absolute positive constants, and the symbol ε for an arbitrary (small) positive constant. Further, we suppose that (a n ) is a sequence of complex numbers and that Q, N ≥ 1. We set S(α) := In its modern form, the large sieve is an inequality connecting a discrete and the continuous mean value Z of the trigometrical polynomial S(α), i.e. an inequality of the form R r=1 |S (α r )| 2 ≤ f (N; α 1 , ..., α r )Z.
One formulation of the large sieve is as follows.
Theorem 1: Let (α r ) r∈AE be a sequence of real numbers. Suppose that 0 < ∆ ≤ 1/2 and R ∈ AE. Put The above Theorem 1 is an immediate consequence of Theorem 2.11 in [7] .
In many applications, the sequence α 1 , ..., α R consists of Farey fractions. If α 1 , ..., α R is the sequence of all fractions a/q with 1 ≤ a ≤ q, (a, q) = 1 and q ≤ Q, then the above Theorem 1 implies, on choosing ∆ := 1/Q 2 , that This is the classical large sieve inequality of Bombieri [4] . Recently, L. Zhao [10] considered the case when the moduli q are squares. A careful investigation of the term K(∆) for this situation led him to the estimate
In [1] we proved that the middle term N √ Q on the right-hand side of (2) can be replaced by N, which gives an improvement of (2) if Q ≪ N 1/3−ε . In the present paper we prove Theorem 2: We have
This bound is sharper than (2) if N 3/8+ε ≪ Q ≪ N 1/2−ε . To establish Theorem 2, we combine a method of D. Wolke [9] with some standard tools from harmonic analysis, like the Poisson summation formula and bounds for exponential integrals. We also use a bound for quadratic Gauß sums.
Counting Farey fractions in short intervals
To prove Theorem 2, we shall use the general large sieve bound given in Theorem 1.
In the sequel, suppose that Q 0 ≥ 1, and let α 1 , ..., α R be the sequence of Farey fractions a/q 2 with Q 0 ≤ q 2 ≤ 2Q 0 , 1 ≤ a ≤ q 2 and (a, q) = 1.
Suppose that α ∈ Ê and 0 < ∆ ≤ 1/2. Put
1.
Then we have
where K(∆) is defined as in (1) . Therefore, the proof of Theorem 2 reduces to estimating P (α) for all α ∈ Ê and choosing the parameter ∆ appropriately.
To estimate P (α), we begin with a method of D. Wolke [9] . Let
Then, by Dirichlet's approximation theorem, α can be written in the form
Thus, it suffices to estimate P (b/r + z) for all b, r, z satisfying (5). We further note that we can restrict ourselves to the case when
Furthermore, we have
Therefore this case can be reduced to the case |z| = ∆. Moreover, as P (α) = P (−α), we can choose z positive. So we can assume (6).
Summarizing the above observations, we deduce Lemma 1: We have
The next lemma provides a first estimate for P (b/r + z).
Lemma 2: Suppose that the conditions (4), (5) and (6) are satisfied. Suppose further that
Then,
where (5) and (6)
Combining (10) and (12), we obtain (9). 2
Estimation of P (b/r + z) -first way
In this section we use some tools from harmonic analysis to establish the following bound.
Theorem 3: Suppose that the conditions (4), (5) and (6) are satisfied. Then,
To derive Theorem 3 from Lemma 2, we need the following standard results from Fourier analysis.
Lemma 3: (Poisson summation formula, [3] ) Let f (X) be a complexvalued function on the real numbers that is piecewise continuous with only finitely many discontinuities and for all real numbers a satisfies
the Fourier transform of f (x).
Lemma 4: (see [10] , for example) For x ∈ Ê \ {0} define
Then φ(x) ≥ 1 for |x| ≤ 1/2, and the Fourier transform of the function φ(x) isφ
We shall also need the following estimate for quadratic Gauß sums.
Lemma 7: (see page 93 in [6] ) Let c ∈ AE, k, l ∈ with (k, c) = 1.
Proof of Theorem 3: By Lemma 4, the double sum on the right-hand side of (9) can be estimated by
Using Lemma 3 after a linear change of variables, we transform the inner sum on the right-hand side of (14) into
Therefore, we get for the double sum on the right-hand side of (14)
where r * := r/(r, j) and j * := j/(r, j). Again using Lemma 3 after a linear change of variables, we transform the inner sum on the right-hand side of (15) into
Suppose that δ satisfies the condition (8). Then, from (15) and (16), we obtain 1 δ
Applying the Lemmas 4 and 7 to the right-hand side of (17), we deduce
If j = 0 and l = 0, then the integral on the right-hand side of (18) is equal to Q 0 . If j = 0 and l = 0, then
If j = 0 and l = 0, then Therefore, the right-hand side of (18) can be estimated by
Now, we evaluate the sums over j in the last line of (19). By the definition of r * , we have
Combining Lemma 2, (14), (18), (19), (20) and (21), we obtain
Choosing δ := Q 0 ∆/z, we infer the desired estimate from (22) and (5). 2 
Estimation of P (b/r + z) -second way
In this section, we use elementary tools to derive the following bound for P (b/r + z) from Lemma 2.
Theorem 4: Suppose that the conditions (4), (5) and (6) are satisfied. Then,
Proof: Rearranging the order of summation, the sum on the right-hand side of (9) can be written in the form
where b mod r is the multiplicative inverse of b mod r, i.e. bb ≡ 1 mod r. The double sum on the right-hand side of (24) can be split up as follows:
where
In the following, we determine the structure of S t (y).
n be the prime number factorization of t. For i = 1, ..., n let
By (26), we get (28) q ′ ∈ St(y)
and from (27) it follows that
where s(r, t, m ′ ) is the number of solutions mod r/t of the congruence
Next, we derive a bound for s(t, r, m ′ ). In the sequel, we suppose that (31) (m ′ , r/t) = 1, as in (25). If (g t , r/t) > 1, then s(t, r, m ′ ) = 0 by (31) and (b, r/t) = 1. Therefore, we can assume that (g t , t/r) = 1. Let g t mod r/t be the multiplicative inverse of g t mod r/t, i.e. g t g t ≡ 1 mod r/t. Put l := −g t bm ′ . Then (30) is equivalent to
where k := r/t. Taking into account that (l, k) = 1, and using some elementary facts on the number of solutions of polynomial congruences modulo prime powers (see [8] , for example), we see that (32) has at most 2 solutions if k is a power of an odd prime and at most 4 solutions if k is a power of 2.
From this it follows that for all k ∈ AE and l ∈ with (l, k) = 1 there exist at most 2 ω(k)+1 solutions mod k to the congruence (32), where ω(k) is the number of distinct prime divisors of k. Further, we have 2 ω(k) ≪ k ε/2 (see [5] 
We estimate the integral on the right-hand side by
To obtain the last line of the above inequality, we use (8) and the summation condition m ′ = 0. From (34) and (35), we deduce
Finally, we choose
which is in consistency with the condition (8) . Combining (36), (37) and Lemma 2, we obtain the result of Theorem 4. 2
Proof of Theorem 2
Suppose that the conditions (4), (5) and (6) 
