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Abstract
In this paper, we show the existence of Hopf bifurcation of a delayed single
population model with patch structure. The effect of the dispersal rate on the
Hopf bifurcation is considered. Especially, if each patch is favorable for the
species, we show that when the dispersal rate tends to zero, the limit of the Hopf
bifurcation value is the minimum of the “local” Hopf bifurcation values over all
patches. On the other hand, when the dispersal rate tends to infinity, the Hopf
bifurcation value tends to that of the “average” model.
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1 Introduction
To understand the variation of the population densities in ecology, various models
described by delayed differential equations or delayed partial differential equations have
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been built and analyzed. For example, the following classical Hutchinson’s equation
was used to model the growth of a single species:
u˙ = u(m− u(t− r)), t > 0, (1.1)
where u represents the population density in time t, m is the intrinsic growth rate, and
r represents the maturation time. It is well known that large time delay r could induce
oscillation through Hopf bifurcation, see [24].
The effect of spatial environment was not considered in model (1.1). If space is
regarded as a continuous variable, one can obtain the following diffusive Hutchinson’s
equation:
∂u
∂t
= d∆u+ u(m(x)− u(t− r)), t > 0. (1.2)
Here the dispersal is completely random, and there exist extensive results on the stabil-
ity and Hopf bifurcation of model (1.2) if m(x) ≡ m for m > 0. For the homogeneous
Neumann boundary condition, Memory [31] and Yoshida [43] obtained the stability of
the spatially homogeneous steady state and the existence of Hopf bifurcation. For the
homogeneous Dirichlet boundary condition, the positive steady state of model (1.2)
is spatially heterogeneous. Busenberg and Huang [6] firstly studied the Hopf bifurca-
tion near such spatially heterogeneous positive steady state, and the implicit function
theorem and some perturbation arguments were used to show the existence of Hopf
bifurcation. This method could also be used to study the Hopf bifurcation for some
other population models under the homogeneous Dirichlet boundary conditions, see
[9, 12, 17, 18, 19, 22, 35, 36, 41, 42] and the references therein. If m(x) is spatially
heterogenous, the effect of spatial heterogeneity on model (1.2) was investigated in [28]
for τ = 0, and delay induced Hopf bifurcation was considered in [32]. Moreover, the
advection term, which indicates movements towards better quality habitat or refers
to unidirectional bias of movements, was also taken into consideration for model (1.2)
by many researchers. The dynamics of model (1.2) with the advection term could be
found in [4, 7, 13, 25, 29, 30, 34, 38, 39, 47] and the references therein for τ = 0, and
delay induced Hopf bifurcation could be found in [8, 11].
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In a discrete spatial setting, one could obtain the following patch model:
duj
dt
= d
n∑
k=1
djkuk + uj(mj − uj(t− r)), t > 0, j = 1, . . . , n,
u(t) = ψ(t) ≥ 0, t ∈ [−r, 0],
(1.3)
where n ≥ 2, u = (u1, . . . , un)T and djj = −
∑
k 6=j
dkj for any j = 1, . . . , n. Here uj
denotes the population density in patch j and time t; d > 0 represents the dispersal
rate of the population; mj is the intrinsic growth rate in patch j, mj > 0 if the patch
j is favorable for the species, and mj ≤ 0 if the patch j is unfavorable for the species;
r ≥ 0 represents the maturation time of the population; djk(j 6= k) ≥ 0 denotes the
degree of the movements from patch k to patch j, and djj denotes the outgoing degree
of the movements of patch j. In this paper, we will consider the existence of Hopf
bifurcation of model (1.3). The following two assumptions are imposed throughout the
paper:
(A1) The connectivity matrix D := (djk)n×n is symmetric, irreducible and quasi-
positive;
(A2) H
+ = {j ∈ 1, . . . , n : mj > 0} 6= ∅.
Here the symmetry assumption of D could mimic the random diffusion of species,
which means that the per capita rate of individuals entering patch j from patch k is
equal to that entering patch k from patch j. Then djj = −
∑
k 6=j
dkj = −
∑
k 6=j
djk for any
j = 1, . . . , n. Let t˜ = dt, denoting λ = 1/d, and τ = dr, and dropping the tilde sign,
model (1.3) can be transformed as the following equivalent model:
duj
dt
=
n∑
k=1
djkuk + λuj(mj − uj(t− τ)), t > 0, j = 1, . . . , n,
u(t) = ψ(t) ≥ 0, t ∈ [−τ, 0].
(1.4)
When τ = 0, the effect of the dispersal on total biomass for (1.3) was studied
extensively, see [2, 3, 15, 44]. For τ > 0, delay induced Hopf bifurcation of model (1.3)
(or equivalently, (1.4)) was investigated for n = 2. For this case, the characteristic
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equation has two transcendental terms, and the conditions that yield purely imaginary
roots to the characteristic equation could be obtained thoroughly, see [27]. However,
this method cannot be applied to the case of n > 3, where more transcendental terms
exist. In this paper, we will consider a general case of n ≥ 2 for model (1.3) (or
equivalently, (1.4)), and the method is also motivated by [6]. We would like to point
out that there are also many results on stability and bifurcations for other patch models,
see [1, 5, 16, 23, 26, 37, 40, 45] and references therein.
Throughout the paper, we use the following notations. For n ≥ 2,
Rn = {u = (u1, . . . , un)T : uk ∈ R for any k = 1, . . . , n},
Rn+ = {u = (u1, . . . , un)T : uk ≥ 0 for any k = 1, . . . , n},
Cn = {u = (u1, . . . , un)T : uk ∈ C for any k = 1, . . . , n}.
(1.5)
Let A be an n× n real-valued matrix. We denote the spectral bound of A by
s(A) := max{Reµ : µ is an eigenvalue of A}.
Let u = (u1, . . . , un)
T and v = (v1, . . . , vn)
T be two vectors. We write u ≥ v if ui ≥ vi
for any i = 1, . . . , n; u > v if ui ≥ vi for any i = 1, . . . , n, and there exists i0 such that
ui0 > vi0 ; and u v if ui > vi for any i = 1, . . . , n. Let the complexification of a linear
space Z be ZC := Z ⊕ iZ = {x1 + ix2| x1, x2 ∈ Z}, and denote the domain of a linear
operator T by D(T ), the kernel of T byN (T ), and the range of T by R(T ). Moreover,
the inner product for Cn we choose is 〈u,v〉 = ∑nj=1 ujvj, and for any u ∈ Cn,
‖u‖∞ = max
j=1,...,n
|uj|, ‖u‖2 =
(
n∑
j=1
|uj|2
)1/2
. (1.6)
The rest of the paper is organized as follows. In Section 2, we consider the existence
of Hopf bifurcation when the dispersal rate d is large or near some critical value, and
show the asymptotic profile of the Hopf bifurcation value when d tends to infinity or
some critical value. In Section 3, we consider the case that d is small, and show the
asymptotic profile of the Hopf bifurcation value when d tends to zero. In Section 4,
some numerical simulations are given to illustrate our theoretical results.
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2 Large (not small) dispersal rate
In this section, we will consider the existence of Hopf bifurcation of model (1.3) when
the dispersal rate d is large or near some critical value. The case of small dispersal rate
will be considered in the next section. Actually, we firstly considered the equivalent
system (1.4), which is relatively simpler to analyze than the original model (1.3) for
this case. Then the results of model (1.3) could be obtained directly from that of model
(1.4).
2.1 Some preliminaries
In this subsection, we mainly give some preliminaries on the properties of the spectrum
bound s(λQ+D), where Q = diag(mi), and the asymptotic profile of the steady states
of model (1.4). It follows directly from the Perron-Frobenius theorem that: s(D) = 0
is a simple eigenvalue of D with an eigenvector η  0, where
η = (η1, . . . , ηn)
T , and ηj =
1
n
for any j = 1, . . . , n. (2.1)
Moreover, there exists no other eigenvalue with a nonnegative eigenvector. Then we
have the following result.
Lemma 2.1. Suppose that assumptions (A1) and (A2) are satisfied. Let Q = diag(mj)
be a diagonal matrix. Then the following two statements hold.
(i) If
δ :=
n∑
j=1
mj ≥ 0, (2.2)
then s (λQ+D) > 0 for any λ > 0.
(ii) If δ < 0, then there exists λ∗ > 0 such that s (λQ+D) < 0 for λ < λ∗,
s (λQ+D) > 0 for λ > λ∗, and s (λQ+D) = 0 for λ = λ∗. Moreover,
s′(λ∗) > 0.
Proof. Since λQ + D is quasi-positive and irreducible, we see that s(λ) is a simple
eigenvalue of λQ + D with an eigenvector w = (w1, . . . , wn)
T  0. Without loss of
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generality, we assume that
n∑
j=1
wj = 1 for any λ > 0. (2.3)
Then
s(λ)wj = λmjwj +
∑
k 6=j
djkwk −
∑
k 6=j
djkwj for any j = 1, . . . , n. (2.4)
Differentiating (2.4) with respect to λ, we have
s′wj + sw′j = mjwj + λmjw
′
j +
∑
k 6=j
djkw
′
k −
∑
k 6=j
djkw
′
j for any j = 1, . . . , n. (2.5)
Multiplying (2.5) by wj yields
s′w2j + sw
′
jwj = mjw
2
j + λmjw
′
jwj +
∑
k 6=j
djkw
′
kwj −
∑
k 6=j
djkw
′
jwj for any j = 1, . . . , n.
(2.6)
Plugging (2.4) into (2.6), we have
s′w2j = mjw
2
j +
∑
k 6=j
djkwjw
′
k −
∑
k 6=j
djkw
′
jwk. (2.7)
Summing (2.7) over all j, and noticing that (djk)n×n is symmetric, we have
s′
n∑
j=1
w2j =
n∑
j=1
mjw
2
j +
n∑
j=1
∑
k 6=j
djkwjw
′
k −
n∑
j=1
∑
k 6=j
djkw
′
jwk =
n∑
j=1
mjw
2
j . (2.8)
Clearly, when λ = 0, s(λ) = 0 and wj = 1/n for j = 1, . . . , n, and consequently
s′(0) =
δ
n
=
1
n
n∑
j=1
mj. (2.9)
To show the properties of function s(λ), we need to analyze the second derivative
of s(λ). Then differentiating (2.5) with respect to λ, we have
s′′wj + 2s′w′j + sw
′′
j = 2mjw
′
j + λmjw
′′
j +
∑
k 6=j
djkw
′′
k −
∑
k 6=j
djkw
′′
j . (2.10)
Multiplying (2.10) by wj gives
s′′w2j + 2s
′w′jwj + sw
′′
jwj = 2mjw
′
jwj + λmjw
′′
jwj +
∑
k 6=j
djkw
′′
kwj −
∑
k 6=j
djkw
′′
jwj. (2.11)
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Plugging (2.4) and (2.7) into (2.11), we have
s′′w2j =
∑
k 6=j
djk
(
wjw
′′
k − w′′jwk
)− 2∑
k 6=j
djk
[
w′jw
′
k − (w′j)2
wk
wj
]
. (2.12)
Summing (2.12) over all j and noticing that (djk)n×n is symmetric, we have
s′′
n∑
j=1
w2j =
n∑
j=1
∑
k 6=j
djk
(
wjw
′′
k − w′′jwk
)− 2 n∑
j=1
∑
k 6=j
djk
[
w′jw
′
k − (w′j)2
wk
wj
]
=− 2
n∑
j=1
∑
k 6=j
djk
[
w′jw
′
k − (w′j)2
wk
wj
]
= −2
n∑
j=1
∑
k 6=j
djk
[
w′jw
′
k − (w′k)2
wj
wk
]
=
n∑
j=1
∑
k 6=j
djk
(√
wk√
wj
w′j −
√
wj√
wk
w′k
)2
≥ 0.
(2.13)
Then it follows from (2.13) that s′′(λ) ≥ 0 for any λ > 0. Moreover, s′′(λ) = 0 if and
only if
w′j
wj
=
w′k
wk
for any j 6= k,
which implies that w′j = cwj for any j = 1, . . . , n. It follows from (2.3) that
∑n
j=1w
′
j = 0
for any λ > 0. Then c = 0, and consequently w′j = 0 for any λ > 0 and j = 1, . . . , n.
This, combined with (2.5), implies that
mj = s
′(λ) for any j = 1, . . . , n.
Therefore s′′(λ) ≥ 0 and the equality holds if and only if m1 = m2 = · · · = mn.
If δ =
n∑
j=1
mj > 0, then s
′(0) > 0 from (2.9). This, combined with the fact that
s′′(λ) ≥ 0, implies that s′(λ) > 0 for any λ > 0. If δ = 0, we see from assumption (A2)
that s′′(λ) > 0, which also implies that s′(λ) > 0 for any λ > 0. Therefore, if δ ≥ 0,
s(λ) is strictly monotone increasing for λ > 0, and consequently s(λQ+D) = s(λ) > 0
for any λ > 0. This completes the proof of (i).
If δ < 0, then s′(0) < 0, and s′′(λ) > 0 for any λ > 0 from assumption (A2). It
follows from [1, Lemma 3.4] that
lim
λ→∞
s
(
Q+
1
λ
D
)
= max
j=1,...,n
{mj}. (2.14)
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Noticing that
s(λ)
λ
= s
(
Q+
1
λ
D
)
,
we see from (2.14) that
lim
λ→∞
s(λ)
λ
= max
j=1,...,n
{mj} > 0.
Then s(λ) > 0 for sufficiently large λ. This, combined with the fact that s′(0) < 0 and
s′′(λ) > 0, implies that (ii) holds.
Then we consider the global dynamics of model (1.4) when τ = 0, which has been
investigated in [10]. Here we include it for completeness, and mainly show the effect
of parameter λ on the global dynamics.
Lemma 2.2. Suppose that assumptions (A1) and (A2) hold, and τ = 0.
(i) If δ ≥ 0, where δ is defined as in (2.2), then system (1.4) admits a unique positive
equilibrium uλ = (uλ,1, . . . , uλ,n)
T  0, which is globally asymptotically stable.
(ii) If δ < 0, then the trivial equilibrium 0 = (0, . . . , 0)T of (1.4) is globally asymp-
totically for λ ∈ (0, λ∗], and for λ > λ∗, system (1.4) admits a unique positive
equilibrium uλ = (uλ,1, . . . , uλ,n)
T  0, which is globally asymptotically stable,
where λ∗ is defined as in Lemma 2.1.
Proof. Let Ψt be the corresponding flow of (1.4) for τ = 0, and let
g(u) = (g1(u), . . . , gn(u))
T
be the vector field of (1.4), where
gj(u) =
n∑
k=1
djkuk + λuj(mj − uj).
Note that L is irreducible and quasi-positive from (A1). Then it follows from [33,
Theorem B.3] that Ψt is strongly positive and monotone. For any give α ∈ (0, 1) and
u 0,
gj(αu)− αgj(u) = αλu2j(1− α) > 0 for any j = 1, . . . , n,
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which implies that g(u) is strictly sublinear. Note that the solution of (1.4) is bounded.
Then we see from [46, Corollary 3.2] that the global dynamics of model (1.4) for τ = 0
is determined by s(λQ+D), where Q = diag(mi). That is, for τ = 0,
(i) if s(λQ+D) ≤ 0, then the trivial equilibrium 0 = (0, . . . , 0)T is globally asymp-
totically stable;
(ii) if s(λQ + D) > 0, then system (1.4) admits a unique positive equilibrium uλ =
(uλ,1, . . . , uλn,n)
T  0, which is globally asymptotically stable.
This, combined with Lemma 2.1 implies that, for τ = 0,
(i) if δ ≥ 0, then system (1.4) admits a unique positive equilibrium uλ, which is
globally asymptotically stable;
(ii) if δ < 0, then the trivial equilibrium 0 = (0, . . . , 0)T of (1.4) is globally asymp-
totically for λ ∈ (0, λ∗], and for λ > λ∗, system (1.4) admits a unique positive
equilibrium uλ, which is globally asymptotically stable.
To show the existence of Hopf bifurcation for model (1.4), we need to show the
asymptotic profile of uλ. Clearly, uλ satisfies
n∑
k=1
djkuk + λuj(mj − uj) = 0, j = 1, . . . , n. (2.15)
Then we have the following result.
Lemma 2.3. Suppose that assumptions (A1) and (A2) hold. Let uλ = (uλ,1, . . . , uλ,n)
T
be the positive equilibrium of (1.4) (or respectively, positive solution of (2.15)).
(i) If δ > 0, then uλ is continuously differentiable for λ ∈ (0,∞). Moreover, define
u0 = (u0,1, . . . , u0,n)
T , where u0,j =
δ
n
for j = 1, . . . , n, (2.16)
and then uλ is continuously differentiable for λ ∈ [0,∞).
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(ii) If δ < 0, then there exist αλ and ξλ, which are continuously differentiable for
λ ∈ [λ∗,∞), such that uλ has the following form
uλ = αλ(λ− λ∗) [ηˆ + (λ− λ∗)ξλ] for λ ∈ (λ∗,∞), (2.17)
where αλ > 0, ηˆ = (ηˆ1, . . . , ηˆn)
T  0 (∑nj=1 ηˆj = 1) is the eigenvector of λ∗Q+D
associated with eigenvalue s(λ∗Q+D) = 0, and
ξλ = (ξλ,1, . . . , ξλ,n)
T ∈ Xˆ1 :=
{
(x1, . . . , xn)
T ∈ Rn :
n∑
j=1
ηˆjxj = 0
}
. (2.18)
Moreover,
αλ∗ =
∑n
j=1mj ηˆ
2
j
λ∗
∑n
j=1 ηˆ
3
j
, (2.19)
and ξλ∗ = (ξλ∗,1, . . . , ξλ∗,n)
T is the unique solution of the following equation
n∑
k=1
djkξk + λ∗mjξj +mj ηˆj − λ∗αλ∗ ηˆ2j = 0, j = 1, . . . , n. (2.20)
Proof. We first prove (i). Clearly, uλ is continuously differentiable for λ ∈ (0,∞).
Then we will show that uλ is continuously differentiable for λ ∈ [0,∞), if u0 is defined
as in (2.16).
Let
X1 =
{
(x1, . . . , xn)
T ∈ Rn :
n∑
i=1
xi = 0
}
. (2.21)
Then Rn = span{η} ⊕X1. Letting
u = cη +w, (2.22)
where c ∈ R, η is defined as in (2.1), and w ∈ X1, and substituting it into (2.15), we
see that
hj(λ, c,w) :=
n∑
k=1
djkwk + λ(cηj + wj) (mj − cηj − wj) = 0 for j = 1, . . . , n.
Define h : R× R×X1 7→ Rn by
h(λ, c,w) = (h1(λ, c,w), . . . , hn(λ, c,w))
T ,
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where w = (w1, . . . , wn)
T ∈ X1. Then we see that (λ,u) solves (2.15), where λ > 0
and u ∈ Rn, if and only if h(λ, c,w) = 0 is solvable for some value of λ > 0, c ∈ R
and w ∈ X1.
Clearly, h(0, c,0) = 0 for any c ∈ R. A direct computation implies that
D(λ,w)h(0, c,0)[σ,v] =

∑n
k=1 d1kvk +
σc
n
(
m1 − c
n
)
∑n
k=1 d2kvk +
σc
n
(
m2 − c
n
)
...∑n
k=1 dnkvk +
σc
n
(
mn − c
n
)

,
where v = (v1, . . . , vn)
T , and D(λ,w)h(0, c,0) is the Fre´chet derivative of h(λ, c,w) with
respect to (λ,w) at (0, c,0). Since(
σδ
n
(
m1 − δ
n
)
, . . . ,
σδ
n
(
mn − δ
n
))T
∈ X1,
where δ =
∑n
j=1mj is defined as in (2.2), it follows that there exists a unique v
∗ ∈ X1
such that
D(λ,w)h(0, δ,0)[1,v
∗] = 0,
and consequently,
N (D(λ,w)h(0, δ,0)) = {(s, sv∗) : s ∈ R}.
Then we calculate that
DcD(λ,w)h(0, δ,0)[1,v
∗] =
(
m1
n
− 2δ
n2
, . . . ,
mn
n
− 2δ
n2
)T
,
where DcD(λ,w)h(0, δ,0) is the Fre´chet derivative of D(λ,w)h(λ, c,w) with respect to c
at (0, δ,0). We claim that
DcD(λ,w)h(0, δ,0)[1,v
∗] 6∈ R (D(λ,w)h(0, δ,0)) . (2.23)
If it is not true, then there exists (σˆ, vˆ) such that
n∑
k=1
djkvˆk +
σˆδ
n
(
mj − δ
n
)
=
mj
n
− 2δ
n2
for any j = 1, . . . , n.
11
This implies that (
m1
n
− 2δ
n2
, . . . ,
mn
n
− 2δ
n2
)T
∈ X1,
which contradicts the fact that
n∑
j=1
mj − 2δ = −δ 6= 0.
Therefore, Eq. (2.23) holds, and we see from the Crandall-Rabinowitz bifurcation
theorem [14] that the solutions of h(λ, c,w) = 0 near (0, δ,0) consist precisely by the
curves {(c, 0, 0) : c ∈ R} and
{(λ(y), c(y),w(y)) : y ∈ (−, )},
where (λ(y), c(y),w(y)) is continuously differentiable, λ(0) = 0, c(0) = δ, w(0) = 0,
w′(0) = v∗, and λ′(0) = 1. Since λ′(0) = 1 > 0, λ(y) has a continuously differen-
tiable inverse function y(λ) for small y. Then there exist λ1 > 0 and a continuously
differentiable function
uˆλ = c(y(λ))η +w(y(λ)) : [0, λ1] 7→ Rn
such that uˆλ satisfies (2.15) for λ ∈ (0, λ1]. Moreover,
uˆ0 = c(y(0))η +w(y(0)) = c(0)η +w(0) = δη.
The uniqueness of the positive equilibrium of (1.4) implies that uλ = uˆλ for λ ∈ (0, λ1].
Therefore, letting u0 = (u0,1, . . . , u0,n)
T , we obtain that uλ is continuously differentiable
for λ ∈ [0,∞).
Now we prove (ii). Since
Rn = span{ηˆ} ⊕ Xˆ1,
it follows that uλ can be represented as (2.17), and αλ and ξλ are continuously differen-
tiable for λ ∈ (λ∗,∞). Then we will show that αλ and ξλ are continuously differentiable
for λ ∈ [λ∗,∞), if αλ∗ and ξλ∗ are defined as in (2.19) and (2.20) respectively.
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It follows from Lemma 2.1 that s′(λ∗) > 0. Then we see from (2.8) that
n∑
j=1
mj ηˆ
2
j > 0,
which implies that αλ∗ is well defined and positive. Since
n∑
j=1
mj ηˆ
2
j − λ∗αλ∗
n∑
j=1
ηˆ3j = 0,
we see that ξλ∗ is also well defined.
Substituting
u = α(λ− λ∗) [ηˆ + (λ− λ∗)ξ]
into (2.15), where ξ = (ξ1, . . . , ξn)
T ∈ Xˆ1, we have, for any j = 1, . . . , n,
pj(λ, α, ξ) :=
n∑
k=1
djkξk + λ∗mjξj +mj [ηˆj + (λ− λ∗)ξj]− λα [ηˆj + (λ− λ∗)ξj]2 = 0.
Define p(λ, α, ξ) : R× R× Xˆ1 7→ Rn by
p(λ, α, ξ) = (p1(λ, α, ξ), . . . , pn(λ, α, ξ))
T .
Then (λ,u) solves (2.15) if and only if p(λ, α, ξ) = 0. Clearly, p(λ∗, αλ∗ , ξλ∗) = 0, and
the Fre´chet derivative of p with respect to (α, ξ) at (λ∗, αλ∗ , ξλ∗) is
D(α,ξ)p(λ∗, αλ∗ , ξλ∗)[,v] =

∑n
k=1 d1kvk + λ∗m1v1 − λ∗ηˆ21∑n
k=1 d2kvk + λ∗m2v2 − λ∗ηˆ22
...∑n
k=1 dnkvk + λ∗mnvn − λ∗ηˆ2n
 ,
where v = (v1, . . . , vn)
T ∈ Xˆ1. A direct computation implies that D(α,ξ)p(λ∗, αλ∗ , ξλ∗)
is bijective from R × Xˆ1 to Rn. Then from the implicit function theorem, there exist
λ∗ > λ∗ and a continuously differentiable mapping λ ∈ [λ∗, λ∗] 7→ (α˜λ, ξ˜λ) ∈ R × Xˆ1
such that p(λ, α˜λ, ξ˜λ) = 0, and α˜λ = αλ∗ and ξ˜λ∗ = ξλ∗ for λ = λ∗. The uniqueness
of the positive equilibrium of (1.4) implies that αλ = α˜λ and ξλ = ξ˜λ for λ ∈ (λ∗, λ∗].
Therefore, αλ and ξλ are continuously differentiable for λ ∈ [λ∗,∞).
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2.2 The eigenvalue problem
In this section, we consider the eigenvalue problem associated with the positive equi-
librium uλ = (uλ,1, . . . , uλ,n)
T . Linearizing (1.4) at uλ, we have
dv
dt
= Dv + λdiag (mj − uλ,j)v − λdiag(uλ,j)v(t− τ). (2.24)
It follows from [21] that the infinitesimal generator Aτ (λ) of the solution semigroup of
(2.24) is defined by
Aτ (λ)Ψ = Ψ˙, (2.25)
and the domain of Aτ (λ) is
D(Aτ (λ)) =
{
Ψ ∈ CC ∩ C1C : Ψ(0) ∈ Cn, Ψ˙(0) = DΨ(0) + λdiag (mj − uλ,j) Ψ(0)
− λ diag(uλ,j)Ψ(−τ)
}
,
where CC = C([−τ, 0],Cn) and C1C = C1([−τ, 0],Cn). Then, µ ∈ C is an eigenvalue of
Aτ (λ) iff there exists ψ = (ψ1, . . . , ψn)
T (6= 0) ∈ Cn such that ∆(λ, µ, τ)ψ = 0, where
∆(λ, µ, τ)ψ := Dψ + λdiag (mj − uλ,j)ψ − λe−µτdiag(uλ,j)ψ − µψ. (2.26)
Therefore, Aτ (λ) has a purely imaginary eigenvalue µ = iν (ν > 0) for some τ ≥ 0, iff
Dψ + λdiag (mj − uλ,j)ψ − λe−iθdiag(uλ,j)ψ − iνψ = 0 (2.27)
is solvable for some value of ν > 0, θ ∈ [0, 2pi), and ψ( 6= 0) ∈ Cn. Note from Lemma
2.3 that the properties of uλ are different for δ > 0 and δ < 0, where δ =
∑n
j=1mj is
defined as in Eq. (2.2). Then the following discussion is divided into two cases:
Case I: δ > 0, Case II: δ < 0.
2.3 Case I: δ > 0
In this subsection, we consider the stability/instability of the unique positive equilib-
rium uλ of system (1.4) and the associated Hopf bifurcation near uλ for the case of
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δ > 0. It follows from Lemma 2.3 that uλ is continuously differentiable for λ ∈ [0,∞),
and u0 = (u0,1, . . . , u0,n)
T , where
u0,j =
δ
n
for j = 1, . . . , n.
We firstly give an estimate for solutions of Eq. (2.27).
Lemma 2.4. Assume that (νλ, θλ,ψλ) solves (2.27), where ψλ = (ψλ,1, . . . , ψλ,n)
T (6=
0) ∈ Cn. Then for any λ1 > 0,
∣∣∣νλ
λ
∣∣∣ is bounded for λ ∈ (0, λ1].
Proof. Substituting (νλ, θλ,ψλ) into (2.27) and multiplying it by
(
ψλ,1, . . . , ψλ,n
)
, we
have(
ψλ,1, . . . , ψλ,n
) [
Dψλ + λdiag (mj − uλ,j)ψλ − λe−iθλdiag(uλ,j)ψλ − iνλψλ
]
= 0,
and consequently,
n∑
j=1
∑
k 6=j
djk
(
ψλ,jψλ,k − |ψλ,j|2
)
+ λ
n∑
j=1
(mj − uλ,j) |ψλ,j|2
− λe−iθλ
n∑
j=1
uλ,j |ψλ,j|2 − iνλ
n∑
j=1
|ψλ,j|2 = 0.
Since (djk)n×n is symmetric, it follows that
n∑
j=1
∑
k 6=j
djk
(
ψλ,jψλ,k − |ψλ,j|2
)
=
n∑
j=1
∑
k 6=j
djk
(
ψλ,jψλ,k − |ψλ,k|2
)
=
1
2
n∑
j=1
∑
k 6=j
djk
[− |ψλ,j|2 + (ψλ,kψλ,j + ψλ,jψλ,k)− |ψλ,k|2]
≤− 1
2
n∑
j=1
∑
k 6=j
djk (|ψλ,j| − |ψλ,k|)2 ≤ 0.
Then
νλ
n∑
j=1
|ψλ,j|2 = λ sin θλ
n∑
j=1
uλ,j |ψλ,j|2 ,
which implies that ∣∣∣νλ
λ
∣∣∣ ≤ max
λ∈[0,λ1]
‖uλ‖∞ for any λ ∈ (0, λ1),
where ‖ · ‖∞ is defined as in (1.6). This completes the proof.
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The following result is similar to Lemma 2.3 of [6] and we omit the proof here.
Lemma 2.5. Assume that z ∈ (X1)C, where X1 is defined as in (2.21). Then
|〈z, Dz〉| ≥ γ2‖z‖22, where ‖ · ‖2 is defined as in (1.6), and −γ2(< 0) is the second
largest eigenvalue of matrix D.
For λ ∈ (0, λ1], ignoring a scalar factor, ψ in Eq. (2.27) can be represented as
ψ = βη + λz, z ∈ (X1)C, β ≥ 0,
‖ψ‖22 = β2‖η‖22 + λ2‖z‖22 = ‖η‖22,
(2.28)
where η and X1 are defined as in (2.1) and (2.21), respectively. Clearly,
(X1)C =
{
(x1, . . . , xn)
T ∈ Cn :
n∑
i=1
xi = 0
}
. (2.29)
Then, substituting the first equation of (2.28) and ν = λh into Eq. (2.27), we see that
(ν, θ,ψ) solves (2.27), where ν > 0, θ ∈ [0, 2pi) and ψ ∈ Cn(‖ψ‖22 = ‖η‖22), if and only
if the following system:
g1(z, β, h, θ, λ) := Dz + diag (mj − uλ,j) (βη + λz)
− e−iθdiag(uλ,j)(βη + λz)− ih(βη + λz) = 0,
g2(z, β, λ) := (β
2 − 1)‖η‖22 + λ2‖z‖22 = 0
(2.30)
has a solution (z, β, h, θ), where z ∈ (X1)C, β ≥ 0, h > 0 and θ ∈ [0, 2pi). Define
G : (X1)C × R4 → Cn × R by G = (g1, g2)T . We firstly show that G(z, β, h, θ, λ) = 0
has a unique solution for λ = 0.
Lemma 2.6. The following equationG(z, β, h, θ, 0) = 0z ∈ (X1)C, h ≥ 0, β ≥ 0, θ ∈ [0, 2pi] (2.31)
has a unique solution (z0, β0, h0, θ0), where
β0 = 1, θ0 = pi/2, h0 =
δ
n
, (2.32)
and z0 = (z0,1, . . . , z0,n)
T ∈ (X1)C is the unique solution of
n∑
k=1
djkzk +
(
mj − δ
n
)
1
n
= 0, j = 1, . . . , n. (2.33)
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Proof. Clearly, g2(z, β, 0) = 0 if and only if β = β0 = 1. Noticing that
u0 =
(
δ
n
, . . . ,
δ
n
)
,
where δ is defined as in Eq. (2.2), and substituting β = β0 into g1(z, β, h, θ, 0) = 0, we
see that
n∑
k=1
djkzk +
(
mj − δ
n
)
1
n
− δ
n2
e−iθ − ih
n
= 0, j = 1, . . . , n. (2.34)
Then Eq. (2.34) has a solution (z, h, θ), where z ∈ (X1)C, h ≥ 0, θ ∈ [0, 2pi], iff
n∑
k=1
[(
mk − δ
n
)
1
n
− δ
n2
e−iθ − ih
n
]
= − δ
n
e−iθ − ih = 0.
This yields
θ = θ0 = pi/2, h = h0 =
δ
n
.
Substituting h = h0 and θ = θ0 into Eq. (2.34), we see that z = z0.
Then, we show that G(z, β, h, θ, λ) = 0 has a unique solution (z, β, h, θ) of z ∈
(X1)C, β ≥ 0, h > 0 and θ ∈ [0, 2pi) for small λ.
Theorem 2.7. There exist λ2 > 0 and a continuously differentiable mapping λ 7→
(zλ, βλ, hλ, θλ) from [0, λ2] to (X1)C × R3 such thatG(z, β, h, θ, λ) = 0,z ∈ (X1)C, h > 0, β ≥ 0, θ ∈ [0, 2pi) (2.35)
has a unique solution (zλ, βλ, hλ, θλ) for λ ∈ [0, λ2].
Proof. Denote the Fre´chet derivative ofG with respect to (z, β, h, θ) at (z0, β0, h0, θ0, 0)
by T = (T1, T2)
T : (X1)C × R3 7→ Cn × R. Then we calculate
T1(χ, κ, , ϑ) =

∑n
k=1 d1kχk +
(
m1 − δ
n
)
κ
n
− i
n
+
δ
n2
ϑ∑n
k=1 d2kχk +
(
m2 − δ
n
)
κ
n
− i
n
+
δ
n2
ϑ
...∑n
k=1 dnkχk +
(
mn − δ
n
)
κ
n
− i
n
+
δ
n2
ϑ

,
T2(κ) =
2κ
n
,
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where χ = (χ1, . . . , χn)
T ∈ (X1)C, and T is a bijection from (X1)C × R3 to Cn × R.
It follows from the implicit function theorem that there exist λ2 > 0 and a continu-
ously differentiable mapping λ 7→ (zλ, βλ, hλ, θλ) from [0, λ2] to (X1)C × R3 such that
(zλ, βλ, hλ, θλ) satisfies (2.35).
Then we show the uniqueness of the solution of (2.35). Actually, we only need to
prove that if (zλ, βλ, hλ, θλ) satisfies (2.35), then (zλ, βλ, hλ, θλ) → (z0, β0, h0, θ0) =(
z0, 1,
δ
n
,
pi
2
)
as λ → 0. It follows from Lemma 2.4 and (2.30) that {hλ}, {βλ} and
{θλ} are bounded for λ ∈ (0, λ2]. Then from the first equation of (2.30), we see that
〈zλ, Dzλ〉 =−
n∑
j=1
(
mj − uλ,j − e−iθλuλ,j − ihλ
) βληjzλj
n
− λ
n∑
j=1
(
mj − uλ,j − e−iθλuλ,j − ihλ
)
|zλj |2.
This, combined with Lemma 2.5, implies that there exist positive constants M1 and
M2 such that
γ2‖zλ‖22 ≤ |〈zλ, Dzλ〉| ≤M1‖zλ‖2 +M2λ‖zλ‖22 for λ ∈ (0, λ2],
where γ2 is defined as in Lemma 2.5. Therefore, for sufficiently small λ2, {zλ} is
bounded in Cn for λ ∈ [0, λ2]. Then, for any subsequence {λn}∞n=1 satisfying lim
n→∞
λn =
0, there exists a subsequence {λnk}∞k=1 such that
(zλnk , βλnk , hλnk , θλnk )→ (z∗, β∗, h∗, θ∗) in Cn × R3 as k →∞.
Taking the limit of the equation
g1(z
λnk , βλnk , hλnk , θλnk , λnk) = 0
as k →∞, we see that (z∗, β∗, h∗, θ∗) satisfies (2.31), which yields
(z∗, β∗, h∗, θ∗) = (z0, β0, h0, θ0).
This completes the proof.
Then from Theorem 2.7, we obtain that:
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Theorem 2.8. Let ∆(λ, µ, τ) be defined as in (2.26). Then for λ ∈ (0, λ2], (ν, τ,ψ)
solves ∆(λ, iν, τ)ψ = 0,ν > 0, τ ≥ 0, ψ(6= 0) ∈ Cn,
if and only if
ν = νλ = λhλ, ψ = aψλ, τ = τl =
θλ + 2lpi
νλ
, l = 0, 1, 2, · · · , (2.36)
where ψλ = βλη + λzλ, a is a nonzero constant, and (zλ, βλ, hλ, θλ) is defined as in
Theorem 2.7.
Now, we show that iνλ is simple.
Theorem 2.9. Let Aτl(λ) be defined as in (2.25), and assume that λ ∈ (0, λ2], where
λ2 is sufficiently small. Then iνλ is a simple eigenvalue of Aτl(λ) for l = 0, 1, 2, . . . ,
where iνλ and τl are defined as in Theorem 2.8.
Proof. It follows from Theorem 2.8 that N [Aτl(λ) − iνλ] = Span[eiνλθψλ], where θ ∈
[−τl, 0] and ψλ is defined as in Theorem 2.8. Then we show that
N [Aτl(λ)− iνλ]2 = N [Aτl(λ)− iνλ].
If φ ∈ N [Aτl(λ)− iνλ]2, then
[Aτl(λ)− iνλ]φ ∈ N [Aτl(λ)− iνλ] = Span[eiνλθψλ],
which implies that there exists a constant a such that
[Aτl(r)− iνλ]φ = aeiνλθψλ.
Then we see that
φ˙(θ) = iνλφ(θ) + ae
iνλθψλ, θ ∈ [−τl, 0],
φ˙(0) =Dφ(0) + λdiag (mj − uλ,j)φ(0)− λ diag(uλ,j)φ(−τl).
(2.37)
The first equation of (2.37) yields
φ(θ) = φ(0)eiνλθ + aθeiνλθψλ,
φ˙(0) = iνλφ(0) + aψλ.
(2.38)
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Then, plugging (2.38) into the second equation of (2.37), we have
∆(λ, iνλ, τl)φ(0)
=Dφ(0) + λdiag (mj − uλ,j)φ(0)− λe−iθλ diag(uλ,j)φ(0)− iνλφ(0)
=a
(
ψλ − λτle−iθλ diag(uλ,j)ψλ
)
.
(2.39)
Multiplying (2.39) by (ψλ,1, . . . , ψλ,n) gives
0 = (ψλ,1, . . . , ψλ,n) ∆(λ, iνλ, τl)φ(0) =
〈
ψλ,∆(λ, iνλ, τl)φ(0)
〉
=
〈
∆(λ,−iνλ, τl)ψλ,φ(0)
〉
= a
(
n∑
j=1
ψ2λ,j − λτle−iθλ
n∑
j=1
uλ,jψ
2
λ,j
)
.
Define
Sl(λ) :=
n∑
j=1
ψ2λ,j − λτle−iθλ
n∑
j=1
uλ,jψ
2
λ,j for l = 0, 1, 2, . . . , (2.40)
and we see from Lemma 2.6, Theorems 2.7 and 2.8 that θλ → pi/2, λτl →
(pi
2
+ 2lpi
) n
δ
,
and ψλ,j → 1/n, uλ,j → δ/n for any j = 1, . . . , n as λ → 0, where δ is defined as in
(2.2). Then we obtain that
lim
λ→0
Sl(λ) =
1
n
[
1 + i
(pi
2
+ 2lpi
)]
6= 0,
which implies that a = 0. Therefore, for any l = 0, 1, 2, . . . ,
N [Aτl(λ)− iνλ]j = N [Aτl(λ)− iνλ], j = 2, 3, · · · ,
and consequently, iνλ is a simple eigenvalue of Aτl(λ) for l = 0, 1, 2, . . . .
It follows from Theorem 2.9 that µ = iνλ is a simple eigenvalue of Aτl . Then we
see from the implicit function theorem that there are a neighborhood On×Dn×Hn of
(τl, iνλ,ψλ) and a continuously differential function (µ(τ),ψ(τ)) : On → Dn×Hn such
that µ(τl) = iνλ, ψ(τl) = ψλ, and for each τ ∈ On, the only eigenvalue of Aτ (λ) in Dn
is µ(τ), and
∆(λ, µ(τ), τ)ψ(τ) =Dψ(τ)− λdiag (mj − uλ,j)ψ(τ)
− λe−µ(τ)τdiag(uλ,j)ψ(τ)− µ(τ)ψ(τ) = 0.
(2.41)
A direct calculation can lead to the transversality condition.
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Theorem 2.10. For λ ∈ (0, λ2], where λ2 is sufficiently small,
dRe[µ(τl)]
dτ
> 0, l = 0, 1, 2, · · · .
Proof. Differentiate (2.41) with respect to τ at τ = τl, we have
dµ(τl)
dτ
(−ψλ + λτle−iθλdiag(uλ,j)ψλ)+ ∆(λ, iνλ, τl)dψ
dτ
+ iλνλe
−iθλdiag(uλ,j)ψλ = 0.
(2.42)
Multiplying (2.42) by (ψλ,1, . . . , ψλ,n), we have
Sn(λ)
dµ(τl)
dτ
+
〈
∆(λ,−iνλ, τl)ψλ,
dψ
dτ
〉
= iλνλe
−iθλ
n∑
j=1
uλ,jψ
2
λ,j,
where Sn(λ) is defined as in (2.40). Then
dµ(τl)
dτ
=
ie−iθλλνλ
(∑n
j=1 ψ
2
λ,j
)∑n
j=1 uλ,jψ
2
λ,j
|Sn(λ)|2 −
iλ2τlνλ
(∑n
j=1 uλ,jψ
2
λ,j
)2
|Sn(λ)|2 .
It follows from Lemma 2.6, Theorems 2.7 and 2.8 that θλ → pi/2, λτl →
(pi
2
+ 2lpi
) n
δ
,
νλ
λ
→ δ
n
, and ψλ,j → 1/n, uλ,j → δ/n for any j = 1, . . . , n as λ→ 0, where δ is defined
as in (2.2). Therefore,
lim
λ→0
1
λ2
dRe[µ(τl)]
dτ
> 0, l = 0, 1, 2, · · · ,
and this completes the proof.
Finally, from Theorems 2.8, 2.9 and 2.10, we obtain the stability/instability of the
positive steady state uλ, and the existence of the associated Hopf bifurcation.
Theorem 2.11. Suppose that (A1) and (A2) hold, and δ > 0. Then for λ ∈ (0, λ2],
where λ2 is sufficiently small, the unique positive steady state uλ of (1.4) is locally
asymptotically stable when τ ∈ [0, τ0), and unstable when τ ∈ (τ0,∞). Moreover, when
τ = τ0, system (1.4) occurs Hopf bifurcation at uλ.
Note that model (1.4) is equivalent to (1.3), and τ = dr and λ = 1/d, where
parameters d, r are in model (1.3), and parameters λ, τ are in model (1.4). Then we
have the following results.
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Theorem 2.12. Suppose that (A1) and (A2) hold, and δ > 0. Then the following
results statements hold.
(i) For any d > 0, model (1.3) admits a unique positive equilibrium ud.
(ii) For any d ∈ (d1,∞], where d1 is sufficiently large, there exists r0 > 0 such that
the unique positive steady state ud of (1.3) is locally asymptotically stable when
r ∈ [0, r0), and unstable when r ∈ (r0,∞). Moreover, when r = r0, system (1.3)
occurs Hopf bifurcation at ud.
Remark 2.13. Since τ = dr and λ = 1/d, where parameters d, r are in (1.3), and
parameters λ, τ are in (1.4), we see from Lemma 2.6 and Theorems 2.7 and 2.8 that:
lim
d→∞
r0 = lim
d→∞
τ0
d
= lim
λ→0
λτ0 = rˇ :=
npi
2
∑n
i=1mi
.
Here rˇ is also the first Hopf bifurcation value for the following model:
w′ = w
(∑n
j=1mj
n
− w(t− r)
)
. (2.43)
Therefore, in some sense, the large dispersal rate d may dilute the effect of the con-
nectivity between patches, and when the dispersal rate tends to infinity, the first Hopf
bifurcation value of model (1.3) tends to that of the “average” model (2.43).
Remark 2.14. By the similar arguments as that in [11], we can compute that the
direction of the Hopf bifurcation at r = r0 is forward and the bifurcating periodic
solution from r = r0 is orbitally asymptotically stable. Here we omit the details.
2.4 Case II: δ < 0
In this subsection, we consider the case of δ < 0. In this case, uλ exists and has the
form of (2.17) for λ > λ∗, where λ∗ is defined as in Lemma 2.1. The arguments are
similar as that in the case of δ > 0, and therefore we only provide the main results
without proof.
We also give an estimates for solutions of Eq. (2.27) for this case.
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Lemma 2.15. Assume that (νˆλ, θˆλ, ψˆλ) solves (2.27), where ψˆλ = (ψˆλ,1, . . . , ψˆλ,n)
T (6=
0) ∈ Cn. Then for any λˆ1 > λ∗,
∣∣∣∣ νˆλλ− λ∗
∣∣∣∣ is bounded for λ ∈ (λ∗, λˆ1], where λ∗ is
defined as in Lemma 2.1.
As in Lemma 2.5, we have
Lemma 2.16. Assume that zˆ ∈ (Xˆ1)C, where Xˆ1 is defined as in (2.18). Let
Dˆ = D + λ∗diag(mj), (2.44)
where λ∗ is defined as in Lemma 2.1. Then |〈zˆ, Dˆzˆ〉| ≥ γˆ2‖zˆ‖22, where ‖ · ‖2 is defined
as in (1.6), and −γˆ2(< 0) is the second largest eigenvalue of matrix Dˆ.
Assume that (νˆλ, θˆλ, ψˆλ) solves (2.27) for λ ∈ (λ∗, λˆ1], where λˆ1 > λ∗. Then ignoring
a scalar factor, ψˆ in Eq. (2.27) can be represented as
ψˆ = βˆηˆ + (λ− λ∗)zˆ, zˆ ∈ (Xˆ1)C, βˆ ≥ 0,
‖ψˆ‖22 = βˆ2‖ηˆ‖22 + (λ− λ∗)2‖zˆ‖22 = ‖ηˆ‖22,
(2.45)
where ηˆ and Xˆ1 are defined as in Lemma 2.3. Note that
uλ = αλ(λ− λ∗) [ηˆ + (λ− λ∗)ξλ] ,
where αλ and ξλ are defined as in Lemma 2.3. Then we see that (νˆ, θˆ, ψˆ) solves Eq.
(2.27), where νˆ > 0, θˆ ∈ [0, 2pi) and ψˆ ∈ Cn(‖ψˆ‖22 = ‖ηˆ‖22), if and only if the following
system:
gˆ1(zˆ, βˆ, hˆ, θˆ, λ) := Dˆzˆ + diag(mj)[βˆηˆ + (λ− λ∗)zˆ]− ihˆ[βˆηˆ + (λ− λ∗)zˆ]
− λαλdiag
(
ηˆj + (λ− λ∗)ξλj
)
[βˆηˆ + (λ− λ∗)zˆ]
− λαλe−iθˆdiag
(
ηˆj + (λ− λ∗)ξλj
)
[βˆηˆ + (λ− λ∗)zˆ] = 0,
gˆ2(zˆ, βˆ, λ) := (βˆ
2 − 1)‖ηˆ‖22 + (λ− λ∗)2‖zˆ‖22 = 0
(2.46)
has a solution (zˆ, βˆ, hˆ, θˆ), where Dˆ is defined as in (2.44), zˆ ∈ (Xˆ1)C, βˆ ≥ 0, hˆ > 0 and
θˆ ∈ [0, 2pi). Then we define Gˆ : (X1)C ×R4 → Cn ×R by Gˆ = (gˆ1, gˆ2)T . For this case,
we will firstly show that Gˆ(zˆ, βˆ, hˆ, θˆ, λ) = 0 has a unique solution for λ = λ∗.
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Lemma 2.17. The following equationGˆ(zˆ, βˆ, hˆ, θˆ, λ∗) = 0,zˆ ∈ (X1)C, hˆ ≥ 0, βˆ ≥ 0, θˆ ∈ [0, 2pi] (2.47)
has a unique solution (zˆλ∗ , βˆλ∗ , hˆλ∗ , θˆλ∗). Here
βˆλ∗ = 1, θˆλ∗ = pi/2, hˆλ∗ =
∑n
j=1mj ηˆ
2
j∑n
j=1 ηˆ
2
j
, (2.48)
and zˆλ∗ = (zˆλ∗,1, . . . , zˆλ∗,n)
T ∈ (Xˆ1)C is the unique solution of the following equation
n∑
k=1
djkzˆk + λ∗mj zˆj +mj ηˆj − ihˆλ∗ ηˆj − λ∗αλ∗ ηˆ2j + iλ∗αλ∗ ηˆ2j = 0, j = 1, . . . , n. (2.49)
where αλ∗ and ηˆ are defined in Lemma 2.3.
Proof. A direct computation implies that gˆ2(zˆ, βˆ, λ∗) = 0 iff βˆ = βˆλ∗ = 1. Note that
αλ∗ =
∑n
j=1mj ηˆ
2
j
λ∗
∑n
j=1 ηˆ
3
j
(2.50)
from (2.19). Then substituting βˆ = βˆλ∗ = 1 into gˆ1(zˆ, βˆ, hˆ, θˆ, λ∗) = 0, we see that
−
n∑
k=1
djkzˆk − λ∗mj zˆj = mj ηˆj − ihˆηˆj − λ∗αλ∗ ηˆ2j − λ∗αλ∗e−iθˆηˆ2j , j = 1, . . . , n. (2.51)
Then Eq. (2.51) has a solution (zˆ, hˆ, θˆ), where zˆ ∈ (Xˆ1)C, hˆ ≥ 0, θˆ ∈ [0, 2pi], iff
n∑
k=1
(
mj ηˆ
2
j − λ∗αλ∗ ηˆ3j − ihˆηˆ2j − λ∗αλ∗e−iθˆηˆ3j
)
= 0.
This, combined with (2.50), implies that
θˆ = θˆλ∗ = pi/2, hˆ = hˆλ∗ .
Substituting hˆ = hˆλ∗ and θˆ = θˆλ∗ into Eq. (2.51), we see that zˆ = zˆλ∗ .
Then, we can also show that Gˆ(zˆ, βˆ, hˆ, θˆ, λ) = 0 has a unique solution by virtue of
the implicit function theorem.
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Theorem 2.18. There exist λˆ2 > λ∗ and a continuously differentiable mapping λ 7→
(zˆλ, βˆλ, hˆλ, θˆλ) from [λ∗, λ2] to (Xˆ1)C × R3 such thatGˆ(zˆ, βˆ, hˆ, θˆ, λ) = 0,zˆ ∈ (Xˆ1)C, hˆ > 0, βˆ ≥ 0, θˆ ∈ [0, 2pi) (2.52)
has a unique solution (zˆλ, βˆλ, hˆλ, θˆλ) for λ ∈ [λ∗, λ2].
It follows from Theorem 2.18 that:
Theorem 2.19. Let ∆(λ, µ, τ) be defined as in (2.26). Then for λ ∈ (λ∗, λˆ2], (νˆ, τˆ , ψˆ)
solves ∆(λ, iνˆ, τˆ)ψˆ = 0,νˆ > 0, τˆ ≥ 0, ψˆ(6= 0) ∈ Cn,
if and only if
νˆ = νˆλ = (λ− λ∗)hˆλ, ψˆ = aψλ, τˆ = τˆl = θˆλ + 2lpi
νˆλ
, l = 0, 1, 2, · · · , (2.53)
where ψˆλ = βˆληˆ + (λ − λ∗)zˆλ, a is a nonzero constant, and (zˆλ, βˆλ, hˆλ, θˆλ) is defined
as in Theorem 2.18.
We can also show that iνˆλ is simple and the transversality condition holds as in
the case of δ > 0. Then the stability and the existence of Hopf bifurcation can be
summarized as follows.
Theorem 2.20. Suppose that (A1) and (A2) hold, and δ < 0. Then for any λ ∈
(λ∗, λˆ2], where 0 < λˆ2 − λ∗  1, the unique positive steady state uλ of (1.4) is locally
asymptotically stable when τ ∈ [0, τˆ0), and unstable when τ ∈ (τˆ0,∞). Moreover, when
τ = τˆ0, system (1.4) occurs Hopf bifurcation at uλ.
Then, for the equivalent model (1.3), we have the following results.
Theorem 2.21. Suppose that (A1) and (A2) hold, and δ < 0. Then the following
results statements hold.
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(i) For any d ∈ (0, d∗), where d∗ = 1/λ∗, model (1.3) admits a unique positive
equilibrium ud.
(ii) For any d ∈ (dˆ1, d∗), where 0 < d∗ − dˆ1  1, there exists rˆ0 > 0 such that
the unique positive steady state ud of (1.3) is locally asymptotically stable when
r ∈ [0, rˆ0), and unstable when r ∈ (rˆ0,∞). Moreover, when r = rˆ0, system (1.3)
occurs Hopf bifurcation at ud.
Remark 2.22. Note that τ = dr and λ = 1/d, where parameters d, r are in (1.3), and
parameters λ, τ are in (1.4). For this case, we see from Lemma 2.17 and Theorems 2.18
and 2.19 that:
lim
d→d∗
(d∗ − d)rˆ0 = lim
λ→λ∗
(λ− λ∗)τˆ0
λ∗
=
d∗pi
2hˆλ∗
,
which implies that limd→d∗ r0 =∞. This case is different from the case of δ > 0.
Remark 2.23. By the similar arguments as that in [8], we can also compute that the
direction of the Hopf bifurcation at r = rˆ0 is forward and the bifurcating periodic
solution from r = rˆ0 is orbitally asymptotically stable. Here we omit the details.
3 Small dispersal rate
In Section 2, we show the existence of Hopf bifurcation of model (1.3) when the dispersal
rate d is large (respectively, d is near d∗ = 1/λ∗) for δ > 0 (respectively, δ < 0). In this
section, we consider the case that d is small. Here we need another assumption:
(A′3) mj 6= 0 for any j = 1, . . . , n.
Without loss of generality, (A2) and (A
′
3) can be replaced by the following assumption:
(A3) mj > 0 for j = 1, . . . , p, and mj < 0 for j = p+ 1, . . . , n, where 1 ≤ p ≤ n.
Therefore, we assume that (A1) and (A3) hold throughout this section. It follows from
Lemma 2.3 that model (1.3) admits a unique positive equilibrium ud = (ud1, . . . , u
d
n)
T 
0 for d ∈ (0, dˆ), where
dˆ =
∞, if δ ≥ 0,d∗ = 1/λ∗, if δ < 0. (3.1)
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Moreover, we denote (x)+ = 0 if x ≤ 0 and (x)+ = x if x > 0.
We firstly show the asymptotic profile of ud as d→ 0.
Lemma 3.1. Assume that (A1) and (A3) hold, and let u
d = (ud1, . . . , u
d
n)  0 be the
unique positive equilibrium of model (1.3) for d ∈ (0, dˆ), where dˆ is defined as in (3.1).
Then limd→0 udj = (mj)+ for any j = 1, . . . , n. Moreover, let
u0 = ((m1)+, . . . , (mn)+),
and ud is continuously differentiable for d ∈ [0, dˆ).
Proof. Define
F (d,u) =

d
∑n
k=1 d1kuk + u1(m1 − u1)
d
∑n
k=1 d2kuk + u2(m2 − u2)
...
d
∑n
k=1 dnkuk + un(mn − un)
 ,
and u∗ = (u∗1, . . . , u
∗
n), where u
∗
j = (mj)+ for any j = 1, . . . , n.
Clearly, F (0,u∗) = 0, and DuF (0,u∗) = diag(δj), where DuF (0,u∗) is the Fre´chet
derivative of F (d,u) with respect to u at (0,u∗), and
δj =
−mj, j = 1, . . . , p,mj, j = p+ 1, . . . , n.
Therefore, DuF (0,u
∗) is invertible. It follows from the implicit function theorem that
there exist d1 > 0 and a continuously differentiable mapping
d ∈ [0, d1] 7→ u˜(d) = (u˜1(d), . . . , u˜n(d))T ∈ Rn
such that F (d, u˜(d)) = 0 and u˜(0) = u∗.
Taking the derivative of F (d, u˜(d)) = 0 with respect to d at d = 0, we have
−diag(δj)

u˜′1(0)
u˜′2(0)
...
u˜′n(0)
 = D

u∗1
u∗2
...
u∗n
 .
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Then 
u˜′1(0)
u˜′2(0)
...
u˜′n(0)
 = −diag(1/δj)D

u∗1
u∗2
...
u∗n
 .
Since u˜(0) > 0, then u˜′j(0) ≥ 0 if u˜j(0) = 0, which implies u˜(d) is the nonnegative
equilibrium of model (1.3) for small d. It follows from Lemma 2.3 that u˜(d) = ud,
limd→0 udj = (mj)+ for any j = 1, . . . , n, and u
d is continuously differentiable for
d ∈ [0,∞).
As in Section 2, linearizing (1.3) at ud, we have
dv
dt
= dDv + diag
(
mj − udj
)
v − diag(udj )v(t− r). (3.2)
Then the infinitesimal generator A˜r(d) of the solution semigroup of (3.2) is defined by
A˜r(d)Ψ = Ψ˙, (3.3)
and the domain of A˜r(d) is
D(A˜r(d)) =
{
Ψ ∈ CC ∩ C1C : Ψ(0) ∈ Cn, Ψ˙(0) = dDΨ(0) + diag
(
mj − udj
)
Ψ(0)
− diag(udj )Ψ(−r)
}
,
where CC = C([−r, 0],Cn) and C1C = C1([−r, 0],Cn). Then, µ ∈ C is an eigenvalue of
A˜r(d) iff there exists ψ = (ψ1, . . . , ψn)
T (6= 0) ∈ Cn such that ∆˜(d, µ, r)ψ = 0, where
∆˜(d, µ, r)ψ := dDψ + diag
(
mj − udj
)
ψ − e−µrdiag(udj )ψ − µψ. (3.4)
Therefore, A˜r(d) has a purely imaginary eigenvalue µ = iν (ν > 0) for some r ≥ 0, iff
H(d, ν, θ,ψ) := dDψ + diag
(
mj − udj
)
ψ − e−iθdiag(udj )ψ − iνψ = 0 (3.5)
is solvable for some value of ν > 0, θ ∈ [0, 2pi), and ψ( 6= 0) ∈ Cn.
As in Section 2, we also give an estimate for solutions of Eq. (3.5).
Lemma 3.2. Assume that (νd, θd,ψd) solves (3.5), where ψd = (ψd1 , . . . , ψ
d
n)
T ( 6= 0) ∈
Cn. Then for any d˜ > 0,
∣∣νd∣∣ is bounded for d ∈ (0, d˜].
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Proof. Substituting (νd, θd,ψd) into (3.5) and multiplying it by
(
ψd1 , . . . , ψ
d
n
)
, we have(
ψd1 , . . . , ψ
d
n
) [
dDψd + diag
(
mj − udj
)
ψd − e−iθddiag(udj )ψd − iνdψd
]
= 0,
Using the similar arguments as in the proof of Lemma 2.4, we obtain that
νd
n∑
j=1
∣∣ψdj ∣∣2 = sin θd n∑
j=1
udj
∣∣ψdj ∣∣2 ,
which implies that ∣∣νd∣∣ ≤ max
d∈[0,d˜]
‖ud‖∞ for any d ∈ (0, d˜], (3.6)
where ‖ · ‖∞ is defined as in (1.6). Then we see from Lemma 3.1 that
∣∣νd∣∣ is bounded
for d ∈ (0, d˜].
Now we consider the solution of (3.5) for d = 0.
Lemma 3.3. Assume that (A1) and (A3) hold, d = 0, and mi 6= mj for any i 6= j and
1 ≤ i, j ≤ p. Then there exist exactly p pairs of (ν0q , θ0q) ∈ R+× [0, 2pi], where ν0q = mq,
θ0q = pi/2 for q = 1, . . . , p, such that
Sq := {ψ : ψ 6= 0, H(0, ν0q , θ0q ,ψ) = 0} 6= ∅, (3.7)
where H(d, ν, θ,ψ) is defined as in (3.5). Moreover, for any q = 1, . . . , p, Sq = {cψ0q :
c ∈ C}, where ψ0q = (ψ0q1, . . . , ψ0qn), ψ0qq = 1 and ψ0qj = 0 for j 6= q.
Proof. Note that
u0 =
mj, j = 1, . . . , p,0, j = p+ 1, . . . , n.
Therefore, if there exists ψ 6= 0 such that H(0, ν, θ,ψ) = 0, then
p∏
j=1
(mje
−iθ + iν)
n∏
j=p+1
(mj − iν) = 0,
which implies that ν = ν0q = mq, θ = θ
0
q = pi/2 for q = 1, . . . , p. Since mi 6= mj for
any i 6= j and 1 ≤ i, j ≤ p, it follows that Sq = {cψ0q : c ∈ C}. This completes the
proof.
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Then we show that:
Lemma 3.4. Assume that (A1) and (A3) hold, mi 6= mj for any i 6= j and 1 ≤ i, j ≤
p, and d ∈ (0, d˜), where d˜ is sufficiently small. Then there exist exactly p pairs of
(vdq , θ
d
q ) ∈ R+ × [0, 2pi] such that
Sdq := {ψ : ψ 6= 0, H(d, νdq , θdq ,ψ) = 0} 6= ∅, (3.8)
where H(d, ν, θ,ψ) is defined as in (3.5). Moreover, for any q = 1, . . . , p, Sdq = {cψdq :
c ∈ C}, and
lim
d→0
vdq = v
0
q = mq, lim
d→0
θdq = v
0
q = pi/2 and lim
d→0
ψdq = ψ
0
q ,
where ψ0q is defined as in Lemma 3.3.
Proof. We firstly show the existence. For simplicity, we will only show the existence of
(vd1 , θ
d
1), and the others could be obtained similarly. Let
Y1 := {x = (x1, . . . , xn)T ∈ Cn : x1 = 0},
and consequently Cn = span{ψ01} ⊕ Y1. Let
H1(d, ν, θ, ξ1) := H(d, ν, θ,ψ
0
1 + ξ1) : R3 × Y1 → Cn.
A direct computation implies that H1(0, ν
0
1 , θ
0
1,0) = 0, and
D(ν,θ,ξ)H1(0, ν
0
1 , θ
0
1,0)[ϑ, ,χ] =

m1− iϑ
i(m2 −m1)χ2
...
i(mp −m1)χp
(mp+1 − im1)χp+1
...
(mn − im1)χn

,
where χ = (χ1, . . . , χn) ∈ Y1, and D(ν,θ,ξ)H1(0, ν01 , θ01,0) is the Fre´chet derivative of H1
with respect to (ν, θ, ξ1) at (0, ν
0
1 , θ
0
1,0). Note that D(ν,θ,ξ)H1(0, ν
0
1 , θ
0
1,0) is a bijection.
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It follows from the implicit function theorem that there exist a constant δ > 0, a
neighborhood N1 of (ν
0
1 , θ
0
1,0) and a continuously differentiable function
(vd1 , θ
d
1, ξ
d
1) : [0, δ) 7→ N1
such that for any d ∈ [0, δ), the unique solution of H1(d, ν, θ, ξ) = 0 in the neighborhood
N1 is (v
d
1 , θ
d
1, ξ
d
1). Letting ψ
d
1 = ψ
0
1 + ξ
d
1 , we see that
span(ψd1) ⊂ Sd1 for any d ∈ [0, δ), (3.9)
and (3.8) holds. Since the dimension of Sd1 is upper semicontinuous, it follows that
there exists δ1 < δ such that dimSd1 ≤ 1 for any d ∈ [0, δ1). This, together with (3.9),
implies that Sd1 = {cψd1 : c ∈ C}. This completes the part of existence.
Now we show that there exists δ2 < δ1 such that, for any d ∈ (0, δ2), there are
exactly p pairs of (vdq , θ
d
q ) ∈ R+ × [0, 2pi] such that (3.8) holds. If it is not true, then
there exist sequences {dj}∞j=1 and
{(
νdj , θdj ,ψdj
)}∞
j=1
such that limj→∞ dj = 0, and for
any j,
(
νdj , θdj
) 6= (vdjq , θdjq )(q = 1, . . . , p), ∥∥ψdj∥∥2 = 1, νdj ≥ 0, θdj ∈ [0, 2pi], and
H
(
dj, ν
dj , θdj ,ψdj
)
= 0.
It follows from Lemma 3.2 that {νdj} is bounded. Then there exists a subsequence{(
νdjk , θdjk ,ψdjk
)}∞
j=1
such that
lim
k→∞
θdjk = θ∗, lim
k→∞
νdjk = ν∗ and lim
k→∞
ψdjk = ψ∗.
This implies that H(0, ν∗, θ∗,ψ∗) = 0, and consequently we see from Lemma 3.3 that
there exist 1 ≤ q0 ≤ p and a constant cq0 such that ν∗ = ν0q0 and θ∗ = θ0q0 , ψ∗ = cq0ψ0q0 .
Without loss of generality, we assume that q0 = 1. Then for sufficiently large k,(
νdjk , θdjk ,
1
c1
ψdjk −ψ01
)
∈ N1,
which yields (
νdjk , θdjk
)
=
(
ν
djk
1 , θ
djk
1
)
.
This is a contradiction. Therefore, there exist exactly p pairs of (vdq , θ
d
q ) ∈ R+ × [0, 2pi]
such that (3.8) holds.
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Then we see from Lemma 3.4 that:
Theorem 3.5. Assume that (A1) and (A3) hold, mi 6= mj for any i 6= j and 1 ≤ i, j ≤
p, and d ∈ (0, d˜), where d˜ is sufficiently small. Then (ν, τ,ψ) solves∆˜(d, iν, r)ψ = 0,ν > 0, r ≥ 0, ψ( 6= 0) ∈ Cn,
if and only if there exists 1 ≤ q ≤ p such that
ν = νdq , ψ = cψ
d
q , r = rql =
θdq + 2lpi
νdq
, l = 0, 1, 2, · · · , (3.10)
where νdq , θ
d
q , and ψ
d
q are defined as in Lemma 3.4.
Finally, we show the existence of Hopf bifurcation.
Theorem 3.6. Assume that assumptions (A1) and (A3) hold, mi 6= mj for any i 6= j
and 1 ≤ i, j ≤ p, and let ud = (ud1, . . . , udn)T  0 be the unique positive equilibrium
of model (1.3) for d ∈ (0, dˆ), where dˆ is defined as in (3.1). Then for any d ∈ (0, d˜),
where d˜ is sufficiently small, the unique positive steady state ud of (1.3) is locally
asymptotically stable when r ∈ [0, r˜0), and unstable when r ∈ (r˜0,∞), where r˜0 = rq∗0
and q∗ satisfies mq∗ = max1≤j≤pmj. Moreover, when r = r˜0, system (1.3) occurs Hopf
bifurcation at ud.
Proof. It follows from Lemma 3.4 and Eq. (3.10) that
lim
d→0
rq0 = lim
d→0
θdq
νdq
=
pi
2mq
for any q = 1, . . . , p. (3.11)
Therefore rq∗0 = min{r10, r20, . . . , rp0} when d is sufficiently small. Let
Sq∗(d) :=
n∑
j=1
(
ψdq∗j
)2 − rq∗0e−iθdq∗ n∑
j=1
udj
(
ψdq∗j
)2
. (3.12)
It follows from Lemmas 3.3 and 3.4 that
lim
d→0
Sq∗(d) = 1 +
pi
2
i.
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Using the similar arguments as in the proof of Theorems 2.9 and 2.10, we see that when
r = rq∗0, (3.4) has a pair of simple eigenvalue ±imq∗ , and the transversality condition
holds. Therefore, when r = rq∗0, system (1.3) occurs Hopf bifurcation at u
d. This
completes the proof.
Remark 3.7. It follows from (3.11) that the first Hopf bifurcation r˜0 satisfies
lim
d→0
r˜0 = rˆq∗ :=
pi
2mq∗
,
where mq∗ = max1≤j≤pmj. Here rˆq∗ is also the first Hopf bifurcation value for the
following model:
w′ = w (mq∗ − w(t− r)) , (3.13)
where mq∗ = max1≤j≤pmj.
Remark 3.8. By the similar arguments as that in [8], we can also compute that the
direction of the Hopf bifurcation at r = r˜0 is forward and the bifurcating periodic
solution from r = r˜0 is orbitally asymptotically stable. Here we also omit the details.
4 Discussion
In this section, we summarize the connection between the Hopf bifurcation of the patch
model (1.3) and that of the “local” model:
u′j = uj (mj − u(t− r)) . (4.1)
For simplicity, we only show the case that mj > 0 for any j = 1, . . . , p, and mi 6= mj
for any i 6= j. That is, each patch is favorable for the species. A direct computation
implies that for each j, the first Hopf bifurcation value of model (4.1) is rˆj =
pi
2mj
. We
call it the “local” Hopf bifurcation value. Then it follows from Remark 3.7 that when
the dispersal rate d tends to zero, the first Hopf bifurcation of the patch model (1.3)
tends to the minimum value of the “local” Hopf bifurcation value over all patch j. On
the other hand, we see from Remark 2.13 that the large dispersal rate d may dilute
the effect of the connectivity between patches, and the first Hopf bifurcation value
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of model (1.3) tends to that of the “average” model (2.43) when the dispersal rate d
tends to infinity. For model (1.2), we see from [32] that when d is large or near some
critical value, delay r could induce Hopf bifurcation, and similar results could also be
found in [8, 9, 11, 12, 17, 18, 19, 22, 35, 36, 41, 42] for other delayed reaction-diffusion
models. It is of interest to consider whether Hopf bifurcation could occur for model
(1.2) when d is small. In this paper, we give an answer to this question in a discrete
spatial setting, and show that when the dispersal rate d is small, large delay could
induce Hopf bifurcation, and periodic solutions could occur for model (1.3).
Now we give two examples to illustrate the theoretical results obtained in Sections
2 and 3. Firstly, suppose that there are n = 9 patches arranged and connected as in
Figure 1. We choose the symmetric connectivity matrix D = (dij) and (mj) as follows:
1
987
5
2
4
3
6
Figure 1: The connectivity between nine patches.
d12 = d36 = d78 = 3, d14 = d45 = d56 = d69 = 2,
d23 = d47 = d89 = 1, d25 = 4, d58 = 5, other dij(i < j) = 0,
(m1, . . . ,m9) = (10, 8, 16, 20, 24, 12, 18, 6, 14).
(4.2)
Then large delay could induce Hopf bifurcation, and periodic solutions could occur
when the dispersal rate d is large or small, see Figure 2. As is pointed out in Lemma
3.4, there exist multiple Hopf bifurcation curves {rq0}pq=1 =
{
θdq
νdq
}p
q=1
when the dispersal
rate d is small. We conjecture that these curves could intersect when d increases from
zero, and consequently double Hopf bifurcation could occur and quasi-periodic solutions
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may arise. In fact, we numerically show the existence of such quasi-periodic solutions,
see Figure 3.
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Figure 2: The periodic solutions, and we only choose two patches for simplicity. (Left)
the small dispersal case: d = 0.5 and r = 0.087. (Right) the large dispersal case:
d = 10 and r = 0.15.
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Figure 3: The quasi-periodic solution. Here d = 0.5 and r = 0.09, and we only choose
two patches for simplicity. The right one is the phase portrait for patches 1 and 5.
Now we increase the patch numbers, and assume that there are n = 100 patches
arranged and connected as in Figure 4. Following [20, 37], we plot the solution of
each path in one figure to show the spatiotemporal patterns. There exist strip-typed
inhomogeneous periodic solution and check-typed inhomogeneous periodic solution, see
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Figures 5-6.
1 2 ... 9 10
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81 82 ... 89 90
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Figure 4: The connectivity between one hundred patches.
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