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Abstract—En la actualidad, las organizaciones de todo tipo
y taman˜o tienen a su disposicio´n grandes volu´menes de infor-
macio´n a muy bajo costo. Au´n ma´s, aumentan su capacidad de
generar datos y, por consiguiente, una necesidad intrı´nseca de
almacenarlos y procesarlos. El paradigma actual para el gestio´n
de datos masivos, conocido como Big Data, ofrece te´cnicas,
algoritmos y plataformas desarrollados especı´ficamente en este
contexto. Una de las plataformas ma´s utilizadas es Hadoop y su
implementacio´n del paradigma de programacio´n MapReduce. En
este trabajo se aborda el problema de la indexacio´n distribuida
con restriccio´n de recursos. Se cuenta con un nu´mero ma´ximo de
nodos de computo con caracterı´sticas de equipo de escritorio. Los
experimentos variando el taman˜o de la entrada muestran que se
escala linealmente en las configuraciones estudiadas aunque el
speedup resultante es bajo.
I. INTRODUCCIO´N
En la actualidad, las organizaciones de todo tipo y taman˜o
tienen a su disposicio´n grandes volu´menes de informacio´n
a muy bajo costo. Au´n ma´s, aumentan su capacidad de
generar datos y, por consiguiente, una necesidad intrı´nseca
de almacenarlos y procesarlos. El u´ltimo tiempo ha mostrado
un ra´pido crecimiento en la disponibilidad de conjuntos de
datos (datasets) en casi cualquier disciplina, desde ciencia e
ingenierı´a hasta negocios, pasando por salud, polı´tica, leyes
y economı´a, entre otros [10]. El taman˜o y la escala de los
datasets pueden ser abrumadores y no solamente son cada vez
ma´s complejos y heteroge´neos sino que, adema´s, so´lo esta´n
aumentando.
En muchos casos, el almacenamiento de grandes volu´menes
de datos es un primer problema que habilita luego diferentes
tareas entre las que se destacan, principalmente, diferentes
tipos de bu´squedas. Desde hace varios an˜os, el desarrollo
de sistemas distribuidos y paralelos ha impulsado mu´ltiples
aplicaciones masivas, tanto en datos como en usuarios. Un
ejemplo extremo son los motores de bu´squeda web (WSE), que
procesan miles de millones de pa´ginas1 en fracciones de se-
gundos para retornar a los usuarios la respuesta a una consulta
[4]. Uno de los desafı´os consiste en escalar eficientemente con
conjuntos de datos en constante crecimiento.
El paradigma actual para el gestio´n de datos masivos,
conocido como Big Data [1], ofrece te´cnicas, algoritmos y
plataformas desarrollados especı´ficamente en este contexto.
Una de las plataformas ampliamente adoptada es Hadoop
1De acuerdo a World Wide Web Size (http://www.worldwidewebsize.com/)
el taman˜o del ı´ndice de Google contiene alrededor de 48.000 millones de
documentos.
[11], que utiliza el paradigma de programacio´n MapReduce,
que facilita el procesamiento de grandes conjuntos de datos
distribuyendo la carga de trabajo en mu´ltiples ma´quinas de un
cluster. Incluso, proveedores de servicios de computacio´n en la
nube ofrecen de forma transparente servicios Hadoop/MapRe-
duce escalables. La idea original de esta plataforma es poder
distribuir la carga de trabajo entre equipos de escritorio
con recursos limitados (commodity hardware). Sin embargo,
diferentes trabajos exploran el uso de Hadoop en clusters o,
incluso, en servicios de computacio´n en la nube en la cual la
forma mas sencilla de resolver el problema de escalabilidad
es simplemente agregar mas nodos de co´mputo.
En el caso de indexacio´n distribuida, la tarea consiste en
tomar la coleccio´n de documentos como entrada y generar las
estructuras de datos necesarias que forman el ı´ndice invertido
[2] y soportan luego la bu´squeda eficiente. La indexacio´n es
una tarea de uso intensivo de disco ya que se deben recuperar
todos los documentos y luego almacenar el ı´ndice resultante.
Las principales restricciones en este proceso esta´n asociadas
al hardware disponible [7]. Resulta claro entonces que cuando
el taman˜o de la entrada (coleccio´n) sobrepasa los recursos
disponibles en un u´nico equipo, se requiere procesar de forma
distribuida y es aquı´ donde la plataforma Hadoop/MapReduce
facilita la tarea. Adema´s, WSE de gran escala se ejecuta en
mu´ltiples ma´quinas, el resultado final es un ı´ndice invertido
particionado en varias shards, en general, una para cada
ma´quina que participe de la bu´squeda.
A. Motivacio´n y Contribuciones
En este trabajo se aborda el problema de la indexacio´n
distribuida con restriccio´n de recursos. Es decir, se cuenta con
un nu´mero ma´ximo de nodos de computo con caracterı´sticas
de equipo de escritorio, o low end hardware [11], sin la
posibilidad de agregar equipos cuando el problema crece. Si
bien hay trabajos previos sobre este proceso en el entorno
Hadoop/MapReduce [3, 6, 8], en general no cuentan con las
restricciones mencionadas.
Si bien la industria ya plantea que los problemas de Big Data
exceden los recursos de hardware commodity2,3, el escenario
propuesto se lo considera real ya que, por ejemplo, labora-
torios de universidades o pequen˜as organizaciones poseen un
2http://www.infoworld.com/article/2610477/big-data/big-data-demands-
more-than-commodity-hardware.html
3https://www.linkedin.com/pulse/hadoop-big-data-longer-runs
-commodity-hardware-david-bennett
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nu´mero limitado de equipos low-end y puede aprovecharlos
de todos modos. Adema´s, la solucio´n de utilizar servicios
de computacio´n en la nube no siempre es posible por algu´n
tipo de restriccio´n. Por ejemplo, ciertos datos sensibles de
algu´n ente (como el gobierno) no podrı´an ser procesados en
los datacenters de tales proveedores ya que, en general, se
encuentran fuera de la jurisdiccio´n de muchos paı´ses, con lo
cual aparecen involucrados aspectos legales.
Como contribuciones, se presentan los resultados prelim-
inares de un estudio de escalabilidad sobre un problema de
indexacio´n real en el cual se generan ı´ndices particionados
bajo una estructura de datos denominada Block-Max [4] y uti-
lizando compresio´n de datos, ambas estrategias comu´nmente
usadas en sistemas de recuperacio´n de informacio´n de gran
escala. Se propone un algoritmo de indexacio´n y una configu-
racio´n del cluster acorde a los recursos con los que se cuenta y
se estudia la escalabilidad con diferentes taman˜os de entrada.
El resto del artı´culo se encuentra organizado de la siguiente
manera: la Seccio´n II presenta conceptos preliminares y los
trabajos relacionados. La Seccio´n III introduce el algoritmo
utilizado, mientras que la Seccio´n IV presenta los exper-
imentos y los resultados obtenidos. La Seccio´n VI ofrece
conclusiones preliminares y trabajos futuros.
II. PRELIMINARES Y TRABAJOS RELACIONADOS
Para poder responder consultas de forma eficiente, un
sistema de Recuperacio´n de Informacio´n (RI) construye un
ı´ndice sobre la coleccio´n C de documentos (ı´ndice invertido).
De forma simple, se construyen dos estructuras de datos: un
lexico´n y un archivo de posting lists. El primero almacena
el vocabulario de la coleccio´n, es decir, el conjunto de todos
los te´rminos u´nicos que aparecen en documentos y son de
intere´s mantener. El segundo, almacena las ocurrencia de
cada te´rmino en los documentos que aparece e informacio´n
adicional utilizada para el ranking (por ejemplo, la frecuencia
fi,j de un te´rmino ti en un documento dj).
El enfoque de construccio´n de ı´ndices invertidos en un
contexto distribuido es un tema ampliamente tratado en la
literatura [9]. Tambie´n esta problema´tica es abordada desde la
perspectiva de los datos masivos utilizando algoritmos basados
en MapReduce [3] y posteriormente estudiado mediante el uso
de Hadoop [6] [8].
En la propuesta original de MapReduce una de las im-
plementaciones propuestas es la de un algoritmo para con-
struccio´n de ı´ndices invertidos [3]. Es importante destacar
que al usar MapReduce la coleccio´n se encuentra previamente
particionada entre los nodos debido al sistema de archivos
distribuido subyacente. Adema´s, la plataforma se encarga de
la asignacio´n de procesos y del procesamiento local.
Trabajos posteriores ofrecen comparaciones de diferentes
algoritmos MapReduce para indexacio´n con otros esquemas
mas complejos [8]. El algoritmo original de Dean y otros
[3] hace un uso intensivo de la red de forma innecesaria.
Es posible mejorar el proceso Map agregando procesamiento
parcial del documento, como se propone en el algoritmo de
Nutch [8]. Lin [6] utiliza caracterı´sticas avanzadas de Hadoop
para plantear un algoritmo ligeramente diferente. Teniendo en
cuenta que MapReduce realiza una operacio´n de ordenamiento
en la fase intermedia de forma nativa a partir de las claves,
plantea el uso de claves compuestas, donde el motor puede
ordenarlas.
En todos los casos, se trata de ı´ndices standard donde
no siempre se especifica si se utiliza o no compresio´n. En
la actualidad, una de las estructuras de ı´ndice competitivas
para ma´quinas de bu´squeda es Block-Max [4]. Los autores
proponen una estructura auxiliar que permite al algoritmo de
bu´squeda incorporar te´cnicas de terminacio´n temprana para
reducir el tiempo insumido en la bu´squeda.
III. INDEXACIO´N CON RESTRICCIO´N DE RECURSOS
Aquı´ se propone una variante de Map (Algoritmo 1) y
Reduce (Algoritmo 2) propia que considera el enfoque pro-
visto por McCreadie [8] y suma optimizaciones propuestas
en Lin [6] sobre aspectos de escalabilidad de algoritmos de
indexacio´n sobre MapReduce.
Algoritmo 1: Pseudo-co´digo para las funcio´n Map del
algoritmo de indexacio´n.
Entrada: Clave: Identificador de documento
Valor: Contenido del Documento
Salida : Clave: Par (Termino, Documento)
Valor: Frecuencia
para Term ← DocumentContent.nextTerm() hacer
posting ← Posting(Term, Document);
postingDocs.agregar(posting);
para posting ← postingDocs.nextPosting() hacer
emitir(posting.clave, posting.frecuencia);
Algoritmo 2: Pseudo-co´digo para las funcio´n Reduce del
algoritmo de indexacio´n.
Entrada: Clave: Par (Termino, Documento) parKey
Valor: Lista de Frecuencias frequencies
Salida : Clave: Te´rmino
Valor: Lista de Postings
postingList ← new PostingList();
term ← parKey.getTerm();
docId ← parKey.getDoc();
si term 6= termAnt entonces
emitir(termAnt, postingList);
para freq ← frequencies hacer
totalFreq ← totalFreq + freq;
posting.addPosting(docId);
termAnt ← term;
El algoritmo presentado requiere de memoria suficiente
para un solo documento en un nodo durante la fase Map, lo
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que facilita su escalabilidad. En el caso del proceso Reduce,
la implementacio´n actual almacena la posting list completa
para un te´rmino en memoria. Sin embargo, debido a la
implementacio´n del patro´n value-to-key [6], es posible en un
trabajo futuro hacer escalable el mismo emitiendo las listas
cuando el proceso este en el limite del consumo de memoria,
dado que al llegar ordenadas, la construccio´n de las posting
lists es la adicio´n de los elementos en la medida que son
recibidos.
IV. EXPERIMENTOS Y RESULTADOS
Datos: Se utiliza un subconjunto de una coleccio´n real
de documentos web provista por la universidad de Stanford
(Proyecto WebBase4), que ocupa 60 GB de espacio en disco.
Con el objetivo de estudiar el comportamiento conforme
aumentan los datos de entrada, se generaron dos instancias
mas duplicando (120 GB) y triplicando (180 GB) la misma
coleccio´n (denominadas C1, C2 y C3, respectivamente). Las
posting lists duplican y triplican su taman˜o, lo cual es intere-
sante a los efectos de la prueba ya que la longitud de e´stas
es una de las cuestiones a tener en cuenta en el algoritmo de
indexacio´n.
Hardware: Se utiliza un cluster de equipos low-end com-
puesto por 7 nodos con procesador Intel(R) Core(TM) i5-2400
CPU @ 3.10GHz (4 Cores), 8Gb de memoria principal y disco
rı´gido SATA de 500GB, todos conectados a una red Gigabit
Ethernet. Para la configuracio´n de los para´metros de Hadoop se
utiliza una herramienta provista por Hortonworks5 que se basa
en la cantidad de nu´cleos, memoria y cantidad de discos de los
nodos. Dado que se trata de discos ”comunes”, se configura el
factor de replicacio´n con el valor por defecto (3 re´plicas por
bloque) para garantizar la disponibilidad de los datos.
Configuraciones: Se generan cuatro configuraciones que
resultan de dos tipos de ı´ndice invertido diferente (standard
y block-max) y dos variantes (comprimido y sin comprimir).
Para la versio´n comprimida se utilizan codecs standard para
ı´ndices invertidos: PForDelta para los docIDs y Simple16[5]
para las frecuencias asociadas. Como la compresio´n se realiza
en la etapa final, cuando ya se cuenta con laposting list
completa, el proceso impacta en la carga de trabajo de los
reducers. En cuanto al cluster, se ejecutan experimentos con
1, 2, 4 y 6 nodos (ma´s un nodo master en todos los casos)
variando la cantidad de procesos reducers (tambie´n 1, 2,
4 y 6 reducers, cuando corresponde). Adema´s, se realiza
una ejecucio´n stand-alone (local) de cada configuracio´n y
sus correspondientes variantes, tomadas como procesamiento
secuencial.
V. ME´TRICAS
Se utilizan como me´tricas el tiempo total de procesamiento
junto con dos me´tricas de rendimiento cla´sicas en la evaluacio´n
de sistemas de co´mputo paralelo: speedup y eficiencia. El
speedup es una medida de la mejora de rendimiento de la apli-
cacio´n al aumentar la cantidad de procesadores (comparado
4http://diglib.stanford.edu:8091/∼testbed/doc2/WebBase/
5http://docs.hortonworks.com/HDPDocuments/HDP2/HDP-2.6.0/
con el rendimiento al utilizar un solo procesador) y se define
como: S(p) = TsTp , donde es Ts es el tiempo requerido por el
algoritmo secuencial para resolver el problema y Tp el tiempo
insumido por el algoritmo paralelo utilizando p procesadores.
Por otro lado, la eficiencia cuantifica el speedup obtenido por
procesador y se define como E(p) = Spp donde Sp es el
speedup utilizando p procesadores.
Adema´s, para ser justos con la comparacio´n se resguarda
que la salida del algoritmo secuencial sea exactamente la
misma que la de los algoritmos paralelos. Para este problema
se asume que la ma´quina de bu´squeda que usa los ı´ndices
generados esta´ formada por p0 procesadores. Por simplicidad,
se asume p0 = p, por lo cual la cantidad de procesadores para
indexar y luego realizar la bu´squeda es la misma. Por ello,
asumiendo un cluster de p procesadores en cada configuracio´n,
el ı´ndice centralizado generado por el algoritmo es partido
en p partes y cada una transferida a un nodo. Este costo es
adicionado al proceso secuencial.
A. Resultados
En primer lugar, se presentan los tiempos totales requeridos
para la tarea bajo las diferentes configuraciones. Por restric-
ciones de espacio se muestran solo los resultados para el ı´ndice
Block-Max (el mas complejo) en su versio´n comprimida.
La Tabla I muestra los tiempos al generar un ı´ndice com-
primido. La nomenclatura se refiere a la cantidad de nodos
de co´mputo (N) y de reducers (R) de cada configuracio´n.
La primera observacio´n inesperada es que los tiempos son
similares al ı´ndice sin comprimir. Al generar el ı´ndice com-
primido ocurren dos cuestiones: por un lado, hay un mayor
procesamiento en los reducers ya que deben ejecutar el codec
de compresio´n pero, por otro lado, el taman˜o resultante es
mucho menor (aproximadamente un 40% respecto del ı´ndice
original) lo que requiere una menor cantidad de bytes escritos
a disco (y transferidos por la red). En principio, estos costos
se compensan, generando tiempos similares. No obstante, esta
situacio´n requiere una mirada mas profunda para comprender
completamente el tradeoff entre tales procesos.
C1 C2 C3
0N-1R 26486 53051 82703
1N-1R 27074 56190 84285
2N-1R 11230 22847 34271
2N-2R 11104 22751 34127
4N-1R 6629 13465 21214
4N-2R 5488 10900 22328
4N-4R 5189 10233 15129
6N-1R 5646 11860 20009
6N-2R 4086 7877 12293
6N-4R 3409 6914 10043
6N-6R 3159 7128 12359
Tabla I: Tiempos totales (en segundos) para las distintas
configuraciones al generar un ı´ndice comprimido
Otra observacio´n es que para la coleccio´n C1 la configu-
racio´n con el nu´mero ma´ximo de nodos y reducers resulto´ la
mas eficiente, mientras que para C2 y C3, 4 reducers ofrece la
mejor performance. A priori, la cantidad o´ptima de reducers
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esta´ en funcio´n de la cantidad de discos fı´sicos con que cuenta
cada nodo (para permitir escrituras en paralelo) aunque si la
replicacio´n se encuentra activada (como en este caso), algunas
porciones de los archivos de salida se transmiten a trave´s
de la red. Una inspeccio´n ra´pida permite tener una primera
explicacio´n relacionada con que la cantidad de informacio´n
que circula por la red debido principalmente a la replicacio´n,
comienza a tener impacto en la performance con un mayor
volumen de datos.
La Figura 1 muestra el speedup alcanzado 6. Para ello, se
toma la mejor configuracio´n de cada grupo de acuerdo al
nu´mero de reducers (cuando la cantidad de nodos > 1). Para la
cantidad de procesadores p se toma en nu´mero total de nu´cleos
disponibles en cada configuracio´n (4 por nodo). Esto es una
aproximacio´n pesimista ya que si bien Hadoop utiliza varios,
la configuracio´n sugerida reserva un nu´cleo para el sistema
de archivos HDFS y otro para el sistema operativo. Esto se
pudo corroborar observando la carga de CPU promedio que
se encuentra alrededor del 50%. Mas alla´ de cua´ntos nu´cleos
se tomen para el ca´lculo, lo que muestra la figura es que el
speedup se mantiene lineal al crecer el taman˜o de la entrada
para los casos de prueba.
Fig. 1: Speedup de la mejor configuracio´n variando la cantidad
de nodos para los diferentes taman˜os de la entrada (C1..C3)
Un estudio ma´s detallado podrı´a considerar dos alterna-
tivas: utilizar todos los nu´cleos para procesar y analizar el
impacto en los procesos HDFS y del sistema operativo o
bien, utilizar 3 nu´cleos por nodo y evaluar si efectivamente
el speedup se incrementa un 25%. En resumen, el ana´lisis
actual solo considera 2 nu´cleos/nodo pero se decide presentar
pesimista ya que el nu´cleo ocioso no es aprovechado de otra
manera por el framework. Finalmente, teniendo en cuenta las
consideraciones mencionadas, la eficiencia varı´a entre 23 y
36%, existiendo un incremento interesante del 25% entre las
configuraciones de 1 a 2 nodos (23% vs 29%).
VI. CONCLUSIONES
En este trabajo inicial se aborda el problema de la in-
dexacio´n distribuida para soportar un sistema de bu´squeda
con restriccio´n de recursos (utilizando hardware low-end). Se
6Se muestra solo el speedup para la versio´n comprimida del ı´ndice.
generan ı´ndices comprimidos y sin comprimir variando la
cantidad de nodos de co´mputo y el taman˜o de la entrada.
Los experimentos muestran que el algoritmo utilizado escala
linealmente variando el taman˜o de la entrada para diferentes
configuraciones de nodos y reducers. Sin embargo, el speedup
resultante es bajo y, por lo tanto, la eficiencia (con un ma´ximo
del 36%).
Los trabajos en curso pretenden, por un lado, mejorar el
speedup haciendo un mejor aprovechamiento de los nu´cleos
de los procesadores a partir de una configuracio´n ma´s fina.
Por otro lado, se pretende establecer las cotas de rendimiento
impuestas por el tra´fico de red a partir de establecer para´metros
de replicacio´n menores o nulos, en funcio´n de la performance
de los discos.
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