We are concerned with robust estimation procedures to estimate the parameters in partially linear models with large-dimensional covariates. To enhance the interpretability, we suggest implementing a nonconcave regularization method in the robust estimation procedure to select important covariates from the linear component. We establish the consistency for both the linear and the nonlinear components when the covariate dimension diverges at the rate of o( √ n), where n is the sample size. We show that the robust estimate of linear component performs asymptotically as well as its oracle counterpart which assumes the baseline function and the unimportant covariates were known a priori. With a consistent estimator of the linear component, we estimate the nonparametric component by a robust local linear regression. It is proved that the robust estimate of nonlinear component performs asymptotically as well as if the linear component were known in advance.
Introduction
Let Y be the response variable, x = (X 1 , . . . , X pn ) ∈ R pn and z = (Z 1 , . . . , Z d ) ∈ R d be the associated covariate vectors. Consider the partially linear model
where the random error ε satisfies E(ε|x, z) = 0. The subscript n in β n0 indicates that the dimension p n of β n0 possibly depends on n. Model (1.1) contains both a linear component β n0 x and a nonparametric baseline function ν(z). It combines the flexibility of nonparametric regression and the parsimony and interpretability of linear regression. Zhu L P et al. Sci China Math October 2013 Vol. 56 No. 10 As one of the most commonly used semiparametric regression models, the partially linear model has received considerable attention in the last two decades. The existing literatures often assume a univariate z and a finite-dimensional x (i.e., d = 1 and p n is fixed as n → ∞). Examples for estimating β n0 include the partial spline estimator [6, 15] , and the partial residual estimator [5, 25, 26] . [26] and [12] proposed respectively kernel regression and local linear regression to estimate the parameters and systematically investigated the theoretical properties of the resulting estimators. For a comprehensive review on the study of (1.1), one can refer to the monograph by [13] and references therein. In these studies, however, either the dimension of the covariate vector x was fixed or the problem of variable selection in x via penalization was not considered. In addition, these studies did not consider the issue of robust estimation.
In the presence of a large number of covariates in model (1.1), [10] considered variable selection in the context of longitudinal data analysis, and [21] proposed penalized profile least squares to estimate the parameters in partially linear models with measurement errors. Both assume a framework with a fixed set of covariates as n increases.
[32] established the consistency of penalized profile least squares estimate when p n diverges at the rate of o ( √ n). To handle non-normal or heavy-tailed errors in (1.1), [3] proposed a robust profile likelihood estimation, [14] and [23] extended the robust likelihood procedure to longitudinal data.
[21] considered penalized quantile regression for partially linear models when the covariates are measured with additive errors. These robust estimation procedures are applicable for low-dimensional covariates, but they become infeasible when the dimension of covariates is comparably large due to the curse of dimensionality.
In this paper, we propose several general robust procedures to estimate the parameters in model (1.1). We allow the dimension p n of x to diverge with the sample size n. This strategy makes model (1.1) more useful in usual practice [11, 32] . To estimate β n0 in (1.1), we follow the idea of "partial-residual" estimation [5, 25, 26] and transform (1.1) into a linear model. We build a general robust estimation procedure upon the transformed linear model. To enhance the interpretability, we then implement a nonconcave regularization approach to select the important covariates from x. It is shown that the penalized robust estimate of β n0 performs asymptotically as well as an oracle procedure when p n = o ( √ n). This oracle property also extends the terminology of [9] in that the oracle procedure for (1.1) assumes both the effects of z on both x and Y and the unimportant covariates amongst x were known in advance.
With a consistent estimate of β n0 , we estimate the nonlinear component ν(z) in (1.1) by a robust local linear estimation. We show that the robust local linear regression estimate of ν(z) based upon the consistent estimate of β n0 has the same asymptotic bias and variance as the robust local linear regression based upon the true value β n0 . In other words, the robust local linear estimation of the nonlinear component also has an oracle property asymptotically.
The rest of this paper is organized as follows. In Section 2, we propose a general robust estimation procedure to estimate the linear and the nonlinear components for (1.1). To select important covariates from the linear component, in Section 3 we implement a nonconcave penalty in the robust estimation procedure. Some practical issues, including the optimization and tuning parameter selection, are also discussed in this section. Comprehensive simulations are conducted in Section 4 to examine the performance of the proposed procedures. The simulations demonstrate that the proposed procedures with moderate sample size perform almost as well as the oracle estimators. In this section we also illustrate our proposal through an empirical analysis of a real-world dataset. This article is concluded with a brief discussion in Section 5. Regularity conditions and technical proofs are given in Appendix.
A robust estimation procedure
In this section, we suggest a general robust estimation procedure to estimate the linear component and the nonparametric baseline function.
A robust estimate of β n0
We first discuss how to estimate β n0 in (1.1) following the idea of "partial-residual" estimation [5, 25, 26] . For notational clarity, we write x = x − E(x|z) and Y = Y − E(Y |z). We note that model (1.1) implies
