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Chapitre 1
Introdution
Le mouvement brownien est un proessus qui intervient dans la modélisation de nombreux
phénomènes (mouvement de partiules, formation des polymères, évolution des ours boursiers,
et...), du fait de ses nombreuses propriétés mathématiques : 'est à la fois un proessus de
Markov, un proessus de Lévy, un proessus gaussien, un proessus auto-similaire, une martin-
gale ontinue, et.
Cependant, les trajetoires du mouvement brownien ont un omportement partiulier qui ne
orrespond pas néessairement à e que l'on attend des phénomènes que l'on étudie : par exem-
ple, en dimension inférieure ou égale à trois, elles ont presque sûrement des points doubles, alors
qu'on peut vouloir modéliser des polymères qui ne se reoupent pas ; elles sont non bornées alors
qu'on peut vouloir modéliser le mouvement d'atomes qui restent dans un volume ni, et.
Il peut don être néessaire de hanger la loi du mouvement brownien, d'une manière qui permette
de modier ertaines propriétés importantes de ses trajetoires, tout en en onservant d'autres :
on peut vouloir onstruire un mouvement brownien plan auto-évitant, un mouvement brownien
onditionné à rester dans un ompat, ou un mouvement brownien réel, onditionné à avoir un
supremum ni, inférieur à une valeur donnée.
Une des manières de onstruire de tels proessus est d'eetuer, à partir de la loi du mouvement
brownien, e que nous appellerons des pénalisations, 'est à dire des hangements de probabilité
absoluments ontinus (i.e. obtenus via une densité de probabilité) suivis d'un éventuel passage
à la limite.
Plus préisément, le prinipe des pénalisations browniennes est le suivant : on ommene par
onsidérer une famille de mesures de probabilité (le plus souvent indexée par un paramètre réel
positif), dénies par leurs densités par rapport à la mesure de Wiener.
Sous es mesures, le proessus anonique admet les mêmes propriétés presque sûres que le mou-
vement brownien. En revanhe, on peut, dans de nombreux as, dénir une mesure limite pour
ette famille de probabilités, et ette mesure limite est souvent singulière par rapport à la mesure
de Wiener : on a don modié radialement le omportement des trajetoires du proessus anon-
ique en faisant le hangement de probabilité orrespondant.
Il est en fait possible de onstruire e type de mesures dans un adre plus général que elui
de la mesure de Wiener ; pour ela, on onsidère un espae de probabilité (Ω,F ,P), muni d'une
ltration (Fs)s≥0, et une famille (Γt)t≥0 de variables aléatoires positives d'espérane nie et non
nulle.
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Ensuite, on dénit la famille de probabilités (Pt)t≥0 par leur densité par rapport à P :
Pt =
Γt
EP[Γt]
.P
La question que l'on se pose alors est elle de l'existene d'une mesure limite P∞ vériant la
propriété suivante : pour tout réel positif s, et pour tout événement Λs ∈ Fs :
Pt(Λs) →
t→∞ P∞(Λs)
Si la mesure P∞ existe, l'étape suivante onsiste à étudier ses propriétés et à les omparer à
elles de P.
Le as des pénalisations browniennes orrespond à Ω = C(R+,R), Ft = σ{Xs, s ≤ t} (X
étant le proessus anonique) et P = W (mesure de Wiener) ; dans e as, le omportement de
P∞ est donné par l'étude de la trajetoire de (Xs)s≥0 sous ette nouvelle mesure.
Une grande partie des proessus que nous onstruisons rentre dans e adre ; ependant, il y
a deux exemples pour lesquels nous aurons besoin de pénalisations plus générales : elui des
mesures assoiées à l'araignée brownienne (un proessus pouvant s'interpréter omme un mouve-
ment brownien sur un ensemble ni de demi-droites onourantes), et elui du modèle d'Edwards
(voir [Edw65℄), qui est un modèle de polymère où l'on pénalise la trajetoire d'un mouvement
brownien d-dimensionnel (d ∈ {1, 2, 3}) par ses intersetions ave elle-même.
D'autre part, les pénalisations que nous étudions dans ette thèse étant liées à la mesure d'o-
upation des trajetoires browniennes, ainsi qu'à leurs points doubles, il nous a paru important
d'inlure dans notre travail une étude onernant les propriétés des temps loaux et des temps lo-
aux d'intersetion du mouvement brownien, même si ette étude est, dans une ertaine mesure,
indépendante de la question des pénalisations.
Notre travail onerne don trois types de problèmes :
- Les problèmes liés aux temps loaux et aux temps loaux d'intersetion du mouvement brown-
ien (en dimension inférieure ou égale à trois).
- Les pénalisations browniennes unidimensionnelles, et leurs généralisations à l'araignée browni-
enne.
- Le modèle d'Edwards et ses généralisations (en dimension inférieure ou égale à trois).
1.1 Temps loaux et temps loaux d'intersetion du mouvement
brownien
1.1.1 Cas de la dimension 1
En dimension 1, la mesure d'oupation de la trajetoire brownienne jusqu'à un temps xé est
absolument ontinue par rapport à la mesure de Lebesgue. Il en résulte qu'on peut dénir les
temps loaux (Lat )t≥0,a∈R d'un mouvement brownien B par la formule suivante (valable pour
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toute fontion réelle mesurable bornée f) :∫
R
f(a)Lat da =
∫ t
0
f(Bs)ds
On remarque que ette formule permet d'étendre l'intégrale :∫ t
0
f(Bs)ds
au as où la fontion f est remplaée par une mesure nie, mais omme on le voit dans N.
Eisenbaum [Eis00℄, N. Bouleau et M. Yor [BY81℄, on peut faire enore mieux en utilisant les
propriétés des temps loaux et de l'intégrale stohastique.
Plus préisément, les temps loaux sont α-höldériens par rapport à la variable d'espae pour
tout indie α stritement inférieur à 1/2, mais ils ne sont pas dérivables.
Lorsque f est une fontion loalement de arré intégrable, on peut néanmoins donner un sens à
l'expression ∫
R
f(a)daL
a
t
(où daL
a
t désigne formellement la variation innitésimale de temps loal : L
a+da
t − Lat ) de la
manière suivante : on pose ∫
R
f(a)daL
a
t = 2
[∫ t
0
f(Bs)dBs −
∫ Bt
B0
f
]
après avoir montré que ette dénition est ompatible ave la dénition naturelle du membre
de gauhe lorsque f est une fontion en esalier.
De plus, si f est loalement de arré intégrable et si g = f ′ est sa dérivée au sens des dis-
tributions, on peut érire (grâe à une intégration par partie formelle) :∫ t
0
g(Bs)ds = −
∫
R
f(a)daL
a
t
après s'être assuré que ette égalité est vraie dans le as où g est une fontion loalement inté-
grable, et que le seond membre ne dépend pas du hoix de f omme primitive de g.
Cette dénition permet en partiulier de donner un sens à l'expression :∫ t
0
g(Bs)ds
lorsque g est la valeur prinipale de 1/x ou la partie nie de 1/xα+ pour α < 3/2 (voir Ph. Biane
et M. Yor [BY87℄, T. Yamada [Yam96℄).
L'objet du Chapitre 2 de ette thèse est d'obtenir des résultats analogues pour les temps lo-
aux d'intersetion (αat )t≥0,a∈R du mouvement brownien B, dénis par l'égalité suivante (valable
pour toute fontion f mesurable bornée) :∫ t
0
du
∫ u
0
ds f(Bs −Bu) =
∫
R
f(a)αat da
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La quantité α0t , formellement obtenue par ette égalité en remplaçant f par la mesure de Dira
en zéro, orrespond intuitivement au temps passé par le mouvement brownien à se reouper
lui-même ; on a également :
α0t =
1
2
∫
R
(Lat )
2 da
Par ailleurs, on montre qu'à t xé, il existe une version de (αat )a∈R qui admet presque sûrement,
sur R
∗
, une dérivée par rapport à a donnée par la formule suivante :
βat = 2
[
t1a<0 −
∫ t
0
1Bs−Bu>ads−
∫ t
0
La+Buu dBu
]
Cette formule permet de poser, lorsque f est une fontion loalement de arré intégrable et bien
dénie en zéro, l'égalité suivante :
∫
R
f(a)daβ
a
t = 2
∫ t
0
(f(Bs −Bt)− f(0))ds+ 4
∫ t
0
[∫ B0−Bu
0
f +
∫ u
0
f(−B(u)s )dB(u)s
]
dBu
ave B
(u)
s = Bu − Bu−s, après avoir vérié la ompatibilité de ette formule ave la dénition
naturelle du membre de gauhe lorsque f est en esalier.
De plus, lorsque f est la primitive seonde d'une fontion loalement intégrable, on a :
∫
R
f(a)daβ
a
t =
∫ t
0
du
∫ u
0
ds f ′′(Bs −Bu)
résultat qui permet, à l'aide du membre de gauhe, de dénir :
∫ t
0
du
∫ u
0
ds g(Bs −Bu)
lorsque g = f ′′ est la dérivée seonde, au sens des distributions, d'une fontion f loalement de
arré intégrable, dont la valeur en zéro est xée.
Le as où g est la valeur prinipale de sgn(x)|x|β rentre dans e adre pour β < 5/2 ; si ette
ondition est vériée, il permet d'étudier le omportement de l'intégrale :
∫ t
0
du
∫ u
0
ds
sgn(Bs −Bu)
|Bs −Bu|β 1|Bs−Bu|>ǫ
lorsque ǫ tend vers zéro.
A present, il serait peut-être intéressant de faire une étude analogue des temps loaux d'in-
tersetion d'ordre plus élevé (αa1,...,akt )a1,...,ak∈R, dénis pour tout k ≥ 1 par la formule :
∫ t
0
dt1
∫ t1
0
dt2 ...
∫ tk
0
dtk+1 f(Bt2 −Bt1 , ..., Btk+1 −Btk) =
∫
Rk
f(a1, ..., ak)α
a1,...,ak
t da1da2 ... dak
valable lorsque f est une fontion mesurable bornée.
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1.1.2 Cas des dimensions 2 et 3
En dimension d ∈ {2, 3}, la mesure d'oupation d'un mouvement brownien B est étrangère à la
mesure de Lebesgue : il n'est don pas possible de dénir des temps loaux dans e as.
Cependant, la situation est diérente pour les temps loaux d'intersetion, qu'il est possible
de onstruire moyennant quelques préautions.
L'une des méthodes de onstrution onsiste à montrer que, lorsque t > 0 est xé, il existe une
famille ontinue de variables aléatoires (αat )a∈Rd\{0} telle que pour toute fontion f mesurable
bornée déne sur Rd, nulle au voisinage de zéro :
∫ t
0
du
∫ u
0
ds f(Bs −Bu) =
∫
Rd\{0}
f(a)αat da
(voir D. Geman, J. Horowitz et J. Rosen [GHR84℄, M.-B. Marus et J. Rosen [MR06℄, pour une
disussion générale sur les mesures d'oupation assoiées au mouvement brownien).
On peut prouver que le temps loal d'intersetion αat tend presque sûrement vers l'inni quand a
tend vers zéro ; de e fait, on ne peut pas diretement donner un sens à la quantité α0t , formelle-
ment dénie par :
α0t =
∫ t
0
du
∫ u
0
ds δ(Bs −Bu)
où δ est la mesure de Dira en zéro.
En dimension 2, on peut néanmoins donner une solution à e problème grâe à une tehnique
appelée renormalisation (voir S. Varadhan [Var69℄), et qui onsiste à onsidérer, pour a 6= 0, la
quantité :
γat = α
a
t −E[αat ]
obtenue en enlevant au temps loal d'intersetion sa propre espérane.
Il est alors possible de montrer qu'on peut dénir γ0t omme étant la limite presque sûre (et
également dans tous les espaes Lp) de γat quand a tend vers zéro : on peut onsidérer que 'est
ette variable aléatoire qui mesure le temps que le mouvement brownien plan B passe à se re-
ouper lui-même.
De manière purement formelle, on pourrait érire :
α0t = γ
0
t +E[α
0
t ]
où E[α0t ] est une onstante innie de normalisation.
La renormalisation de Varadhan peut aussi être généralisée au as des points d'ordre k ≥ 3
de la trajetoire brownienne ; on peut don également donner un sens à la dénition formelle
suivante :
γ0t,k =
∫ t
0
dt1
∫ t1
0
dt2 ...
∫ tk−1
0
dtk
[
δ(Bt2 −Bt1) ... δ(Btk −Btk−1)...
...−E[δ(Bt2 −Bt1) ... δ(Btk −Btk−1)]
]
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(voir par exemple J. Rosen [Ros86a℄, E.-B. Dynkin [Dyn86℄, [Dyn88℄).
En revanhe, la renormalisation de Varadhan n'a pas lieu en dimension 3 ; en eet, dans e
as, la quantité :
1√
log(1/||a||) (α
a
t −E[αat ])
tend en loi vers une variable gaussienne (pour un résultat plus préis, voir M. Yor [Yor85℄, Y.
Hu et M. Yor [HY99℄), et αat −E[αat ] n'admet pas de limite presque sûre.
On ne peut don pas dénir la quantité γ0t en dimension 3.
Il existe également une autre onstrution de temps loaux d'intersetion (en dimensions 2 et
3), où au lieu de faire tendre la variable d'espae a vers zéro, on prend diretement a = 0 et on
réduit le domaine d'intégration sur lequel on observe les auto-intersetions de la trajetoire de B.
Plus préisément, on onsidère un domaine d'intégration A de la forme ]v,w[×]x, y[ (0 < v <
w ≤ x < y < t), et une suite (δn)n∈N de densités de probabilité onvergeant étroitement (au
sens des mesures assoiées) vers la mesure de Dira en zéro. On peut alors prouver que la suite
de variables aléatoires :
α0A,δn =
∫
A
du ds δn(Bs −Bu)
onverge dans L2 vers une variable aléatoire ne dépendant pas de la suite (δn)n∈N ; ette variable
peut alors être onsidérée omme le temps loal d'intersetion :
α0A =
∫
A
du ds δ(Bs −Bu)
restreint au domaine A.
En dimension 2, on peut renormaliser tous les temps loaux d'intersetion obtenus pour une
famille d'ensembles A reouvrant (à un ensemble de mesure nulle près) l'ensemble des ouples
(s, u) tels que 0 < s < u < t ; la somme de tous es temps loaux d'intersetion renormalisés est
égale à la quantité γ0t dénie préédemment.
En revanhe, si on eetue ette démarhe en dimension 3, on obtient une somme qui ne onverge
pas.
Nous retrouverons es disussions sur les temps loaux d'intersetion dans l'étude du modèle
d'Edwards.
1.2 Pénalisations du mouvement brownien unidimensionnel et de
l'araignée brownienne
Un grand nombre de as de pénalisations du mouvement brownien en dimension 1 ont été étudiés
par B. Roynette, P. Vallois, M. Yor (voir [RVY06℄, [RVY03℄, [RVY06a℄, [RVY05℄, [RVY06b℄).
Rappelons que dans le adre général déni plus haut, es pénalisations sont appliquées à l'espae
C(R+,R) des fontions ontinues sur R+, muni de la mesure de Wiener W, de la tribu F de la
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onvergene uniforme sur les ompats, et de la ltration (Fs)s≥0 dénie par :
Fs = σ{Xu, u ≤ s}
X étant le proessus anonique.
La question posée est alors elle de la onvergene de la famille de mesures de probabilités
(Wt)t≥0 dénie par :
Wt =
Γt
EW[Γt]
.W
où (Γt)t≥0 est une famille de variables aléatoires positives F-mesurables, d'espérane nie et non
nulle.
Atuellement, il n'existe pas de onditions vraiment générales sur Γ impliquant ette onver-
gene ; néanmoins, un grand nombre de as partiuliers ont été résolus par B. Roynette, P.
Vallois et M. Yor.
Dans les exemples suivants, la mesure limite W∞ existe bien :
1) Pour une fontion φ d'intégrale nie et non nulle sur R+, on pose :
Γt = φ(St)
où St désigne le supremum (unilatéral) de X sur l'intervalle [0, t].
2) Pour une fontion V de R dans R+, vériant :
0 <
∫
R
(1 + |y|)V (y)dy <∞
on pose :
Γt = exp
(
−
∫ t
0
V (Xu)du
)
3) Pour un réel quelonque λ, on pose :
Γt = e
λL0t
où L0t est le temps loal en zéro de (Xs)s≤t.
La démonstration de l'existene de W∞ s'eetue de manière un peu diérente dans haque
as partiulier, mais dans tous les as, on a besoin d'une étude asymptotique de l'espérane de
Γt.
L'existene de nombreux exemples (dont les deux premiers ités ii) pour lesquels ette es-
pérane déroît en 1/
√
t laisse supposer que l'on pourrait trouver un théorème de pénalisation
plus général que les résultats onnus atuellement, dans les as où on observe ette vitesse de
déroissane.
Plus préisément, il semble exister toute une lasse de familles de densités (Γt)t≥0, s'érivant
sous la forme :
Γt = Φ((Xs)s≤t)
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où Φ est une fontionnelle dénie sur l'ensemble des trajetoires ontinues sur un intervalle
[0, t] (t > 0), pour lesquelles on a l'équivalene :
EW[Γt] ∼
t→∞
1√
2πt
W[Φ((Xs)s≥0)]
où Φ((Xs)s≥0) est la limite de Φ((Xs)s≤t) quand t tend vers l'inni, et W est une mesure σ-nie
ne dépendant pas de Φ et Γ.
De plus, la mesure W vérie l'égalité suivante :
W =
∫ ∞
0
dl (W(l)+ +W(l)− )
où W(l)+ (resp. W(l)− ) est la loi d'un proessus (Z l,+t )t≥0 (resp. (Z l,−t )t≥0) pour lequel il existe un
mouvement brownien (Bs)s≥0 et un proessus de Bessel de dimension 3 indépendant de B, noté
(Ru)u≥0, tels que Z
l,+
s = Bs (resp. Z
l,−
s = Bs) si s ≤ τl (τl étant l'inverse du temps loal en l de
B), et Z l,+τl+u = Ru (resp. Z
l,−
τl+u
= −Ru) si u ≥ 0.
L'intervention de ette mesure σ-nie est liée à la formule suivante, donnée (sous une forme
un peu diérente) dans C. Leuridan [Leu98℄ (voir également Ph. Biane et M. Yor [BY88℄) : si δa
est le dernier temps d'atteinte de a du proessus |X|, on a :∫ ∞
0
dtEW[Φ((Xs)s≤t)] =
∫ ∞
0
daW[Φ((Xs)s≤δa)]
Bien que nous ne onnaissions pas de résultat impliquant l'équivalene asymptotique donnée
i-dessus pour une lasse vraiment générale de fontionnelles Φ, nous obtenons ette équivalene,
ainsi que l'existene de la mesure limite W∞, dans le as partiulier où il existe une fontionnelle
F , vériant ertaines onditions de domination (malheureusement assez omplexes à exprimer),
et telle que :
Φ((Xs)s≤t) = F ((L
y
t )y∈R)
(Lyt )y∈R désignant la famille des temps loaux de (Xs)s≤t (voir le Chapitre 4).
Par ailleurs, on a parfois l'existene de la mesure W∞, sans que l'espérane de Γt déroisse en
1/
√
t. Les as renontrés le plus souvent sont alors eux d'une roissane où d'une déroissane
exponentielle par rapport à t ; on obtient e type de omportement dans le troisième exemple
donné plus haut, lorsque le paramètre λ est stritement positif.
Plus généralement, B. Roynette, P. Vallois et M. Yor ont prouvé, dans [RVY05℄, l'existene
de la mesure limite W∞ pour toute pénalisation de la forme :
Γt = e
λL0t+µ|Xt|
ou (voir l'équivalene de Lévy) :
Γt = e
λSt+µ(St−Xt)
les réels λ et µ étant quelonques.
Il est ependant évident que selon les valeurs de λ et µ (et en partiulier leur signe), le omporte-
ment du proessus anonique sous la mesure W∞ varie onsidérablement.
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L'objet du Chapitre 3 est de généraliser es résultats de pénalisation donnés dans [RVY05℄ à
l'araignée brownienne, qui, rappelons-le, est un proessus pouvant informellement être onsidéré
omme un mouvement brownien à valeurs dans un ensemble de demi-droites onourantes (pour
diérentes études sur l'araignée brownienne, voir M. Barlow, J. Pitman et M. Yor [BPY89a℄,
J.-B. Walsh [Wal78℄, B. Tsirelson [Tsi97℄, B. de Meyer [dM99℄, S. Watanabe [Wat99℄).
Dans et artile, nous retrouvons des distintions de as analogues à elles de [RVY05℄, mais
plus omplexes et amenant à des aluls plus lourds.
On retrouve également une étude de as du même type dans Y. Hariya et M. Yor [HY04℄,
où l'on pénalise un mouvement brownien ave drift par l'intégrale de son exponentielle.
Les exemples de pénalisations unidimensionnelles dérits dans ette setion permettent de on-
struire de nouvelles mesures de probabilité, le plus souvent singulières par rapport à la mesure
de Wiener.
De plus, dans tous les as préédemment étudiés et tels que la mesure W∞ est bien dénie,
il existe une martingale (Ms)s≥0 telle que pour tout s > 0 et tout Λs ∈ Fs, on a :
W∞(Λs) = W(Ms 1Λs)
Grâe aux pénalisations, on renontre don toute une famille de martingales, onstruites à partir
d'un mouvement brownien ou d'une araignée brownienne.
Un exemple typique de e genre de martingales (sous la mesure de Wiener) est le suivant :
Ms = φ(Ss)(Ss −Xs) +
∫ ∞
Ss
φ(y) dy
où φ est une fontion positive et intégrable sur R+ : et exemple provient d'une pénalisation par
Γt = φ(St).
Enn, il est à noter qu'il existe des as partiuliers de pénalisations unidimensionnelles qui
ne sont pas enore résolus, par exemple le modèle d'Edwards :
Γt = exp
(
−1
2
∫
R
(Lyt )
2 dy
)
ou
Γt = exp
(
− sup
y∈R
Lyt
)
Pour le modèle d'Edwards, on ne sait pas s'il existe une mesure W∞ vériant les onditions de
onvergene données préédemment ; néanmoins, des résultats intéressants ont été obtenus sur
e modèle par d'autres moyens : nous verrons ela dans la setion suivante.
1.3 Etude du modèle d'Edwards
Le modèle d'Edwards d-dimensionnel (d ∈ {1, 2, 3}), sur un intervalle ni [0, t], orrespond à
une pénalisation de la mesure de Wiener W
(d,t)
par le temps loal d'intersetion du proes-
sus anonique ; on herhe don à dénir une mesure W˜
(d,t,g)
sur C([0, t],Rd) telle qu'on ait
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formellement :
W˜
(d,t,g) =
exp
(
−g ∫ t0 du ∫ u0 ds δ(Xs −Xu))
W(d,t)
[
exp
(
−g ∫ t0 du ∫ u0 ds δ(Xs −Xu))] .W
(d,t)
δ étant la mesure de Dira en zéro et g un paramètre réel stritement positif.
La onsidération de e modèle onduit aux deux questions suivantes :
- Comment donner une dénition rigoureuse de la mesure W˜
(d,t,g)
?
- En admettant qu'on ait résolu e problème, quel est le omportement du proessus anon-
ique sous W˜
(d,t,g)
et que se produit-il lorsque t tend vers l'inni ?
Nous allons étudier es questions dans la suite de ette setion, en distinguant les diérents
as possibles (d = 1, d = 2, d = 3).
1.3.1 Cas de la dimension 1
Dans le as de la dimension 1, la réponse à la première question peut être donnée failement, en
utilisant l'existene de la famille des temps loaux (Lyt )y∈R et elle des temps loaux d'interse-
tion (αat )a∈R, dénis dans la Setion 1.1.
On peut en eet poser :
W˜
(1,t,g) =
exp(−gα0t )
W(1,t)[exp(−gα0t )]
.W(1,t) =
exp
(− g2 ∫R(Lyt )2 dy)
W(1,t)
[
exp
(− g2 ∫R(Lyt )2 dy)] .W
(1,t)
Cette dénition a bien un sens ar le dénominateur W
(1,t)[exp(−gα0t )] est ni et non nul.
De plus, on remarque que la mesure assoiée au modèle d'Edwards est absolument ontinue
par rapport à elle de Wiener : les propriétés presque sûres des trajetoires sont don les mêmes
sous es deux mesures.
En revanhe, si l'on fait tendre t vers l'inni, on obtient un hangement du omportement des
trajetoires : R. van der Hofstad, F. den Hollander et W. König (voir [vdHdHK97℄) ont prouvé
qu'il existe une onstante c telle que la loi de Xt/t sous W˜
(1,t,g)
tend vers (δcg1/3 + δ−cg1/3)/2
quand t tend vers l'inni (δx étant la mesure de Dira en x), et que (|Xt|−ct)/
√
t onverge en loi
vers une variable gaussienne entrée, dont la variane est bien déterminée (stritement inférieure
à un).
Le omportement du modèle d'Edwards en dimension 1 est don asymptotiquement de type
linéaire (balistique), omme pour le mouvement brownien ave drift.
Il est à noter que le résultat donné dans [vdHdHK97℄ onerne uniquement la valeur termi-
nale du proessus anonique sous la mesure W˜
(1,t,g)
et non le proessus anonique tout entier :
on n'a jusqu'à présent pas réussi à onstruire une mesure sur C(R+,R) pouvant s'interpréter
omme étant la limite des mesures W˜
(1,t,g)
lorsque t tend vers l'inni.
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1.3.2 Cas de la dimension 2
Pour onstruire le modèle d'Edwards en dimension 2, on est amené à utiliser de nouveau les
temps loaux d'intersetion, et on peut être tenté de poser :
W˜
(2,t,g) =
exp(−gα0t )
W(2,t)[exp(−gα0t )]
.W(2,t)
Malheureusement, ette dénition n'est pas enore rigoureuse ar en dimension 2, le temps loal
d'intersetion αat n'est pas déni pour a = 0.
Cependant, on observe que la dénition préédente est formellement équivalente à :
W˜
(2,t,g) =
exp(−g(α0t −W(2,t)[α0t ]))
W(2,t)[exp(−g(α0t −W(2,t)[α0t ]))]
.W(2,t)
La renormalisation de Varadhan (dérite dans la Setion 1.1) permet alors de remplaer ette
formule par :
W˜
(2,t,g) =
exp(−gγ0t )
W(2,t)[exp(−gγ0t )]
.W(2,t)
où γ0t est le temps loal d'intersetion renormalisé.
Il a été démontré (voir S. Varadhan [Var69℄, J.-F. Le Gall [LG85℄, R.-F. Bass et X. Chen [BC04℄,
J. Pitman et M. Yor [PY96℄) que γ0t admet des moments exponentiels de tout ordre inférieur à
une ertaine onstante stritement positive, et en partiulier des moments exponentiels négatifs
de tout ordre : on en déduit que la dénition préédente de W˜
(2,t,g)
a bien un sens.
On a ainsi onstruit le modèle d'Edwards en dimension 2, et la mesure assoiée est, omme
en dimension 1, absolument ontinue par rapport à la mesure de Wiener : les propriétés presque
sûres assoiées à es mesures sont de nouveau identiques.
Une fois le modèle d'Edwards onstruit, on a herhé à étudier son omportement asympto-
tique pour t tendant vers l'inni.
Des simulations numériques, ainsi que ertains arguments heuristiques (voir R. van der Hofs-
tad [vdH98℄, N. Madras et G. Slade [MS93℄) semblent suggérer le résultat suivant :
W˜
(2,t,g)[ ||Xt|| ] ∼
t→∞ Dg
1/4t3/4
où D est une onstante.
Cependant, on est à e jour très loin d'avoir prouvé ette onjeture, puisque des résultats
nettement plus faibles tels que :
lim
t→∞
1
t
W˜
(2,t,g)[ ||Xt|| ] = 0
ou
lim
t→∞
1√
t
W˜
(2,t,g)[ ||Xt|| ] =∞
n'ont même pas été démontrés.
La onnaissane atuelle du modèle d'Edwards en dimension 2 est don nettement plus lim-
itée qu'en dimension 1.
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1.3.3 Cas de la dimension 3
En dimension 3, la renormalisation de Varadhan n'a pas lieu, omme nous l'avons vu dans la
Setion 1.1.
Cependant, dans [Wes80℄ et [Wes82℄, J. Westwater donne une onstrution du modèle d'Ed-
wards tridimensionnel, qui fait appel à la tehnique de pénalisation que nous avons dérite au
début de ette introdution.
Plus préisément, on munit l'espae Ω = C([0, t],R3) de la tribu F de la onvergene uniforme,
de la ltration (Fn)n∈N dénie par :
Fn = σ{Xkt/2n , k ∈ N∗, k ≤ 2n}
(X étant le proessus anonique), et de la mesure de Wiener W(3,t).
On onsidère alors la famille de probabilités (W
(3,t,g)
m )m∈N∗ assoiée à la famille de poids (Γm)m∈N∗
dénie par :
Γm = exp
(
−g
∫
Rm
du ds δ(Xs −Xu)
)
où Rm est l'ensemble des ouples (s, u) ∈ [0, t]2 tels que s < u et les m premiers hires binaires
de s/t et u/t ne oïnident pas tous.
Les poids Γm sont bien dénis par l'expression préédente, grâe à l'existene des temps lo-
aux d'intersetion restreints aux domaines d'intégration (Rm)m∈N∗ , qui sont des réunions nies
(à un ensemble de mesure nulle près) d'ensembles de la forme ]v,w[×]x, y[
(0 < v < w ≤ x < y < t).
J. Westwater onstruit alors la mesure limite W˜
(3,t,g) = W
(3,t,g)
∞ , qui vérie, pour tout n ∈ N et
tout Λn ∈ Fn :
W
(3,t,g)
m (Λn) →m→∞ W˜
(3,t,g)(Λn)
Compte tenu de la onstrution préédente, il est naturel d'assoier ette mesure limite au mod-
èle d'Edwards tridimensionnel.
On peut montrer que ontrairement à e qui se produit en dimensions 1 et 2, les mesures W˜
(3,t,g)
sont singulières par rapport à la mesure de Wiener W
(3,t)
, et singulières entre elles lorsqu'on fait
varier g.
Il en résulte qu'en un ertain sens, le proessus assoié au modèle d'Edwards a moins d'auto-
intersetions que le mouvement brownien.
Cependant, X.-Y. Zhou a montré dans [Zho92℄ que la dimension de Hausdor des points doubles
des trajetoires reste inhangée (égale à 1) lorsqu'on passe du mouvement brownien au modèle
d'Edwards : en partiulier, la pénalisation orrespondante ne sut pas à produire des trajetoires
auto-évitantes.
D'une manière générale, on observe qu'il est néessaire de se plaer en dimension 3 pour que
le modèle d'Edwards produise, en temps ni, des trajetoires diérentes des trajetoires brown-
iennes.
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Néanmoins, dans le Chapitre 5, nous montrons que les résultats prinipaux donnés par J. West-
water dans [Wes80℄ et [Wes82℄ impliquent l'existene de modiations du modèle d'Edwards en
dimension 1 et 2, pour lesquelles la mesure assoiée est singulière par rapport à elle de Wiener.
Plus préisément, ette mesure est formellement dénie par :
W¯
(1,t,g) =
exp
(
−g ∫ t0 du ∫ u0 ds δ(Xu−Xs)u−s )
W(1,t)
[
exp
(
−g ∫ t0 du ∫ u0 ds δ(Xu−Xs)u−s )] .W
(1,t)
en dimension 1, et par :
W¯
(2,t,g) =
exp
(
−g ∫ t0 du ∫ u0 ds δ(Xu−Xs)√u−s
)
W(2,t)
[
exp
(
−g ∫ t0 du ∫ u0 ds δ(Xu−Xs)√u−s
)] .W(2,t)
en dimension 2.
La raison pour laquelle nous avons modié le modèle d'Edwards de ette manière est la suivante :
pour d ∈ {1, 2}, on a formellement l'égalité :
∫ t
0
du
∫ u
0
ds
δ(X
(d)
u −X(d)s )
(u− s)(3−d)/2 = (2π)
(3−d)/2
W
(3,t)
[∫ t
0
du
∫ u
0
ds δ(Xu −Xs)|X(d)
]
où X(d) est la projetion sur Rd du proessus anonique tridimensionnel X.
Cette égalité formelle, que nous justions au Chapitre 5, permet de relier diretement le modèle
d'Edwards en dimension 3 à notre modèle modié.
La onstrution que nous donnons de e modèle repose en grande partie sur e lien, et elle
utilise de manière essentielle les résultats de J. Westwater, dont la preuve est très longue et très
tehnique.
C'est pourquoi il serait interessant de trouver une méthode plus simple pour dénir W¯
(1,t,g)
et W¯
(2,t,g)
.
Une des diretions possibles de reherhe est de s'inspirer des travaux d'E. Bolthausen, qui a
réussi à simplier très nettement la onstrution originale du modèle d'Edwards tridimensionnel
(voir [Bol93℄).
On pourrait également essayer de onstruire d'autres modiations du modèle d'Edwards, par
exemple en remplaçant, dans l'expression formelle i-dessus, l'exposant (3−d)/2 par un exposant
α quelonque. Pour α < (2 − d)/2, on peut vérier qu'il est possible de dénir diretement le
temps loal d'intersetion modié (omme pour le modèle d'Edwards unidimensionnel) ; pour
(2− d)/2 ≤ α < (3− d)/2, la renormalisation de Varadhan a lieu (omme pour le modèle d'Ed-
wards bidimensionnel) ; le as α = (3 − d)/2 est elui qui est étudié au Chapitre 5 ; enn, pour
α > (3− d)/2 nous n'avons atuellement pas d'idée préise sur e qui se produit.
Une autre question qui se pose naturellement est elle du omportement du modèle d'Edwards
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tridimensionnel quand t tend l'inni.
On n'est atuellement pas plus avané sur e problème qu'en dimension 2 ; de manière analogue,
on onjeture qu'il existe un réel ν tel que :
W˜
(3,t,g)[ ||Xt|| ] ∼
t→∞ Dg
2ν−1tν
Certains arguments heuristiques suggèrent que ν est égal à 3/5 ; ependant, les simulations
numériques semblent orrespondre à une valeur légèrement inférieure, de l'ordre de 0, 588 (voir
R. van der Hofstad [vdH98℄).
Ce désaord sur la valeur de ν onrme l'extrême diulté de l'étude du modèle d'Edwards en
dimension 3.
En dimension supérieure ou égale à 4, il n'est pas néessaire de dénir e modèle : en eet,
les trajetoires browniennes n'ont plus de points doubles et la notion de temps loal d'interse-
tion n'a plus de sens.
En revanhe, on pourrait peut-être onstruire un modèle qui forerait le mouvement brown-
ien quadridimensionnel à se reouper lui-même.
Par ailleurs, on remarque qu'il est possible d'étudier, en toute dimension, un analogue disret du
modèle d'Edwards (appelé modèle de Domb-Joye), obtenu en onsidérant une marhe aléatoire
simple à la plae du mouvement brownien.
En dimension inférieure ou égale à 3, le omportement asymptotique de e modèle disret sem-
ble analogue à elui du modèle ontinu, et des résultats allant dans e sens ont été prouvés en
dimension 1 (voir R. van der Hofstad [vdH98℄).
1.4 Plan de la thèse
La suite de la thèse omporte quatre artiles (voir J. Najnudel [Naj07b℄, [Naj07℄, [Naj07a℄ pour
les trois premiers d'entre eux).
Dans le premier, nous dénissons l'intégrale d'une fontion par rapport à la dérivée spatiale
du temps loal d'intersetion d'un mouvement brownien unidimensionnel.
Dans le deuxième, nous généralisons à l'araignée brownienne ertains résultats de pénalisations
obtenus par B. Roynette, P. Vallois et M. Yor.
Dans le troisième, nous étudions les pénalisations du mouvement brownien par une fontion-
nelle de ses temps loaux.
Enn, dans le dernier artile, nous étudions des modiations du modèle d'Edwards en dimension
1 et 2, qui présentent ertaines analogies ave le modèle d'Edwards tridimensionnel.
Remarque : Les quatre artiles, qui orrespondent aux Chapitres 2, 3, 4 et 5, sont indépendants
les uns des autres.
Il en est de même pour les notations utilisées, qui peuvent varier d'un artile à l'autre.
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Chapitre 2
Integration with respet to the
self-intersetion loal time of a
one-dimensional Brownian motion
Introdution
For any loally square-integrable funtion f , it is possible to dene the expression
∫
f(a)daL
a
t
by the following equality :∫
f(a)daL
a
t = 2
[∫ t
0
f(Bs)dBs − (F (Bt)− F (B0))
]
where F is a primitive of f , and Lat is the loal time at a of a one-dimensional Brownian motion
on [0, t], denoted by (Bs)0≤s≤t.
More preisely, it has been proven (see N. Bouleau and M. Yor [BY81℄, N. Eisenbaum [Eis00℄)
that if the previous denition is taken, Φ : f → ∫ f(a)daLat is the unique linear and ontinuous
appliation from L2(R) to L2, suh that Φ(1]a,b]) = L
b
t − Lat for all a, b ∈ R.
Therefore, this denition of
∫
f(a)daL
a
t is ompatible with the natural denition for step fun-
tions f .
Moreover, if f is the primitive of a loally integrable funtion f ′ :∫
f(a)daL
a
t = −
∫ t
0
f ′(Bs)ds
This equality allows us to dene
∫ t
0 g(Bs)ds if g is the derivative of a loally square-integrable
funtion, in the sense of the distribution theory.
For example, we an dene the previous integral if g is the prinipal value of 1/x, or the nite
part of 1/xα+ for α < 3/2 (see Ph Biane and M. Yor [BY87℄, A.-S. Cherny [Che01℄, T. Yamada
[Yam96℄).
In this hapter, we prove that it is possible to do approximately the same thing with the self-
intersetion loal time.
To dene this self-intersetion loal time, we onsider a one-dimensional Brownian motion on
[0, t] (denoted by (Bs)0≤s≤t) ; in these onditions, there exists a.s. a ontinuous funtion a→ αat
suh that : ∫ t
0
du
∫ u
0
dsf(Bs −Bu) =
∫
f(a)αat da
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for any loally integrable funtion f . By denition, the self-intersetion loal time at a of
(Bs)0≤s≤t is equal to αat (here, as in J. Rosen [Ros05℄, we onsider only the one-dimensional
self-intersetion loal time ; there are a lot of papers about intersetion loal times in dimensions
2 and 3, for example, see J. Bertoin [Ber89℄, J.-F. Le Gall [LG85℄, J. Westwater [Wes80℄, M. Yor
[Yor86℄) .
In Setion 2.1, we show that a → γat = αat + 2ta− is derivable, and that if δat is its deriva-
tive, it is possible to give a meaning to the expression :∫
f(a)daδ
a
t
for any loally square-integrable funtion.
In other words, it is possible to do the same integration for the derivative of self-intersetion
loal time as for the loal time.
This integration will allow us to extend the denition of
∫ t
0 du
∫ u
0 ds g(Bs −Bu) to distributions
g whih are not neessary integrable funtions.
Finally, in Setion 2.2, we will use the results of Setion 2.1 to study the behaviour of :∫ t
0
du
∫ u
0
ds h(Bs −Bu)1|Bs−Bu|>ǫ
where h is an odd funtion whih satises some onditions of domination.
2.1 Constrution of the integration with respet to self-intersetion
loal time
In this setion, we study the behaviour of the self-intersetion loal time.
To do that, we use a version of Fubini's theorem, whih is available for stohasti integrals. More
preisely, we have the following proposition (for t ∈ R+, a, b ∈ R, a < b) :
Proposition 2.1.1 : Let (Bs)0≤s≤t be a Brownian motion on a probability spae (Ω,A, µ), P the
preditable σ-algebra on [0, t]×Ω, and A a B([a, b])⊗P-measurable funtion from [a, b]× [0, t]×Ω
to R, suh that :
∫ b
a
dx
∫ t
0
duE[A(x, u)2] <∞
If (x, ω) → Z(x)(ω) is a B([a, b]) ⊗ A-measurable funtion on [a, b] × Ω, suh that for any x,
Z(x) =
∫ t
0 A(x, u)dBu, then
∫ b
a Z(x)dx and
∫ t
0
(∫ b
a A(x, u)dx
)
dBu exist and are a.s. equal.
The proof of this proposition is essentially given in P. Protter ([Pro90℄, Theorem 46, p. 160), so
we omit it.
Now, let (Bs)s≥0 be a one-dimensional Brownian motion, and f a loally integrable funtion.
The following equality holds :∫ t
0
ds
∫ t
s
du|f(Bs −Bu)| =
∫ t
0
ds
∫
|f(a)|L−at (B˜(s))da
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where L−at (B˜
(s)) is the loal time at −a of the proess (B˜(s)u )s≤u≤t, dened by B˜(s)u = Bu −Bs.
We observe that L−at (B˜
(s)) = LBs−at (B)−LBs−as (B) (with the ontinuous version of loal time),
therefore : ∫ t
0
ds
∫
|f(a)|L−at (B˜(s))da ≤
∫ t
0
ds
∫
|f(a)|LBs−at da
where LBs−at = 0 if |a| > 2 sup
u≤t
|Bu|. Consequently :
∫ t
0
ds
∫
|f(a)|L−at (B˜(s))da ≤ t sup
b∈R
Lbt
∫ 2 sup |B|
−2 sup |B|
|f(x)|dx <∞
Hene, we an apply Fubini's theorem :
∫ t
0
du
∫ u
0
dsf(Bs −Bu) =
∫ t
0
ds
∫ t
s
duf(Bs −Bu) =
∫ t
0
ds
∫
f(a)L−at (B˜
(s))da
=
∫
daf(a)
∫ t
0
dsL−at (B˜
(s)) =
∫
f(a)αat da
where αat =
∫ t
0 dsL
−a
t (B˜
(s)). Beause of the previous equality, αat is the self-intersetion loal
time at a of (Bs)0≤s≤t. Now, we have a.s. :
L−at (B˜
(s)) = 2
[
(Bt −Bs + a)− − a− +
∫ t
s
1Bu−Bs<−adBu
]
Therefore, by applying Proposition 2.1.1, we prove that for all a, the following equality holds
a.s. :
αat = 2
∫ t
0
((Bs −Bt − a)+ − (−a)+)ds + 2
∫ t
0
dBu
∫ u
0
1Bs−Bu>ads
If we dene γ by γat = α
a
t + 2ta−, we obtain :
γat = 2
[∫ t
0
(Bs −Bt − a)+ds +
∫ t
0
dBu
∫ u
0
1Bs−Bu>ads
]
Hene, for every a, b (a < b), we have a.s. :
γbt − γat = 2
[∫ t
0
(∫ b
a
(−1Bs−Bt>x)dx
)
ds +
∫ t
0
dBu
(
−
∫ b
a
Lx+Buu dx
)]
For all x, u, Lx+Buu is Fu-measurable and ontinuous with respet to (x, u).
On the other hand, there exists a ontinuous version of x → ∫ t0 Lx+Buu dBu (this is a onse-
quene of Burkholder's inequality and Kolmogorov's riteria).
Moreover, for all u ∈ [0, t], x ∈ [a, b],
E[(Lx+Buu )
2] = E[(L−xu (B
(u)))2] ≤ Cu
where B(u) : v → Bu −Bu−v is a standard Brownian motion on [0, u] and C > 0 is a onstant.
Consequently : ∫ b
a
∫ t
0
E[(Lx+Buu )
2]dudx <∞
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and we an apply Proposition 2.1.1 to prove that for any a, b, we have a.s :
γbt − γat = −2
∫ b
a
dx
[∫ t
0
1Bs−Bt>xds +
∫ t
0
Lx+Buu dBu
]
=
∫ b
a
δxt dx
where
δxt = −2
[∫ t
0
1Bs−Bt>xds +
∫ t
0
Lx+Buu dBu
]
We observe that a→ γat is ontinuous (beause αat =
∫ t
0 dsL
−a
t (B˜)).
Consequently, it is almost sure that the previous equality (about γbt − γat ) is true for all a, b.
Therefore, a→ γat is a.s. derivable on R, and its derivative is a→ δat .
Consequently, a → αat is derivable on R∗ (with derivative : a → βat = δat + 2t1a<0), and we
an resume our results in the following proposition :
Proposition 2.1.2 : Let (Bs)0≤s≤t be a one-dimensional Brownian motion. Its self-intersetion
loal time (αat )a∈R is given by :
αat = 2
[∫ t
0
((Bs −Bt − a)+ − (−a)+)ds +
∫ t
0
dBu
∫ u
0
1Bs−Bu>ads
]
Moreover, a→ αat + 2ta− is dierentiable on R, and its derivative is given by :
δat = −2
[∫ t
0
1Bs−Bt>ads+
∫ t
0
La+Buu dBu
]
Remark : The derivability of a → γat is a partiular ase of a more general study about
derivability of self-intersetion loal time for stable proesses (see J. Rosen [Ros05℄).
We an also remark that :
δ0t = −2
[∫ t
0
1Bs>Btds+
∫ t
0
LBuu dBu
]
so δ0t is strongly related to the quantity A(t, Bt) =
∫ t
0 1Bs<Btds.
In fat, it is possible to prove that t→ δ0t has a 4/3-variation whih is nite and dierent from
zero, so A(t, Bt) is not a semimartingale (see L.-C.-G. Rogers and J.-B. Walsh [RW91℄).
Now, let us prove the following proposition :
Proposition 2.1.3 : If f =
∑
i λi1]ai,bi] is a step funtion, let
∫
f(a)daδ
a
t be dened by :∑
i λi(δ
bi
t − δait ).
In these onditions, there exists a unique linear and ontinuous appliation from L2(R) to L2
whih oinides with
∫
f(a)daδ
a
t if f is a step funtion.
Proof : For all u ∈ [0, t], s → B(u)s = Bu − Bu−s is a Brownian motion (from [0, u] to
R), and for all A ∈ R, the following equality holds a.s. :
LA+Buu = L
−A
u (B
(u)) = 2
[
(B(u)u +A)− −A− +
∫ u
0
1
B
(u)
s +A<0
dB(u)s
]
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Hene, we have :
−δAt = 2
∫ t
0
1Bs−Bt>Ads+ 4
∫ t
0
[
(B0 −Bu −A)+ − (−A)+ +
∫ u
0
1
B
(u)
s <−AdB
(u)
s
]
dBu
= 2
∫ t
0
f(Bs −Bt)ds + 4
∫ t
0
[∫ B0−Bu
0
f +
∫ u
0
f(−B(u)s )dB(u)s
]
dBu
where f = 1[A,∞[. By linearity, it is not diult to prove that :
∫
f(a)daδ
a
t = 2
∫ t
0
f(Bs −Bt)ds + 4
∫ t
0
[∫ B0−Bu
0
f +
∫ u
0
f(−B(u)s )dB(u)s
]
dBu
for any step funtion f , if we take a representation of the stohasti integrals suh that
u→ ∫ u0 f(−B(u)s )dB(u)s is ontinuous.
On the other hand, for all f ∈ L2(R) :
E
[(∫ t
0
f(Bs −Bt)ds
)2]
≤ t
∫ t
0
E[f(Bs −Bt)2]ds
= t
∫ t
0
du√
2πu
∫
(f(a))2e−a
2/2uda ≤ Ct3/2||f ||2L2
E
[(∫ B0−Bu
0
f
)2]
≤ E[|B0 −Bu|]||f ||2L2 ≤ C
√
u||f ||2L2 ≤ C
√
t||f ||2L2
E
[(∫ u
0
f(−B(u)s )dB(u)s
)2]
≤
∫ u
0
E[f(−B(u)s )2]ds ≤ C
√
t||f ||2L2
where C > 0 is a onstant.
If f is a step funtion, we know that it is possible to dene the double stohasti integral :
∫ t
0
(∫ u
0
f(−B(u)s )dB(u)s
)
dBu
Now, in the general ase, it is possible to take (for all n ∈ N) step funtions fn suh that
||f − fn||L2 ≤ 2−n. In these onditions, for all u ∈ [0, t],
∫ u
0 f(−B
(u)
s )dB
(u)
s is a.s. the limit of∫ u
0 fn(−B
(u)
s )dB
(u)
s .
Consequently, the onditions of measurability whih are needed for the existene of the dou-
ble stohasti integral are true in the ase of f , sine there are true for fn.
The L2-integrability is not diult to hek, so the previous double stohasti integral is well-
dened for all f ∈ L2, and we an write :
E
[(∫ t
0
[∫ B0−Bu
0
f +
∫ u
0
f(−B(u)s )dB(u)s
]
dBu
)2]
≤
∫ t
0
duE
[(∫ B0−Bu
0
f +
∫ u
0
f(−B(u)s )dB(u)s
)2]
≤ Ct3/2||f ||2L2
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By density of step funtions in L2(R), f → ∫ f(a)daδat an be extended to a unique linear and
ontinuous appliation from L2(R) to L2, suh that :∫
f(a)daδ
a
t = 2
∫ t
0
f(Bs −Bt)ds+ 4
∫ t
0
[∫ B0−Bu
0
f +
∫ u
0
f(−B(u)s )dB(u)s
]
dBu
Hene, Proposition 2.1.3 is proven. 
We observe that if f and g are in L2(R) and oinide on the interval [A,A′], then∫
f(a)daδ
a
t =
∫
g(a)daδ
a
t when Bs − Bu ∈ [A,A′] for all s, u ∈ [0, t] (it is easy to prove this for
step funtions and we onlude by density).
This remark an be used to extend the denition of
∫
f(a)daδ
a
t to loally square integrable fun-
tions f (we replae f by f1[−A,A] when sup |B| ≤ A/2).
In good ases, it is also possible to integrate with respet to daβ
a
t : formally,
daβ
a
t = daδ
a
t + 2tda(1a<0), so if f(0) is well-dened, we will take the following denition :∫
f(a)daβ
a
t =
∫
f(a)daδ
a
t − 2tf(0)
Therefore, we have :∫
f(a)daβ
a
t = 2
∫ t
0
(f(Bs −Bt)− f(0))ds + 4
∫ t
0
[∫ B0−Bu
0
f +
∫ u
0
f(−B(u)s )dB(u)s
]
dBu
if this expression has a meaning, and it is only possible if we know the value of f(0) (whih for
example is naturally dened if a version of f is ontinuous at 0).
Now, we have the following proposition :
Proposition 2.1.4 : If f is the seond primitive of a loally integrable funtion (f ′′), the
following equalities hold :∫
f(a)daβ
a
t =
∫
f ′′(a)αat da =
∫ t
0
du
∫ u
0
ds f ′′(Bs −Bu)
Proof : If f ∈ C2 and f ′′ has a ompat support (whih implies that f ′ is bounded), we dene
h by h(x) = f(−x), and we have :
∫ B0−Bu
0
f +
∫ u
0
f(−B(u)s )dB(u)s = −
∫ B(u)u
0
h+
∫ u
0
h(B(u)s )dB
(u)
s
= −1
2
∫ u
0
h′(B(u)s )ds =
1
2
∫ u
0
f ′(Bs −Bu)ds
Consequently, it is possible to write :∫
f(a)daβ
a
t = 2
[∫ t
0
(f(Bs −Bt)− f(0))ds +
∫ t
0
(∫ u
0
f ′(Bs −Bu)ds
)
dBu
]
It is not diult to hek that if there is a measurable version of s → ∫ ts f ′(Bs − Bu)dBu, the
measurability and integrability onditions of Proposition 2.1.1 are satised.
Now, for all s :
f(Bs −Bt)− f(0) +
∫ t
s
f ′(Bs −Bu)dBu =
∫ t
s
f ′′(Bs −Bu)du
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almost surely, so a measurable version of the previous family of stohasti integrals exists and
we have : ∫
f(a)daβ
a
t = 2
∫ t
0
ds
[
f(Bs −Bt)− f(0) +
∫ t
s
f ′(Bs −Bu)dBu
]
=
∫ t
0
ds
∫ t
s
du f ′′(Bs −Bu) =
∫ t
0
du
∫ u
0
ds f ′′(Bs −Bu)
Therefore,
∫
f(a)daβ
a
t =
∫
f ′′(a)αat da for all f ∈ C2 suh that f ′′ has ompat support ; if f is
ane,
∫
f(a)daβ
a
t = 0.
This remark shows that if f ′′ is an integrable funtion and f a seond primitive of f ′′,
∫
f(a)daβ
a
t
depends only on f ′′.
So we have a linear appliation from L1(R) to a set of random variables :
f ′′ →
∫
f(a)daβ
a
t −
∫
f ′′(a)αat da
For the seond term of this expression, we have :
E
[
|
∫
f ′′(a)αat da|
]
≤
∫
da |f ′′(a)| sup
a∈R
E[αat ] = Ct
3/2||f ′′||L1
We an suppose that f(0) = f ′(0) = 0, hene |f(x)| ≤ |x|||f ′′||L1 and :
E
[
|
∫ t
0
f(Bs −Bt)ds|
]
≤
(∫ t
0
E[|Bs −Bt|]ds
)
||f ′′||L1 ≤ Ct3/2||f ′′||L1
E
[(∫ B0−Bu
0
f
)2]
≤ E[(B0 −Bu)4/4]||f ′′||2L1 = Cu2||f ′′||2L1 ≤ Ct2||f ′′||2L1
E
[(∫ u
0
f(−B(u)s )dB(u)s
)2]
≤
∫ u
0
dsE[f(−B(u)s )2] ≤ ||f ′′||2L1
∫ u
0
dsE[(Bs−Bu)2] ≤ Ct2||f ′′||2L1
On the other hand, we have :∫ B0−Bu
0
f +
∫ u
0
f(−B(u)s )dB(u)s =
1
2
∫ u
0
f ′(Bs −Bu)ds
so the double stohasti integral given above is well-dened. Therefore, the previous appliation
is ontinuous from L1(R) to L1.
This appliation is equal to zero if f ′′ is ontinuous ; by density :∫
f(a)daβ
a
t =
∫
f ′′(a)αat da =
∫ t
0
du
∫ u
0
ds f ′′(Bs −Bu)
for all f suh that f ′′ ∈ L1.
This equality an be extended to loally integrable funtions without any diulty ; onsequently,
Proposition 2.1.4 is proven. 
Remark : By integration with respet to the derivative of self-intersetion loal time, we an
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give a meaning to the expression
∫ t
0 du
∫ u
0 ds g(Bs −Bu) when g is the seond derivative (in the
sense of the distribution theory) of a loally square-integrable funtion f , if f(0) is well-dened.
For example, f an be dened by f(x) = sgn(x)|x|α where α < 1/2.
In this ase, g an be onsidered as the prinipal value of k sgn(x)|x|β , where β < 5/2 (k is a multi-
pliative onstant).
f is an odd funtion, so it is natural to take f(0) = 0.
2.2 An appliation
Let f be a loally square-integrable funtion, whih is odd and C2 on R∗.
We will onsider the following integral (for ǫ > 0) :
Iǫ =
∫ t
0
du
∫ u
0
ds h(Bs −Bu)1|Bs−Bu|>ǫ =
∫
hǫ(a)α
a
t da
where h = f ′′ and hǫ(a) = h(a)1|a|>ǫ. A seond primitive of hǫ is the funtion fǫ, suh that
fǫ(a) = ag(ǫ) if |a| ≤ ǫ and fǫ(a) = f(a) + (ǫg(ǫ) − f(ǫ)) sgn(a) if |a| > ǫ (g is the derivative of
f).
This funtion is equal to zero at 0. On the other hand, we have fǫ(a) = kǫ(a) + lǫ(a) where :
kǫ(a) = (ag(ǫ) + (f(ǫ)− ǫg(ǫ)) sgn(a))1|a|≤ǫ + f(a)1|a|>ǫ
lǫ(a) = (ǫg(ǫ)− f(ǫ)) sgn(a)
fǫ(0) = 0 and kǫ, lǫ are loally square-integrable, so we an write :
Iǫ =
∫
fǫ(a)daδ
a
t =
∫
kǫ(a)daδ
a
t +
∫
lǫ(a)daδ
a
t
When ǫ tends to zero, kǫ(a) tends to f(a) almost everywhere.
Now, we will suppose that there exists a funtion φ ∈ L2 suh that, if c > 0 is small enough,
|f(c)|+ c|g(c)| ≤ inf |b|≤c φ(b).
In these onditions, kǫ is dominated by |f | + φ if ǫ is small enough. Now, if we suppose that
ǫ < 1, kǫ(a) = f(a) for any a out of [−1, 1].
Therefore, kǫ − f is dominated by (|f |+ φ)1[−1,1], whih is in L2 : it tends to zero in L2.
Consequently, if J =
∫
f(a)daδ
a
t ,
∫
kǫ(a)daδ
a
t − J tends to zero in L2 when ǫ tends to zero.
On the other hand, if A is large enough :∫
lǫ(a)daδ
a
t = (ǫg(ǫ)− f(ǫ))(δAt − 2δ0t + δ−At )
= (ǫg(ǫ) − f(ǫ))(βAt − β0+t − β0−t + β−At ) = (f(ǫ)− ǫg(ǫ))(β0+t + β0−t )
(the last equality is true beause a→ βat has a ompat support).
Consequently, we have the following proposition :
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Proposition 2.2 : Let f be a loally square-integrable funtion, whih is odd and C2 on R∗.
We suppose that there exists a funtion φ ∈ L2, and a number d > 0 suh that :
|f(c)|+ c|f ′(c)| ≤ φ(b) if 0 < |b| ≤ c < d.
We denote by β+ and β− the two derivatives at 0 (right and left) of the self-intersetion loal
time of a Brownian motion (Bs)0≤s≤t.
Then, there exists a random variable J , suh that :∫ t
0
du
∫ u
0
dsf ′′(Bs −Bu)1|Bs−Bu|>ǫ − (f(ǫ)− ǫf ′(ǫ))(β+ + β−)− J →ǫ→0 0
in L2.
This proposition an be applied to study the behaviour of the quantity :
I(α)ǫ =
∫ t
0
du
∫ u
0
ds |Bs −Bu|α sgn(Bs −Bu)1|Bs−Bu|>ǫ
If α > −2, we an take f(a) = C sgn(a)|a|α+2 and φ = 1[−1,1] (C > 0 is a onstant).
The quantity f(ǫ)− ǫf ′(ǫ) tends to 0 when ǫ tends to 0. Sine β+ + β− is in L2, we an dedue
that I
(α)
ǫ − J (α) tends to zero in L2, for some random variable J (α).
If α = −2, we an take f(a) = − log |a| sgn(a), φ = f1[−1,1].
We an hek that we obtain :
I(−2)ǫ − (1− log ǫ)(β+ + β−)− J (−2) →
ǫ→0
0
If −5/2 < α < −2, we hek that :
I(α)ǫ −
1
(−2− α)ǫ−2−α (β
+ + β−)− J (α) →
ǫ→0
0
(If α ≤ −5/2, the Proposition 2.2 annot be applied beause f is not loally square-integrable).
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Chapitre 3
Pénalisations de l'araignée brownienne
3.1 Présentation du problème et des prinipaux résultats obtenus
3.1.1 Introdution
Réemment, de nombreuses études de pénalisations du mouvement brownien ont été eetuées,
en partiulier par B. Roynette, P. Vallois et M. Yor (voir [RVY03℄, [RVY06a℄, [RVY05℄, [RVY06℄,
[RVY06b℄).
Dans [RVY05℄, les pénalisations étudiées sont des fontions de la valeur Xt atteinte par un
mouvement brownien en un temps t, et de St, suprémum sur [0, t] de e mouvement brownien.
Plus préisément, on onsidère une famille de mesures de probabilité (W(t))t≥0 sur C(R+,R)
vériant, pour tout Λt appartenant à la tribu Ft engendrée par (Xs)s∈[0,t] ((Xt)t≥0 étant le
proessus anonique de C(R+,R)) :
W
(t)(Λt) =
W[1Λtf(Xt, St)]
W[f(Xt, St)]
où St est le maximum de Xs pour s ∈ [0, t], W la mesure de Wiener, et f une fontion de R2
dans R+.
B. Roynette, P. Vallois et M. Yor montrent alors que pour ertains hoix de la fontion f , il
existe une mesure de probabilité W
(∞)
(dépendant de f) sur C(R+,R) telle que pour tout s ≥ 0
et tout Λs ∈ Fs :
W
(t)(Λs) →
t→∞ W
(∞)(Λs)
Un des as où ette onvergene a lieu est elui où f(a, y) = exp(λy + µa) ave λ, µ ∈ R.
Par un hangement de mouvement brownien, les résultats de [RVY05℄ peuvent être adaptés
au as où St est remplaé par Lt (temps loal en 0 de (Xu)u≤t), et Xt par Lt − |Xt| ; en eet, le
théorème d'équivalene de Lévy arme que (St −Xt, St)t≥0 a même loi que (|Xt|, Lt)t≥0.
Dans es onditions, les poids exponentiels étudiés dans [RVY05℄ prennent la forme :
1
Zt
exp(α|Xt|+ γLt) où α et γ sont des paramètres réels, et Zt est la onstante de normalisation.
Le but de notre artile est de généraliser l'étude de es pénalisations exponentielles à toutes
les araignées browniennes prenant leurs valeurs dans un ensemble ni de demi-droites onour-
antes.
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3.1.2 Quelques rappels et dénitions
Dans e paragraphe, nous allons dénir le adre général dans lequel on peut onstruire les
araignées browniennes (étudiées dans M. Barlow, J. Pitman et M. Yor [BPY89a℄, et dans J.-
B. Walsh [Wal78℄), et nous énonerons plusieurs propriétés de es proessus, utiles par la suite.
a) Soit (E,µ) un espae de probabilité ni ; on suppose µ({m}) > 0 pour tout m ∈ E. Cet
espae de probabilité est xé une fois pour toutes dans et artile ; par onséquent, nous omet-
trons en général d'indiquer la dépendane en (E,µ) des quantités et des mesures de probabilités
que nous introduirons.
On onsidère, sur l'espae RE = {(0, 0)} ∪ (R∗+ × E), la distane d dénie par :
d((x, k), (y, l)) = |x− y|1k=l + (x+ y)1k 6=l
Cette distane permet de onsidérer CE, espae des fontions ontinues de R+ dans RE , et de
munir et espae de la tribu TE assoiée à la topologie de la onvergene uniforme.
b) Nous désignons par (At = (Xt, Nt))t≥0 le proessus anonique (à valeurs dans RE) asso-
ié à l'espae (CE ,TE) et nous notons, pour tout t ∈ R+, Ft la sous-tribu de TE engendrée par
(As)0≤s≤t.
Pour (x, k) ∈ RE , on peut alors onsidérer, sur CE , la mesure de probabilité W(x,k), sous laquelle
(At)t≥0 est une araignée brownienne issue de (x, k).
) Rappelons (voir M. Barlow, J. Pitman et M. Yor [BPY89a℄) que ette araignée brownienne
est un proessus de Feller qu'il est possible de aratériser par son semi-groupe (Pt)t≥0 ; pour
toute fontion f borélienne bornée :
Ptf(x, k) = 2
∑
m∈E
µm
∫
R∗+
dy pt(x+ y)f(y,m) +
∫
R∗+
dy (pt(x− y)− pt(x+ y))f(y, k)
ave µm = µ({m}) (notation onservée dans la suite de l'artile) et pt(a) = 1√2πte−a
2/2t
.
d) Pour tout (x, k) ∈ RE , le proessus (Xt)t≥0, sous W(x,k), est un mouvement brownien rééhi
issu de x.
D'autre part, si T0 = inf{t ≥ 0,Xt = 0} et si I est l'ensemble des intervalles d'exursion de
(Xt)t≥T0 , Nt est onstant sur haque intervalle I ∈ I et on peut don poser Nt = NI pour t ∈ I.
On montre alors que onditionnellement à (Xt)t≥0, les (NI)I∈I sont des variables aléatoires in-
dépendantes de loi µ.
En partiulier, pour tout t ≥ 0, onditionnellement au fait que T0 ≤ t, Nt est une variable aléa-
toire de loi µ, indépendante de (Xs)s≥0.
e) Dans notre étude de l'araignée brownienne, interviennent des proessus à valeurs réelles ap-
pelés proessus bang-bang.
Par dénition, un proessus bang-bang de paramètre γ > 0 est un proessus (Yt)t≥0, supposé
issu de zéro dans et artile, et vériant l'équation diérentielle stohastique :
dYt = −γ sgn(Yt)dt + dβt
où β est un mouvement brownien standard.
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Un tel proessus admet une probabilité invariante, égale à la loi d'une variable exponentielle
symétrique de paramètre 2γ, et son temps loal en zéro, pris jusqu'à l'instant t, est p.s. équiva-
lent à γt, quand t tend vers l'inni.
De plus, la propriété suivante nous sera utile par la suite : si (Y˜t)t≥0 est un mouvement brownien
ave drift γ > 0 issu de 0, et si on pose, pour tout t ∈ R+, St = sup{Y˜s, s ∈ [0, t]}, alors le
proessus (St− Y˜t)t≥0 est la valeur absolue d'un proessus bang-bang de paramètre γ (voir A.-S.
Cherny et A.-N. Shiryaev [CS99℄).
Pour des disussions plus générales sur les proessus de e type, et en partiulier sur leur semi-
groupe, voir également I. Karatzas et S.-E. Shreve [KS88℄.
Remarque : La ltration naturelle d'une araignée brownienne ne peut pas être égale à elle
d'un mouvement brownien, dès que le nombre de branhes est supérieur ou égal à 3.
Cette propriété remarquable (bien que non diretement liée au problème que nous étudions ii)
a été démontrée par B. Tsirelson dans [Tsi97℄ ; son argument a ensuite été simplié par B. de
Meyer (voir [dM99℄).
D'autre part, une araignée brownienne sur deux branhes peut être vue omme un proessus à
valeurs dans R, appelé skew Brownian motion ; dans A. Lejay [Lej06℄, on trouve diérentes
façons de onstruire e proessus.
3.1.3 Dénition des pénalisations étudiées et énoné des théorèmes prini-
paux de l'artile
Après avoir déni la loi de l'araignée brownienne, nous lui appliquons les hangements de prob-
abilité suivants : pour α = (αi)i∈E une famille de réels indexés par E, γ ∈ R et t ∈ R+, on
pose
(α,γ)
W
(t) =
exp(αNtXt + γLt)
W(0,0)[exp(αNtXt + γLt)]
.W(0,0)
où Lt est le temps loal en 0 de (Xs)s≤t :
Lt = lim inf
ǫ→0
1
2ǫ
∫ t
0
1Xs≤ǫds
(en fait, la limite inférieure i-dessus est presque sûrement une limite).
Le but de notre artile est de prouver les théorèmes suivants :
Théorème 3.1 : Il existe une mesure de probabilité
(α,γ)
W
(∞)
(sur la tribu F∞ engendrée
par les Fs, s ∈ R+), telle que pour tout s ∈ R+ et tout Λs ∈ Fs :
(α,γ)
W
(t)(Λs) →
t→∞
(α,γ)
W
(∞)(Λs)
De plus, on a :
(α,γ)
W
(∞)(Λs) = W(0,0)[1ΛsM(α, γ,Xs, Ns, Ls, s)]
où la fontion M est donnée par le tableau suivant :
33
Conditions sur α, γ M(α, γ, x, k, l, s)
γ ≥ αm pour tout m et γ > 0 eγ(l−x)−sγ2/2
αm = max(α) = α¯ ssi m ∈ J (J ⊂ E et
J 6= ∅), α¯ > γ et α¯ > 0
eγl−sα¯2/2
(
e−α¯x + α¯−γα¯ ∑
m∈J
µm
sinh(α¯x)1k∈J
)
γ = 0, αm ≤ 0 pour tout m ∈ E 1
αm = 0 si m ∈ J (J ⊂ E et J 6= ∅),
αm < 0 sinon, et γ < 0
eγl
(
1 + |γ|∑
m∈J
µm
x1k∈J
)
αm < 0 pour tout m ∈ E et γ < 0 eγl
(
1 +
1
α2
k
+
∑
m∈E
µm
αmγ∑
m∈E
µm
|αm|+|γ|
α2mγ
2
x
)
En partiulier, pour tout s, la restrition de (α,γ)W(∞) à Fs est équivalente à la loi de l'araignée
brownienne sur [0, s], et la famille (M(α, γ,Xs, Ns, Ls, s))s≥0 des densités obtenues est une Fs-
martingale sous W(0,0).
Théorème 3.2 : Le proessus anonique (As)s≥0 sous (α,γ)W(∞) peut être dérit de la manière
suivante :
- Si γ > 0 et γ ≥ αm pour tout m, (Xs)s≥0 est la valeur absolue d'un proessus bang-bang
de paramètre γ, et la loi de (Ns)s≥0 onditionnellement à (Xs)s≥0 est la même que sous W(0,0) :
les variables (NI)I∈I (I étant l'ensemble des exursions de X) sont indépendantes de loi µ.
- Si α¯ = max(α) > γ et α¯ > 0, (Xs)s≥0 est un proessus dont la loi a une densité égale à
α¯−γ
α¯ exp(γL∞) par rapport à elle de la valeur absolue d'un mouvement brownien ave drift α¯
(dont L∞ est le temps loal total sur tout R+), et (Ns)s≥0 est obtenu en eetuant la même
démarhe que pour l'araignée initiale, puis en onditionnant le résultat par le fait que la dernière
exursion de (As)s≥0 se situe sur une branhe m vériant αm = α¯.
- Si γ = 0 et αm ≤ 0 pour tout m, (As)s≥0 est une araignée brownienne.
- Si γ < 0 et αm ≤ 0 pour tout m, on onsidère (Ys, Rs)s≥0 une araignée brownienne, e une
variable exponentielle de paramètre |γ| indépendante de (Ys, Rs)s≥0, τe l'inverse du temps loal
de (Ys)s≥0 en e, (Yˆs)s≥0 un proessus de Bessel de dimension 3 issu de 0 et indépendant des
variables préédentes, V une variable aléatoire (également indépendante des préédentes) dénie
sur E, et vériant les égalités suivantes pour m ∈ E :
P(V = m) =
µm∑
k∈J
µk
1m∈J
si J = {m ∈ E,αm = 0} est non vide, et
P(V = m) =
µm
(
|γ|
α2m
+
∑
k∈E
µk
|αk|
)
∑
k∈E
µk
|αk|+|γ|
α2k
si J = ∅.
Dans es onditions, le proessus (Xs, Ns)s≥0 a même loi que (X˜s, N˜s)s≥0, ave
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(X˜s, N˜s) = (Ys, Rs) pour s ≤ τe, et (X˜s+τe , N˜s+τe) = (Yˆs, V ) pour s ≥ 0.
Les Théorèmes 3.1 et 3.2 onstituent une étude asymptotique omplète des pénalisations ex-
ponentielles données au début de la setion.
On remarque que dans le as où max{αm,m ∈ E} > 0 et γ = 0, la densité de la restrition de
(α,0)
W
(∞)
à Fs (s ≥ 0), par rapport à elle de W(0,0), est le produit d'une fontion de s par une
fontion de As.
An de omprendre e résultat, on peut alors se demander pour quelles mesures de probabilités
sur CE une telle propriété a lieu. Le théorème suivant répond à la question dans le as où les
densités de probabilité sont susamment régulières.
Théorème 3.3 : Soit ν une mesure de probabilité dénie sur CE, diérente de W(0,0).
On suppose que pour tout s ≥ 0, la densité de la restrition de ν à Fs par rapport à elle de
W(0,0) existe et s'érit sous la forme :
g(s,Xs, Ns) = h(s)fNs(Xs)
ave fm ∈ C2(R+), f0(0) = fm(0) = 1 pour tout m ∈ E, et h ∈ C1(R+).
Dans es onditions, il existe β > 0 tel que h(s) = e−sβ
2/2
pour tout s ≥ 0, et la mesure ν est
une ombinaison linéaire à oeients positifs des mesures
(α(m) ,0)
W
(∞)
, où pour tout m ∈ E,
α(m) est donné par α
(m)
m′ = β si m = m
′
et α
(m)
m′ = 0 sinon.
3.1.4 Interprétation heuristique des diérents as du Théorème 3.2
Les résultats donnés dans le Théorème 3.2 montrent que les proessus obtenus dépendent de
manière assez omplexe des paramètres α et γ dénis préédemment. C'est pourquoi nous allons
en donner une interprétation heuristique.
- Dans le premier as du théorème, γ > 0 est le plus grand des paramètres de la pénalisa-
tion ; de e fait, son inuene domine elle des (αm)m∈E , et la loi limite obtenue ne dépend que
de γ.
Le proessus anonique, sous ette loi limite, a alors tendane à rester près de l'origine, pour que
son temps loal en zéro de (Xt)t≥0 soit asymptotiquement plus grand.
Cette attration vers l'origine orrespond bien au omportement d'un proessus bang-bang.
- Dans le deuxième as, l'inuene qui domine est elle du plus grand oeient α¯ : le pro-
essus anonique, sous la nouvelle loi de probabilité, reste (à partir d'un ertain temps) dans une
des branhes m ∈ E telles que αm = α¯.
De plus, la pénalisation exponentielle dominante est fortement liée à elle qui transforme un
mouvement brownien standard en un mouvement brownien ave drift α¯, e qui explique l'inter-
vention de e mouvement brownien ave drift dans la loi de (Xt)t≥0.
- Dans le troisième as, on pourrait penser que la pénalisation a tendane à empêher le proessus
de trop s'éloigner de l'origine.
En réalité, la pénalisation étudiée est uniquement fontion de (Xt, Nt), et le fait que l'on fasse
tendre t vers l'inni annule, à la limite, l'eet de ette pénalisation ; le as est analogue à elui
d'un pont brownien sur [0, t] (t tendant vers l'inni) restreint à un intervalle xé [0, s] : e pro-
essus tend, en loi, vers un mouvement brownien (voir B. Roynette, P. Vallois et M. Yor [RVY05℄).
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- Dans le dernier as, la pénalisation du temps loal à l'origine (γ < 0) domine, de sorte que le
proessus étudié reste dans une même branhe à partir d'un ertain temps ; d'où l'intervention
d'un proessus de Bessel de dimension 3, qui n'est autre qu'un mouvement brownien onditionné
à rester positif sur tout R+.
3.1.5 Un petit guide de leture de l'artile
- Dans la suite de et artile, nous démontrons les trois théorèmes prinipaux, dans l'ordre où ils
sont énonés.
Plus préisément, nous eetuons une étude préalable de la quantité :
W(x,k)[exp(αNtXt+ γLt)] dans la Setion 3.2, étude néessaire à la preuve du Théorème 3.1 qui
est ahevée dans la Setion 3.3.
Les Setions 3.4 et 3.5 sont onsarées respetivement aux démonstrations des Théorèmes 3.2 et
3.3.
- On trouvera dans les preuves i-dessous un ertain nombre d'études de as, selon les valeurs
des diérents paramètres. Une telle struture des démonstrations paraît inévitable, ompte tenu
du nombre assez important de es paramètres.
Dans Y. Hariya et M. Yor [HY04℄, B. Roynette, P. Vallois et M. Yor [RVY05℄, on peut également
voir des situations où interviennent des distintions de as, analogues à elles renontrées dans
et artile.
- Comme nous venons de l'évoquer i-dessus, un ertain nombre d'estimations assez élémentaires
(Propositions 3.2.1, 3.2.2, et 3.2.3, Lemmes 3.2.4, 3.3.1 et 3.3.2), se ramenant assez rapidement à
une étude du mouvement brownien, sont faites préalablement aux démonstrations des Théorèmes
3.1 et 3.2.
Nous onseillons au leteur de faire une première leture rapide de es estimations, puis de se
onentrer sur les démonstrations des théorèmes prinipaux de l'artile, quitte à revenir ensuite
sur la preuve des résultats de la Setion 3.2 et du Paragraphe 3.3.1.
3.2 Etude de l'expression W(x,k)[exp(αNtXt + γLt)]
3.2.1 Enoné des résultats obtenus
An de prouver l'existene de
(α,γ)
W
(∞)
, nous allons ommener par dénir une expression qui
majore Z(α, γ, x, k, t) = W(x,k)[exp(αNtXt + γLt)] tout en étant équivalente à ette quantité
quand t tend vers l'inni.
Pour ela, introduisons les deux quantités I(β, γ, x, t) et J(β, x, t) (β, γ ∈ R, x, t ∈ R+), données
par les égalités suivantes :
I(β, γ, x, t) = Ex[exp(β|Yt|+ γLt)1T0≤t]
J(β, x, t) = Ex[exp(βYt)1T0>t]
où, sous Px, (Yt)t≥0 est un mouvement brownien issu de x, Lt le temps loal en zéro de (Ys)0≤s≤t,
et T0 = inf{s ≥ 0, Ys = 0}.
De plus, posons :
J∗(β, x, t) =
√
2
πt3
x
β2
1β 6=0 +
√
2
πt
x1β=0 + 2 sinh(βx) exp(tβ
2/2)1β>0
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et dénissons la quantité I∗(β, γ, x, t) par le tableau suivant :
Conditions sur β et γ I∗(β, γ, x, t)
β, γ < 0
√
2
πt3
(
x
βγ +
|β|+|γ|
β2γ2
)
β = 0, γ < 0 1|γ|
√
2
πt
γ = 0, β < 0 1|β|
√
2
πt
β = γ = 0 1
β > 0, β > γ 1β−γ
√
2
πt +
2β
β−γ e
−βx+tβ2/2
γ > 0, γ > β 1γ−β
√
2
πt +
2γ
γ−β e
−γx+tγ2/2
γ = β > 0 γ
√
2t
π + 2(tγ
2 + 1)e−γx+tγ
2/2
Si on pose :
Z∗(α, γ, x, k, t) =
∑
m∈E
µmI
∗(αm, γ, x, t) + J∗(αk, x, t)
on a alors les trois propositions suivantes :
Proposition 3.2.1 : Pour tous β ∈ R et x ∈ R+ :
J(β, x, t) ≤ J∗(β, x, t) pour tout t ≥ 0.
J(β, x, t) est équivalent à J∗(β, x, t) quand t tend vers l'inni.
Proposition 3.2.2 : Pour tous β, γ ∈ R et x ∈ R+ :
I(β, γ, x, t) ≤ I∗(β, γ, x, t) pour tout t ≥ 0.
I(β, γ, x, t) est équivalent à I∗(β, γ, x, t) quand t tend vers l'inni.
Proposition 3.2.3 : Pour tous α ∈ RE, γ ∈ R, x ∈ R+ et k ∈ E :
Z(α, γ, x, k, t) ≤ Z∗(α, γ, x, k, t) pour tout t ≥ 0.
Z(α, γ, x, k, t) est équivalent à Z∗(α, γ, x, k, t) quand t tend vers l'inni.
Remarquons tout de suite que les Propositions 3.2.1 et 3.2.2 entraînent la Proposition 3.2.3.
En eet, on a :
Z(α, γ, x, k, t) = A1 +A2
ave
A1 = W(x,k)[exp(αNtXt + γLt)1T0≤t]
A2 = W(x,k)[exp(αNtXt + γLt)1T0>t]
où T0 = inf{s ≥ 0,Xs = 0}. D'après la propriété d) de l'araignée (donnée au début de l'artile),
onditionnellement au fait que T0 ≤ t, Nt est une variable de loi µ, indépendante de (Xt, Lt).
Comme, d'autre part, (Xs)s≥0 sous W(x,k) a même loi que (|Ys|)s≥0 sous Px, on a :
A1 =
∑
m∈E
µmI(αm, γ, x, t)
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Par ailleurs, si (Xs)s≥0 ne s'annule pas avant t, il est évident que Lt = 0 et Nt = k.
On a don A2 = J(αk, x, t), et il en résulte l'égalité suivante :
Z(α, γ, x, k, t) =
∑
m∈E
µmI(αm, γ, x, t) + J(αk, x, t)
qui entraîne la Proposition 3.2.3, en supposant vraies les Propositions 3.2.1 et 3.2.2.
Il nous reste don à démontrer es deux propositions, e qui est fait dans les Paragraphes 3.2.2
et 3.2.3.
3.2.2 Preuve de la Proposition 3.2.1
Le prinipe de réexion implique :
J(β, x, t) = Ex[e
βYt1T0>t] = Ex[e
βYt1Yt>0]−Ex[eβYt1Yt>0,T0≤t]
= Ex[e
βYt1Yt>0]−Ex[e−βYt1Yt<0]
=
1√
2πt
∫ ∞
0
(e−((x−y)
2/2t)+βy − e−((x+y)2/2t)+βy)dy
Supposons β < 0 : De la majoration immédiate :
e−(x−y)
2/2t − e−(x+y)2/2t ≤ (x+ y)
2
2t
− (x− y)
2
2t
=
2xy
t
on déduit l'inégalité :
J(β, x, t) ≤
√
2
πt3
x
∫ ∞
0
yeβydy =
√
2
πt3
x
β2
= J∗(β, x, t) .
Par ailleurs, on a les enadrements suivants :
1− (x− y)
2
2t
≤ e−(x−y)2/2t ≤ 1− (x− y)
2
2t
+
(x− y)4
8t2
1− (x+ y)
2
2t
≤ e−(x+y)2/2t ≤ 1− (x+ y)
2
2t
+
(x+ y)4
8t2
e qui implique :
J∗(β, x, t) − J(β, x, t) ≤ 1√
2πt
∫ ∞
0
(x+ y)4
8t2
eβydy = x5t−5/2C(βx)
où, pour tout u < 0, C(u) = 1√
128π
∫∞
0 (1 + y)
4euydy est ni.
J∗(β, x, t) est don à la fois un majorant et un équivalent de J(β, x, t) quand t → ∞ (x étant
xé) : la Proposition 3.2.1 est don vraie pour β < 0.
Supposons β = 0 : On obtient ii
J(0, x, t) =
1√
2πt
∫ x
−x
e−y
2/2tdy
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expression admettant bien omme majorant et omme équivalent :
J∗(0, x, t) =
√
2
πt
x
quand t tend vers l'inni.
Supposons β > 0 : On a l'égalité suivante :
1√
2πt
∫ ∞
−∞
(e−((x−y)
2/2t)+βy − e−((x+y)2/2t)+βy)dy
=
1√
2πt
∫ ∞
−∞
dze−(z
2/2t)+βz(eβx − e−βx) = 2 sinh(βx)etβ2/2
Or :
1√
2πt
∫ 0
−∞
(e−((x−y)
2/2t)+βy − e−((x+y)2/2t)+βy)dy = −J(−β, x, t)
D'où l'égalité :
J(β, x, t) = J(−β, x, t) + 2 sinh(βx)etβ2/2
quantité qui admet omme majorant et omme équivalent :
J∗(β, x, t) = 2 sinh(βx)etβ
2/2 +
√
2
πt3
x
β2
Nous venons don de prouver la Proposition 3.2.1 dans tous les as. 
3.2.3 Preuve de la Proposition 3.2.2
An de démontrer ette proposition, nous allons donner quelques résultats sur la loi jointe de
(|Yt|, Lt), lorsque (Yt)t≥0 est un mouvement brownien issu de x et (Lt)t≥0 son temps loal en
zéro.
Plus préisément, en notant (pour tout x ∈ R+), Px la loi d'un mouvement brownien réel issu
de x, (Yt)t≥0 le proessus anonique de C(R+,R) et Lt son temps loal en 0, nous allons prouver
le lemme suivant :
Lemme 3.2.4 : Ave les notations préédentes :
- Pour tout x ≥ 0, Px[Lt + |Yt| ∈ dz, Lt > 0] =
√
2
πt3
z(x+ z) exp
(
− (x+z)22t
)
1z>0dz.
- Conditionnellement au fait que Lt > 0, Θt =
|Yt|
Lt+|Yt| est une variable uniforme sur [0, 1],
indépendante de Lt + |Yt|.
Autrement dit, on a, pour l, y > 0 :
Px(Lt ∈ dl, |Yt| ∈ dy) =
√
2
πt3
(l + x+ y) exp
(
−(l + x+ y)
2
2t
)
dydl
Preuve : En eetuant une intégration par rapport au premier et au dernier temps d'annulation
39
de (Ys)s≤t, et en appliquant la propriété de Markov au temps T0 = inf{t ≥ 0, Yt = 0}, on obtient,
pour tous y ∈ R+ et l > 0 :
Px(|Yt| ∈ dy, Lt ∈ dl) =
∫
s1+s2≤t
Px(T0 ∈ ds1)P0(|Yt−s1 | ∈ dy) ...
... P0( sup
0≤u≤t−s1
{u|Yu = 0} ∈ ds2(t− s1 − s2), Lt−s1 ∈ dl||Yt−s1 | = y)
Par un renversement du temps eetué sur le pont brownien :
Px(|Yt| ∈ dy, Lt ∈ dl)
=
∫
s1+s2≤t
Px(T0 ∈ ds1)Py(T0 ∈ ds2, Lt−s1 ∈ dl, |Yt−s1 | ∈ [0, dy])
=
∫
s1+s2≤t
Px(T0 ∈ ds1)Py(T0 ∈ ds2)P0(|Yt−s1−s2| ∈ [0, dy], Lt−s1−s2 ∈ dl)
=
∫
s1+s2≤t
2dy√
2π(t− s1 − s2)
Px(T0 ∈ ds1)Py(T0 ∈ ds2)P0(Lt−s1−s2 ∈ dl|Yt−s1−s2 = 0)
Or la loi du temps loal d'un pont brownien sur l'intervalle de temps [0, t− s1 − s2] est onnue :
'est la loi (dite de Rayleigh) de la raine arrée d'une variable exponentielle de paramètre
1
2(t−s1−s2) .
On en déduit :
Px(|Yt| ∈ dy, Lt ∈ dl) =
∫
s1+s2≤t
dydl
2le−l
2/2(t−s1−s2)√
2π(t− s1 − s2)3
Px(T0 ∈ ds1)Py(T0 ∈ ds2)
= 2dydl
∫
s1+s2≤t
Px(T0 ∈ ds1)Py(T0 ∈ ds2)Dl(t− s1 − s2)
= 2dydl
∫
s1+s2≤t
ds1ds2Dx(s1)Dy(s2)Dl(t− s1 − s2)
= 2dydlDx ∗Dy ∗Dl(t) = 2Dx+y+l(t)dydl
=
√
2
πt3
(l + x+ y) exp
(
−(l + x+ y)
2
2t
)
dydl
Da(u) désignant la densité de T0 en u sous Pa.
Ces égalités impliquent le lemme annoné (voir également J. Pitman [Pit99℄ pour une autre
démonstration). 
Suite de la preuve de la Proposition 3.2.2
Ave les notations du Lemme 3.2.4, on peut érire :
β|Yt|+ γLt = (|Yt|+ Lt)(γ + (β − γ)Θt), e qui implique la formule suivante :
I(β, γ, x, t) = E
[√
2
πt3
∫ ∞
0
z(x+ z) exp
(−(x+ z)2
2t
+ zUβ,γ
)
dz
]
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où Uβ,γ = γ + (β − γ)Θt est une variable uniforme sur [β, γ] (ou bien [γ, β] si γ < β).
Nous allons à présent distinguer plusieurs as, selon les valeurs de β et γ.
Supposons β, γ < 0 : Dans e as, le théorème de onvergene monotone prouve que
E[
∫∞
0 z(x + z)e
−((x+z)2/2t)+zUβ,γdz] roît vers E[
∫∞
0 z(x + z)e
zUβ,γdz] quand t tend vers l'in-
ni.
Or pour φ ∈ R∗−,
∫∞
0 z(x+ z)e
φzdz = xφ2 +
2
|φ|3 .
On en déduit que si β 6= γ :
E
[∫ ∞
0
z(x+ z)ezUβ,γdz
]
=
1
γ − β
∫ γ
β
(
x
φ2
+
2
|φ|3
)
dφ
1
γ − β
[
−x
φ
+
1
φ2
]γ
β
=
x
βγ
+
|β|+ |γ|
β2γ2
et que ette dernière égalité se prolonge en fait au as où β = γ.
Il en résulte que I(β, γ, x, t) admet omme majorant et omme équivalent :
I∗(β, γ, x, t) =
√
2
πt3
(
x
βγ
+
|β|+ |γ|
β2γ2
)
quand t tend vers l'inni.
Supposons β = 0, γ < 0 : On a, pour tout z :
E[ezUβ,γ ] =
1
|γ|
∫ 0
γ
eφzdφ =
1− eγz
|γ|z
D'où :
I(β, γ, x, t) =
1
|γ|
√
2
πt3
∫ ∞
0
(x+ z)e−(x+z)
2/2tdz − 1|γ|
√
2
πt3
∫ ∞
0
(x+ z)e−((x+z)
2/2t)+γzdz
On a
∫∞
0 (x+z)e
γzdz <∞, don le deuxième terme de l'expression i-dessus, négatif, est dominé
par t−3/2 quand t tend vers l'inni.
Par ailleurs, ∫ ∞
0
(x+ z)e−(x+z)
2/2tdz =
[
−te−(x+z)2/2t
]∞
0
= te−x
2/2t
admet t omme majorant et omme équivalent quand t tend vers l'inni.
Ces deux propriétés permettent de déduire que I(β, γ, x, t) admet omme majorant et équiv-
alent :
I∗(β, γ, x, t) =
1
|γ|
√
2
πt
quand t tend vers l'inni.
Supposons γ = 0, β < 0 : Par symétrie, e as est évidemment analogue au as préé-
dent.
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Supposons β = γ = 0 : On a :
I(β, γ, x, t) =
√
2
πt3
∫ ∞
0
z(x+ z)e−(x+z)
2/2tdz
=
√
2
πt3
[
−tze−(x+z)2/2t
]∞
0
+
√
2
πt
∫ ∞
0
e−(x+z)
2/2tdz
= 2P(N ≥ x/√t)
où N est une variable gaussienne entrée réduite.
La Proposition 3.2.2 est don vraie dans e as puisque I∗(β, γ, x, t) = 1.
Supposons β > 0 et β > γ : On a :
E[ezUβ,γ ] =
1
β − γ
∫ β
γ
eφzdφ =
eβz − eγz
(β − γ)z
On en déduit :
I(β, γ, x, t) =
1
β − γ
√
2
πt3
∫ ∞
0
(x+ z)e−((x+z)
2/2t)+βzdz
− 1
β − γ
√
2
πt3
∫ ∞
0
(x+ z)e−((x+z)
2/2t)+γzdz
Pour tout φ > 0 : √
2
πt3
∫ ∞
0
(x+ z)e−((x+z)
2/2t)+φzdz
=
√
2
πt3
[
−te−((x+z)2/2t)+φz
]∞
0
+ φ
√
2
πt
∫ ∞
0
e−((x+z)
2/2t)+φzdz
=
√
2
πt
e−x
2/2t + 2φe−φx+tφ
2/2 − φ
√
2
πt
∫ ∞
0
e−((x−z)
2/2t)−φzdz
ave ∫ ∞
0
e−((x−z)
2/2t)−φzdz ≤
∫ ∞
0
e−φzdz =
1
φ
Don la quantité i-dessus admet
√
2/πt + 2φe−φx+tφ2/2 omme majorant et omme équivalent
quand t tend vers l'inni.
On peut en partiulier en déduire que le seond terme de I(β, γ, x, t), négatif, est négligeable
devant le premier quand t tend vers l'inni (quel que soit le signe de γ), e qui permet de prendre :
I∗(β, γ, x, t) =
1
β − γ
√
2
πt
+
2β
β − γ exp(−βx+ tβ
2/2)
omme majorant et équivalent de I(β, γ, x, t).
Supposons γ > 0 et γ > β : Ce as est analogue au préédent.
Supposons γ = β > 0 : On a ii :
I(β, γ, x, t) =
√
2
πt3
∫ ∞
0
z(x+ z)e−((x+z)
2/2t)+γzdz
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Or ∫ ∞
0
(z(x+ z)− γtz − t)e−((x+z)2/2t)+γzdz =
[
−tze−((x+z)2/2t)+γz
]∞
0
= 0
On en déduit :
I(β, γ, x, t) =
√
2
πt
∫ ∞
0
(γz + 1)e−((x+z)
2/2t)+γzdz
Par ailleurs, on a :√
2
πt
∫ ∞
0
e−((x+z)
2/2t)+γzdz = 2e−γx+tγ
2/2 −
√
2
πt
∫ ∞
0
e−((x−z)
2/2t)−γzdz
quantité équivalente et inférieure à 2e−γx+tγ2/2.
La quantité −γx
√
2
πt
∫∞
0 e
−((x+z)2/2t)+γzdz est don négative et équivalente à −2γxe−γx+tγ2/2.
D'autre part, d'après un alul préédemment eetué, γ
√
2
πt
∫∞
0 (x + z)e
−((x+z)2/2t)+γzdz est
équivalent et inférieur à γ
√
2t
π + 2tγ
2e−γx+tγ2/2 (voir l'étude du as β > 0 et β > γ).
En additionnant les trois termes évalués i-dessus, on obtient don à nouveau :
I∗(β, γ, x, t) = γ
√
2t
π
+ 2(tγ2 + 1) exp(−γx+ tγ2/2)
omme majorant et équivalent pour I(β, γ, x, t). 
Nous venons don d'ahever la preuve des Propositions 3.2.1 et 3.2.2, qui entraînent la Proposi-
tion 3.2.3.
3.3 Preuve de l'existene de la mesure
(α,γ)
W
(∞)
3.3.1 Quelques lemmes tehniques
L'objet de ette Setion 3.3 est de prouver le Théorème 3.1. Pour ela, nous aurons besoin de
deux lemmes, dont le premier est le suivant :
Lemme 3.3.1 : Pour tous β, γ ∈ R, il existe D(β, γ) tel qu'on ait, pour tout t ≥ 1 et
tout x ≥ 0 :
J∗(β, x, t) ≤ D(β, γ) sinh((β+ + 1)x)I∗(β, γ, 0, t)
Preuve : Fixons β et γ dans R, x dans R+, et supposons t ≥ 1.
- Si β < 0 et γ < 0, J∗(β, x, t) =
√
2
πt3
x
β2
et I∗(β, γ, 0, t) =
√
2
πt3
|β|+|γ|
β2γ2
, e qui implique :
J∗(β, x, t) =
xγ2
|β|+ |γ|I
∗(β, γ, 0, t)
- Si β < 0 et γ = 0, I∗(β, γ, 0, t) = 1|β|
√
2
πt ≥ 1|β|
√
2
πt3
, et don :
J∗(β, x, t) ≤ x|β|I
∗(β, γ, 0, t)
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- Si β < 0 et γ > 0, I∗(β, γ, 0, t) ≥ 1γ−β
√
2
πt ≥ 1γ−β
√
2
πt3
, d'où :
J∗(β, x, t) ≤ x
(
γ − β
β2
)
I∗(β, γ, 0, t)
- Si β = 0 et γ < 0, J∗(β, x, t) =
√
2
πtx et I
∗(β, γ, 0, t) = 1|γ|
√
2
πt , d'où :
J∗(β, x, t) = |γ|xI∗(β, γ, 0, t)
- Si β = γ = 0, I∗(β, γ, 0, t) = 1 ≥ 1√
t
≥
√
2
πt , et :
J∗(β, x, t) ≤ xI∗(β, γ, 0, t)
- Si β = 0 et γ > 0, I∗(β, γ, 0, t) ≥ 1γ−β
√
2
πt , d'où :
J∗(β, x, t) ≤ x(γ − β)I∗(β, γ, 0, t)
- Si β > 0 et γ < β, J∗(β, x, t) =
√
2
πt3
x
β2 + 2 sinh(βx)e
tβ2/2
et :
I∗(β, γ, 0, t) ≥ 1
β − γ
√
2
πt3
+
2β
β − γ e
tβ2/2
On en déduit que :
J∗(β, x, t) ≤ max
(
x(β − γ)
β2
, sinh(βx)
β − γ
β
)
I∗(β, γ, 0, t)
Or x ≤ sinh(βx)β , d'où :
J∗(β, x, t) ≤ max
(
β − γ
β3
,
β − γ
β
)
sinh(βx)I∗(β, γ, 0, t)
- Si β > 0 et γ = β, on a I∗(β, γ, 0, t) ≥ β
√
2
πt3
+ 2etβ
2/2
.
On obtient don :
J∗(β, x, t) ≤ max
(
x
β3
, sinh(βx)
)
I∗(β, γ, 0, t)
≤ max
(
1
β4
, 1
)
sinh(βx)I∗(β, γ, 0, t)
- Si β > 0 et γ > β, on a I∗(β, γ, 0, t) ≥ 1γ−β
√
2
πt3
+ 2γγ−β e
tβ2/2
d'où :
J∗(β, γ, x) ≤ max
(
x
γ − β
β2
, sinh(βx)
γ − β
γ
)
I∗(β, γ, 0, t)
≤ max
(
γ − β
β3
,
γ − β
γ
)
sinh(βx)I∗(β, γ, 0, t)
Le Lemme 3.3.1 est don prouvé dans tous les as. 
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Il est utilisé pour démontrer le lemme suivant :
Lemme 3.3.2 : Pour tous α ∈ RE, γ ∈ R, il existe H(α, γ), ψ(α) ∈ R+ tels que pour
tous x ∈ R+, k ∈ E, et t ≥ 1 :
Z∗(α, γ, x, k, t) ≤ H(α, γ) exp(ψ(α)x)Z∗(α, γ, 0, 0, t)
Preuve : On observe, tout d'abord, que quels que soient β et γ, il existe C(β, γ) tel que pour
tous x, t :
I∗(β, γ, x, t) ≤ C(β, γ)(1 + x)I∗(β, γ, 0, t)
(en fait, I∗(β, γ, x, t) ≤ I∗(β, γ, 0, t) dès que sup(β, γ) ≥ 0).
On en déduit que pour tous α = (αm)m∈E ∈ RE , γ ∈ R, t, x ∈ R+ :
∑
m∈E
µmI
∗(αm, γ, x, t) ≤ C(α, γ)(1 + x)
∑
m∈E
µmI
∗(αm, γ, 0, t)
≤ C(α, γ)(1 + x)Z∗(α, γ, 0, 0, t) (*)
où C(α, γ) = max{C(αm, γ),m ∈ E}.
A présent, posons δ(α) = max{α+m,m ∈ E}, ν = min{µm,m ∈ E} (ν > 0 puisque µm > 0
pour tout m ∈ E), et D(α, γ) = max{D(αm, γ),m ∈ E}.
Si t ≥ 1, le Lemme 3.3.1 permet d'obtenir les inégalités suivantes :
J∗(αk, x, t) ≤ D(αk, γ) sinh((α+k + 1)x)I∗(αk, γ, 0, t)
≤ D(α, γ) sinh((δ(α) + 1)x)
∑
m∈E
µm
ν
I∗(αm, γ, 0, t)
≤ D(α, γ)
ν
sinh((δ(α) + 1)x)Z∗(α, γ, 0, 0, t)
On en déduit, en utilisant l'inégalité (*) :
Z∗(α, γ, x, k, t) ≤
(
D(α, γ)
ν
+ C(α, γ)
)
exp[(δ(α) + 1)x]Z∗(α, γ, 0, 0, t)
e qui ahève la démonstration du Lemme 3.3.2. 
Ce lemme nous permettra d'ahever la preuve du Théorème 3.1, e que nous faisons dans le
paragraphe suivant.
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3.3.2 Preuve du Théorème 3.1
Soient α ∈ RE , γ ∈ R, s ≥ 0 et Λs ∈ Fs. En utilisant la propriété de Markov au temps s, on
obtient, pour tout t ≥ s :
(α,γ)
W
(t)[Λs] = W(0,0)
[
1Λs
eαNtXt+γLt
W(0,0)[e
αNtXt+γLt ]
]
= W(0,0)
[
1Λs
W(0,0)[e
αNtXt+γLt |Fs]
W(0,0)[e
αNtXt+γLt ]
]
= W(0,0)
[
1Λse
γLs
W(0,0)[e
αNtXt+γ(Lt−Ls)|Xs, Ns]
W(0,0)[e
αNtXt+γLt ]
]
= W(0,0)
[
1Λs exp(γLs)
Z(α, γ,Xs, Ns, t− s)
Z(α, γ, 0, 0, t)
]
On sait que exp(γLs)
Z(α,γ,Xs,Ns,t−s)
Z(α,γ,0,0,t) est équivalent à exp(γLs)
Z∗(α,γ,Xs,Ns,t−s)
Z∗(α,γ,0,0,t) quand t tend vers
l'inni, Ls, Xs, Ns étant xés.
Or Z∗(α, γ, x, k, u) =
∑
m∈E
µmI
∗(αm, γ, x, u) + J∗(αk, x, u) pour tous x, k, u, don d'après les
expressions de I∗ et J∗ données preédemment, on a les équivalents suivants :
Conditions sur α, γ Equivalent de Z∗(α, γ, x, k, u) quand u→∞
γ ≥ αm pour tout m, γ = αm ssi m ∈ J , J
sous-ensemble non vide de E, et γ > 0
2
( ∑
m∈J
µm
)
uγ2e−γx+uγ2/2
γ > αm pour tout m ∈ E et γ > 0
( ∑
m∈E
2γµm
γ−αm
)
e−γx+uγ2/2
αm = max(α) = α¯ ssi m ∈ J (J sous-
ensemble non vide de E), α¯ > γ et α¯ > 0
euα¯
2/2
(
2α¯
α¯−γ
( ∑
m∈J
µm
)
e−α¯x + 2 sinh(α¯x)1k∈J
)
γ = 0, αm = 0 si m ∈ J (sous-ensemble non
vide de E) et αm < 0 sinon
∑
m∈J
µm
γ = 0, αm < 0 pour tout m ∈ E
√
2
πu
( ∑
m∈E
µm
|αm|
)
αm = 0 si m ∈ J (sous-ensemble non vide
de E), αm < 0 sinon, et γ < 0
√
2
πu
( ∑
m∈J
µm
|γ| + x1k∈J
)
αm < 0 pour tout m ∈ E et γ < 0
√
2
πu3
( ∑
m∈E
µm
|αm|+|γ|
α2mγ
2 + x
(
1
α2k
+
∑
m∈E
µm
αmγ
))
On en déduit que l'expression exp(γLs)
Z(α,γ,Xs,Ns,t−s)
Z(α,γ,0,0,t) onverge, quand t tend vers l'inni, vers
M(α, γ,Xs, Ns, Ls, s).
Par ailleurs, si t ≥ s+ 1, on a, d'après le Lemme 3.3.2, les inégalités :
Z(α, γ,Xs, Ns, t− s) ≤ Z∗(α, γ,Xs, Ns, t− s)
≤ H(α, γ)eψ(α)XsZ∗(α, γ, 0, 0, t − s)
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De plus :
Z(α, γ, 0, 0, t) ≥ 1
2
Z∗(α, γ, 0, 0, t)
pour t assez grand, puisque Z(α, γ, 0, 0, t) est équivalent à Z∗(α, γ, 0, 0, t) quand t tend vers l'in-
ni.
D'autre part, pour t assez grand :
Z∗(α, γ, 0, 0, t − s)
Z∗(α, γ, 0, 0, t)
≤ 2M(α, γ, 0, 0, 0, s) ≤ 2
Il en résulte que pour t assez grand :
eγLs
Z(α, γ,Xs, Ns, t− s)
Z(α, γ, 0, 0, t)
≤ 4H(α, γ) exp(ψ(α)Xs + γLs)
Ce majorant étant intégrable sous W(0,0), on en déduit le Théorème 3.1, par onvergene
dominée. 
3.4 Etude du proessus assoié à
(α,γ)
W
(∞)
Dans ette setion, nous allons prouver le Théorème 3.2 en distinguant plusieurs as, selon
l'expression de la martingale (M
(α,γ)
s )s≥0,
M
(α,γ)
s = M(α, γ,Xs, Ns, Ls, s) étant la densité de la restrition de
(α,γ)
W
(∞)
à Fs, par rapport
à elle de W(0,0) (nous noterons plus simplement Ms ette densité s'il n'y a pas d'ambiguité
possible).
3.4.1 Cas où γ ≥ αm pour tout m et γ > 0
Sous W(0,0), (Y˜s = Ls −Xs)s≥0 est un mouvement brownien. La densité de la loi de (Y˜u)0≤u≤s
sous
(α,γ)
W
(∞)
, par rapport à elle d'un mouvement brownien sur [0, s], est don égale à
Ms = exp(γY˜s − sγ2/2).
Par onséquent, (Y˜s)s≥0 est un mouvement brownien ave drift γ sous (α,γ)W(∞), et (Xs)s≥0
peut être obtenu à partir de (Y˜s)s≥0 grâe à l'expression : Xs =
(
sup
u∈[0,s]
Y˜u
)
− Y˜s.
On en déduit que (Xs)s≥0 a même loi que la valeur absolue d'un proessus bang-bang de
paramètre γ.
Par ailleurs, Ns n'intervient pas dans l'expression de Ms, don le proessus (Ns)s≥0, sahant
(Xs)s≥0, a même loi sous (α,γ)W(∞) que sous W(0,0).
3.4.2 Cas où max{αm, m ∈ E} > max(γ, 0)
Dans e paragraphe, nous posons α¯ = max{αm,m ∈ E} et nous notons J l'ensemble (non vide)
des éléments m de E tels que αm = α¯. Commençons tout d'abord par étudier le as partiulier
suivant :
a) Cas partiulier : γ = 0 et il existe m ∈ E tel que J = {m}
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On a dans e as :
Ms = e
−sα¯2/2
(
e−α¯Xs +
1
µm
sinh(α¯Xs)1Ns=m
)
pour tout s ≥ 0.
Considérons à présent un proessus (Yt, Rt)t≥0 sur RE déni de la manière suivante :
- (Yt)t≥0 est la valeur absolue d'un mouvement brownien ave drift α¯.
- Soit I l'ensemble des intervalles d'exursion de (Yt)t≥0. Conditionnellement à (Yt)t≥0, (Rt)t≥0
est onstant sur haque intervalle I ∈ I (Rt = RI pour t ∈ I), ave RI = m p.s. si I est l'u-
nique intervalle d'exursion non borné de (Yt)t≥0, et ave les autres (RI)I∈I indépendants de loi µ.
Montrons alors que
(α,0)
W
(∞)
est la loi du proessus (Yt, Rt)t≥0.
Pour ela, observons que si t > 0, k ∈ E et si F est une fontionnelle mesurable bornée de
C([0, t],RE) dans R, on a :
E[F ((Ys)s≤t)1Rt=k] = E[F ((Ys)s≤t)P(Rt = k|(Ys)s∈R+)]
= E[F ((Ys)s≤t) (1k=m1∀s≥t,Ys>0 + µk1∃s≥t,Ys=0)]
= E[F ((Ys)s≤t)(1k=mP(∀s ≥ t, Ys > 0|Yt) + µkP(∃s ≥ t, Ys = 0|Yt))]
ompte tenu de la propriété de Markov de (Ys)s≥0.
Comme Yt = |B(α¯)t | où (B(α¯)t )t≥0 est un mouvement brownien ave drift α¯, on a :
P(∃s ≥ t, Ys = 0|Yt) = E[P(∃s ≥ t, B(α¯)s = 0|B(α¯)t )||B(α¯)t |]
Or P(∃s ≥ t, B(α¯)s = 0|B(α¯)t ) est égal à 1 si B(α¯)t ≤ 0 et à e−2α¯B
(α¯)
t
si B
(α¯)
t ≥ 0 : le premier
as est évident et le deuxième résulte du fait que (e
−2α¯B(α¯)t∧T0 )t≥s est une martingale bornée si
T0 = inf{t ≥ s,B(α¯)t = 0}.
Compte tenu des densités en Yt et en −Yt de la loi de B(α¯)t :
P(∃s ≥ t, Ys = 0|Yt) = P(B(α¯)t = −Yt|Yt) + e−2α¯YtP(B(α¯)t = Yt|Yt)
=
e−α¯Yt
eα¯Yt + e−α¯Yt
+ e−2α¯Yt .
eα¯Yt
eα¯Yt + e−α¯Yt
=
e−α¯Yt
cosh(α¯Yt)
et don
P(∀s ≥ t, Ys > 0|Yt) = 1− e
−α¯Yt
cosh(α¯Yt)
=
sinh(α¯Yt)
cosh(α¯Yt)
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On en déduit, en utilisant la densité de la loi de (Ys)s≤t par rapport à elle du mouvement
brownien rééhi :
E[F ((Ys)s≤t)1Rt=k] = E
[
F ((Ys)s≤t)
(
1k=m
sinh(α¯Yt)
cosh(α¯Yt)
+ µk
e−α¯Yt
cosh(α¯Yt)
)]
= W(0,0)
[
F ((Xs)s≤t) cosh(α¯Xt)e−tα¯
2/2
(
1k=m
sinh(α¯Xt)
cosh(α¯Xt)
+ µk
e−α¯Xt
cosh(α¯Xt)
)]
= W(0,0)
[
F ((Xs)s≤t)1Nt=ke
−tα¯2/2
(
e−α¯Xt +
1
µm
sinh(α¯Xt)1Nt=m
)]
= (α,0)W(∞)[F ((Xs)s≤t)1Nt=k]
Nous avons don montré que la loi de ((Ys)s≤t, Rt) et elle de ((Xs)s≤t, Nt) sous (α,0)W(∞) sont
égales.
Par ailleurs, la loi onditionnelle de (Rs)s≤t sahant ((Ys)s≤t, Rt) peut être dérite de la manière
suivante : si It est l'ensemble des intervalles d'exursions de (Ys)s≤t, I0 l'élement de It ontenant
t, et pour tout I ∈ It, RI = Rs ave s quelonque dans I, alors RI0 = Rt p.s., et les variables
(RI)I∈It\I0 sont indépendantes de loi µ.
On déduit de ette desription que la loi de (Rs)s≤t sahant ((Ys)s≤t, Rt) est égale à elle de
(Ns)s≤t sahant ((Xs)s≤t, Nt) sous W(0,0), et don également sous (α,0)W(∞), puisque la densité
de
(α,0)
W
(∞)
par rapport à W(0,0) ne dépend que de Xt et Nt.
Sous
(α,0)
W
(∞)
, on a don d'une part l'égalité des lois de ((Ys)s≤t, Rt) et de ((Xs)s≤t, Nt), d'autre
part l'égalité des lois onditionnelles de (Rs)s≤t sahant ((Ys)s≤t, Rt) et de (Ns)s≤t sahant
((Xs)s≤t, Nt) : il en résulte l'égalité des lois de (Xs, Ns)s≤t et de (Ys, Rs)s≤t.
Le résultat annoné au début du paragraphe est don démontré, e qui ahève la preuve du
Théorème 3.2 dans le as partiulier a).
De plus, e résultat entraîne les faits suivants, valables pour tout s ≥ 0 sous la probabilité
(α,0)
W
(∞)
:
- Conditionnellement à Fs et au fait que Xt ne s'annule pour auun t ≥ s, L∞ − Ls est nul.
- Conditionnellement à Fs et au fait que Xt s'annule pour au moins un t ≥ s, L∞ − Ls est
une variable exponentielle de paramètre α¯. En partiulier, L∞ est une variable exponentielle de
paramètre α¯.
Ces propriétés résultent du fait que le mouvement brownien ave drift α¯ est un proessus forte-
ment markovien dont le temps loal total en zéro est une variable exponentielle de paramètre α¯.
Remarque : Si E = {−1, 1}, µ1 = µ−1 = 1/2 et m = 1, le proessus (XtNt)t≥0, qui est
un mouvement brownien sous W(0,0), est un mouvement brownien ave drift α¯ sous
(α,0)
W
(∞)
.
Cela se vérie aussi bien ave la martingale (Ms)s≥0 qu'ave la desription du proessus (Yt, Rt)t≥0
donnée i-dessus.
Nous pouvons à présent traiter le as suivant, plus général :
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b) Cas où il existe m ∈ E tel que J = {m}, mais où γ < α¯ n'est pas néessaire-
ment nul
On a maintenant :
Ms = exp(γLs − sα¯2/2)
(
e−α¯Xs +
α¯− γ
α¯µm
sinh(α¯Xs)1Ns=m
)
D'autre part, sous
(α,0)
W
(∞)
, L∞ est une variable exponentielle de paramètre α¯ ; on peut don
dénir la mesure de probabilité suivante :
ν =
α¯− γ
α¯
exp(γL∞).(α,0)W(∞)
(sous laquelle L∞ est une variable exponentielle de paramètre α¯− γ).
Montrons que ν est exatement la mesure (α,γ)W(∞) que nous étudions, elle-i étant don
absolument ontinue par rapport à
(α,0)
W
(∞)
.
Pour prouver e résultat, xons s ≥ 0 et Λs ∈ Fs. On a :
ν(Λs) =
(α,0)
W
(∞)
[
α¯− γ
α¯
1Λse
γLseγ(L∞−Ls)
]
= (α,0)W(∞)
[
α¯− γ
α¯
1Λse
γLs (α,0)W
(∞)[eγ(L∞−Ls)|Fs]
]
= W(0,0)
[
α¯− γ
α¯
1Λse
γLs−sα¯2/2
(
e−α¯Xs +
1
µm
sinh(α¯Xs)1Ns=m
)
(α,0)
W
(∞)[eγ(L∞−Ls)|Fs]
]
Par ailleurs, si T0 = inf {u ≥ s,Xu = 0} et si t ≥ s, on a :
(α,0)
W
(∞)[T0 ≤ t,Λs] = W(0,0)[M (α,0)t .1T0≤t.1Λs ]
puisque {T0 ≤ t} et Λs sont Ft-mesurables.
De plus, {T0 ≤ t} et Λs sont également FT0∧t-mesurables, don d'après le théorème d'arrêt :
(α,0)
W
(∞)[T0 ≤ t,Λs] = W(0,0)[M (α,0)T0∧t 1T0≤t1Λs ]
= W(0,0)[M
(α,0)
T0
1T0≤t1Λs ]
En faisant tendre t vers l'inni, on a, par onvergene monotone :
(α,0)
W
(∞)[T0 <∞,Λs] = W(0,0)[M (α,0)T0 1T0<∞1Λs ]
= W(0,0)[M
(α,0)
T0
1Λs ]
puisque T0 <∞ p.s. sous W(0,0).
Il en résulte :
(α,0)
W
(∞)[T0 <∞,Λs] = W(0,0)[1ΛsW(0,0)[M (α,0)T0 |Fs]]
= (α,0)W(∞)
[
1Λs
W(0,0)[M
(α,0)
T0
|Fs]
M
(α,0)
s
]
= (α,0)W(∞)
[
1Λs
W(0,0)[e
−(T0−s)α¯2/2|Fs]
e−α¯Xs + 1µm sinh(α¯Xs)1Ns=m
]
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Or, onditionnellement à Fs, T0 − s est le temps d'atteinte de zéro d'un mouvement brownien
issu de Xs. On en déduit :
W(0,0)[e
−(T0−s)α¯2/2|Fs] = e−α¯Xs
et
(α,0)
W
(∞)[T0 <∞,Λs] = (α,0)W(∞)
[
1Λs
e−α¯Xs
e−α¯Xs + 1µm sinh(α¯Xs)1Ns=m
]
autrement dit :
(α,0)
W
(∞)[T0 <∞|Fs] = e
−α¯Xs
e−α¯Xs + 1µm sinh(α¯Xs)1Ns=m
La loi onditionnelle de L∞ − Ls, sahant la tribu engendrée par Fs et l'événement {T0 < ∞},
a été dérite à la n de l'étude du as a). On déduit de ette desription l'égalité suivante :
(α,0)
W
(∞)[eγ(L∞−Ls)|Fs] =
α¯
α¯−γ e
−α¯Xs + 1µm sinh(α¯Xs)1Ns=m
e−α¯Xs + 1µm sinh(α¯Xs)1Ns=m
Il en résulte :
ν(Λs) = W(0,0)
[
1Λse
γLs−sα¯2/2
(
e−α¯Xs +
α¯− γ
α¯µm
sinh(α¯Xs)1Ns=m
)]
= W(0,0)[1ΛsM
(α,γ)
s ]
On a don l'égalité herhée :
ν = (α,γ)W(∞)
qui implique le Théorème 3.2 dans le as b).
) Cas général
Une fois le Théorème 3.2 prouvé dans le as partiulier b), il est faile de l'étendre au as
général α¯ > max(γ, 0).
En eet, dans e as, la loi de (Xt, Nt)t≥0 est une moyenne des lois données en b), ave une
pondération
µm∑
k∈J
µk
pour haque m ∈ J .
On en déduit que le proessus anonique sous
(α,γ)
W
(∞)
peut être dérit de la même manière
qu'en b), sauf que sa dernière exursion se situe sur une branhe quelonque appartenant à J ,
hoisie aléatoirement à l'aide de la mesure µ : ei orrespond exatement à l'énoné du Théorème
3.2.
3.4.3 Cas où γ < 0 et αm ≤ 0 pour tout m ∈ E
Dans e as, on a :
Ms = e
γLs(1 + θNsXs)
où les (θk)k∈E , positifs, dépendant de α, sont tels que :∑
k∈E
µkθk = |γ|
Nous allons tout d'abord supposer qu'il existe m ∈ E tel que θk = |γ|µm si k = m, et θk = 0 si
k 6= m.
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Dans es onditions :
Ms = e
γLs
(
1 +
|γ|
µm
Xs1Ns=m
)
Considérons alors des réels positifs l et s, une variable aléatoire Fτl-mesurable bornée Y (τl
étant l'inverse, pris en l, du temps loal de (Xt)t≥0), et une fontionnelle F mesurable bornée de
C([0, s],RE) dans R.
On a, lorsque t ≥ 0 :
(α,γ)
W
(∞) [1τl≤tY F ((Xτl+u, Nτl+u)0≤u≤s)]
= W(0,0)
[
M
(α,γ)
t+s 1τl≤tY F ((Xτl+u, Nτl+u)0≤u≤s)
]
= W(0,0)
[
M
(α,γ)
(t+s)∧(τl+s)1τl≤tY F ((Xτl+u, Nτl+u)0≤u≤s)
]
= W(0,0)
[
M
(α,γ)
τl+s
F ((Xτl+u, Nτl+u)0≤u≤s)1τl≤tY
]
en utilisant le théorème d'arrêt pour la deuxième égalité.
Le théorème de onvergene monotone entraîne alors, en faisant tendre t vers l'inni :
(α,γ)
W
(∞) [1τl<∞Y F ((Xτl+u, Nτl+u)0≤u≤s)]
= eγlW(0,0)
[
eγ(Lτl+s−Lτl)
(
1 +
|γ|
µm
Xτl+s1Nτl+s=m
)
F ((Xτl+u, Nτl+u)0≤u≤s)Y
]
ompte tenu du fait que τl <∞ p.s. sous W(0,0).
D'après la propriété de Markov de l'araignée, (Xτl+u, Nτl+u)0≤u≤s est indépendant de Fτl sous
W(0,0) et a même loi que (Xu, Nu)0≤u≤s.
On en déduit :
(α,γ)
W
(∞) [1L∞≥lY F ((Xτl+u, Nτl+u)0≤u≤s)] = exp(γl)
(α,γ)
W
(∞)[F (Xu, Nu)0≤u≤s]W(0,0)[Y ]
En partiulier, pour F et Y égaux à 1, on obtient :
(α,γ)
W
(∞)[L∞ ≥ l] = exp(γl)
On a don les aratéristiques suivantes :
- L∞ est une variable exponentielle de paramètre |γ|.
- Conditionnellement à L∞ ≥ l, (Xs, Ns)0≤s≤τl est une araignée brownienne arrêtée en τl, et
(Xτl+s, Nτl+s)s≥0 a pour loi
(α,γ)
W
(∞)
; de plus, es deux proessus sont indépendants.
On déduit de e qui préède que onditionnellement à L∞ = l, (Xs, Ns)0≤s≤τl est enore une
araignée arrêtée en τl, et (Xτl+s, Nτl+s)s≥0 est un proessus de loi
(α,γ)
W
(∞)
, onditionné par le
fait qu'il ne s'annule qu'au temps zéro, les deux proessus étant enore indépendants.
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Pour déterminer la loi du deuxième proessus, onsidérons s ≥ 0, Λs ∈ Fs, l ≥ 0 et t ≥ s.
On a :
(α,γ)
W
(∞)[Λs, τl ≤ t] = W(0,0)[M (α,γ)t 1Λs1τl≤t]
= W(0,0)[M
(α,γ)
τl∨s 1Λs1τl≤t]
d'où
(α,γ)
W
(∞)[Λs, τl <∞] = W(0,0)[M (α,γ)τl∨s 1Λs ]
et don :
(α,γ)
W
(∞)[Λs, L∞ ≤ l] = W(0,0)[(M (α,γ)s −M (α,γ)τl∨s )1Λs ]
= W(0,0)
[(
eγLs
(
1 +
|γ|
µm
Xs1Ns=m
)
− eγl
)
1Ls≤l1Λs
]
= W(0,0)[Ls ≤ l]W(0,0)
[
1Λs
(
eγLs
(
1 +
|γ|
µm
Xs1Ns=m
)
− eγl
)
|Ls ≤ l
]
Comme
(α,γ)
W
(∞)[L∞ ≤ l] = 1− eγl, on a :
(α,γ)
W
(∞)[Λs|L∞ ≤ l]
=
W(0,0)[Ls ≤ l]
1− eγl W(0,0)
[
1Λs
(
eγLs
(
1 +
|γ|
µm
Xs1Ns=m
)
− eγl
)
|Ls ≤ l
]
=
W(0,0)[Ls ≤ l]
1− eγl W˜s(l)
[
1Λs
(
eγLs
(
1 +
|γ|
µm
Xs1Ns=m
)
− eγl
)]
où W˜s(l) est la loi de (Xu, Nu)u≤s onditionné par l'événement {Ls ≤ l}.
Quand l tend vers zéro,
W(0,0)[Ls≤l]
1−eγl tend vers
1
|γ|
√
2
πs .
D'autre part, si Ls ≤ l et si (Xs, Ns) est xé, eγLs
(
1 + |γ|µmXs1Ns=m
)
−eγl tend vers |γ|µmXs1Ns=m
quand l tend vers zéro.
Cei permet de démontrer :
(α,γ)
W
(∞)[Λs|L∞ = 0] = W˜s(0)
[
1Λs
√
2
πs
Xs
µm
1Ns=m
]
où W˜s(0) est la loi d'une araignée sur [0, s], onditionnée par sa non-annulation en dehors du
temps 0 ; sous W˜s(0), (Xu)u≤s est un méandre brownien de durée s.
On en déduit que sous
(α,γ)
W
(∞)
, et onditionnellement au fait que Xs > 0 pour tout s > 0,
(Xs)s≥0 est un proessus de Bessel de dimension 3, et Ns = m pour tout s.
On a don la desription de (Xt, Nt)t≥0 dans le as où un seul des θk préédemment donnés
est nul.
Le as général est simple à étudier à présent ; en eet, il sut de faire une moyenne pondérée
des mesures préédemment dérites pour haun des m ∈ E (ave la pondération µmθm|γ| ).
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Remarque : Dans le as étudié i-dessus (γ < 0 et αm ≤ 0 pour tout m), on peut véri-
er diretement, à partir de l'expression de Ms, que la loi du proessus (Xu)u≤s a une densité
eγLs(1 + |γ|Xs) par rapport à la loi d'un mouvement brownien rééhi sur [0, s].
La validité de la desription de (Xs)s≥0 donnée dans le Théorème 3.2 peut alors se déduire du
Théorème 1.1. de B. Roynette, P. Vallois et M. Yor [RVY05℄ (appliqué à la fontion φ(y) = |γ|eγy)
et du théorème d'équivalene de Lévy.
Par ailleurs, dans le as où θk > 0 ssi k = m, on a :
(α,γ)
W
(∞)[Nt 6= m] = W(0,0)[eγLt1Nt 6=m] →t→∞ 0
e qui donne une preuve rapide du fait que l'exursion non bornée de (As)s≥0 se situe presque
sûrement sur la demi-droite d'indie m.
3.4.4 Cas où γ = 0 et αm ≤ 0 pour tout m ∈ E
Ce as est le plus simple de tous :
(α,0)
W
(∞)
est exatement la loi d'une araignée brownienne,
puisque M
(α,0)
s est onstante et égale à 1.
A présent, nous venons d'ahever la preuve du Théorème 3.2 dans tous les as possibles. 
Remarque : Le Théorème 3.2 indique diérents omportements possibles pour le proessus
limite, selon les valeurs des réels αm (m ∈ E) et γ.
Cette distintion de as généralise elle que B. Roynette, P. Vallois et M. Yor obtiennent dans
[RVY05℄ lors de l'étude des pénalisations exponentielles du mouvement brownien. Une distin-
tion de as du même type apparaît également dans les résultats prouvés par Y. Hariya et M. Yor
dans [HY04℄.
Par ailleurs, il pourrait être intéressant d'étudier d'autres pénalisations de l'araignée browni-
enne, liées par exemple aux temps passés par l'araignée dans les diérentes branhes, dont la
loi jointe, sur un intervalle de temps xe, est dérite par M. Barlow, J. Pitman et M. Yor (voir
[BPY89b℄).
3.5 Preuve du Théorème 3.3
Soit ν une mesure de probabilité vériant les onditions de l'énoné du Théorème 3.3.
La famille des variable aléatoires (g(s,Xs, Ns))s≥0 est une martingale sous W(0,0), e qui im-
plique les résultats suivants, ompte tenu du semi-groupe de l'araignée brownienne :
- Pour tous x ∈ R∗+, s ≥ 0 et m ∈ E, ∂g∂s (s, x,m) + 12 ∂
2g
∂x2 (s, x,m) = 0.
- Pour tout s ≥ 0, ∑
m∈E
µm
∂g
∂x(s, 0,m) = 0.
La première égalité donne :
h′(s)fm(x) +
1
2
h(s)f ′′m(x) = 0
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Comme h(s) est non nul pour tout s, on en déduit :
f ′′m(x) = −
2h′(s)
h(s)
fm(x)
e qui implique que C = h
′(s)
h(s) ne dépend pas de s.
Si on suppose C > 0, f ′′m(x) est négatif pour tout x, et f ′m est déroissante. Comme fm est
une fontion positive, la limite de f ′m(x) quand x tend vers l'inni est positive, et fm est rois-
sante : pour tout x, fm(x) ≥ fm(0) = 1.
On en déduit que f ′′m(x) = −2Cfm(x) ≤ −2C, e qui est ontraditoire ave la positivité de fm.
Si on suppose C = 0, toutes les fontions fm (m ∈ E) sont anes et positives : fm(x) = 1+λmx
où λm ≥ 0.
Or, pour tout s ≥ 0, ∑
m∈E
µm
∂g
∂x(s, 0,m) = 0, e qui implique
∑
m∈E
λmµm = 0, d'où λm = 0 pour
tout m.
La mesure ν est alors égale à W(0,0), e qui est exlu dans l'hypothèse du Théorème 3.3.
Nous venons don de prouver que C est stritement négatif, notons le −β2/2, ave β > 0.
Comme h(0) = 1 (puisque f0(0) = 1), on a h(s) = e
−sβ2/2
omme annoné, et f ′′m(x) = β2fm(x).
On en déduit qu'il existe δm et λm ∈ R tels que :
fm(x) = δm exp(−βx) + λm sinh(βx)
pour tout x ≥ 0 ; omme fm(0) = 1, δm = 1 pour tout m.
Par ailleurs, fm(x) ≥ 0 pour tout x ≥ 0, don λm ≥ 0 pour tout m.
De plus, on doit avoir, pour tout s ≥ 0, ∑
m∈E
µm
∂g
∂x(s, 0,m) = 0, e qui implique
∑
m∈E
µmf
′
m(0) = 0,
soit
∑
m∈E
µm(1− λm) = 0 et
∑
m∈E
µmλm = 1.
On en déduit que ν est une moyenne pondérée des mesures (α
(m),0)
W
(∞)
, la pondération étant
µmλm, e qui ahève la preuve du Théorème 3.3. 
Les proessus assoiés aux mesures vériant l'énoné du Théorème 3.3 peuvent être onsidérés
omme des généralisations du mouvement brownien ave drift.
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Chapitre 4
Penalizations of the Brownian motion
by a funtional of its loal times
Introdution
Brownian penalizations have been studied in several artiles, in partiular by B. Roynette, P.
Vallois and M. Yor (see [RVY03℄, [RVY06a℄, [RVY05℄). The general priniple of these penaliza-
tions is the following : let W be the Wiener measure on C(R+,R), (Xt)t≥0 the anonial proess,
and (Γt)t≥0 a family of positive weights suh that 0 < W[Γt] < ∞ ; we onsider the family of
probability measures (Wt)t≥0, obtained from W, by penalization with the weight Γ :
Wt =
Γt
W[Γt]
.W
In many dierent partiular ases, the family (Wt)t≥0 tends to a limit measure W∞ as t→∞,
in the following sense : for all s ≥ 0, and for Λs measurable with respet to Fs = σ{Xu, u ≤ s} :
Wt(Λs) →
t→∞ W∞(Λs)
Up to now, there does not exist a general theorem whih overs all the dierent ases for whih
onvergene holds. On the other hand, we remark that in many of these ases, one has :
Γt = F ((l
y
t (X))y∈R)
where (lyt (X))y∈R is the family of the loal times of (Xs)s≤t, and F is a measurable funtional
from C(R,R+) to R+.
These two fats led us to prove that if Γ is of this form, the limit measure W∞ exists for a
large lass of funtionals F .
This proof is the main topi of our artile, whih is divided into six setions.
In the rst one, we dene and explain the notations we need to prove our main theorem, whih
is stated at the end of the setion.
In Setion 4.2, we prove an equality satised by an approximation of a given funtional of loal
times, and in Setion 4.3, we majorize the error term orresponding to this approximation.
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This allows us to obtain, in Setion 4.4, the asymptoti behaviour of the expetation of funtion-
als whih satisfy some partiular onditions, and nally we prove the main theorem in Setion 4.5.
In Setion 4.6, we study the four following examples, for whih this theorem applies :
1) F ((ly)y∈R) = φ(l0) (whih orresponds to Γt = φ(l0t (X))), where φ is a funtion from R+ to
R+, dominated by an integrable and dereasing funtion ψ.
2) F ((ly)y∈R) = φ(inf{y ≥ 0, ly = 0}) (whih orresponds to the weight :
Γt = φ(sup{Xs, s ≤ t})), where φ is a funtion from R+∪{∞} to R+, dominated by a dereasing
funtion ψ, whih is integrable on R.
3) F ((ly)y∈R) = exp
(
− ∫∞−∞ V (y)ly dy), where V is a positive measurable funtion, not a.e.
equal to zero, and integrable with respet to (1 + y2)dy.
4) F ((ly)y∈R) = φ(ly1 , ly2), where y1 < y2 and φ(l1, l2) ≤ h(l1 ∧ l2), for a dereasing and in-
tegrable funtion h.
The three rst examples have been already studied by B. Roynette, P. Vallois and M. Yor.
As a help to the reader, we mention that Setions 4.2 and 4.3 are quite tehnial, but it is
possible to read the details of these setions after Setions 4.4 and 4.5, whih ontain the prin-
ipal steps of the proof of the main theorem.
4.1 Notations and statement of the main theorem
In this artile, (Bt)t≥0 denotes a standard one-dimensional Brownian motion, (L
y
t )t≥0,y∈R the
biontinuous version of its loal times, and (τal )l≥0,a∈R the family of its inverse loal times.
To simplify these notations, we put Ta = τ
a
0 (rst hitting time at a of B) and τ
0
l = τl.
For every l ∈ R+, (Y yl,+)y∈R denotes a random proess dened on the whole real line, suh
that its positive part (Y yl,+)y≥0 is a 2-dimensional squared Bessel proess (BESQ(2)), its nega-
tive part (Y −yl,+ )y≥0 is an independent 0-dimensional squared Bessel proess (BESQ(0)), and its
value at zero Y 0l,+ is equal to l. In partiular, by lassial properties of BESQ(0) and BESQ(2)
proesses, there exists a.s. y0 ≤ 0 suh that Y yl,+ = 0 i y ≤ y0.
We dene also (Y yl,−)y∈R as a proess whih has the same law as (Y
−y
l,+ )y∈R, the proess obtained
from (Y yl,+)y∈R by reversing the time.
In one of the penalization results shown in [RVY05℄, B. Roynette, P. Vallois and M. Yor ob-
tain a limit proess (Z lt)t≥0, suh that Z lt = Bt for t ≤ τl, (|Z lτl+u|)u≥0 is a BES(3) pro-
ess independent of B, and ǫ = sgn(Z lτl+u) (u > 0) is an independent variable suh that
P(ǫ = 1) = P(ǫ = −1) = 1/2. This proess an be informally onsidered to be a Brownian
motion onditionned to have a total loal time equal to l at level zero. By applying Ray-Knight
theorems for Brownian loal times (see D. Revuz and M. Yor [RY99a℄) to (Z lt)t≥0, it is possible
to show that the law of the family of its total loal times is the half-sum of the laws of (Y yl,+)y∈R
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and (Y yl,−)y∈R ((Y
y
l,+)y∈R orresponds to the paths of (Z
l
t)t≥0 suh that ǫ = 1, and (Y
y
l,−)y∈R
orresponds to the paths suh that ǫ = −1).
This explains why the proesses (Y yl,+)y∈R and (Y
y
l,−)y∈R our naturally in the desription of
the asymptoti behaviour of Brownian loal times.
We also need to dene some modiations of (Y yl,+)y∈R and (Y
y
l,−)y∈R : for l ≥ 0, a ≥ 0, (Y yl,a)y∈R
denotes a proess suh that (Y yl,a)y≥0 is markovian with the innitesimal generator of BESQ(2)
for y ≤ a and the innitesimal generator of BESQ(0) for y ≥ a, (Y −yl,a )y≥0 is an independent
BESQ(0) proess, and Y 0l,a = l. For a ≤ 0, (Y yl,a)y∈R has the same law as (Y −yl,−a)y∈R.
Now, let F be a funtional from C(R,R+) to R+, whih is measurable with respet to the
σ-eld generated by the topology of uniform onvergene on ompat sets. We onsider the
following quantities, whih will naturally appear in the asymptotis of E[F ((Lyt )y∈R)] :
I+(F ) =
∫ ∞
0
dlE[F ((Y yl,+)y∈R)]
I−(F ) =
∫ ∞
0
dlE[F ((Y yl,−)y∈R)]
I(F ) = I+(F ) + I−(F )
We observe that I(F ) is the integral of F with respet to the σ-nite measure I on C(R,R+),
dened by :
I =
∫ ∞
0
dl Pl,+ +
∫ ∞
0
dl Pl,−
where Pl,+ is the law of (Y
y
l,+)y∈R and Pl,− is the law of (Y
y
l,−)y∈R.
At the end of this setion, we give some onditions on F whih turn out to be suient to
obtain our penalization result.
Unfortunately, these onditions are not very simple and we need three more denitions before
stating the main Theorem :
Denition 4.1 (a ondition of domination) : Let c and n be in R+ (generally n will be an
integer). For every dereasing funtion h from R+ to R+, we say that a measurable funtional F
from C(R,R+) to R+ satises the ondition C(c, n, h) i the following holds for every ontinuous
funtion l from R to R+ :
1) F ((ly)y∈R) depends only on (ly)y∈[−c,c].
2) F ((ly)y∈R) ≤
(
sup
y∈[−c,c]
ly+c
inf
y∈[−c,c]
ly+c
)n
h
(
inf
y∈[−c,c]
ly
)
Intuitively, a funtional of the loal times satises the above ondition if it depends only on
the loal times on a ompat set, and if it is small when these loal times are large and don't
vary too muh.
Now, let us use the notation :
Nc(h) = ch(0) +
∫ ∞
0
h(y)dy
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If Nc(h) < ∞, it is possible to prove our main theorem for all funtionals F whih satises the
ondition C(c, n, h), but this ondition is restritive, sine the funtional F must not depend on
the loal times outside of [−c, c].
In order to relax this restrition, we need the following denition :
Denition 4.2 (a less restritive ondition of domination) : Let n be in R+ and F be a
positive and measurable funtional from C(R,R+) to R.
For all M ≥ 0, let us say that F satises the ondition D(n,M) i there exists a sequene (ck)k≥1
in [1,∞[, a sequene (hk)k≥1 of dereasing funtions from R+ to R+, and a sequene (Fk)k≥0 of
measurable funtionals from C(R+,R) to R+, suh that :
1) F0 = 0 and (Fk)k≥1 tends to F pointwise.
2) For all k ≥ 1, |Fk − Fk−1| satises the ondition C(ck, n, hk).
3)
∑
k≥1
Nck(hk) ≤M .
We dene the quantity N (n)(F ) as the inmum of M ≥ 0 suh that F satises the ondition
D(n,M).
Intuitively, if N (n)(F ) < ∞, it means that F an be well-approximated by funtionals whih
satisfy onditions given in Denition 4.1.
In partiular, if F satises the ondition C(c, n, h) for c ≥ 1, one has : N (n)(F ) ≤ Nc(h) (one an
prove that F satises the ondition D(n,Nc(h)), by taking in Denition 4.2 : ck = c, hk = h1k=1,
F0 = 0 and Fk = F if k ≥ 1).
Now, for a given funtional F , we need to dene some other fontionals, informally obtained
from F by shifting the spae and adding a given funtion to the loal time family.
More preisely, let us onsider the following denition :
Denition 4.3 (loal time and spae shift) : Let x be a real number. If F is a measurable
funtional from C(R+,R) to R+, and if (ly0)y∈R is a ontinuous funtion from R to R+, we
denote by F (l
y
0 )y∈R,x
the funtional from C(R,R+) to R+ whih satises :
F (l
y
0 )y∈R,x((ly)y∈R) = F ((l
y
0 + l
y−x)y∈R)
for every funtion (ly)y∈R.
This notation and the funtionals dened in this way appear naturally when we onsider the
onditional expetation : E[F ((Lyt )y∈R)|(Bu)u≤s], for 0 < s < t, and apply the Markov property.
We are now able to state the main theorem of the artile :
Theorem 4 : Let F be a funtional from C(R,R+) to R+ suh that I(F ) > 0 and N (n)(F ) <∞
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for some n ≥ 0.
If W denotes the standard Wiener measure on C(R+,R), (Xt)t≥0 the anonial proess, and
(lyt (X))t∈R+ ,y∈R the ontinuous family of its loal times (W-a.s. well-dened), the probability
measure :
W
F
t =
F
(
(lyt (X))y∈R
)
W
[
F
(
(lyt (X))y∈R
)] .W
is well-dened for every t whih is large enough, and there exists a probability measure WF∞ suh
that :
W
F
t (Λs) →
t→∞ W
F
∞(Λs)
for every s ≥ 0 and Λs ∈ Fs = σ{Xu, u ≤ s}.
Moreover, this limit measure satises the following equality :
W
F
∞(Λs) = W

1Λs .I
(
F (l
y
s (X))y∈R,Xs
)
I(F )


Remark 4.1.1 : A onsequene of the Theorem 4 is the fat that if I(F ) > 0 and N (n)(F ) <∞
for some n ≥ 0, the proess (I(F
(L
y
s )y∈R,Bs ))s≥0
I(F ) is a martingale. In three of the four examples stud-
ied in Setion 4.6, we ompute expliitly this martingale, and in the two rst ones, we hek that
this omputation agrees with the results obtained by B. Roynette, P. Vallois and M. Yor.
Remark 4.1.2 : We point out that our notation, lyt (X), for the loal times given in the
Theorem 4, diers from the notation Lyt , whih is used for the loal times of (Bs)s≤t. This is
beause, in one ase, we onsider the anonial proess (Xt)t≥0 on a given probability spae, and
in the other ase, we onsider a Brownian motion on a spae whih is not made preise. Hene,
the two mathematial objets deserve dierent writings, despite the fat that they are strongly
related.
4.2 An approximation of the funtionals of loal times
In order to prove the Theorem 4, we need to study the expetation of F ((Lyt )y∈R), where F is a
funtion from C(R,R+) to R+.
However, in general, it is diult to do that diretly, so in this setion, we will replae F ((Lyt )y∈R)
by an approximation.
For the study of this approximation, we need to onsider the following quantities :
Icl,+ =
∫ c
−c
Y yl,+dy, Icl,− =
∫ c
−c
Y yl,−dy, Icl,a =
∫ c
−c
Y yl,ady
for c ∈ R+ or c =∞, a ∈ R ;
Ycl,+ =
1
2
(Y cl,+ + Y
−c
l,+ ), Ycl,− =
1
2
(Y cl,− + Y
−c
l,− ), Ycl,a =
1
2
(Y cl,a + Y
−c
l,a )
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for c ∈ R+, a ∈ R ;
Ic,t,+(F ) =
∫ ∞
0
dlE

F ((Y yl,+)y∈R)e−(Y
c
l,+)
2/2(t−Icl,+)√
1− Icl,+/t
φ
(Icl,+
t
)
Ic,t,−(F ) =
∫ ∞
0
dlE

F ((Y yl,−)y∈R)e−(Y
c
l,−)
2/2(t−Icl,−)√
1− Icl,−/t
φ
(Icl,−
t
)
and
Ic,t(F ) = Ic,t,+(F ) + Ic,t,−(F )
for c ∈ R+, t > 0, where φ denotes the funtion from R+ to R+ suh that φ(x) = 1 in x ≤ 1/3,
φ(x) = 2−3x if 1/3 ≤ x ≤ 2/3 and φ(x) = 0 if x ≥ 2/3 (in partiular, this funtion is ontinuous
with ompat support inluded in [0, 1[).
We observe that the expression
e
−(Ycl,+)
2/2(t−Icl,+)√
1−Icl,+/t
is not well-dened if Icl,+ ≥ t ; but this is not
important here, sine φ(Icl,+/t) = 0 in that ase.
Now, the main result of this setion is the following proposition :
Proposition 4.2 : For all measurable funtionals from C(R+,R) to R+, suh that F ((ly)y∈R)
depends only on (ly)y∈[−c,c] for some c ≥ 0, the following equality holds :
√
2πtE
[
F ((Lyt )y∈R)1|Bt|≥cφ
(
1
t
∫ c
−c
Lyt dy
)]
= Ic,t(F )
for all t > 0.
Proof : Let G0 be a funtional from C(R+,R)×R+ to R+, suh that the proess :
(G0((Xs)s≥0, t))t≥0, dened on the anonial spae C(R+,R), is progressively measurable.
For every ontinuous funtion ω from R+ to R, G0((ωs)s≥0, t) depends only on (ωs)s≤t ; let
us take :
G((ωs)s≤t) = G0((ωs)s≥0, t)
Now, by results by C. Leuridan (see [Leu98℄), P. Biane and M. Yor (see [BY88℄), one has :∫ ∞
0
dtG((Bs)s≤t) =
∫ ∞
0
dl
∫ ∞
−∞
daG((Bs)s≤τal )
By using invariane properties of Brownian motion for time and spae reversals, one obtains :∫ ∞
0
dtE[G((Bs)s≤t)] =
∫ ∞
0
dl
∫ ∞
−∞
daE[G((Z l,as )s≤τl+Ta→0)]
where (Z l,as )s≤τl+Ta→0 denotes a proess suh that Z
l,a
s = Bs for s ≤ τl and (Z l,aτl+u)u≤Ta→0 is the
time-reversed proess of a Brownian motion starting from a, independent of B, and onsidered
up to its rst hitting time of zero (denoted by Ta→0).
Therefore, for all Borel sets U of R∗+, if we dene Jc,U (F ) by :
Jc,U(F ) =
∫
U
dtE
[
F ((Lyt )y∈R)1|Bt|≥cφ
(
1
t
∫ c
−c
Lyt dy
)]
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we have, by taking G0 and G suh that G((Bs)s≤t) = F ((L
y
t )y∈R) :
Jc,U(F ) =
∫ ∞
0
dtE
[
F ((Lyt )y∈R)1|Bt|≥cφ
( ∫ c
−cL
y
t dy∫∞
−∞L
y
t dy
)
1∫∞
−∞ L
y
t dy∈U
]
=
∫ ∞
0
dl
∫
R\[−c,c]
daE
[
F ((Ly,l,a)y∈R)φ
( ∫ c
−c L
y,l,ady∫∞
−∞ L
y,l,ady
)
1∫∞
−∞ L
y,l,ady∈U
]
where (Ly,l,a)y∈R is the ontinuous family of the total loal times of Z l,a.
Hene, by Ray-Knight theorem applied to the independent proesses (Bs = Zs)s≤τl and
(Zτl+u)u≤Ta→0 , and lassial additivity properties of squared Bessel proesses :
Jc,U(F ) =
∫ ∞
0
dl
∫
R\[−c,c]
daE
[
F ((Y yl,a)y∈R)φ
(
Icl,a
I∞l,a
)
1I∞l,a∈U
]
=
∫ ∞
0
dl
∫
R\[−c,c]
daE
[
F ((Y yl,a)y∈R)E
[
φ
(
Icl,a
I∞l,a
)
1I∞l,a∈U
∣∣∣(Y yl,a)y∈[−c,c]
]]
sine F ((Y yl,a)y∈R) depends only on (Y
y
l,a)y∈[−c,c].
Now, if θ is a given ontinuous funtion from [−c, c] to R+, the integrals :
∫∞
c Y
y
l,ady and∫ −c
−∞ Y
y
l,ady are independent onditionally on (Y
y
l,a = θ
y)y∈[−c,c] and their onditional laws are
respetively equal to the laws of
∫∞
0 Y
y
θc,(a−c)+dy and
∫∞
0 Y
y
θ−c,(−a−c)+dy.
Therefore, by additivity properties of BESQ proesses, the onditional law of :
I∞l,a − Icl,a =
∫ −c
−∞
Y yl,ady +
∫ ∞
c
Y yl,ady
given (Y yl,a = θ
y)y∈[−c,c], is equal to the law of :∫ ∞
0
Y yθc+θ−c,0dy +
∫ ∞
0
Y y0,(|a|−c)+dy
where (Y y
θc+θ−c,0
)y≥0 and (Y
y
0,(|a|−c)+)y≥0 are supposed to be independent.
By Ray-Knight theorem,
∫∞
0 Y
y
θc+θ−c,0
dy has the same law as the time spent in R+ by
(Bs)s≤τθc+θ−c , therefore : ∫ ∞
0
Y y
θc+θ−c,0
dy
(d)
= τ(θc+θ−c)/2
(d)
= T(θc+θ−c)/2
Moreover : ∫ ∞
0
Y y0,(|a|−c)+dy
(d)
= T(|a|−c)+
Hene, the onditional law of I∞l,a − Icl,a, given (Y yl,a = θy)y∈[−c,c], is equal to the law of
T(|a|−c)++(θc+θ−c)/2. Consequently :
Jc,U(F ) =
∫ ∞
0
dl
∫
R\[−c,c]
daE
[
F ((Y yl,a)y∈R)ψa(Icl,a,Ycl,a)
]
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where, for |a| > c :
ψa(I, θ) = E
[
φ
( I
I + T|a|−c+θ
)
1I+T|a|−c+θ∈U
]
Now, if, for all u > 0, pu denotes the density of the law of Tu, one has :
ψa(I, θ) =
∫
U
φ(I/t)p|a|−c+θ(t− I)dt
and :
Jc,U (F ) =
∫
U
dt
∫ ∞
0
dl
∫
R\[−c,c]
daE
[
F ((Y yl,a)y∈R)φ
(Icl,a
t
)
p|a|−c+Ycl,a(t− I
c
l,a)
]
By hypothesis, F ((Y yl,a)y∈R) depends only on (Y
y
l,a)y∈[−c,c]. Moreover, for a ≥ c, (Y yl,a)y∈[−c,c] has
the same law as (Y yl,+)y∈[−c,c], and for a ≤ −c, (Y yl,a)y∈[−c,c] has the same law as (Y yl,−)y∈[−c,c].
Hene, we have :
Jc,U (F ) =
∫
U
dt
∫ ∞
0
dlE
[
F ((Y yl,+)y∈R)φ
(Icl,+
t
)∫ ∞
c
pa−c+Ycl,+(t− Icl,+)da
]
+
∫
U
dt
∫ ∞
0
dlE
[
F ((Y yl,−)y∈R)φ
(Icl,−
t
)∫ −c
−∞
p|a|−c+Ycl,−(t− I
c
l,−)da
]
Now, for θ ≥ 0, u > 0 :∫ −c
−∞
p|a|−c+θ(u)da =
∫ ∞
c
pa−c+θ(u)da =
∫ ∞
θ
pb(u)db
=
∫ ∞
θ
b√
2πu3
e−b
2/2udb =
1√
2πu
e−θ
2/2u
Therefore :
Jc,U (F ) =
∫
U
dt
Ic,t(F )√
2πt
This equality is satised for every Borel set U . Hene, by denition of Jc,U(F ), the equality given
in Proposition 4.2 ours for almost every t > 0.
In order to prove it for all t > 0, we begin to suppose that F is bounded and ontinuous.
In this ase, for all s, t > 0 :∣∣∣∣E
[
F ((Lyt )y∈R)1|Xt|≥cφ
(
1
t
∫ c
−c
Lyt dy
)]
−E
[
F ((Lys)y∈R)1|Xs|≥cφ
(
1
s
∫ c
−c
Lysdy
)]∣∣∣∣
≤ E
[∣∣∣∣F ((Lyt )y∈R)φ
(
1
t
∫ c
−c
Lyt dy
)
− F ((Lys)y∈R)φ
(
1
s
∫ c
−c
Lysdy
)∣∣∣∣
]
+||F ||∞P(∃u ∈ [s, t], |Xu| = c)
If t is xed, the rst term of this sum tends to zero when s tends to t, by ontinuity of F , φ and
dominated onvergene.
The seond term tends also to :
||F ||∞P(|Xt| = c) = 0
Therefore, the funtion :
t→ E
[
F ((Lyt )y∈R)1|Xt|≥cφ
(
1
t
∫ c
−c
Lyt dy
)]
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is ontinuous.
Now, let us prove that Ic,t(F ) is also ontinuous with respet to t.
For all t > 0 :
F ((Y yl,+)y∈R)
e−(Y
c
l,+)
2/2(s−Icl,+)√
1− Icl,+/s
φ
(Icl,+
s
)
→
s→t F ((Y
y
l,+)y∈R)
e−(Y
c
l,+)
2/2(t−Icl,+)√
1− Icl,+/t
φ
(Icl,+
t
)
by ontinuity of φ (if Icl,+ < t, it is lear, and if Icl,+ ≥ t, the two expressions are equal to zero
for s ≤ 3t/2).
Moreover, for s ≤ 2t :
F ((Y yl,+)y∈R)
e−(Y
c
l,+)
2/2(s−Icl,+)√
1− Icl,+/s
φ
(Icl,+
s
)
≤
√
3||F ||∞e−(Y
c
l,+)
2/4t ≤
√
3||F ||∞e−(Y
c
l,+)
2/16t
Realling that the Lebesgue measure is invariant for the BESQ(2) proess (Y yl,+)y≥0, we have :∫ ∞
0
dlE
[
e−(Y
c
l,+)
2/16t
]
=
∫ ∞
0
dl e−l
2/16t <∞
By dominated onvergene, t→ Ic,t,+(F ) is ontinuous.
Similar omputations imply the ontinuity of t → Ic,t,−(F ), and nally t → Ic,t(F ) is on-
tinuous.
Consequently, for F ontinuous and bounded, the equality given in Proposition 4.2, whih was
proven for a.e. t > 0, remains true for every t > 0.
Now, by monotone lass theorem (see D. Revuz and M. Yor [RY99b℄), it is not diult to extend
this equality to every measurable and positive funtion, whih ompletes the proof of Proposition
4.2. 
This proposition has the following onsequene :
Corollary 4.2 : Let F be a funtional whih satises the ondition of Proposition 4.2. The
two following properties hold :
1) For all t > 0 :
√
2πtE
[
F ((Lyt )y∈R)1|Bt|≥cφ
(
1
t
∫ c
−c
Lyt dy
)]
≤
√
3 I(F )
2) When t goes to innity :
√
2πtE
[
F ((Lyt )y∈R)1|Bt|≥cφ
(
1
t
∫ c
−c
Lyt dy
)]
→ I(F )
Proof : The rst property is obvious, sine φ(x)/
√
1− x ≤ √3 for all x ≥ 0.
In order to prove the seond property, we distinguish two ases :
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1) If I(F ) <∞, we observe that :
F ((Y yl,+)y∈R)
e−(Y
c
l,+)
2/2(t−Icl,+)√
1− Icl,+/t
φ
(Icl,+
t
)
is smaller than
√
3F ((Y yl,+)y∈R) and tends to F ((Y
y
l,+)y∈R) when t goes to innity.
By dominated onvergene, Ic,t,+(F )→ I+(F ).
Similarly, Ic,t,−(F )→ I−(F ) and nally :
Ic,t(F )→ I(F )
2) If I(F ) =∞, we an suppose for example : I+(F ) =∞.
In this ase :
Ic,t(F ) ≥ Ic,t,+(F ) ≥
∫ ∞
0
dlE
[
F ((Y yl,+)y∈R)e
−(Ycl,+)2/2(t−Icl,+)φ
(Icl,+
t
)]
whih tends to I+(F ) =∞ when t→∞, by monotone onvergene. 
Now, the next step in this artile is the majorization of the dierene between the quantity√
2πtE[F ((Lyt )y∈R)] and the expression given in Proposition 4.2.
4.3 Majorization of the error term
For every positive and measurable funtional F , we denote by ∆c,t(F ) the error term we need
to majorize :
∆c,t(F ) =
∣∣∣∣√2πtE
[
F ((Lyt )y∈R)1|Bt|≥cφ
(
1
t
∫ c
−c
Lyt dy
)]
−
√
2πtE [F ((Lyt )y∈R)]
∣∣∣∣
It is easy to hek that :
∆c,t(F ) ≤ ∆(1)c,t (F ) + ∆(2)c,t (F )
where :
∆
(1)
c,t (F ) =
√
2πtE
[
F ((Lyt )y∈R)1|Bt|≤c
]
and
∆
(2)
c,t (F ) =
√
2πtE
[
F ((Lyt )y∈R)1∫ c−c Lyt dy≥t/3
]
The following proposition gives some preise majorizations of these quantities, when F satises
the onditions of Denition 4.1.
Proposition 4.3 : Let F be a funtional from C(R,R+) to R+ whih satises the ondi-
tion C(c, n, h) for a positive, dereasing funtion h and c, n ≥ 0.
For all t ≥ 0, one has the following majorizations :
1) ∆
(1)
c,t (F ) ≤ An Nc(h)1+(t/c2)1/3
2) ∆
(2)
c,t (F ) ≤ An ch(0)1+(t/c2) ≤ An Nc(h)1+(t/c2)
3) ∆c,t(F ) ≤ An Nc(h)1+(t/c2)1/3
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4) I(F ) ≤ AnNc(h)
where An > 0 depends only on n.
In order to prove Proposition 4.3, we will need some inequalities about the proesses (Lyt )y∈[−c,c]
and (Y yl,+)y∈[−c,c].
More preisely, if we put : Σct = sup
y∈[−c,c]
Lyt , σ
c
t = inf
y∈[−c,c]
Lyt , Θ
c
l,+ = sup
y∈[−c,c]
Y yl,+, θ
c
l,+ = inf
y∈[−c,c]
Y yl,+,
Θcl,− = sup
y∈[−c,c]
Y yl,−, θ
c
l,− = inf
y∈[−c,c]
Y yl,−, the following statement hold :
Lemma 4.3 : For all c, t > 0 :
1) If a ≥ 0 :
P
(
Σct + c
σct + c
≥ a
)
≤ Ae−λa
2) If a ≥ 4 :
P
(
Θcl,+ + c
θcl,+ + c
≥ a
)
≤ Ae−λ(a+ lc)
3) If a ≥ 4 :
P
(
Θcl,− + c
θcl,− + c
≥ a
)
≤ Ae−λ(a+ lc)
where A > 0, 0 < λ < 1 are universal onstants.
Proof of Lemma 4.3 : 1) Let us suppose a ≥ 8, c > 0.
In that ase :
P
(
Σct + c
σct + c
≥ a,L0t ≥
ac
4
)
≤ P
(
Σct + c
σct + c
≥ 8, L0t ≥
ac
4
)
≤
∑
k∈N
P
(
Σct
σct
≥ 8, L0t ∈ [2k−2ac, 2k−1ac]
)
≤
∑
k∈N
P(Σct ≥ 2kac, L0t ∈ [2k−2ac, 2k−1ac])
+
∑
k∈N
P(σct ≤ 2k−3ac,Σct ≤ 2kac, L0t ∈ [2k−2ac, 2k−1ac])
≤
∑
k∈N
[
P(Σcτ
2k−1ac
≥ 2kac) +P(σcτ
2k−2ac
≤ 2k−3ac, Σcτ
2k−2ac
≤ 2kac)
]
=
∑
k∈N
[
αc(2
k−1ac) + βc(2k−2ac)
]
where for l ≥ 0, αc(l) = P(Σcτl ≥ 2l) and βc(l) = P(σcτl ≤ l/2,Σcτl ≤ 4l).
Now, by Ray-Knight theorem, αc(l) ≤ 2P
(
sup
y∈[0,c]
Y yl,0 ≥ 2l
)
, and by Dubins-Shwarz theorem,
Y yl,0 = l + β
∫ y
0
4Y zl,0dz
, where β is a Brownian motion.
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Hene, if S = inf{y ≥ 0, Y yl,0 ≥ 2l}, one has : sup
u≤∫ S0 4Y zl,0dz
βu = l, and if we suppose sup
y∈[0,c]
Y yl,0 ≥ 2l,
we have S ≤ c, ∫ S0 4Y zl,0dz ≤ ∫ S0 8ldz ≤ 8lc, and nally : sup
u≤8lc
βu ≥ l.
Consequently :
αc(l) ≤ 2P
(
sup
u≤8lc
βu ≥ l
)
= 2P(|β8lc| ≥ l) ≤ 4P(β8lc ≥ l) ≤ 4e−l/16c
By the same kind of argument, one obtains :
βc(l) ≤ 4e−l/128c
and nally :
P
(
Σct + c
σct + c
≥ a,L0t ≥
ac
4
)
≤ 4
∑
k∈N
(
e−2
k−1a/16 + e−2
k−2a/128
)
≤ 8
∑
k∈N
e−2
ka/512 ≤ 8
∑
k∈N∗
e−ka/512
≤ 8e−a/512
(∑
k∈N
e−k/64
)
≤ 520e−a/512
On the other hand :
P
(
Σct + c
σct + c
≥ a,L0t ≤
ac
4
)
≤ P
(
Σct + c ≥ ac, L0t ≤
ac
4
)
≤ P
(
Σcτac/4 ≥ (a− 1)c
)
≤ P
(
Σcτac/4 ≥
7ac
8
)
≤ αc
(ac
4
)
≤ 4e−a/64
Consequently :
P
(
Σct + c
σct + c
≥ a
)
≤ 524e−a/512
for all a ≥ 8.
This inequality remains obviously true for a ≤ 8 or c = 0, so the rst part of Lemma 4.3 is
proven.
2) Let a be greater than 4. If l ≥ ac/4 :
P
(
Θcl,+ + c
θcl,+ + c
≥ 4
)
≤ P (Θcl,+ ≥ 2l)+P (Θcl,+ ≤ 2l, θcl,+ ≤ l/2) ≤ 2α˜c(l) + β˜c(l)
where
α˜c(l) = P
(
sup
y∈[0,c]
Y yl,+ ≥ 2l
)
and
β˜c(l) = P
(
sup
y∈[−c,c]
Y yl,0 ≤ 2l, inf
y∈[−c,c]
Y yl,0 ≤ l/2
)
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Now, (Y yl,+)y≥0 is a BESQ(2) proess, hene, if (βy = (β
(1)
y , β
(2)
y ))y≥0 is a standard two-dimensional
Brownian motion :
α˜c(l) = P
(
sup
y∈[0,c]
Y yl,+ ≥ 2l
)
= P
(
sup
y≤c
||βy + (
√
l, 0)|| ≥
√
2l
)
≤ P
(
sup
y≤c
||βy|| ≥
√
l(
√
2− 1)
)
≤ 2P
(
sup
y≤c
|β(1)y | ≥
√
l
(√
2− 1
2
))
≤ 8P
(
β(1)c ≥
√
l
(√
2− 1
2
))
≤ 8e−l/50c
Moreover :
β˜c(l) ≤ P
(
sup
y∈[−c,c]
Y yl,0 ≤ 4l, inf
y∈[−c,c]
Y yl,0 ≤ l/2
)
= βc(l) ≤ 4e−l/128c
Therefore, if l ≥ ac/4 :
P
(
Θcl,+ + c
θcl,+ + c
≥ a
)
≤ 20e−l/128c
Now, let us suppose l ≤ ac/4. In this ase :
P
(
Θcl,+ + c
θcl,+ + c
≥ a
)
≤ P
(
Θcac/4,+ ≥ 3ac/4
)
≤ 2α˜c(ac/4) ≤ 16e−a/200
Hene, for every l ≥ 0, a ≥ 4 :
P
(
Θcl,+ + c
θcl,+ + c
≥ a
)
≤ 20e−(a+(l/c))/1024
whih proves the seond inequality of the lemma.
The proof of the third inequality is exatly similar. 
Now, we are able to prove the main result of the setion, whih was presented in Proposition 4.3.
Proof of Proposition 4.3 : 1) For c = 0, ∆
(1)
c,t (F ) = 0, so we an suppose c > 0.
The funtional F satises the ondition C(c, n, h) ; hene, for all a ≥ 1 :
∆
(1)
c,t (F )√
2πt
= E
[
F ((Lyt )y∈R)1|Bt|≤c
] ≤ E [(Σct + c
σct + c
)n
h(σct )1|Bt|≤c
]
≤ E
[(
Σct + c
σct + c
)n
h(0)1Σct+c
σct+c
≥a
]
+ anE
[
h(σct )1|Bt|≤c1Σct+c
σct+c
≤a
]
Now, if
Σct+c
σct+c
≤ a, one has : L0t+cσct+c ≤ a and σ
c
t ≥
(
L0t
a − c
)
+
.
Therefore :
∆
(1)
c,t (F )√
2πt
≤ h(0)E
[(
Σct + c
σct + c
)n
1Σct+c
σct+c
≥a
]
+ anE
[
h
((
L0t
a
− c
)
+
)
1|Bt|≤c
]
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By Lemma 4.3 :
E
[(
Σct + c
σct + c
)n
1Σct+c
σct+c
≥a
]
= anP
(
Σct + c
σct + c
≥ a
)
+
∫ ∞
a
nbn−1P
(
Σct + c
σct + c
≥ b
)
db
≤ A
(
ane−λa +
∫ ∞
a
nbn−1e−λbdb
)
= Aane−λa
(
1 + n
∫ ∞
0
(a+ b)n−1
an
e−λbdb
)
≤ Aane−λa
(
1 + n
∫ ∞
0
(1 + b)ne−λbdb
)
≤ A
(
6
λ
)n+1
(n+ 1)! ane−λa
On the other hand, by using the probability density of (L0t , |Bt|) (given for example in J. Najnudel
[Naj07℄, Lemma 2.4) :
E
[
h
((
L0t
a
− c
)
+
)
1|Bt|≤c
]
=
√
2
πt3
∫ ∞
0
dl
∫ c
0
dxh
((
l
a
− c
)
+
)
(l + x)e−(l+x)
2/2t
=
√
2
πt3
h(0)
∫ ac
0
dl
∫ c
0
dx (l + x)e−(l+x)
2/2t
+
√
2
πt3
∫ ∞
ac
dl
∫ c
0
dxh
(
l
a
− c
)
(l + x)e−(l+x)
2/2t
=
√
2
π
c2
t
h(0)
∫ a
0
dl
∫ 1
0
dx
c(l + x)√
t
e−c
2(l+x)2/2t
+
√
2
π
ac2
t
∫ ∞
0
dl
∫ 1
0
dxh(cl)
c(al + a+ x)√
t
e−c
2(al+a+x)2/2t
For all θ ≥ 0, θe−θ2/2 ≤ e−1/2 ≤ 1. Hene :
E
[
h
((
L0t
a
− c
)
+
)
1|Bt|≤c
]
≤
√
2
π
ac2
t
(
h(0) +
∫ ∞
0
h(cl)dl
)
=
√
2
π
ac
t
Nc(h)
Moreover, for 0 < t ≤ c2 :
E
[
h
((
L0t
a
− c
)
+
)
1|Bt|≤c
]
≤ h(0) ≤ Nc(h)
c
≤ aNc(h)√
t
The majorizations given above imply :
∆
(1)
c,t (F ) ≤ A
(
6
λ
)n+1
(n+ 1)! ane−λa
√
2πt h(0) +
√
2π an+1
(
c√
t
∧ 1
)
Nc(h)
Now, let us hoose a as a funtion of t.
For t ≤ c2, we take a = 1 and obtain :
∆
(1)
c,t (F ) ≤ A
(
6
λ
)n+1
(n+ 1)! e−λ
√
2π ch(0) +
√
2π Nc(h)
≤
√
2π
(
1 +A
(
6
λ
)n+1
(n+ 1)! e−λ
)
Nc(h)
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For t ≥ c2, we take a = (t/c2)1/6(n+1) :
∆
(1)
c,t (F ) ≤ A
(
6
λ
)n+1
(n+ 1)!
(
t
c2
)1/6
e
−λ
(
t
c2
)1/6(n+1)√
2πt h(0) +
√
2π
(
t
c2
)1/6 c√
t
Nc(h)
≤
√
2π
(
1 +A
(
6
λ
)n+1
(n+ 1)!
)
Nc(h)
(
t
c2
)−1/3(
1 +
t
c2
e
−λ
(
t
c2
)1/6(n+1))
≤
√
2π
(
1 +A
(
6
λ
)n+1
(n+ 1)!
)(
1 + sup
u≥1
ue−λu
1/6(n+1)
)(
t
c2
)−1/3
Nc(h)
where sup
u≥1
ue−λu1/6(n+1) is nite and depends only on n (we reall the λ is a universal onstant).
In the two ases, the rst inequality of Proposition 4.3 is satised.
2) For c = 0, ∆
(2)
c,t (F ) = 0, so we an again suppose c > 0.
For a ≥ 1 :
∆
(2)
c,t (F )√
2πt
= E
[
F ((Lyt )y∈R)1∫ c−c Lyt dy≥t/3
]
≤ E
[(
Σct + c
σct + c
)n
h(σct )1Σct≥t/6c
]
≤ h(0)
(
E
[(
Σct + c
σct + c
)n
1Σct+c
σct+c
≥a
]
+ anP
(
L0t ≥
t
6ac
− c
))
≤ A
(
6
λ
)n+1
(n + 1)! ane−λah(0) + 2anh(0)e−
1
2t(
t
6ac
−c)2
+
If t ≤ 12c2, we take a = 1 :
∆
(2)
c,t (F ) ≤ ch(0)
√
24π
(
2 +A
(
6
λ
)n+1
(n + 1)! e−λ
)
If t ≥ 12c2, we take a = ( t
12c2
)1/3
:
∆
(2)
c,t (F ) ≤
√
2πt h(0)
[
A
(
6
λ
)n+1
(n+ 1)!
(
t
12c2
)n/3
e
−λ
(
t
12c2
)1/3
...
...+ 2
(
t
12c2
)n/3
e−
c2
2t (2(t/12c
2)2/3−1)2
]
≤
(
c2
t
)
ch(0)
√
2π 123/2
(
2 +A
(
6
λ
)n+1
(n+ 1)!
)(
t
12c2
)n
3
+ 3
2
(
e
−λ
(
t
12c2
)1/3
+ e
− 1
24
(
t
12c2
)1/3)
The seond inequality of Proposition 4.3 holds, sine sup
u≥1
u
n
3
+ 3
2
(
e−λu
1/3
+ e−
1
24
λu1/3
)
is nite
and depends only on n.
3) This inequality is an immediate onsequene of 1) and 2).
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4) For every l ≥ 0 :
E[F ((Y yl,+)y∈R)] ≤ E
[(
Θcl,+ + c
θcl,+ + c
)n
h(θcl,+)
]
≤ h(0)E
[(
Θcl,+ + c
θcl,+ + c
)n
1Θc
l,+
+c
θc
l,+
+c
≥4
]
+ 4nh
((
l
4
− c
)
+
)
Now, by Lemma 4.3 :
E
[(
Θcl,+ + c
θcl,+ + c
)n
1Θc
l,+
+c
θc
l,+
+c
≥4
]
= 4nP
(
Θcl,+ + c
θcl,+ + c
≥ 4
)
+
∫ ∞
4
nbn−1P
(
Θcl,+ + c
θcl,+ + c
≥ b
)
db
≤ Ae−λl/c
(
4ne−4λ +
∫ ∞
4
nbn−1e−λbdb
)
≤ Ae−λl/c
(
6
λ
)n+1
(n+ 1)! 4ne−4λ
Hene :
E[F ((Y yl,+)y∈R)] ≤ Ah(0)e−λl/c
(
6
λ
)n+1
(n+ 1)! 4ne−4λ + 4nh
((
l
4
− c
)
+
)
and, by integrating with respet to l :
I+(F ) ≤ A
λ
(
6
λ
)n+1
(n+ 1)!4ne−4λch(0) + 4n+1ch(0) + 4n+1
∫ ∞
0
h(l)dl
≤ 4n+1
(
1 +
A
λ
(
6
λ
)n+1
(n+ 1)!
)
Nc(h)
By symmetry, the same inequality holds for I−(F ), and :
I(F ) ≤ 22n+3
(
1 +
A
λ
(
6
λ
)n+1
(n+ 1)!
)
Nc(h)
whih ompletes the proof of Proposition 4.3. 
4.4 An estimation of the quantity : E[F ((Lyt )y∈R)]
In this setion, we majorize E[F ((Lyt )y∈R)] by an equivalent of this quantity when t goes to
innity. The following statement holds :
Proposition 4.4.1 : Let F be a funtional from C(R,R+) to R+, whih satises the on-
dition C(c, n, h), for a positive, dereasing funtion h, and c, n ≥ 0.
The following properties hold :
1) For all t > 0 : √
2πtE[F ((Lyt )y∈R)] ≤ KnNc(h)
where Kn > 0 depends only on n.
2) If Nc(h) <∞ : √
2πtE[F ((Lyt )y∈R)] →t→∞ I(F )
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Proof : We suppose Nc(h) <∞.
Proposition 4.3 implies the following :
∆c,t(F ) ≤ AnNc(h)
∆c,t(F ) →
t→∞ 0
Moreover, by Corollary 4.2 :
√
2πtE
[
F ((Lyt )y∈R)1|Bt|≥cφ
(
1
t
∫ c
−c
Lyt dy
)]
→
t→∞ I(F )
√
2πtE
[
F ((Lyt )y∈R)1|Bt|≥cφ
(
1
t
∫ c
−c
Lyt dy
)]
≤
√
3 I(F ) ≤
√
3AnNc(h)
for all t > 0.
Now, by denition, one has :∣∣∣∣√2πtE[F ((Lyt )y∈R)]−√2πtE
[
F ((Lyt )y∈R)1|Bt|≥cφ
(
1
t
∫ c
−c
Lyt dy
)]∣∣∣∣ = ∆c,t(F )
Therefore : √
2πtE[F ((Lyt )y∈R)] →t→∞ I(F )√
2πtE[F ((Lyt )y∈R)] ≤ (1 +
√
3)AnNc(h)
whih proves Proposition 4.4.1. 
The following result is an extension of Proposition 4.4.1 to a larger lass of funtionals F :
Proposition 4.4.2 : Let F : C(R,R+) → R+ be a positive and measurable funtional. The
following properties hold for all n ≥ 0 :
1) For all t > 0 : √
2πtE[F ((Lyt )y∈R)] ≤ KnN (n)(F )
2) If N (n)(F ) <∞ : √
2πtE[F ((Lyt )y∈R)] →t→∞ I(F )
Proof : We suppose N (n)(F ) <∞.
1) Let us take M suh that N (n)(F ) < M .
By denition, F satises the ondition D(n,M), so there exists (ck)k≥1,(hk)k≥1, (Fk)k≥0 as in
Denition 4.2.
One has : F =
∑
k≥1
(Fk − Fk−1), hene :
√
2πtE[F ((Lyt )y∈R)] ≤
∑
k≥1
√
2πtE[|Fk − Fk−1|((Lyt )y∈R)]
≤ Kn
∑
k≥1
Nck(hk) ≤ KnM
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By taking M → N (n)(F ), one obtains the rst part of Proposition 4.4.2.
2) In order to prove the onvergene, let us onsider the equality :
√
2πtE[F ((Lyt )y∈R)] =
∑
k≥1
√
2πtE[(Fk−Fk−1)+((Lyt )y∈R)]−
∑
k≥1
√
2πtE[(Fk−Fk−1)−((Lyt )y∈R)]
where the two sums are onvergent.
By Proposition 4.4.1, the two terms indexed by k tend to I((Fk −Fk−1)+) and I((Fk −Fk−1)−)
when t goes to innity, and they are bounded by KnNck(hk).
Hene, by dominated onvergene :
√
2πtE[F ((Lyt )y∈R)] →t→∞
∑
k≥1
I((Fk − Fk−1)+)−
∑
k≥1
I((Fk − Fk−1)−)
Now, by denition of I :
∑
k≥1
I((Fk − Fk−1)+) = I

∑
k≥1
(Fk − Fk−1)+


∑
k≥1
I((Fk − Fk−1)−) = I

∑
k≥1
(Fk − Fk−1)−


Therefore, if G =
∑
k≥1
(Fk − Fk−1)+, and H =
∑
k≥1
(Fk − Fk−1)−, one has :
∑
k≥1
I((Fk − Fk−1)+)−
∑
k≥1
I((Fk − Fk−1)−) = I(G) − I(H)
where :
I(G) − I(H) = I(G−H) = I(F )
sine I(G) + I(H) ≤ 2Kn
∑
k≥1
Nck(hk) <∞. 
Proposition 4.4.2 is proven, and we now have all we need for the proof of the main Theorem,
whih is given in Setion 4.5.
4.5 Proof of Theorem 4
Our proof of the Theorem 4 starts with a general lemma (whih does not involve Wiener mea-
sure) :
Lemma 4.5 : If F : C(R,R+) → R+ is a measurable funtional, l0 ∈ C(R,R+), x ∈ R,
and n ≥ 0 :
N (n)
(
F (l
y
0 )y∈R,x
)
≤ 2n
(
1 +
(
sup
z∈R
lz0
)n)
(1 + |x|)n+1N (n)(F )
Proof of Lemma 4.5 : Let M be greater than N (n)(F ).
There exists a sequene (ck)k≥1 in [1,∞[, a sequene (hk)k≥1 of dereasing funtions from R+
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to R+, and a sequene (Fk)k≥0 of measurable funtions : C(R,R+)→ R+, suh that :
1) F0 = 0, and Fk →
k→∞
F .
2) (|Fk − Fk−1|)((ly)y∈R) depends only on (ly)|y|≤ck , and :
(|Fk − Fk−1|)((ly)y∈R) ≤


sup
|y|≤c
ly + ck
inf
|y|≤c
ly + ck


n
hk
(
inf
|y|≤c
ly
)
3)
∑
k≥1
Nck(hk) ≤M .
These onditions imply the following ones for the sequene
(
Gk = F
(ly0 )y∈R,x
k
)
k≥1
:
1) G0 = 0, and Gk →
k→∞
F (l
y
0 )y∈R,x
.
2) (|Gk −Gk−1|)((ly)y∈R) depends only on (lz)|z|≤ck+|x| and :
(|Gk −Gk−1|)((ly)y∈R) ≤


sup
z∈[−ck−x,ck−x]
(lz+x0 + l
z) + ck
inf
z∈[−ck−x,ck−x]
(lz+x0 + l
z) + ck


n
hk
(
inf
z∈[−ck−x,ck−x]
(lz+x0 + l
z)
)
≤


sup
z∈R
lz0 + sup
|z|≤ck+|x|
lz + ck + |x|
inf
|z|≤ck+|x|
lz + ck


n
hk
(
inf
|z|≤ck+|x|
lz
)
≤ 2n



 supz∈R l
z
0
ck


n
+


sup
|z|≤ck+|x|
lz + ck + |x|
inf
|z|≤ck+|x|
lz + ck + |x|


n
1 + |x|
inf
|z|≤ck+|x|
lz + ck


n

hk
(
inf
|z|≤ck+|x|
lz
)
≤ 2n
((
sup
z∈R
lz0
)n
+ (1 + |x|)n
)
sup
|z|≤ck+|x|
lz + ck + |x|
inf
|z|≤ck+|x|
lz + ck + |x|


n
hk
(
inf
|z|≤ck+|x|
lz
)
Therefore, |Gk −Gk−1| satises the ondition C
(
ck + |x|, n, 2n
((
sup
z∈R
lz0
)n
+ (1 + |x|)n
)
hk
)
.
3) Now :
Nck+|x|
(
2n
((
sup
z∈R
lz0
)n
+ (1 + |x|)n
)
hk
)
≤ 2n
((
sup
z∈R
lz0
)n
+ (1 + |x|)n
)
ck + |x|
ck
Nck(hk)
≤ 2n
(
1 +
(
sup
z∈R
lz0
)n)
(1 + |x|)n+1Nck(hk)
and
∑
k≥1
Nck(hk) ≤M .
Therefore :
N (n)
(
F (l
y
0 )y∈R,x
)
≤ 2n
(
1 +
(
sup
z∈R
lz0
)n)
(1 + |x|)n+1M
By taking M → N (n)(F ), we obtain the majorization stated in Lemma 4.5. 
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Proof of Theorem 4 :
√
2πtW
[
F
(
(lyt (X))y∈R
)]
tends to I(F ) > 0 when t goes to in-
nity, so it is stritly positive if t is large enough, and WFt is well-dened.
If t is large enough, by Markov property :
W
F
t (Λs) = W

1Λs W
[
F
(
(lyt (X))y∈R
)
|σ{Xu, u ≤ s}
]
W
[
F
(
(lyt (X))y∈R
)]


= W

1ΛsΨt−s ((lys (X))y∈R,Xs)
W
[
F
(
(lyt (X))y∈R
)]


where, for all ontinuous funtions l from R to R+, and for all x ∈ R, u > 0 :
Ψu ((l
y)y∈R, x) = W
[
F (l
y)y∈R,x ((lyu(X))y∈R)
]
By Proposition 4.4.2 :
Ψt−s ((l
y
s(X))y∈R,Xs)
W
[
F
(
(lyt (X))y∈R
)] →
t→∞
I
(
F (l
y
s (X))y∈R,Xs
)
I(F )
Moreover, for t ≥ 2s :
√
2πtΨt−s ((lys (X))y∈R,Xs) ≤
√
t
t− sN
(n)
(
F (l
y
s (X))y∈R,Xs
)
≤ 2n+1/2
(
1 +
(
sup
z∈R
lzs(X)
)n)
(1 + |Xs|)n+1N (n)(F )
and for t large enough : √
2πtW [F ((lyt (X))y∈R)] ≥ I(F )/2
Hene, for t large enough :
Ψt−s ((l
y
s (X))y∈R,Xs)
W
[
F
(
(lyt (X))y∈R
)] ≤ 2
n+3/2
(
1 +
(
sup
z∈R
lzs(X)
)n)
(1 + |Xs|)n+1N (n)(F )
I(F )
Now :
W
[(
1 +
(
sup
z∈R
lzs(X)
)n)
(1 + |Xs|)n+1
]
≤
(
W
[(
1 +
(
sup
z∈R
lzs(X)
)n)2])1/2 (
W
[
(1 + |Xs|)2n+2
])1/2
<∞
sine sup
z∈R
lzs(X) and |Xs| have moments of any order.
By dominated onvergene, we obtain Theorem 4. 
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4.6 Examples
In this setion, we hek that the onditions of the Theorem 4 are satised in three examples
studied by B. Roynette, P. Vallois and M. Yor, and one more partiular ase.
I) First example (penalization with loal time at level zero)
We take F ((ly)y∈R) = φ(l0) where φ is bounded and dominated by a positive, dereasing and
integrable funtion ψ.
F satises the ondition C(1, 0, ψ). Hene :
N (0)(F ) ≤ N1(ψ) = ψ(0) +
∫ ∞
0
ψ(y)dy <∞
On the other hand :
I(F ) = 2
∫ ∞
0
φ(l)dl
F (l
y
s (X))y∈R,Xs((ly)y∈R) = l0s(X) + l
−Xs
and :
I
(
F (l
y
s (X))y∈R,Xs
)
=
∫ ∞
0
dl
(
E
[
φ(l0s(X) + Y
−Xs
l,+ )
]
+E
[
φ(l0s(X) + Y
−Xs
l,− )
])
Now, by using the fat that Lebesgue measure is invariant for BESQ(2) proess, we obtain :∫ ∞
0
dlE
[
φ(l0s(X) + Y
−Xs
l,− sgn(Xs))
]
=
∫ ∞
0
dl φ(l0s(X) + l) =
∫ ∞
l0s(X)
φ(l)dl
Moreover, the image of Lebesgue measure by a BESQ(0) proess taken at time x ≥ 0 is the
sum of Lebesgue measure and 2x times Dira measure at 0 ; more preisely, for all measurable
funtions f : R+ → R+, one has :∫ ∞
0
dlE[f(Y xl,−)] = 2xf(0) +
∫ ∞
0
dyf(y)
Therefore : ∫ ∞
0
dlE
[
φ(l0s(X) + Y
−Xs
l,sgn(Xs)
)
]
= 2|Xs|φ(l0s(X)) +
∫ ∞
l0s(X)
φ(l)dl
and nally :
I
(
F (l
y
s (X))y∈R,Xs
)
= 2
(
|Xs|φ(l0s(X)) +
∫ ∞
l0s(X)
φ(l)dl
)
Consequently, if φ is not a.e. equal to zero, we an apply the Theorem 4, and for s ≥ 0,
Λs ∈ Fs = σ{Xu, u ≤ s} :
W
F
∞(Λs) = W
(
1Λs .
|Xs|φ(l0s(X)) + Φ(l0s(X))
Φ(0)
)
where Φ(x) =
∫∞
x φ(l)dl.
This result is oherent with the limit measure obtained by B. Roynette, P. Vallois and M. Yor
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in [RVY06a℄.
II) Seond example (penalization with the supremum)
We take F ((ly)y∈R) = φ(inf{y ≥ 0, ly = 0}), where φ is dominated by a dereasing funtion
ψ : R+ ∪ {∞} → R+ suh that
∫∞
0 ψ(y)dy <∞.
Let us reall that for this hoie of F , F ((lyt (X))y∈R) = φ(St), where St denotes the supre-
mum of (Xs)s≤t.
Now, we take for k ∈ N :
Fk((l
y)y∈R) = φ2k−1(inf{y ≥ 0, ly = 0})
where φ2k−1 = φ.1]−∞,2k−1[.
1) One has F0 = 0 and Fk →
k→∞
F pointwise.
2) (|Fk − Fk−1|)((ly)y∈R) depends only on (ly)|y|≤2k−1 and :
(|Fk − Fk−1|)((ly)y∈R) ≤ φ(inf{y ≥ 0, ly = 0})1inf{y≥0,ly=0}∈[2k−1−1,2k−1[
≤ ψ(2k−1 − 1)1 inf
|y|≤2k−1
ly=0
Hene, |Fk − Fk−1| satises the ondition C(2k − 1, 0, ψ(2k−1 − 1)1{0}).
3) Therefore :
N (0)(F ) ≤
∑
k≥1
(2k − 1)ψ(2k−1 − 1) ≤ ψ(0) + 4
∫ ∞
0
ψ <∞
Moreover :
I(F ) =
∫ ∞
0
dlE
[
φ
(
inf{y ≥ 0, Y yl,+ = 0}
)]
+
∫ ∞
0
dlE
[
φ
(
inf{y ≥ 0, Y yl,− = 0}
)]
The rst integral is equal to zero and inf{y ≥ 0, Y yl,− = 0} is the inverse of an exponential variable
of parameter l/2.
Therefore :
I(F ) =
∫ ∞
0
dl
∫ ∞
0
dy
l
2y2
e−l/2yφ(y)dy =
∫ ∞
0
dy φ(y)
∫ ∞
0
dl
l
2y2
e−l/2y = 2
∫ ∞
0
φ(y)dy
By similar omputations, we obtain :
I
(
F (l
y
s (X))y∈R,Xs
)
=
∫ ∞
0
dlE[φ(Ss ∨ (Xs + inf{y ≥ 0, Y yl,− = 0}))]
= 2
(
(Ss −Xs)φ(Ss) +
∫ ∞
Ss
φ(y)dy
)
Consequently, if φ is not a.e. equal to zero, the sequene (WFt )t≥0 satises for every s ≥ 0,
Λs ∈ Fs = σ{Xu, u ≤ s} :
W
F
t (Λs) →
t→∞ W
F
∞(Λs)
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where
W
F
t =
φ(St)
W[φ(St)]
.W
and :
W
F
∞(Λs) = W
[
1Λs
(Ss −Xs)φ(Ss) + Φ(Ss)
Φ(0)
]
This orresponds to B. Roynette, P. Vallois and M. Yor's penalization results for the supremum
(see [RVY06a℄).
III) Third example (exponential penalization with an integral of the loal times)
Let us take : F ((ly)y∈R) = exp
(
− ∫∞−∞ V (y)lydy), where V is a positive measurable funtion,
not a.e. equal to zero, and integrable with respet to (1 + y2)dy (this ondition is a little more
restritive than the ondition obtained by B. Roynette, P. Vallois and M. Yor in [RVY03℄).
In that ase, there exists c ≥ 1 suh that :∫ c
−c
V (y)dy > 0
We onsider the following approximations of F :
F0 = 0, and for k ≥ 1, Fk((ly)y∈R) = exp
(
− ∫ 2kc−2kc V (y)lydy).
The following holds :
1) F0 = 0 and Fk →
k→∞
F .
2) |Fk − Fk−1|((ly)y∈R) depends only on (ly)y∈[−2kc,2kc] and if k ≥ 2 :
|Fk − Fk−1|((ly)y∈R) ≤

 ∫
[−2kc,2kc]\[−2k−1c,2k−1c]
V (y)dy

 ...
...
(
sup
y∈[−2kc,2kc]
ly
)
exp
(
−
∫ 2k−1c
−2k−1c
V (y)lydy
)
≤

 ∫
[−2kc,2kc]\[−2k−1c,2k−1c]
V (y)dy




sup
y∈[−2kc,2kc]
ly + 2kc
inf
y∈[−2kc,2kc]
ly + 2kc

( inf
y∈[−2kc,2kc]
ly + 2kc
)
...
... exp
[
−
(∫ 2k−1c
−2k−1c
V (y)dy
)(
inf
y∈[−2kc,2kc]
ly
)]
Moreover :
|F1 − F0|((ly)y∈R) ≤ exp
[
−
(∫ 2c
2c
V (y)dy
)(
inf
y∈[−2c,2c]
ly
)]
Therefore, if we put ρ =
∫ c
−c V (y)dy > 0, for every k ≥ 1, |Fk − Fk−1| satises the ondition
C(2kc, 1, hk) where the dereasing funtion hk is dened by :
hk(l) =

1k=1 +
∫
[−2kc,2kc]\[−2k−1c,2k−1c]
V (y)dy

 (l + 2kc+ ρ−1)e−ρl
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3) One has :
N2kc(hk) ≤

1k=1 +
∫
[−2kc,2kc]\[−2k−1c,2k−1c]
V (y)dy

 (22kc2 + 2k+1cρ−1 + 2ρ−2)
Hene :
∑
k≥1
N
(1)
2kc
(hk) ≤ (1 + ρ−1 + ρ−2)

4c2 +∑
k≥1
22kc2
∫
[−2kc,2kc]\[−2k−1c,2k−1c]
V (y)dy


≤ 4(1 + ρ−1 + ρ−2)
(
c2 +
∫
R
(1 + y2)V (y)
)
<∞
Moreover, by properties of BESQ proesses, for all l ≥ 0, y ∈ R :
E
[
Y yl,+
]
≤ l + 2|y|
and
E
[∫
R
Y yl,+V (y)dy
]
≤
∫
R
(l + 2|y|)V (y)dy <∞
Therefore :
E
[
exp
(
−
∫
R
Y yl,+V (y)dy
)]
> 0
and I(F ) > 0.
Consequently, Theorem 4 applies in this ase and B. Roynette, P. Vallois and M. Yor's pe-
nalization result holds (see [RVY03℄).
IV) Fourth example (penalization with loal times at two levels)
This example is a generalization of the rst one.
Let us take, for y1 < y2, F ((l
y)y∈R) = φ(ly1 , ly2) where φ(l1, l2) ≤ h(l1 ∧ l2) for a positive,
integrable and dereasing funtion h.
In that ase, F satises the ondition C(|y1|∨|y2|, 0, h), so Theorem 4 applies if we have I(F ) > 0.
For y > 0, z, z′ ≥ 0, let q(0)y (z, z′) be the density at z′ of a BESQ(0) proess starting from level
z and taken at time y, Q
(0)
y (z, 0) the probability that this proess is equal to zero, and q
(2)
y (z, z′)
the density at z′ of a BESQ(2) proess starting from z and taken at time y. If 0 < y1 < y2, one
has :
I(F ) =
∫ ∞
0
dl
∫ ∞
0
dl1
∫ ∞
0
dl2 q
(2)
y1 (l, l1) q
(2)
y2−y1(l1, l2)φ(l1, l2)
+
∫ ∞
0
dl
∫ ∞
0
dl1
∫ ∞
0
dl2 q
(0)
y1 (l, l1) q
(0)
y2−y1(l1, l2)φ(l1, l2)
+
∫ ∞
0
dl
∫ ∞
0
dl1 q
(0)
y1 (l, l1)Q
(0)
y2−y1(l1, 0)φ(l1, 0) +
∫ ∞
0
dl Q(0)y1 (l, 0)φ(0, 0)
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Now, by properties of time-reversed BESQ proesses : q
(0)
y (z, z′) = q
(4)
y (z′, z) (where q(4) is the
density of the BESQ(4) proess) and q
(2)
y (z, z′) = q
(2)
y (z′, z). Hene :∫ ∞
0
q(0)y (z, z
′) dz =
∫ ∞
0
q(4)y (z
′, z) dz = 1
and ∫ ∞
0
q(2)y (z, z
′) dz =
∫ ∞
0
q(2)y (z
′, z) dz = 1
sine q(2) and q(4) are probability densities with respet to the seond variable.
Moreover : ∫ ∞
0
Q(0)y (z, 0)dz =
∫ ∞
0
e−z/2ydz = 2y
Therefore :
I(F ) =
∫ ∞
0
dl1
∫ ∞
0
dl2 (q
(2)
y2−y1(l1, l2) + q
(0)
y2−y1(l1, l2))φ(l1, l2)
+
∫ ∞
0
dl1Q
(0)
y2−y1(l1, 0)φ(l1, 0) + 2y1φ(0, 0)
for 0 ≤ y1 < y2.
Similar omputations give for y1 < y2 ≤ 0 :
I(F ) =
∫ ∞
0
dl1
∫ ∞
0
dl2 (q
(2)
y2−y1(l2, l1) + q
(0)
y2−y1(l2, l1))φ(l1, l2)
+
∫ ∞
0
dl2Q
(0)
y2−y1(l2, 0)φ(0, l2) + 2|y2|φ(0, 0)
For y1 < 0 < y2, we have :
I(F ) =
∫ ∞
0
dl
∫ ∞
0
dl1
∫ ∞
0
dl2 q
(2)
y2 (l, l2) q
(0)
|y1|(l, l1)φ(l1, l2)
+
∫ ∞
0
dl
∫ ∞
0
dl2 q
(2)
y2 (l, l2)Q
(0)
|y1|(l, 0)φ(0, l2)
+
∫ ∞
0
dl
∫ ∞
0
dl1
∫ ∞
0
dl2 q
(0)
y2 (l, l2) q
(2)
|y1|(l, l1)φ(l1, l2)
+
∫ ∞
0
dl
∫ ∞
0
dl1Q
(0)
y2 (l, 0) q
(2)
|y1|(l, l1)φ(l1, 0)
Now, for y′, y′′ > 0, and z, z′, z′′ ≤ 0, the two following equalities hold :
∫ ∞
0
q
(2)
y′ (z, z
′)q(0)y′′ (z, z
′′) dz =
y′q(2)y′+y′′(z
′, z′′) + y′′q(0)y′+y′′(z
′, z′′)
y′ + y′′∫ ∞
0
q
(2)
y′ (z, z
′)Q(0)y′′ (z, 0) dz =
y′′
y′ + y′′
Q
(0)
y′+y′′(z
′, 0)
(the rst one an be proven by using J. Warren [War05℄, Lemma 3, and the relation :
q
(0)
y (z, z′) = q
(4)
y (z′, z) ; the seond is a onsequene of the equality :
Q
(0)
y′′ (z, 0) = e
−z/2y′′ = 2y′′q(2)y′′ (0, z)).
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Therefore :
I(F ) =
∫ ∞
0
dl1
∫ ∞
0
dl2
[
q
(2)
y2−y1(l1, l2) +
|y1|q(0)y2−y1(l2, l1) + y2q
(0)
y2−y1(l1, l2)
y2 − y1
]
φ(l1, l2)
+
∫ ∞
0
dl1
y2
y2 − y1 Q
(0)
y2−y1(l1, 0)φ(l1, 0)
+
∫ ∞
0
dl2
|y1|
y2 − y1 Q
(0)
y2−y1(l2, 0)φ(0, l2)
This omputation of I(F ) implies the following :
1) For 0 < y1 < y2, the Theorem 4 applies i :∫ ∞
0
dl1
∫ ∞
0
dl2 φ(l1, l2) +
∫ ∞
0
dl1 φ(l1, 0) + φ(0, 0) > 0
2) For 0 = y1 < y2, it applies i :∫ ∞
0
dl1
∫ ∞
0
dl2 φ(l1, l2) +
∫ ∞
0
dl1 φ(l1, 0) > 0
3) For y1 < 0 < y2, it applies i :∫ ∞
0
dl1
∫ ∞
0
dl2 φ(l1, l2) +
∫ ∞
0
dl1 φ(l1, 0) +
∫ ∞
0
dl2 φ(0, l2) > 0
4) For y1 < y2 = 0, it applies i :∫ ∞
0
dl1
∫ ∞
0
dl2 φ(l1, l2) +
∫ ∞
0
dl2 φ(0, l2) > 0
5) For y1 < y2 < 0, it applies i :∫ ∞
0
dl1
∫ ∞
0
dl2 φ(l1, l2) +
∫ ∞
0
dl2 φ(0, l2) + φ(0, 0) > 0
If Theorem 4 holds, it is possible to ompute I(F (l
y
s (X))y∈R,Xs) in order to obtain the density,
restrited to Fs, of WF∞ with respet to W.
For Xs ≤ y1 < y2, we have :
I(F (l
y
s (X))y∈R,Xs) =
∫ ∞
0
dl1
∫ ∞
0
dl2 (q
(2)
y2−y1(l1, l2) + q
(0)
y2−y1(l1, l2))φ(l
y1
s (X) + l1, l
y2
s (X) + l2)
+
∫ ∞
0
dl1Q
(0)
y2−y1(l1, 0)φ(l
y1
s (X) + l1, l
y2
s (X)) + 2(y1 −Xs)φ(ly1s (X), ly2s (X))
For y1 < Xs < y2 :
I(F (l
y
s (X))y∈R,Xs) =
∫ ∞
0
dl1
∫ ∞
0
dl2
[
q
(2)
y2−y1(l1, l2)...
...+
(Xs − y1)q(0)y2−y1(l2, l1) + (y2 −Xs)q
(0)
y2−y1(l1, l2)
y2 − y1
]
φ(ly1s (X) + l1, l
y2
s (X) + l2)
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+∫ ∞
0
dl1
y2 −Xs
y2 − y1 Q
(0)
y2−y1(l1, 0)φ(l
y1
s (X) + l1, l
y2
s (X))
+
∫ ∞
0
dl2
Xs − y1
y2 − y1 Q
(0)
y2−y1(l2, 0)φ(l
y1
s (X), l
y2
s (X) + l2)
For y1 < y2 ≤ Xs :
I(F (l
y
s (X))y∈R,Xs) =
∫ ∞
0
dl1
∫ ∞
0
dl2 (q
(2)
y2−y1(l2, l1) + q
(0)
y2−y1(l2, l1))φ(l
y1
s (X) + l1, l
y2
s (X) + l2)
+
∫ ∞
0
dl2Q
(0)
y2−y1(l2, 0)φ(l
y1
s (X), l
y2
s (X) + l2) + 2(Xs − y2)φ(ly1s (X), ly2s (X))
These formulae give an expliit expression for the limit measure obtained in our last example.
Remark 4.5.1 : It is not diult to extend this example to a funtional of a nite num-
ber of loal times. We have only onsidered the ase of two loal times in order to avoid too
ompliated notation.
Remark 4.5.2 : Theorem 4 annot be extended to every funtional F . For example, if we
onsider the funtional :
F ((ly)y∈R) = exp
(
−
∫ ∞
−∞
(ly)2 dy
)
whih orresponds to Edwards' model in dimension 1 (see R. van der Hofstad, F. den Hollander
and W. König [vdHdHK97℄), the expetation E[F ((Lyt )y∈R)] tends exponentially to zero, and
I(F ) = 0, sine for all l > 0 : ∫ ∞
−∞
(Y yl,+)
2 dy =∞
almost surely.
Therefore, it is impossible to study this ase in the same manner as the examples given above.
Another ase for whih the Theorem 4 annot apply is the funtional :
F ((ly)y∈R) = φ(sup(ly)y∈R)
where φ is a bounded funtion with ompat support.
It would be interesting to nd another way to study this kind of penalizations.
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Chapitre 5
Généralisation des proessus de
Westwater et modèle d'Edwards
modié en dimensions 1 et 2
5.1 Introdution
Pour étudier ertaines haînes de polymères, Edwards (voir [Edw65℄) a onsidéré le modèle
suivant : la trajetoire de es haînes est représentée par un élément aléatoire de C([0, 1],Rd)
(ave 1 ≤ d ≤ 3), dont la loi ν(d)(g) est formellement dénie par :
dν(d)(g)
dµ(d)
(ω) =
exp(−gI)
Eµ(d) [exp(−gI)]
où ω ∈ C([0, 1],Rd), g est un paramètre stritement positif, µ(d) est la mesure de Wiener sur Rd,
et où
I =
∫ 1
0
∫ t
0
δ(ω(t) − ω(s))ds dt
δ désignant la mesure de Dira en zéro.
En dimension 1, il n'est pas diile de donner un sens à la variable aléatoire I : on pose
I =
1
2
∫ ∞
−∞
(Lx1)
2dx
où x→ Lx1 est la version ontinue du temps loal de ω sur l'intervalle de temps [0, 1].
En dimension 2, il a été prouvé (voir Y. Hu et M. Yor [HY99℄, S. Varadhan [Var69℄, J. Rosen
[Ros83℄, [Ros86b℄) que pour µ(2)-presque tout ω, on peut dénir sur R2\{0} un temps loal
d'intersetion x → Γx tel que pour toute fontion mesurable bornée f de R2 dans R, nulle au
voisinage de zéro : ∫ 1
0
∫ t
0
f(ω(t)− ω(s))ds dt =
∫
R2
f(x)Γxdx
De plus, il existe une version de Γ et une onstante K > 0 telles que γ : x→ Γx−K log
(
1
||x||
)
se
prolonge par ontinuité à R
2
tout entier ; en partiulier, la variable aléatoire γ(0) est bien dénie.
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On peut alors onstruire la mesure assoiée au modèle d'Edwards bidimensionnel en posant :
dν(2)(g)
dµ(2)
=
exp(−gγ(0))
Eµ(2) [exp(−gγ(0))]
ompte tenu du fait que γ(0) admet des moments exponentiels négatifs de tout ordre (voir J.-F.
Le Gall [LG85℄, [LG92℄, R.-F. Bass et X. Chen [BC04℄).
En dimension 3, la renormalisation de Varadhan n'a pas lieu, mais J. Westwater (voir [Wes80℄
et [Wes82℄) a démontré qu'il est possible de onstruire des mesures (ν(3)(g))g>0 orrespondant
au modèle d'Edwards, et E. Bolthausen (voir [Bol93℄) a obtenu une méthode de onstrution
nettement plus simple que elle de J. Westwater.
S. Albeverio et X.-Y. Zhou (voir [AZ98℄) ont ensuite prouvé que les deux méthodes onduisaient
aux mêmes mesures de probabilité (ν(3)(g))g>0.
De plus, es mesures sont deux à deux singulières, et elles sont singulières par rapport à la mesure
de Wiener, e qui montre un hangement de omportement du modèle par rapport aux dimen-
sions 1 et 2.
Dans e papier, nous allons modier le modèle d'Edwards an d'obtenir, en dimensions 1 et
2, un omportement analogue à elui des proessus de Westwater en dimension 3.
Ce nouveau modèle est assoié (en dimension d ∈ {1, 2}) à des mesures ν¯(d)(g) formellement
dénies par :
dν¯(d)(g)
dµ(d)
=
exp(−gJ)
Eµ(d) [exp(−gJ)]
où :
J =
∫ 1
0
∫ t
0
δ(ω(t) − ω(s))
(t− s)(3−d)/2 ds dt
Le but de notre artile est de donner une onstrution rigoureuse du modèle.
Cette onstrution néessite de prouver le résultat préliminaire suivant :
Proposition 5.1.1 : Soit (βt)t∈[0,1] un mouvement brownien en dimension d (d ∈ {1, 2, 3}),
et soit (δn)n≥0 une suite de densités de probabilité ontinues, bornées et telles que la suite de
mesures assoiée tend vers la mesure de Dira en zéro sur R
d
.
Pour tout ensemble A égal, à un ensemble de mesure nulle près, à une réunion nie disjointe
d'ensembles de la forme ]a, b[×]x, y[ ave 0 ≤ a ≤ b ≤ x ≤ y ≤ 1, la suite de variables aléatoires
positives (J
(d)
δn
(A))n∈N dénie par :
J
(d)
δn
(A) =
∫
A
δn(βt − βs)
(t− s)(3−d)/2 ds dt
onverge dans L2 vers une variable aléatoire positive J (d)(A) ne dépendant pas de la suite (δn)n≥0.
Dans la suite de et artile, nous poserons :∫
A
δ(βt − βs)
(t− s)(3−d)/2 ds dt = J
(d)(A)
pour A vériant les onditions de la Proposition 5.1.1.
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Cette proposition permet don de dénir les temps loaux d'intersetion assoiés au modèle
d'Edwards modié, à ondition de restreindre le domaine d'intégration à un ensemble A vériant
les onditions préédentes.
Le passage de es ensembles partiuliers à l'ensemble de tous les ouples (s, t) tels que
0 ≤ s < t ≤ 1 permet de donner une dénition rigoureuse du modèle d'Edwards modié.
Il s'eetue grâe au théorème suivant, qui onstitue le résultat prinipal de l'artile :
Théorème 5.1.2 : Soient g un réel stritement positif et d ∈ {1, 2}. Pour tout n ∈ N,
l'ensemble R(n) des ouples (s, t), 0 ≤ s ≤ t ≤ 1, tels que les n+ 1 premiers hires binaires de
(s, t) ne oïnident pas tous, satisfait les hypothèses de la Proposition 5.1.1 ; on peut don dénir
une mesure de probabilité ν¯
(d)
n (g) sur C([0, 1],Rd) à l'aide de sa densité par rapport à la mesure
de Wiener µ(d) sur Rd :
ν¯(d)n (g)(dω) =
1
Zd(g)
exp
(
−g
∫
R(n)
δ(ω(t)− ω(s))
(t− s)(3−d)/2
)
.µ(d)(dω)
où Zd(g) est la onstante de normalisation.
Les résultats donnés par J. Westwater impliquent alors que si g est inférieur ou égal à une ertaine
onstante g0 > 0, il existe une probabilité ν¯
(d)(g), telle que pour tout m ∈ N, et pour tout sous-
ensemble Λm de C([0, 1],Rd), mesurable par rapport à la tribu engendrée par les projetions
(ω → ω(k/2m))k∈{1,2,...,2m}, on a :
ν¯(d)n (g)(Λm) →n→∞ ν¯
(d)(g)(Λm)
Les mesures (ν¯(d)(g))0<g≤g0 sont deux à deux singulières, et elles sont singulières par rapport à
la mesure de Wiener.
Dans la Setion 5.2, nous allons démontrer la Proposition 5.1.1.
Comme le leteur s'en aperevra, les variables obtenues dans ette proposition pour d = 1, d = 2
et d = 3 sont intimement liées entre elles, au moyen de ertaines espéranes onditionnelles.
Dans la Setion 5.3, nous allons rappeler la onstrution générale eetuée par Westwater dans
[Wes80℄, ainsi qu'une partie des théorèmes démontrés dans [Wes80℄ et [Wes82℄.
Dans la Setion 5.4, nous utiliserons es théorèmes pour donner la preuve du Théorème 5.1.2.
5.2 Existene du temps loal d'intersetion modié
Preuve de la Proposition 5.1.1 : On peut immédiatement se ramener au as où l'ensemble
A lui-même est de la forme ]a, b[×]x, y[ (0 ≤ a ≤ b ≤ x ≤ y ≤ 1).
On a alors, pour tous m,n :
E[J
(d)
δn
(A)J
(d)
δm
(A)] =
∫
A2
ds dt du dv
[(t− s)(v − u)](3−d)/2E[δn(βt − βs)δm(βv − βu)]
Il est lair que (βt − βs, βv − βu) est un veteur gaussien ; de plus, s et u sont inférieurs à t et v,
don la matrie de ovariane de (βt − βs, βv − βu) est semblable à un blo de d matries 2× 2
dont les termes diagonaux sont t − s et v − u, et dont les termes non diagonaux sont égaux à
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w = inf(t, v)− sup(s, u).
Le déterminant K(s, t, u, v) de es matries est inférieur à (t− s)(v − u) ; d'autre part,
t− s = w+ (t− v)+ + (u− s)+ et v− u = w+ (t− v)− + (u− s)−, don e déterminant est plus
grand que w(|t− v|+ |u− s|) (en partiulier, il est stritement positif presque partout).
On en déduit que pour presque tous s, u :
E[δn(βt − βs)δm(βv − βu)] = 1
(2π)d/2
∫
(Rd)2
δn(x)δm(y)
[K(s, t, u, v)]d/2
e−Qs,t,u,v(x.y)dx dy
où Qs,t,u,v est une forme quadratique positive.
Par onséquent :
E[J
(d)
δn
(A)J
(d)
δm
(A)]
=
1
(2π)d/2
∫
A2
ds dt du dv
[(t− s)(v − u)](3−d)/2[K(s, t, u, v)]d/2
∫
(Rd)2
δn(x)δm(y) e
−Qs,t,u,v(x,y)dx dy
Les propriétés de la suite (δn)n∈N permettent de montrer que la seonde intégrale de l'expression
i-dessus tend vers 1 par valeurs inférieures, quand m et n tendent vers l'inni.
Par onséquent, le terme à intégrer par rapport à ds dt du dv tend presque partout vers :
K¯d(s, t, u, v) =
1
[(t− s)(v − u)](3−d)/2[K(s, t, u, v)]d/2
et il reste inférieur à ette limite.
L'intégrale de K¯d(s, t, u, v) est nie ; en eet, K¯d(s, t, u, v) ≥ [K(s, t, u, v)]−3/2, et un alul,
ne présentant pas de diultés partiulières, permet de vérier que :∫
A2
[K(s, t, u, v)]−3/2 <∞
ompte tenu de la forme partiulière de l'ensemble A.
Le théorème de onvergene dominée montre alors que E[J
(d)
δn
(A)J
(d)
δm
(A)] tend vers une lim-
ite nie, e qui entraîne la onvergene L2 herhée ; le fait que la variable aléatoire J (d)(A) ne
dépende pas du hoix de (δn)n∈N est alors faile à vérier. 
Les variables aléatoires J (d)(A) (d = 1, 2) sont intimement liées au temps loal d'intersetion
tridimensionnel J (3)(A), grâe à la proposition suivante :
Proposition 5.2.1 : Soient d ∈ {1, 2}, B un mouvement brownien de [0, 1] dans R3, β le
mouvement brownien d-dimensionnel onstitué des d premières omposantes de B, et A un sous-
ensemble de [0, 1]2 satisfaisant les hypothèses de la Proposition 5.1.1. On a alors l'égalité presque
sûre : ∫
A
δ(βt − βs)
(t− s)(3−d)/2 ds dt = (2π)
(3−d)/2
E
[∫
A
δ(Bt −Bs)ds dt|β
]
Preuve : Soient (δ1n)n≥0 et (δ2n)n≥0 des suites d'approximations de la mesure de Dira, respe-
tivement en dimension d et 3− d.
La suite de fontions ((x, y)→ δ1n(x)δ2n(y))n≥0 approxime la mesure de Dira sur R3.
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Si on pose B = (β, γ), γ est un mouvement brownien sur R3−d, indépendant de β, et on a,
d'après la Proposition 5.1.1 :∫
A
δ1n(βt − βs)δ2n(γt − γs)ds dt→
L2
∫
A
δ(Bt −Bs)ds dt
En prenant l'espérane onditionnelle par rapport à β, on obtient alors :∫
A
δ1n(βt − βs)E[δ2n(γt − γs)]ds dt→
L2
E
[∫
A
δ(Bt −Bs)ds dt|β
]
On en déduit que, pour montrer la Proposition 5.2.1, il sut de prouver que le membre de gauhe
de la onvergene préédente tend vers
J(d)(A)
(2π)(3−d)/2
; autrement dit, nous devons démontrer que
Nn → 0 ave :
Nn = E
[(∫
A
δ1n(βt − βs)
(
E[δ2n(γt − γs)]−
1
[2π(t− s)](3−d)/2
)
ds dt
)2]
Compte tenu de la densité de la loi de γt − γs, on a :
E[δ2n(γt − γs)] =
1
[2π(t− s)](3−d)/2
∫
R3−d
δ2n(x)e
−||x||2/2(t−s)dx
quantité qui tend vers 1/[2π(t − s)](3−d)/2 par valeurs inférieures.
Par onséquent :
Nn = E
[(∫
A
δ1n(βt − βs)φn(s, t)ds dt
)2]
où φn(s, t) est positif, tend vers zéro pour tous s, t et est inférieur à 1/[2π(t − s)](3−d)/2.
On en déduit :
Nn =
∫
A2
φn(s, t)φn(u, v)E[δ
1
n(βt − βs)δ1n(βv − βu)]ds dt du dv
où φn(s, t)φn(u, v) ≤ 1(2π)3−d[(t−s)(v−u)](3−d)/2 tend vers zéro et où E[δ1n(βt − βs)δ1n(βv − βu)] est
dominé par [K(s, t, u, v)]−d/2.
Ces propriétés de domination entraînent la onvergene L2 herhée. 
Pour montrer que les mesures assoiées au modèle d'Ewards modié sont étrangères à la mesure
de Wiener, nous aurons en plus besoin du lemme suivant :
Lemme 5.2.2 : Si A =]a, b[×]x, y[ et A′ =]a′, b′[×]x′, y′[ ave 0 ≤ a ≤ b ≤ x ≤ y ≤ 1 et
0 ≤ a′ ≤ b′ ≤ x′ ≤ y′ ≤ 1, alors les variables aléatoires J (d)(A) et J (d)(A′) sont positivement
orrélées.
Preuve : Soit (δn)n≥0 une suite approximant la mesure de Dira. On a, pour tout n :
E[J
(d)
δn
(A)J
(d)
δn
(A′)] =
∫
A×A′
ds dt du dv
[(t− s)(v − u)](3−d)/2E[δn(βt − βs)δn(βv − βu)]
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La matrie de ovariane de (βt − βs, βv − βu) est semblable à un blo diagonal de d matries
2× 2, dont le déterminant K(s, t, u, v) vérie 0 < K(s, t, u, v) ≤ (t− s)(v − u) lorsque s, t, u, v
sont deux à deux distints.
On en déduit :
E[J
(d)
δn
(A)J
(d)
δn
(A′)]
=
1
(2π)d
∫
A×A′
ds dt du dv
[(t− s)(v − u)](3−d)/2[K(s, t, u, v)]d/2
∫
(Rd)2
δn(x)δn(y) e
−Qs,t,u,v(x,y)dx dy
où Qs,t,u,v est une forme quadratique positive.
Si on hoisit une suite (δn)n≥0 telle que pour tout n ≥ 0, δn(x) = (n + 1)dδ1((n + 1)x), on
a l'égalité :∫
(Rd)2
δn(x)δn(y) e
−Qs,t,u,v(x,y)dx dy =
∫
(Rd)2
δ0(x)δ0(y) e
−Qs,t,u,v(x,y)/(n+1)2dx dy
D'après le théorème de onvergene monotone, ette dernière intégrale roît vers 1 ; il en résulte :
E[J (d)(A)J (d)(A′)] =
1
(2π)d
∫
A×A′
ds dt du dv
[(t− s)(v − u)](3−d)/2[K(s, t, u, v)]d/2
Un alul similaire donne :
E[J (d)(A)]E[J (d)(A′)] =
1
(2π)d
∫
A×A′
ds dt du dv
[(t− s)(v − u)]3/2
Comme 0 ≤ K(s, t, u, v) ≤ (t− s)(v − u), le Lemme 5.2.2 est prouvé. 
Remarque : Les résultats donnés dans ette setion restent valables pour tous les ensembles
A inlus dans l'ensemble des (s, t) ∈ [0, 1]2 tels que s < t, et vériant la ondition :∫
A
ds dt
(t− s)3/2 <∞
Cependant, ette généralisation ne sera pas néessaire pour la suite de notre artile.
A présent, nous allons rappeler la onstrution générale de J. Westwater donnée dans [Wes80℄,
ainsi qu'une partie des résultats démontrés dans [Wes80℄ et [Wes82℄, an de les appliquer au as
du modèle d'Edwards modié.
5.3 Constrution de J. Westwater
Les étapes suessives de la onstrution de J. Westwater sont les suivantes :
(1) On onsidère un espae de probabilité (Ω,M, µ), une sous-tribu G de M et une variable
aléatoire X : (Ω,M, µ)→ R∗+.
(2) On suppose l'existene de deux appliations mesurables α0 et α1 de (Ω,M) dans lui-même,
telles que l'image de la mesure µ par l'appliation (α0, α1) : (Ω,M)→ (Ω2,M⊗M) est égale à
µ⊗ µ.
De plus, on suppose que α0 et α1 engendrent la tribu M.
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(3) Pour tout n ≥ 0, on dénit l'ensemble T (n) par :
T (n) = {(n, i1, ..., in); i1, ..., in ∈ {0, 1}}
(en partiulier T (0) = {0}), et on pose :
T =
⋃
n≥0
T (n)
Pour tout v = (n, i1, ..., in) ∈ T (n), on dénit l'appliation αv de Ω dans Ω par la relation :
αv = αin ◦ αin−1 ◦ ... ◦ αi1
(4) Pour tout n ≥ 0, et pour tout v ∈ T (n), on dénit, sur l'espae de probabilité Ω, les variables
aléatoires suivantes :
X(v) = 2−n/2X ◦ αv
X(n) =
∑
v∈T (n)
X(v)
S(n) =
∑
0≤m≤n
X(m)
(5) Pour tout v ∈ T , on note Gv la tribu engendrée par les images réiproques des éléments de G
par l'appliation αv :
Gv = σ{α<−1>v (A), A ∈ G}
Pour tout n, on note Gn la tribu engendrée par
⋃
v∈T (n)
Gv et on suppose que la tribu M est en-
gendrée par
⋃
n∈N
Gn.
(6) On suppose qu'il existe une tribu F , indépendante de G sous µ, et telle que G1 est la tribu
engendrée par G et F .
(7) Pour tout v ∈ T et pour tout n ≥ 0, on pose :
Fv = {α<−1>v (A), A ∈ F}
Fn = σ

 ⋃
v∈T (n)
Fv


F+ = σ

⋃
n≥0
Fn


(8) On suppose que les quatre onditions suivantes sont vériées sous la mesure µ :
(a) Il existe C1 > 0, β1 > 0 tels que pour tout p ≥ 1 :
||X||p ≤ C1pβ11
(b) Il existe C2 > 0, β2 > 0, τ2 < 1 tels que pour tous p ≥ 1, n ≥ 0 :
||X −E[X|Gn]||p ≤ C2pβ2τn2
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() Il existe C3 > 0, β3 > 0, τ3 < 1 tels que pour tous p ≥ 1, n ≥ 0 :
||X(n)−E[X(n)|F+]||p ≤ C3pβ3τn3
(d) Pour tous v1, v2 ∈ T , X(v1) et X(v2) sont positivement orrélés.
(9) Pour tout g ≥ 0 et pour tous m, n ∈ N, on onsidère la mesure de probabilité νn(g)
sur Ω, de densité :
dνn(g)
dµ
=
exp(−gS(n))
Eµ[exp(−gS(n))]
par rapport à µ, et on note fnm(g) l'espérane de ette densité, onditionnellement à Gm :
fnm(g) = Eµ
[
dνn(g)
dµ
|Gm
]
J. Westwater a alors obtenu le résultat suivant :
Proposition 5.3.1 : On suppose que toutes les onditions permettant la onstrution i-dessus
sont satisfaites. Il existe g0 > 0 tel que pour tous g ≤ g0 et m ≥ 0, la variable aléatoire fnm(g)
admet une limite dans L1(Ω,M, µ).
Si on note fm(g) ette limite, (fm(g))m≥0 est une Gm-martingale positive ; en partiulier,
E[fm(g)] = 1 pour tout m ≥ 0.
Cette proposition orrespond au Théorème 1 de J. Westwater [Wes80℄.
Elle permet de dénir, pour tous g ≤ g0 et m ≥ 0, une mesure ν [m](g) sur Gm, satisfaisant
l'égalité :
ν [m](g)[Λm] = Eµ[1Λmfm(g)]
pour tout Λm ∈ Gm.
Les mesures (ν [m](g))m≥0 sont ompatibles entre elles, et vérient la proposition suivante :
Proposition 5.3.2 : Soient q > 1 et g ≤ g0. Il existe une onstante Cq,g > 0 telle que
pour tout m ≥ 0, et pour toute variable aléatoire R ∈ Lq(Ω,Gm, µ) :
Eνn(g)[R] →n→∞ Eν[m](g)[R]
Eν[m](g)[R] ≤ (Cq,g)m||R||q
la norme Lq étant onsidérée sous la mesure µ.
Ce résultat est indiqué à la n du Paragraphe 3.2 de J. Westwater [Wes80℄ (p. 163), et il se
déduit des aluls eetués dans le Paragraphe 2.8 du même artile.
La ompatibilité de la famille de mesures (ν [m](g))m≥0 pour tout g ≤ g0 suggère l'existene
d'une mesure ν(g) dénie sur (Ω,M), telle que ν [m](g) est la restrition de ν(g) à Gm.
La dernière étape de la onstrution de J. Westwater est la suivante, lorsqu'elle est possible :
(10) On suppose que ν(g) existe pour tout g ≤ g0 : ette mesure est néessairement unique,
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puisque les tribus (Gm)m≥0 engendrent M.
On a alors le résultat suivant :
Proposition 5.3.3 : Les mesures (νg)0≤g≤g0 sont deux à deux singulières.
Cette proposition orrespond au Théorème 3 de J. Westwater [Wes82℄.
Dans la Setion 5.4, nous allons montrer le Théorème 5.1.2 en appliquant la onstrution de
J. Westwater aux temps loaux d'intersetion modiés.
5.4 Appliation de la onstrution de J. Westwater à la preuve
du Théorème 5.1.2
Soit d ∈ {1, 2, 3}. La onstrution de J. Westwater est appliable au as suivant :
(1) (Ω,M, µ) est l'espae des fontions ontinues de [0, 1] dans Rd, muni de la tribu de la
onvergene uniforme, et de la mesure de Wiener.
G est la tribu engendrée par ω → ω(1), variable aléatoire dénie sur Ω.
On suppose que X est µ-presque sûrement égal à J (d)
( ]
0, 12
[× ]12 , 1[ ), temps loal d'interse-
tion modié assoié au proessus anonique de (Ω,M, µ), qui est un mouvement brownien.
(2) On dénit α0 et α1 par les égalités : α0(ω)(s) =
√
2ω
(
s
2
)
et α1(ω)(s) =
√
2
(
ω
(
1+s
2
)− ω (12))
pour tout ω ∈ Ω.
Sous µ, ω → α0(ω) et ω → α1(ω) sont deux mouvements browniens indépendants, don
(α0, α1)(µ) = µ⊗ µ.
De plus, il est lair que α0 et α1 engendrent M.
(3) Pour v = (n, i1, i2, ..., in), on pose :
q(v) =
i1
2
+
i2
22
+ ...+
in
2n
On vérie, par réurrene, que pour tout n ∈ N, pour tout v ∈ T (n) et pour tout s ∈ [0, 1] :
αv(ω)(s) = 2
n/2
[
ω
(
q(v) +
s
2n
)
− ω(q(v))
]
(4) Si v ∈ T (n) et si (δk)k≥0 est une suite d'approximations de la mesure de Dira, on a les
onvergenes suivantes dans L2(Ω,M, µ) :
X(v)(ω) = lim
k→∞
2−n/2
∫ 1/2
0
∫ 1
1/2
δk
(
2n/2
[
ω
(
q(v) + t2n
)− ω (q(v) + s2n )])
(t− s)(3−d)/2 ds dt
= lim
k→∞
2nd/2
∫ q(v)+2−n−1
q(v)
∫ q(v)+2−n
q(v)+2−n−1
δk(2
n/2(ω(t)− ω(s)))
(t− s)(3−d)/2 dsdt
Maintenant, on observe que si (δk)k≥0 est une suite d'approximations de la mesure de Dira, il
en est de même pour (δ′k)k≥0 ave δ
′
k(x) = 2
nd/2δk(2
n/2x).
On en déduit que presque sûrement :
X(v)(ω) = J (d)( ]q(v), q(v) + 2−n−1[× ]q(v) + 2−n−1, q(v) + 2−n[ )(ω)
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(5) Pour tout v ∈ T (n), Gv est la tribu engendrée par les variables aléatoires
ω → ω(q(v) + 2−n) − ω(q(v)), et Gn est engendrée par les variables ω → ω(k.2−n) ave k ∈ N,
1 ≤ k ≤ 2n.
On en déduit que M est engendrée par les Gn (n ∈ N).
(6) La tribu G1 est engendrée par G et F ave F = σ{ω → ω(1) − 2ω
(
1
2
)}, indépendante
de G.
(7) Pour v ∈ T (n), la tribu Fv est engendrée par :
ω → ω(q(v) + 2−n)− 2ω(q(v) + 2−n−1) + ω(q(v))
et on montre par réurrene que σ
( ⋃
0≤m≤n
Fm
)
est engendrée par les variables ω → ω(s)−sω(1)
où s = k.2n ave k entier ompris entre 1 et 2n − 1.
F+ est don engendrée par les variables ω → ω(s)− sω(1) pour s ∈ [0, 1].
(8) Si d = 3, les onditions (a), (b) et () sont vériées d'après J. Westwater [Wes80℄. An
d'en déduire qu'elles le sont également pour d ∈ {1, 2}, notons (Ω(3),M(3), µ(3)), X(3), et., les
éléments de la onstrution de J. Westwater orrespondant à la dimension 3, pj la projetion :
(ω1, ω2, ω3)→ ωj de Ω(3) = C([0, 1],R3) vers C([0, 1],R) pour j ∈ {1, 2, 3}, et Pd = (p1, ..., pd) la
projetion anonique de Ω(3) vers Ω = C([0, 1],Rd).
On a le lemme suivant :
Lemme 5.4.1 : Soient Y une variable aléatoire positive sur (Ω(3),M(3), µ(3)) et (V (i))i∈E
une famille au plus dénombrable d'appliations de C([0, 1],R) dans R, de la forme
ω1 →
∑
0≤k≤r
λk,iω1(sk,i), ave r ∈ N et λk,i ∈ R, sk,i ∈ [0, 1] pour tout k ≤ r. On a l'égalité
suivante :
E[E[Y |(V (i) ◦ p1, V (i) ◦ p2, V (i) ◦ p3)i∈E ]|Pd] = E[E[Y |Pd]|(V (i) ◦ p1, ..., V (i) ◦ pd)i∈E ]
Preuve : Notons U et V es deux espéranes.
U est de la forme E[ψ((V (i) ◦ p1, V (i) ◦ p2, V (i) ◦ p3)i∈E)|Pd], où ψ est une ertaine fontionnelle.
De plus, onditionnellement à Pd, (V
(i) ◦ p1, ..., V (i) ◦ pd)i∈E est xé et la loi onditionnelle de
(V (i) ◦pd+1, ..., V (i) ◦p3)i∈E est onstante, puisque (pd+1, ..., p3) est indépendant de Pd sous µ(3).
On en déduit que U est mesurable par rapport à la tribu engendrée par les variables :
V (i) ◦ p1, ..., V (i) ◦ pd (i ∈ E).
Il en est évidemment de même pour V .
Or, pour Z bornée et mesurable par rapport à ette tribu, on vérie que :
E[UZ] = E[V Z] = E[Y Z]
Il en résulte :
U = V = E[Y |(V (i) ◦ p1, ..., V (i) ◦ pd)i∈E ]
e qui ahève la démonstration du Lemme 5.4.1. 
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A présent, l'étude du as d = 3 par J. Westwater implique qu'il existe C1 > 0, C2 > 0, C3 > 0,
β1 > 0, β2 > 0, β3 > 0, τ2 < 1, τ3 < 1 tels que pour tous p ≥ 1, n ≥ 0 :
(a') ||X(3)||p ≤ C1pβ1
(b') ||X(3) −E[X(3)|G(3)n ]||p ≤ C2pβ2τn2
(') ||X(3)(n)−E[X(3)(n)|F (3)+ ]||p ≤ C3pβ3τn3
L'esperane onditionnelle étant une ontration dans tous les espaes Lp (p > 1), on a :
(a) ||E[X(3)|Pd]||p ≤ C1pβ1
(b) ||E[X(3)|Pd]−E[E[X(3)|G(3)n ]|Pd]||p ≤ C2pβ2τn2
() ||E[X(3)(n)|Pd]−E[E[X(3)(n)|F (3)+ ]|Pd]||p ≤ C3pβ3τn3
Le Lemme 5.4.1 implique alors :
(a
′′′
) ||Z(d)||p ≤ C1pβ1
(b
′′′
) ||Z(d) −E[Z(d)|G(d)n ]||p ≤ C2pβ2τn2
(
′′′
) ||Z(d)(n)−E[Z(d)(n)|F (d)+ ]||p ≤ C3pβ3τn3
où Z(d) = E[X(3)|Pd], Z(d)(n) = E[X(3)(n)|Pd], où G(d)n est la tribu engendrée par les vari-
ables ω → Pd(ω)(k.2−n) (1 ≤ k ≤ 2n, k ∈ N) et où F (d)+ est la tribu engendrée par :
ω → Pd(ω)(s)− sPd(ω)(1) (0 ≤ s ≤ 1).
D'après la Proposition 5.2.1, on a :
Z(d) =
1
(2π)(3−d)/2
X ◦ Pd
et
Z(d)(n) =
1
(2π)(3−d)/2
X(n) ◦ Pd
Comme l'image de µ(3) (mesure de Wiener sur R3) par Pd est µ (mesure de Wiener sur R
d
), les
inégalités (a '), (b '), ( ') impliquent que les onditions (a), (b), () sont vériées en dimension
d, omme annoné.
D'autre part, la ondition (d) est une onséquene immédiate du Lemme 5.2.2.
(9) On peut vérier que la mesure νn(g) obtenue par la onstrution de J. Westwater est exate-
ment la mesure ν¯
(d)
n (g) dénie au début de et artile.
Il en résulte que pour g ≤ g0 la famille de mesures (ν [m](g))m∈N onstruite grâe à la Proposition
5.3.1 vérie la onvergene :
ν¯(d)n (g)(Λm) →n→∞ ν
[m](g)(Λm)
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pour tout Λm ∈ Gm.
On en déduit que s'il existe une mesure ν(g) ompatible ave la famille (ν [m](g))m∈N, et si
les mesures (ν(g))0≤g≤g0 sont deux à deux singulières, alors le Théorème 5.1.2 est démontré pour
g ≤ g0, en posant ν¯(d)(g) = ν(g).
La dernière étape de notre raisonnement onsiste don à prouver es propriétés.
(10) Pour montrer l'existene de ν(g), onsidérons la représentation de Ciesielski du mouvement
brownien appliquée à ω ; on a, pour tout s ∈ [0, 1] :
ω(s) = sω(1) +
∑
v∈T
f(v)(s)θv(ω)
ave
f(v)(s) = 2m/2[(2−m−1 − |s− (q(v) + 2−m−1)|)+]
et
θ(ω) = 2m/2[2ω(q(v) + 2−m−1)− ω(q(v)) − ω(q(v) + 2−m)]
pour v ∈ T (m).
Sous µ, ω → ω(1) et (θv)v∈T sont des variables gaussiennes standard indépendantes sur Rd.
De plus, pour tout m ∈ N, Gm est la tribu engendrée par ω → ω(1) et (θv)v∈T (k),k<m.
Soit ν˜ [m](g) la mesure sur (Rd)
{1}∪ ⋃
k<m
T (k)
, image de ν [m](g) par l'appliation :
ω → (ω(1), (θv(ω))v∈T (k),k<m)
Les mesures (ν˜ [m](g))m∈N sont ompatibles entre elles, don d'après le théorème de Kolmogorov,
il existe une mesure ν˜(g) sur Ω˜ = (Rd)
{1}∪ ⋃
k∈N
T (k)
dont la restrition à (Rd)
{1}∪ ⋃
k<m
T (k)
est
ν˜ [m](g), pour tout m.
Notons maintenant α1 et (γv)v∈T les projetions anoniques de Ω˜ sur Rd, M˜ la tribu engen-
drée par es projetions, µ˜ la mesure sous laquelle α1 et (γv)v∈T sont des gaussiennes standard
d-dimensionnelles et indépendantes, et G˜m la tribu engendrée par α1 et γv pour v ∈ T (k), k < m.
Soit q un réel stritement supérieur à 1. D'après la Proposition 5.3.2, il existe Cq,g > 0 telle
que pour tout m ∈ N et pour toute variable aléatoire R˜ ∈ Lq(Ω˜, G˜m, µ˜), on a :
Eν˜(g)[R˜] ≤ (Cq,g)m||R˜||q
la norme Lq étant onsidérée sous µ˜.
En posant R˜ = ||γv ||(m+1)p, où p est tel que 1p + 1q = 1, on peut alors montrer (voir J. Westwater
[Wes80℄, Paragraphe 3.2) l'existene d'une onstante D > 0 telle que pour tous p > 1, m ∈ N et
v ∈ T (m) :
(Eν˜(g)[||γv ||p])1/p ≤ Dp1/2(m+ 1)1/2
Pour tout m ∈ N et pour tous v ∈ T (m), s, t ∈ [0, 1], on a f(v)(s) = 0 si s /∈ [q(v), q(v) + 2−m],
0 ≤ f(v)(s) ≤ 2−m/2−1 et |f(v)(s)− f(v)(t)| ≤ 2m/2|s− t|.
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On peut alors vérier que sous la loi ν˜(g), la fontion aléatoire ω : s→ ω(s) = sα1+
∑
ω∈T
f(v)(s)γv
est p.s. dénie pour tout s et vérie des inégalités de la forme E[|ω(s) − ω(t)|β ] ≤ M |s − t|1+α
ave α > 0, β > 0 tels que α/β est aussi prohe de 12 que l'on veut.
La fontion ω est don p.s. Höldérienne d'exposant 12 − ǫ, pour tout ǫ ∈]0, 1/2[, et en parti-
ulier ontinue.
ω est don une variable aléatoire sur Ω = C([0, 1],Rd) et on peut onsidérer sa loi sous ν˜(g) ; par
onstrution, ette loi est la mesure ν(g) herhée.
De plus, d'après la Proposition 5.3.3, les mesures (ν(g))0≤g≤g0 sont deux à deux singulières :
ei ahève la preuve du Théorème 5.1.2.
Remarque : Il semble probable que le Théorème 5.1.2 reste vrai pour toute valeur strite-
ment positive de g.
Il est peut-être possible de démontrer e résultat en utilisant les résultats donnés par J. West-
water dans [Wes82℄.
Une autre piste de reherhe pourrait être de s'inspirer de la onstrution du modèle d'Edwards
tridimensionnel par E. Bolthausen (see [Bol93℄). Cei éviterait de faire reposer l'ensemble de
notre raisonnement sur les résultats de J. Westwater, dont la preuve demande des aluls très
lourds.
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Conlusion et perspetives
Les résultats obtenus au ours de ette thèse nous ont donné l'oasion d'étudier diérents as-
pets du mouvement brownien, de ses temps loaux et de ses temps loaux d'intersetion.
Cette étude ore également d'intéressantes perspetives de reherhe.
Par exemple, il semble possible d'obtenir une meilleure ompréhension des pénalisations étudiées
par B. Roynette, P. Vallois et M. Yor : en eet, la mesure limite assoiée à e type de pénal-
isations existe dans la plupart des as partiuliers étudiés, alors que es as sont souvent très
diérents les uns des autres.
Il est don probable qu'il existe un théorème de pénalisation global impliquant tous es as
partiuliers, ou du moins une grande partie d'entre eux, et il est d'ailleurs remarquable que l'on
n'ait pas d'idée préise sur e que serait un tel théorème.
Toutefois, le Chapitre 4 onstitue un début de réponse à e problème, du moins pour les pé-
nalisations ne dépendant que des temps loaux des trajetoires onsidérées.
Ce type de pénalisation est fortement lié au problème du bandit brownien, qui onsiste à
dérire, aussi expliitement et simplement que possible, le mouvement brownien onditionné par
l'ensemble de ses temps loaux aux diérents niveaux (voir J. Warren et M. Yor [WY98℄). Le lien
entre es deux problèmes peut être vu de la manière suivante : le bandit brownien est, formelle-
ment, un mouvement brownien pénalisé ave un poids égal à un si ses temps loaux sont égaux
à des valeurs xées à l'avane, et égal à zéro dans le as ontraire.
Le fait qu'on ne onnaisse pas de résultat de pénalisation vraiment général semble également
lié à la diulé que l'on a de résoudre les diérents as partiuliers : les aluls orrespondants
n'aboutissent omplètement que pour des poids de pénalisation susamment simples.
A défaut d'obtenir un théorème général de pénalisation, il peut don être intéressant d'étudier
des as partiuliers plus diiles que eux qui sont résolus atuellement.
Cei pourrait par exemple permettre de onstruire un modèle d'Edwards valable pour des tra-
jetoires innies, et éventuellement de omparer e modèle au omportement asymptotique du
modèle d'Edwards lassique.
Par ailleurs, bien que les pénalisations étudiées par B. Roynette, P. Vallois et M. Yor soient,
pour l'essentiel, unidimensionnelles, rien n'empêhe d'essayer de généraliser ertains de leurs ré-
sultats aux dimensions supérieures (voir B. Roynette, P. Vallois et M. Yor [RVY℄, artile onsaré
en partiulier au mouvement brownien plan).
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On peut don envisager de onstruire un modèle d'Edwards inni en dimension 2 (voire en
dimension 3) : e type de onstrution pourrait peut-être permettre d'étudier le omportement
asymptotique du modèle d'Edwards lassique, qui est atuellement très mal onnu.
En onlusion, les travaux que nous avons eetués dans le adre de ette thèse peuvent être on-
sidérés omme une préparation à l'étude de problèmes plus diiles sur le mouvement brownien,
tels que eux qui sont posés par la modélisation des trajetoires de polymères.
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