Crystallographic studies of central metabolic enzymes from the hyperthermophilic Archaea Pyrococcus woesei and Sulfolobus solfataricus by Bell, Graeme S.
        
University of Bath
PHD
Crystallographic studies of central metabolic enzymes from the hyperthermophilic








Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright owners
and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights.
            • Users may download and print one copy of any publication from the public portal for the purpose of private study or research.
            • You may not further distribute the material or use it for any profit-making activity or commercial gain
            • You may freely distribute the URL identifying the publication in the public portal ?
Take down policy
If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately
and investigate your claim.
Download date: 22. May. 2019
Crystallographic Studies of Central Metabolic Enzymes 
from the Hyperthermophilic Archaea Pyrococcus woesei 
and Sulfolobus solfataricus
Attention is drawn to the fact that copyright of this thesis rests with its 
author. This copy of the thesis has been supplied on the condition that anyone 
who consults it is understood to recognise that its copyright rests with its author 
and that no quotation from the thesis and no information derived from it may 
be published without the prior written consent of the author.
This thesis may be made available for consultation within the University 
Library and may be photocopied or lent to other libraries for the purpose of 
consultation.
submitted by Graeme S. Bell 
fo r the degree of PhD 





INFORMATION TO ALL USERS 
The quality of this reproduction is dependent upon the quality of the copy submitted.
In the unlikely event that the author did not send a complete manuscript 
and there are missing pages, these will be noted. Also, if material had to be removed,
a note will indicate the deletion.
Dissertation Publishing
UMI U601487
Published by ProQuest LLC 2013. Copyright in the Dissertation held by the Author.
Microform Edition © ProQuest LLC.
All rights reserved. This work is protected against 
unauthorized copying under Title 17, United States Code.
ProQuest LLC 
789 East Eisenhower Parkway 
P.O. Box 1346 
Ann Arbor, Ml 48106-1346
UNIVERSITY OF BATH 
LIBRARY
2 5  MOV 1333
f K u
ABSTRACT
In an attempt to further our understanding of the structural basis of protein 
hyperthermostability, we have chosen to study crystal structures of central 
metabolic enzymes from the Archaea. The gene encoding for triosephosphate 
isomerase (TIM) from the hyperthermophilic Archaeon Pyrococcus woesei has 
been cloned and sequenced, and the enzyme overexpressed in Escherichia 
co//1. The recombinant protein was subsequently purified to homogeneity and 
co-crystallised with two substrate analogues, yielding crystals suitable for X-ray 
diffraction studies. Predominantly two crystal forms were obtained; 
orthorhombic (P2i2i2) and monoclinic (P2i). Complete data sets have been 
collected for both crystal forms to a resolution of 4.0A and 2.6A respectively. 
The available crystal structures of TIM from several Eukaryal and Bacterial 
sources were used in extensive efforts to solve the structure by the Molecular 
Replacement method. These were unsuccessful, despite the additional 
application of the knowledge of non-crystallographic symmetry. An attempt 
was therefore made to solve the structure using the heavy atom Isomorphous 
Replacement method. A single heavy atom protein derivative was obtained at 
a later stage of the project although initial attempts to elucidate the crystal 
structure using the Single Isomorphous Replacement phases combined with 
non-crystallographic symmetry averaging have not allowed determination of 
the structure. In the final year of this work, a second project was embarked 
upon due to the availability of a crystal of citrate synthase from another 
hyperthermophilic Archaeon; Sulfolobus solfataricus. Data were collected for a 
monoclinic (P2i) crystal form to a resolution of 2.7A, and the structure was 
solved via Molecular Replacement, using the Thermoplasma acidophilum 
citrate synthase crystal structure as a phasing model. Restrained refinement 
of the model using the Maximum Likelihood method, gave a final R-factor of 
20.8% (Rfree=28.5%). This model was used for a comparative study with the 
several citrate synthase crystal structures already available from organisms 
growing at a wide range of temperatures. Results from this work have 
contributed to the ongoing research into the molecular basis of protein 
thermoadaption; highlighting structural features correlating with protein 
thermostabilty in general, and specifically emphasising the importance of
1 by Michael Kohlhoff at the University of Essen, Germany.
oligomer interface contacts and electrostatic interactions as 
stabilisation in thermophilic citrate synthases.
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CoA coenzyme A
EDTA (disodium) ethylenediamine tetraacetate
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NCS non-crystallographic symmetry
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PCMB para-chloromercuribenzoate
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PDB protein data bank
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PGK phosphoglycerate kinase
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V unit cell volume
Vmax Maximal reaction velodty
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The overall aim of this project was to undertake structural studies on enzymes 
from hyperthermophilic Archaea, due to their evolutionary interest and potential 
use in biotechnology. In particular, enzymes from central metabolic pathways 
have been targeted as good model systems due to their ubiquity in nature. 
The core of this study was the crystal structure analysis of the central 
metabolic enzymes triosephosphate isomerase from Pyrococcus woesei 
(PwTIM) and citrate synthase from Sulfolobus solfataricus (SsCS). P. woesei 
is a strictly anaerobic, heterotrophic Archaeon, originally isolated from 
sediment samples obtained from marine solfataric vents [Zillig et at, 1987] and 
grows optimally at a temperature of approximately 100°C and neutral pH. S. 
solfataricus was isolated from the low pH environment of hot mud pools near 
Naples [De Rosa et al, 1975] and is a facultative autotroph, exhibiting an 
optimum growth temperature of 87°C. Due to their high growth temperatures, 
these Archaea are classed as hyperthermophilic, and as such, contain 
enzymes adapted to extreme temperatures. - Elucidation of the crystal 
structures of enzymes from these hosts should therefore further our knowledge 
of Archaeal proteins, and highlight structural features which could confer 
protein hyperthermostability.
1.2 The Archaea
The discovery of the Archaebacteria, reported in 1977 [Woese & Fox, 1977] 
was the result of initial studies based on the sequences of 16s/18s rRNA 
(reviewed [Woese, 1987, Olsen & Woese, 1993]) enabling classification of 
these micro-organisms via comparisons at the molecular level. This led to the 
proposal of division of organisms into three domains of life, namely Eukarya, 
Eubacteria and Archaea, [Woese et al, 1990] with the acceptance that the
l
Archaea were a phylogenetically distinct group with respect to the other two 
domains (see figure 1.1). The evolutionary relationships between these three 
domains has been discussed extensively [Woese, 1993, Doolittle, 1995, 
Keeling & Doolittle, 1995, Brown & Doolittle, 1997], with Archaea being 
morphologically more similar to Bacteria, yet phylogenetically more closely 
related to the Eukarya [Brown & Doolittle, 1997]. The phylogenetic relationship 
seen in figure 1.1 holds for both rRNA and Informational molecules’ within the 
ceil. However, indications of the occurrence of horizontal gene transfer 
throughout evolution probably explain the more conflicting picture observed for 
other proteins involved in central metabolism and cell pathways [Olendzenski & 
Gogarten, 1998].
The Archaea span a broad range of phenotypes, existing in extreme 
environments; including the halophiles (growing in salt concentrations 
approaching saturation), acidophiles (growing in pH environments as low as pH 
0), those adapted to extremes of temperature, being classed as psycrophiles 
(growing optimally in temperatures <10°C), thermophiles and 
hyperthermophiles, (the latter exhibiting optimum growth temperatures above 
80-85°C) and others such as those of a barophilic phenotype (growing in 
extremes of pressure, typically in deep sea environments).
The Archaea are of interest for phylogenetic reasons, being thought to be one 
of the most primitive forms of life, but also, because of the extreme 
environments which they inhabit, the study of proteins from these organisms 
can give insight into the structural basis of adaption to extremes of 
temperature, salinity, pH and pressure. Thermostable proteins can be put to 
use in biotechnological applications [Danson et al, 1991, Cowan, 1992, 
Herbert, 1992, Adams et al, 1995] with examples such as DNA polymerases in 
the polymerase chain reaction (PCR), a wide range of biocatalysts, and 
proteases in washing powder. Although this topic has been well discussed, it 























Figure 1.1: 16s based rRNA rooted universal phylogenetic tree showing the three 
domains [Schonheit & Schafer, 1995] and specifically those lineage's defined as 
hyperthermophilic (bold lines). Only two of these lineage's are from the Bacterial 
domain; Aquifex and Thermotoga.
1.3 Biological Context
The enzymes of central metabolism are of particular interest because their 
ubiquity in nature makes them excellent for comparative study. There are 
however several differences between central metabolism in the Archaea, and 
that of Eukaryal and Bacterial organisms. This has been reviewed concerning 
the different phenotypes mentioned above, [Danson etal, 1989, 1991 & 1993] 
and metabolism specifically in hyperthermophiles has also been more recently 
reviewed [Schonheit & Schafer, 1995].
The classical Embden-Meyerhof glycolytic pathway is that seen in eukaryotic 
cells and many anaerobic Bacteria. The enzyme phosphofructokinase (which
3
catalyses the conversion of fructose 6-phosphate to fructose 1,6- 
bisphosphate) is absent in many aerobic bacteria, and therefore glucose 
catabolism goes via an alternate route in these organisms (the Entner- 
Doudoroff pathway). Both these pathways are shown in figure 1.2.
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Figure 1.2: Pathways of glucose catabolism in Eukarya and Bacteria [Danson et al, 
1991]. The classical Embden-Meyerhof glycolytic pathway, (single line), and the 
Entner-Doudoroff pathway (double line). The pentose-phosphate pathway which 
metabolises glucose for the generation of NADPH and pentose and tetrose sugars is 
also shown (dotted line).
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Glucose is catabolised slightly differently amongst archaeal organisms. Many 
halophiles, such as several of the Halobacterium species [Tomlinson et al, 
1974], have a modified Entner-Doudoroff pathway. It has also been 
demonstrated that the thermoacidophiles Thermoplasma acidophilum [Danson, 
1989, Budgeon & Danson, 1986] and Sulfolobus solfataricus [De Rosa et al, 
1984] catabolise glucose via a non-phosphorylated Entner-Doudoroff pathway. 
These Archaeal pathways can be seen in figure 1.3.
Glucose
NAD(P)*
-  NAD(P)H ♦ H*
Glucose-6-phosphate 











Pyruvate" Glyceraldehyde 3-phosphate Pyruvate Glyceraldehyde
L —  Pj + NAD* I
|^-*-NADH + H* NADP* ~ ^  ]
1,3-Bisphosphoglycerate
\ l  ADP
IK -* -A T P
k
N ADPH+ H * ^ -
1





\ l —  ADP 
^-*-ATP 
Pyruvate
Figure 1.3: Pathways of glucose metabolism found in Archaea [Danson etal, 1991]. The 
modified Entner- Doudoroff pathway as seen in some halophiles (single line) and the 
non-phosphorylated Entner-Doudoroff pathway observed in the acidophiles (dotted line). 
The Entner-Doudoroff pathway is also shown here (double line).
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Studies on Pyrococcus furiosus, [Schafer & Schonheit, 1993] have revealed 
that in addition to enzymes of the non-phosphorylated Entner-Doudoroff 
pathway of the thermoacidophiles, evidence was found for the existence of a 
modified Embden-Meyerhof pathway (with the enzyme phosphofructokinase 
being dependent on pyrophosphate instead of ATP) for glucose catabolism. It 
has also been demonstrated that although enzymes are present for both 
pathways, glucose catabolism only appears to proceed via the modified 
Embden-Meyerhoff route [Selig et al, 1997] (figure 1.4). It should be noted that 
there is no net yield of ATP in glucose catabolism via either the modified 
Embden-Meyerhof pathway of P. furiosus or the non-phosphorylated Entner- 
Doudoroff pathway of S. solfataricus.
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Figure 1.4: The Modified Embden-Meyerhof pathway present in P. furiosus compared 
with that seen in thermophilic bacteria [Schonheit & Schafer, 1995]. (HK; hexokinase, 
PFK; 6-phosphofructokinase, GAP:Fd OR; glyceraldehyde-3-phosphate ferredoxin 
oxidoreductase, PGKphophoglycerate kinase and GAPDH; glyceraldehyde-3-phosphate 
dehydrogenase)
6
Gluconeogenesis from acetyl-CoA or pyruvate has been shown to occur via 
the reversal of the Embden-Meyerhoff pathway In many hyperthermophiles 
[Schonheit & Schafer, 1995].
Pyruvate is oxidatively decarboxylated to yield acetyl-CoA via 
pyruvate:ferredoxin oxidoreductase in all hyperthermophiles studied to date 
[Schonheit & Schafer, 1995]. Acetyl-CoA then enters the citric add cyde 
(figure 1.5), being the final stage in the oxidation of metabolites to produce 
NAD(P)H and FADH2, (linked with the generation of ATP) and the starting point 
for many biosynthetic pathways. The dtric add cyde is operative as either an 
oxidative, reductive, or partial cyde in many organisms and the extent to which 
it is important varies depending on both organism and environment Under 
aerobic conditions, it has been shown that SL..olobus operates this pathway 
[Danson, 1988]. In the anaerobic Pyrococcus furiosus growing on sugars and 
peptides, it has been shown that pyruvate is fermented to acetate, after initial 
conversion to acetyl-CoA [Schafer & Schonheit 1991] providing a net gain in 
ATP. The dtric add cyde is therefore present only as a partial cyde in this 
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Figure 1.5: The citric add cyde [Danson, 1993].
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1.4 Triosephosphate Isomerase (TIM)
1.4.1 Metabolic Role
TIM catalyses the interconversion of D-glyceraldehyde-3~phosphate (D-GAP) 
and dihydroxyacetone phosphate (DHAP) in the pathways of glucose 
catabolism described in section 1.3. The reaction proceeds via an enediol 
intermediate (below). This isomerisation allows the utilisation of all carbon 
units generated by aldol cleavage, in the previous step of the pathway. The 
reaction intermediate is stabilised by a flexible protein loop, and the two 
enolisations are mediated by a catalytic add and base [Knowles, 1991].




Figure 1.6: The reversible isomerisation reaction catalysed by TIM (The catalytic base 
(B") being Glu 167 and catalytic add (HA) His 95) [Lodi & Knowles, 1991] (see also 
figure 1.7).
TIM represents one of the simplest and most effident enzymes, with the rate of 
reaction limited by the diffusion rate, and being 1010 fold faster than the non- 
enzymatic base catalysed conversion. TIM is therefore often referred to as the 
‘perfect enzyme’, [Knowles & Albery, 1976] however it is dear that factors such 
as electrostatic steering due to interaction potential in the active site, can be 
responsible for enhancement of these rate limits [Wade, 1996, Zhou et al, 
1997]
8
TIM has also been of interest for rational drug design projects with both the 
Trypanasoma brucei [Operdoes et at, 1988] and malarial parasite Plasmodium 
falciparum [Velanker etal, 1997] glycolytic systems being studied.
1.4.2 Structure
The structure of triosephosphate isomerase is highly conserved across 
Bacteria and Eukarya, with a monomer of approximately 250 amino adds 
comprising an inner core cylinder of eight twisted parallel p-strands 
interconnected by eight a-helices (figures 1.8 and 1.9). All known bacterial and 
Eukaryal TIMs exist as homo-dimers with a total molecular weight of 
approximately 50-60kDa (the exception being the tetrameric fusion protein of 
PGK/TIM from Thermatoga maritima [Schurig et al, 1995]). Loop regions 
(numbered 1-8) at the face of the barrel (comprising those connecting the C- 
termini of the p-strands with the N-termini of the adjacent helix) contain most of 
the active site residues; the catalytic residues His 95 (loop 4), Glu 167 (loop 6) 
and the phosphate binding sites being Lys 13 (loop 1) and main chain NH 
groups (loops 6 and 7 and helix 8) [Lolis & Petsko, 1990, Noble et al, 1991, 
Davenport et al, 1991, Wierenga et al, 1991]. The dimer interface interaction 
(loops 1-4) involves a long loop (loop 3) which protrudes into a hydrophobic 
pocket near the active site of the other monomer [Alber et al, 1981] (see figure
1.9). The contrast between the structural a/p core of the TIM Barrel, with 
functional residues which reside within the loops, make it a good model on 
which to perform mutational studies, possibly altering enzymatic function, 
without affecting the stability of the enzyme as a whole [Borchert et al, 1995]. 
The (a/p)8 TIM barrel is also the most frequently occurring motif found in 
proteins [Branden, 1991], and is a common structural scaffold for enzymes 
which perform a diverse range of functions [Reardon & Farber, 1995]. The 
sequence homology of these different TIM Barrel enzymes is quite low in most 
cases, despite the highly conserved 3-D structure, and studies on their 
possibly divergent evolution has also been reviewed [Branden, 1991 .Farber & 
Petsko, 1995]. There are currently eight published structures of TIM from both 
Eukaryal and Bacterial sources, however there is no data on the structure of 
Archaeal TIMs. There are six known structures of TIM isolated from mesophilic
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sources; chicken muscle [Banner etal, 1975], Trypanasoma brucei [Wierenga 
et at, 1987] , Yeast [Lolis et al, 1990] , Escherichia coli [Noble et al, 1993] 
human [Mande et al, 1994] and Plasmodium falciparum [Velanker et al, 1997]. 
The structure of TIM from the thermophilic bacterium Bacillus 
stearothermophilus [Delboni et al, 1995], (which exhibits an optimum growth 
temperature of 65°C) and the psychrophilic bacterium Vibrio marinus [Alvarez 
et al, 1998] have also been published. It has been reported that structures 
have been determined for Leishmania mexicana TIM and the thermophilic 
Thermotoga maritima TIM but are not yet in publication [Alvarez et al, 1998]. 
The authors report that a study on thermostability of TIMs is currently being 
carried out on these enzymes. There are also crystal structures of several 
mutant enzymes [Joseph-McCarthy etal, 1994, Borchert etal, 1995].
1.4.3 Reaction Mechanism
The reaction mechanism and kinetics have been extensively studied by a 
range of techniques in biochemistry and molecular biology, in addition to 
structural studies with X-ray crystallography and NMR using wild-type and 
mutant enzymes. Key residues in the active site are glutamate 167 acting as a 
base, and histidine 95 as an add [Joseph-McCarthy et al, 1994, Lodi & 
Knowles, 1991, Komives et al, 1991, Davenport et al, 1991]. Lysine 13 has 
also been shown to be instrumental in the binding of substrate [Lodi et al, 
1994] (numbering according to T. brucei). An additional feature of the reaction 
mechanism is the conformational change of the active site on the binding of 
substrate, concerning a major shift in a flexible eight residue loop region (loop 
6) which moves 7A between “open" and “dosed" conformations, thus binding 
and stabilising the reaction intermediate [Joseph etal, 1990].
All interactions between substrate analogues and protein have been found to 
involve atoms of a single subunit, and therefore both active sites function 
independently [Wierenga et al, 1992]. However, it is known that TIM is only 
active as a dimer [Waley, 1973] and therefore studies were carried out to 
investigate this further by creating mutants which impede dimer formation 
[Mainfroid et al, 1996]. Mainfroid et al created three mutant TIMs which
10
interfered with the monomer-dimer equilibrium to differing degrees. The 
structure of an engineered monomeric TIM (via deletion of loop 3) has been 
determined [Borchert et al, 1993] and was shown to fold as a TIM barrel, 
however these mutational studies demonstrated the importance of dimerisation 
in maintaining integrity of the active site.
The similarity between the reaction mechanism of TIM with that of citrate 
synthase (section 1.5) have been discussed [Remington, 1992a] as both 
acid/base mechanisms involve the deprotonation of a carbon atom, with only 
the weak acids and bases of the amino-acid sidechains, and in the absence of 
metal ions. In the case of TIM, it is most likely that the high energy neutral 
enediol (and or enediolate) intermediate is generated by a concerted reaction, 
with His 95 acting as an add, with Glu 167 «<s the base, abstracting a proton 
from DHAP. Surprisingly, although His 95 acts as an add, it has been shown 
that the imidazole ring remains neutral over the entire pH range of activity [Lodi 
& Knowles, 1991] (and a similar situation is likely to be present in dtrate 
synthase). The following isomerisation generating D-GAP is simply the reverse 
of this reaction (with the add and base roles reversed). This proton ‘shuttling’ 
can be earned out with minimal movement of the catalytic sidechains [Knowles, 
1991, Wierenga et al, 1992] (a suggested mechanism can be seen in figure 
1.7).
Figure 1.7: A possible mechanism for the readion catalysed by TIM, suggesting the 
role of the (neutral) imidazole group of His 95 [Lodi & Knowles, 1991].
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1.4.4 TIM from P. woesei and Homology with known TIMs
The derived protein sequence of P. woesei TIM comprises 224 residues 
[Kohlhoff et al, 1996] (with a monomer Mr.= 24 657 Da) and is the shortest TIM 
sequence known to date. In addition, ultracentrifugation and gel filtration 
experiments have suggested that TIM from P. woesei exists as a homo- 
tetramer. Similar experiments on TIM from Methanothermus fervidus (optimum 
growth temperature of 83°C) have also suggested that this enzyme is homo- 
tetrameric [Kohlhoff et al, 1996]. As these results are contrary to those found for 
Eukaryal and Bacterial TIMs (being homo-dimeric), it has been proposed that 
this higher state of aggregation is in fact correlated to an increase in 
thermostability, due to a reduction in exposed surface area and increased 
intersubunit contact. Also, the molecular mass of TIM fom the mesophilic 
methanogen Methanobacterium bryantii suggests that this enzyme is homo- 
dimeric [Reinhard Hensel, private communication], giving further evidence that 
the tetrameric TIM is not simply an Archaeal feature. PwTIM also displays 
rather low homology with respect to the Bacterial and Eukaryal TIMs. Pairwise 
sequence identities with the ‘structural’ TIMs range from 20.8% (B. 
stearothermophilus) to 26.5% (T. brucei). In comparison, known Bacterial and 
Eukaryal sequences share an identity of approximately 40%. However, when 
PwTIM is aligned with the enzyme from the hyperthermophilic Archaeon M. 
Jannaschii this gives a sequence identity of 65%, suggesting the possibility that 
the latter enzyme may also exist as a homotetramer. A structure based 
sequence alignment can be seen in figure 1.10 showing the conserved catalytic 
and dimer interface binding residues). Structural comparison of the TIM dimers 
displayed an average RMS distance of 1.5A for 480 alpha-carbon atoms, with 
the major differences occurring in several loop regions. The largest apparent 
deletion in sequence (in both the P. woesei and M. jannaschii sequence) occurrs 
in the region containing a large part of helix 5 and the following loop (see figure
1.9). This region is shown to protrude into solvent in the dimeric structures, and 
may be involved in the formation of the tetramer. Full structural analysis should 




loop 6 active site











Figure 1.8: Schematic diagram of a TIM Monomer showing explicit labelling of the 8 
loop regions connecting C-termini of p-strands with the N-termini of subsequent a- 
helices. Black spots show the location of interface residues. [Wierenga et al, 1992]
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Figure 1.9: Ribbon diagram showing two orientations of the E. coli TIM homo-dimer, 
highlighting the location of helix 5 and the following loop (pale green) which may be 
involved in intersubunit contacts of the PwTIM tetramer. The diagram was created 
using MOLSCRIPT [Kraulis, 1991].
14
~tll_











A PlfflK F F V G 
A P S R K  F F V G
A T F F V G
M S  K Q P 1 A A
M H P L V M
M R K P 1 1 A
MA R K Y F V A
1 T R K L 1 L A
M aH P V V M
M L 1 V
A K L K E P I I
D K K S L 8 E O  H T L N G A  K L S  A D T E V  
R K O S L G E y  Q T L N A A  K V P  A D T E V  
S K Q S I K E I V E R L N T A  S I P  E N V E V  
) Q S  L S EITII 0 L F N S T S I N  H D V Q C|jt 
I H M V H E  Lj v S N L  R K E L A G V  A G C A V
t l a e a v q  -"v e d v k g h  v p p a o e v i  s
IT L E 8  I K S H T N S F N N  L 0 F D P S K 1 0 V  
T I S E A K K • V S L L V N E L H D V K E F E I  
|S K E MV  V DlLlL N G L N A E L E G V T G V D V  
E S I  G N R G L E I  A K I A E K V S E E S G I  T I 













1 F A R Q K L  D 
D F A R Q K L  D
Jy s v s l v k k
. M T K E R L  S 
I A K R E A'  E 
D R L V Q A A  D
Jh t r k l l  q  
E V a E i L s 
L A E R T L T E A Q S A I  
Ml  V E N V  NI
A K r iG  V A 
P k |U a  V A 
P Q V T V G 
H P K F V I  A 
G S h D m l  G 
q t d l k i  g
S K F S T G
G R N
R Ml  A E S V




1 C Y K V P K  
C Y K V T N  
A Y L K A S  
A I A K S 
. V N L N L S 
_ M  H F A D Q  
(NlV S K F G N  
| N V F Y E 0 Q 
j T D L N N S 
I O N I  N P 
I D P I  K P
5l P A M I
P G M I A T WV
V 0 Q I A K WV
A Q Y I
P V ML V T Y V
I E Y V
P L ML V E Y V
P A ML A T H I
C K G T




























E c o li






E K (VI 
E K 






V F E ISlT K A I A D N V
V F E
V E R
V L T CAR
V A S 
V I  T K
V E K
M A lyJC A R [Q
T K V I A 0 N V 
L N A V L E E V  
A A I A K K L K 
D A V L K T Q G A  
V E K A L A G L  T 
V K A F V D L I  
V R E G F Y G L D K  
L D A V I  N T Q G
±18A_
D WS K V 
D WS K V|V 
D WT N V V 
K A D W A K V V I  
A A F E G A |V I 
P E Q V K Q A  
0 N F D N V 
E E A K R V  
V E A L  E G A F I  
A L S P D Y I 
A L N P 0  Y V
idfib
G W L K S H V S D A V A  
G W L K S N V S D A V A  
K F L A S K L G D K A A  
S W V S S K I  G A D V A  
D H I A  K V 0 A N I A 
S V V S R L F G P E A A  
Kl  V K D T C G E K Q A
k l l s e m y o e e t a  
a h i a e k  s e a v a Jk n v
A V K E I N  K D V
L V K K V N  p e v
P1v (Wa G T <3 KIT 
G T G k It  
G T  G 
G T  G 
G T  G K  
G T  G K  
G T  G 
G T G 
G T  G 




fi-L-SJi p v S K A K P £ V I
Y g <Ss v ]t  g g
Y G G S VI T G A
Y G G S
Y G GS
Y G G S V
Y G G S V
Y G G S
Y G G S 
G
K V L CIGIA G I S K G 
K V L C G A G I S T G
C K E L A S 
C K E L A S  
A V T F K 0
A R T L Y Q
A A E L F A
N I R 0 F L A
C S S L I Q








0 V K A












G G A S L 
G G A S L 
G G A S L ADA
A K S
A K N
S G V T
E (FlV D F ll N A K H 
N A K Q  
N S R N 
K A T Q 
V K A A E A A K Q A  
V  E A G R H E 
II K S A M 
A R I MR G V  I S 
_  K A A A E A K A  
E E A I  R E L I  K F I  
Q R S R E G D M G S C F G N N
Figure 1.10: Structure based sequence alignment of PwTIM with the other structural 
TIMs and TIM from M jannaschii. Identical residues are boxed, functional residues 
K13, H95 and E167 are shown in red and fully conserved interface residues are in 
green. Structural alignment (of the first 6 structures) was carried out with COMPOSER 
[Sutcliffe et al, 1987] and aligned with the other sequences using MULTALIGN [Barton, 
1990] (with a structure dependent gap penalty of 20) using DSSP [Kabsch & Sander, 
1983] to allocate secondary structure. This was displayed using ALSCRIPT [Barton, 
1993].
KlClDPlRFlAlS I 
K L 0 E rIeJa G I
L C I G E .S  0 A Q N E-A^L 
|V C T N N  I N T S K A V A  
vlC.S N N P A V S A A V A
I GQ|5T
I G Q  
I A 0
V A 0 
I A K
V N K
V R E 
I N R
V A K 
I E A
V A H A L A
V A H A L A
T K F A L G
V A A A V A
IF A V L K E
V L A A F T
I Q A S L K
V K A V L E
F A F L K E
I N K C K N




As discussed in section 1.3, the citric add cyde is the final stage in the 
oxidation of foodstuffs to carbon dioxide, with the generation of NADH linked to 
the production of energy in the form of ATP. Secondly, the cyde also 
produces precursors for biosynthesis [Krebs et a/, 1952]. After acetyi-CoA is 
formed from pyruvate, dtrate synthase catalyses the condensation of 
oxaloacetate OAA and acetyl CoA to form dtrate and CoA (below) involving 
the creation of a carbon-carbon bond and fadiitating the entry of carbon into 
the dtric add cyde. It is therefore regarded as the first enzyme of the cyde, 
and thus plays an important regulatory role [Weitzman & Danson, 1976].
Figure 1.11: The reaction catalysed by citrate synthase [Remington, 1992b].
1.5.2 Structure
Initial analysis of the sizes of dtrate synthase from various sources revealed 
that they can be divided into two groups; large and small [Weitzman & 
Dunmore, 1969]. The small form of the enzyme found in Eukarya, gram- 
positive Bacteria and Archaea is homo-dimeric in structure, however, gram- 
negative bacteria contain the large dtrate synthase which is hexameric 
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(M.W.- 40-50kDa), with both large and small enzymes containing ‘catalytic 
dimers’.
As with TIM there is a very large sequence database and crystal structures 
determined for several organisms. Crystal structures are available for several 
complexes and crystal forms of the liganded (closed) and unliganded (open) 
forms of the pig heart [Remington et al, 1982] and chicken heart [Remington et 
al 1982, Liao et al, 1991] enzymes. There are also structures determined for 
the thermophile Thermoplasma acidophilum [Russell et al, 1994], the 
hyperthermophile Pyrococcus furiosus [Russell et al, 1997], and the 
psychrotolerant bacterium, DS23R [Russell etal, 1998].
Crystal structure analysis has shown that dtrate synthase is almost entirely an 
a-helical protein, with only a small region of p-sheet. Each monomer 
comprises a large and small domain. As the structure of the Sulfolobus 
solfataricus enzyme is reported here, it is described in more detail in chapters 
six and seven, and compared with the previously determined structures 
(above).
1.5.3 Reaction Mechanism
The catalytic mechanism has been studied using site-directed mutagenesis 
[Hanford et al 1988, Kurz et al, 1992]. Studies on the pig enzyme have shown 
that it is only active as a dimer, due to the fact that active site residues reside 
on both monomers. Structures of the liganded form of pig dtrate synthase 
showed that the substrates bind in a deft between large and small domains, 
with large conformational changes taking place on substrate binding. The 
initial binding of oxaloacetate, initiates the movement of the small domain 
relative to the large, giving the dosed form of the enzyme, and this coinddes 
with a twenty-fold increase in binding constant for acetyl-CoA [Johansson & 
Peterson, 1974].
The reaction mechanism is thought to proceed via an add/base mechanism 
[Remington, 1992a & b]. It does this by an initial enolisation (deprotonating the
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methyl group of acetyl-CoA) followed by a condensation reaction in which the 
carbanion attacks the carbonyl group of oxaloacetate, producing dtryl-CoA. 
The final stage involves a thioester hydrolysis resulting in the formation of 
products. The rate limiting step is the formation of the enol intermediate of 
acetyl-CoA. This mechanism is shown in figure 1.12. The catalytic residues 
involved in the reaction in the pig enzyme are thought to be histidine 274, 
(residing on the large domain) histidine 320, and aspartate 375 (from the small 
domain). Of the total 11 residues involved in substrate binding and catalytic 
action of the pig citrate synthase, 8 are conserved in the known Archaeal 
enzymes. In the initial concerted process, histidine 274 acts as an add, 
protonating the carbonyl oxygen (on acetyl-CoA) while aspartate 375 acts as a 
base to deprotonate the methyl group. The neutral enol intermediate also 
reacts via an acid/base catalysis interaction (with histidine 274 acting now as 
the base and histidine 320 as the acid) with the formation of the carbon-carbon 
bond by attack on the carbonyl group of oxaloacetate. A proposed mechanism 
for the final hydrolysis stage of citryl-CoA involves attack of the thioester group 
by an activated water molecule, with concerted deprotonation followed by 
protonation of histidine 274. The initial base abstracted proton is then 
transferred to the CoA to give the final products [Remington, 1992a]. There is 
debate over the origin of the active base in this stage.
It is of interest to note that analysis of the Vmax values for the pig, T. 
acidophilum and P. furiosus dtrate synthases at their operating temperature 
(281 ± 23 for pigCS at 37°C, 100± 14 for 7aCS at 60°C, 226± 12 for PfCS at 
90°C (units being pmol product formed per minute per mg protein) show that 
the increase in stability may be at the expense of catalytic activity [Russell et 
a/, 1997].
The different types of dtrate synthase (large and small) also demonstrate 
alternative methods for regulation of energy production; the small citrate 
synthases have been shown to be regulated by isosteric inhibition of ATP, 
whereas the large dtrate synthases are generally inhibited allosterically by 
NADH [Weitzman & Danson, 1976]. In contrast to this control via nudeotide 
inhibition, facultatively anaerobic organisms (where the cyde is operative
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purely for biosynthesis) are inhibited by 2-oxoglutarate [Weitzman & Dunmore, 
1968].
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Figure 1.12a: Catalytic Mechanism of the condensation reaction catalysed by citrate 
synthase [Remington, 1992b].
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Figure 1.12b: Catalytic Mechanism of the hydrolysis reaction catalysed by citrate 
synthase [Remington, 1992b].
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1.5.4 Citrate Synthase from S. solfataricus and Homology with known CSs
The gene for S. solfataricus citrate synthase was cloned, sequenced and 
overexpressed in E. coli, with the simple purification of a heat step followed by a 
dye-ligand affinity chromatography column [Connaris et al, 1998]. The amino- 
acid sequence comprises 378 residues, (Monomer MW. = 43 kDa) being 37 
residues shorter than the pig enzyme, but more similar in length to the other 
Archaeal citrate synthases. The enzyme is also homo-dimeric, as with the other 
Eukaryal, Archaeal and gram positive Bacterial enzymes. In general, citrate 
synthase sequence identities between domains are between 20-30% (although 
the Bacterium DS23R has an identity of 41% with the Archaeal sequence from 
P. furiousus) and identities within domains tend to be in the range of 45-60%. 
Of the structural citrate synthases, the T. acidophilum sequence displays the 
highest sequence homology with that S. solfataricus sequence (with an identity 
of 57%) and as the former crystal structure has already been determined 
[Russell et al, 1994], the S. solfataricus structure was therefore expected to be 
very similar (again, a more thorough sequence and structural analysis is carried 
out for the structural citrate synthases in chapter seven, and a structure based 
sequence alignment of the structural citrate synthases can be found in figure 
7.6).
1.6 Structural Features Involved in Protein Thermostability
1.6.1 Introduction
We have chosen to study protein thermostability by making comparisons from 
crystal structures of both mesophilic and thermophilic proteins. This work can 
also be carried out in conjunction with Site Directed Mutagenesis (SDM) 
experiments to remove supposed stabilising interactions from heat stable 
proteins, with the ultimate aim to engineer stability into mesophilic proteins. The 
main forces involved in protein folding have been reviewed [Dill, 1990]. There is 
only a marginal difference in free energy (A G F0Ld) between folded and unfolded 
states of any protein at a given temperature, T (below); typically 5-15
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kcal/mol protein [Privalov, 1979], reflecting the balance between the need for 
protein stability and for enzyme turnover in vivo.
AGfolo (T) b Gn a tiv e  (T) - Gd e n a tu re d  (T)
Stabilisation of the protein is achieved by many cumulative weak forces, 
including hydrogen bonds, hydrophobic, electrostatic, and Van der Waals 
interactions and the main opposing force is the conformational entropy of the 
protein chain. Altering only a few subtle interactions can therefore make a 
difference to the overall stability [Mathews, 1993]. Figure 1.13 [Dill et at, 1989] 
shows the temperature dependence of the hydrophobic effect and 
conformational entropy. The hydrophobic effect is thought to be the major 
driving force [Kauzman, 1959] for protein folding, and its contnoution to AGfold 
(or AFt  using the convention of Dili et al in figure 1.13) is shown to increase 
towards a maximum (most negative) at around 100°C. The conformational 
entropy is positive and has little temperature dependence at lower 
temperatures, but increases at higher temperatures. It is likely that heat 
denaturation is mainly driven by the increase in conformational entropy of the 
protein chain at higher temperatures, whereas cold denaturation is likely to be 
driven by a weakening of hydrophobic interactions at lower temperatures [Dill 
et al, 1989].
-tas,
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Figure 1.13: Calculated conformational entropy (-TASc) and hydrophobic (AF<|>) 
contributions to the free energy of folding (AFt) as a function of temperature [Dill et a!, 
1989].
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Since the initial studies were carried out on the crystal structures of ferredoxins 
[Perutz & Raidt, 1975] there has been a vast increase in the number of protein 
structures from thermophilic organisms in recent years. The observations 
made on elucidation of these thermophilic structures are of particular value if 
they can be compared to equivalent proteins from mesophilic systems. 
However, caution is required when interpreting observations as it is often 
assumed that thermal stability corresponds directly to the growth temperature 
of the organism, and this is not always the case [Vihinen, 1987]. The overall 
fold of a given protein obtained from different sources, tends to be very similar 
and it is therefore a combination of many subtle effects which may accumulate 
to give a protein tolerant to extremes of temperature. Several predominant 
trends have been observed in the structures of thermostable proteins, and their 
correlation to protein thermostability has been reviewed extensively [Russell & 
Taylor, 1995, Goldman, 1995, Vieille & Zeikus, 1996, Rees & Adams, 1995, 
Jaenicke et al, 1996]. Particular proteins have been shown to exhibit the 
various stabilising features to differing degrees.
Many of the observations are involved with improvement of packing of 
hydrophobic core or increase in the chain rigidity (particularly in moderate 
thermophiles). It is obvious however that a balance must be obtained between 
the increased compactness or rigidity necessary for increased thermostability, 
with the need for a certain amount of flexibility which must be retained in order 
for a protein to perform its functional or structural role in vivo. In 
hyperthermophilic proteins, electrostatic interactions are emerging as the most 
common mechanism by which increased stability is achieved [Vogt et al, 1997, 
Spasso vetal, 1995].
Differences at the amino add level obviously dictate differences in tertiary 
structure and the discussion below concentrates on some of the observations 
made from both sequence, crystal structure and SDM studies, and the 
implications to protein stability with respect to the forces involved.
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1.6.2 Amino-Acid preferences in thermophilic proteins
Many of the initial studies (particularly in the absence of many 3-D structures) 
concentrated on the preferred amino-acids in thermophilic proteins. Menendez- 
Arias and Argos proposed hot-to-cold exchanges observed in six protein families 
with results suggesting main stabilising features being due to decreased 
flexibility and increased hydrophobicity in areas of secondary structure, 
particularly helices and subunit interfaces [Menendez-Arias and Argos, 1989]. 
Amongst the most noted exchanges were that of lysine to arginine and several 
other substitutions leading to 'alanine rich’ helices which increase rigidity 
maximising hydrophobic contacts (e.g. gly->ala, ser-»ala, lys->ala, thr->ala). 
The lysine to arginine exchanges were previously quantified as an increase in 
R/(R+K) ratio with increasing growth temperature of organism [Merkler et al, 
1981]. Mutation of lysine to arginine in several proteins has been shown to 
increase stability, and it is proposed that this is due to the increased hydrogen 
bonding potential of the guanidinium group [Mrabet et al, 1992]. Zuber et al also 
suggested an exchange of polar amino acids in mesophilic enzymes for 
hydrophobic and charged residues in thermophiles [Zuber et al, 1988]. These 
preferences are likely to be site specific [Russell & Taylor, 1995].
A general reduction in the number of ‘thermolabile’ residues with increase in 
temperature has been observed in some proteins [Menendez-Arias & Argos, 
1989, Russell & Taylor, 1995], mainly due to the possibility of oxidation of 
cysteine and methionine and deamidation of asparagine and glutamine at high 
temperatures. Studies on deamidation of asparagine and glutamine residues 
have suggested some of the other stereo-chemical features involved, 
[Kossiakoff, 1988, Daniel et al, 1996] and the importance of the neighbouring 
side chains which can alter the likelihood of formation of the cyclic imide 
intermediate neccesary for deamidation to occur.
Other specific amino-acid preferences are discussed in the following sections 
with regard to specific interactions.
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1.6.3 Stability of alpha helices
The stability of alpha helices has been much studied in terms of the 
propensities of particular amino-acids for different intra-helical positions 
[Menendez-Arias & Argos, 1989, O’Neil & Degrado, 1990 , Serrano et al 1992, 
Horovitz et al 1992] and preferred helix ’capping’ residues, particularly where 
stabilising charge-dipole interactions are present [Nicholson et al, 1991, 
Richardson and Richardson, 1988, Forood et al 1993, Fersht & Serrano, 
1993]. There is also evidence to suggest that helices are stabilised by i(i+3) 
and i(i+4) glu-lys salt bridges [Scholz etal, 1993, Lyu etal, 1992]
Several other proteins have shown high extent of helix stabilisation, (e.g. 
increase of alanines in helices in thermophile [Kelly et al, 1993]) however, a 
recent study on the helices of thermophilic proteins has demonstrated that only 
one trend was conserved across different protein families where crystal 
structures were currently available; the absence of beta-branched residues at 
an intra-helical position due to the unfavourable torsion angles which they 
introduce [Facchiano etal, 1998].
1.6.4 Conformational Entropy of the Unfolded State
Many of the methods by which a protein may achieve stabilisation may seek to 
lower the conformational entropy of the unfolded protein. Shortening of the 
protein chain (which is most likely to occur in loop regions, due to a need to 
conserve secondary structure) should also serve to decrease the 
conformational entropy by restricting the number of conformational states of 
the unfolded protein. The conformational entropy of a protein may also be 
reduced by rigidifying the chain; the introduction of proline residues into loop 
regions and beta turns via site-directed mutagenesis [Mathews et al 1987, 
Hardy et al, 1993, Watanabe et al 1991, 1994, 1997, Bogin et al, 1998] has 
been shown to have stabilising effects. Watanabe et al have also shown this 
effect to be cumulative [Watanabe et al 1994] and confirmed deductions with 
analysis of the crystal structure [Watanabe et al 1997]. Prolines at an internal 
helical position however, break at least two hydrogen-bonds and thus should
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destabilise a helix [Richardson & Richardson, 1988)]. An increase in the 
number of proline residues has been observed in loop regions of other 
thermophilic structures [Delboni et al, 1995, Russell et al, 1998]. Conversely, 
glycine should have a destabilising effect due to the increased flexibility 
introduced [Horovitz et al, 1992, Mathews et al, 1987]. Imanka et al 
demonstrated an increased thermostability in B. stearothermophilus neutral 
protease via a single glycine to alanine replacement [Imanaka et al, 1986]. 
However, this situation is complicated by the fact that a glycine residue may be 
present in a position which allows the mainchain to adopt a conformation which 
will result in better packing or other more favourable interactions in the folded 
protein [Komdorfer et al, 1995, Ishikawa et al, 1993]. In addition it has been 
indicated that glycine is favourable at the C-termini position of helices where it 
satisfies the H-bonding potential of the mainchain N-H groups by allowing 
exposure to solvent [Richardson & Richardson, 1988].
1.6.5 Packing Efficiency
The overall compactness of a protein can be reflected by a low surface area to 
volume ratio, [Chan et al, 1995] increased packing density [Britton et al, 1995] 
with fewer solvent exposed residues and internal cavities (or total cavity 
volume) in addition to shorter loop regions when compared with the mesophilic 
protein. This should result in improved hydrophobic packing in the core of the 
protein (see 1.6.6) and better Van der Waals interactions [Privalov & Gill, 
1989].
Loop regions have a tendency towards higher mobility than regions of 
secondary structure and molecular dynamics simulations have proposed that 
turn and loop regions are likely to be initiating sites for protein unfolding 
[Dagget & Levitt, 1993] suggesting a need for either shortening or additional 
stabilisation in thermophilic proteins. The shortening of loop regions between 
areas of secondary structure has been observed in thermophilic citrate 
synthases [Russell etal, 1994 & 1997].
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Studies have been carried out on high resolution protein structures to 
investigate the occurrence and role of internal cavities in proteins [Hubbard et 
al, 1994]. Cavities have been shown to be almost always present in proteins 
over -'100 residues in size, and in general, overall cavity volume has been 
shown to increase with protein size (but only occupying up to ~2% of the total 
protein volume). The loss of Van der Waals interactions due to the presence of 
cavities has been investigated in Site-directed mutagenesis experiments with 
some results confirming the destabilising effects of cavities [Kellis et al 1988, 
1989, Eriksson et al 1992] and Eriksson et al suggest the value being around 
24-33 calmo^A'3. Some experiments have however failed to prove the 
significance of these features [Eijsink et al 1992]. Cavities can be either 
empty, showing a typically hydrophobic character, or contain solvent and 
exhibit more polar surfaces, which facilitate hydrogen-bonding with buried 
waters. It has therefore been suggested that they can act to stabilise these 
buried polar residues and thus helping to accommodate such groups in the 
protein core and stabilise particularly larger cavities [Hubbard et al, 1994]. 
Some enzymes show little difference in the number of internal cavities between 
mesophile and thermopile [Wallon etal, 1997] but other proteins have shown a 
certain trend towards either fewer cavities or reduced cavity volume in the 
thermophile [Russell etal, 1994, Delboni etal, 1995].
1.6.6 Hvdrophobicitv
Burley and Petsko suggested the importance of aromatic-aromatic interactions 
in protein stability [Burley & Petsko, 1985], with pairwise interactions 
contributing -1 to -2 kcalmol'1, and the example of a mutant X repressor protein, 
introducing a tyrosine residue which increased the thermostability by 6°C 
compared with wild type enzyme due to the formation of an aromatic-aromatic 
network. An increase in the extent of aromatic interactions has also been 
observed in the crystal structures of both 7. thermophilus Ribonuclease H 
[Ishikawa et al, 1993] and thermitase from 7. vulgaris [Teplyakov et al, 1990]. 
Kellis et al demonstrated that the truncation of a single methylene group in 
bamase resulted in a destabilisation of 1.1 kcalmol'1 [Kellis etal, 1988] and an 
increase in ‘aliphatic index1 in thermophilic proteins has also been observed
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[Ikai, 1980]. Increased hydrophobic interactions at subunit interfaces of 
thermophiles are thought to be of significance in several crystal structures (see
1.6.10). An increase in isoleucine content which manifests itself in the form of 
clusters in the protein core, was also noticed in P. furiosus GLUDH, and it has 
been suggested that isoleucine may be favoured over leucine due to the ability 
to exist in all three %‘\ angles compared with predominantly two for leucine, 
allowing more efficient packing in the protein core [Yip et al, 1995].
1.6.7 Disulfide bridges
The covalent crosslinking between two cysteine sulphydryl groups should 
stabilise a protein via a reduction in the entropy of the unfolded state, thus 
entropy favouring the folded protein (see 1.6.4). The increased stability of 
several proteins has been demonstrated via engineering in cysteine residues 
to form disulfide bridges, [Matsumura, 1989, Van den Burg et al, 1988] 
however an engineered disulfide bridge can introduce unfavourable strain 
energy and in addition, the lower protein-water hydrogen bonding of a ‘bridged’ 
protein can reduce the entropy gain due to exclusion of water on protein 
folding [Goldman, 1995].
1.6.8 Hydrogen bonding
The strength of a hydrogen-bond has been demonstrated [Shirley et al, 1992] 
with this strength shown to increase if either the donor or acceptor is charged 
[Fersht, 1985]. It has been suggested that hydrogen-bonding may not play 
such an important role in overall protein thermostability as there is probably no 
significant difference in the total energies of protein-water hydrogen bonds of 
the unfolded state compared with protein-protein interactions in the folded 
protein [Dill, 1990]. It is accepted however that these bonds are important in 
forcing directional constraints on the structure. More recently however, a study 
by Vogt et al have suggested the widespread importance of hydrogen-bonding 
in thermophilic protein structures, with many of these proteins displaying 
increased fractional polar surfaces than their mesophilic counterparts [Vogt et
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al, 1997], In addition, a single alanine to serine mutation in B. 
stearothermophilus neutral proteinase increased stability through the 
introduction of an internal hydrogen-bond [Eijsink et al, 1992] and several 
researchers have proposed that hydrogen-bonding may play a role in the 
thermostability of other structures [Paupit et al, 1988, Hennig et al 1997, Tanner 
etal, 1996].
1.6.9 Electrostatic interactions
Initial structural studies by Perutz and Raidt [Perutz & Raidt, 1975] led to the 
suggestion that surface ion pairs could confer thermostability in proteins. It has 
been suggested that the energy of a single ion pair contributes very little to the 
stability of a protein at mesophilic temperatures due to the fact that the entropic 
cost of desolvating and immobilising a charged residue is likely to be similar to 
the favourable electrotstatic energy gained from the charge-charge interaction 
[Mathews, 1993, Honig & Nicholls, 1995] (although this situation may differ 
slightly between protein folding and oligomer association as described in section
1.6.10). At hyperthermophilic temperatures however, stabilisation due to ionic 
interactions should increase due to the lower dielectric constant of water, and 
thus the strength of a surface ion pair is effectively greater at high temperatures 
[Elcock, 1998]. An ionic network should also be more favourable than a 
pairwise interaction, as a similar coulombic energy can be gained for a lower 
entropic cost [Horovitz et al, 1990].
This theory has been confirmed by the many structural observations revealing 
increased ionic interactions (particularly networks) in many hyperthermophilic 
proteins compared with their mesophilic counterparts, [Russell et al, 1997, Day 
et al, 1992, Hennig et al, 1995, Davies et al, 1993, Kelly et al, 1993, Korndorfer 
et al, 1995, Yip et al 1995, Lim et al, 1997, Hatanaka et al, 1997]. Electrostatic 
interactions are therefore emerging as one of the most singular methods of 
stabilisation, particularly in proteins from organisms growing at the upper end of 
the temperature scale.
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There are now a number of studies which stress the importance of ionic 
interactions (as with hydrophobic interactions) at protein interface regions (see
1.6.10). Specifically, glutamate deydrogenase from P. furiosus [Yip et al, 
1995, Rice et al 1996] and malate dehydrogenase from T. flavus [Kelly et al, 
1993] have increased ionic interactions (relative to mesophile) at both inter­
subunit and inter-domain interfaces (with the former displaying extensive ionic 
networks). Another site where ionic interactions are likely to play an important 
role are at the termini, where they are likely to prevent fraying [Day et al, 1992, 
Hennig et al, 1995, Starich et al, 1996, Russell et al, 1997]. Disruption of an 
intra-subunit ionic network involved with termini interactions in TmGAPDH, 
resulted in a considerable reduction in thermostability [Pappenberger et al,
1997].
In some cases intra-molecular ionic interactions are also likely to be of 
importance; IMPDH from T. thermophilus displays an increase in intra-subunit 
ion pairs compared with the mesophile [Wallon etal, 1997] and Fe-superoxide 
dismutase from A. pyrophilus shows an increase in intra-subunit surface ionic 
interactions [Lim et al, 1997] in addition to ionic networks at the dimer interface.
The argument that ionic interactions are longer range, in contrast to the shorter 
range hydrophobic interactions (which have a l / r 6 dependence) has also been 
used to explain the more resilient strength they may give to a protein [Aguilar 
et al, 1997]. In the latter case (as in several proteins) ion pairs present at the 
surface of a protein (particularly stabilising flexible regions of surface structure) 
form a ‘net’ like structure, over the protein surface, which may prevent solvent 
penetrating the hydrophobic core [Walker etal, 1980].
1.6.10 Oligomerisation and importance of interface interactions
Comparisons of a number of mesophilic and thermophilic oligomeric protein 
structures have illustrated the importance of interface interactions in a role for 
protein stabilisation and are noticeably one of the areas of the structure which 
show the greatest differences. The thermophiles tend to show an increase in 
either hydrophobic interactions (through better packing or increased
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hydrophobic surface buried) [Walker et al, 1980, Russell et al, 1994, Delboni et 
al, 1995, Hennig et al, 1997, Wallon et al, 1997, Lim et al, 1997, Knapp et al, 
1997, Komdorfer et al, 1995] or in electrostatic and or hydrogen bonding at the 
interface [Yip et al, 1995, Tanner et al, 1996, Lim et al, 1997, Kelly et al 1993b, 
Russell et al, 1997]. The consequences of the differing solvation of polar and 
charged residues before and after both folding and subunit-subunit 
association, may also suggest why hydrophilic bridges are particularly 
favourable at subunit interfaces [Xu et al, 1997].
As the catalytic activity of an oligomeric enzyme generally depends on the 
integrity of the oligomer, these regions of the structure are likely to be a key in 
stabilisation, and it has been shown that the dimer to monomer transition is the 
first step in the denaturation process for pig citrate synthase [McEvily & 
Harrison, 1986]. Several thermophilic proteins may also achieve 
thermostability by existing in higher oligomeric states than their mesophilic 
counterparts. Increased thermostability may occur via a reduction in exposed 
surface area with increased burial of hydrophobic sidechains. The crystal 
structure of P. furiosus ornithine carbamoyltransferase [Villeret et al, 1998] has 
shown that the enzyme is a dodecamer, in comparison to the trimers of 
mesophilic Bacteria. In the latter case, the interface regions between catalytic 
trimers exhibited a high degree of hydrophobicity, with several buried 
isoleucine and tyrosine residues. TIM from both P. woesei and M. fervidus 
may also achieve stabilisation in a similar way, being tetrameric in comparison 
to the dimeric Eukaryal and Bacterial enzymes [Kohlhoff et al, 1996]. T. 
maritima PRAI [Hennig etal, 1997] and S.solfataricus p-glycosidase [Aguilar et 
al, 1998] also display that a move towards a higher state of oligomerisation is a 
recurrent feature in thermostable proteins.
1.6.11 Limitations of Structure Based Studies
It is clear from the above discussion, that there is no single preferred mode of 
protein stabilisation to extremes of temperature. In addition, the subtlety of 
interactions involved are highlighted by examples of structures in which there 
are few obvious features which could explain the large differences in
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thermostability. One example is that of CheY from T. maritima [Usher et ai,
1998] (comprising only 130 residues) which shows no difference in hydrogen* 
bonds, compactness, ion pairs or exposed hydrophobic surface, with only 
slight differences being the shortening compared with the E. coli enzyme and 
two additional proline residues. Some of these less obvious cases may be 
clarified with site-directed mutagenesis experiments, but these are of course 
not straightforward. It should also be noted that by analysis of crystal 
structures we are only studying interactions possibly stabilising the folded 
protein, and not differences in folding processes themselves. We also have 
limited information concerning these proteins in the dynamic environment of 
their normal operating temperatures. Lastly, although proteins from these 
organisms are inherently more stable than the equivalent from a mesophilic 
source, there may be other factors such as the high concentrations of 
intracellular metabolites (such as inositol) which play additional roles in 
stabilising proteins in thermophiles, [Scholz et al, 1992] and aspects such as 
these are beyond the experimental scope of this study.
1.7 Experimental Aims
The aims of the project were firstly to produce the recombinant P. woesei TIM 
which had been overexpressed in E. coli [Belhef al, 1998] and set up the 
purification process in house such that protein of a sufficient level of 
homogeneity could be obtained in order to carry out crystallisation studies. It 
was then hoped to obtain X-ray diffraction quality crystals of the TIM and 
subsequently attempt to determine the crystal structure, initially with the 
Molecular Replacement method using the structural data of the mesophilic and 
thermophilic TIMs. Difficulties with the Molecular Replacement problem, and 
the following search to acquire good heavy atom derivatives, led to the second 
project on S. solfataricus citrate synthase being initiated. The new aims 
therefore became to collect X-ray data, and determine the structure of this 
enzyme to allow an extension of the structural study on Archaeal dtrate 
synthases which has been previously carried out within the group. This would 
allow the collation of all structural data, in order to carry out a complete
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P. woesei TIM; Purification and Crystallisation
2.1 Introduction
Prior to my involvement in the project, a system had been set up to express the 
PwTIM in E. coli and a purification protocol established. This work was carried 
out by Michael Kohlhoff at the University of Essen, Germany. On receiving the 
clone, the protein purification procedure had than to be set up 'in house’ to 
enable enough protein to be produced for crystallisation trials. This protocol was 
adapted and developed according to practical limitations such as the availability 
and performance of chromatography columns, and the process described below 
represents the final established method.
2.2 Overexpression of PwTIM in E. coli
E. coli strain DH5a cells expressing the vector pJF118EH [Furste et al, 1986] 
were used for overexpression of the P. woesei TIM [Bell et al, 1998]. The 
culture medium used contained 10g yeast extract, 10g peptone, 5g NaCI, pH 7.3 
for a 1 litre culture. After autoclaving, 50 pg/ml ampicillin was added to the 
medium. 1-2pl cells (glycerol stock stored at -20°C) were added to a 10ml broth 
and these cells grown up for 5-6 hours under aeration at 37°C. 1ml of this 
culture was then added to the 1 litre broth (in a two litre conical flask) and the 
culture was grown to A578=1.0 (again at 37°C). Induction was then carried out by 
addition of 200mg/litre IPTG, and cultivation continued over a further 6 hours. 
The medium was then centrifuged (20 minutes @ 5 000 G), the supernatant 
decanted off, and the wet cell pellet (approximately 5-6g of wet cells per litre) 
resuspended to a concentration of 0.2g/ml in 50 mM TRIS/HCI pH 8.5 containing 
25mM NaCI, 2mM EDTA and 1 mM PMSF.
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2.3 Purification of PwTIM
The cells were lysed by sonication and then centrifuged (30 minutes @ 
10.000G) and the supernatant collected. This crude cell extract was subjected 
to a heat step (15 minutes @ 85°C), in order to denature E. coli host proteins. 
The sample was then centrifuged (30 minutes @ 10.000G) and again the 
supernatant decanted off, and collected. This heat treated extract was then 
passed through a 0.2pm filter (using a 20ml syringe) before loading onto an 
anion exchange column (Pharmacia Sephacryl 300, 400 ml column) by means 
of a 150ml ‘superioop’, after first equilibrating the column with 50 mM TRIS/HCI 
pH 8.5 containing 25mM NaCI and 2mM EDTA (buffer A). Several bed 
volumes of buffer A were run through the column to wash off unbound 
material, (no TIM activity was present in the unbound material) and the TIM 
eluted off with a sodium chloride gradient (0M-0.1M in 50mls and 0.1M-0.3M 
50-450mls, flow rate/min). 10ml fractions were collected on starting the salt 
gradient, and most of the TIM activity was eluted off at an NaCI concentration 
of 0.15M (figure 2.1, fractions 11-18). These fractions (comprising 80mls) 
displaying TIM activity were pooled and concentrated in an Amicon centreprep- 
30® concentrator to a total volume of 1ml for the gel filtration step. Remaining 
bound protein was removed from the column by washing with a 2M NaCI 
solution. The gel filtration column (Pharmacia Superdex 200) was equilibrated 
in buffer A (above) and the 1ml sample loaded onto the column and run at a 
flow rate of 1ml/min. 40 mis of buffer A were run through the column 
(approximately equal to the void volume) before collecting 1ml fractions, and 
the bulk of the activity was eluted off after approximately 75mls (figure 2.2, 
fractions 32-42). The pure TIM fractions were pooled (total 11ml) and 
centrifuged in an Amicon centricon-30® to a final concentration suitable for 
crystallisation trials (typically 10 mg/ml). The purity of the PwTIM was 
monitered throughout by means of measuring specific activities using the 
assay (section 2.4) allowing construction of a purification table as seen in 
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Elution Volume /ml
1000 1200
Figure 2.1: Anion Exchange chromatography (with the salt gradient also shown).
M 40 M 70 N 00 100
Elution Volumo /ml
Figure 2.2: Gel Filtration chromatography.
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2.4 Spectrophotometric Assay for Measuring PwTIM Activity
In order to measure the activity of the PwTIM an enzyme coupled assay was 
used, with glyceraldehyde-3-phosphate dehydrogenase (GAPDH) as the 
auxiliary enzyme. The increase in NADH concentration was measured at 
340nm thus effectively monitoring the conversion of dihydroxyacetone 
phosphate (DHAP) to D-glyceraldehyde-3-phosphate (D-GAP). The assay was 
that of Kohlhoff et al [Kohlhoff et al, 1996], with the exception that it was 
performed at 55°C (not 70°C) as the GAPDH was obtained from rabbit muscle 
(SIGMA) and therefore not stable for sufficient time above this temperature. 
The assay mixture contained 100mM TRIS/HCI (pH 7.4 @ 55°C), 5mM sodium 
arsenate, 10mM NAD+, 4mM dihydroxyacetone phosphate and 20U 
glyceraldehyde-3-phosphate dehydrogenase (all from SIGMA) at a total 
volume of 1ml. The system is described by figure 2.3 which shows that 
addition of Arsenate results in the irreversible nature of the reaction catalysed 
by GAPDH allowing the desired rate to be measured.
TIM











Figure 2.3: Enzyme assay used to monitor purification procedure (As = arsenate).
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Although this assay system had already been established, it was important to 
check firstly that the coupling enzyme (GAPDH) was present in high enough 
quantities such that it was not rate limiting. This was done simply by adding 
twice the amount of this enzyme and ensuring that no increase in measured 
rate occurred. In addition, as the assay was performed at 55°C the stability of 
this rabbit enzyme over the time course of the experiment was found to be 
sufficient, being stable at the above temperature for 2.5 minutes (and initial 
rates typically measured over 30 second periods). Finally, adding either half or 
double the amount of PwTIM to the assay was shown to have a similar effect 
on the measured rate, and therefore it was assumed that initial (linear) rates 
were in fact being measured (with no rate observed on elimination of TIM from 
the assay).
It should be noted that when calculating activity values for PwTIM, these 
should really be corrected for the temperature dependent hydration of both the 
substrates which alter the amounts of the active form of each substrate present 
in solution (and hence affecting data calculated for the interconversion of GAP- 
DHAP) [Trentham et al 1969, Reynolds et al 1971]. The correction was not 
applied in this case as extremely accurate kinetic data were not required for 
monitoring the purification process.
Basic characterisation has been carried out on the recombinant PwTIM (by 
Helen Lawrence) and thermal stability data were in accordance with those 
reported by Kohlhoff et al [Kohlhoff et al, 1996] (the latter being collected for 
TIM purified from P. woesei).
2.5 Sodium Dodecvl Sulphate Polyacrylamide Gel Electrophoresis (SDS- 
PAGE1
Protein homogeneity was monitored at different stages of the purification 
process using the method described by Laemmli [Laemmli, 1970] with a 5% 
(w/v) stacking gel and 12.5% (w/v) resolving gel. Biorad® standard molecular 
weight markers were used; 14.4 kDa, 21.5 kDa, 31 kDa, 45 kDa, 66.2 kDa, 
97.4 kDa.
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Figure 2.4: SDS-PAGE of samples from each stage of the purification process.
Lane 1: Molecular Weight Markers.
Lane 2: Crude Cell Extract.
Lane 3: Heat Treated Extract.
Lane 4: Pooled Anion Exchange 
Lane 5: Pooled Gel Filtration.
2.6 Determination of Protein Concentration by Bradford Assay
The absorbence of a 1 ml sample containing 100pJ protein solution and 900 pi 
Bradford reagent (0.01% (w/v) coomassie Blue G-250, 5% (v/v) ethanol and 
8.5% (v/v) H3PO4) was measured at 595nm after incubation at room 
temperature for 15 minutes [Bradford, 1976]. Protein concentration was
calculated by comparison with a bovine serum albumin (BSA) standard curve, 

















487 13516 28 100
Heat Step 54.4 9145 168 6.0 68
Anion
Exchange
10.3 7019 681 24.3 52
Gel
Filtration
5.6 4595 821 29.3 34
Figure 2.5: Purification of P. woesei TIM expressed in E. coli, (1 litre cell culture; 5.8g 
wet cells).
2.7 Crystallisation of Recombinant PwTIM
All crystallisation trials were set up using the hanging drop vapour diffusion 
method [Jancarik & Kim, 1991]. In order to screen for conditions suitable for 
growth of crystals, initial trials were set up using the sparse matrix Hampton 
Research Crystal Screen™ I and II reagent kits, comprising a total of 98 
different conditions known to have yielded protein crystals. These trials were 
initially performed on the native enzyme at a protein concentration of 10 mg/ml, 
in a stock solution of 50 mM TRIS/HCI pH 8.5 containing 25mM NaCI and 2mM 
EDTA. Initially, two of the 98 Crystal Screen conditions gave small needle like 
crystals; after 48 hours in condition 42 of Crystal Screen I (0.05M potassium 
phosphate 20% PEG 8K), and also after 2 weeks in condition 36 of Crystal 
Screen I (0.1M TRIS/HCI pH 8.5, PEG 8K). Additional matrices of varying pH 
and PEG concentrations were set up around these crystal yielding conditions, 
but although some larger needles and small rod like crystals were obtained, 
they proved unstable and were not of a quality suitable for X-ray diffraction.
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Following these trials, attempts were made to co-crystallise P. woesei TIM with 
a substrate analogue, 2-phosphoglycolate (2-PG) present in mM 
concentrations. Condition 37 of Crystal Screen I (0.1M sodium acetate pH 4.6, 
8% PEG 4K) yielded small rod like crystals after a period of 12 hours. 
Improved crystals, still of a rod like habit were obtained at slightly lower PEG 
concentrations (5-7%), grown over a period of about 5 days. Attempts were 
made to optimise this condition by making a number of alterations; varying the 
percentage of precipitant (polyethylene glycol (PEG)) and also using PEG of 
different molecular weight (2K, 6K, 8K and 20K), pH of the mother liquor, 
changing protein concentration (between 5 and 20 mg/ml) and altering the 
amount of 2-PG between 10mM-100mM. A further additive screen was used 
comprising a variety of organic reagents (PEG, MPD, alcohol, glycerol) and 
cations (metal chlorides e.g. CaCI2) in an attempt to alter the rate of diffusion or 
create additional interactions affecting crystallisation; none of these were 
successful. The hanging drop size was also varied (4pl,6pl,8pl) but seemed to 
have little effect on crystal size. In addition, the effect of temperature on 
crystallisation was investigated by carrying out trials at 48°C and 4°C, in 
addition to those at room temperature. All conditions at 48°C in which crystals 
were obtained, displayed excessive nucieation (many small needles), however 
rod like crystals were grown at 4°C, with slightly higher PEG concentrations (8- 
9%), grown over a period of 1 week. The best crystals were obtained at room 
temperature with 20mM 2-PG, 0.1M NaAc pH 4.2 , 5%PEG 4K grown over a 
period of 1 week, with a protein concentration of 10 mg/ml and the TIM/2-PG 
mixture incubated for 1 minute at 50°C. These crystals were found to be of an 
orthorhombic space group (P2i2i2) and the best diffraction achieved was to a 
resolution of 2.9A. It was also noticed that PwTIM would crystallise in a 
hexagonal rod habit under the same conditions (cohabiting the same drop) but 
these crystals were later shown to be disordered. In addition to condition 37 of 
Crystal Screen I, five conditions in Crystal Screen II yielded small needle-like 
crystals (No. 22; 0.1M MES pH 6.5, 12% PEG20K, No. 30; 0.1M HEPES pH 
7.5, 10% PEG 6K, 5% MPD, No. 37; 0.1M HEPES pH 7.5, 10% PEG 8K, 8% 
ethylene glycol, No. 38; 0.1M HEPES pH 7.5,20 % PEG 10K and No. 45; 0.1M 
TRIS/HCI pH 8.5, 0.01 M Nickel Chloride Hexahydrate, 20% PEG monomethyl
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ether 2K). Initial matrices set up to optimise these conditions provided no 
increase in crystal size.
In a further attempt to achieve better diffracting crystals, several other 
substrate/transition state analogues were used, for co-crystallisation; 2- 
carboxyethyl phosphonic acid (2-CP), and glycerol-3-phosphate. No crystals 
were obtained using glycerol-3-phosphate, however, TIM complexed with 2- 
carboxyethylphosphonic add, yielded several crystals more suitable for X-ray 
diffraction studies. These crystals grew in a similar condition, found to be 
optimum for TIM/2-phosphoglycolate (20mM 2-CP (incubated with TIM for 
1 minute at 55°C), 0.1M NaAc pH4.0, 7%PEG 4K, grown at room temperature 
over 5 days). These crystals diffracted to a resolution of 2.6A, and were found 
to belong to the monoclinic space group (P2i). Further attempts to optimise 
the crystallisation condition varying the parameters above (as was carried out 
for 2-PG) failed to improve X-ray diffraction quality.
2.8 Discussion
The purification process described allowed 5-6mg of pure TIM to be produced 
per litre culture of cells Which was deemed sufficient yield to create a supply for 
crystallisation studies. Specifically, expression of the thermostable PwTIM in a 
mesophilic host allowed the use of a heat deriaturation step which greatly 
simplified the procedure. The SDS-PAGE also demonstrates protein 
homogeneity throughout the purification process with the overloaded sample 
after the gel filtration run suggesting the TIM to be sufficiently pure with the 
presence of only a couple of faint minor bands. Further to this, the specific 
activity measured for the pure PwTIM was 821 U/mg at 55°C (Figure 2.3). If the 
activity should approximately double for an increase in temperature of 10°C 
[Danson et a/, 1996] this figure is slightly lower, although comparable with that 
reported by Kohlhoff [Kohlhoff et a/, 1996] (3900U/mg) given that the assay in 
that case was carried out at 70°C (closer to the optimum temperature of activity 
for PwTIM). It is possible that experimental error included in measurement of 
enzyme rates (such as actual cuvette temperatures) and protein concentration 
assays could account for the difference. A further high resolution anion 





Figure 2.6: PwTIM crystals a) monoclinic, b) orthorhombic, c) hexagonal
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‘polishing’ step in the purification process to remove the remaining 
contaminants although in practice this was not found to improve the 
crystallisation and reduced the final yield.
With the recombinant PwTIM purified, crystals were initially obtained from 
sparse matrix screening with the enzyme. Inability to improve these native TIM 
crystals in order to collect X-ray data prompted co-crystallisation with the two 
substrate/transition state analogues; 2-phosphoglycoiic add and 2- 
carboxyethylphosphonic add and similar crystallisation conditions yielded 
crystals in each case (0.1M sodium acetate pH 4.0-4.2, 5-7% PEG 4K). The 




P. woesei TIM; Data Collection and Crystallographic Data
3.1 Data Collection
All X-ray data were collected ‘in house’ on a MarResearch image plate (180mm 
and 300mm) mounted on an Enraf-Nonius Cu rotating anode X-ray source 
operating at 45kV and 80mA (Cu K* source A.=1.542A). The crystal was 
oscillated in a stepwise fashion, typically by an angle (<|>) of 0.5° about an axis 
perpendicular to the X-ray beam with an exposure time varying between 5-10 
minutes for contiguous frames.
Initial data were collected at room temperature, with crystals being mounted in 
quartz capillary tubes, and mother liquor being drained before sealing the 
tubes with beeswax. Due to the deterioration of the crystals in the X-ray beam 
during data collection experiments, the widely used method of cryo-cooling 
crystals to a temperature of around 100K using liquid nitrogen was earned out 
to enable the collection of complete data sets. In order to do this, the mother 
liquor was ‘cryo-protected’ with the addition of 35% glycerol so that the 
disordered water in and around the crystal would freeze amorphously and thus 
not contribute to the diffraction pattern. Due to the fragile nature of the P. 
woesei TIM crystals, sequential addition of cryo-protectant was necessary to 
avoid cracking. Glycerol was added in 10% steps, allowing 10 minutes 
equilibration in both 10% and 20% solutions, 5 minutes in 30%, with 2 minutes 
in 35% glycerol before ‘flash freezing’.
3.2 Data Processing
The data were processed using the DENZO/SCALEPACK software 
[Otwinowski & Minor, 1997]. The various steps in data reduction have been 
discussed in detail [Sawyer et al, 1993]. DENZO reduces the raw data to a list 
of reflection indices and corresponding measured intensities. It also accounts
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for corrections due to non-uniformity of the detector and backstop positioning. 
Auto-indexing of first image(s) was earned out by identifying a subset of ‘bright’ 
spots to determine crystal orientation, and identify space group, with 
subsequent refinement of cell and detector parameters (with importance on 
proper centring of the X-ray beam). The next step was prediction of expected 
reflection positions from the refined parameters and integration of reflection 
intensities for the following frames. The data were then reduced to a unique 
set of reflections for the specified space group. Scaling of data and output of 
statistics with 'post refinement’ of cell and detector parameters allowing 
iterative reintegration of intensities adjusting such factors as mosaicity and spot 
size to improve data statistics. The position of screw axes were also 
determined from systematically absent reflections. The CCP4 program 
TRUNCATE [French & Wilson, 1978] was then used to produce a final output 
of Structure Factors and corresponding standard deviations.
3.3 Precision and Resolution Limits
The data quality were assessed in SCALEPACK by the merging R value on 
reflection intensity (I)
where x 100%merge
representing the sum of the deviation of absolute I measurements (where t(i) 
is the /th measurement of the intensity of the reflection) from the mean value </) 
over the sum of all I measurements. The cut off for Rmerge at higher resolution 
was taken as approximately 25%. Significance of data were established by 
examining statistics describing signal-to-noise. Data were considered 




Crystals of TIM complexed with 2-PG were found to be predominantly of an 
orthorhombic space group (P2i2i2) whilst TIM complexed with 2-CP were 
found to crystallise in a monoclinic space group (P2i). The presence of screw 
axes was indicated by the systematically absent axial reflections (e.g. for P2i 
OkO are only present when k=2n). The unit cell parameters and data statistics 
are summarised in the table below (figure 3.1). In addition, crystals of a 
hexagonal space group appear to also cohabit the same drops as the 
orthorhombic crystals but when exposed to the X-ray beam were found to 
diffract poorly to a resolution limit of 6A. For this reason data have not been 
collected for the hexagonal crystal form. As has been mentioned earlier, 
collection of data at 100K using liquid nitrogen enabled improved 
completeness of data sets for the orthorhombic and monoclinic crystal forms. 
It should be noted that freezing of the crystals gave an expected shortening in 
cell dimensions of around 0.5% due to ordering of solvent in the crystal. The 
monoclinic crystals diffracted to a slightly higher resolution (2.6A) than that of 
the orthorhombic form. The orthorhombic data collected at 100K (01_F) 
extended to 2.9A but due to the formation of ice rings and the fact that the data 
was very weak at higher resolution the data could only be processed to 4.0A. 
It is possible that the orthorhombic and monoclinic crystal forms can be easily 
interconverted on freezing; on a single occasion when freezing what was 
expected to be an orthorhombic crystal due to the fact that it had been 
crystallised in the presence of 2-PG (M2_F) was actually found to be 
monoclinic with beta = 90° . Examination of the self rotation function gives 
further insight into this situation and proposes the close relationship between 
the two crystal forms.
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71.7 (74.2) 8.7 (13.9) 8.3 (4.5) 3.83-3.70

















91.8 (89.6) 8.3 (24.3) 10.6(3.1) 3.00-2.90








98.1 (90.0) 10.0 (26.2) 17.1 (5.5) 2.71-2.62
M2 F 








96.7 (95.5) 8.5 (20.5) 9.1 (3.8) 3.14-3.00
Figure 3.1: Table summarising native data sets collected for the PwTIM. Values are defined for all reflections with those in parentheses 




The percentage solvent content of the protein crystals (for both space groups) 
was calculated from the approximation below [Mathews, 1968], in order to 
predict the number of tetramers in the asymmetric unit
V «*« ,s (1 -1 .23A /m)x 1 0 0 %
where Vm = Crystal volume per unit of protein molecular weight
In this case the P.woesei TIM monomer M.W.=23 657 Da. Calculation for the 
orthorhombic space group (P2i2i2) and assuming 1 tetramer in the asymmetric 
unit, gave a value for Vm of 2.92A3Da~1, corresponding to a solvent content 
Vsoivefit=58%, implying that there is 1 tetramer in the asymmetric unit for this 
space group. Calculation for the monoclinic space group (P2i) gave a Vm of 
2.71 A3Da'1 and V«oh»nt=550/o for two tetramers in the asymmetric unit.
3.6 Non-Crvstalloqraphic Symmetry (NCS)
A homo-tetramer can be arranged such that it will exhibit one of two types of 
symmetry. The most commonly observed is to have three perpendicular two­
fold symmetry axes; 222 symmetry, as seen in many tetrameric proteins, such 
as the glycolytic enzyme glyceraldehyde-3-phosphate dehydrogense 
[Komdorfer et al, 1995], or four-fold symmetry, as observed in influenza virus 
neuraminidase [Varghese et at, 1983]. As the known Eukaryal and Bacterial 
TIMs are dimers, it seems more likely that the tetrameric PwTIM will exhibit 222 
NCS. This supposition was supported by information gained by calculating the 
self rotation function. This was done using the program GLRF [Tong and 
Rossmann, 1997]. The self rotation function in the program GLRF is 
represented by a spherical polar system where angles <)> and y  define a 
rotation axis and k is the rotation about this axis. <|> is the angle from the x-axis 
in the xy plane and \y the angle from the z-axis. This can also be plotted as a 
stereographic projection (shown for the orthorhombic (01) data in figure 3.5 
and monoclinic (M1) data in figure 3.6) for the cross-section k=180° , and
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peaks in this section will correspond to two-fold NCS axes of symmetry. The 
orthogonalisation is such that in the monoclinic space group the unique b-axis 
has been made the polar axis, and related axes of similar length in the 
orthorhombic crystal form have been chosen such that they are in the same 
orientation (the orthogonalisation is shown for crystal forms M1 and 01 in 
figure 3.2 below). The presence and orientation of the three orthogonal 2-fold 
axes in the stereographic projection were observed for both the P2i and 
P21212 data being indicative of 222 NCS. Furthermore, no peaks were present 
in the cross section for k=90°, which would correspond to four-fold symmetry. 
The angles between the peaks (0) are calculated from direction cosines.
Orthorhombic (01) Monoclinic (M1)
x(a)x(c)
y(a)
Figure 3.2: The orthogonalisation for the orthorhombic (01) and monoclinic (M1) space 
groups
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3.6.1 Orthorhombic (P2i2i2) data
Data used in the calculation of the self rotation function were from 10-4A and a 
20A Patterson sphere was used. In this case the angle 4 is the angle between 
the x-axis (c) in the xy plane and y  is the angle from the z-axis (b). Peaks 
A1,A2,A3 form a 222 NCS set. Interactions of this set (A1,A2,A3) with the 
crystallographic 2-fold axes give rise to other related 222 NCS sets which are 
labelled B,C and D. Peaks labelled X (being 36% of the origin height) arise 
from interactions between the crystallographic screw axis along y (a) and the 
NCS 2-folds A3, B3, C3 and D3.
Peak no. +° % of origin 
peak
A1 81 69 33
A2 135 147 22
A3 180 66 36
Figure 3.3: table containing data of peaks seen in the stereographic projection (figure 
3.5) for the orthorhombic space group (P2i2i2).
3.6.2 Monoclinic (P2i) data (MU
Data used in the calculation of the self rotation function were from 10-4A and 
again a 20A Patterson sphere was used. In this case the angle <|> is the angle 
between the x-axis (a) in the xy plane and y  is the angle from the z-axis (c*). 
In this case peaks A1, A2 and A3 also form a 222 NCS set. The second set 
involving peaks B1.B2 and B3 are crystallographically related via the 2^  screw 
axis (simply a two-fold in Patterson space) along the unique b-axis along y (b). 
There are two further peaks, which have been labelled X  and also arise from 
the interaction of the NCS two-folds A3 and B3 with the 2i axis.
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Peak no. * ° V° % of origin 
peak
A1 78 69 48
A2 135 144 44
A3 180 63 79
Figure 3.4: table containing data of peaks seen in the stereographic projection (Figure 







k =  180.00
Figure 3.5: Stereographic Projection of the Self Rotation Function (k = 180°) for the
orthorhombic space group (01) using a 20A Patterson sphere.
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k =  180.00
Figure 3.6: Stereographic Projection of the Self rotation Function (k = 180°) for the 
monoclinic space group (M1) using a 20A Patterson sphere.
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Only one unique set of NCS axes was observed in the self rotation function for 
the monocline (M1) data set, but the solvent content calculations suggested 
two tetramers in the asymmetric unit. Analysis of the native Patterson for the 
P2i data revealed a significant peak at position of approximately 1/2, 1/4, 1/2 
which was 50% of the origin peak height This lead to the conclusion that the 
two tetramers in the asymmetric unit are in the same orientation and related by 
a simple translation. This pseudo-centring condition manifests itself in the 
diffraction pattern. The program HKLVIEW was used to look at data 
corresponding to individual planes of the reciprocal lattice and systematically 
weak (almost absent) reflections brought about by the pseudo-centring (figure 
3.7). The structure factor equation can be used to explain these absences by 
giving rise to the reflection conditions below.
For the centring at x+1/2, y+1/4, z+1/2;
n/2 n/2
F (hk l)=£  (r/exp{2ni(hXj+kyj+lzi)} + £  ft exp{2ni(h(Xj+1 /2)+k(yj+1 /4)+l(Z|+112)))
/=1 j =1
n/2 n/2
= 2 ]  fj exp{27ti(hXj+kyj+IZj)} + J  Ij exp{27ci(hxj+kyj+lzj)}exp{7ci(h+k/2+l)}
/=i j=i
n/2
= 2  fj exp{2ici(hXj+kyj+IZj)K1 +exp{7ti(h+k/2+l)}
/=i
where the summation j  is over half of the atoms in the unit cell.
Therefore the reflection conditions for such a centring are
when k=2n such that k/2 is even (e.g. k=4) and h+l is odd, then (h+k/2+l) is odd 
and therefore expfai (h+k/2+l)}= -1 => F(hkl) = 0 
or
when k=2n such that k/2 is odd (e.g. k=2) and h+l is even, then (h+k/2+l) is odd 
and therefore expfri (h+k/2+l)}= -1 => F(hkl) = 0
For all other cases where k=2n and h+l are such that (h+k/2+l) is even then 
exp{rci (h+k/2+l)}= +1 and therefore F(hkl) = 2£  fj exp{2ni(hxj+kyj+lzj)}
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The above reflections where F(hkl) = 0 would therefore be absent if the 
tetramers were related by exactly x+1/2,y+1/4,z+1/2. As has been stated 
above, as this centring is only approximate, they appear as very weak 
reflections. In addition the true centring would in theory give a peak in the 
native Patterson the same height as that of the origin.
Comparison of data corresponding to the hOI, h1l, h2l and h3l zones of 
reciprocal space shows the effect on the diffraction pattern (figure 3.7)
3.6.3 Monoclinic (P2Q data (M2)
The self rotation function (section k = 1 8 0 ° )  for the second monoclinic crystal 
form (M2) (with orthogonalisation such that equivalent axial lengths are in the 
same orientation as for the other two space groups) can be seen in figure 3.8. 
As this crystal was obtained in the presence of 2-PG it was expected to be of 
an orthorhombic space group. The data however would only merge well for 
P2i (Rmerge for all reflections of 30% for P21212) although peaks are present 
that would suggest P222 crystallographic symmetry axes can be seen in the 
self rotation function. If P21t solvent content would suggest two tetramers in 
the asymmetric unit, although no significant peak is seen in the native 
Patterson confirming that the two tetramers must therefore be in different 
orientation. The similarity between this self rotation function and that calulated 
for data 01 can be seen and therefore given the cell dimensions (with long 
axis length in between that of 01 and M1 space groups, and p almost 90°) it is 
suggested that this data set may represent an interconversion of the two space 
groups upon crystal freezing.
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n/2 n/2
F(hO I)=£ fj exp{27ti(hXj+IZj)} + ^  fj exp{27ii(h(Xj+1/2)+l(zj+1/2))}
/=1 j=\
n/2 n/2
= 2^ fj exp{27ci(hXj+IZj)} + ^  fj exp{27ii(hxj+lzj)}exp{7ii(h+l)}
j =1 y=i
n/2
= exp{27ii(hxj+lzj)}{1 +exp{7ti(h+l)} 
when (h+l) Is odd then exp{7ii(h+l)} = -1 therefore F(hOI) = 0
n/2
when (h+l) is even then exp{7ii(h+l)} = +1 therefore F(hOI) = 2 ^  fj exp{27ii(hXj+IZj)}
y=i
k=0
Figure 3.7a: hOI zone of reciprocal space of the PwTIM monoclinic data (M1) showing
systematically weak reflections when (h+l) is odd (displayed with HKLVIEW).
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n/2 n/2
F (h 1 l)= £  fj exp{27ti(hxJ+yJ+lz1)} + £  h exp{2nl(h(^1/2)+(yfH/4)+l(zi+1/2))}
/=> /=i
fi/2 n/2
= 2^ 1$ exp{2ni(hxJ+yj+lzj)} + ^  exp{27ii(hxi+yj+lzj)}exp{7ii(h-»-1/2+l)}
j =i / = i
n/2
= ^  exp{27ci(hXj+yj+IZj)}{1 +exp{ni(h+1/2+l)}
y=i
For all h and I, exp{7ii(h+1/2+1)} *  -1 In general, so there are no systematically weak or 
absent reflections
k = l




F (h 2 l)= £  fj exp{27ii(hxj+2yj+lzi)} + £  fJ exp{2ri(h(x*+1/2)+2(yj+1/4)+l(z,+1/2))}
j=i /=1
n/2 n/2
= exp{27ii(hx^+2yj+IZj)} + ^  jj exp{27d(hxj+2yj+lzj)}exp{7ii(h+1 +1)}
y=i y=i
n i l
= ^   ^exp{27ii(hXj+2yj+IZj)}{1 +exp{7ii(h+1 +l)}
>=i
when (h+1+l) is odd then exp{7ii(h+1+l)}= -1 therefore F(h2l)= 0 (for (h+l) even)
when (h+1+l) is even then exp{7ti(h+1 +!))=+1 therefore
n/2
F(h2l)=2 2  fj exp{27ii(hxj+2yj+lzj)} (for (h+l) odd)
/=>
k=2
Figure 3.7c: h2l zone of reciprocal space of the PwTIM monoclinic data (M1) showing
systematically weak reflections when (h+l) is even (displayed with HKLVIEW).
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n il  n/2
F (h 3 l)= £  fj exp{27ii(hx1+3yJ+lz1)} + ]T  fj exp{2wi(h(Xj+1 /2)+3(yj+1 /4)+l(zj+112))}
J=i >=i
«/2 n/2
=  ^exp{27ii(hXj-«-3yj-*-lz1)} /Jexp{27ii(hxj+3yj+lzj)}exp{7ci(h+3/2+l)}
J=\ j =i
n il
= ^  exp{27ii(hXj+3yj+IZj)}{1 +exp{7ii(h+3/2+l)}
/=1
For all h and I, exp{7ii(h+3/2+l)} *  -1 in general, so there are no systematically weak or 
absent reflections.
k = 3





Figure 3.8: Stereographic Projection of the Self Rotation Function ( k  = 180°) for the 
second monocline space group (M2) using a 20A Patterson sphere.
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3.7 Discussion
Complete data sets were collected for the PwTIM/2-PG (orthorhombic, 01) and 
PwTIM/2-CP (monoclinic, M1) complexes to a resolution of 4.0A and 2.6A 
respectively, with the hexagonal crystal form (PwTIM/2-PG) showing disorder. 
Attempts to collect higher resolution data at the synchrotron source at EMBL 
(Hamburg) were unsuccessful as the crystals tried there performed no better 
than on the ‘in house’ source. Information from the self rotation function in 
conjunction with that obtained from the native Patterson of the monoclinic data 
(M1) has given insight into the non-crystallographic symmetry within the two 
crystals. The tetramer in the orthorhombic form is situated with one NCS 2-fold 
lying in the be plane which corresponds to the monoclinic space group in which 
one of the NCS two-folds is lying in the ac plane. The orientation of the 
tetramer in both crystal forms is therefore very similar with respect to the 
corresponding cell axes, and this information helps explain the possible 
interconversion of the two space groups. It was hoped that these observations 
would aid the attempts in structure solution.
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CHAPTER 4
P. woesei TIM; Molecular Replacement
4.1 Introduction
If the structure of a protein with a similar sequence (and hence homologous 
fold) is available then this may be used as an initial phasing model for the new 
structure; this is known as Molecular Replacement (MR). This method enables 
the structure to be solved using only a single native data set. The chosen 
phasing model must be rotated and translated to find the correct orientation 
(defined by 3 Eulerian angles a,p,y [Rossmann & Blow, 1962]) and a 
translation (defined by a translational vector) of the model in the new unit cell, 
and this 6-dimensional problem is separated into rotation and translation parts 
[Hoppe 1957]. In this case it was hoped to use Molecular Replacement as a 
means of obtaining initial phases due to the high number of structures on 
which to base a search model, and the (ap)8-barrel of the known TIM structures 
being highly conserved. The following sections discuss the programs, search 
models and additional considerations involved in an attempt to solve the 
PwTIM structure by this method.
4.2 Data
Molecular Replacement was attempted on all native data sets collected (see 
chapter 3) but efforts were concentrated on the monoclinic (M1_F) and 
orthorhombic (01_F) data sets which were collected at 100K and were >98% 
complete. The room temperature orthorhombic data was of slightly better 
quality than the latter but only 72% complete. For the orthorhombic data set, 
solvent content implies the presence of one tetramer in the asymmetric unit. 
For the monoclinic data set, there are two tetramers in the asymmetric unit, 
however the scale of the problem is similar in both cases because of the 
apparent fact that the two tetramers are in the same orientation and related by 
a translation in the monoclinic case. The quality of the P2i data was also
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considerably higher than that of the P2\2\2 data (with the P2i2i2 data set only 
extending to 4A).
4.3 Search Models
As mentioned in the introduction there are TIM structures from eight organisms 
in the Brookhaven Protein Data Bank [Bernstein et al, 1977] and those used 
are listed in the table in figure 4.1 (the crystal structure of TIM from 
Thermotoga maritma - which is 26.2% identical at the sequence level- has also 
been determined but the results are yet to be published [Alvarez et al, 1998]). 
Most of the study was carried out on the first six structures in the table. At a 
later stage the two TIM structures which have been submitted to the PDB more 
recently were used for initial cross rotation and translation searches. In 
general the structure refined to the highest resolution for each organism were 
taken, and search models for Molecular Replacement were then derived from 
these coordinates. Although it is structural similarity that is required for 
success of the method, this is reflected in the sequence identity, and it is 
therefore an obvious assumption that PwTIM may be quite structurally different 
from the known 3-D structures. It was assumed that the PwTIM was in the 
closed conformation (due to the different crystallisation conditions from that of 
the native enzyme) therefore most of the searches were earned out using 
models derived from the closed structures (apart from E. coli and P. falciparum 
for which none were available).
It is important to note that as ail known TIM structures are homo-dimeric, there 
is no structural data to indicate the nature of dimer-dimer interactions on 
formation of the tetramer. Initially searches were tried with the dimers and 
monomers of the six structural TIMs. The next step was the removal of the 
region of structure corresponding to the possible ‘deletion’ around helix 5 and 
the subsequent loop (residues 133-163 in the human TIM). Structural 
alignment using the COMPOSER program established the conserved core of 
the known TIM structures and this was used to make further adaptions to the 
model by pruning other loop regions, which tended to correspond to the least 
conserved regions of the structure. A model containing the most highly
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conserved regions with respect to the sequence alignment of PwTIM with the 
structural TIMs was also created. It has been shown that a correct MR solution 
can be found using a good search model which comprises only a small 
percentage of the scattering mass [Bernstein & Hoi, 1997] and therefore 
several models containing only the p-strands or a-helices, or the active site 
region were also used. The reduction of all dimers and monomers to a 
polyalanine/glycine chain was also carried out due to the low sequence 
homology of the available search models. In addition to using single PDB files, 
combinations of dimers/monomers were ‘overlayed’ (by least squares fitting in 
the program O [Jones, 1978]). On superposition of monomers of the structural 
TIMs (and subsequently examining relative positions of the second monomer) 
it was seen that the dimers were of varying angles of one monomer relative to 
the other. A set of models with varying angles was therefore created using 
XPLOR [Brunger, 1992]. A model was also made in O using the sequence of 





Substrate % Seq ID 
(with PwTIM)
Reference
Chicken 1tph 1.8 2-PGH 20.9 Zhang etal, 1994
T. brucei 6tim 2.2 G-3-P 26.5 Noble et al, 1991
Yeast 7tim 1.9 2-PGH 20.9 ’ Davenport et al, 
1991
E. coli 1tre 2.6 — 22.3 Noble etal, 1993
B. stearo. 1btm 2.8 2-PG 20.8 Delboni etal, 1995
Human 1hti 2.8 2-PG 21.6 Mande etal, 1994
P. falciparum 1ydv 2.2 — 17.9 Velankar etal, 1997
V. marinus 1aw1 2.7 2-PG 23.6 Alvarez etal, 1998
Figure 4.1: PDB coordinates used for molecular replacement (2PG = 2- 
phosphoglycolate, G-3-P = glycerol-3-phosphate, 2-PGH=2- 
phosphogycolohydroxamate).
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4.4 Cross-Rotation and Translation Searches
4.4.1 Search Parameters
The selection of several key variables must be made when using Molecular 
Replacement programs for the cross rotation and translation searches. Which 
experimental data is to be included in the calculation is obviously very 
important. Low resolution data (<10 A) was not always included as it contains 
information mainly about solvent in the crystal. It must also be decided 
whether or not to include high resolution data, and this may often depend on 
the similarity of the search model to that of the subject protein. The size of the 
Patterson integration radius for the cross rotation was based on the 
dimensions of the protein involved in order to maximise intra-molecular vectors 
but exclude as many inter-molecular vectors as possible. The inter-molecular 
vectors were desired when calculating the translation function. The model unit 
cell (P1 box) must also be stipulated, and this was chosen to be a minimum 
size of at least that of the model plus the sphere of integration. It should be 
noted that although many of the parameters may be chosen intuitively based 
on the specific problem, a trial and error optimisation was also attempted, 
being aided by the speed of several of the MR programs.
4.4.2 Non-Crvstalloqraphic Symmetry
Knowledge of the positioning of NCS axes obtained from the self rotation 
function, can help pick out the correct solutions from the cross rotation (see 
4.4.3). Another option is to compute the “locked” cross rotation function [Tong 
& Rossmann, 1990] which includes information about non-crystallographic 
symmetry in the cross rotation searches (see 4.4.5). The latter method should 
increase signal-to-noise in a situation where NCS is present
With the presence of 222 NCS, for every rotation [E] that brings the monomer 
search model into the same orientation as one of the monomers in the crystal,
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there will also be an additional set of rotations which relate this to the rest of 
the tetramer.
The rotation (p) which corresponds to the re-orientation of the model onto that 
of the crystal is now
[Pn] = [F] [IJ [E]
where [l„] (n=1 N) are the NCS rotation matrices. [F] is the rotation which
orients the NCS matrices onto to that of the crystal (defined by the peaks in the 
ordinary self rotation function) and [E] is the rotation which corresponds to the 
orientation of the model onto one of the monomers in the crystal.
4.4.3 AMoRe
Standard cross rotation and translation searches were carried out with AMoRe 
[Navaza, 1994], for P2i and P2i2i2 data sets, with the scheme being 
described below. The 'sorting’ step sorts hkl, Fo and 0F0 from the data MTZ 
file into and internal form. The ’tabling’ routine generates structure factors for 
the model in a P1 box (with centre of mass at the origin). The fast cross 
rotation search [Crowther, 1972] was then computed in Toting’ and the 
translation function [Crowther & Blow, 1967] was calculated - in ‘traing’- on the 
top solutions defined in eulerian angles. The best solution can then be fixed 
(and hence the origin) and translation function calculated again on other 
rotation solutions, to solve these relative to the first. The integral rigid body 
refinement ’fiting’ stage was also earned out and then transformations applied 
to these final solutions in the ’shifting’ stage in order that they correspond to 
the initial model. The validity of solutions could then be checked in O by 











Figure 4.2: Scheme for Molecular Replacement with AMoRe.
In addition, an attempt was made to simplify the search for the P2i data by 
inputting information about the second tetramer in the asymmetric unit. This 
was achieved with the addition of two more symmetry operators; 
(x+1/2,y+1/4,z+1/2) and (1/2-x,y+3/4,1/2-z) to account for the second tetramer 
in the asymmetric unit Thus a new space group was effectively created (G2i) 
and this space group was added to the CCP4 space group library to allow use 
in AMoRe. Due to the approximate nature of the centring, it was assumed that 
this would only hold for low resolution.
The normalisation of structure factors (calculating E values) was carried out by 
dividing the data into resolution shells of constant volume and applying a scale 
factor so that the mean intensity does not decrease, with increasing resolution. 
The scaling is done by applying an exponential temperature factor to the 
structure factors in the program ECALC. Using E values should increase the
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contrast of the Patterson map compared with using Fs. This was used in 
conjunction with the AMoRe program, with the T2 translation function being 
calculated using the program TFFC [Tickle, 1985]. The peak resolution in the 
cross rotation was not improved using this method.
To incorporate NCS information, the program RFCORR [Tickle, 1998] was 
used to take pairs of peaks from the cross rotation function and compared 
these with peaks from the self rotation function (k=180°) as calculated using 
POLARRFN [Kabsch, 1998]. This simplified the search by examining only 
those solutions which would correspond to molecules related by the two-fold 
NCS.
4.4.4 XPLOR
Standard cross rotation searches and translation searches were attempted 
using XPLOR but increased computer time (compared with AMoRe) made this 
less suitable for 'screening* the many different search models. One feature of 
the program, is that it has a Patterson Correlation-Refinement step which is run 
on solutions from the cross rotation search. This was thought to be useful, 
particularly with the dimer as a search model, as the monomers can be refined 
separately. The program also enabled a reduction of the rotation search by 
first aligning a TIM dimer along an NCS two-fold axis (and performing a rotation 
search about this axis).
4.4.5 Replace
REPLACE [Tong, 1993] is a molecular replacement package which in addition 
to ordinary rotation and translation functions, also encorporates the general 
locked rotation function as described in 4.4.2. An ordinary self rotation 
function was calculated using GLRF [Tong & Rossmann, 1990] and the NCS 
information (for either orthorhombic or monoclinic space groups) input into the 
locked cross rotation search which was calculated using the same program. 
The translation function was then computed using TF [Tong, 1993].
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4.5 Discussion
No MR solutions were found with signal-to-noise significantly higher than the 
background, using any of the described methods and a large number of search 
models. The crystal packing of any promising solutions was analysed using 
the program O but all were ruled out due to severe clashes with 
crystallographically related models. Attempts were made to obtain a solution 
for all data collected; although the orthorhombic data collected was 
comparatively poor, any solution found for this could then have been applied to 
the monoclinic cell (with data extending to a higher resolution). There are 
several reasons that can be proposed for the failure of Molecular 
Replacement. Most importantly, the homology of the model was quite low 
(sequence identity of 20-26%) for success of the method. No knowledge 
about the specific interactions involved in the formation of the tetramer meant 
that the searches were carried out with dimers and monomers, comprising a 
low percentage of the asymmetric unit It is also possible that the nature of the 
dimer varies from the known TIMs in formation of a tetramer, and if this is the 
case, a monomer is probably a better search model. The scale of the problem 
was also considerable; with four monomers per asymmetric unit for the 
orthorhombic cell and eight in the monoclinic. Knowledge from the self rotation 
function regarding the nature of the tetramer, the position of NCS axes and the 
pseudo symmetry in the M1 data failed to simplify the problem. It was 
therefore decided to embark on the Isomorphous Replacement method 
discussed in the following chapter.
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CHAPTER 5
P. woese/TIM; Isomorphous Replacement
5.1 Introduction
Due to the lack of success using Molecular Replacement to obtain protein 
phases, the method of Isomorphous Replacement was pursued (theory 
discussed in appendix 2). This method involves the binding of heavy atoms to 
a small number of (specific) sites on the protein which cause a measurable 
perturbation in the diffraction intensities. It is important that the binding of 
heavy atoms cause no change in the unit cell parameters or rearrangements 
within the cell. The accepted limit for isomorphism, is about 0.5% change in 
cell dimensions [Crick & Magdoff, 1956].
As a result of phase ambiguity, at least two derivative data sets are generally 
required to solve the structure by multiple isomorphous replacement (MIR). 
Measurement of isomorphous differences also can be used in conjunction with 
Anomalous Scattering (SIRAS, MIRAS). In the case of non-crystallographic 
symmetry, then averaging in conjunction with the density modification 
procedure, can break the phase ambiguity of a Single Isomorphous 
Replacement (SIR).
5.2 Preparation of Heavy Atom Derivatives
5.2.1 Method
The most common methods employed to introduce heavy atoms into a target 
crystal (reviewed in [Biundell & Johnson, 1976]), include “soaking” the crystals 
in mother liquor (or suitable buffer) containing the chosen heavy atom salt or 
co-crystallisation in the presence of the reagent The absence of bound metal 
ions in the TIM structure ruled out the commonly used method of replacement 
with metals of a similar radius. Inhibitors or co-factors incorporating heavy
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atoms have also been used successfully [Amone et a/, 1971] but were not 
available in this case. Another option is to modify the sequence by 
mutagenesis such as the creation of a surface cysteine residue but this has not 
been attempted. The heavy atom soaking method was used initially as co- 
crystallisation may interfere with interactions involved in the crystallisation 
process leading to greater chance of non-isomorphism.
The rationale behind selection of suitable derivatives can be made with respect 
to the presence of particular amino acids but solvent accessibility could only be 
roughly estimated from the low homology model (even if a side-chain is not 
buried in the core, further complications could arise from involvement in crystal 
contacts). Protein ligands are often divided into two classes; hard and soft 
[Pearson, 1963]. Hard ligands such as the carboxylate groups of glutamate 
and aspartate (and C-terminus) and hydroxyl groups of serine and threonine 
tending to prefer the electronegative class A metal ions (e.g. uranyl) involved in 
electrostatic interactions. Soft ligands such as the sulphur groups of 
methionine and cysteine and the imidazole of histidine tend to favour more 
covalent interactions with class B metal ions such as Pt, Pd, Au or Hg. In the 
case of the PwTIM, there are three cysteine groups in the amino-acid 
sequence, however analysis of a model based on the T. brucei TIM structure 
suggests that these are not likely to be solvent accessible. Despite these 
classifications, many interactions are of a less specific nature and this diversity 
of chemistry leads to reaction times varying from seconds to months. 
Additional considerations such as differing reactivity of complexes, pH, heavy 
atom salt concentrations, temperature and steric effects result in the method 
containing a large element of trial and error. In an attempt to find suitable 
derivatives other atoms were used such xenon gas as it is thought to occupy 
hydrophobic ‘pockets’ within the protein and iodine which has been shown to 
interact with the pi electron clouds of tyrosine residues as a I3" or I’ species. As 
a better native data set was available for the monoclinic space group (that 
crystallised with 2-CP) it was thought they were more suitable for heavy atom 
experiments.
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5.2.2 Heavy Atom Soaks
Due to the fact that most groups are reactive at higher pH due to the lower 
likelihood of, for example, histidine or cysteine residues existing in a 
protonated form, a condition was found at which the crystals were stable but 
would be more likely to react than that at which they were grown. 0.1M MES 
buffer pH 6.5 (6% PEG 4K) was used for these purposes (at a higher pH than 
this the crystals appeared to be unstable over a period of hours). Salts of 
heavy atoms were dissolved in the above buffer and the PwTIM crystals 
transferred to the solution and stored in a capillary tube. The crystals 
appeared to be very unstable in most of the heavy atom solutions tried at room 
temperature. Stability was shown to increase on setting up these soaking 
experiments at 5°c, and therefore the bulk of experiments were carried out at 
this temperature. In the case of Xenon, the crystal was placed in a hair loop, 
situated in a sealed container (at room temperature) which was filled with 
xenon gas for 10 minutes [Soltis et al, 1997] immediately prior to data 
collection.
5.2.3 Heavy Atom Co-crvstallisation
All heavy atom co-crystallisation trials were set up using conditions similar to 
those optimised for growth of the PwTIM/2-CP crystals being 0.1M NaAc pH
4.5 and 6% PEG 4K containing 20mM 2-CP. All the heavy atom reagents 
were added to the crystallisation buffer at a concentration of 2mM (1mM final 
concentration in hanging drop). Most of the crystals appeared between 1 day 
and 1 week.
In addition an attempt to co-crystallise PwTIM with Na2WC>4 (in the absence of 
inhibitors) as it was thought that tungstate may bind to the phosphate binding 
site. The fifty conditions of the Hampton Research Crystal Screen I were set 
up with 50mM Na2W 04. After 3 days conditions 15, 18, 40-43 and 49 all 
yielded small needles. Unfortunately the attempts to improve these crystals 







Hg(ll)N03.H20 1 6.5 5 30 mins cracked immediately
CH3Hg(ll)CI 1 4.5 5 2days cracked
PIP 1 6.5 5 2 days cracked
PCMB 0.5 6.5 5 30 mins cracked
PCMBS 0.1 6.5 5 3 days data collected - disordered 
crystal
K2Pt(IV)Cl6 1 6.5 5 24hours data PTCL6_2 (after 2 days 
crystal cracked under these 
conditions)
KjPtGOCU 1 6.5 5 2 days data PTCL4_4
Pt(ll)TCI
(T=tepyridine)
1 6.5 5 2 days cracked
K2Pt(ll)(N03)4 1 4.5 5 2 days data PT2_1
PbACj 2 6.5 5 30 mins cracked
K3U02F6 1 6.5 5 15 hours data collected - disordered 
crystal (after two days 
crystal cracked)
AgN03 1 6.5 5 10 mins cracked
CdCI2.2.5H20 2.5 6.5 5 4 days data CD_6
BaCI2.2H20 2 6.5 5 12 hours cracked
Ho(III)CI3.6H20 1 6.5 5 12 hours cracked
SmCI3 1 6.5 5 10 mins cracked
Ce(S04)2 1 6.5 - - would not dissolve
LaCI 1 6.5 5 12 hours cracked
Yb2(S04)3 1 6.5 - - would not dissolve
Th(N03)4 1 6.5 5 10 mins cracked
T 0 6 Br14 0.1 6.5 5 12 hours cracked
ki/ i2 6.5 5 1&7
days
data 13_3 and I3_4
respectively
Xe(g) - - - 10 mins data XE_2
Figure 5.1: table summarising soaking experiments (data file names in bold type).
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around the condition used for TIM/2PG and TIM/2CP complexes but all trials 
showed some degree of precipitation and no crystals were observed.
5.2.4 Seleno-Methionine PwTIM
As the search to obtain heavy atom derivatives was proving difficult, an 
attempt was made to prepare Seleno-Methionine PwTIM in order that a 
Multiwavelength Anomalous Dispersion (MAD) experiment [Hendrickson, 1991] 
could be carried out using the variable wavelength X-ray source at EMBL, 
Hamburg. The PwTIM has five methionine residues per monomer (twenty per 
asymmetric unit in the orthorhombic form and forty per asymmetric unit in the 
monoclinic form)
The SeMetTIM was expressed and purified in Essen, Germany (Reinhard 
Hensel, unpublished work). On receiving the protein, it was necessary to 
dialyse with the buffer previously used for crystallisation trials (0.1M TRIS/HCI, 
pH8.5, 25mM NaCI, 2mM EDTA). As it has been reported that seleno­
methionine proteins tend to crystallise in conditions very similar to that of the 
native protein [Hendrickson & Ogata, 1997] this was assumed in setting up 
crystallisation trials with the PwTIM. The protein was concentrated to several 
final concentrations of between 5 and 20mg/ml and crystallisation trials set up 
by the hanging drop method (in the presence of 20mM 2-CP or 2-PG) in a 
matrix around the condition known to yield crystals for the native PwTIM 
(chapter 2). It was thought that this would allow for any difference in the 
solubility of the SeMetTIM from that of the native protein. Unfortunately, these 
crystallisation trials were unsuccessful and no sign of crystallisation was 
observed. Some of the higher protein/precipitant concentration samples were 
shown to precipitate out of solution. We were therefore unable to measure X- 





Hg(ll)CI2 Small rods- Poor diffraction (<10A)
Hg(ll)N03.H20 No crystals
Hg(ll)(SCN)2 Crystals appearing after 2 days appeared to be of different 









BaCI2.2H20 Small rods obtained after 3 days - some data collected to 
low resolution but crystal disordered.
PbAcj Needles
NaAuCU No crystals
Na2W 0 4 No crystals
U02Ac2 No crystals
u o 2s o 4 Precipitate
SmCI3 Small rods -data collected but no diffraction >10A
LaAc3 Initial data collected to 6A but showed crystal disorder.
Th(N03)4 small needles
Na3lrCI6 Rod like crystals obtained after several days data set IR_1
Yb2(S04)3 No crystals
Figure 5.2: table summarising co-crystallisation experiments (data file name in bold 
type).
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5.3 Analysis of Heavy Atom Data
After collection of the putative derivative data set, this must be scaled to the 
the native data (assuming isomorphism) before calculation of isomorphous 
difference Pattersons to locate the heavy atom sites. The heavy atom 
parameters can then be refined to allow subsequent calculation of protein 
phases. The calculation of difference Fouriers can then be used to check for 
other heavy atom sites and also to find sites for other derivatives. This process 
(and the programs used) is summarised in the diagram in figure 5.3 and 
described in more detail below.
After initial column merging of data with MTZUTILS [Dodson & Terry, 1998], a 
scale factor was determined to scale the derivative to the native data set using 
SCALEIT [Evans et al, 1998] (which was used to apply an anisotropic 
temperature factor). The Kraut procedure in the program FHSCAL [Tickle, 
1998] was also used as a precursor to using VECREF [Tickle, 1998].
An Isomorphous Difference Patterson using Fourier coefficients of (k|FPH|-|Fp|)2 
could then be calculated using FFT [Ten Eyck, 1998] (in which there will be 
vectors corresponding to all pairs of heavy atoms in the unit cell). Vectors 
between one atom and its general equivalent positions (related by the space 
group symmetry) are called Harker vectors. In the P2  ^case described here, for 
a heavy atom with coordinates (x,y,z), there is a symmetry related position at 
(-x,1/2+y,-z) giving a vector at 2x,1/2,2z. For this reason, in the Patterson 
(u,v,w) map, the ‘Harker section’ is v=1/2. This section could then be plotted 
and examined using the program NPO.
Patterson search programs (VECSUM or SHELX [Sheldrick, 1991]) were used 
to find heavy atom sites. Once the first site is derived from the Harker vectors, 
the origin is fixed, (for the monoclinic space group with unique b axis, there is a 
possible origin shift of a half in x or z directions and any position along y) as is 
the choice of hand (x,y,z or -x,-y,-z). In the first instance, VECSUM calculates 
a symmetry function, calculating Harker vectors for every grid point in the 
asymmetric unit of the crystal, and looking up the value of the Patterson map. 
An initial site is chosen from the symmetry function, and subsequent sites were
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found by evaluating the superposition function; again calculating Harker 
vectors, but also examining cross vectors between the first site and the current 
grid point being considered. The second site is fed in and the procedure 
repeated. After putative sites had been found, the refinement of these sites 
was then carried out using vector-space refinement as implemented in 
VECREF, and these refined sites input into MLPHARE [Otwinowski & Zbyszek, 
1991]. MLPHARE performs further site refinement as well as calculating 
protein phases <|>p using the maximum likelihood method, which describes the 
phase ambiguity as a probability density function P(<J>p), with the maxima of this 
function lying at the most probable phase value. Rcuiiis, phasing power and 
Figure of Merit (FOM) statistics were monitored to assess the quality of the 
derivative. FFT was then used to calculate difference Fouriers using the 
reflection file from MLPHARE, and PEAKMAX [Evans, 1998] to search for 
additional sites which were in turn input into VECREF, and the iterative cycle 
repeated. An attempt to solve other derivatives (using the phases from the 
first) could then be carried out using the same methods.
5.4 Heavy Atom Data
All data (figure 5.4) were scaled to the monoclinic native data set (M1_F) but 
calculation of possible minor sites gave no reasonable phasing statistics (no 
phasing power above 1.0). The 7 day soak iodine (KI/I2 ) data; I3_4, xenon 
data; XE_2 and K2Pt(ll)(N03)4 data; PT2_1, were all non-isomorphous with the 
native data (other derivative data sets were also non-isomorphous and could 
therefore not be used as a pseudo-native).
The CdCI2 data; CD_6, K2PtCU data; PTCL4_4 and 24 hour iodine soak data; 
I3_3 were approximately isomorphous with the native but failed to have any 
major sites (displayed peaks no greater than 3 sigma on the Harker section). 
The iridium (Na2lrCI6) data IR_1 was promising as it was isomorphous with the 
native and had several peaks on the Harker section but none of these sites 
refined to produce good statistics. The Harker sections for these latter data 
sets are shown in figure 5.5.
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Native Data + Potential Derivative Data






Figure 5.3: Scheme for analysis of heavy atom data.
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Figure 5.4: Table summarising ‘derivative’ data sets collected (all data collected at 100K). Unless stated otherwise, values are defined for all reflections with 
those in parentheses corresponding to the top resolution shell (as defined in the final column). *R, = Mean fractional isomorphous difference between a given 





F igure 5.5: Harker sections (v = 1/2) for the ‘derivative’ data sets a) CD_6, b) I3_3, c) 
IR_1. a) and b) are calculated for data from 15-6A and c) with data from 15-6.5A.
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The final heavy atom data set collected was the (K2Pt(IV)Cl6) 24 hour soak; 
PTCL6_2. It should be noted that the octahedral [Pt(IV)CI6]2‘ degrades in 
solution and tends to react as the square planar [Pt(lll)CU]\ Crystals left to 
soak for two days in this reagent appeared to have cracked.
Data were scaled and the search for heavy atom sites was carried out as 
described in section 5.3. Scaling of the heavy atom to native data sets gave 
an R-factor of 19.1% in SCALEIT. VECSUM was used to search for heavy 
atom sites following calculation of a Difference Patterson with data from 15-6A. 
The initial five sites were found using this method, and after refinement of 
these initial sites in VECREF, the remaining four sites were found by iterative 
calculation of difference Fouriers following rounds of MLPHARE. By this 
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Figure  6.6: Harker sections (v=1/2) for the PTCL6_2 data calculated using data from 
a) 15-6Aand b) 15-3.5A.
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Site X y z Occupancy B-factor/Az
1 4.19 34.29 69.94 0.622 20.0
2 42.83 38.19 143.06 0.565 20.0
3 39.99 56.84 137.97 0.622 20.0
4 6.60 15.74 70.95 0.596 20.0
5 3.16 20.78 58.55 0.619 20.0
6 11.73 29.30 75.24 0.557 20.0
7 47.19 52.03 147.39 0.602 20.0
8 39.18 42.56 131.61 0.611 20.0
(9) 61.47 21.12 69.10 0.400 20.0
Figure 5.7: Orthogonal coordinates of the nine PtCL sites refined in MLPHARE.
After final refinement of the nine sites in MLPHARE the statistics suggested a 
reasonable derivative, with Phasing Power = 1.2, Rcuiu* = 0.64, and FOM = 0.32 
(for all reflections) using data from 15 to 5A. Attempts to calculate cross-phase 
difference Fouriers in attempt to solve the other derivatives proved 
unsuccessful and therefore this was an SIR case (Anomalous signal did not 
appear to be significant).
Calculation of an initial solvent flattened SIR electron density map from the 
phases calculated in MLPHARE (using the program DM [Cowtan, 1994]) 
revealed the presence of ‘blobs’ of density. Also, on analysis of all symmetry 
related Pt sites associated with these areas of higher density it could be seen 
that 4 Pt sites were associated with each tetramer in the asymmetric unit (sites 
1,5,6,4 and 3,8,7,2 respectively) with one additional weak site (9). This was 
confirmed by the realisation that each of these sets above were related by the 
approximate translation known to relate one tetramer to the other (x+1/2, 
y+1/4, z+1/2). From the positions of these sites, the centre of mass of both the 
tetramers could be calculated using PDBSET [Evans, 1998] (assuming a 
single site per monomer). Knowledge of the NCS axes from the self rotation 
function allowed the NCS transformations to be defined (as both tetramers are 
in the same orientation) although there was ambiguity at this stage as to which
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of the P2i related NCS sets were correct. The NCS symmetry transformations 
were calculated as below and are listed in figure 5.8.
As the transformation mapping monomer A onto monomer B is
Xb = Rb.Xa + Tb (1)
The translation vector, TB can be calculated from knowledge of the rotation 
matrix, Rb (from the self rotation function). Monomer A is first shifted by the 
centre of mass, COM (using PDBSET) thus placing the tetramer at the origin,
X b* =  Rb-(Xa - COM)
=> X b s  X b* + COM
Formula 1 can now be written as
R b.(X a - COM) + COM = R b.X a + TB
=> TB = COM - Rb.COM
This also holds for monomers C and D.
G> + K t* ty tz
A1 64 180 180 55.18 50.06 113.99
A2 73 81 180 -0.419 -31.65 108.93
A3 32 318 180 -27.19 86.11 48.63
B1 64 180 180 126.59 94.8 259.54
B2 73 81 180 57.06 -79.06 226.20
B3 32 318 180 -8.80 178.90 78.89
Figure 5.8: NCS transformations for tetramers A and B.
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A spherical mask (sphere radius 30A) was created about the centre of both 
tetramers using the program NCSMASK which was trimmed for symmetry 
overlap (in this case input as G2i to account for both tetramers) and thus 
allowing 4-fold NCS averaging (within an approximate tetramer mask) in DM, 
treating each tetramer as a separate domain with phase extension from 5.0 to 
2.7A over 500 cycles. This resulted in a change in DM Rfre« from 66.4% to 
34.9% and NCS correlation values from 0.25 to 0.85, (where statistics refer to 
before and after density modification respectively). A region of the averaged 
map can be seen in figure 5.9.
A main chain ‘bones skeleton’ was created from this DM averaged map in 
order to help identification of a single monomer, to allow a monomer mask to 
be created and eight-fold averaging to be used. The quality of the calculated 
averaged map was not high enough to get a satisfactory superposition of the 
model onto the map and therefore the approximate centre of the monomer was 
simply estimated using O, and a sphere of radius 15A was created about the 
centre with NCSMASK (and again trimmed for both NCS and crystallographic 
symmetry). This was used for an initial mask to carry out eight-fold averaging 
in DM. In addition, the radius of the averaging mask was altered, and attempts 
were made to superimpose a TIM dimer model onto the density obtained after 
averaging, but none of the above methods produced better quality electron 
density maps.
5.5 Discussion
The methods of heavy atom co-crystallisation and soaking have been 
employed in an attempt to use Isomorphous Replacement to determine the 
PwTIM structure. This derivative search was hindered on several counts; the 
fragile nature of the PwTIM crystals meant that they were very susceptible to 
damage simply from handling, addition of heavy atom reagents, or the 
subsequent cryoprotecting and freezing process. Difficulties reproducing 
diffraction quality crystals in high enough quantity also slowed the screening 
process (especially with such a high crystal mortality rate). Although some 
useful phase information has now been obtained from the single PtCle
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Figure 5.9: Section of the averaged electron density map contoured at 1ct (blue) and 
superimposed onto a bones skeleton shown inside the 30A letramer’ mask (red). 
Displayed in O.
derivative, it looks likely that further experimentation will be needed to obtain 
another good derivative.
It was hoped that eight-fold NCS symmetry averaging would enable us to 
break the phase ambiguity of this SIR derivative. Although the centre of mass 
has been established for the two tetramers in the asymmetric unit (assuming 
identical substitution site on each monomer of the tetramer), the quality of the 
SIR/solvent flattened electron density map was not sufficient to enable a 
monomer mask to be created (which would have facilitated true eight-fold
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averaging). Application of the NCS operators to carry out four-fold averaging 
separately within the 'tetramer’ masks did not clarify the situation. Other 
methods such as the use of Cross-Crystal Averaging as implemented in 
DMMULTI [Cowtan, 1994], with the second monoclinic data set; M2_F (which 
extends to 3.0A) may yet yield better quality maps, but time limits have 
prevented further studies on this line of work.
Different reagents (particularly species with lower activities), reagent 
concentrations, optimising length of soak times and pHs are all variables which 
may allow control of substitution rates and thus prevent crystal cracking. In 
addition to the follow up work required to obtain a suitable derivative, an 
attempt to obtain crystals of the SeMetTIM may also prove fruitful.
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CHAPTER 6
Citrate Synthase from Sulfolobus solfataricus
6.1 Crystallisation
Crystallisation trials were set up (by Rupert Russell) using the hanging drop 
vapour diffusion method (as described in chapter 2) with the native SsCS (in 
the presence of citrate and CoA) which had been overexpressed in E. coll 
[Connaris et al, 1998] and purified with a red gel affinity column as described 
by Muir et al [Muir et al, 1995]. The crystal yielding condition was a 6pl 
hanging drop containing 2pl of protein at a concentration of 10 mg/ml (with mM 
concentrations of the substrates), 2pl of TRIS/HCI pH 7.2 containing 17% PEG 
8K and 2pl of 0.1 M CaCfe. A single rod like crystal of approximate dimensions 
2mm x 0.1mm x 0.1mm was found in a partially dried out drop after a six month 
period. This was the only crystal obtained which was used for data collection 
purposes.
6.2 Crvstalloaraphfc Data
No successful freezing conditions had been found previously and as only one 
crystal was available, data were collected at room temperature. The crystal 
was mounted in a quartz capillary tube and data collected on a 30cm Mar 
image plate detector (as in chapter 3). The crystal to detector distance was set 
to 220mm and contiguous frames recorded, rotating the crystal 0.5° (A<|>) for ten 
minute exposures. Data extended to 2.6A although were very weak at higher 
resolution and therefore only processed to 2.7A (statistics shown in the table in 
figure 6.1). As the crystal gradually suffered from radiation damage it was 
translated stepwise, perpendicular to the beam to maximise completeness of 
the data set. The data were reduced as described earlier using the 
DENZO/SCALEPACK software. Initial indexing suggested a primitive 
monoclinic lattice but no (OkO) reflections were recorded to distinguish P2 and 
P2i space groups. Molecular Replacement was earned out in both space
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groups (although it was assumed that it was more likely to be P2i due to the 
former being rarely observed for proteins) and was later confirmed to be P2i 
on refinement of the structure.
Space Group P2,
Unit Cell Dimensions a=77.34A, b=97.86A, c=119.33A, p=107.6°
Resolution limit 2.7A
Data Completeness 88.6% (91.2%)
Rmenje 7.2% (22.9%)
l/sigmal 9.37 (3.25)
Total No. of reflections 148169
Unique Reflections 46758
Figure 6.1: Table displaying native data collected for the SsCS (disk file name 
21oct_6). Data in parentheses correspond to the high resolution data shell (2.82-2.71 A)
The solvent content (V*oiv) was calculated using the Mathews approximation 
(chapter 3) and suggested the likelihood of there being two dimers in the 
asymmetric unit (V«oiv=51%) as only one dimer in the asymmetric unit gave a 
relatively high solvent content (V«oiv=74%).
6.3 Molecular Replacement
As with the PwTIM, there were several known structures available as phasing 
models for Molecular Replacement (the coordinate files are listed in figure 7.1) 
of which the T. acidophilum sequence had the highest homology (59% 
identical). It was assumed that the SsCS had been crystallised in the 'closed’ 
form, with the crystallisation being in the presence of substrates (the small 
domain is known to rotate relative to the large domain on binding of 
substrates). Initial Molecular Replacement was therefore earned out with 
monomers and dimers of the P/CS and DSCS structures as search models (as 
the 7aCS was only available in the ‘open’ form). Cross rotation and translation
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searches were carried out in the program AMoRe (the process being described 
in more detail in chapter 4) with the translation function carried out for P2 and 
P2i space groups. No obvious solutions were found with these search models. 
The TaCS dimer was then used as a model with data from 15-6A included in 
the rotation function and an integration radius of 2.5-25A. The translation 
function was calculated for the 50 top solutions from the rotation function using 
data from 15-6A and the top solution (number 33 from the rotation search) 
which had a correlation coefficient of 32.0 and R-factor of 53.4% (compared 
with a background correlation coefficient of 23 and R-factor of 56%). This 
solution was fixed and the translation search run again for the remaining 
rotation function solutions using data in the same resolution range. A solution 
for the second dimer (solution number 10 from the rotation search) had a 
correlation coefficient of 37.7 and R-factor of 51.9% (background correlation 
coefficient 31 and R-factor of 53). A rigid body refinement was earned out in 
AMoRe (simply treating the dimers as rigid bodies) and the final solutions had 
a correlation coefficient of 56.6 and R-factor of 41.3% (background correlation 
coefficient of 27 and R-factor of 52). This easily obtained solution found using 
the TaCS open structure as a phasing model (when attempts to use the closed 
structures had failed) roused suspicion as to the presence of substrates in the 
active site of the enzyme.
Solution a P y tx ty tz
1 184.6 46.4 158.6 0.114 0.0 0.469
2 224.8 62.1 120.2 0.832 0.439 0.943
Figure 6.2: Molecular Replacement solutions for the two dimers after rigid body 
refinement in AMoRe (defined in Eulerian angles and fractional coordinates).
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6.4 Refinement and Model Building
6.4.1 Introduction
The restrained Refinement of the Sulfolobus solfataricus Citrate Synthase 
structure was earned out using the program REFMAC [Murshudov et al, 1997], 
minimising the Maximum Likelihood Residual by the Conjugate Gradient 
Sparse Matrix method [Tronrud, 1994]. Noise filtering phase improvement 
techniques (NCS averaging [Bricogne, 1974], solvent flattening [Wang 1985, 
Leslie 1988] and histogram matching [Zhang & Main, 1990]) as implemented in 
the program DM were used to improve the quality of electron density maps. 
Stereochemical restraints were imposed using PROTIN [Hendrickson, 1985]. 
The initial R-factor in REFMAC (after rigid body refinement) was 48.3% 
(Rfr«e=48.6%) and final R-factor of 20.8% (Rfree=28.5%) for all data from 20.0A 
to 2.7A. With data to only 2.7A, the resolution was not sufficient to include 
structural waters in the final model. In addition, the low ratio of observations to 
parameters meant that the isotropic refinement of B-factors had to be 
approached with some caution. This was however carried out in the later 
stages of refinement by applying tight four-fold NCS restraints. The process is 
described in more detail below and summarised in figure 6.3.
6.4.2 Refinement Method 
Rigid body refinement;
Rigid body refinement was carried out in AMoRe (treating each dimer as a rigid 
body) after the initial Molecular Replacement solutions for the two dimers in the 
asymmetric unit had been found.
Calculation of structure factors;
After rigid body refinement, initial structure factors were calculated using the 
experimentally observed amplitudes and phases from the correctly oriented 
TaCS models (polyalanine except where there were conserved side-chains in 
the SsCS sequence) using SFALL [Dodson & Baker, 1998]. Prior to this step, 
missing number flags were assigned in MTZMNF [Winn & Dodson, 1998] to
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account for the incomplete data followed by generation of a complete list of 
indices in UNIQUE [Leslie, 1998], with FREERFLAG flagging 5% of the data 
for use as a test set (FreeRflags were merged with the data using CAD 
[Dodson, 1998]). This test set was used to calculate an Rfrae [Brunger, 1992b] 
value which is not affected by the refinement procedure (as they are not used 
in the refinement). SIGMAA [Read, 1986] was then used to establish weights 
for the structure factors calculated in SFALL based on a comparison of the 
experimentally observed magnitudes with those calculated for the model.
Density modification;
This reflection file output from SIGMAA containing weighted map coefficients 
and FOMs was input into DM for 10 cycles of density modification incorporating 
four-fold NCS averaging, solvent flattening (based on the known solvent 
content as described in section 6.2) and histogram matching. The protein- 
solvent boundary was defined by a mask created using a 5A radius around the 
initial TaCS model in NCSMASK. Conversion matrices mapping monomers A 
onto B,C and D were supplied using LSQKAB. Success of the density 
modification procedure was monitored by the DM Rfree and correlation 
coefficients of the NCS matrices. During the initial 10 cycles the DM Rfrae value 
dropped from 44% to 30.4% and NCS matrices refined to give NCS correlation 
values of approximately 0.8 (from 0.6 at the beginning of the density 
modification procedure.
Initial calculation of density modified map;
FFT was used to calculate an electron density map from the DM phases which 
was extended over a region covering one monomer in EXTEND and 
subsequently reformatted in MAPMAN [Kleywegt & Jones, 1996] to be read 
into O in order to carry out manual building. Rotamer conformations for those 
side-chains built into a single monomer of the TaCS model were checked and 
side-chains with no density in this map were removed (contoured above 2a). 
The initial maps obviously contained an element of bias due to the 
inaccuracies of the phases for this model (and also from building into 
subsequent maps) but an attempt to compensate for this was made by the 
weighting on Fo and Fc as applied in SIGMAA. The monomer coordinates
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were read out from O and NCS matrices used to create the other 3 monomers 
(using LSQKAB and PDBSET).
Restrained positional refinement;
Geometric restraints could then be set up for the model (ABCD) using the 
program PROTIN based on a dictionary of ideal protein stereochemistry as 
observed in high resolution small molecule structures [Priestle, 1995, Engh & 
Huber, 1991]. This creates a restraints file corresponding to the model which 
is input into REFMAC for positional refinement Tight NCS restraints for both 
main-chain and side-chain were used initially and 6 cycles of refinement 
carried out in REFMAC with a weight of 0.5 using the average diagonal term of 
X-ray and Geometry with experimental sigma values included.in the weighting. 
Positional refinement was earned out with an initial B-factor of 20A2 (single 
overall B-factor refined for whole model) and a bulk solvent correction 
[Tronrud, 1997] included. After the first round of refinement the R-factor was 
36.3% (RfrOe=40.5%).
Iterative manual model building and refinement;
The new (refined) model and reflection file (containing SIGMAA style weighted 
coefficients) output from REFMAC were used to calculate weighted mFo-DFc 
and 2mFo-DFc difference maps (as before using FFT and EXTEND) for 
subsequent manual building steps in O (again the maps were contoured above 
2a). In addition, the coordinates for the refined model along with an updated 
solvent mask and NCS matrices were put back into SFALL to calculate new 
Structure Factors for the following phase improvement step and the iterative 
process then continued. After the initial round of refinement, the three 
deletions with respect to the TaCS sequence could also be removed 
(corresponding to the four residues from three loop regions; Q51, N116 and 
R332, N333 in the TaCS sequence) and the main-chain remodeled in these 
regions. Side-chains were then built into a single monomer (choosing the 
appropriate rotamer conformations) of the model in O mainly using the DM and 
2mFo-DFc maps over successive cycles to an R-factor of 28.9% (Rfree 33.8%). 
Significant remodeling of the main-chain backbone was not required (except 




Keeping the tight NCS restraints, individual isotropic B-factor refinement was 
then carried out, bringing the R-factor down to 24.7% (Rfr«e31.2%) after which 
the NCS restraints were gradually loosened and the four monomers were built 
independently. NCS restraints were controlled in PROTIN and during the 
refinement procedure side-chain followed by main-chain restraints were 
gradually loosened, with a final round removing the NCS restraints continuing 
to lower the Rfree value.
Model analysis and further building;
Areas of bad geometry identified by PROCHECK [Laskowski et al, 1993] and 
the Real Space Refinement program OOPS [Kleywegt & Jones, 1996b] were 
scrutinised more closely in the latter stages of refinement. These programs 
highlight regions of poor stereochemistry and OOPS also identifies areas of 
low correlation between map and model. Weighting on the geometry was then 
tightened by reducing the factor on the diagonal terms from 0.5 to 0.2. Two 
extra residues at the N terminus and five extra residues at the C terminus 
(compared with TaCS model) were also built into the final model (with the final 
model comprising the four monomer chains A3-A369, B3-B368, C3-C370 and 
D3-D367). The first two residues at the N-terminus and last seven residues of 
the C-terminal arm (discussed later) were not . seen in the poorly defined 
electron density of these parts of the structure. One conflict with the sequence 
data was residue 57 which had been assigned as arginine and was found from 
analysis of the electron density map to be a proline (this is a totally conserved 
proline in all the other known citrate synthases). The superposition of the 
active site residues of the small domain of SsCS and TaCS and the absence of 
density for substrates (in mFo-DFc and 2mFo-DFc maps) in the active site 
support the previous speculation that the structure is the ‘open’ form of the 
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Figure 6.3: Scheme summarising the refinement procedure
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Figure 6.4: Stereo-diagram showing a typical region of the final 2Fo-Fc electron 






No. of protein atoms 11742
No. ligand atoms 0
No. solvent atoms 0
RMSD bond lengths /A 0.009
RMSD bond angles (defined as distance) /A 0.032
RMSD planar 1-4 distance /A 0.032
Overall G-factor (PROCHECK) -0.06
Overall coordinate ESU 0.444
Figure 6.5: Refinement statistics
6.5 Validation of Structure
Although weighted stereochemical restraints were applied during the 
refinement procedure, stereochemistry of the final model was analysed using 
the program PROCHECK. Figure 6.9 contains various outputs from 
PROCHECK for the four monomers in the asymmetric unit and some other 
refinement statistics are listed in figure 6.5. The general overview of main- 
chain and side-chain parameters including bonded and non-bonded 
interactions are better than or inside deviations from ideal geometry expected 
for the resolution to which the structure was refined (including the overall G- 
factor of -0.06). Plots showing deviation of main-chain parameters from that of 
small molecules show several features; virtually all (99.9%) of main-chain bond 
lengths (only 2 N-terminal residues differ by more than 0.05A) are inside the 2o 
RMS deviation limits from the ideal values. Main-chain bond angles are also 
well restrained with 87.1% lying inside the limits. Planarities listed for ring and 
non-ring planar groups show the general low RMS distances from planarity 
(only 0.2% outliers). Plots of side-chain torsion angles show that x1x2 
distributions are clustered about the mean values with no serious steric
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clashes. The Ramachandran plot shows the main-chain phi-psi torsion angles 
for the four monomers in the asymmteric unit. 91.3% of residues lie in the most 
favoured regions, with only 8.7% in the allowed regions and no residues 
appearing in the generously allowed or disallowed regions (excluding glycine 
and proline residues). Glycine and Proline residue Ramachandran plots show 
that there are only a few residues slightly outside accepted torsion angles.
Included in the residue property outputs are the B-factor plots (plotted per 
residue) which show the areas of disordered (or misbuilt) structure. A summary 
of the B-factors for the four monomers is diplayed in figure 6.6. Comparison of 
the temperature factors for all four monomers show that they all have 
corresponding regions of highest B-factors (and this is similar to the trend found 
for other CSs compared in chapter 7). The regions of highest B-factor comprise 
mainly of surface or active site loops; notably residues 57-63 (loop D and the 
first part of helix E), 107-112 (loop G-l), 162-166 (loop J-K), 245-253 (first part of 
loop O-P), 279-282 (loop P-Q), 302-308 (centre of loop Q-R) and the end of the 
C-terminal arm. These are regions of the structure which one would expect to 
see the greatest flexibility, especially as this is the open form of the enzyme. 
Despite this common trend between the four monomers, there is a considerable 
difference in values of the average B-factors. Monomers A and C have a 
comparable and significantly higher average B-factor than those of monomers B 
and D (which are also comparable with each other). The deviation is greatest in 
the small domain and as this is the most flexible region of the structure. In 
particular, B-factors for the small domain of monomer B are considerably lower 
than that of the other three monomers. Examination of the crystal packing for 
the four monomers may explain this feature. Numbers of crystal contacts for 
crystallographic and non-crystallogrphic symmetry related monomers were 
calculated using a distance from 0-3.6A (using the program CONTACT 
[Skrzynski, 1998]). These calculations show that the number of residues 
involved in crystal contacts are significantly increased only for monomer B (A, 12 
residues, B, 23 residues , C, 11 residues and D has13 residues). Analysis of 
the different overall environments within the crystal as shown in figure 6.10 also 
suggests that monomers A (yellow) and C (cyan) do appear to be less closely 
associated with the neighbouring protein, and are surrounded by large solvent 
channels.
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A B C D
Average B/Az 42.8 31.0 41.1 34.2
Minimum B/Az 18.5 12.0 15.6 13.6
Maximum B/Az 86.0 67.6 87.6 67.9
Average B /A2 
(large domain)
38.1 30.8 37.8 30.3
Average B/Az 
(small domain)
55.3 34.8 49.4 43.6
Figure 6.6: B-factors for the four SsCS monomers
The program ENVIRONMENTS [Luthy et al, 1992] was run to analyse the 
chemical sense of the model. This involves calculating a matrix of scores 
based on the burial or exposure of given side-chains with relation to their 
chemical nature (over a window size of 21 residues). 3D-1D profile plots 
(figure 6.8) from these matrices was produced for both dimers and shows 
clearly that there are no regions of the structure in which residues are in totally 
unacceptable chemical environments (all scores above zero).
MONOMER A B C D
A — 0.847 0.953 0.865
B — — 0.855 0.784
C — — — 0.916
Figure 6.7: LSQ fits for alpha-carbon atoms of the four SsCS monomers calculated 

































S e q u e n c e  p o s i t i o n















Residues in most favoured regions (A.B.L) 1201 91.3%
Residues in additional allowed regions (a.b.l.p) 115 8.7%
Residues in generously allowed regions (-a .-b .-l .-p )  0 0.0%
Residues in disallowed regions 0  0.0%
Number of non-glycine and non-proline residues 1316 100.0%
Number of end-residues (exd. Cly and Pro) 8
Number of glycine residues (shown as triangles) 84
Number of prolinc residues 60
Total number of residues 1468
Based on an analysis of 11B structures o f resolution of at least 2.0 Angstroms 
and R-factor no greater than 20%. a good quality model would be eapccted 
to have over 90% in the most favoured regions
sscs_0l.ps
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a Ramachandran plot quality assessment
X 10-
1 0  1 5  2 0 2 5 3.0 3.5 4.0
Resolution (Angstroms)
c. Measure o f had non-bonded interactions
1.5 2.0 2.5 3.0 3.5 4.0
Resolution (Angstroms)
d. Alpha carbon tetrahedral distortion
1.5 2.0 2.5 3.0 3.5
Resolution (Angstroms)
1.5 2.0 2.5 3.0 3.5 4.0
Resolution (Angstroms)
f Overall G-faclorc Hydrogen bond energies
Oto
1.0 1.5 2.0 2.5 3.0 3.5
Resolution (Angstroms)
Stereochemical parameter
a %-tagc residues in A. B. L
b. Omega angle st dev
c Bad contacts /  100 residues 
d. Zeta angle st dev
c. H-bond energy st dev 
f. Overall G-factor
1.0 1.5 2.0 2.5 3.0 3.5 4.0
Resolution (Angstroms)
Plot statistics
Comparison values No. of
No of Parameter Typical Band band widths
data pts value value width from mean
1316 91.3 72.9 100 1.8 BETTER
1464 3.1 6.0 3.0 *1.0 Inside
17 1.2 13.9 10.0 -1.3 BETTER
1384 2.3 3.1 1 6 -0.5 Inside
967 0.7 1.0 0.2 •1.2 BETTER
1468 •0.1 -0.7 0 3 2.0 BETTER
sscs_04.ps
Side-chain parameters
a Chi-1 gauche minus
-X 20
1 5  2.0 2 5 3.0 3.5 4.0
Resolution (Angstroms)
1.5 2.0 2.5 3.0 3.5
Resolution (Angstroms)
C h i- l gauche plus d. Chi-1 pooled standard deviation
1.5 2.0 2.5 3 .0  3.5 4.0
Resolution (Angstroms)
e. Standard deviation o f C h i-2 trans angle
30 
4S 20
1.0 1.5 2.0 2.5 3.0 3.5 4.0
Resolution (Angstroms)
S SC S





No. of Parameter Typical Band 




a. Chi-l gauche minus st dev 115 22.1 24.5 6.5 -0.4 Inside
b. C hi-l trans st dev 407 19.1 24.2 5.3 -1.0 Inside
c. C hi-1 gauche plus st dev 654 16.9 22.8 4 9 -1.2 BETTER
d. C hi-l pooled st dev 1176 18.3 235 48 - I I  BETTER








b. Average B-value of side-chain atoms
45 50  55  6 0  65 70  75 * 0  85 
Residue number
c. Standard deviation of main-chain atom B-values
15 20 25 30 35 45 5 0  55  60  65 70  75 80  85 
Residue number
d. Secondary structure & estimated accessibility
Key - ^  H clis I ^  Bela slnnd Random coil AcceuibilHjr ihading BbcWbuned. Whilc=accnsibk
e. Sequence & Ramachandran regions 4 Most Favoured a  A llowed I  Generous I  Disallowed  
- ! ■  ■»«.................... ...  A a m  tia a a a a a a ia a ia a a ia tta ta ia ta iitiia a tiA i M l  t ia
VVSKCLCSV | IKVTNLTF lUOEKG I I t  YtGYNI EDLVSYGSVEF.T I YLMI. YCKL FYKEELNDI.ILAKLNF.F. YE vpOf vi.UT I YlMFKlAllA I C.llF VL.T AA
f Max. deviation (see listing)
Ou>
g. G-factors




a. Average B-value of main-chain atoms
Page 2
103 110 115 120 125 130 135 140
Residue number
__________ b. Average B-value of side-chain atoms
103 110 I IS  I
Residue number
c. Standard deviation of main-chain atom B-values
103 110 115 120 125 130 135 140 145 150 155 160 165 170 175 180 185 190 195 200
Residue number
d. Secondary structure &  estimated accessibility
V W W V 4
Key:- H elix  I ^  Beta Strand — Random coil AcceuibilHy shading; Black-tnined. Wtiiic*accc«il>l«
C. Sequence & Ramachandran regions 4 Most favoured ■ A llowed I  Generous I  Disallowed
LAS I DKNFKIA*f NOSFICA | S I I AKMATL VAWVYEFILECiMI FE I FEPSDS F AKSFLLAS FAEEFTTDE I NAFOEAL I L V TDMEVFASTTAAL VAAS TL SEW
f. Max. deviation (sec listing)
g. G-factors





a. Average B-value of main-chain atoms
•3 100
203 210 215 220 225 230 235 240 245 250 255 2 «
Residue number
b. Average B-value of side-chain atoms
275 280 285 290 295 3<
| 100
203 210 215 220 225 230 235 240 245 T. 265 270 275 280 285 290 295 300
Residue number
c. Standard deviation of main-chain atom B-values
2 3 210 215 220 225 230 235 240 245 250 255 260 265 270 275 280 285 290 295 300
Residue number
d. Secondary structure & estimated accessibility
B Z S S S 3 I^ 5 1 ^  TSSE^ SSSZSZIZfeSH^ S^ SSS^ S^S^
K ey:- ^ 7 ^  H elix I ^  Bela strand =  Random coil Acceuibilitjr ihadms Blackshwied. wiumaccatiDle
e. Sequence & Ramachandran regions a Most favoured ■ Allowed I  Generous I  Disallowed
VSSLTSALAALKOr^ .^AASEAFKOMF I gOFwI  VQNVTh«KWNCs!  ^WFOMRVTKTYOriltt trKSLALTttreNADAtB YrEtA^LtrU'.tllO








a. Average B-value of main-chain atoms
Page 4
3 10 15 20 25
Residue number
b. Average B-value of side-chain atoms________
303 310 315 355 360 365 
Residue number
10 IS 20 25
c. Standard deviation of main-chain atom B-values
10 15 20 25303 310 315 320 325 330 335 340 345 350 355 360 365
Residue number
d. Secondary structure &  estimated accessibility
Key:- H elix  C Z ^  Beta Strand Random coil Accessibility shading Black=buncd. Whne*acce*sibl<
e. Sequence & Ramachandran regions a Most favoured ■ A llowed I  Generous I  Disallowed
I VPNTDFYSGI VFVAl.GFFVYMFTALFALfiRTI.OVt.AM I I EYVF.EQMRL IRPRALYVCiREYQ VVSKGLENVI IKVTNLTFII
f. Max. deviation (see listing)
g. G-factors




a. Average B-value of main-chain atoms
Page 5
35 40 45 55 60  65 7 0  75 SO 85 9 0  95 100 105 110 115 120 125 
Residue number
b. Average B-value of side-chain atoms
85 90  95 I35 40  45 50 55 60  65 70 75
Residue number
110 115 120 12
c. Standard deviation of main-chain atom B-values
35 40 45 50 55 65 70  75 80  85 90  95 100 105 110 115 120 125 
Residue number
d. Secondary structure &  estimated accessibility
Key - H elix I— S Beta strand Random coil Accessibility sbAdins Blick4»nc<l. Whne-acccssible
e. Sequence & Ramachandran regions 4 Most favoured ■  Allowed I  Generous I  Disallowed
(■.ILB\SC.YMr.DLVNYCSYf.ETIVl*a-VWCLrTKK£LK(M.IUIKLNEEVEVrO€VtOTIYl>irKSAnAIOI.LRVCTAALASIDXHritWltrNOSEXA1SI I A
f. Max. deviation (see listing)
O
g. G-factors





a. Average B-value of main-chain atoms
|  100- 
a> 80 -
135 140 145 I: 165 170 175 180 185 190 195 200 205 21 0  215 220 225 
Residue number
b. Average B-value of side-chain atoms_____________100
126 155 II 205 210 215 220 225
Residue number
c. Standard deviation of main-chain atom B-values
126 135 140 145 150 155 160 165 170 175 180 185 190 195 20 0  205 210 215
Residue number
d. Secondary structure &  estimated accessibility
Key - ^  H elix  Bela strand ■■ Random coil Accessibility shading Black=buncd. Whiic-acccssiblc
e. Sequence & Ramachandran regions a Most favoured ■ A llowed I  Generous I  Disallowed
KMATLVANVYMKEGNKPR I PFPSDSFAKSFLLASFAREPTTDEINAAOKAL I LYTDMEVPaSTTAALVAASTLSOMYSSLTAALAAI.KGPLIIGGAAEEA
f. Max. deviation (see listing)
g. G-factors






a. Average B-value of main-chain atoms
-3 ion
235 240 245 250 255 260 265 270 275 280 285 290 295 300 305 310 315 320 325 
Residue number
________ b. Average B-value of side-chain atoms_____________
226
- I  100
60
235 240 245 250 255 260 265 270 275 280 285 290 295 305 310 315 320 3;226
Residue number
c. Standard deviation of main-chain atom B-values
235 240 245 250 255 260 265 270 275 280 285 290 295 300 305 310 315 320 325 
Residue number
d. Secondary structure &  estimated accessibility
K e y - Hclis I— S Bela strand • — Random coil Accessibility ihsUmf Blsck=buned. wtntMaccessible
e. Sequence & Ramachandran regions a Most favoured ■ Allowed I  Generous I  Disallowed 
t u r n s M i m i t t i i i t i i i i n i i t  i i u i i i u t i i i t x t i t t i i i i i i i t i i i i i i i t t i  i t i i t t t . i t t t i t i t t  m u u
H Qf 11 IC.D.NK VQ*WI VV VJ*N» l-'t.Fr.HB V TK T YU. It AK I I KS I. AI T 1.11 ISAj>A*tYrF 1 MJSlFHr. I so* SSHO! YfNTTYf Y AC, I V F Y Air. Y
f. Max. deviation (sec listing)
g. G-factors




a. Average B-value of main-chain atoms
Page
335 340 345 350 355 360 365 10 15 20 25 30 35 40 45
Residue number
b. Average B-value of side-chain atoms
10 15 20 25 30 35 40  45
Residue number
326 335 340 345 350 355 36
c. Standard deviation of main-chain atom B-values
326 335 340 345 350 355 360 365 10 15 20  25 30 35 40  45
Residue number
d. Secondary structure &  estimated accessibility
-  c-^H C E S TD K E S aa
Key:- H elix  I y  Beta Strand Random coil Accessibility shading: Black*buried. Whrtcaaccessibte
e. Sequence &  Ramachandran regions a Most favoured a A llowed I  Generous I  Disallowed
pVVMFTALFALSRTl.fW.AM I I EYVKEQHRL I RPRALWOPF.Y
f. Max. deviation (see listing)
VVSKGI.GNV I IKVTNLTF IDGEKGI LRYRGYNI EDLVhfYGSVEET
g. G-factors






a. Average B-value of main-chain atoms
Page 9
65 70  75 80 85 9 0  95 100 105 110 115 120 125 130 135 140 145 
Residue number
b. Average B-value of side-chain atoms
50 55 60  65 70 75 80 85 90  95 100 105 110 115 120 125 130 135 140 145
Residue number
c. Standard deviation of main-chain atom B-values
50 55 60  65 70 75 80 85 90  95  100 lOS 110 115 120 125 130 135 »40 145 
Residue number
u V W W V
d. Secondary structure & estimated accessibility
Key:- H elix I ^  Beta Strand —  Random coil Accessibility shading- Black«buricd. Whrtesacccs'ibk
c . Sequence &  Ramachandran re g io n s  a M osi favoured ■ Allowed I  Generous I  Disallowed 
u u  I m u  11 1 1>1 1 1 1 m ia a a + a a a u a a ii , i ib i i i i«
l>t. Yl'rKL PTMtELKDl.KAKl.NEE YEVPQEVLDT IYLMPKEADAIGU.EVGTAALAS I DKNFKWKENOKF.KA I S I IAKMATLVAWVYRRKFGNKPRIPfPS
f. Max. deviation (see listing)
g. G-factors




a. Average B-value of main-chain atoms
Page 10
Residue number
b. Average B-value of side-chain atoms
150 155 160 1 6 5 1 7
Residue number
c. Standard deviation of main-chain atom B-values
150 155 160 165 170 |75 180 185 190 195 200 205 21 0  215 220 225 230 235 24 0  245 
Residue number
d. Secondary structure & estimated accessibility
K ey:- '3^ '  H elix Beta strand Random coil Accessibility sh-idinf BlacScbcincd While-Accessible
e. Sequence &  Ramachandran regions a Most favoured ■ Allowed I  Generous I  Disallowed
nSFAKSFI.LASf AarrTTOE I NAfcCKAL ILYTOH6yrASTTAALVAASTLS»nfSSLTAALAALKCrLHOCAAEEAFlCOr I r  inorWIVObWrHUICVVMO
f. Max. deviation (see listing)
g. G-factors
150 155 160 165 170 175 180 185 190 195 200 205 21 0  215 220 225 230 235 240 245
sscs_06.ps




250 255 260 265 270 275 280 285 290 295 300 305 310 315 320 325 330 335 340 345 
Residue number
d. Secondary structure & estimated accessibility
Key - ^  H elix I S B en  sirand —  Random coil Accessibility shading Blackcbuhcd. wh«e**ccn«ibk 
e. Sequence & Ramachandran regions a Most favoured ■ A llowed I  Generous I  Disallowed
tERNAOAaaVSnAOKI.EF-LOIKOFSSKOIvrNTOrVSGIVrVALGFPVVMSTAI.IAI.SRTI.rSWI s




250 255 260 265 270 275 280 285 290 295 300 305 310 315 320 325 330 335 340 345
Residue number
c. Standard deviation of main-chain atom B-values
a. Average B-value of main-chain atoms
Residue number
b. Average B-value of side-chain atoms
sscs_06.ps
co 80
355 360 365 370
350 355 360 365 370
Residue properties
sscs
a. Average B-value of main-chain atoms
Page 12
10 15 20 25 30 35
Residue number
45 50  55 60  65
b. Average B-value of side-chain atoms
10 15 20 25 30  35 40  45 50 55 60  65
Residue number





355 10 15 20  25 30 35 40  45 50  55 60 65
Residue number
d. Secondary structure & estimated accessibility
S®u=>—
Key:- ^  H elix I y  Beta Sirand Random coil Accessibility shading Black started. White*acce%»ibk
e. Sequence &  Ramachandran regions 4 Most favoured ■ A llow ed I  Generous I  Disallowed
VEFQHHLIRflUL WGFF.VQEYV
f. Max. deviation (see listing)
WSKGLENVI IKVTNI.TF IGGF.KGI LRYRGYNI EDI.VNVGSVEFT
g. G-factors




a. Average B-value of main-chain atoms
Page 13
o  SO
75 80 85 90  95 100 105 110 115 120 125 130 135 140 145 150 155 160 165 
Residue number
________b. Average B-value of side-chain atoms
-2 100
it 20
75 80 85 90  95 100 105 110 115 120 125 130 135 140 145 150 155 160 I
Residue number
c. Standard deviation of main-chain atom B-values
70 75 80 85 90  95 100 105 110 115 120 125 130 135 140 145 150 1 5 5 .1 6 0  165 
Residue number
d. Secondary structure &  estimated accessibility
B3BS38iHEBBBEll‘*tlHSBBEB33HBBEBS3RBS5
Key:- H elix i S B e n  sirand — Random coil AcctMibility itudm* Bbck^buned. wtwe^accnuNe
e. Sequence & Ramachandran regions 4 Most favoured ■ Allowed I  Generous I  Disallowed
SEE YF.VPQC VLDT > VUXPKE ADA IGU.E VGT AALA S I DXSFKSACF.SDItEltA 1 S I I AKMETLVANVVEEXECiVKM IFEFSD5FAKSFLLASFAREFTTDF









a. Average B-value of main-chain atoms
73 100-
Residue number
b. Average B-value of side-chain atoms
|  100-
175 180 185 190 195 200 205 210 215 220 225 23 0  235 240 245 250 255 260 265
Residue number
c. Standard deviation of main-chain atom B-values
170 175 180 185 190 195 200 205 210 215 220 225 23 0  235 240 245 250 255 260 265 
Residue number
d. Secondary structure & estimated accessibility
■. i. i j i l i gg n rm
Key:- H elix I 5^ Beta strand —  Random coil Accaiitnliiy itudmj Black»twn«l. w sii«cc«E ibk
e. Sequence &  Ramachandran regions *  Most favoured ■ A llowed I  Generous I  Disallowed
 .........M l  | | 11.AAAAAAAAAAAA1AA1AA1A1A M  ■ | ■ —  | • • — t — ■ ‘ T..............
INAM1KAI lLYTOMEVPASTTAAl.VAASYI.St»IY5SLTAALAAHGPI.HOGAAEEAFItOFIEIGOPSRVqN*TmmWNOIO>RU*FCMAVYKTYDPRAR
f. Max. deviation (see listing)
g. G-factors





a. Average B-value of main-chain atoms
a 100
l i o  275 280 2 *5  290 295 300 305 310 315 320 325 330 335 340 345 350 355 360 365 
Residue number
b. Average B-value of side-chain atoms___________
100'
270 275 280 285 290 295 300 305 310 315 320 325 330 335 340 345 350 355 360 365
Residue number
c. Standard deviation of main-chain atom B-values
290 295 300 305 310 315 320 325 330 335 340 345 350 355 360 365 
Residue number
d. Secondary structure & estimated accessibility
*Z& i& Z Z S2i’!b -^ S Z B 3S 2Z S Z S 2r -  -
Key:- H elix I S Bela sirand —  Random coil Accnuhlnx shading Blacknfcuned. whnc=actc«ihic
e. Sequence & Ramachandran regions a Most favoured ■ Allowed I  Generous I  Disallowed
t a. . . . . . . . . . . . . . . . . . . . . . . . . . .  U . . . . . . I . . 1 I I I  m s n    a *
iFHL*LTLiE«N»oiuiiiYff iAOKtftLei«orssxcivrHTOfrsoivfT»LCrfvT>WT*i.SAi.s«rLO«.*iimsrvsr.qunim pn«.Yvr.nr
f. Max. deviation (see listing)
g. O-factors
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Figure 6.10: Diagram displaying the crystal packing arrangement within the SsCS 
crystal. The four NCS related monomers are coloured; A is yellow, B, blue, C, cyan 
and D is magenta).
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Figure 6.11: Ribbon diagram showing two orientations of the SsCS dimer with large 
domains of each monomer coloured light and dark orange, small domains light and 
dark yellow, and catalytic residues shown in ball-and-stick representation (structure 
described in the following chapter). The diagram was created using MOLSCRIPT.
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Figure 6.12: Schematic representation of the SsCS dimer with the a-helices shown as 
‘rods’ and catalytic residues shown in ball-and-stick representation (diagram created 
with BOBSCRIPT).
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Figure 6.13: Representation of the relative electrostatic potential (red=negative and 
blue=positive) of the surface of an SsCS dimer demonstrating relative positive potential 
of the active site cleft. The diagram was generated with GRASP [Nicholls et al, 1991].
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6.6 Discussion
Data collected from the single crystal of Sulfolobus solfataricus citrate synthase 
extended to a resolution of 2.7A. The knowledge of the 3-D structure of Citrate 
Synthase from Thermoplasma acidophilum allowed straightforward solution of 
the Molecular Replacement problem in AMoRe, and the model subsequently 
refined to a final R-factor of 20.8% (Rfree=28.5%) using the restrained Maximum 
Likelihood Refinement technique in the program REFMAC. Analysis of the 
stereochemistry of this final model shows that it is within acceptable limits for 
the resolution of the data, and it could now be used to extend the study on the 
structural basis of thermostability of citrate synthases. The structure itself 
(shown schematically in figures 6.10-6.13) is described in the following chapter 
with specific reference to the comparison with the known crystal structures.
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CHAPTER 7
Structural Analysis of Citrate Synthases; Possible 
Determinants of Thermostability
7.1 Introduction
Six citrate synthase crystal structures from five host organisms (figure 7.1) 
have been used for comparative analysis in order to identify some of the 
structural features which could confer (hyper)thermostabi!ity in this enzyme 
‘family’. Many of the features observed in other proteins have been discussed 
in the introduction. As can be seen from figure 7.1, the host organisms span 
the range of temperatures at which life is known to exist. However, in order to 
qualify the study, it is important to identify the actual inherent stability of each 
CS in vitro, from measured half lives of inactivation [Muir et al, 1995, Connaris 
et a/, 1998 & Gerike et al, 1997]. Care is required when interpreting half-life 
activities as these are highly dependent on protein concentration, pH and 
presence of substrates. However, results displayed in figure 7.1 suggest that 
there may not be quite as large a gap in thermal stability between 7aCS, SsCS 
and PfCS as would be be predicted simply from differences in optimum growth 
temperature of the organisms.
One of the obstacles to overcome when studying structural differences, is to 
separate features which actually correlate to differing thermostabilities from 
those which are merely phylogenetic traits. In the case of the Antarctic 
bacterium DS23R, there may also be features present which relate more to the 
problem of overcoming cold denaturation and retaining high enough turnover 
at very low temperatures. The coupling of observations from crystal structures 
with SDM studies can help to identify the most important interactions, and 
results from these studies are mentioned where applicable.
Before embarking on a full analysis of the six crystal structures it is also of 
fundamental importance to consider limitations of the study. Firstly, the 
enzymes from each organism have been crystallised either with or without the
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presence of substrates (both only in the case of pigCS). As a result of the 
conformational changes which take place on binding of substrates, only True’ 
comparisons can be made between the SsCS, TaCS and pigCS open 
structures or the DSCS, PfCS and pigCS closed structures. These structures 
have also been refined at differing resolution which may effect the accuracy of 
measurements of interactions such as ion-pairs and hydrogen bonds (although 
these may be calculated with differing distance cut-offs in an attempt to 
account for this). Despite these difficulties an attempt to measure some of the 
properties of these enzymes has been made. The water structures could not 










DS23R (DSCS) — 31* 45 citrate & CoA 2.1A
Pig (pigCS) 1CTS/
2CTS












1AJ8 100 100 citrate & CoA 1.9A
Figure 7.1: Citrate synthase structures used for analysis. t1/2=8mins is the temperature 
at which the enzyme half life of thermal deactivation is equal to eight minutes. *lt 
should also be noted that although DS23R was isolated from a habitat temperature of 
approximately 0°C, this organism displays a relatively high optimum growth 
temperature, and thus although it is described here as psychrophilic, should perhaps 
more correctly be referred to as psychrotolerant or cold-active.
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7.2 Overall Comparison of Sequence and Structures
7.2.1 Crystal Structures
All the Eukaryal, Archaeal, gram positive Bacteria are homo-dimeric structures 
with each identical monomer consisting of a large and small domain. In 
addition, they are almost entirely a-helical; the pigCS structure contains 20 a- 
helices (A-T) with DSCS, TaCS, SsCS and PfCS containing 16 a-helices, all of 
which have an equivalent in pigCS (without the extra helices; ABHT). The pig 
enzyme is therefore the largest enzyme (437 residues) with the sizes of the 
other enzymes being DSCS 379, TaCS 384, SsCS 379 and PfCS 376. Of the 
16 equivalent helices, the large domain comprises 11 helices (C-M and S) with 
5 in the small domain (helices N-R). The small domain has been classed as 
residues 217-321 inclusive for SsCS and corresponding residues from the 
structure based sequence alignment for the other CSs (figure 7.6).
One of the main differences in size of the enzymes is due to the fact that 
pigCS contains an N-terminal extension of approximately 35 residues 
containing two helices, of which helix A extends over the surface of the 
monomer to which it belongs. The pig enzyme also contains a region of 
antiparallel beta sheet (residues 56-69) which is present in the other CSs 
(residues 19 to 31 in SsCS). The other CSs also contain an additional region 
of antiparallel beta sheet brought about by an intersubunit contact of residues 
12-16 at the N-terminus with residues near the C-terminus 360-363 (residue 
numbers correspond to SsCS). Several 3io helices are also present in the 
SsCS structure; residues 6-8,235-237, 304-306 and 327-329.
The active site comprises residues from both monomers and therefore CS is 
only active as a dimer. Active site citrate and CoA binding has been discussed 
in detail [Russell et al 1997 & 1998] for PfCS and DSCS and the differences 
with respect to the pig enzyme. The SsCS structure has no substrate bound 
but the location of active site residues can be compared. The citrate binding 
residues comprising three arginine residues; R267 (helix P), R338 (helix S) and 
R358’ (where the prime denotes the residue of the second monomer) and 
three histidine residues ; H183 (loop K-L), H218 (loop M-N) and H258 (loop O-
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P) are equivalent to those found in PfOS. The binding residues for the three 
phosphate groups of CoA are likely to be K250 (loop O-P) and K306 (loop Q- 
R), R259 and K262 (both loop O-P), with the third phosphate being 
coordinated by R355’ from the second monomer. The catalytic residues H218, 
H258 and D313 (loop Q-R) are also present and in a similar position to the 
TaCS residues. It is likely therefore that SsCS binds substrates in a similar 
manner to PfOS and carries out the expected acid-base catalysis.
The dimer interface of all the CSs is made up of two parts; the main part being 
the eight a-helical sandwich of four antiparallel pairs of helices (F.G.L & M), 
with the additional interaction of N and C-terminal regions. The pigCS is 
different from the other four citrate synthases in terms of the topology of the C- 
tenminal region. In the other four, the C-terminal arm of one monomer “wraps 
around the other monomer, clasping the two together in an intimate embrace” 
[Russell et al, 1997] resulting in more extensive interactions, including those 
with the N-terminus. It is important to note that as the C-terminal arms of the 
TaCS and SsCS are not complete in the models (below), there may be 
additional interactions present which have not been observed. This also 
suggests that the C-terminal arm seems to be ordered only in the presence of 
substrates.
For TaCS and PfOS, a crystallographic dimer was used in the analysis. For 
DSCS and the open and closed pig CS, both monomers were identical as 
there is only one monomer in the crystallographic asymmetric unit, with the 
second generated by a crystallographic two-fold axis. Although the SsCS data 
is relatively low resolution, there are four monomers on which to base 
comparison, and after which an average result was generally given. Also, the 
last 14 residues (the whole of the C-terminal arm) of TaCS and the last 8 
residues of the SsCS C-termini were not seen in the electron density map. 
This will affect many of the results and has had to be taken into account 





Figure 7.2: Schematic representations of the five citrate synthase structures, with a -  
helices shown as rods, catalytic residues and substrates shown in ball-and-stick 
representation ( a)DSCS; grey/white, b)pigCS; pink, c)TaCS; yellow, d)SsCS; orange, 
and e)PfCS; red).
Pairwise sequence alignments were carried out using the program BESTFIT 
from the Wisconsin GCG sequence analysis package, and superposition 
carried out using least squares fit in O for fitting of alpha-carbon atoms 
(starting from 3 conserved atoms). These statistics are listed in figures 7.3-7.5. 
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Figure 7.3: Overall comparison of primary and 3-D structure of CS dimers with RMS 
distances (in Angstroms) in the top half of the table, and sequence percentage 
Identities shown in the bottom half of the table (numbers in brackets are similarities).
The Archaeal and Bacterial CSs share a moderate sequence identity (20-30%) 
with the pigCS and higher identity with each other (with by far the most 
homologous pair being SsCS and TaCS having a sequence identity of 59%). 
These sequence statistics are reflected in the RMS deviations between the 
structures; the Bacterial and Archaeal CSs show a much lower RMS deviation 
when compared with each other than when compared with the pigCS. The 
most similar structures are the TaCS and SsCS, with the PfCS and DSCS pair 
also showing very low RMS deviation. As some structures are in the open 
conformation and some have substrates bound, the large and small domains 






















































DS23R 1.79 for 96 
atoms
1.59 for 90 
atoms
1.51 for 90 
atoms






1.60 for 82 
atoms
1.55 for 82 
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Figure 7.5: RMS distances (A) and sequence identities for small domains of a single 
monomer.
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Separate analysis of large and small domains in general shows the same trend 
as that for the whole dimer but the small domains are in general more highly 
conserved. As is suggested later, this may correlate with differences 
particularly relating to the dimer interface.
7.2.2 Amino-Acid Composition
The information obtainable from amino add sequence alone gives limited 
insight into the differences in the thermostabilities of the CSs and therefore 
obviously needs to be put into a structural context. The differences in the 
individual amino adds can be seen in the histograms (figure 7.7). Secondary 
structure allocation was carried out by means of the program PROMOTIF 
[Hutchinson & Thornton, 1996] which uses a local algorithm based on that of 
Kabsch and Sander [Kabsch & Sander, 1993]. Many of the statistics quoted 
below are with reference to allocations of secondary structure. Helices were
defined as N”N’NcapN1N2N3................ C3C2C1CcapC’C" where an internal
position was identified as N3-C3 indusive and helix capping residues Neap and 
Ccap are the residues one outside that defined as helical by the Kabsch and 
Sander algorithm. A helix initiating position was taken as Ncap,N1 or N2. Loop 
regions were defined as C'-N'. In the case where statistics are given for 
residues in helical or loop environments, only the, equivalent helices and loops 
have been compared.
The so called hot-cold exchanges in the CS structures can be analysed by 
calculating matrices displaying the ‘conversions' for the amino add which leads 
to a very complex picture. The analysis carried out here attempts to highlight 
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Figure 7.6: Structure based sequence alignment of the five citrate synthases. The 
helices (A-T) are coloured corresponding to figure 7.2. All identical residues are boxed, 
the three catalytic residues are marked with an asterisk and the citrate and CoA binding 
residues are shown in inverse type. The diagram was displayed using ALSCRIPT.
D A O F  T P.
t  k Ie I k  I. 1)1
a pTe j v v e N V SI) Y S A
128
Glycine Proline
DSCS PigCS TaCS SsCS PfCS
Alanine
■ to
DSCS PigCS TaCS SsCS PfCS
Leucine
IB











DSCS PigCS TaCS SsCS PfCS
Phenylalanine
■ ■
DSCS PigCS TaCS SsCS PfCS
DSCS PigCS TaCS SsCS PfCS
Valine
DSCS PigCS TaCS SsCS PfCS
Isoleucine
DSCS PigCS TaCS SsCS PfCS
Methionine
DSCS PigCS TaCS SsCS PfCS
Tyrosine
DSCS PigCS TaCS SsCS PfCS
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Tryptophan Serine
DSCS PigCS TaCS SsCS PfCS
Threonine
Ss 3 -I-S*
DSCS PigCS TaCS SsCS PfCS
Glutamine
DSCS PigCS TaCS SsCS PfCS
Lysine
DSCS PigCS TaCS SsCS PfCS
Aspartic Add
i  ' r ^
1 '[0  -!■
DSCS PigCS TaCS SsCS PfCS
DSCS PigCS TaCS SsCS PfCS
Asparagine
DSCS PigCS TaCS SsCS PfCS
Histidine
DSCS PigCS TaCS SsCS PfCS
Arginine
DSCS PigCS TaCS SsCS PfCS
Glutamic Acid
DSCS PigCS TaCS SsCS PfCS
Figure 7.7: Histograms showing the percentage amino-acid composition for the five 
CSs.
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DS23R Pig Ta Ss P f
Charged (DEKRH) 26.1 23.6 27.1 27.1 28.7
Polar/Uncharged
(GSTNQC)
25.6 28.4 23.7 22.8 21.3
Hydrophobic
(LMIVWPAFY)
48.3 48.0 49.2 50.1 50.0
Figure 7.8: Total percentage contents of charged,polar and hydrophobic side-chains.
In general the thermophilic structures have a higher content of charged 
residues (although lower content of histidine) than that of the mesophile 
(although the psychrophile also has a reasonably high charge content). There 
is also a decrease in the R/(R+K) ratio as you proceed up the temperature 
scale, which is the converse of that observed in many other proteins; 0.51 for 
DSCS, 0.43 for pigCS, 0.38 for TaCS, 0.37 for SsCS and 0.34 for PfCS. This 
is mainly due to an increase in lysine content (with all the citrate synthases 
having a relatively similar arginine content). The higher charge content 
correlates with the thermophiles having a lower content in polar/uncharged 
residues. These trends have already been noticed on comparing genome 
sequences of hyperthermophiles and mesophiles [Deckert et al, 1998]. There 
is not such a notable difference in hydrophobic content (although differences in 
the amount of hydrophobic residues exposed is discussed later). Amongst the 
hydrophobic amino acids, isoleucine seems to be favoured in the thermophiles. 
The result of this is the presence of isoleucine clusters in the thermophiles 
(section 7.4). There are other noticeable differences such as a slight increase 
in the content of aromatic residues due to the increase in tyrosine in the 
thermophiles. Tyrosine should be favoured due to the increase in hydrogen- 
bonding potential compared with the other aromatic side-chains.
Deamidation of asparagine and glutamine and oxidation primarily of cysteine 
and methionine is mainly a consideration at hyperthermophilic temperatures 
and therefore only temperatures at which the Sulfolubus and Pyrococcus 
enzymes are likely to operate at. PfCS does have a lower content of both 
asparagine and glutamine than all the other CSs with an obvious trend towards
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discrimination against glutamine in the thermophiles (although DSCS also has 
a relatively low glutamine content). This trend is not present for asparagine. 
These results correspond with those observed in the genome sequences of A. 
aeolicus and M. jannaschii [Deckert et al, 1998, Bult et al, 1996] in which there 
was a lower content of glutamine but not of asparagine or methionine when 
compared with mesophilic genomes. In the citrate synthases there is a 
decrease in methionine content over all five CSs. TaCS and SsCS also have 
no cysteine residues compared with two in DSCS and four in pigCS. The PfCS 
sequence contains one cysteine residue. This does not appear to be solvent 
accessible in the native state of the protein. The thermophiles also have a 
lower content of histidine (which is also known to undergo oxidation at high 
temperatures [Daniel et al, 1996]) than either pigCS or DSCS despite the 
former organisms having a higher charged residue content. It therefore 
appears that there is a general decrease in the numbers of thermolabile 
residues in the thermophiles within this family. The chemical context of the 
thermolabile residues is perhaps of more significance than simply the total 
content Factors affecting deamidation have been discussed [Kossiakoff, 
1988] such as hydrogen-bonding of n+1 nitrogen, alpha-carbon backbone 
conformation and whether the asparagine or glutamine is hydrogen-bonded 
locally or to a remote part of the polypeptide chain. In the case here no 
obvious trends could be observed with respect to these chemical factors.
Considering prolines and glycines; there is not a great difference in the overall 
percentage content of proline in the five organisms, although there are fewer 
prolines at an internal helix position in the thermophiles and DSCS has the 
lowest number of prolines in turn or loop regions. Although there are 
comparable numbers of glycines in the five CSs, pigCS certainly has higher 
number of glycines in loop regions than the other CSs and PfCS also has 
several more C-capping glycines (Ccap C1 and C2) than the other CSs.
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DS23R Pig Ta Ss Pf
Total no. intra-helical 4 3 0 0 1
Total no. helix initiating 6 7 4 3 5
Total no. in turns/loop 
regions
8 12 13 12 11
Figure 7.9: Proline residues for comparable regions of secondary structure.
DS23R pig T a S s P f
Total no. intrahelical 8 5 7 4 . 7
Total no. at C-cap of 
helices
3 4 4 4 7
Total no. in turns/loop 
regions
7 15 8 6 7
Figure 7.10: Glycine residues for comparable regions of secondary structure.
7.3 Overall stability of alpha helices
Some features (in addition to occurrence of proline and glycine residues 
mentioned above) which may be associated with the stability of the helices 
have been included in the table in figure 7.11. Charge dipole statistics refer to 
stabilised helical dipoles (for example, negatively charged residue at an NcaP, 
N1 or N2 position of a helix) and numbers in parentheses refer to destabilising 
interactions. On the evidence of helix dipole statistics alone, the pigCS helices 
may well be more stable than those in the thermophiles. There does not 
appear to be an obvious trend in the numbers of i(i+3) or i(i+4) ion pairs, which 
has previously been linked to helix stability, although it is of interest that 
DS23R has the greatest number. Fewer beta-branched amino-acids (V,l and 
T) have been found at internal helix positions of thermophilic helices 
[Facchiano et al, 1998] (thought to be due to the extra steric hinderence) but 
the opposite trend is found in this case.
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DS23R Pig Ta Ss Pf
Internal beta-branched (VIT) 30 27 32 31 31
Charge dipole(Nter) 7(2) 8(3) 9(0) 7(2) 5(2)
Charge dipole(Cter) 5(3) 6(2) 2(4) 1(5) 6(5)
i(i+3) or i(i+4) salt bridges 8 3 5 3 5
Figure 7.11: Several features associated with stability of the sixteen equivalent a - 
helices.
7.4 Compactness
The overall accessible surface area (ASA) and volume, and the presence of 
internal cavities have been calculated, which should be linked to the different 
packing of the folded proteins. The reduction in the size of loop regions may 
also be important to this end but has been discussed separately (section 7.8). 
In addition the different types of area exposed are listed which may be 
important in minimising surface interactions with solvent as well as maximising 
buried hydrophobics.
7.4.1 Amino-Terminus
As previously mentioned, one of the main differences in the pig enzyme 
(compared with Archaeal and Bacterial CSs) is the N-terminus extension. This 
extension forms a large helical region (helices A and B) which folds over the 
surface of the enzyme. It is difficult to establish whether this feature is only a 
phylogenetic distinction, and certainly citrate synthases from some mesophilic 
organisms seem to be of the shorter type (such as E. coli CSII [Patton et al, 
1993]). For the purpose of calculating some statistics (below) this part of the 
pig enzyme has been removed.
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7.4.2 Accessible Surface Area and Volume
The accessible surface area calculations were calculated using the program 
GRASP and volume calculations using the program VOIDOO [Kleywegt & 
Jones, 1994] with a probe radius 1.4A and grid spacing of 0.75A. All 
calculations for closed structures were done in the absence of substrate.
DSCS, TaCS and PfCS all have a very similar surface area, with SsCS slightly 
higher but all have considerably smaller surface area and volume than the 
pigCS, even when deleting the first 35 residues from the pig enzyme. A similar 
pattern to the total ASA is found when comparing the overall volume; pigCS 
having considerably larger volume than the other CSs (again even when 
calculating with the N-ter deleted pigCS). However it is also notable that the 
smallest voulme is exhibited by the psychrophile being only 8.36 x104A3. All the 
CSs have comparable percentages of atoms buried (PfCS the highest with 
54.5%). Examination of the hydrophobic area exposed shows a more obvious 
trend. Despite all the Archaeal and Bacterial CSs having a similar overall ASA, 
there is a considerable difference in hydrophobic exposure when comparing 
DSCS with the other CSs. DSCS closed having overall 7854A2 exposed 
hydrophobic area (representing 29%of the total ASA) compared with PfCS 
closed 4942A2 (18%of total ASA). The increase in hydrophobic area exposed in 
DSCS is accounted for by a reduction in the number of exposed lysine residues 
when compared with the thermophilic CSs. Figure 7.13 demonstrates that 
DSCS on average exposes 23A2 per hydrophobic residue compared with 16A2 
per residue in PfCS. The total amont of hydrophobic area exposed is also 
greater for the PigCS, TaCS and SsCS than in PfCS, however, when considered 
as a percentage of the total ASA, perhaps the difference between the DSCS and 
the others is the only significant one. The only open/closed comparison is that 
of pig and it can be seen that in this case the closed structure has a slightly 
reduced exposed hydrophobic surface compared to the open structure, showing 








Ta S s P f
ASA/x104A2 2.72 3.34 3.20 2.99 2.72 2.82 2.72
No. of atoms calculated 
for
5784 6888 6884 6344 5722 5879 5961
No. of atoms buried 3044 3469 3601 3307 2955 3014 3248
Atoms buried (%) 52.6 50.4 52.3 52.1 51.6 51.3 54.5
Volume x104A3 8.36 9.96 9.98 9.18 8.71 8.51 8.65
Total Exposed 
Hydrophobic /A2
7854 6654 6246 6001 5513 4942
% Hydrophobic of total 
ASA
29 20 20 22 20 18
Total Exposed Polar/A2 6401 10401 10020 — 5684 7292 5632
Total Exposed K/A2 3671 5679 5825 — 5989 5921 6957
Total Exposed R/A2 1767 3317 2599 — 2822 2958 1944
Total Exposed D/A2 2138 2413 2457 — 2360 1572 988
Total Exposed E/A2 4655 3441 3475 — 3371 4743 5974





Ta Ss P f
Average Area 
K/A2
102 117 114 111 96 109
Average Area R 
/A2
47 68 87 83 87 59
Average Area D
/A2
59 58 57 62 46 45
Average Area E 
/A2
86 72 72 68 79 79
Average Area 
Polar /A2
32 38 39 31 41 32
Average Area 
Hydrophobic /A2
23 17 18 19 17 16
Figure 7.13: Average area exposed per residue type calculated for CS dimers using 
GRASP.
7.4.3 Internal Cavities
Calculations of internal voids were carried out using the program VOIDOO to 
calculate the probe-occupied cavities with the parameters 1.4A probe and 
0.75A grid using the multirotational approach described by Kleywegt and Jones 
[Kleywegt & Jones, 1994] and performed on ten randomly rotated dimers.
The method of calculating cavities may be extremely sensitive to how well the 
structure has been refined and also the algorithm used (the results differ 
slightly from those published [Russell et al, 1997]), but it does seem evident 
that there are fewer cavities in the thermophilic TaCS when compared with the 
open form of the pig enzyme and no cavities were detected in either of the 
hyperthermophilic proteins. As discussed earlier [Russell et al, 1997] the cavity 
calculated for DSCS must be treated with caution as it is bounded by residues 







T a S s P f
No. of Internal 
Cavities
(1) 6 3 3 0 0
Total Cavity 
Volume/A3
(104) 476 218 184 0 0
% Total 
Volume
(0.1) 0.5 0.2 0.2 0 0
Figure 7.14: Table listing internal cavities calculated with VOIDOO.
7.4.4 Isoleucine clusters
As mentioned earlier, the three thermophiles have a higher isoleucine content 
than either the pigCS or DSCS. This results in isoleucine clusters being 
present in the core of these proteins. In particular, it has already been 
identified [Russell et al, 1997] that one hydrophobic cluster of six isoleucine 
residues (15,190 and 355 from both monomers) surrounded by a ring of ion 
pairs is present between intersubunit helices F.G.L and M and helices I and S 
in each monomer in PfCS. This replaces a four-residue intersubunit network 
(D420, H246) in pigCS (discussed later). Isoleucine 15 is conserved in both 
TaCS and SsCS and isoleucine 355 in TaCS, SsCS and DSCS. Figure 7.15 
shows the distribution of isoleucine residues in the five CSs, with the 
thermophiles displaying a greater degree of clustering in the protein core (the 






Figure 7.15a: Isoleucine residues in the five citrate synthases (shown as yellow 
spheres).
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Figure 7.15b: The isoleucine cluster and ionic interactions at the dimer interface in 
PfCS, with isoleucine residues again shown in yellow.
7.5 Hydrogen Bonding
Hydrogen bonds were calculated for the dimers with the program HBPLUS 




Total no. of 
H-bonds
748 865 745 713 737
No. of H-bonds 
per residue
0.99 0.99 0.97 0.95 0.98
Figure 7.16: Total number of hydrogen-bonds and number per residue.
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It is difficult to tell what role hydrogen-bonding plays in the stability of the 
citrate synthases. As with ionic interactions, it is likely that the specific location 
of hydrogen-bonds throughout the structure is more of interest when 
considering features that are important for thermostability. As can be seen 
later, there may be differences at specific areas such as the dimer interface.
7.6 Flexibility (B-factors)
Due to the fact that the B-factors depend greatly on the refinement procedure, 
nature of the crystal (contacts and solvent content) temperature of data 
collection or resolution of data, they can not be compared empirically between 
the different structures. Several trends can however be observed. In all 
cases, the average B-factor of the small domain is higher than that for the 
large domain. The generally high regions of flexibility have been highlighted 
for SsCS (previous chapter). This reflects the higher flexibility expected due to 
the fact that the small domain rotates relative to the large domain on binding 
substrate. It has already been observed that the relative value is highest for 
DSCS [Russell et a/, 1998], as seen in figure 7.17 and in the B-factor plots by 
residue (figure 7.18). It has been suggested that the increased relative B-factor 
of the small domain of DSCS perhaps reflects the greater need for catalytic 
turnover at low temperatures, but in addition this increased flexibility could also 





T a S s P f
Av. B-factor 
(large domain)
12.3 14.3 22.6 17.4 34.3 21.7
Av. B-factor 
(small domain)
19.2 16.2 25.1 21.3 45.8 22.9
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F igure  7.18: B-factor plots per residue for DSCS and PfCS (dotted line).
7.7 Ionic Interactions
7.7.1 Ion Pairs
For most comparisons, ion pairs were classed as residues of opposite charge 
situated 4.0 A or less apart, [Thornton & Barlow, 1983] but to take into account 
the flexibility of these residues and errors due to refinement at medium/low 
resolution (pigCS (open), TaCS, SsCS) then ionic interactions using a 5.0A and 




Ta Ss P f
Total Ion Pairs 52 36 43 45 43
Intra A 21 12 18 21 14
Intra B 21 12 21 18 12
Inter AB 10 12 4 6 17





Total Ion Pairs 72 64 65 62 69
Intra A 31 26 29 29 25
Intra B 31 26 30 27 24
Inter AB 10 12 6 6 20




Total Ion Pairs 98 82 60 82 105
Intra A 44 35 27 38 40
Intra B 44 35 23 35 39
Inter AB 10 12 10 9 26
Figure 7.19c: Ion pairs, 6.0 A cut-off.
Looking simply at the total numbers of ion pairs, it can be seen that all the 
thermophilic CSs have a greater total number of Ton pairs than the pig enzyme, 
but the psychrophile actually has the greatest total number of ion pairs. 
Looking then at the trends towards inter/intra subunit ion pairs, PfCS has the 
most interface ion pairs but both DSCS and pigCS have more intersubunit 
interactions than the TaCS and SsCS and therefore the location of these ionic 
interactions is of more interest; are they stabilising otherwise disordered areas 
of the structure, or those which are particularly vulnerable to denaturation? 
(e.g. the termini, surface loop regions or the dimer interface).
Figure 7.20 lists the percentage involvement of particular residues in ionic 
interactions. These results (particularly the 4.0A cut-off) show the considerably 
lower participation of charged residues in interactions in the pig enzyme when 








22/38=57.9 14/38=36.8 12/34=35.3 11/34=32.4 16/33=48.5
Total
Lys/%
12/36=33.3 8/50=16.0 21/54=38.9 23/62=37.1 19/64=29.7
Total
His/%
8/22=36.4 4/28=14.3 8/12=66.7 6/10=60.0 4/16=25.0
Total
Glu/%
22/54=40.7 14/48=29.2 25/50=50.0 23/60=38.3 29/76=38.2
Total
Asp/%
22/36=61.1 16/42=38.1 13/38=34.2 14/34=41.2 7/22=31.8
Figure 7.20a: Involvement of different residues in ion-pairs as a percentage based on 
total number of given residues in coordinate file and using a 4.0 A cut-off.
DS23R Pig
(closed)
T a S s P f
Total
Arg/%
28/38=73.7 22/38=57.9 26/34=76.5 26/34=76.5 31/33=93.9
Total
Lys/%
18/36=50.0 22/50=44.0 35/54=64.8 35/62=56.5 40/64=62.5
Total
His/%
18/22=81.8 18/28=64.3 8/12=66.7 6/10=60.0 11/16=68.7
Total
Glu/%
36/54=66.7 34/48=70.8 34/50=68.0 40/60=66.7 55/76=72.4
Total
Asp/%
24/36=66.7 26/42=61.9 24/38=63.2 19/34=55.9 17/22=77.3
Figure 7.20b: Involvement of different residues in ion-pairs using a 6.0 A cut-off.
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7.7.2 Ionic Networks
Using a 4A cut-off, the multiple ionic interactions (three residues or more) were 
calculated due to the fact that these interactions are thought to be energetically 
more favourable than single ion pairs. The networks are summarised in figure 
7.21 by means of the pairwise interactions involved, and the role they may play 
in stabilisation. There is not a vast difference in the total numbers or sizes of 
networks but the nature of these networks is different in the five CSs in the 
context of the dimer interface and loop regions.
7.8 Length of fand Ionic Interactions in) Loop Regions
It has previously been suggested that loop regions tend to be the most flexible 
regions of the structure, and are therefore often the first areas to be subject to 
proteolytic cleavage or heat denaturation [Dagget & Levitt 1993, Leszczynski, 
1986]. It is possible that increased thermostability may be overcome by 
shortening loops or by additional interactions stabilising these regions. The 
equivalent loop regions of the five CSs have therefore been compared (several 
extra loops are present in the pig enzyme). The loop regions which have been 
compared can be seen in the schematic diagram with helices (C-S) labelled for 
a single DSCS monomer in figure 7.22.
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3 residues Role 4 residues Role 5 residues Role
DSCS D137-R140
D137-R141
































Single network stabilising 
dimer 
interface 





Interconnects helices E 
and I and K7 near 
the N-terminusE239-R421’
E239-K423




Intersubunit connection of 
extended helix A with 
helix T
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Interlinks loops O-P and 





K74 in loops E-F interact 









Stabilisation of helix S and 
interconnection with loop 






Stabilisation of C-terminal 
end of helix E and 
interconnection with helix I
D150-K154
K154-E164








stabilises N-terminus at 
interface
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stabilising dimer interface 












Stabilisation of helix Q 
and interconnection with 
helix P
Figure 7.21: Ionic networks in the five citrate synthases ^denotes the residue is from the second subunit), displayed as the number of residues 
involved in a network, and the possible role the interaction may play in terms of stabilisation.
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Figure 7.22: The DSCS citrate synthase monomer with labelling of helices C-R.
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Loop DS23R pig Ta Ss P f
A-B 7
B-C* 26
C-D 0 9 2 0 0
D-E 3 3 3 3 3
E-F 4 3 5 4 4
F-G 6 4 5 4 4
G-l 7 3+helixH+5 8 7 7
l-J 11 12 11 11 11
J-K 3 2 3 3 . 3
K-L 4 6 4 4 4
L-M 3 3 2 2 3
M-N 4 5 5 5 4
N-0 12 4 3 3 3
O-P 17 15 18 18 14
P-Q 2 2 1 1 0
Q-R 4 9 6 10 11
R-S 5 6 5 4 6
S-T 10 *
Figure 7.23: Table listing the number of residues in loop regions for the five CSs. 
*Loop B-C in the pig enzyme also contains a region of beta-sheet structure. Loop G-l in 
the pig enzyme also contains an additional helix.
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Figure 7.24: Table listing ionic interactions in loop regions (including networks where 
at least one of the residues is situated in the loop region).
Loop C-D; PigCS has a loop containing 9 residues which is only 2 residues in 
7aCS and absent in SsCS, PfCS and DSCS (Figure 7.25).
Loop D-E; All CSs have a 3 residue loop but a single ion pair is present in 
DSCS, SsCS and PfCS.
Loop E-F; The loop in PigCS is one residue shorter than DSCS, SsCS, PfCS 
and 2 residues shorter than TaCS but the loops superimpose well and there 
are no ionic interactions in PigCS compared with a single ion pair in DSCS. 
TaCS has a four residue intramolecular network and SsCS has a five residue 
network which involves a residue at the N-terminal end of the loop.
Loop F-G; All loops are very similar but SsCS has one residue involved in an 
inter-subunit ion pair with a residue in loop G-l in the other monomer (tying two 
loops together at the interface).
Loop G-l; The pig enzyme has a more extended loop containing the short 
helix H. This helix is absent in the other CSs. The other loops are very similar 
in topology to each other, with ion pairs present in DSCS and TaCS. Both
152
SsCS and PfC S  have inter subunit interactions (D113 in PfCS being part of 
five residue inter-subunit network).
Loop I-J; All have similarly large loops but there are no ion pairs in pigCS with 
one ion pair in TaCS. DSCS, SsCS and PfCS all have multiple ionic 
interactions linking loops l-J and J-K.
Loop J-K; The loop in pigCS is slightly shorter than the others containing no 
interactions, whilst the TaCS loop has an ion pair. DSCS, SsCS and PfCS 
have interactions linking this loop with previous loop l-J.
Loop K-L; All loops are similar (the pig one being slightly longer). All CSs 
have ionic interactions stabilising this loop, with both PfCS and pigCS having 
intersubunit interactions (PfCS has 4 residue network).
Loop L-M; All loops well conserved, having similar topology and no ionic 
interactions.
Loop M-N; All loops well conserved, with no ionic interactions.
Loop N-O; This appears to be a long and flexible loop in DSCS which 
contains six charged residues (and no ion pairs).. PigCS also has a longer and 
more extended loop than SsCS and TaCS (which both contain ion pairs) and 
PfCS has the shortest loop.
Loop O-P; Although not obvious from the length of loops as designated by 
PROMOTIF, the loop in the pig enzyme is considerably more extended than 
the others. DSCS, pigCS and PfCS all have single ion pairs stabilising this loop 
(interaction in the pigCS loop links it to loop B-C), with TaCS and SsCS loops 
having multiple ionic interactions which link loops O-P and K-L.
Loop P-Q; TaCS and SsCS loops both contain ionic interactions. In the case 
of SsCS, this is in the form of a three residue network linking it with loop J-K. 
This loop is absent in PfCS.
153
Loop Q-R; This loop is shortest in DSCS and it has already been suggested 
that the reason for this is that it seems to allow greater accessibility to the 
active site [Russell etal, 1998].
Loop R-S; There is no significant difference in the conformation of this loop in 
any of the CSs but PfCS has an ion pair between this loop and loop l-J.
Although some of the differences in loop conformations (particularly near the 
active site) may be due to the open or closed nature of the structures, it is 
immediately obvious on comparison of the ionic interactions, that there is 
considerable difference between the five enzymes. There is a distinct absence 
of ionic interactions in the loops of the pig enzyme, with the thermophiles (and 
psycrophile) showing more extensive interactions. Many of these ionic 
interactions are involved with the dimer interface as well as those which 
interconnect one loop region with another, thus possibly ‘pinning’ both loops 
together. These results are summarised in figure 7.26. Although this is 
coupled with several examples of loop shortening (an example of which has 
been shown in figure 7.25) in the Archaeal when compared with the pigCS, 
there is not such an overall trend of this latter effect, as was first observed with 
initial pairwise comparisons [Russell etal, 1994].
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Figure 7.25: Diagram showing loop C-D over-layed for the five citrate 






Figure 7.26: CPK sphere representation of all acidic (red) and basic (blue) 
amino-acids involved in ionic interactions where at least one of the residues is 
located in a loop region.
7.9 Dimer interface
The dimer interfaces were analysed according to several criteria as found in the 
table in figure 7.27 and ionic interactions were also analysed as before (figure 
7.28). As DSCS, SsCS and PfCS have had the C-terminal arms removed prior 
to making these calculations, (to compare them all with TaCS) the values 
generated do not represent the complete intersubunit contact. Complementarity 
can be viewed by means of a gap volume index [Jones and Thornton, 19S5] 
defined as a gap volume between the monomers divided by ASA of interface. 





Interface ASA Ik2 3403 4934 3154 3363 3698
% of total ASA 21.0 24.0 19.0 19.8 22.6
% polar atoms 34.8 37.8 32.6 32.3 39.2
% non-polar atoms 65.2 62.2 67.4 67.7 60.8
Hydrogen-bonds 44 42 24 28 54
Gap volume 10591 17164 6474 8474 9605
Gap volume index 1.52 1.74 1.03 1.26 1.29
Figure 7.27: Statistics calculated using the protein-protein interactions server [Jones & 
Thornton, 1995] for the PDB files with the C-terminal arm removed.
PigCS has a slightly different interface topology (particularly in the terminal 
regions) from the other CSs (as described earlier) and therefore has a 
considerably larger accessible surface than the other interfaces. It also has the 
highest percentage of the total ASA involved at the interface. TaCS has the 
highest complementarity at the interface represented by the lowest gap volume 
(and lowest gap volume index) with TaCS and SsCS both exhibiting the highest 
percentage of hydrophobic residues compared with the other CSs. This 
coincides with both of these enzymes having the lowest number of hydrogen
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bonds at the interface (with PfCS having the highest number of hydrogen 
bonds). The three thermophiles all have lower gap volume indexes than both 
the pigCS and DSCS, suggesting better packing of the two subunits.






























Figure 7.28: Ionic interactions at the dimer interface calculated with a 4A cut-off.
Examining ionic interactions at the interface, the five CSs show considerable 
variation; interactions in the pig enzyme are all unique (with respect to the other 
CSs) and involve residues near the termini and outer helices of the eight-helical 
sandwich. The central helices of the dimer interface have no ionic interactions 
associated with them in marked contrast to the other CSs. Two ionic 
interactions are present between the last helix (helix T; not present in the other 
enzymes) and helix A (in the N-terminal extension) of the other subunit (D435- 
H28’ and network involving E17’, D428 & R20’) and also a single ion pair 
between helix A of one subunit and helix B of the other (R25-D39’). One four 
residue network with two identical residues from each monomer (H246 in helix L
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and E420 from loop S-T) and two three-residue networks linking E239 from loop 
K-L with R421 and K423 in loop S-T. The pig enzyme also has an intra subunit 
ion pair network associated with the N-terminus (R117, K7.E173, E113 & D177).
The other four citrate synthases all have interactions associated with the two 
internal helices of the interface (G&M) as well as those involved with the N- 
terminus and C-terminal arm. One completely conserved interaction is that 
between a totally conserved aspartate (D205 in TaCS) at the N-terminal end of 
helix M with a lysine (at position 218 in TaCS) at the C-terminal end of helix M in 
the other subunit. The lysine residue is not conserved in the pig enzyme. This 
leads to a single ion pair at each end of helix M in TaCS. In SsCS there is an 
additional ion pair in close proximity with the first one between E89 (loop F-G) of 
one monomer and K108 at the C-terminal end of helix G in the other, and thus 
both central helices have ion pairs at either end in SsCS. In DSCS the first ion 
pair is part of a (3:1) four-residue network (in conjunction with D95 and R98 both 
in helix G). In PfCS this is a five-residue (3:2) network with H93 and R99 (helix 
G) and D113 in loop G-l (giving two five-residue networks at this part of the 
interface). The four residue network in DSCS only comprises two single 
interactions directly across the interface, wheras the PfCS five residue network 
has four such interactions (and five if calculations to 6A are made). This would 
suggest that the PfCS networks contribute considerably more to the inter- 
molecular interactions. The overall ionic interactions at the interface are 
summarised in figure 7.29 and more specifically those involved at the central 
helices G and M are shown in figure 7.30.
Examining the part of the dimer interface near the active site all the Archaeal 
and Bacterial citrate synthases have ionic interactions which also tend to 
stabilise the N-terminus, however PfCS certainly has the most extensive ionic 
interactions with two four-residue networks (E189,D12,R356’ & R358’) and two 
single ion pairs (E11-R353’). Isoleucine clusters (see section 7.4) may also be 
indicative of strong hydrophobic interactions in this region in PfCS and to a 
lesser extent in SsCS and TaCS.
159
Ionic interactions may also be important for prevention of fraying of the N and 
C termini and several of these interactions inter-link both terminal regions. The 
lengths of the C-terminal arms vary with DSCS being six shorter than PfCS and 
TaCS and five shorter than SsCS. DSCS has less interaction of the C-terminal 
arm with the other monomer than the three thermophilic CSs (including one ion 
pair which appears to anchor the end of the arm; R375-E48’ (PfCS)). R375 
and E48 are conserved in TaCS and SsCS suggesting the likelihood of this ion 
pair being present at the C-termini of the latter). DSCS also has an arginine 
residue (R375) which interacts with E56’ but as this interaction is not directly at 
the end of the termini there may be more chance of fraying of this terminal arm 
in the psychrophile. Both N-termini in PfCS also have an interconnecting ion 
pair (K8-D16’) but this is a three residue interaction in DSCS (K7.D15’ & 
D359’). SsCS also has several terminal interactions (E9.R259 & R355’) and 
TaCS does only if interactions to 6A are included. Including additional 
interactions to 6A lead to a far more complex picture, particularly at the C- 
terminal arm region of SsCS and PfCS. There are also increased interactions 
near the C-terminus of TaCS. In addition the two ion pairs at each end of 
helices G and M in SsCS interact with each other. It is interesting to note that 
when including calculations to 6A the pigCS does not have any additional ionic 
interactions involved with the dimer interface.
Figure 7.31 displays the buried face of the diijier interface across the four 
helices F,G,M & L and summarises the types of interactions taking place in this 
region. The mesophilic pigCS is shown to be predominantly a hydrophobic 
interaction (particularly helices F,L & M, with helix G containing several polar 
residues ). In TaCS there is an increase in hydrophobicity of helix G (the two 
serine and one threonine and residues lost with an increase from three to eight 
alanine residues in the thermophile). There is also the introduction of the 
charged groups at the ends of the central helices representing the single ion 
pair at each end of helix M. Much of this hydrophobicity is retained in SsCS 
with the increase in charged residues at the ends of helix G & M. PfCS shows 
the greatest charge content, involved in the two five-membered networks, with 
a less hydrophobic surface (in particular several polar groups in helix G). 
DSCS also displays a high degree of charge (corresponding to the two four- 





Figure 7.29: CPK sphere representation of all acidic (red) and basic (blue) 
sidechains involved with ionic interactions at the dimer interface.
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Figure 7.30: Diagram showing ionic interactions in the central helices (G 





Figure 7.31: Buried face of the four interface helices F,G,M and L for a)DSCS, 
b)pigCS, c)7aCS, d)SsCS and e)PfCS and is colour coded green; hydrophobic, 
yellow; polar, red; acidic (E,D) and blue; basic (R,K,H)). The diagram was 
created in GRASP.
7.10 Discussion
Although not all structures (in both open and closed forms) are available to 
perform a complete analysis, the observations discussed in this chapter may 
correlate with the differing stabilities of these proteins.
Further insight into the heat inactivation of citrate synthase suggests that 
interactions at the dimer interface may be of great importance in the 
thermostability of citrate synthase. Data for the pigCS [McEvily & Harrison, 
1986] shows that the dimer is in equilibrium with the monomeric form. Higher 
protein concentrations and the presence of substrates drive the equilibrium
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towards the dimeric form. Inactivating the enzyme in the absence of 
substrates and at low protein concentration is a biphasic process due to the 
different rates of deactivation of the monomeric and dimeric forms; the slow 
dimer to monomer transition and rapid breakdown of the monomeric form. 
Data from Differential Scanning Calorimetry [H. KJump, unpublished data] has 
suggested that denaturation of DSCS is a two stage process; a reversible 
followed by an irreversible inactivation. An increase in enzyme activity 
preceding the initial inactivation is observed (and can be repeated on cooling 
and subsequent re-heating of the enzyme). Initial ultracentrifugation 
experiments have shown that this first stage is likely to be a dimer to monomer 
transition before unfolding of the monomers in the second irreversible stage. A 
single peak is observed on examination of the thermostable citrate synthases 
but asymmetry of this peak suggests that it is possible for this to be a small 
energy contribution followed by a larger one. This could represent a similar 
process to that found for DSCS, with an immediate unfolding following the 
initial dimer dissociation at higher temperatures.
Overall 3-D structures;
In general, as with so many other thermophilic proteins, the 3-D structures are 
very similar with largest deviations in the large domain possibly indicating that 
differences in thermostability are due to changes at the dimer interface. A 
domain-swap mutant [M. Amott, unpublished data] comprising PfCS large 
domain and TaCS small domain has a thermostability only slightly lower than 
that of the wild type PfCS. Similarly, a mutant enzyme with TaCS large domain 
and PfCS small domain has a thermostability considerably lower than that of 
the wild type TaCS. These results do not discount the former supposition.
Amino acid content;
The thermophiles exhibit an increase in charged residues (although a reduction 
in histidine which is relatively thermolabile) with concomitant reduction in polar 
and uncharged residues when compared with the pig enzyme whilst DSCS 
also has a reasonably high charge content. Glutamate is perhaps also 
favoured over aspartate due to the formers greater helical propensity and
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lower likelihood of chain cleavage at high temperatures [Daniel et al, 1996]. 
There is also a tendency towards fewer thermolabile residues; cysteine, 
methionine in the thermophilic enzymes compared with both pigCS and DSCS. 
The thermophiles have a lower glutamine content than the pigCS enzyme. 
PfCS also has a lower content of asparagine. DSCS however, also has lower 
contents of cysteine and glutamine than the pig enzyme. Of the hydrophobic 
residues, isoleucine seems to be favoured in the thermophiles but the overall 
hydrophobic content shows little difference. The only aromatic residue showing 
a consistent trend is tyrosine which increases in content up the temperature 
scale (perhaps due to its additional hydrogen-bonding potential). Analysis of 
glycine and proline residues shows that there is no significant trend in the total 
contents of each amino acid, although perhaps location in the structure is more 
important; the thermophiles have a lower number of intra-heiical prolines than 
both pigCS and DSCS (which has been shown to be destabilising as discussed 
in the introduction). The psychrophile also has fewer prolines in turn and loop 
regions than the other CSs and the pigCS shows the highest content of 
glycines in the loop/tum regions, both observations serving to increase the 
entropy of the unfolded state (with respect to the thermophiles) by increasing 
chain flexibility.
Stability of secondary structure (a-helices);
Initial analysis of the helical regions in terms of the presence of p-branched 
residues, i(i+3) and i(i+4) ion pairs and helix dipole interactions show that there 
does not appear to be a significant difference in the stability of helices of the 
thermophiles and mesophiles (perhaps the most obvious trend being a lower 
number of proline residues at an internal position in the thermophiles). A more 
sophisticated analysis could however be earned out to quantify these factors 
more thoroughly.
Compactness;
As discussed in the introduction, compactness and rigidity of heat stable 
proteins has often been found to be synonymous with their thermostability. 
Rigidifying features such as the presence of prolines or absence of glycine
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residues has been mentioned above. The compactness can be described in a 
number of other ways. There is a tendency towards smaller ASA and volume 
when comparing the Archaeal CSs with the pigCS. Although the total 
percentage of atoms buried is similar for all the CSs, the decreased burial of 
hydrophobic groups of DSCS compared with the other CSs (and which is 
highest for PfCS) perhaps exhibits the lower requirement for hydrophobic 
stabilisation at psycrophilic temperatures (below). There may be more efficient 
packing in the protein core and although aromatic interactions have not been 
studied, the hydrophobic isoleucine clusters are certainly present in the 
thermophiles. This may also be indicative of better Van der Waals interactions 
and tighter packing particularly at the interface. The increased greater dimer 
interface complementarity (measured by the gap volume index) in the 
thermophiles may also be a significant feature. The tendency towards fewer 
cavities in the thermophiles should also correlate with the improved packing of 
these proteins.
Ionic interactions;
The Archaeal and Bacterial CSs have a higher total number of ionic 
interactions (calculated with the typical 4.0A cut-off) than the pigCS which also 
exhibits the lowest percentage participation of charged residues in ion pairs or 
networks. DSCS actually has the most ionic interactions (perhaps for the 
reason discussed below). PfCS has the most extensive interactions across the 
dimer interface whilst DSCS has more than both TaCS and SsCS. PigCS has 
a higher number of inter-molecular ionic interactions than the thermophiles but 
these are all unique with respect to the others. It is also interesting to note that 
calculating all possible interactions to 6.0A, the number of inter-molecular 
interactions only increase for the thermophilic proteins. The total number of 
ionic networks (which should be favoured for the entropy argument) is not 
significantly different between the proteins but there are different patterns in 
the key areas thought to be crucial for stabilisation; loops, termini and 
particularly the dimer interface.
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Loop regions;
There is a tendency towards shorter (even absent) loop regions in the 
thermophiles correlating with the compactness of these proteins, when 
compared with pigCS. Many of these shorter loops are similarly short however 
in DSCS (apart from loop N-O) . A more dramatic difference is seen in the 
comparison of the ionic interactions in these regions; with very few being 
present in pigCS and a large number occurring in the Archaeal and Bacterial 
proteins, and the thermophilic CSs (particularly SsCS) having the the most 
extensive networks which cross-link loop regions. This compares with the 
observations of p-Glycosidase from Sulfolobus solfataricus [Aguilar et at, 1997] 
which was shown to have ionic interactions (specifically networks) over the 
surface of the protein such that they cross-linked areas of surface structure. 
This may also be the case in citrate synthase, where ionic interactions play a 
role in stabilisation of these otherwise more disordered parts of the protein.
Dimer interface and Termini;
The eight-helical sandwich part of the dimer interface shows a definite trend 
towards increasing hydrophobicity going from DSCS and pigCS to TaCS and 
SsCS. PfCS also has a greater degree of hydrophobicity in this region than 
DSCS and pigCS but lower than the other two thermophiles. The overall 
complementarity of the dimer interface also seems to be greater for all of the 
thermophiles (specifically TaCS) than either DSCS or pigCS. The ionic 
interactions in the central helices (G and M) also show the increase from none 
in pigCS, two single ion-pairs in TaCS, four single ion-pairs in SsCS (which 
would be classed as a network using a 6A cut-off) and the two five-residue 
networks in PfCS. DSCS also has the two four-residue networks here but 
these seem to be less extensive than those in PfCS (with fewer interactions 
actually across the interface). SDM experiments have been carried out to 
analyse the importance of the dimer interface networks in PfCS [M. Amott, 
unpublished data]. A D113A mutant disrupting this five-residue ionic network 
resulted in a considerable drop in thermostability with the introduction of the 
hydrophobic side-chain (to approximately one third of the wild type PfCS). A 
D113S mutant was slightly more stable than the former (although still much 
less stable than wild-type PfCS) probably due to the hydrogen-bonding
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potential of the serine hydroxyl group. PfCS also has the additional two four- 
residue networks near the active site region (with the other Archaeal and 
Bacterial enzymes displaying interactions to a lesser degree) as well as the 
isoleucine cluster which is partly conserved in TaCS and SsCS. The latter 
feature may be favoured in the thermophiles due to an optimisation of 
hydrophobic interactions in the protein core, but this cannot be confirmed 
without a more thorough analysis of atomic packing. All the ionic interactions 
in the pig enzyme are associated with one part of the interface (and not the 
helical sandwich) and thus have no direct comparison with interactions in the 
other enzymes. The parts of the dimer interface associated with both termini 
seem to be stabilised by ionic interactions particularly in the PfCS, but also to 
some degree in DSCS and SsCS. Differences in the C-terminal arm (which 
is not present in pigCS) of DSCS with respect to the thermophiles are 
reviewed below. In the three thermophiles (the SsCS and TaCS were not 
seen in the electron density maps) the end of the C-termini seem to have a 
single ion pair ‘anchoring’ the end of the arm. Again, SDM studies on PfCS 
have shown the importance of these interactions; a -2 residue mutant 
(removing the first ion pair) has a thermostability which is approximately a 
third of the wild-type PfCS, whilst removing the whole of the C-terminal arm (- 
13 residue mutant) gives a stability in the region of two thirds that of the wild 
type [Michael Arnott, unpublished data]. This can be rationalised such that 
removal of a small part of the terminus may lead to a flexible C-terminus 
which could begin to ‘unwrap’ the two monomers, wheras removal of the rest 
of the arm prevents this flexible region from initiating unfolding. These results 
compare well with other studies [Meinnel et al, 1996].
DSCS;
Although there are several trends discussed above which are evident on 
comparison of pigCS with the three thermophilic enzymes, DSCS exhibits 
many of the features that are being associated to protein thermostability. The 
psychrophile has the highest total number of intra-molecular ion pairs (and 
also many ionic interactions stabilising loop regions and at the dimer 
interface). This increase in ionic interactions (and indeed decreased burial of 
hydrophobic surface) may correlate with a decrease in the hydrophobic effect 
at lower temperatures and a need for additional stabilisation (to prevent cold
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denaturation). This increased hydrophobic exposure should also reduce 
stability at higher temperatures. Also, the presence of only one or two weak 
parts within the structure may be enough to initiate unfolding at higher 
temperatures. In particular, some of the features which have been proposed 
to be responsible for the cold activity [Russell et al, 1998] of this enzyme may 
contribute towards its heat lability (a small domain with high flexibility relative 
to the large domain and the presence of a very flexible charged loop; N-O). If 
the first stage of denaturation is in fact dimer dissociation (as suggested by 
the Differential Scanning Calorimetry) then perhaps subtle differences at the 
interface such as the lack of such strong networks in the central helices G&M 
and overall less ionic interactions accross the interface when compared with 
the PfCS without the extent of hydrophobic interaction that are present in the 
TaCS or SsCS (especially in the region of the eight-helical sandwich). The 
lower contact of the C-termini with the second monomer in DSCS may also be 
important; although there is an ion pair which may be anchoring the end of the 
C-terminal arm, this arm is 5-6 residues shorter than the thermophilic CSs. 
There are also three residues following the ion pair stabilising the end of this 
arm in DSCS and this may result in the terminus being more susceptible to 
fraying. SDM studies on this part of the structure in PfCS have been shown to 
have large effects on the thermostabilty (above).
Summary of stabilising features found in thermophilic CSs;
In general it seems that in the case of citrate synthase, the already structurally 
sound areas such as the a-helices seem to show few obvious differences 
between the species in the initial crude analysis and this is similar to studies 
previously carried out on thermophilic helices [Facchiano et al, 1998]. The 
regions of the structures which are either otherwise structurally weak and 
disordered or are obvious initiation points for unfolding show the greatest 
deviation. In order for a protein to be heat stable, it must exhibit stabilising 
features, but alternatively, the presence of only a small number of labile 
regions could result in a vast difference in overall thermostability (as has been 
shown by simple SDM studies eliminating only one or two interactions). It is 
therefore these specific areas which are in greatest need of stabilisation, and 
in particular, the dimer interface and termini, as well as loop regions between 
areas of secondary structure are all likely to be key areas. The general trend
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towards more efficient packing and burial of hydrophobic residues, rigidifying 
flexible regions (by either mutations of the form Xaa-»Pro and Gly-*Xaa , 
shortening loops, or the introduction of ionic interactions such that they 
crosslink areas of surface structure) and reduction of thermolabile residues all 
seem to be important at some level. Focusing then on the dimer interface, the 
difference in hydrophobicity and packing, coupled with the introduction of ionic 
interactions (particularly networks) may account for most of the differences in 
stabilities of the five enzymes. These findings correlate well with the growing 
number of studies which conclude that ionic interactions stabilising crucial 
areas of structure are perhaps the most singular method of stabilisation of 
proteins at hyperthermophilic temperatures.
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CHAPTER 8
Final Discussion and Future Work
Elucidation of the crystal structure of S. solfataricus citrate synthase (which has 
a stability in between that of the thermophilic T. acidophilum, and
hyperthermophilic P. furiosus enzymes) has allowed a complete comparison of 
the thermostability of this enzyme family, as summarised in the previous 
chapter. This has added to the work already carried out on these enzymes 
[Russell et al, 1994, 1997, 1998] and amongst other factors, reinforced the 
importance of interactions at the dimer interface. Again results point to the 
improvement of hydrophobic interactions particularly in the thermophiles, and 
of optimised electrostatic interactions, both at very high and indeed very low 
temperatures. These observations can be explained by a simplistic view of the 
theoretical arguments as introduced in chapter one. The increase in 
contribution from hydrophobic interactions to protein folding with increasing 
temperature is likely to lessen at very high temperatures (with the entropic
contribution to the hydrophobic free energy tending towards zero at
approximately 115°C [Baldwin, 1986]). There is also a reduced significance of 
hydrophobic free energy at low temperatures. These effects are due to a 
reduction of the entropic gain on desolvation of hydrophobic side-chains; at 
very high temperatures the ordering of water molecules into a ‘clathrate’ 
structure may be lessened due to their very high mobility and conversely there 
will be a very low mobility of water molecules at psychrophilic temperatures 
[Russell et al, 1998]. Although, at 100°C, the hydrophobic effect is likely to 
remain significant, [Dill et al, 1989] the high conformational entropy of the 
protein chain (when compared with mesophilic temperatures) may also be 
counterbalanced by chain rigidifying, shortening, or, as displayed most 
strikingly in this case, by the introduction of electrostatic interactions at 
denaturation hot-spots. The additional argument favouring electrostatic
interactions at high temperatures is the lower desolvation penalty for the 
formation of a salt bridge [Elcock et al, 1998].
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Although several Site-Directed Mutants have been created of both the TaCS 
and P/CS enzymes to probe for the most significant thermostabilising features 
(see discussion in previous chapter) it is hoped to expand on this work. The 
determination of both the open and closed structures from all five organisms 
would also allow an unequivocal study to be made, eliminating any 
suppositions which may be due to the presence of substrates in the active 
site.
Comparison of the citrate synthase study with other examples where several 
thermophilic enzyme structures have been determined (i.e. not simply a 
pairwise comparison) show a degree of similarity on a broad scale but are a 
reminder that there may be important specific factors in each case. The 
findings correlate well with that of glutamate dehydrogenase, emphasising the 
importance of interface interactions showing an increase in hydrophobicity and 
introduction of ionic interactions for the T. maritima GLUDH interface, with a 
move towards more extensive ionic stabilisation in these regions in P. furiosus 
[Knapp et al, 1997]. Also, the hyperthermophilic T. maritima GAPDH has an 
increased total number of ion pairs and of intra-molecular ion pairs compared 
with mesophile and thermophile, [Korndorfer et al, 1995] however the B. 
stearothermophilus enzyme (moderate thermophile) actually has more inter­
subunit ionic interactions than the hyperthermophile. Although highly specific 
in terms of the structural context, similarities demonstrate that general 
mechanisms can still be drawn from these studies.
Unfortunately it is not possible to analyse the structure of PwTIM as part of 
this project, however the continuation of this work may soon enable the 
comparison with TIMs from organisms growing at a similarly wide range of 
temperatures; the thermophilic B. stearothermophilus, hyperthermophilic T. 
maritima and the psychrophilic V. marinus, in addition to the mesophilic 
structures.
Although the PwTIM tetramer was considered too large (96kDa) for analysis 
by the Nuclear Magnetic Resonance spectroscopy (NMR), a preliminary NMR 
experiment was carried out to assess the viability of such a study. The 
advantage of working with a thermostable protein is that the NMR experiment
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can be carried out at higher temperatures whilst retaining structural integrity of 
the enzyme. Several 1-D spectra were measured using a 500MHz NMR 
operating at three different temperatures (30oC,60oC and 80°C). These 
spectra are shown in Figure 8.1. This work was carried out by Prof. Steve 
Homans at the University of St. Andrews. It can be seen from the spectra that 
greater definition is observed in the 80°C spectra when compared to the other 
operating temperatures as linewidth decreases with increasing tumbling times. 
This is most prominent in particular areas of the spectra such as at a chemical 
shift of 0.5-1 ppm corresponding to the aliphatic side-chain protons and that 
corresponding to the main-chain N-H and aromatic side-chain protons 
(chemical shift 7-8ppm). Such a large molecule would require hetero-nuclear 
methods (labelling by 13C and 15N ) for the assignment of all protein 
resonances, and it is perhaps not feasible to carry out full analysis on PwTIM. 
However this highlights the possibility of using NMR to study these enzymes 
at temperatures more similar to those at which they naturally operate, and add 
to the information which we already know from analysis of crystal structures.
As has been mentioned above, experimental back-up is needed to couple 
crystal structure observations with Side-Directed Mutagenisis, by removing 
the proposed stabilising factors in these thermophilic enzymes. The problem 
here is the complexed nature of these systems, in which the interactions are 
heavily correlated. This creates the possibility of introducing subtle ‘knock-on’ 
effects as the result of a given mutation which can obscure results. In 
addition, although knowledge may be gleaned by the successful removal of a 
stabilising interaction, the ultimate aim; engineering thermostability, is likely to 
remain a difficult problem. There are relatively few examples where a 
substantial degree of stability has been successfully engineered into 
mesophilic proteins whilst retaining catalytic efficiency. However, a 
particularly striking example is that of the thermolysin-like protease from 
Bacillus stearothermophilus [Van den Burg et al, 1998] where a considerable 
increase in thermostability was achieved. In this case an eight-fold mutation, 
mainly increasing the rigidity of a single flexible surface loop region, in addition 
to the introduction of both a salt bridge and disulfide bridge, created a mutant 
enzyme stable at 100°C. Remarkably, this enzyme had similar activity to the 
wild-type enzyme at 37°C.
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F ig u re  8.1 : 1-D NMR spectra measured on the PwTIM at a)30°C b)60°C and c)80°C.
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The development of algorithms for predicting and or designing mutant 
enzymes with increased stability [Lee & Levitt, 1991, Viguera et al, 1996, 
Malakauskus & Mayo, 1998] have thus far been limited in their use, and the 
general application to different systems has yet to be demonstrated. Most 
studies have therefore relied simply on specific structural observations or 
comparison with mesophilic enzymes to identify stabilising interactions or 
denaturation hot-spots. In several cases, a cumulative effect has been 
observed by concurrent point mutations, [Zhang et al, 1992, Kimura et al, 
1992, Akasko et al, 1995, Bogin et al, 1998] thus favouring a model where 
global unfolding processes are rate limiting. Other examples of isolated 
mutations show non-additive effects suggesting the importance of local 
unfolding processes [Hardy et al, 1994]. Perhaps much can still be learned 
from the screening of Random Mutagenesis experiments [Mathews, 1987, 
Alber & Mathews, 1987] due to the possibility of overlooking silent mutations 
(in which the initial mutation creates a mutant enzyme less (or equally) stable 
than the wild type but subsequent mutations can then produce a more stable 
enzyme) as it has been shown that even when working with highly 
homologous models, it is difficult to conclude the reasons for such effects 
without structural information [Vetriani etal, 1998].
Whilst attempting to ascertain whether or not it is possible to achieve enzyme 
stability at even higher temperatures, it should also be noted that factors such 
as the stability of metabolites -and not in fact enzyme stability itself- may limit 
the upper growth temperatures of life [Danson et al, 1998]. Focusing again on 
the ultimate aims of this work; being to fully understand the nature of these 
structure-stability relationships in the hope that stability can be engineered 
into a protein of choice, the practical answer in terms of biotechnological 
application, is probably to isolate the desired enzyme from an organism in the 
appropriate temperature range. This option is becoming far more feasable 
with the increasing number of complete Genome Sequencing Projects, 
[Deckert et al, 1998] and the hidden potential of the many novel enzymes 
which these Archaea contain, may provide the richest resources of all 
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A crystal may be built by regular assembly of a basic building block, known as 
the unit cell. The unit cell can be defined by a parallelipiped with axial lengths 
a,b,c and angles between these axes being a, p, y (figure 1). The points at the 
comers of the unit cell are called the space lattice. The asymmetric unit is the 
simplest object within the unit cell, which can be related to other identical 
objects by a set of symmetry operations particular to the space group of the 
unit cell.
y
Figure 1: the unit cell
There are thirty two crystal classes (or point groups) defined by the external 
symmetry elements present. However, proteins can form crystals of point 
groups which contain rotational symmetry only, due to their enatiomorphic 
nature. Also, seven crystal systems (triclinic, monoclinic, orthorhombic, 
tetragonal, trigonal, hexagonal and cubic) exist depending on the equivalences 
of the unit cell dimensions described above. The nature of the space lattice 
can vary for these crystal systems, giving rise to fourteen possible Bravais 
lattices. The additional presence of internal translational symmetry elements 
(screw axes) create the sixty-five possible space groups which a protein crystal 
may exhibit.
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Figure 2 shows the location of symmetry axes, and symmetry equivalent 
positions for the monoclinic P2i and orthorhombic P2i2i2 space groups (in 
which PwTIM and SsCS were found to crystallise). In space group P2i (with 
unique axis b), there are equivalent positions at (x, y, z) and (-x, y+1/2 ,-z). For 
P2i2i2 this becomes (x, y, z), (-x, -y, z), (-x+1/2, y+1/2, -z) and (x+1/2, -y+1/2, - 
z). The rotational symmetry of the unit cell creates symmetry within the 
diffraction pattern. There are also reflection conditions brought about by the 
presence of screw axes (for example in the space group P2i, systematic 
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Figure 2: Symmetry equivalent positions for P2i and P2i2i2 unit cells (from 







Miller Indices hkl (where h, k, and I are Integers) are used to define a plane 
throughout the crystal which cuts the unit cell at a/h, b/k and c/l. The lattice of 
the unit cell is in real space and related to the diffraction pattern by a reciprocal 
lattice (a \b \c *) with dimensions inversely proportional to the dimensions of the 
real lattice. In reciprocal space, h, k, and I, are indices of a point in the 
reciprocal lattice and index individual reflections of the diffraction pattern.
Diffraction from a Crystal 
i) Braggs Law (Real Space)
Bragg first demonstrated the condition for diffraction from two parallel planes in 
a crystal lattice [Bragg, 1913]. A diffracted beam is produced from two incident 
beams Ri and R2 only when 6 meets the following condition.
2dsin0 = nX
where d Is the interplanar spacing, 6 is the angle of incidence (and angle of 
reflection), n is the pathwave difference integer and X is the wavelength of the 
incident beam
Figure 3: Braggs law (BC = dsinG) [Rhodes, 1993].
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ii) Reciprocal Space
The geometrical construction described by Ewald [Ewald, 1921] can be used to 
describe Braggs Law in reciprocal space. A sphere of radius MX can be drawn 
with the centre at a point C, and as the crystal is rotated about the origin point 
O, the reciprocal lattice points cross the surface of the Ewald sphere 
(intersecting at points P and P’), fulfilling the Bragg condition, and thus incident 
beam X gives rise to diffracted beam R (figure 4).
As the angle PBO is 0
sine = OP/BO = OP/(2JX)
=> 2d(hkl)sin0 = nX (as OP = 1/d(hkl))
X
Figure 4: Reciprocal space plane a*b* showing Ewald construction [Rhodes, 1993].
183
Calculation of Electron density
The Structure Factor F(hkl) is the sum of the scattering by all the atoms in the 
unit cell and can be written for a reflection hkl as a Fourier series over a sum of 
n atoms in the unit cell,
F(hkl)=^ /[ exp[27u(hxj+kyj+lzj)]
;= i
where is the scattering factor for an individual atom j (j=1,2,3....n)l and x,y 
and z are fractional coordinates in the unit cell such that 0 < x,y,z < 1
The structure factor can also be represented by its real and imaginary parts 
(figure 5).
Real IA |
Figure 5: The Aigand diagram (Rhodes, 1993)
From the Argand diagram
F(hkl) = |A(hkl)| + /.|B(hkl)|
= |F(hkl)|cosa(hkl) + i. (|F(hkl)|sina(hkl)}
= |F(hkl)|.exp(/a)
where |F(hkl)| is the amplitude and a(hkl) is the phase angle.
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Alternatively we can integrate over all electrons in the unit cell 
F(hkl) = J p(xyz) exp[2w/(hxj+kxj+lzj)] dxdydz
V
where V is the volume of the unit cell and p(xyz) is the electron density at each 
point within the unit cell.
The Fourier Transform of the structure factor equation therefore gives the 
electron density equation
p(xyz)= 1 /V ]T  F(hkl) exp^Tc/'Chxj+kyj+IZj)] 
m
As the Structure Factor has a frequency, amplitude I F(hkl) I and phase angle 
a(hkl) we can now write the electron density equation as
p (xyz) = 1 / V £  |F(hkl)| exp[/a(hkl) - 27c/(hxj+kyj+lzj)] 
h a
The frequency is that of the X-ray source. From the diffraction pattern we have 
measured intensities l(hkl) which are proportional to the square of the 
amplitude of the structure factors I F(hkl) I of reflection (hkl). We therefore 
require the value of the phase to solve the electron density equation. This is 
the fundamental problem in macromolecular crystallography and methods for 
determining phases; principly isomorphous replacement (and or anomalous 
scattering) and molecular replacement are discussed below.
Also, the atomic scattering factor f  is dependent on the atomic number of the 
atom and must be multiplied by a temperature factor which takes into account 






The thermal parameter B is related to the mean square displacement u  of the 
atomic vibration, B = (8/3)tc2x .
Obtaining Phases 
i) Isomorphous Replacement
As each atom in the unit cell contributes to each reflection in the diffraction 
pattern, the introduction of a 'heavy* atom (at identical sites in each unit cell) 
into the protein in the crystal creates a measurable difference in the observed 
intensities. This can be used to gain an initial estimate of the phases. This 
involves use of the Patterson function.
The Patterson Function, P(u) (or P(uvw)) is a Fourier summation with 
intensities as coefficients
P (uvw) = 1 /V £  |F(hkI)|2cos[2n(hu+kv+lw)]
ha
where u,v and w are coordinates in Patterson space. As the coefficients are 
squared, this means that the Patterson function is dominated by large terms. 
Also, as the phase angles are zero it can be calculated directly from the 
diffraction intensities.
P(u) can also be written as 
P(u) = J P(r1) x p(r1+u) dv
rl
Therefore peaks in a Patterson map are at end points of vectors u centred at 
the origin and corresponding to vectors between all atoms in the unit cell.
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The heavy atom derivative structure factor Fph is the vector sum of native Fp 
and heavy atom FH structure factors (figure 6). We must therefore first 
calculate the heavy atom positions from the isomorphous difference Patterson 
(k|FpH| - |Fp|)2 (where k is a scale factor).
Fp Fh




Figure 6a: Structure factors for the centric case [Drenth, 1995].
PH
F. Isin a
F .lc o s a
Figure 6b: Structure factors for acentric reflections (Fph = Fp + Fh) [Drenth, 1995].
From the measured amplitudes we know the values |FP| and |F ph|. [Fh| and an 
can also be calculated from the heavy atom site coordinates. We can 
therefore calculate values of protein phases otp. Except in centric cases - 
where ap can have one of only two possible values- (hOI for space group P20 
<xp can have any value, but a phase ambiguity arises from the fact that there 
are two possible solutions, symmetrical with respect to oh and hence in general
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at least two derivatives are necessary to solve the phase problem. This is 
shown in figure 7.
Figure 7: The Harker construction [Harker, 1956] showing phase ambiguity in the 
single isomorphous replacement case. Each derivative gives a possible value of the 
phase angle for each of the two vectors FP(1) and FP(2) [Drenth, 1995]. A second 
derivative should intersect the first circle at only one of these points.
There is also the consideration of experimental error in initial phase calculation, 
resulting from the difference A between IFpnlcaic and IFrhU*. This difference is 
known as the 'lack of closure’.
This situation can also be described by the probability density function P(a), 
with the maxima of this function lying at the most probable phase value.
where Pj is the probability distribution for the jth heavy atom derivative (j=
P ( < x ) = n p / a )
1.2,3....... n).
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The reliability of the phase information for a given derivative, is also assessed 
by monitoring values of Rcuik, , phasing power and FOM.
The phasing power is the ratio of the RMS heavy atom amplitude to the RMS 
lack of closure error.
Phasing Power =
i i f j
1/2
where n is the number of oberved amplitudes for the derivative. The phasing 
power is a measure of the sharpness of the probability density function at the 
most probable phase value.
For centric reflections Ren* is given by
n _ hid
•'cullis “  — ,1 _
H \F ph± F \
The Figure of Merit (FOM) is the weighted mean of the cosine of deviation of 
the phase error (the deviation of the phase angle from obest).
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Anomalous scattering may arise when the absorption edge of the heavy atom 
is near that of the X-ray wavelength, with part of the radiation being absorbed 
by the atom and re-emitted with a change in phase. This results in the 
breakdown of Friedels Law (figure 8) where |F(hkl)| is no longer equal to 
|F(-h-k-l)|. The anomalous scattering factor can be written in terms of its real 
and imaginary parts as
fANOM=f + A f+  /Af
Af is the dispersion component and Af” is the absorption component which 
both vary with wavelength. This information can be used in conjunction with 
isomorphous differences to solve the phase problem. Also, the variation of f  
and f  particularly near the absorption edge is the basis of the multiple 
wavelength anomalous dispersion method (MAD).
Fh(+) without anomalous scattering
Fh(+ ) with anomalous scattering
FH( - )  without anomalous scattering
Fh( - )  with anomalous scattering
Figure 8: The effect of anomalous scattering on the structure factors for reflections 
(hkl) and (-h-k-l) (Friedel (bijvoet) pairs). FP(+) and FP(-) (and Fh(+) and Fh(-)) are 
symmetric about the real axis in the absence of anomalous scattering [Drenth, 1993].
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iii) Molecular Replacement
Phase information may also be derived for the new structure by searching for 
the correct orientation (determined by the rotation function) and translation 
(determined by the translation function) of a model (based on coordinates of a 
similar structure) in the new unit cell. This can be viewed in terms of Patterson 
space where the rotational part will involve the intra-molecular vectors which 
are situated within a distance from the origin equal to that of the maximum 
dimension the molecule. The inter-molecular vectors give information about 
the translational part of the problem.
The ordinary cross rotation function R(Q) [Rossmann, 1972] can be defined 
as the overlap of the model Patterson (Pcaic). with that of the crystal (Pot*) and 
which should have a large value on correct overlap of the two Pattersons.
R(«) = 2 ,  P<*.(ui).P«to(ul, a )
where the Pattersons vary with vector Uj and Cl is a rotation matrix.
The self rotation function is obtained simply by calculating the Patterson 
function from the X-ray data and rotating it upon itself. This can give peaks 
representing the non-crystallographic symmetry within an asymmetric unit.
Expanding in terms of structure factor amplitudes 
R(H) lp(h)|2 |F(p)|2G(h.h-)
V  *  p
where h and p are reciprocal space vectors and IV is a non-integral reciprocal 
lattice vector. Gh,h’ is an interference function which describes rotation of vector 
h’.
In application, many programs use Crowthers Fast rotation function [Crowther, 
1972] which is calculated by expanding the Patterson density in terms of 
spherical harmonics rather than Cartesian Fourier components |F(h)|2.
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In order to identify the position of the correctly oriented model in the new unit 
cell we need to calculate the translation function. The model can be simply 
moved and structure factors calculated at each position. Again this can be 
viewed as a sum of observed and calculated Pattersons, based on the addition 
of the positional parameters, t
i w )  = PotaM.Pc^Ui, a t )
These can be compared with the observed structure factors and this monitored 
by means of a residual R-Factor (and or a correlation coefficient)
where the R-factor is calculated for a given position of the model is 
£ | |F ( 0fo)|-*|F(ca/c)J
D -  JM__________________
hid
The T2 function [Crowther & Blow, 1967] is that most commonly used in the 
Molecular Replacement programs, which involves a full-symmetry calculation in 
which all possible inter-molecular vectors in the unit cell are considered in the 
comparison of observed and calculated Pattersons. This is an improvement 
over the Ti function for which only a pair of molecules related by the 
crystallographic symmetry are used.
Some of the experimental considerations involved in rotation and translation 
searches are discussed in chapter 4.
Refinement
Refinement of the initial model structure obtained from the above methods is 
necessary to gain a better agreement of the calculated structure factor 
amplitudes (Fc) with the observed structure factor amplitudes (Fo), scored by 
means of a target function. Functions commonly used include the least 
squares residual, the empirical energy function, or maximum likelihood.
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In Least Squares refinement, the function to be minimised is the sum of the 
squares of differences between observed and calculated structure factors.
£  w(hki){\F^ (hkl)\ -  \F ^  {hkli}1 
m
where w(hkl) is the weight typically related to confidence in a particular 
observation.
The function is minimised iteratively by varying positional parameters (x,y,z) 
and an associated isotropic temperature factor (B) for each atom in the model 
in an attempt to find a global minima.
Minimising a Maximum Likelihood residual, the consistency of the model is 
measured by the probability that given the current model, the observed values 
would be made. Parameters are refined by maximising the minus log 
likelihood L (-InL).
If there are N observations of Xj then the likelihood is the joint probability of 
making the entire set of observations
N
L = P(X,,X2 Xn) =  n * * >
j =1
where it is commonly assumed that the observations are independent of each 
other.
In protein crystallography there is a relatively low ratio of observations to 
parameters, which can lead to poor overdetermination of the structure. 
Additional observations are therefore incorporated into the method; 
stereochemical data derived from high resolution crystal structures of small 
peptides can be applied [Engh and Huber, 1991] in addition to information 
about the non-crystallographic symmetry. The stereochemistry can be either 
constrained; where parameters such as bond lengths and angles are given a
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fixed value to reduce the number of parameters in the model, or alternatively 
restrained; where the stereochemistry may vary around a standard value. 
Tight restraints can be used at early stages of the refinement and then 
loosened at a later stage.
Inputting restraints on bond lengths, the least squares target function becomes 
<6= £  (hkl)\ - (hkl)\}2 + (djGdealJ-djCcalc))’
m j
wher dj is the bond length j. This can be earned out similarly for other 
parameters such as bond angles, group planarities and non-bonded 
interactions.
The method of minimisation of the chosen target function can also vary. These 
methods have differing radii of convergence (distance from the energy 
minimum at which the method breaks down). Some methods require the 
gradient of the function (gradient descent). In addition to the first derivative 
information, full matrix methods include second derivatives (curvature).
These methods can be understood firstly by expanding the function to be 
minimised into a Taylor series. At the minimum , (or maximum) of the function 
the gradient is equal to zero and therefore a shift vector between the current 
model and the minimum can be calculated.
In full matrix least squares minimisation there is a difficulty in calculating the 
transpose of the term |d2f(p)/dp2|p.po. (for the function f(p)), where Po are 
current parameters. Approximations can therefore be made as the diagonal 
and off-diagonal elements are different The diagonal elements are affected 
by a single parameter, wheras the off-diagonal elements are correlated. In the 
sparse matrix method, pairs of off-diagonal elements which are predicted to be 
small are ignored. Steepest descent methods further simplify this by 
estimating an average value for the diagonal elements, thus increasing the 
radius of convergence. In the conjugate gradient method, two successive 
gradient calculations are compared, improving the steepest descent shift
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vector. Methods such as Simulated Annealing are also often used in early 
stages of refinement as they have a large radius of convergence. Simulated 
Annealing is a molecular dynamics method (Brunger, 1992) which simulates 
the dynamic nature of particles. Effectively the atoms are heated to a 
sufficiently high temperature so that an energy barier can be overcome 
followed by a procees of slow cooling to allow them to reach an energy 
minimum. Rigid-Body refinement can also be used at an intial stage following 
a solution with molecular replacement to subject the model to large shifts (of 
the whole molecule or separate domains).
These refinement methods can be used in combination with density 
improvement techniques such as non-crystallographic symmetry averaging, 
solvent flattening and histogram matching which can help the interpretation of 
electron density maps when model building.
The refinement process is monitored by an R-factor, where
2 ||F (o fc )|-* |F (m /c )||
R =  = ---------- j--------- x 100 %Z\Hobs)\
hki
In addition to this R-factor, a Free R factor [Brunger, 1992b] is also calculated 
using 5-10% of the data which is flagged as a test set As the refinement is 
actually carried out using only the working set of relections, the Free R-factor is 
unbiased by the refinement process.
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