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An important problem in systems biology consists of establishing whether an equilibrium point of a genetic
regulatory network (GRN) is stable or not. This paper investigates this problem for GRNs with SUM or PROD
regulatory functions. It is shown that sufficient conditions for global asymptotical stability of an equilibrium
point of these networks can be derived in terms of convex optimizations with linear matrix inequality (LMI)
constraints. These conditions are obtained by looking for a Lyapunov function through the use of suitable
polynomial relaxations, and do not introduce approximations of the nonlinearities present in the GRNs. The
benefit of these conditions is that their conservatism can be decreased by increasing the degree of the introduced
polynomial relaxations. Numerical examples illustrate the usefulness of the proposed conditions.
Keywords: GRN, SUM form, PROD form, Stability, LMI.
1. Introduction
A primary research area in biomedical engineering is represented by genetic regulatory networks
(GRNs), which explain the interactions between genes and proteins to form complex systems
that perform complicated biological functions, see for instance Smolen et al. (2000), Jong (2002),
Chen and Aihara (2002), Kobayashi et al. (2002), Li et al. (2007), Munsky and Khammash (2008)
and references therein. A first classification divides GRNs into two main groups, specifically the
Boolean model (or discrete model) and the differential equation model (or continuous model).
In Boolean models, the activity of each gene is expressed in one of two states, ON or OFF, and
the state of a gene is determined by a Boolean function of the states of other related genes. In
the differential equation models, the variables describe the concentrations of gene products (i.e.,
mRNAs and proteins) as continuous values, and their time derivative is expressed as a function
of the variables themselves.
The differential equation models can be divided into two main classes. One of these classes is
characterized by the fact that each transcription factor acts additively to regulate a gene, i.e.
the regulatory function sums over all the inputs, and it is known as GRN with SUM regulatory
functions. The other class is described by a product rather than a sum among all the inputs,
and it is known as GRN with PROD regulatory functions. See for instance Li et al. (2006, 2007),
Chaves et al. (2008), Drulhe et al. (2008), Chesi and Hung (2008) and references therein.
An important issue in GRNs consists of establishing stability of equilibrium points. In fact,
stability is related to the ability of an organism to robustly regulate its function in spite of
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the presence of changes that move the state of the organism away from the equilibrium. Un-
fortunately, this is a difficult issue since GRNs are nonlinear systems, in particular they are
characterized by sums or products of saturation functions, and to determine whether an equilib-
rium point of such a system is globally asymptotically stable is known to be a NP-hard problem,
see for instance Khalil (2001).
This paper proposes a possible solution for this problem. In particular, GRNs with SUM
or PROD regulatory functions are considered. It is shown that sufficient conditions for global
asymptotical stability of equilibrium points of these networks can be obtained in terms of linear
matrix inequality (LMI) feasibility tests, which amount to solving convex optimization as ex-
plained in Boyd et al. (1994). These conditions are derived by searching for a Lyapunov function
for the equilibrium point, and are constructed through the use of suitable polynomial relaxations.
The advantage of these conditions is that their conservatism can be decreased by increasing the
degree of the polynomial relaxations, since no approximation of the nonlinearities present in the
GRNs is introduced. Some numerical examples are reported in order to illustrate the proposed
approach and its usefulness.
The paper is organized as follows. Section 2 introduces some preliminaries on GRNs with SUM
and PROD regulatory functions. Section 3 describes the proposed results. Section 4 presents some
illustrative examples. Lastly, Section 5 concludes the paper with some final remarks.
2. Preliminaries
Let us start by introducing the notation adopted in the following discussions:
- R: space of real numbers;
- R+: space of positive real numbers;
- 0n: origin of R
n;
- In: n× n identity matrix;
- X ′: transpose of matrix X;
- ei: i-th column of the identity matrix (with size specified by the context);
- TF: transcription factor.
In this paper we consider two classes of GRNs. The first class is characterized by SUM regu-
latory functions, which can be described by the model


m˙i(t) = −aimi(t) +
n∑
j=1
bSi,j(pj(t))
p˙i(t) = −cipi(t) + dimi(t)
i = 1, . . . , n
(1)
where mi(t), pi(t) ∈ R+ are the concentrations of mRNA and protein of the i-th node, and
ai, ci, di ∈ R+ are positive coefficients. The function bi,j(pj(t), 0) is given by
bSi,j(pj(t)) =


αi,jf(pj(t)) if TF j is an
activator of gene i
αi,j(1− f(pj(t))) if TF j is a
repressor of gene i
0 otherwise
(2)
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where αi,j are positive coefficients and f(·) is a saturation function satisfying
f : R+ → [0, 1], f(0) = 0, f(∞) = 1, f monotic. (3)
This function f(·) is selected in the class of the Hill’s functions, and is given by
f(pi(t)) =
pi(t)
H
βH + pi(t)H
(4)
where β ∈ R and H is an integer. By defining the vectors
m(t) =


m1(t)
...
mn(t)

 , p(t) =


p1(t)
...
pn(t)

 (5)
the model (1) can be rewritten in matricial form as (see for instance Li et al. (2006, 2007) for
details)
{
m˙(t) = −Am(t) + r +RgS(p(t))
p˙(t) = −Cp(t) +Dm(t)
(6)
where A,C,D ∈ Rn×n+ are diagonal matrices with positive entries, R ∈ R
n×n is the matrix given
by
Ri,j =


αi,j if TF j is an activator of gene i
−αi,j if TF j is a repressor of gene i
0 otherwise,
(7)
r ∈ Rn+ is the vector defined according to
ri = −
∑
j: Ri,j<0
Ri,j, (8)
and the function gS : Rn+ → [0, 1]
n has the expression
gS(p(t)) =


f(p1(t))
...
f(pn(t))

 . (9)
It is worth observing that ri in (8) is affected only by the terms Ri,j for which the TF j is a
repressor of gene i.
The second class of GRNs we consider is characterized by PROD regulatory functions, which
can be described by the model


m˙i(t) = −aimi(t) +
n∏
j=1
bPi,j(pj(t))
p˙i(t) = −cipi(t) + dimi(t)
i = 1, . . . , n
(10)
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where the derivative of the mRNA depends on the product of the nonlinear terms bPi,j(pj(t)),
which are defined as the terms bSi,j(pj(t)) in (2) except for the fact that b
P
i,j(pj(t)) = 1 if TF j is
neither an activator nor a repressor of gene i. In matricial form, the system (10) can be rewritten
as
{
m˙(t) = −Am(t) + gP (p(t))
p˙(t) = −Cp(t) +Dm(t)
(11)
where
gP (p(t)) =


∏n
j=1 b
P
1,j(pj(t))
...∏n
j=1 b
P
n,j(pj(t))

 . (12)
In this paper we address the following problem. Let (m∗, p∗) ∈ R2n+ be an equilibrium point of
the GRN (6) (respectively, (11)). Then, the problem consists of establishing whether (m∗, p∗) is
globally asymptotically stable, i.e.
∀ε > 0 ∃δ > 0 :
∥∥∥∥
(
m(0)
p(0)
)∥∥∥∥ < δ ⇒
∥∥∥∥
(
m(t)
p(t)
)
−
(
m∗
p∗
)∥∥∥∥ < ε ∀t ≥ 0 (13)
and
lim
t→∞
(
m(t)
p(t)
)
=
(
m∗
p∗
)
∀
(
m(0)
p(0)
)
∈ R2n+ (14)
where m(0) and p(0) are the initial conditions for m(t) and p(t) respectively.
Let us observe that, if one can establish that this problem has a positive answer, then one also
establishes that the equilibrium point (m∗, p∗) is unique since the absence of other equilibrium
points is a necessary condition for global asymptotical stability of (m∗, p∗).
In the sequel the dependence on the time t of the considered signals will be omitted for ease
of notation unless indicated otherwise.
3. Stability conditions
In this section we describe the proposed approach for investigating global asymptotical stability
of the GRNs (6) and (11). This approach is based on searching for a Lyapunov function for the
equilibrium (m∗, p∗) through the use of suitable polynomial relaxations.
Specifically, let us introduce the new variables x, y ∈ Rn
x = m−m∗
y = p− p∗.
(15)
By rewriting the GRNs (6) and (11) with respect to these new variables, one has that the
equilibrium point (m∗, p∗) is shifted into the origin. Let us indicate with v(x, y) a Lyapunov
function candidate. For reasons that will become clear in the sequel, we select this function of
polynomial type. Hence, v(x, y) can be written as
v(x, y) =
∑
i1+...i2n=2δv
vi1,...,i2nx
i1
1 · · · x
in
n y
in+1
1 · · · y
i2n
n (16)
March 4, 2011 11:41 International Journal of Systems Science chesi˙final
Polynomial relaxation-based... 5
where i1, . . . , i2n are positive integers, 2δv is the degree of v(x, y) for some integer δv, and the
quantities vi1,...,i2n ∈ R are the coefficients of v(x, y).
Let us consider now the time derivative v˙(x, y) of the Lyapunov function v(x, y) along the
trajectory of the system (6). This is given by
v˙(x, y) = ∇v(x, y)
(
−Ax+R(gS(y + p∗)− gS(p∗))
−Cy +Dx
)
. (17)
In order to consider v˙(x, y) we introduce the function
w0(x, y, z) = ∇v(x, y)
(
−Ax+Rz
−Cy +Dx
)
(18)
where z ∈ Rn is an additional variable. This variable is related to y by the relationship
z = gS(y + p∗)− gS(p∗). (19)
It is easy to verify that
w0(x, y, z) = v˙(x, y) ∀z : (19) holds. (20)
Let us define the function
hi(y, z) = (zi + f(p
∗
i ))
(
βH + (yi + p
∗
i )
H
)
− (yi + p
∗
i )
H . (21)
Since
(19) holds ⇐⇒ h1(y, z) = . . . = hn(y, z) = 0 (22)
one has that (20) can be rewritten as
w0(x, y, z) = v˙(x, y) ∀z : h1(y, z) = . . . = hn(y, z) = 0. (23)
Next, let us define the function
w1(x, y, z) = w0(x, y, z) +
n∑
i=1
ui(x, y, z)hi(y, z) (24)
where ui(x, y, z), 1 ≤ i ≤ n, are auxiliary polynomials of some degree δu. For any polynomials
u1(x, y, z), . . . , un(x, y, z) one has that
w1(x, y, z) = v˙(x, y) ∀z : h1(y, z) = . . . = hn(y, z) = 0. (25)
The next step consists of introducing an appropriate representation of the Lyapunov function
v(x, y) and the function w1(x, y, z). We can express v(x, y) as
v(x, y) = bv(x, y)
′V bv(x, y) (26)
where bv(x, y) is a vector of polynomials in x and y, and V = V
′ is a symmetric matrix contain-
ing the coefficients of v(x, y) with respect to bv(x, y). The vector bv(x, y) is chosen under two
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conditions. The first is that its entries form a base for the polynomials of degree δ that vanishes
in the origin, i.e. for all polynomials q(x, y) of degree δ such that q(0n, 0n) = 0 there exists a
vector q¯ such that
q(x, y) = q¯′bv(x, y). (27)
The second condition is that bv(x, y) vanishes if and only if (x, y) is the origin, i.e.
‖bv(x, y)‖ = 0 ⇐⇒ (x, y) = 02n. (28)
Similarly, we express the function w1(x, y, z). Indeed, let us write the polynomials
u1(x, y, z), . . . , un(x, y, z) as
ui(x, y, z) = u
′
ibu(x, y, z) ∀i = 1, . . . , n (29)
where bu(x, y, z) is a chosen polynomial base for the polynomials of degree δu, and ui is the
corresponding vector of coefficients. Let us define the matrix
U = (u1, . . . , un). (30)
Then, we can rewrite w1(x, y, z) as
w1(x, y, z) = bw(x, y, z)
′ (W (U, V ) + L(α)) bw(x, y, z) (31)
where bw(x, y, z) is a polynomial base such that
‖bw(x, y, z)‖ = 0 ⇐⇒ (x, y, z) = 03n, (32)
andW (U, V ) is an affine linear symmetric matrix function of U and V containing the coefficients
of w1(x, y, z) with respect to the chosen bw(x, y, z), and L(α) is a linear parametrization of the
set
L =
{
L = L′ : bw(x, y, z)
′Lbw(x, y, z) = 0 ∀x, y, z
}
(33)
being α is a vector of free parameters. The following theorem shows how the sought Lyapunov
function can be obtained via a convex optimization.
Theorem 3.1 : Let (m∗, p∗) ∈ R2n+ be an equilibrium point of the system (6). Let us suppose
that there exist matrices V and U and a vector α satisfying the system of LMIs
{
V > 0
W (U, V ) + L(α) < 0
(34)
for some integers δv and δu. Then, (m
∗, p∗) is globally asymptotically stable.
Proof. Let us suppose that there exist variables V , U , and α such that the system of LMIs
(34) holds. From the first inequality of (34) and (26) one has that
{
v(x, y) > 0 ∀(x, y) 6= 02n
v(0n, 0n) = 0.
(35)
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Then, from the second inequality of (34) and (31) one has that
{
w1(x, y, z) < 0 ∀(x, y, z) 6= 03n
w1(0n, 0n, 0n) = 0.
(36)
Let z be any value for which (19) holds. Then, from (22) one has
h1(y, z) = . . . = hn(y, z) = 0, (37)
and hence from (25) it follows that
0 > w1(x, y, z)
= v˙(x, y)
(38)
for all (x, y, z) 6= 03n with z satisfying (19). This implies that
v˙(x, y) < 0 ∀(x, y) 6= 02n. (39)
Therefore, we have that the function v(x, y) is radially unbounded and positive outside the
origin, moreover v(x, y) vanishes in the origin, and hence the origin represents the global
minimum of v(x, y). Moreover, from (39) we have that the time derivative v˙(x, y) is negative
outside the origin, hence implying that v(x, y) is decreasing along the trajectories of the system
(6). Therefore, the theorem holds. 
Theorem 3.1 provides a condition for establishing whether an equilibrium point (m∗, p∗) of
the GRN (6) is globally asymptotically stable in the positive octant. This condition amounts
to finding variables U , V and α such that the inequalities (34) are fulfilled. These inequalities
are LMIs, and hence this search amounts to solving an LMI feasibility test, which is a convex
optimization. See for instance Boyd et al. (1994) for details about LMI problems.
The construction of the matrices W (U, V ) and L(α) can be performed by using simple algo-
rithms, see for instance the algorithms proposed in Chesi et al. (2003, 2009). Moreover, the LMI
feasibility test (34) can readily be solved by using dedicated software, such as the LMI toolbox
for MATLAB and SeDuMi, see respectively Gahinet et al. (1995) and Sturm (1999).
Before proceeding it is worth mentioning that the representation introduced in (26) and (31)
for v(x, y) and w1(x, y, z) is known as Gram matrix method and square matricial representation
(SMR), see for instance Choi et al. (1995) and Chesi et al. (1999) respectively. This represen-
tation is useful because allows one to establish whether a polynomial is a sum of squares of
polynomials (SOS) via an LMI, see for instance Chesi et al. (1999). Also, this representation
allows one to establish whether a matrix polynomial is SOS via an LMI, see for instance Chesi
et al. (2003, 2005).
Now, let us consider the GRN with PROD regulatory functions in (11). The stability of this
system can be investigated through a condition analogous to that provided in Theorem 3.1. This
is explained in the following result.
Theorem 3.2 : Let (m∗, p∗) ∈ R2n+ be an equilibrium point of the system (11). Let us suppose
that there exist, for some integers δv and δu, matrices V and U and a vector α satisfying the
system of LMIs (34) constructed as in the previous case by:
(1) selecting R = In;
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(2) redefining the polynomial hi(y, z) in (21) with the polynomial
hi(y, z) =
(
zi + g
P
i (p
∗)
)
ψi(y + p
∗)− φi(y + p
∗). (40)
where φi(p) and ψi(p) are polynomials satisfying
gPi (p) =
φi(p)
ψi(p)
. (41)
Then, (m∗, p∗) is globally asymptotically stable.
Proof. Let us observe that
v˙(x, y) = ∇v(x, y)
(
−Ax+ gP (y + p∗)− gP (p∗))
−Cy +Dx
)
. (42)
Moreover,
w1(x, y, z) = ∇v(x, y)
(
−Ax+Rz
−Cy +Dx
)
+
n∑
i=1
ui(x, y, z)hi(y, z). (43)
Hence, it follows that
w1(x, y, z) = v˙(x, y) ∀z : h1(y, z) = . . . = hn(y, z) = 0 (44)
provided that R = In and hi(y, z) is defined as in (40). Therefore, the theorem holds. 
The following result clarifies that the conservatism of the stability conditions provided in
Theorems 3.1 and 3.2 does not increase by increasing the integers δv and δu, i.e. the degrees of
the Lyapunov function candidate v(x, y) and auxiliary polynomials u1(x, y, z), . . . , un(x, y, z).
Theorem 3.3 : Let us consider the stability conditions provided in Theorems 3.1 and 3.2. One
has that
(34) is feasible for some δv, δu
⇓
(34) is feasible for δv + i, δu + j for all i, j ≥ 0.
(45)
i.e., if there exist matrices V and U and a vector α satisfying the system of LMIs (34) for some
δv and δu, then there also exist such matrices and such a vector for δv + i and δu + j, where i
and j are any positive integers.
Proof. Let us suppose that there exist matrices V and U and a vector α satisfying the system
of LMIs (34) for some δv and δu. Then, let us define the polynomial
v¯(x, y) = bv(x, y)
′V bv(x, y) + vˆ(x, y) (46)
where vˆ(x, y) ∈ R is a polynomial composed by monomials of degree greater than or equal to
2δv , and for i = 1, . . . , n the polynomials
u¯i(x, y, z) = e
′
iU
′bu(x, y, z) + uˆi(x, y, z) (47)
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where uˆi(x, y, z) is a polynomial of degree greater than or equal to δu (ei is the i-th column of
the n× n identity matrix). Let us observe that vˆ(x, y) can be chosen such that v¯(x, y) admits a
representation analogous to (26) with a positive definite matrix V¯ since V > 0 for assumption.
In particular, this can be done by selecting vˆ(x, y) of the form
vˆ(x, y) = bvˆ(x, y)
′Vˆ bvˆ(x, y) (48)
where bvˆ(x, y) is a vector containing a base for the polynomials in x and y with monomials of
degree greater than or equal to δv, and Vˆ is a positive definite matrix. One has hence:
v¯(x, y) =
(
bv(x, y)
bvˆ(x, y)
)
′
V¯
(
bv(x, y)
bvˆ(x, y)
)
(49)
where
V¯ =
(
V
Vˆ
)
. (50)
Moreover, vˆ(x, y) can be chosen as a power of a quadratic function. Let us observe, in fact, that
the system considered in the construction of w0(x, y, z) in (18) is
x˙ = −Ax+Rz
y˙ = −Cy +Dx
(51)
which depends linearly on the state. This implies that, by simply selecting null polynomials
uˆ1(x, y, z), . . . , uˆn(x, y, z), the polynomial w¯1(x, y, z) defined analogously to w1(x, y, z) in (24)
admits the representation
w¯1(x, y, z) = bw¯(x, y, z)
′
(
W¯ (U¯ , V¯ ) + L¯(α¯)
)
bw¯(x, y, z) (52)
with
W¯ (U¯ , V¯ ) + L¯(α¯) < 0 (53)
where U¯ and L¯(α¯) are defined analogously to (30) and (33) respectively. See for instance Chesi
et al. (2003) for details on the construction of such a matrix in an analogous case. Therefore,
the theorem holds. 
Theorem 3.3 provides a monotonicity property of the stability conditions provided in Theorems
3.1 and 3.2 with respect to the integers δv and δu. In addition to this property, it is expected
that the conservatism of these stability conditions may be arbitrary decreased by selecting δv
and δu sufficiently large, since in this way one reduces the gap introduced by the constructed
polynomial relaxations. Regarding this gap, the reader is referred to Putinar (1993), Reznick
(2000), Chesi (2007) and references therein.
Remark 1. It is worth observing that the stability conditions provided in Theorems 3.1 and
3.2 differ from existing stability conditions for GRNs based on LMIs such as the one proposed in
Chesi and Hung (2008). In fact, these existing stability conditions introduce suitable approxima-
tions of the nonlinearities present in the GRNs, for instance via sector representations. Instead,
the stability conditions provided in Theorems 3.1 and 3.2 take into account the exact structure
of these nonlinearities through the polynomials h1(y, z), . . . , hn(y, z).
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Remark 2. Another useful remark concerns the application of the proposed approach to GRNs
with noise and/or time delay. Specifically, time delay can be considered by adopting Lyapunov-
Krasovskii functionals and parametrizing them via the SMR in a way analogous to the one
described in this paper for Lyapunov functions. The reader is referred to the works Xu and Lam
(2008), Zhang et al. (2009) and references therein for more details about Lyapunov-Krasovskii
functionals. The presence of noise can be considered as well, indeed the proposed approach can
be extended to investigate stochastic stability rather than the classical notion of stability. In
particular, one can analyze the convergence properties of the statistical expectation of the states
of the GRN, see for instance Li et al. (2007).
Remark 3. A final remark concerns the possibility of considering GRNs that cannot be
expressed with SUM or PROD regulatory functions. It is useful to observe that the approach we
have described can be applied also to different regulatory functions, provided that the GRN is
described by differential equations that are polynomial in the state. In fact, this still allows one
to investigate the existence of a Lyapunov function proving global asymptotical stability of the
equilibrium point via the SMR and LMIs. Instead, for different models of GRNs such as Boolean
models, the proposed approach cannot be directly applied, and at present the only viable way
is to resort to suitable approximations of these models described through polynomials.
4. Illustrative examples
This section illustrates the proposed stability conditions with some numerical examples. The
matrices W (U, V ) and L(α) are built by using the algorithms proposed in Chesi et al. (2003,
2009), and the LMI feasibility tests are solved by using MATLAB and SeDuMi, see Sturm
(1999). The computational time for these examples on a standard personal computer is less than
5 seconds.
4.1. Example 1
Let us consider as first example a GRN with SUM regulatory functions, in particular the repres-
silator investigated in Escherichia coli in Elowitz and Leibler (2000):


m˙i = −mi +
γi
1 + p2j
p˙i = −(pi −mi)
i = lacl, tetR, cl
j = cl, lacl, tetR.
(54)
This GRN can be expressed as in (6) with n = 3, H = 2, β = 1 and
A = −I3
C = −I3
D = I3
R =

 0 0 −γ1−γ2 0 0
0 −γ3 0


r = (γ1, γ2, γ3)
′ .
(55)
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We select the plausible values
γ1 = 1, γ2 = 2, γ3 = 5. (56)
It follows that this system has an equilibrium point in (m∗, p∗) =
(0.27, 1.34, 1.29, 0.27, 1.34, 1.29)′ . The problem consists of establishing whether (m∗, p∗) is
globally asymptotically stable. To this end, let us use Theorem 3.1. We hence build the system
of LMIs (34) for δv = δu = 1, and we find out that there exist matrices U and V and a vector α
fulfilling these LMIs. Therefore, we conclude that (m∗, p∗) is globally asymptotically stable.
For comparison purpose, we attempt to solve the same problem by using existing stability
conditions. We find out that the condition in Lu (2000) (which is based on the spectral radius
of suitable matrices) and the condition in Chesi and Hung (2008) (which is based on LMIs
via nonlinearities approximation) are not satisfied and do not allow one to conclude global
asymptotical stability.
4.2. Example 2
As second example we consider a GRN in PROD form, in particular


m˙1(t) = −0.9m1(t) +
4p22
(1 + p22)(1 + p
2
3)
m˙2(t) = −0.8m2(t) +
3
1 + p23
m˙3(t) = −0.6m3(t) +
2
1 + p21
p˙1(t) = −p1(t) + 0.5m1(t)
p˙2(t) = −p2(t) + 0.7m2(t)
p˙3(t) = −p3(t) + 0.4m3(t).
(57)
This GRN is characterized by the fact that TF 1 is a regressor of gene 3, TF 2 is an activator
of gene 1, and TF 3 is regressor of genes 1 and 2. The system can be expressed as in (11) with
n = 3, H = 2, β = 1 and
A = diag(−0.9,−0.8,−0.6)
C = −I3
D = diag(0.5, 0.7, 0.4)
gP (p) =
(
4p22
(1 + p22)(1 + p
2
3)
,
3
1 + p23
,
2
1 + p21
)′
.
(58)
It follows that this system has an equilibrium point in (m∗, p∗) =
(3.34, 3.34, 0.88, 1.67, 2.34, 0.35)′ . In order to establish whether (m∗, p∗) is globally asymp-
totically stable, we use Theorem 3.2, finding out that there exist matrices U and V and a vector
α fulfilling the system of LMIs for δv = 1 and δu = 2. Therefore, we conclude that (m
∗, p∗) is
globally asymptotically stable.
It is interesting to observe that other existing stability conditions for GRNs, as those considered
in Example 1, cannot be used in this case since this GRN has PROD regulatory functions.
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5. Conclusion
Sufficient conditions for global asymptotic stability of equilibrium points of GRNs with SUM
or PROD regulatory functions have been proposed based on convex optimizations with LMI
constraints. The nice feature of these conditions is that they do not rely on approximations of
the nonlinearities present in the GRNs. Moreover, the conservatism of these conditions can be
decreased by increasing the degree of the constructed relaxations. As shown by some numerical
examples, the proposed conditions compare favorably with some existing methods.
Future work will investigate the possibility of establishing upper bounds of the degrees of
the polynomials required to achieve necessity of the conditions. Moreover, the extension of the
proposed approach to the case of GRNs described by different models will be considered.
Acknowledgement
The author would like to thank the Editors, the Associate Editor, and the Reviewers for their
useful and constructive comments.
References
Boyd, S., El Ghaoui, L., Feron, E., and Balakrishnan, V., Linear Matrix Inequalities in System
and Control Theory, Philadelphia: SIAM (1994).
Chaves, M., Eissing, T., and Allgower, F. (2008), “Bistable Biological Systems: A Characteriza-
tion Through Local Compact Input-to-State Stability,” Joint Special Issue on Systems Biology,
IEEE Transactions on Automatic Control & IEEE Transactions on Circuits and Systems I:
Regular Papers, 53(1), 87–100.
Chen, L., and Aihara, K. (2002), “Stability of genetic regulatory networks with time delay,”
IEEE Trans. on Circuits and Systems I, 49(5), 602–608.
Chesi, G. (2007), “On the gap between positive polynomials and SOS of polynomials,” IEEE
Trans. on Automatic Control, 52(6), 1066–1072.
Chesi, G., Garulli, A., Tesi, A., and Vicino, A. (2003), “Homogeneous Lyapunov functions for
systems with structured uncertainties,” Automatica, 39(6), 1027–1035.
Chesi, G., Garulli, A., Tesi, A., and Vicino, A. (2003), “Robust stability for polytopic systems
via polynomially parameter-dependent Lyapunov functions,” in 42nd IEEE Conf. on Decision
and Control, Maui, Hawaii, pp. 4670–4675.
Chesi, G., Garulli, A., Tesi, A., and Vicino, A. (2003), “Solving quadratic distance problems: an
LMI-based approach,” IEEE Trans. on Automatic Control, 48(2), 200–212.
Chesi, G., Garulli, A., Tesi, A., and Vicino, A. (2005), “Polynomially parameter-dependent
Lyapunov functions for robust stability of polytopic systems: an LMI approach,” IEEE Trans.
on Automatic Control, 50(3), 365–370.
Chesi, G., Garulli, A., Tesi, A., and Vicino, A., Homogeneous Polynomial Forms for Robustness
Analysis of Uncertain Systems, Springer (2009).
Chesi, G., and Hung, Y.S. (2008), “Stability Analysis of Uncertain Genetic SUM Regulatory
Networks,” Automatica, 44(9), 2298–2305.
Chesi, G., Tesi, A., Vicino, A., and Genesio, R. (1999), “On convexification of some minimum
distance problems,” in 5th European Control Conf., Karlsruhe, Germany.
Choi, M., Lam, T., and Reznick, B. (1995), “Sums of squares of real polynomials,” in Symposia
in Pure Mathematics, pp. 103–126.
Drulhe, S., Ferrari-Trecate, G., and de Jong, H. (2008), “The Switching Threshold Reconstruc-
tion Problem for Piecewise-Affine Models of Genetic Regulatory Networks,” Joint Special
March 4, 2011 11:41 International Journal of Systems Science chesi˙final
REFERENCES 13
Issue on Systems Biology, IEEE Transactions on Automatic Control & IEEE Transactions on
Circuits and Systems I: Regular Papers, 53(1), 153–165.
Elowitz, M.B., and Leibler, S. (2000), “A synthetic oscillatory network of transcriptional regu-
lators,” Nature, 403, 335–338.
Gahinet, P., Nemirovski, A., Laub, A.J., and Chilali, M., LMI Control Toolbox, The Mathworks
Inc. (1995).
Jong, H.D. (2002), “Modeling and simulation of genetic regulatory systems: A literature review,”
Journal of Computation Biology, 9, 67–103.
Khalil, H.K., Nonlinear Systems, third ed., Prentice Hall (2001).
Kobayashi, T., Chen, L., and Aihara, K. (2002), “Modeling genetic switches with positive feed-
back loops,” Journal of Theoretical Biology, 221, 379–399.
Li, C., Chen, L., and Aihara, K. (2006), “Stability of Genetic Networks With SUM Regulatory
Logic: Lure System and LMI Approach,” IEEE Trans. on Circuits and Systems I, 53(11),
2451–2458.
Li, C., Chen, L., and Aihara, K. (2007), “Stochastic Stability of Genetic Networks With Distur-
bance Attenuation,” IEEE Transactions on Circuits and Systems II, 54(10), 892–896.
Li, C., Chen, L., and Aihara, K. (2007), “A Systems Biology Perspective on Signal Processing
in Genetic Network Motifs,” IEEE Signal Processing Magazine, 221(3), 136–142.
Lu, H. (2000), “On stability of nonlinear continuous-time neural networks with delays,” Neural
Networks, 13, 1135–1143.
Munsky, B., and Khammash, M. (2008), “The Finite State Projection Approach for the Anal-
ysis of Stochastic Noise in Gene Networks,” Joint Special Issue on Systems Biology, IEEE
Transactions on Automatic Control & IEEE Transactions on Circuits and Systems I: Regular
Papers, 53(1), 201–214.
Putinar, M. (1993), “Positive polynomials on compact semi-algebraic sets,” Ind. Univ. Math.,
42, 969–984.
Reznick, B. (2000), “Some concrete aspects of Hilbert’s 17th problem,” Contemporary Mathe-
matics, 253, 251–272.
Smolen, P., Baxter, D.A., and Byrne, J.H. (2000), “Mathematical modeling of gene networks,”
Neuron, 26(3), 567–580.
Sturm, J.F. (1999), “Using SeDuMi 1.02, a MATLAB toolbox for optimization over symmetric
cones,” Optimization Methods and Software, 11–12, 625–653.
Xu, S., and Lam, J. (2008), “A survey of linear matrix inequality techniques in stability analysis
of delay systems,” Int. Journal of Systems Science, 39(12), 1095–1113.
Zhang, X.M., Li, M., Wu, M., and She, J.H. (2009), “Further results on stability and stabilisation
of linear systems with state and input delays,” Int. Journal of Systems Science, 40(1), 1–10.
March 4, 2011 11:41 International Journal of Systems Science chesi˙final
14 REFERENCES
Author’s Biography
Graziano Chesi received the Laurea in Information Engineering from
the University of Florence in 1997 and the Ph.D. in Systems En-
gineering from the University of Bologna in 2001. He was with the
Department of Information Engineering of the University of Siena
during 2000-2006 and then he joined the Department of Electrical
and Electronic Engineering of the University of Hong Kong. He was a
visiting scientist at the Department of Engineering of the University
of Cambridge during 1999-2000 and at the Department of Information
Physics and Computing of the University of Tokyo during 2001-2004.
Dr. Chesi was the recipient of the Best Student Award of the Fac-
ulty of Engineering of the University of Florence in 1997. He served/is
serving as Associate Editor for Automatica, BMC Research Notes, the
European Journal of Control, the IEEE Transactions on Automatic
Control, and Systems & Control Letters. Also, he served/is serving
as Guest Editor of the Special Issues on Positive Polynomials in Con-
trol, Systems Biology, and Visual Servoing for various journals. He is
the Founder and Chair of the Technical Committee on Systems with
Uncertainty of the IEEE Control Systems Society. He is author of the
book ”Homogeneous Polynomial Forms for Robustness Analysis of
Uncertain Systems” (Springer, 2009) and editor of the book ”Visual
Servoing via Advanced Numerical Methods” (Springer, 2010). He is
first author in more than 100 technical publications.
