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Abstract
Defects like cracks and dislocations evolve at nano scales and influence the macroscopic prop-
erties such as strength, toughness and ductility of a material. Molecular dynamics simulations
promise to reveal the fundamental mechanics of material failure. The computational expense
of molecular dynamics simulations limits its application to engineering problems involving
macroscopic cracks and shear bands, which occur at larger length and time scales. Therefore,
multiscale methods have been developed bridging different time and length scales.
Many multiscale methods for fracture are developed for “fictitious” materials based on
“simple” potentials such as the Lennard-Jones potential. Moreover, multiscale methods for
evolving cracks are rare. Sufficient methods to coarse grain the fine scale defects are miss-
ing. However, the existing multiscale methods for fracture do not adaptively adjust the fine
scale domain as the crack propagates. Most methods, therefore only “enlarge” the fine scale
domain and therefore drastically increase computational cost. Adaptive adjustment requires
the fine scale domain to be refined and coarsened. One of the major difficulties in multiscale
methods for fracture is to up-scale fracture related material information from the fine scale
to the coarse scale, in particular for complex crack problems. Most of the existing approaches
therefore were applied to examples with comparatively few macroscopic cracks.
The presented thesis contributes to concurrent multiscale strategy for simulation of frac-
ture. The bridging scale method is enhanced using the phantom node method so that cracks
can be modeled at the coarse scale. To ensure self-consistency in the bulk, a virtual atom clus-
ter is devised providing the response of the intact material at the coarse scale. A molecular
statics model is employed in the fine scale where crack propagation is modeled by naturally
breaking the bonds. The fine scale and coarse scale models are coupled by enforcing the
displacement boundary conditions on the ghost atoms. An energy criterion is used to de-
tect the crack tip location. Adaptive refinement and coarsening schemes are developed and
implemented during the crack propagation. The results were observed to be in excellent
agreement with the pure atomistic simulations. The developed multiscale method is one of
the first adaptive multiscale method for fracture.
A robust and simple three dimensional coarse graining technique to convert a given atom-
istic region into an equivalent coarse region, in the context of multiscale fracture has been
developed. The present method is the first of its kind. The developed coarse graining tech-
nique can be applied to identify and upscale the defects like: cracks, dislocations and shear
bands. The current method has been applied to estimate the equivalent coarse scale models
of several complex fracture patterns arrived from the pure atomistic simulations. The up-
scaled fracture pattern agree well with the actual fracture pattern. The error in the potential
energy of the pure atomistic and the coarse grained model was observed to be acceptable.
A first novel meshless adaptive multiscale method for fracture has been developed. The
phantom node method is replaced by a meshless differential reproducing kernel particle
iii
method. The differential reproducing kernel particle method is comparatively more expen-
sive but allows for a more “natural” coupling between the two scales due to the meshless
interpolation functions. The higher order continuity is also beneficial. The centro symme-
try parameter is used to detect the crack tip location. The developed multiscale method is
employed to study the complex crack propagation. Results based on the meshless adaptive
multiscale method were observed to be in excellent agreement with the pure atomistic simu-
lations.
The developed multiscale methods are applied to study the fracture in practical materials
like Graphene and Graphene on Silicon surface. The bond stretching and the bond reori-
entation were observed to be the net mechanisms of the crack growth in Graphene. The
influence of time step on the crack propagation was studied using two different time steps.
Pure atomistic simulations of fracture in Graphene on Silicon surface are presented. Details
of the three dimensional multiscale method to study the fracture in Graphene on Silicon
surface are discussed.
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Chapter 1
Introduction
Understanding the microscopic processes behind material failure is critical for engineers and
scientists developing new materials with higher strength and toughness, developing robust de-
signs against failure, or for those concerned with an accurate estimate of a component’s design
life. Defects like cracks and dislocations evolve at nano scales and influence the macroscopic
properties such as strength, toughness and ductility of a material. In engineering applica-
tions, the global response of the system is often governed by the behaviour at the smaller
length scales. Hence, the subscale behaviour must be computed accurately for good predic-
tions of the full scale behaviour. Molecular Dynamics (MD) simulations promise to reveal
the fundamental mechanics of material failure by modeling the atom to atom interactions.
Since the atomistic dimensions are of the order of Angstroms (Å), approximately 85 billion
atoms are required to model a 1 µm3 volume of Copper. Therefore, pure atomistic models are
prohibitively expensive [1, 2] with everyday engineering computations involving macroscopic
cracks and shear bands, which are much larger than the atomistic length and time scales.
To reduce the computational effort, multiscale methods are required, which are able to
couple a continuum description of the structure with an atomistic description. In such
paradigms, cracks and dislocations are explicitly modeled at the atomistic scale, whilst a
self-consistent continuum model elsewhere. The coarse-scale model might be discretized with
classical techniques like the finite element method (FEM), meshless methods (MM) [3–13] or
partition-of-unity enriched methods such as the eXtended Finite Element Method (XFEM)
[14–19], the Smooth Finite Element Method (SFEM) [20–22], the Generalized Finite Element
Method (GFEM) [23–29], the Partition of Unity Finite Element Method (PUFEM) [30, 31],
the eXtended Element Free Galerkin method (XEFG) [32–39], the Cracking Particles Method
(CPM) [40–46], the Phantom Node Method (PNM) [47–53], the Numerical Manifold Method
(NMM) [54, 55] or the isogeometric analysis with high-order approximation [56–62] of the
exact geometry, to name a few. The fine scale and the coarse scale domains are coupled at
the interface/handshake domain by enforcing the appropriate boundary conditions.
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Figure 1.1: Schematic of a (a) hierarchical, (b) semi-concurrent and (c) concurrent multiscale
methods; reproduced from [98].
1.1 Overview of multiscale methods
Multiscale methods can be categorized into hierarchical, semi-concurrent [63–66] and concur-
rent methods [67–95], as shown in Fig.1.1. In hierarchical multiscale methods, information
is passed from the fine-scale to the coarse-scale; but not vice versa. Computational homoge-
nization [96] is a classical up-scaling technique. Hierarchical multiscale approaches are very
efficient. However, their extension to model fracture is complex, in particular for fracture and
materials involving strain softening. One basic assumption for the application of homoge-
nization theories is the existence of disparate length scales [97]: LCr ≪ LRV E ≪ LSpec where
LCr, LRV E and LSpec are the crack length, the representative volume element (RVE) and
specimen-size, respectively. For problems involving fracture, the first condition is violated as
LCr is of the order of LRV E . Moreover, periodic boundary conditions (PBC) often used at the
fine scale, cannot be used when a crack touches a boundary as the displacement jump in that
boundary violates the PBC. In semi-concurrent multiscale methods, information is passed
from the fine-scale to the coarse-scale and vice versa. The basic idea of semi-concurrent
multiscale methods is illustrated in Figure 1.1(b). Concurrent multiscale methods (refer
to Fig.1.1(c)) can be classified into ’Interface’ coupling methods and ’Handshake’ coupling
methods. Interface coupling methods seem to be less effective for dynamic applications as
avoiding spurious wave reflections at the ’artificial’ interface seem to be more problematic.
Numerous multiscale methods coupling the atomistic domain with continuum domain have
been proposed, that include: quasi-continuum method (QCM) [78], discrete-to-continuum
bridging [99, 100], the discontinuous enrichment method [101], bridging scale method (BSM)
[69, 71, 73], bridging domain method (BDM) [67, 83], coupled atomistic discrete dislocation
(CADD) [86–89], coarse grained molecular dynamics (CGMD) [90, 91], macroscopic atomistic
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Ab initio dynamics (MAAD) [82, 92–95], to name a few. In the QCM, the continuum degrees
of freedom need to be located at the positions of the atoms at the interface. Hence to match
with the atomistic dimensions, a very fine grading of the continuum mesh is required around
defects. Note that the QCM has also been very successful at linking two continuum scales,
for example, for fibrous materials in [102] and is readily capable of including quantum effects
through density functional theory (QCDFT) [103]. A classical semi-concurrent multiscale
method is the FE2 [63–66] originally developed for intact materials. Kouznetsova et al. [104]
extended this method to problems involving material failure, see also Kouznetsova et al. [96]
or recent contribution by Nguyen et al. [105], Verhoosel et al. [106] and Belytschko et al.
[107]. Some of the multiscale methods have been extended to fracture [83–85, 99, 108, 108–
110].
Belytschko et al. [107] have proposed the bridging domain method (BDM) which is based
on a domain decomposition technique. The MD subdomain overlaps the original finite ele-
ment (FE) mesh, similar to the Arlequin method [80, 81, 111]. The BDM relies upon a linear
energy weighting in the bridging domain. Therefore, the continuum region is not required to
be refined at the bridging domain. Compatibility of the displacement field between the con-
tinuum domain and the atomistic domain, in the bridging domain, is enforced by Lagrange
multipliers. An advantage of the BDM is that the nodes on the “continuum-atomistic” region
need not coincide with the atoms. Guidault et al. [68, 99, 100] enhanced the BDM by also
enforcing the strain compatibility between the “atomistic” and the continuum in the bridging
domain. Such a coupling can be useful for the development of error estimators to drive the
adaptive refinement of the coarse scale. The method was extended to dynamic problems by
Xiao et al. [67]. Xu et al. [112, 113] have addressed the difficulties of attenuating the spurious
wave reflection at the interfaces and extended the BDM for composite lattices [114].
Gracie et al. [83, 84] have extended the bridging domain method (XBDM) to effectively
account for dislocations and cracks. The XFEM was used to model the crack surfaces and
slip planes in the continuum. A close agreement of the energies and energy distributions of
the bridging domain model with the direct numerical solutions are reported. Aubertin et al.
[108, 115] have proposed an XFEM based multiscale model for dynamic fracture. Talebi et
al. [76] have extended the XBDM for three dimensional dynamic crack growth problems.
A computational library for multiscale modeling of material failure was proposed in [75].
Shilkrot et al., [86–89] have developed a multiscale method to automatically detect the dis-
locations as they move from the atomistic region to the continuum region and convert them
into discrete dislocations in the coarse region and vice-versa.
Liu et al. [69–73] have developed the bridging scale method (BSM) based on the projec-
tion of the MD solution onto the coarse scale shape functions. BSM effectively addresses
the spurious wave reflections in dynamic settings. In the bridging scale method, the contin-
uum representation exists everywhere in the domain, including those areas in which MD is
present. The projection operator helps to decompose the displacement field into orthogonal
coarse and fine scales, resulting in a coupled but separate set of equations of motion describ-
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ing the evolution of the MD and FE systems. These coupled equations of motion have three
major benefits. Firstly, unlike the finite element method (FEM), MD equations of motion
are not required to be integrated using the same time step. Hence, the coarse scale and fine
scale problems can be solved separately. Secondly, it is possible to eliminate the unwanted
MD degrees of freedom by accounting for them in the form of an impedance force which
augments the standard MD equations of motion. Since the unwanted MD degrees of freedom
are accounted for in a consistent manner, high-frequency waves which cannot be represented
by the continuum mesh are dissipated naturally out of the MD region. Lastly, unlike the
QCM, the bridging scale is valid for finite temperature dynamic problems. Therefore, BSM
is a very efficient technique to model fracture.
1.2 Motivation
Many of the developed multiscale methods for fracture are applied for “fictitious” materi-
als based on “simple” potentials such as the Lennard-Jones potential. Moreover, multiscale
methods for evolving cracks are rare. Adaptive multiscale methods have been significantly
improved after the works of Abraham et al. [82], Broughton et al. [92], Shenoy et al. [116]
and Shan et al. [117]. Recently Gracie et al. [84] and Moseley et al. [118] have developed
adaptive multiscale methods based on the XBDM. However, sufficient methods to coarse
grain the fine scale defects are missing. Most methods, therefore only “enlarge” the fine scale
domain and therefore drastically increase computational cost. Therefore, computationally ef-
ficient adaptive multiscale methods for fracture are very much required, where the fine scale
domain needs to be adjusted by adaptive refinement and coarsening approaches as the crack
propagates.
Lack of efficient coarse-graining techniques to convert the atomistic domain back to con-
tinuum will continuously increase computational costs. Additionally, the necessary modifica-
tions to the FE mesh are substantial, adding complexity and cost. Therefore, it is required
to develop efficient coarse graining techniques to convert a given atomistic region into an
equivalent coarse region. Finally, multiscale methods for fracture in “realistic” materials are
in demand.
1.3 Objectives and the outline
The principal goal is to develop computationally efficient adaptive multiscale methods for
fracture, where the crack tip is captured in the fine scale domain and the domain elsewhere is
modeled by continuum. The fine scale domain needs to be adjusted by adaptive refinement
and coarsening approaches as the crack propagates.
To achieve the objective, two different multiscale methods for fracture are developed. Dur-
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ing the course of the work, it was realized that many substantially different problems have
to be solved in order to approach the global goal. Therefore, the associated objectives along
with the outline of presentation can be listed as follows:
1. Develop an adaptive multiscale method (AMM) for fracture by enhancing the BSM
using the phantom node method so that cracks can be modeled at the coarse scale. To
ensure self-consistency in the bulk, a virtual atom cluster (VAC) is devised providing
the response of the intact material at the coarse scale. Details of the developed AMM
[74] are explained in chapter 2. The material models of the coarse scale and fine scale
domains are explained in section 2.1. Section 2.2 is dedicated to the algorithms of
adaptive refinement and coarsening. The AMM is verified through three numerical
examples in section 2.3.
2. Develop efficient coarse graining (CG) techniques to convert a given atomistic region
into an equivalent coarse region. Details of the developed CG model [119] are presented
in chapter 3. The coarse grained model is proposed in section 3.1. The developed coarse
graining technique is validated through four numerical examples in Section 3.2.
3. Develop a meshless adaptive multiscale method for fracture (MAMMF) where the coarse
scale domain is modeled based on a meshless method. The proposed MAMMF [77] is
explained in chapter 4. Section 4.1 is dedicated to the mathematical modeling of coarse
and fine scale domains. Details of the adaptive refinement and coarsening algorithms
are explained in section 4.2. Section 4.3 is devoted to verify the developed MAMMF
through three numerical example.
4. Finally, the presented approach should be applied to “realistic” materials. Therefore,
crack growth in Graphene and Graphene on Silicon surface are considered. The fracture
in 2D Graphene sheet is presented in chapter 5. The importance of simulation of fracture
in Grahene is introduced in section 5.1. The developed multiscale methods in chapters
2 and 4 can further be extended to model fracture in Graphene on Silicon surface.
Details of the mathematical modeling of the three dimensional multiscale method for
fracture in Graphene on Silicon surface are discussed in section 5.2. Crack propagation
in Graphene is studied through two numerical examples in Section 5.3. In the third
example in section 5.3, the atomistic model of Graphene on Silicon surface and the
coarse scale model of the Silicon are discussed.
5. Chapter 6 concludes the thesis mentioning the scope for the future.

Chapter 2
An Adaptive Multiscale Method for
quasi-static crack growth
In this chapter1, an adaptive multiscale method has been developed for quasi-static crack
growth. A molecular statics (MS) model is employed in the fine scale where crack propagation
is modeled by naturally breaking the bonds. To ensure self-consistency in the bulk, a virtual
atom cluster is used to model the material of the coarse scale. Crack in the coarse scale
domain is modeled based on the phantom node method. The coupling between the coarse
scale and fine scale is realized through ghost atoms, based on the principles of the BSM. The
ghost atom positions are interpolated from the coarse scale solution and enforced as boundary
conditions on the fine scale. The fine scale region is adaptively refined and coarsened as the
crack propagates. An energy criterion is used to detect the crack tip location. The triangular
lattice in the fine scale region corresponds to the lattice structure of the (111) plane of an
FCC crystal. The Lennard-Jones (LJ) potential is used to model the atom-atom interactions.
The method is implemented in two dimensions. The results are compared to pure atomistic
simulations; they show excellent agreement.
The virtual atom cluster [120, 121] is based on the symmetry in atomic arrangement
in a periodic crystal lattice. In a periodic crystal every atom possess similar neighbours.
Therefore, an atom surrounded by its neighbours can be considered as a representative atom
cluster of the crystal lattice. As a result, the representative atom cluster can be used in all
the calculations. Hence, a coarse scale equivalent to the fine scale can be developed using
the VAC, by equating the energies of the fine scale and the coarse scale domains. Further
details of the methodology are discussed in section 2.1.2. The VAC based continuum does
not involve a stress update scheme employing the Cauchy-Born hypothesis, since there is no
continuum measure in the VAC. Qian et al. [120] studied the carbon nanotubes based on the
VAC. Yang et al. [122] extended the method to dynamic crack propagation.
1This work has been published in the Computational Mechanics journal [74].
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Figure 2.1: (a) Multiscale partition of a cracked atomistic lattice. The solid circles represent
the atoms from the cracked atomistic model. The coarse scale nodes are denoted by squares.
(b) A zoom around the crack tip.
2.1 The Adaptive Multiscale Method
Consider a multiscale model with an initial crack and a discretized coarse region shown in
Fig. 2.1(a). The solid circles represent the atoms from the cracked atomistic model. The
shaded area corresponds to the coarse scale approximation. The squares denote the nodes of
the phantom node discretization. A close up of the crack tip is shown in Fig. 2.1(b). The
elements with edges in dotted lines denote the split elements and the edges of the normal
elements are shown in solid lines. The AMM consisting of the coarse and fine scale regions
along with the crack is shown in Fig. 2.2(a). The coarse scale model with the crack is shown
in Fig. 2.2(b), the fine scale model is shown in Fig. 2.2(c). The material behaviour at the
crack tip is expected to be highly non-linear and/or non-homogeneous, and away from the
tip it is expected to be homogeneous.
The atoms on the crack surface are defined as the atoms on the ’surface’ of the crack
or at the “crack tip”. The initial crack in the fine scale region is created by removing the
bonds between the atoms on the crack surface and updating the neighbor list accordingly.
The neighbour list is generated based on a radius of influence. Nodal displacements in the
coarse scale region are estimated based on the VAC. The phantom node method [40, 50],
explained in section 2.1.3, is used to model the crack surfaces in the coarse scale region.
Ghost atoms are located in the coarse region but within the cutoff radius of the atoms in
the fine region. Their positions are interpolated from the coarse scale solution and enforced
as the boundary conditions for the fine scale solution. The crack originates from the coarse
scale region with the crack tip in the fine region. The fine scale region is adaptively enlarged
as the crack propagates and the model behind the crack tip is coarsened to reduce the size of
the fine scale model [74, 84, 119]. The energy criterion [74, 84] as explained in 2.2.2, is used
to identify the atoms on the crack surface and hence the location of the crack tip.
In the two scale model, the total displacement field uα of an atom α is decomposed into
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Figure 2.2: (a) Schematic diagram of a coupled continuum-atomistic model. (b) Coarse scale
domain with the crack. (c) Fine scale region containing the crack tip. The crack in the coarse
scale region is modeled using the VAC and the fine scale model is embedded at the crack tip.
coarse and fine scale components:
uα = uCα + uAα (2.1)
where uCα is the coarse scale component and uAα is the fine scale component, whose projection
onto the coarse scale is zero. The fine scale component uAα , is the difference between the actual
position of an atom α and the interpolated position of the coarse scale. In other words, uAα is
insignificant in the regions far away from the crack tip, and hence, uCα is sufficient to model
the deformation in the coarse scale region. On the other hand, in the fine scale region, both
coarse and fine scale components are required. Let the coarse scale displacement uCα of an
atom α be represented by a set of FEM basis functions defined over a set of nC nodal points,
uCα =
nC∑
I=1
NI(Xα)uCI (2.2)
where NI(Xα) is the shape function defined at node I, estimated at the αth atom with the
material coordinate Xα, and uCI is the continuum displacement vector at node I.
The notation adopted is as follows: Greek indices refer to atoms and capital subscripts
(such as I, J, K) will refer to the computational nodes. Quantities in the reference config-
uration are denoted by the same symbol but with a naught. For example, the reference
configurations of the coarse scale domain ΩC and the fine scale domain ΩA are denoted by
ΩC0 and ΩA0 , respectively. nC are the total number of nodes in the coarse scale region ΩC; the
number of atoms in the fine scale region ΩA is given by nA and the number of ghost atoms
by nGh. Ghost atoms are located in the coarse scale region ΩC that are within the cut off
radius of the atoms in ΩA. The total number of Gauss points in the coarse scale region is
given by nG. The material coordinates of a point in ΩC0 are denoted by X and the spatial
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coordinates by x. The motion is defined as x = φ(X) with u(x) = φ(X)−X = x−X. The
position vector of an atom in ΩA is given by r.
2.1.1 Fine scale model
The objective of the atomistic simulations is to determine the positions of the atoms for the
given boundary conditions, either by minimizing the system potential energy in the molecular
statics (MS) or based on the Lagrangian principles in the molecular dynamics. The system
potential energy of the atomistic model is given by
Π =W int −W ext (2.3)
where W int represents the internal energy of the system and W ext is the external work done
on the system. Consider the simplest atom-atom interactions in which the potential energy
is only a function of the distance between two atoms, the total internal energy of the system
is given by summing the energies of all the atomic bonds over all the atoms, as given below:
W int = 12
nA∑
α=1
nA∑
β ̸=α
V (rαβ) (2.4)
where V (rαβ) is the bond potential between the atoms α and β, separated by distance rαβ.
The system potential energy will be minimum, when the first derivative of the potential
function with respect to the positions of the atoms goes to zero. Therefore, for any given
atom λ, the first derivative of the system potential energy with respect to the position vector
rλ is
∂
(
1
2
∑nA
α=1
∑nA
β ̸=α V (rαβ)
)
∂rλ
− ∂W
ext
∂rλ
= 0 (2.5)
where the internal forces acting on atom λ are given by
Fintλ =
1
2
nA∑
α=1
nA∑
β ̸=λ
−∂V (rαβ)
∂rαβ
∂rαβ
∂rλ
(2.6)
and the external forces acting on atom λ are
Fextλ = −
∂W ext
∂rλ
. (2.7)
The residual forces on each atom is
R = Fint − Fext. (2.8)
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The distance rαβ in (2.6) is defined as
rαβ = |rα − rβ| =
√√√√ 3∑
j=1
(rαj − rβj)2. (2.9)
where j is the free index. Substituting equation (2.9) into equation (2.6) yields
Fintα = −
nA∑
β ̸=α
∂V (rαβ)
∂rαβ
(
rα − rβ
rαβ
)
. (2.10)
The details of derivation of equation 2.10 are given in appendix A. The Lennard-Jones po-
tential function is mentioned in section B.1. In the present work, the energy minimization
is carried out using the conjugate gradient method and so a tangent stiffness matrix is not
required.
2.1.2 Coarse scale model
Consider a periodic face centered cubic (fcc) crystal structure, which can be described in terms
of a unit cell, as shown in Fig. 2.3. The unit cell of an fcc crystal is shown in Fig. 2.3(a). The
space lattice of the fcc crystal can be obtained by stacking the unit cells in three dimensional
space, as shown in Fig. 2.3(b). The resulting crystal structure when stacked in ABC layers,
using the atoms in the close packed directions, as shown in Fig. 2.3(c), possess symmetry in
three dimensions. The two dimensional projection of the atomic arrangement in ABC layers
is shown in Fig. 2.3(d). The geometric parameters of the fcc crystal lattice are expressed using
the lattice constant a, with reference to the atoms on the (111) and (100) planes, as shown in
Fig. 2.3(e) and Fig. 2.3(f), respectively. Because of the symmetry of the crystal structure, a
cluster of atoms can be taken as a representative model of the whole lattice structure [120]. As
a result, all the calculations can be performed with reference to the cluster, which improves
the computational efficiency. Since the locations of atoms in the cluster do not represent
the exact locations of the atoms, it is called a virtual atom cluster. The same inter atomic
potential as in the full scale MS model is used in the VAC. The VAC for fcc lattice structure
is shown in Fig. 2.4.
The coarse scale displacement uCα of an atom α in the VAC can be estimated using
equation (2.2). The total potential energy of a fine scale system is given by the sum of all
bond potentials φα (refer to equation (2.12)). Consider an equivalent coarse scale model based
on the VAC, illustrated in Fig. 2.4. Since the fine scale and coarse scale models are equivalent,
their potential energy must be equal. Hence, φρ is defined as the distributed energy density
function from the VAC. The discrete summation of the potential energy defined in the original
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Figure 2.3: Atomic arrangement in an fcc crystal; (a) in the unit cell (b) in the space
lattice and (c) in the ABC layers. The atoms in the ABC layers when projected onto a two
dimensional space; (d) and (e) onto the (111) plane and (f) onto the (100) plane.
(a)
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Figure 2.4: A demonstration of VAC based coarse scale domain in two dimensions. (a)
Atomistic model with triangular lattice as on the (111) plane of an fcc material. (b) Equivalent
continuum model with the VAC being placed at a particular Gauss point. (c) Details of the
VAC
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molecular structure, can now be replaced with an integral based on the VAC, i.e.
W int =
nA∑
α=1
φα =
∫
Ω0
φρdΩ0 ≈
∑
G
wGφ
G
ρ (2.11)
where φα is the potential energy associated with atom α, as defined below
φα =
1
2
nA∑
β ̸=α
V (rαβ). (2.12)
Due to the periodic nature of the lattice, φρ can be defined as the potential energy of a VAC
divided by the volume of the VAC. For a homogeneous lattice, as considered in this chapter,
each VAC consists of a single atom and its volume is that of the unit cell of the lattice.
The volume of the VAC for a triangular lattice is V0 =
√
3
2 a
2. When only nearest neighbour
interactions are considered, each atom in the triangular lattice interacts with six neighbouring
atoms, as shown in Fig. 2.4(a). The energy attributed to a central atom involves summing the
contributions from each bond with neighbouring atoms. The energy of the central atom is the
energy of the VAC. The number of neighbours that the central atom has does not influence the
volume/area attributed to the atom and therefore does not effect the volume/area attributed
to the VAC. In other words, the volume/area of the VAC do not increase if more neighbours
are considered in the computation of the potential energy of the central atom. Using the
numbering scheme shown in Fig. 2.4(c), the potential energy of the VAC is given by
φVAC =
1
2
7∑
β=2
V (r1β). (2.13)
Therefore, the distributed energy density function φρ can be defined as
φρ =
φVAC
V0
= 12
7∑
β=2
V (r1β)√
3a2/2
= 12
7∑
β=2
φ1β (2.14)
where
φ1β =
V (r1β)√
3a2/2
. (2.15)
Therefore, the energy density function φρ becomes
φρ =
1
2(φ12 + φ13 + φ14 + φ15 + φ16 + φ17). (2.16)
in which φ1β are the bonding energy densities. wG denote the quadrature weight and φGρ
is the corresponding energy density function evaluated at a quadrature point. The internal
forces on node ’I’ in the coarse scale region, can be estimated by taking the derivative of
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equation (2.11) with respect to the nodal displacements uCI
FintI = −
∂W int
∂uCI
=
∫
Ω0
− ∂φρ
∂uCI
dΩ0 =
∫
Ω0
−∂φρ
∂u
∂u
∂uCI
dΩ0 ≈ −
∑
G
wG
∂φGρ
∂u
∂u
∂uCI
. (2.17)
Therefore, the internal forces are calculated from the potential energy density of the VAC,
which is placed at each Gauss point. As shown in Fig. 2.4(c), there are 7 atoms including
the central VAC atom and its neighbours. Therefore, the energy density function φGρ =
φGρ (r1, r2, r3, r4, r5, r6, r7). Since the VAC is used in the coarse scale equation which assumes
uα = uCα , for α = 1–7. Therefore,
FintI ≈ −
∑
G
wG
∂φGρ
∂u
∂u
∂uCI
≈ −
∑
G
wG
7∑
α=1
∂φGρ
∂uCα
∂uCα
∂uCI
. (2.18)
Using the definition of uCα from equation (2.2), the second term on the right hand side of
equation (2.18) can be reduced to
∂uCα
∂uCI
= NI(Xα). (2.19)
Therefore, after substituting equation (2.19) into equation (2.18), the nodal internal forces
in the coarse scale domain are given by
FintI = −
nG∑
G=1
wG
7∑
α=1
∂φGρ
∂uCα
NI(Xα). (2.20)
The term ∂φρ
∂uCα
in equation (2.20) can be evaluated for each α as given below:
α = 1
∂φρ
∂uC1i
= ∂φ12
∂r12
r12i
r12
+ ∂φ13
∂r13
r13i
r13
+ ∂φ14
∂r14
r14i
r14
(2.21)
+∂φ15
∂r15
r15i
r15
+ ∂φ16
∂r16
r16i
r16
+ ∂φ17
∂r17
r17i
r17
α = 2
∂φρ
∂uC2i
= −∂φ12
∂r12
r12i
r12
(2.22)
α = 3
∂φρ
∂uC3i
= −∂φ13
∂r13
r13i
r13
(2.23)
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α = 4
∂φρ
∂uC4i
= −∂φ14
∂r14
r14i
r14
(2.24)
α = 5
∂φρ
∂uC5i
= −∂φ15
∂r15
r15i
r15
(2.25)
α = 6
∂φρ
∂uC6i
= −∂φ16
∂r16
r16i
r16
(2.26)
α = 7
∂φρ
∂uC7i
= −∂φ17
∂r17
r17i
r17
(2.27)
where i is the index of the coordinate axes. In equations (2.21) to (2.27) rαβi is the component
of rαβ in the ith direction, which is defined as
rαβi = rαi − rβi. (2.28)
The detailed derivation of the term ∂φρ
∂uCα
for the fcc lattice structure, is given in appendix C.
Equations (2.21) to (2.28) are substituted into equation (2.20) to calculate the internal nodal
forces. The minimization problem can be solved for the coarse scale solution by minimizing
the potential energy for the given boundary conditions.
2.1.3 The Phantom node method
In the phantom node method, when an element is completely cut by a crack, the displace-
ment field is continuous on each part of the cracked element, but discontinuous across the
crack. Therefore, the crack kinematics can be obtained by overlapping elements [49, 50]. The
theoretical framework for the above idea was given by Hansbo and Hansbo [51], and was
implemented by Mergheim et al. [52, 53] for statics and dynamics by Song et al. [50], who
called the method the Phantom node method. The advantages of the phantom node method
are: First, the displacement field is discontinuous across the crack but independently contin-
uous on each part of the cracked element. Hence, the discontinuous element is replaced by
two elements with the additional phantom nodes, which requires only a small modification in
existing finite element codes. Secondly, the associated shape functions in a cracked element
are the same as the shape functions of an intact element. Finally, the elements adjacent to
the cracked elements do not require any modification. Because of the above advantages, the
computer implementation of the phantom node method is particularly easy. The phantom-
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Figure 2.5: The principle of the phantom node method where the hashed region is integrated
to build the energy equation (2.11). (a) Crack opening and propagation after the phantom
nodes are placed on the cracked elements. (b) Equivalence of a cracked element in the real
domain to, two elements with phantom nodes.
node method was extended by Rabczuk et al. [49] to model crack tips within an element,
for triangular and quadrilateral elements. Chau–Dinh et al. [48] applied the phantom node
method to shell models with arbitrary cracks.
Consider a cracked body as shown in Fig. 2.5, and the corresponding finite element dis-
cretization; Ω0 is the real domain, i.e. the domain to be cut by the crack and Ωp is the
phantom domain, Ωp = Ω+p
⋃Ω−p . The part of the cracked elements which belong to the
real domain Ω0 are extended to the phantom domain Ωp, so that the interpolation basis is
full. Now the displacement in the real domain Ω0 can be interpolated using the degrees of
freedom for the nodes in the phantom domain Ωp. The nodes in the phantom domain are
called the phantom nodes and denoted by empty circles in Fig. 2.5(a). In other words, the
approximation of the cut element is the superposition of the two approximations (Ω+0
⋃Ω−p
and Ω−0
⋃Ω+p ) over the cracked elements, as shown in Fig. 2.5(b). Defining f as the signed dis-
tance measured from the crack, W+0 ,W−p ,W−0 and W+p as the nodes belonging to Ω+0 ,Ω−p ,Ω−0
and Ω+p , respectively; H as the Heaviside function, the approximation of the displacement
field is then given by [49]:
u(X, t) =
∑
I∈{W+0 ,W−p }
uI(t)NI(X)H(f(X)) +
∑
J∈{W−0 ,W+p }
uJ(t)NJ(X)H(−f(X)). (2.29)
The cracked elements have both real nodes and phantom nodes as shown in Fig. 2.5(b). The
discontinuity in the displacement field is realized by simply integrating only over the area
from the side of the real nodes up to the crack, i.e. the hashed areas in element 1 and element
2, Ω−0 and Ω+0 , respectively.
The initial phantom nodes are created on the completely cracked elements. The crack tip
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Figure 2.6: Schematic of the AMM for two dimensional problems. (a) The coarse and fine
scale discretization along with the ghost atoms and the coupling boundary. (b) A zoom
around the coupling boundary.
location is captured at every load step, from the fine scale model. Based on the location of
the crack tip, the elements are checked for complete fracture. If an element is completely
cracked, the crack is propagated in the coarse scale domain. To do so, the new phantom nodes
are created on the newly cracked element, and their positions are initialized by interpolation
from the coarse scale solution. The nodal connectivity table is updated with the phantom
nodes, for the next load step.
2.1.4 Coupling the coarse and fine scales
The positions of the ghost atoms are interpolated from the coarse scale solution, as illustrated
in Fig. 2.6. Let β be the index of the ghost atoms; the corresponding ghost atom displacements
are given by
uCβ =
nC∑
I=1
NI(Xβ)uCI . (2.30)
The ghost atom positions estimated from equation (2.30) are applied as the boundary con-
ditions for the fine scale model. The estimation of the ghost atom positions using only the
coarse scale component of the displacement will impose a constraint that does not exist in
the original problem, as explained in [120]. However for quasi-static problems, such an error
can be controlled by properly choosing the interface of the coupling region. Additionally, care
must be taken while calculating the nodal forces in the coarse scale region. At the interface
region there are two sets of atoms. The first set from the underlying VAC and the second
set from the fine scale region. Hence, both sets of atoms within the radius of influence Rdoi
(Fig. 2.6) must be considered while estimating the nodal forces in the coupling region.
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2.2 Adaptivity
The crack tip is contained within the fine scale region ΩA, while the fine scale regions are
coarse-grained as the crack propagates. The adaptivity scheme consists of the following steps:
1. Identify the coarse region ΩC to be refined. Refine the model by expanding the atomistic
region ΩA, i.e by converting the estimated coarse scale region into a fine scale region.
2. Identify the fine region ΩA to be coarse grained. Coarsen the model by shrinking the
atomistic region ΩA, i.e by converting the estimated fine scale region into a coarse scale
region.
The details of refinement and coarsening algorithms are discussed below.
2.2.1 Preliminaries
In the present work, the fine scale region is embedded within the ’boundaries’ of elements
around the crack tip. The initial size of the fine scale region in the AMM boundaries is
decided based on the following conditions: The refinement algorithm is activated sufficiently
often such that a buffer layer of elements is always maintained between the crack tip and the
coupling boundary. Secondly, to ensure that the refinement operation is not activated in the
first load step itself, at least one element layer is considered between the crack tip and the
buffer element layer. Finally, the crack tip element layer is sandwiched by at least one layer
of elements. In other words, the minimum initial fine scale region is embedded within a 3×3
element mesh.
In the AMM, the fine scale contains the crack tip. The length of the initial crack contained
in the fine scale is calculated based on the dimensions of the fine scale region. Therefore,
the initial crack in the fine scale is modeled by removing the bonds between the atoms on
the crack surface. The atoms on the crack surface possess the highest energy in the entire
lattice. Hence, the high energy atoms and elements (discussed in section 2.2.2) can be used
to identify the atoms on the crack surface. When the crack tip reaches the boundary of
the buffer region, the adaptive refinement and/or coarsening schemes are activated. As a
first step, adaptive refinement operation is carried out by creating the atoms in the elements
to be refined, identified based on algorithm 1. The newly created atoms are initialized by
interpolation from the coarse scale solution based on equation (2.2). In the next step, the
crack is propagated in the coarse scale. In the phantom node method, whenever a refinement
operation is activated the crack is incremented by an element length in the coarse scale.
Therefore a new element is created along with two new phantom nodes. The elements to
be coarsened are identified based on algorithm 2. In the adaptive coarsening operation, the
atoms in the elements to be coarsened are deleted. The neighbourlist is regenerated after an
adaptivity operation.
Let E be the total number of elements in the AMM. The load step just before an adaptive
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operation is denoted with subscript n, and subscript n+ 1 indicates the load step just after
an adaptive operation. Therefore, ECn is the set of elements in the coarse scale domain and
EAn is the set of fine scale elements, in load step n just before an adaptive operation; where
EAn ⊂ E and EAn ∩ ECn = ∅. And the sets ErefAn+1 , ErefCn+1 and EcoaAn+1 , EcoaCn+1 represent the fine scale
and coarse scale elements at load step n + 1, just after adaptive refinement and coarsening
operations, respectively. The set EminAn+1 is the minimum set of elements in the fine scale
domain after refinement, required to accurately capture the physics of the defects in the fine
scale region.
2.2.2 Detection of the crack tip
The refinement/coarsening of an element in the coarse scale region is governed based on the
atoms on the crack surface. Atoms on the crack surface helps in locating the position of the
crack tip in ΩA. Since the energies of the atoms around the crack tip are significantly higher
than the other atoms, the potential energy provides an indication of the location of the crack
tip. The energy criterion has been successfully applied to detect the locations of dislocations
in dynamic propagation [74, 84]. Let EHEn be the set of elements containing at least one atom
with high potential energy, i.e.
EHEn = {e ∈ EAn | energy of an atom in e > tolE} (2.31)
where tolE is the specified energy tolerance. As a guideline, tolE can be specified in the range
of 15 and 30% [84] higher than the energy of an atom in equilibrium in a perfect lattice. The
potential energy of an atom can be estimated from equation (4.30). In the present work 30%
tolE values are considered in the MFC and AMM, respectively.
2.2.3 Adaptive refinement
The major steps of the refinement operation (Fig. 2.7) are:
1. Identify the elements to be refined.
2. Create and initialize the atoms in the elements to be refined.
3. Create and initialize the phantom nodes on the newly cracked elements.
4. Update the fine and coarse scale regions.
Figure 2.7(a) shows the elements containing high energy atoms flagged for refinement and the
enlarged atomistic region after the refinement operation is shown in Fig. 2.7(b). Let Esplitn be
the set of completely cracked elements in the fine scale region, where Esplitn ⊂ EAn and Etipn be
the element containing the crack tip, before refinement. Let ErefAn+1 be the set of elements in the
fine scale region and let ErefCn+1 be the set of elements in the coarse scale region, immediately
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after an adaptive refinement operation.
In the current work, the crack is to be propagated in both the coarse scale and the fine
scale regions. Hence, first the newly cracked elements in the coarse scale region are identified
based on the position of the crack tip. The phantom nodes are created on the newly cracked
elements. Crack propagation in the fine scale region depends on the number of broken bonds,
identified based on the bond distance. The newly created atoms in the refined elements are
initialized using equation (2.2).
The detailed algorithm of selecting the elements to be refined, initializing the newly created
atoms in the elements identified for refinement and propagating the crack in the coarse scale
region is explained in algorithm 1 in appendix D. The process is:
1. Store the fine scale elements in the element set EAn , the coarse scale elements in the
element set ECn and the completely cracked elements in the fine scale region into the
element set Esplitn .
2. Calculate the high energy elements in the fine scale region using equation (2.31) and
store in the element set EHEn .
3. Estimate the neighbours of the high energy elements in EHEn and store them in EminAn+1 .
4. Calculate the elements to be refined, Erefinen+1 by removing the atomistic elements EAn from
the element set EminAn+1 .
5. Flag the elements to be refined and increase the atomistic domain by creating the atoms
in the flagged elements.
6. Initialize the positions of the newly created atoms using equation (2.2).
7. Update the fine scale elements (ErefAn+1 ) after the refinement operation, by including the
element set Erefinen into the set EAn .
8. Update the coarse scale element set (ErefCn+1 ) after the refinement operation by deducting
the atomistic elements ErefAn+1 from the total elements E .
9. Update the neighbour list (nlistn+1) of the fine scale atoms in the element set ErefAn+1 .
10. Identify the newly cracked elements in the fine scale region (Ensplitn+1 ) by removing the
split (Esplitn ) and tip (Etipn ) elements from the high energy element set EHEn .
11. Place the phantom nodes on the newly cracked elements (Ensplitn+1 ) and initialize their
positions by interpolation.
12. Update the nodal connectivity table.
13. Update the split (Esplitn+1 ) and tip (Etipn+1) elements.
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Figure 2.7: Sketch of the adaptive refinement operation. (a) Flagged elements to be refined
are hatched in red color. (b) Increased atomistic region after the refinement operation.
Now the atomistic domain is enlarged to handle the elongated crack. To improve the compu-
tational efficiency, the atomistic elements behind the crack tip can be coarsened as explained
in section 2.2.4.
2.2.4 Adaptive coarsening
The fine scale region is only needed close to the crack tip, the region away from the crack tip is
coarse-grained. This reduces the size of the atomistic region and improves the computational
efficiency. The major steps of an adaptive coarsening operation are:
1. Identify the elements to be coarsened.
2. Delete the atoms in the elements to be coarsened.
3. Update the fine and coarse scale regions.
The process of the adaptive coarsening operation is explained in Fig. 2.8. Figure 2.8(a)
shows the elements containing low energy inactive atoms being flagged and the elements
after coarsening are shown in Fig. 2.8(b). The algorithm explaining the coarsening steps is
shown in algorithm 2 in appendix D.
Let ELEn be the set of elements not containing any high energy atoms in the load step n,
ELEn ⊂ EAn . Let EBAn be the set of elements which are in the fine scale domain and are attached
to the coupling ’boundary’, EBAn ⊂ EAn . The elements to be coarsened are the elements which
are in both set ELEn and set EBAn in front of the crack tip, Ecoarsenn = ELEn ∩ EBAn . The process
of adaptive coarsening operation is given below:
1. Store the atomistic elements in EAn and the coarse scale elements in ECn .
2. Calculate the high energy elements in the fine scale region using equation (2.31) and
store them in the element set EHEn .
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Figure 2.8: Sketch of the adaptive coarsening operation. (a) Flagged elements to be coarsened
are hatched in red color. (b) Reduced atomistic region after the coarsening operation.
3. Estimate and store the elements which do not contain at least one high energy atom in
ELEn .
4. Find the fine scale elements attached to the coupling boundary and store them in EBAn .
5. The elements to be coarsened (Ecoarsenn+1 ) are given by ELEn ∩ EBAn .
6. Flag the elements to be coarsened and decrease the atomistic domain by deleting the
atoms in the flagged elements.
7. Update the element set in the fine scale region after the coarsening operation EcoaAn+1 by
deducting the element set Ecoarsenn from the element set ErefAn+1 .
8. Update the element set in the coarse scale region after the coarsening operation EcoaCn+1
by deducting the atomistic elements EcoaAn+1 from the total elements E .
9. Update the neighbour list of the fine scale atoms in the element set EcoaAn+1 .
10. Update the fine scale, coarse scale and the split elements for the next iteration.
The computer implementation steps for solving the crack propagation problem in the MFC
and AMM are explained in Fig. 2.9.
2.3 Numerical Examples
In this example, the multiscale method developed in this chapter is validated through three
numerical examples on quasi-static crack growth. In the first example, a very small displace-
ment is prescribed on an edge crack model so that the crack does not propagate. Displace-
ments and energies for selected atoms around the crack tip from the molecular statics model,
the Multiscale model with the Fine scale region containing the whole Crack (MFC) and the
AMM are compared. In the second example, sufficiently large displacements are applied so
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 Input: L, D, lattice - 
parameters, load and
    the initial crack.
1. Estimate the initial positions of the nodes and atoms.  
2. Prepare the neighbourlist and the nodal connectivity table.
1. Identify the completely craked elements.  
2. Create the phantom nodes on the cracked elements.
3. Update the nodal connectivity table.
1. Apply the boundary conditions on the boundary nodes.  
2. Develop the potential energy function using equation (3).
3. Estimate the nodal forces using equation (16).
1. Set the solver options, for example options = optimset
   ('GradObj',  'on', 'TolX', 10^(-12).
2. Solve for the coarse scale solution.
3. Update the positions of VAC and ghost atoms using eq. (2).  
1. Apply the updated ghost atom positions as boundary 
    conditions on the fine scale.
2. Solve for the fine scale solution.
1. Identify the elements containing the fine scale atoms (   ).
2. Calculate the energy of the atoms in the fine scale region.  
3. Identify the high energy elements (     ) based on eq. (27).
4. Add the neighbours of        and store them in        .
5. Subtract the elements     from          to identify the 
    elements to be refined (       ).
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Figure 2.9: Flow chart indicating the computer implementation steps for solving the crack
propagation problem in the MFC and AMM.
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Figure 2.10: Schematic diagram of the edge crack model used in examples 1 and 2. A
triangular displacement load is applied on the top and bottom boundaries.
that the crack propagates. The displacements and the energies of the MS, MFC and the
AMM models are compared. In the final example, kinked crack propagation is studied by
prescribing a displacement on the right edge of a cantilever beam with a pre-notch.
2.3.1 Example 1: Edge crack simulations
Consider a two dimensional atomistic model with dimensions 295.11Å×191.96Å as shown
in Fig. 2.10. The triangular lattice corresponding to the (111) plane of the copper crystal
with lattice constant 3.645Å is adopted to model the fine scale region. The ghost atoms are
created all along the four edges. The LJ potential (given in equation (B.1)) is used to model
the atomistic interactions with σ = 2.29621Å and ϵ = 0.467 eV.
The full MS model consists of 10005 active atoms and 408 ghost atoms. The ghost atoms
are placed all along the four edges just on the top of the coupling boundary in the MFC and
the AMM. In this example, the crack propagation is not considered. Hence, a small triangular
displacement load of 0.875Å with maximum amplitude on the left boundary is applied on
the top and bottom edges, in the y direction. Both the top and bottom edge atoms are fixed
in the x and y directions, and the left and right edge atoms are fixed in the x direction.
The initial crack in the MS model is created by breaking the bonds. The initial crack is
created at 95.98Å from the bottom edge with a length of 99.23Å along the x direction. In
order to achieve a brittle fracture, the neighbours are not updated after each load step. Also
only immediate neighbors are considered for the atom to atom interaction. The computer
implementation steps for solving the crack propagation problem in the MFC and AMM are
explained in Fig. 2.9.
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Normalized time
Example MS MFC AMM
1 1.0 0.19 0.13
2 1.0 0.79 0.39
Table 2.1: Computational times of the MS model, MFC model and AMM in examples 1 and
2.
Next, consider a coarse scale model with dimensions 295.11Å×191.96Å. The initial
crack of length 99.23Å in the x direction located at 95.98Å in the y direction, is created in
the coarse scale model. The model is discretized with the 12×8 elements in the x and y
directions, respectively. The crack in the coarse scale domain is modeled by the phantom
node method. Therefore, the phantom nodes are created on the completely cracked elements.
In the current model there are three cracked elements with six phantom nodes. The fine
scale regions measuring 163.66Å×84.82Å with 2294 active atoms and 202 ghost atoms, refer
to Fig. 2.11(b) and 112.11Å×84.82Å with 1554 active atoms and 162 ghost atoms, refer
to Fig. 2.11(c), have been created for the MFC and the AMM, respectively. A triangular
displacement load of 0.875Å is applied on the top and bottom edge nodes. Both the top and
bottom edge nodes are fixed in the x and y directions, whereas the left and right edge nodes
are fixed in the x direction. Figure 2.11(d) compares the atom positions around the crack tip
from the MS, MFC and AMM after the final load step. Six rows, on either side of the crack
around the tip are captured from the three models for comparison. There are 360 atoms in
total in twelve equal rows. The LJ potential energy and the ratio of the potential energy (PE)
to the initial potential energy (PE0) of the three models, for the atoms in Fig. 2.11(d) are
compared in Fig. 2.12(a). Fig. 2.12(b) shows a zoom of Fig. 2.12(a), around the crack tip. The
numbering of atoms in Fig. 2.12, is mentioned in Fig. 2.11(d). The results from the MS model
are assumed to be the accurate results. The error of a quantity is defined as the difference
with respect to the accurate results. And the percentage error is 100 times the ratio of the
error to the accurate results. The percentage error in the displacement and the potential
energy are shown in Fig. 2.13(a) and Fig. 2.13(b), respectively. We notice that the maximum
displacement percentage error is 0.208 and the maximum energy percentage error is 0.824,
occurs around the crack tip. The normalized computational times are calculated as the ratio
of the computational time with respect to the MS model. The normalized computational
times for the MS, MFC and AMM are mentioned table 2.1. From the first row of the table,
the computational cost of the AMM is 13% of the MS model.
2.3.2 Example 2: Edge crack propagation studies
In this example, the mode I crack propagation of an edge crack as shown in Fig. 2.10 is
considered. Therefore, the displacement loads are applied in small increments. In order to
propagate the crack in a brittle fashion, the neighbours are not updated after each load step.
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(d) Comparison of atom positions around the crack tip.
Figure 2.11: Deformed configurations of the (a) MS (b) MFC (c) AMM after the final load
step and (d) comparison of atom positions around the crack tip, from the MS, MFC and
AMM.
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(a) Comparison of potential energy.
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(b) Comparison of potential energy, zoom around the crack tip.
Figure 2.12: (a) Comparison of the LJ potential energy from the MS, MFC and AMM for the
atoms around the crack tip, see Fig. 2.11(d); after the final load step. The bottom picture
shows the LJ potential energy in eV and the ratio PEPE0 is plotted in the top picture. (b) A
zoom around the crack tip.
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(a) Percentage displacement error. (b) Percentage energy error.
Figure 2.13: Percentage errors in (a) displacement and (b) the potential energy, between the
MS and AMM.
Only immediate neighbors are considered for the atom to atom interaction.
A triangular displacement load of 5.892Å is applied in the y direction, on the top and
bottom rows of atoms/nodes, in 8 equal load steps. The coarse scale solution is in turn trans-
ferred to the fine scale model in 8 equal load steps. The same initial models as described in
the MFC and AMM of example 1 are used. The fine scale region in the AMM is adaptively
refined (refer to section 2.2.3) in the MFC model and adaptively refined and coarsened (refer
to section 2.2.4) in the AMM. At the end of the final load step, it was observed that the
refinement operations are carried out three times for the MFC model and the final fine scale
model in MFC consists of 4305 atoms with 290 ghost atoms. In the AMM, the refinement
and coarsening operations are carried out three times as well and there is no change in the
number of atoms of the fine scale model.
Atom positions in the deformed configuration after the final load step from the MS, MFC
and AMM are plotted in Fig. 2.14. The first row in Fig. 2.14 corresponds to the deformed
configuration after the first load step. Fig. 2.14(d− i) show the deformed configuration at the
end of the simulation. The ratio of PE to PE0 is plotted in the top picture of Fig. 2.16(a),
and the bottom picture shows the absolute value of the potential energy. The two peaks in
the energy distribution in Fig. 2.16(a) corresponds to the energies of the crack tip atoms im-
mediately on either side of the crack, indicating that the crack tip atoms possess the highest
energy in the entire lattice. Figure 2.16(b) shows a zoom of Fig. 2.16(a), around the crack tip.
The numbering of atoms in Fig. 2.16, is mentioned in Fig. 2.15. Figure 2.15 compares the
atom positions from the three models. Six rows, on either side of the crack around the tip,
are captured from the three models for comparison. There are 360 atoms in total in twelve
equal rows. The percentage displacement error between the MS and the AMM is shown in
Fig. 2.17(a). Similarly the percentage potential energy error is plotted in Fig. 2.17(b). From
the results, a close agreement among the three models can be observed.
The change in average potential energy per atom for the MS, VAC and AMM at each load
step is plotted in Fig. 2.18. The change in average potential energy per atom is defined as
the difference of the potential energy per atom, in the current load step to the undeformed
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(b) MFC model after the first LS
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(c) AMM after the first LS
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(d) MS model after the final LS
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(e) MFC model after the final LS
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(f) AMM after the final LS
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(g) zoom of MS model after the final LS
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(h) zoom of MFC model after the final LS
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(i) zoom of AMM after the final LS
Figure 2.14: Atom positions at the end of the simulation, from the MS, MFC and AMM with
ghost atoms in red color. The first row corresponds to deformed configurations of the MS,
MFC and AMM at the end of the first load step. Figures (d–i) correspond to the deformed
configuration at the end of the simulation.
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Figure 2.15: Comparison of the atom positions around the crack tip from the MS, MFC and
AMM.
configuration. The average potential energy is calculated by dividing the total potential
energy with the number of atoms. To generate a smooth curve, the displacement load is
applied in 50 equal steps. The total potential energy decreases as the crack starts to prop-
agate. Therefore, a jump in potential energy can be observed during load step 35. In other
words, the crack starts to propagate from load step 35. A second jump was occurred during
load step 42. The displacement field of the VAC does not contain the fine scale component
(uAα ). Hence, a deviation of the VAC with the MS and AMM can be observed as the crack
started to propagate, whilst the AMM and MS models always agree with each other. From
the results, a close agreement among the three models can be observed. From table 2.1, the
computational cost of the AMM is 39% of the MS model.
2.3.3 Example 3: Kinked crack propagation
The final example is a problem involving a kinked crack propagation. In this problem, the
crack is not propagated in the fine scale region. Consider a 440Å×180Å beam with an initial
pre-notch of 35Å in length at the center as shown in Fig. 2.19. A displacement load of
24.789Å at a 60◦ angle to the horizontal is applied on the right edge of the beam in 30 equal
steps. The MFC and AMM are compared. The coarse scale solution at each load step is
in turn transferred to the fine scale in 9 equal load steps. A 12×8 rectangular mesh is used
to discretize the continuum. In the MFC model, initially the fine scale region is created
between the 3rd and 10th nodes in the x direction and from the 1st to the 7th node in the y
direction, with a domain size of 280Å×154.28Å as shown in Fig. 2.20(a) so that the crack is
completely immersed in the fine scale region. In the AMM, initially the fine scale region is
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(a) Comparison of potential energy.
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(b) Comparison of potential energy, a zoom around the crack tip.
Figure 2.16: (a) Comparison of the LJ potential energy from the MS, MFC and AMM for
the atoms around the crack tip, see Fig. 2.15; after the final load step. The bottom picture
shows the LJ potential energy in eV and the ratio PEPE0 is plotted in the top picture. (b) A
zoom around the crack tip.
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(a) Percentage displacement error. (c) Percentage energy error.
Figure 2.17: Percentage errors in (a) displacement and (b) the potential energy, between the
MS and AMM.
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Figure 2.18: Change in average potential energy per atom with the load step.
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Figure 2.19: Schematic of the cantilever beam with the pre-notch, considered for the third
example.
created between the 5th and 8th nodes in the x direction and from the 1st to the 4th nodes in
the y direction, with a size of 120Å×77.14Å as shown in Fig. 2.20(b).
The load is quasi-statically incremented at each load step and the crack starts propagating
in the y direction. After the 18th load step the crack takes a kink at an angle of 33.12◦ degrees
to the horizontal axis towards the left boundary. The deformation pattern of the AMM model
after the 18th and 24th load steps are plotted in Fig. 2.20(c) and Fig. 2.20(e), respectively.
The adaptive refining and coarsening operations are carried out in the x and y directions
based on the location of the crack tip. The atoms around the crack and the kink from the
MFC and AMM models after the 18th and 24th load steps are plotted in Fig. 2.20(d) and
Fig. 2.20(f), respectively. The percentage error in displacement for the the atoms around the
crack tip after the 18th and the 24th load step, are plotted in Fig. 2.20(g) and Fig. 2.20(h),
respectively. The results between the MFC and the AMM models closely agree with each
other.
2.4 Discussion
The continuum based phantom node method was coupled with a molecular statics model to
generate a multiscale framework for the simulation of fracture. The framework was developed
to perform energy minimization of a triangular lattice which contains stably propagating
fractures. Coupling of the continuum and atomistic models was realized through the use of
a bridging scale method and a virtual atom cluster method. The BSM is enhanced so that
arbitrary cracks are admissible at the coarse scale using the phantom node method leading
to an adaptive multiscale method. The crack was incorporated into the fine scale model by
breaking atomic bonds. The phantom node method was used to incorporate the crack in
the coarse scale model. The fine scale and coarse scale models are coupled by enforcing the
displacement boundary conditions on the ghost atoms.
The AMM was used to study the crack propagation in three examples. In the first example,
a small displacement was prescribed to a domain containing an edge crack. The value of the
prescribed displacement was chosen small enough that the crack does not propagate. The
atom positions around the crack tip from the MS, MFC and AMM were compared. The error
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Figure 2.20: Deformation plots of the MFC and AMM models with angular loading. (a)
and (b) shows the initial configuration of the MFC and AMM models. (c) and (e) shows the
deformed configuration of the AMM model after the 18th and 24th load steps. Atom positions
around the crack tip, after the the 18th and 24th load steps from the MFC and AMM models
are compared in figures (d) and (f), respectively. The percentage displacement errors for the
atoms in (d) and (f) are shown in (g) and (h), respectively.
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in displacement and the potential energy between the MS and AMM was found to be 0.208%
and 0.824%, respectively. In the second example, the crack was made to propagate in the
horizontal direction. Adaptive refinement and coarsening schemes were implemented during
crack propagation. Very close agreement in the atom positions and the potential energy is
observed across the three models. In the final example, the AMM was used to simulate the
propagation of a kinked crack in a cantilever beam. The positions of atoms around the crack
tip were compared between the MFC and AMM. The AMM was between 3 and 9 times more
computationally efficient than the other methods to which it was compared.
The multiscale framework has been here introduced; it serves as a sound basis for further
studies of more complex crack patterns.

Chapter 3
Efficient Coarse Graining in
Multiscale Modeling of Fracture
In this chapter2, a coarse-graining technique to reduce a given atomistic model into an equiv-
alent coarse grained continuum model is discussed. The developed technique is applied on
problems involving complex crack patterns in 2D and 3D including crack branching and coa-
lescence. Atoms on the crack surface are separated from the atoms not on the crack surface
by employing the centro symmetry parameter. A rectangular grid is superimposed on the
atomistic model. Atoms on the crack surface in each cell are used to estimate the equivalent
coarse-scale crack surface of that particular cell. The crack path in the coarse model is pro-
duced by joining the approximated crack paths in each cell.
One of the major difficulties in multiscale methods for fracture is to upscale fracture-
related material information from the fine-scale to the coarse-scale, in particular for complex
crack problems. Sufficient methods to coarse grain the fine scale defects are missing. Most
methods, therefore only “enlarge” the fine scale domain and therefore drastically increase
computational cost. In this chapter, a robust and simple coarse graining technique is pre-
sented in the context of multiscale modeling for fracture to reduce a given fine-scale model
into an equivalent coarse-grained model. Only an atomistic model is considered at the fine-
scale. The coarse-scale model might be discretized with classical techniques like the FEM,
XFEM, GFEM, MM, to name a few. The developed technique is applied in the context of hi-
erarchical upscaling though an extension to concurrent or semi-concurrent multiscale method
is straight forward.
3.1 Coarse grained model
The goal of the present coarse-graining scheme is to develop an equivalent CG model for
fracture based on a fine scale model containing defects. The CG scheme is employed for
2This work has been published in the Theoretical and Applied Fracture Mechanics journal [119].
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coarse scale models based on Finite Element/eXtended Finite Element (FE/XFE) or particle
discretizations, whereas fracture on the fine scale occurs naturally by breaking the bonds
between adjacent atoms. The CG approach is applicable to concurrent, semi-concurrent
and hierarchical multiscale methods, though we present results only for the latter multiscale
approach. The ingredients of the CG model are:
1. Identify the atoms on the crack surface in the fine scale model and approximate the
crack surface in the equivalent CG representation.
2. Estimate the elastic potential functions and parameters of the CG model from an
atomistic scale system.
3. Verify the results from the CG model with standards like full scale atomic calculations
and/or empirical models.
3.1.1 Crack surface approximation
Consider a fine-scale model containing a crack in a particular deformed configuration. We
define the “crack region” as the area created by connecting four nodes/particles in the rect-
angular discretization of the CG model, containing at least one atom on the crack surface.
As a first step, the fine domain is discretized with a rectangular mesh. The scheme of such
a rectangular discretization based on the finite element or meshfree methods is shown in
Fig. 3.1 and Fig. 3.2, respectively. The hollow circles in Fig. 3.1(a) and Fig. 3.2(a) denote
the atoms on the crack surface and the filled circles are the atoms not on the crack surface.
The steps for the crack surface approximation are:
1. Determine the atoms on the crack surface using e.g. the Centro Symmetry Parameter
(CSP), explained in section 3.1.2.
2. Identify the crack regions based on the positions of the atoms on the crack surface and
the positions of the nodes or meshfree particles of the background discretization, as
shown in Fig. 3.1(b) and Fig. 3.2(b).
3. Estimate the normal and Center of Gravity (CoG) of the atoms on the crack surface.
Calculate the effective CoG of a crack surface by averaging the CoGs of the atoms on
the crack surface in that crack region.
4. Approximate the crack path in each crack region by joining the effective normal and
CoG of the atoms on the crack surface, as shown in Fig. 3.1(d) and Fig. 3.2(d).
5. Estimate the nodes or particles on either side of the crack surface or around the tip,
refer Fig. 3.1(c) and Fig. 3.2(c).
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Figure 3.1: Schematic of mesh based equivalent coarse scale model. (a) Coarse mesh super-
imposed on the atomistic model (b) elements containing the atoms on the crack surface are
highlighted along with the normals of the crack surface in each element (c) calculation of
level sets and (d) approximation of crack surface by joining the crack path in the regions
containing the crack.
The details of approximating the crack path is explained in section 3.1.3. The crack path is
a continuous surface when extended mesh-free methods [3–13] or partition-of-unity enriched
methods such as the eXtended Finite Element Method [14–19], the Generalized Finite Ele-
ment Method [23–29], the Partition of Unity Finite Element Method [30, 31], the eXtended
Element Free Galerkin method [32–39], the Cracking Particles Method [40–46], the phantom
node method [47–53] or the Numerical Manifold Method [54, 55] are used on the coarse scale.
Hence, the crack in the CG model is approximated by joining the crack paths in each crack
region, shown in Fig. 3.1(d) and Fig. 3.2(d). However, when the CG model is based on the
’cracking particles’ method [40–46], crack path continuity is not required. This facilitates the
multiscale approach tremendously as no detection of branching or joining cracks need to be
considered.
3.1.2 Centro symmetry parameter
The CSP is employed to detect the atoms on the crack surface. Consider an atom α in a fine
scale model with the face centered cubic (fcc) lattice structure. Let β denote the neighbours
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Figure 3.2: Schematic of meshless equivalent coarse scale model. (a) Meshfree particles
superimposed on the atomistic model (b) regions containing the atoms on the crack surface
are highlighted along with the normals of the crack surface in each region (c) calculation of
level sets and (d) approximation of crack surface by joining the crack path in the regions
containing the crack.
of α. The centro symmetry parameter of an atom α is defined as [123]
CSPα =
nnb/2∑
β=1
|rαβ + rα(β+nnb/2)|2 (3.1)
where nnb are the total number of nearest neighbours of atom α and rαβ and rα(β+nnb/2)
are the distance between the atoms α and β and α and (β + nnb/2), respectively. In an fcc
lattice structure there are 6 nearest neighbours (nnb) for any atom α in the fine scale domain.
Therefore, the CSP of the atom α in the fcc lattice is given by
CSPα =
3∑
β=1
|rαβ + rα(β+3)|2 (3.2)
From equation (4.34), the CSP of an atom α in the fcc lattice, is the summation of the square
of the sum of the distances between the opposing neighbours. We consider periodic crystal
structures with symmetry in atomic arrangement for full scale atomistic models. Because of
the symmetry of the lattice structure in a perfect crystal, the CSP of an atom in a perfect
lattice is zero. In other words, the atoms on the crack surface will possess CSP values other
than zero. Atoms on the crack surface can be selected corresponding to the range of CSP
values normalized with the square of the lattice parameter, listed in table 4.1. In the present
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Defect cspα/a20 Range ∆cspα/a20
Perfect lattice 0.0000 cspα < 0.1
Partial dislocation 0.1423 0.01 ≤ cspα < 2
Stacking fault 0.4966 0.2 ≤ cspα < 1
Surface atom 1.6881 cspα > 1
Table 3.1: Range of centro symmetry parameter for various defects, normalized by square of
the lattice parameter a20.
work, atoms on the crack surface are the atoms possessing normalized CSP values greater
than or equal to 1.6881.
3.1.3 Crack surface orientation
Consider a deformed configuration of the fine scale model and the discretized coarse scale
model as shown in Fig. 3.1(a) or Fig. 3.2(a). Atoms on the crack surface in the fine scale model
can be separated based on the CSP values estimated from equation (4.34). Let the atoms in
the fine model be separated into small rectangular cells surrounded by four nodes/particles in
the coarse model. These cells are categorized into cells containing atoms on the crack surface
and atoms not on the crack surface.
The CoG of the neighbours of a particular atom on the crack surface α is calculated as
the average position of the neighbours of α. If β are the neighbours of α, the CoG of the
neighbours of α is given by
rcogα =
∑nnb
β=1 rβ
nnb
(3.3)
where rcogα is the position vector of the CoG of atom α and nnb are the total number of
neighbours of α. The normal to the crack surface of atom α is estimated by vectorially
adding the position vector of α with its CoG vector:
ncogα = rα − rcogα (3.4)
where ncogα is the normal to the crack surface at atom α. The normalized normal to the crack
surface at atom α is given by
ncogαn =
ncogα
|ncogα | . (3.5)
In this work, we pointed all the normals in the positive y direction. This is achieved by
changing the sign of the normals pointing in the negative y direction. The process is repeated
to estimate the CoGs and normals of all the atoms on the crack surface in a particular cell.
Hence, the center of gravity of a cell can be calculated by averaging the positions of center
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Figure 3.3: Schematic of averaging the approximated individual crack surface orientation in
each crack region, to generate a smooth continuous equivalent crack surface.
of gravities of the atoms on the crack surface in that cell
rcogcr =
∑ncacr
α=1 rcogα
ncacr
(3.6)
where rcogcr is the approximated position of the center of gravity of the atoms on the crack
surface and ncacr are the total number of atoms on the crack surface, in a crack region. The
normal of the approximated crack surface in the crack region is computed as the average of
the normals of the atoms on the crack surface
ncogcr =
∑ncacr
α=1 ncogα
ncacr
(3.7)
where ncogcr is the normal vector of the approximated crack surface in a crack region. The
crack surfaces in the crack regions are obtained by the planes passing through rcogcr , whose
normals are estimated from equation (3.7). Therefore, the approximated crack surface in the
CG model is obtained by joining the crack surfaces in each crack region.
However, to generate a smooth and continuous crack surface in the CG domain, we average
the start/end positions of the crack surfaces on the vertical edges of the crack regions, illus-
trated in the schematic Fig. 3.3. To achieve the goal, first, identify the number and locations
of the start/end points on a vertical edge of a CG domain. Secondly, estimate the points
separated by the largest distance. Thirdly, if the points separated by the largest distance fall
within the domain influence, then the point on the equivalent crack surface on that edge is
given by averaging the positions of the identified points in the first step. If not, there exists
more than one point on the equivalent crack surface. In other words, the crack has a different
orientation on that particular edge. The suggested radius of domain of influence is between
1 to 1.5 times the element length in the y direction.
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A simple example of a continuous crack surface is shown in Fig. 3.3. We discuss the
construction of points 1 to 5. Consider two crack surfaces at the left vertical edge of the
CG domain; the crack surfaces start at points A and B, respectively. The (largest) distance
between point A and point B falls within the domain of influence. The coordinates of point
1 on the equivalent crack surface are obtained by averaging the coordinates of points A and
B. Secondly, consider the vertical edge containing points C,D E, and F. The points D and E
correspond to end points of two crack surfaces and the points C and F are the starting points
of new crack surfaces. The largest distance between these points is the distance between the
points C and F, which is larger than the domain of influence. Therefore, there exists more
than one point on the equivalent crack surface on this particular edge. The total number of
points on the equivalent crack surface on this vertical edge can be estimated by recursively
checking if the distance between the neighbours of points C,D,E and F falls within the domain
of influence. Hence, for the scheme mentioned in Fig. 3.3, two points, point 2 and point 3
exist on the equivalent crack surface. The coordinates of points 2 and 3 is estimated by the
averaging procedure as in the first step. Thirdly, a similar procedure is used for the edge
containing points I,J,K and L to arrive at points 4 and 5 on the equivalent crack surface.
The final path of the equivalent crack surface is obtained by joining points 1,2,3,...,n.
In this thesis, a cell containing at least 12 atoms on the crack surface is considered as
crack region. Therefore, the adopted minimum size of the cell as 13 times the lattice param-
eter. However, the size of the cell or the fine-scale domain in general can be determined by
a-posteriori error estimators and an adaptive refinement procedure. An alternative simpler
procedure might be based on the change in the crack orientation of neighboring cells. The
proposed CG model is equivalent to the fine scale. Therefore, the CG and the atomistic
models can be validated through their potential energy.
3.1.4 Validation
The proposed CG model is equivalent to the fine scale. Therefore, their potential energy
must be equal. The total potential energy of a fine scale system as shown in Fig. 3.1(a) is
given by the sum of all bond potentials φα, where φα is the potential energy associated with
atom α, defined below
φα =
1
2
nA∑
β ̸=α
V(rαβ) (3.8)
where V(rαβ) is the bond potential between the atoms α and β, separated by distance rαβ.
Therefore, the total potential energy of the fine scale model is given by
UA =
nA∑
α=1
φα =
1
2
nA∑
α=1
nA∑
β ̸=α
V(rαβ) (3.9)
44 Efficient Coarse Graining in Multiscale Modeling of Fracture
u
,
Γ u
t,
Γ
t
c, Γc
Ω
Γ
n
+
n-
+
-
Γ
c+
Γ
c-
(a)                                                        (b)
n
+
n
-
n= =
C
Figure 3.4: Schematic of domain and surface descriptions of a body in coarse region (a)
displacements, tractions and the crack along with their surfaces (b) a closeup of the crack tip
indicating the directions on the normals on the crack surfaces.
where UA represents the total potential energy of the atomistic model.
Consider an equivalent CG model, illustrated in Fig. 3.1 or Fig. 3.2. Since the fine scale
and CG models are equivalent, their potential energy must be equal. Hence, we define φρ
as the energy density function from the CG model. The discrete summation of the potential
energy defined in the original molecular structure, can now be replaced with an integral based
on the CG model, i.e.
UCG =
∫
ΩC0
φρdΩC0 ≈
∑
G
wGφ
G
ρ . (3.10)
In case of a periodic crystal structure, φρ can be evaluated using a VAC [74, 120] like model.
For an elastic isotropic material to ensure the consistent mechanical behaviour the strain
energy of a coarse grained model can be estimated from
UCG =
∫
ΩC
σ . δϵ dΩC. (3.11)
We consider a displacement field which is discontinuous at the cracks and continuous
elsewhere in the coarse domain ΩC, see Fig. 3.4. The displacement field is decomposed into
continuous and discontinuous components,
uC = uCC + uCD =
∑
I∈S
NI(X)uI +
∑
K∈E
∑
I∈SC
NˆKI (X)ψKI (X)aKI (3.12)
where uC is the coarse scale displacement, uCC is the continuous component and uCD is the
discontinuous component, in the coarse scale; S is the set of nodes in the entire discretization,
SC is the set of enriched nodes that are influenced by the interface, NI and NˆI are the
’standard’ and ’enriched’ shape functions; aI are additional degrees of freedom and E denotes
the total number of interfaces. The shifted enrichment function ψI(X) is chosen according
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to the problem:
ψI(X) = ψ(X)− ψ(XI). (3.13)
A continuum model based on the VAC [74, 120] model combined with the XFEM, is used
to estimate the potential energy of the CG model. XFEM is used for the discretization of the
displacement field in equation (3.12). Equation (3.12) is used in equation (3.15) to estimate
the potential energy of the CG model, which in turn is compared with the potential energy
of the atomistic model in equation (3.9).
3.2 Numerical examples
In this section, the proposed CG model is validated with four numerical examples. The
quasi-static crack propagation in two dimensions with an initial angular edge crack is studied
in the first example. In the second example, we study two dimensional dynamic crack growth
in a double notched specimen. Quasi-static crack propagation including crack branching and
crack coalescence in two dimensions is studied in the third example. In the final example, we
study three dimensional dynamic crack growth of an edge cracked specimen.
In order to directly compare the fine scale solution to the coarse scale solution, we ensure
identical boundary conditions of the fine and coarse-scale models. Therefore, ghost atoms
are placed all along the four edges of the fine scale model. The initial crack in the fine scale
region is created by deleting the bonds between the atoms on the crack surface and updating
the neighbor list accordingly. The neighbour list is generated based on a radius of influence.
To model brittle material behaviour, the neighbour list is not updated at each load step
and only immediate neighbours are considered while estimating the potential energy. The
crack pattern at each load step is then used in the coarse-grained model and the solution of
both models is compared. In future, the CG algorithm will be employed in the context of a
concurrent multiscale method [74, 76].
3.2.1 Example 1: Angular crack propagation
Let us consider the mode I quasi-static crack propagation of a slanted edge crack, as shown in
Fig. 3.5. The triangular lattice corresponding to the (111) plane of an fcc crystal and a lattice
constant 3.645Å is adopted in the fine scale. The Lennard-Jones potential is used to model
the atomistic interactions with σ = 2.29621Å and ϵ = 0.467 eV. The full scale molecular
statics model consists of 36157 active atoms and 768 ghost atoms. To propagate the crack
quasi-statically, a total triangular displacement load of 15.678Å is applied on the top and
bottom edges, in 25 equal load steps. Both the top and bottom edge atoms are fixed in the
x and y directions, whereas the left and right edge atoms are fixed only in the x direction.
In this example, we want to develop a hierarchical CG model corresponding to a particular
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Figure 3.5: Schematic of fine scale model with initial crack used in example 1.
deformed configuration of the atomistic model. Therefore, the dimensions of the CG model
are calculated based on the atom positions in the atomistic model for each load step. The
CG model is discretized with 12×10 nodes in the x and y directions, respectively. The CG
background cells are identical to the element size and the potential energy of the CG model
is estimated from equation (3.15).
The initial configuration of the MS model is shown in Fig. 3.6(a). The deformed configu-
ration of the MS model at the 15th load step is plotted in Fig. 3.6(b), highlighting the ghost
atoms and the atoms on the crack surface. Fig. 3.6(c) shows the rectangular discretization
created on the deformed configuration in Fig. 3.6(b). The discretization helps to capture
the cells containing the atoms on the crack surface. Two particular atoms on the crack sur-
face are identified and their neighbours and normals estimated based on equation (3.5), see
Fig. 3.6(d). Fig. 3.6(e) shows the normals (estimated by equation (3.7)) of all the regions in
the coarse scale, containing the atoms on the crack surface. Highlighted crack regions along
with their center of gravities and normals are plotted in Fig. 3.6(f).
Since the fine scale and the CG models are equivalent, their potential energy must be
equal. Hence, we define φρ as the energy density function from the CG model. The discrete
summation of the potential energy defined in the original molecular structure, can now be
replaced with an integral based on the CG model, i.e.
UCG =
∫
ΩC0
φρdΩC0 ≈
∑
G
wGφ
G
ρ . (3.14)
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Figure 3.6: Development of a CG model of a given fine scale model, for a quasi-static crack
propagation of an angular edge crack. (a) Initial configuration of the fine scale model. (b)
Fine scale model at the 15th load step highlighting the ghost atoms and the atoms on the
crack surface. (c) Fine scale model at the 15th load step, superimposed with the rectangular
discretization. (d) Normals and neighbours of two particular atoms on the crack surface. (e)
Normals of all the crack regions. (f) Rectangular discretization of the fine scale model at the
15th load step, highlighting the crack regions and their CoGs and normals.
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Figure 3.7: Equivalent CG models, atoms on the crack surface and the approximated crack
surface along with their normals. (a) Distribution of Gauss points on the CG model in (b),
used to calculate the potential energy. (b) Equivalent CG model of the fine scale model in
Fig. 3.6(b). Equivalent CG model of the fine scale model at the (c) 10th load step (d) 13th
load step (e) 20th load step and (f) 25th load steps.
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Load step Potential energy from thefine model (EFS) CG model (ECS) % error
0 1.0265e+05 1.029e+05 3.01
10 1.0241e+05 1.059e+05 3.29
13 1.0236e+05 1.069e+05 4.24
15 1.0233e+05 1.075e+05 4.80
20 1.0225e+05 1.092e+05 6.36
25 1.0218e+05 1.109e+05 7.86
Table 3.2: Comparison of potential energies from Atomistic and CG models.
For an elastic isotropic material to ensure the consistent mechanical behaviour the strain
energy of a coarse grained model can be estimated from
UCG =
∫
ΩC
σ . δϵ dΩC. (3.15)
Fig. 3.7(a) shows the Gauss point distribution used to calculate the potential energy of the
CG model. Fig. 3.7(b) depicts atoms on the crack surface and the final approximated crack
surface orientation at the 15th load step. Similarly, the final approximated crack surface
orientations along with the atoms on the crack surface, at the 10th, 13th, 20th and 25th load
steps are plotted in Figures 3.7(c), 3.7(d), 3.7(e) and 3.7(f), respectively. The potential
energies of the fine scale model and the CG model at the 10th, 13th, 15th, 20th and 25th load
steps are compared in table 3.2. The percentage error in the potential energy is estimate as:
|ECG−EFS|
ECG ×100, where ECG is the potential energy of the CG model and EFS is the potential
energy of the fine scale model. The minimum and maximum percentage errors are observed
to be 3.29% and 7.86%, at the 10th and 25th load steps, respectively.
3.2.2 Example 2: Dynamic crack propagation in a double notched speci-
men
The second example is a dynamic crack propagation problem in a double-notched specimen
as shown in Fig. 3.8. The initial left and right edge cracks are located at 270Å and 538Å,
respectively from the bottom edge with an initial length of 102.1Å each along the x direction,
as shown in Fig. 3.8. The fine scale model consists of 168551 atoms and 2604 ghost atoms.
Initial velocities are prescribed on the bottom and top rows of atoms at the rate of 8.8 m/s,
whereas the atoms in between the top and bottom rows are ramped with a maximum velocity
of 8.8 m/s, refer to Fig. 3.8. The velocity is applied in 20000 time steps; each time step is
equal to 8 pico-seconds. Fig. 3.9(a) shows the initial configuration of the fine scale model
highlighting the atoms on the crack surface.
The deformed configuration at 48 pico-seconds is plotted in Fig. 3.9(b). We observed sev-
eral regions in Fig. 3.9(b) containing less than 12 atoms on the crack surface. Therefore,
they are not identified as the regions containing the atoms on the crack surface. The su-
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Figure 3.8: Schematic of double notched specimen used in example 2.
perimposed rectangular discretization highlighting the regions containing the atoms on the
crack surface and their normals are also shown in Fig. 3.9(b). Note that all normals are
pointing in the y direction and the changes in the crack surface orientation along the x di-
rection are accurately captured. Fig. 3.9(c) shows the deformed configuration just before the
two cracks join at 78 pico-seconds. The number of atoms on the crack surface have signif-
icantly reduced at 78 pico-seconds compared to 48 pico-seconds due to the coalescence of
many small cracks/dislocations. The deformed configuration after crack coalescence is shown
in Fig. 3.9(d). Fig. 3.9(d) also shows the superimposed rectangular discretization of the CG
model highlighting the regions containing the atoms on the crack surface and their normals.
The deformed configuration at 108 seconds and 180 pico-seconds (Fig. 3.9(e) and Fig. 3.9(f))
shows the separation of the united crack surfaces.
A closeup of the deformed configuration at 108 pico-seconds is shown in Fig. 3.10. Fig. 3.10(a)
shows a closeup of the Fig. 3.9(e) on the top half of the crack surface. Small cracks and dislo-
cation cores can be observed. Two particular atoms on the branch crack formed in Fig. 3.9(d)
are selected to estimate the neighbours and the normals. Fig. 3.10(b) shows the normals of
the selected two atoms on the crack surface along with their neighbours. Fig. 3.10(c) and
Fig. 3.10(d) shows a closeup of Fig. 3.9(e), on the left and right halfs, respectively. The
change in the direction of the normals according to the orientation of the crack surface can
be closely observed in Figures 3.10(c) and 3.10(d).
The approximated equivalent crack surface with varying discretizations is studied in
Fig. 3.12. The deformed configuration of the fine scale model in Fig. 3.9(e) and the CG
model discretizations of 7×5, 14×8, 21×12 and 21×16 nodes along the x and y directions,
are selected in the study. Fig. 3.12(a) shows the CG model with discretization of 7×5 nodes,
superimposed on the fine scale model. The corresponding CG model with the approximated
equivalent crack is given in Fig. 3.12(b). Since the discretization is very coarse, details of
the branch crack and the changes in the crack surface orientation are not accurately cap-
tured in the CG model. Secondly, a discretization of 14×8 nodes is considered, as shown in
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Figure 3.9: Development of an equivalent coarse scale model of a given fine scale model, for
a dynamic crack propagation of double edge crack model. (a) Initial configuration of the fine
model. Fine model at (b) 48 pico-seconds (c) 78 pico-seconds (d) 88 pico-seconds (e) 108
pico-seconds and (f) 180 pico-seconds, along with the highlighted atoms on the crack surface,
crack regions and their normals.
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Figure 3.10: A closeup of the deformed configuration at 108 pico-seconds. (a) Upper right
area of fine scale model in Fig. 3.9(e), displaying small cracks and dislocation cores. (b)
Normals of two atoms on the crack surface on the crack surface along with their neighbours.
(c) A closeup of Fig. 3.9(e) on the left half. (d) A closeup of Fig. 3.9(e) on the right half.
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Figure 3.11: CG model with approximated equivalent crack surface at 48 pico-seconds. (a)
Atoms on the crack surface along with the highlighted regions containing the atoms on the
crack surface and the approximated equivalent crack. (b) Gauss point distribution used to
calculate the system energy.
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Figure 3.12: Approximated crack surface with different discretizations of (a) 7×5 (c) 14×8 and
(d) 21×12 nodes, along the x and y directions, respectively. The corresponding approximated
equivalent crack surfaces are shown in subplots (b), (d) and (f), respectively.
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Figure 3.13: Approximated crack surface with different discretizations of (a) 28×16 nodes,
along the x and y directions, respectively. (b) The corresponding approximated equivalent
crack surface.
Fig. 3.12(c). The discretization is selected so that in majority of the cases, the top and bot-
tom surfaces of the crack lies in the same identified region containing the atoms on the crack
surface. The corresponding approximated equivalent crack surface is plotted in Fig. 3.12(d).
In this case, some of the branch cracks are captured and the crack surface orientation is rea-
sonably approximated. Thirdly, a discretization of 21×12 nodes is selected, refer Fig. 3.12(e).
Note that the selected discretization allows the top and bottom surfaces of the crack to lie
in two different adjacent identified regions containing the atoms on the crack surface. There-
fore, for a given location in the x direction, two normals of the crack regions are observed;
refer to Fig. 3.12(f) for the corresponding approximated equivalent crack surface. The crack
surface orientation and the branch cracks are accurately captured here. Finally, consider a
discretization of 21×16 nodes, refer to Fig. 3.13(a). Similar to the third case, the top and
bottom surfaces of the crack lie in two different identified regions containing the atoms on
the crack surface. Due to the sufficiently refined discretization, the approximated equivalent
crack surface in Fig. 3.13(b), closely agrees with the fine scale model. Subsequently, we con-
sider the discretization of 14×8 nodes in all the calculations for the CG model. Table 3.3
gives the system energy estimated from the fine scale model and the CG model at different
times. The minimum and maximum percentage errors are range from -2.79% and 6.01%,
respectively.
The effect of the value of CSP in identifying the atoms crack surface is studied in Fig. 3.14.
Varying CSP values of 1.5, 2.0, 2.5, 3.1, 3.25 and 3.5 are considered and the corresponding
atoms on the crack surface are plotted in Fig. 3.14(a), Fig. 3.14(b), Fig. 3.14(c), Fig. 3.14(d),
Fig. 3.14(e) and Fig. 3.14(f), respectively. The number of atoms on the crack surface starts
reducing when the CSP value is greater than 2.0. The number of atoms on the crack surface
3.2 Numerical examples 55
0 200 400 600 800 1000 1200
−100
0
100
200
300
400
500
600
700
800
900
X − coordinate (angstroms)
Y
 
−
 
c
o
o
r
di
na
te
 (
an
gs
tr
om
s)
(a)
0 200 400 600 800 1000 1200
−100
0
100
200
300
400
500
600
700
800
900
X − coordinate (angstroms)
Y
 
−
 
c
o
o
r
di
na
te
 (
an
gs
tr
om
s)
(b)
0 200 400 600 800 1000 1200
−100
0
100
200
300
400
500
600
700
800
900
X − coordinate (angstroms)
Y
 
−
 
c
o
o
r
di
na
te
 (
an
gs
tr
om
s)
(c)
0 200 400 600 800 1000 1200
−100
0
100
200
300
400
500
600
700
800
900
X − coordinate (angstroms)
Y
 
−
 
c
o
o
r
di
na
te
 (
an
gs
tr
om
s)
(d)
0 200 400 600 800 1000 1200
−100
0
100
200
300
400
500
600
700
800
X − coordinate (angstroms)
Y
 
−
 
c
o
o
r
di
na
te
 (
an
gs
tr
om
s)
(e)
0 200 400 600 800 1000 1200
−100
0
100
200
300
400
500
600
700
800
X − coordinate (angstroms)
Y
 
−
 
c
o
o
r
di
na
te
 (
an
gs
tr
om
s)
(f)
Figure 3.14: Atoms on the crack surface based on different values CSP (a) 1.5 (b) 2.0 (c) 2.5
(d) 3.1 (e) 3.25 and (f) 3.5. The number of atoms on the crack surface starts reducing the
CSP values more than 2.0.
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Time (pico-seconds) System energy from thefine model (EFS) CG model (ECS) % error
0 2.320246e+05 2.257086e+05 -2.79
48 2.267228e+05 2.275007e+05 0.34
78 2.275510e+05 2.306417e+05 1.34
88 2.272985e+05 2.344631e+05 3.05
108 2.275401e+05 2.373267e+05 4.12
180 2.274723e+05 2.420270e+05 6.01
Table 3.3: Comparison of potential energies from Atomistic and CG models.
significantly reduced for the CSP values greater than 3.0, which in turn will result in poor
approximation of the crack surface in the CG model.
3.2.3 Example 3: Crack branching and coalescence
In this example, we study a two dimensional crack branching problem. The atomistic
simulations are carried out with the open source software Large-scale Atomic/Molecular
Massively Parallel Simulator (LAMMPS). Consider a rectangular region with dimensions of
100.00Å×60.00Å in the x and y directions, respectively. LJ units are considered in all the cal-
culations. The hexagonal lattice with lattice constant 0.8Å and unit atomic mass, is adopted
in the fine scale. The Lennard-Jones potential is used to model the atomistic interactions
with σ = 1Å and ϵ = 1 eV. Neighbours within the domain of influence of 2.5Å are considered.
The neighbourlist is updated after every 5 load steps. The full scale molecular statics model
consists of 12161 atoms. A total displacement load of 30.65Å is applied in the y direction on
the top and bottom edges, in 3065 equal load steps. Both the top and bottom edge atoms
are fixed in the x and y directions, whereas the left and right edge atoms are fixed only in
the x direction.
Deformed configurations at particular load steps and the corresponding approximated
equivalent crack surfaces are plotted in Fig. 3.15. Fig. 3.15(a) shows the configuration of the
fine-scale model at the final load step with a superimposed 12×9 rectangular discretization.
Fig. 3.15(b) depicts the highlighted atoms on the crack surface, regions containing the atoms
on the crack surface and their normals. The approximated crack surfaces in each crack region
are plotted in Fig. 3.15(c). Fig. 3.15(d) shows the corresponding approximated equivalent
CG model. To study the effect of the mesh size on the equivalent CG model, the atomistic
model in Fig. 3.15(a) is discretized with 8×10 nodes in the x and y directions respectively,
plotted Fig. 3.15(e). The corresponding equivalent CG model is shown in Fig. 3.15(f). The
equivalent CG models in Fig. 3.15(e) and Fig. 3.15(f) are in agreement.
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Figure 3.15: Equivalent CG model of the crack propagation through branching. (a) Deformed
configuration of the fine model at the final load step, superimposed with CG model discretiza-
tion of 12×9 nodes along the x and y directions, respectively. (b) Highlighted atoms on the
crack surface, crack regions and their normals of the fine model in Fig. 3.15(a) (c) crack
paths in each crack region (d) equivalent approximated crack surface. (e) Configuration in
Fig. 3.15(a) discretized with 8×10 nodes in the x and y directions, respectively (f) equivalent
approximated crack surface of Fig. 3.15(e).
58 Efficient Coarse Graining in Multiscale Modeling of Fracture
Figure 3.16: Equivalent CG model of a 3D crack propagation with a discretization of 6×4×2.
(a) Deformed configuration of the atomistic model at 18 pico-seconds. (b) Another view
of Fig. 3.16(a) highlighting the atoms on the crack surface. (c) and (d) Two dimensional
projection of Fig. 3.16(a). (e) Atoms on the crack surface and the normals of the crack
regions in 3D. (f) Two dimensional projection of Fig. 3.16(e).
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Figure 3.17: Equivalent CG model of a 3D crack propagation with a discretization of 6×4×2,
showing crack surfaces and their normals. (a) Highlighted crack regions in 3D. (b), (c) and
(d) The crack surfaces in each crack region and their normals in different views.
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Figure 3.18: Equivalent CG model of a 3D crack propagation with a discretization of 6×4×3,
showing crack surfaces and their normals. (a) The deformed configuration at 18 pico-seconds.
(b) and (c) The crack surfaces in each crack region and their normals in different views. (d)
Two dimensional projection of Fig. 3.18(a).
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3.2.4 Example 4: Three dimensional crack growth
We study the three dimensional crack growth in the final example. Therefore, consider a
three dimensional domain of dimensions 288.83Å×288.83Å×43.32Åwith an initial edge crack
of length 72Å along the x direction, located at 144.415Å from the bottom surface, cutting
through the entire thickness in the z direction. We consider the fcc lattice structure of copper
with embedded atom model (eam) potential to simulate the atom-to-atom interactions in the
fine scale. The adopted atomic weight of copper is 63.546 amu. Neighbours within the radius
of 4.949Å are considered in building the neighbour list. The neighbour list is updated after
every 5 load steps. The left and right edges are constrained in the x direction, whereas the top
and bottom edges are moved with a velocity of 40 m/s. The forces in the x, y and z directions
on the bottom edge atoms are fixed at 0.0. The atoms in between the top and bottom edges
are ramped with minimum and maximum velocities of 0 m/s and 40 m/s, respectively.
Fig. 3.16(a) shows the deformed configuration of the atomistic model superimposed with
the coarse scale discretization of 6×4×2 nodes along the x, y and z directions respectively,
after 18000 time steps; the time step is equal to 1 pico-second. Another view of Fig. 3.16(a),
highlighting the atoms on the crack surface is illustrated in Fig. 3.16(b). The two dimensional
projection of Fig. 3.16(a) in the xy plane is plotted in Fig. 3.16(c). Fig. 3.16(d) highlights
the atoms on the crack surface in the CG discretization. Fig. 3.16(e) plots the atoms on the
crack surface and the normals of the crack regions in the 3D discretization. A 2D projection
of Fig. 3.16(e) is shown in Fig. 3.16(f). The crack regions are highlighted in Fig. 3.17(a).
The crack surfaces in each crack region and their normals, in different views are plotted in
Fig. 3.17(b) to Fig. 3.17(d).
In order to study the effect of the discretization, the deformed configuration in Fig. 3.16(a)
is discretized with 6×4×2 nodes along the x, y and z directions, respectively, as shown in
Fig. 3.18(a). The crack surfaces, along with the normals in two different orientations are
plotted in Fig. 3.18(b) and Fig. 3.18(c), respectively. The two dimensional projection of
Fig. 3.18(a) in the xy plane is shown in Fig. 3.18(d), along with the normals of the crack
surfaces.
3.3 Discussion
A coarse graining technique to upscale fracture pattern from an atomistic model to an equiva-
lent CG model has been presented. The present method is the first of its kind. The developed
CG technique can be applied to identify and upscale the defects like: cracks, dislocations and
shear bands. Atoms lying on the crack surface in the fine scale model are separated from
the atoms not on the crack surface through the centro symmetry parameter. A rectangular
discretization is superimposed on the fine scale model to capture the atoms into rectangular
cells. The crack path in each cell is approximated using the atoms on the crack surface and
their neighbours. An equivalent crack surface in the coarse scale model is obtained by joining
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the cellular crack paths.
The performance of the method is demonstrated through four examples. In the first ex-
ample, quasi-static propagation of an edge crack is considered. The upscaled crack pattern
agree well with the deformed crack pattern in the fine scale. Also the error in the potential
energies of both models agree reasonably well. The second example shows the CG approach
for a complex crack pattern. The developed technique is tested for a crack branching and
crack coalescence problem in the third example. In the final example, the present method is
applied to a three dimensional problem. In all examples, the coarse-grained crack patterns
agree well with the crack pattern from the fine-scale simulations.
The presented CG technique serves as a sound basis for future studies of adaptive prop-
agation of complex crack patterns. The developed CG technique will be employed in the
context of a concurrent multiscale models [74, 76, 84]. In future, we plan to develop an error
estimator to determine the size of the fine scale domain (inside the coarse scale domain) and
to drive an adaptive refinement in the context of concurrent multiscale methods for fracture.
Chapter 4
A meshless adaptive multiscale
method for fracture
In this chapter3, a meshless adaptive multiscale method for crack propagation is discussed.
The coarse region is modeled by the differential reproducing kernel particle method. The
crack in the coarse scale region is modeled by node enrichment. A molecular statics approach
is employed in the fine scale where crack propagation is modeled naturally by breaking of
bonds. The triangular lattice corresponds to the lattice structure of the (111) plane of an
FCC crystal in the fine scale region. The Lennard-Jones potential is used to model the atom-
atom interactions. The coupling between the coarse scale and fine scale is realized through
ghost atoms. The ghost atom positions are interpolated from the coarse scale solution and
enforced as boundary conditions on the fine scale. The fine scale region is adaptively refined
and coarsened as the crack propagates. The centro symmetry parameter is used to detect the
crack tip location. The method is implemented in two dimensions. The results are compared
to pure atomistic simulations and show excellent agreement.
Meshless methods (MM) [3, 4, 38, 42, 46, 111, 124] are based on the idea of using the nodes
in the zone of influence of a selected point to construct its approximation space. Popular
meshless methods include the Element Free Galarkin (EFG) method [6], reproducing kernel
particle method (RKPM) [8, 9], radial point interpolation method (RPIM) [5, 125], Meshless
Local Petrov-Galerkin (MLPG) [126, 127], to name a few. Yang et al [128] have proposed a
meshless collocation method based on the differential reproducing kernel (DRK) approxima-
tion. The main feature of the DRK is that the shape function of reproducing kernel (RK)
approximants is replaced by a set of differential reproducing conditions. Therefore, it is not
required to be directly differentiated, whereas in the EFG [6, 129] method the shape functions
are directly differentiated. As a result, the number of degrees of freedom are reduced, im-
proving the computational efficiency of the differential reproducing kernel particle (DRKP)
method as compared to the RKPM. On the otherhand, the shape functions of the RK approx-
3This work is published in the Computational Material Science Journal [77].
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Figure 4.1: (a) Schematic of a coupled continuum-atomistic model. (b) Coarse scale domain
with the crack. (c) Fine scale region containing the crack tip.
imants do not satisfy the Kronecker delta property, which necessitates to post possess. To
resolve the difficulty in the DRK approximation, Chih Ping et al. [130–132] have proposed a
meshless collocation method based on the DRKP method [130–133] satisfying the Kronecker
delta property. The DRKP method is comparatively more expensive but allows for a more
“natural” coupling between the two scales due to the meshless interpolation functions. The
higher order continuity is also beneficial.
4.1 Meshless Adaptive Multiscale Method for Fracture (MAMMF)
The basic idea of the MAMMF is based on the decomposition of the domain into coarse and
fine scale regions as shown in Fig. 4.1. The crack originates from the coarse scale region with
the crack tip in the fine region. The coarse region is discretized by the DRKP method. The
crack in the coarse scale region is modeled by node enrichment. Fracture in the fine scale
is realized by restricting the interactions between the atoms on the crack surface. This is
achieved by updating the neighbor list accordingly. The neighbour list is generated based on
a radius of influence. The neighbourlist is not updated after each load step. As the crack
starts to propagate, the centro symmetry parameter explained in section 3.1.2, is employed
to identify the atoms on the crack surface and hence the location of the crack tip. Ghost
atoms are located in the coarse region but within the cutoff radius of the atoms in the fine
region. Their positions are interpolated from the coarse scale solution and enforced as the
boundary conditions for the fine scale solution [69, 71, 73]. The fine scale region is adaptively
refined and coarsened when the crack propagates [34, 74, 84].
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4.1.1 Coarse scale model
The governing equations for large deformation problems will first be presented in the total
Lagrangian formulation, where the conservation equations and constitutive equations are
expressed in terms of the material coordinates X. They will then be presented in the updated
Lagrangian formulation, where the equations are described in the current configuration, see
Rabczuk et al. [4].
Governing equations
Consider a body Ω in two dimensional vector space R2 with boundary Γ, as shown in Fig.
3.4. The crack is denoted by c on the surface Γc. The strong form of the equilibrium equation
in the total Lagrangian description is given by
▽0 · σe + ρ0b = 0 in Ω0\Γ0 (4.1)
with the boundary conditions
n0 · σe = t¯0 on Γn0 (4.2)
u = u¯ on Γu0 (4.3)
n0 · σ−e = n0 · σ+e = 0 on Γc0 (4.4)
where σe is the engineering stress, b are the body forces, ρ0 is the initial density, u is the
displacement vector, n0 is the normal to the boundary in the initial configuration and u¯ and
t¯ are the specified displacement and traction on the surfaces Γu0 and Γn0 , respectively.
Displacement field
We consider a displacement field which is discontinuous at the cracks and continuous else-
where in the domain Ω, as shown in Fig. 3.4. The displacement field is decomposed into
standard/continuous and discontinuous/enriched part;
u = ucont + uenr (4.5)
where ucont is the continuous component and uenr is the discontinuous component. The
meshfree approximation of equation (4.5) is given by
uh(X) =
∑
I∈S
N contI (X)uI +
∑
I∈Sc
N enrI (X)qI (4.6)
where N contI and N enrI are the displacement interpolation functions in the continuous and
discontinuous domains, respectively, as shown in Fig. 4.2. The nodal parameters associated
to the continuous and discontinuous displacement field are denoted by uI and qI , respectively.
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Figure 4.2: Shape functions in (a) the continuous domain and (b) the discontinuous domain.
In the DRKP method, it is assumed that there are nP discrete nodes randomly selected and
located at x = x1,x2, ...,xnP , respectively in the domain ΩC. The DRKP interpolant function
N contI (X) is defined as
N contI (X) = NˆI(X) + N¯I(X). (4.7)
We choose the quartic spline given by
Nˆ(s) =
{
−3s4 + 8s3 − 6s2 + 1 for s ≤ 1
0 for s > 1
(4.8)
with
s =
√
(X−XI)2 + (Y−YI)2(axay )2
ax
(4.9)
in which ax and ay denote the principle radii of curvature of the elliptic zone of influence.
N¯I(x) in equation (4.6), is introduced to impose the nth order reproducing conditions and is
given by
N¯I(X) = wa(X−XI)PT(X−XI)z¯(X) (4.10)
where the weight function wa(X−XI) is centered at XI , defined by the normalized Gaussian
function given by
wa(s) =

e−(
s
α )
2−e−( 1α )2
1−e−( 1α )2
for s ≤ 1
0 for s > 1
(4.11)
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where α is 0.3. The set of complete nth order polynomial functions are given by
PT(X−XI) =
[
1, (X−XI), (Y−YI), (X−XI)2, (X−XI)(Y−YI), (Y−YI)2, ...(X−XI)n
]
.(4.12)
For an nth order complete polynomial basis, a set of reproducing conditions can be obtained
to determine z¯i(X), i = 1, 2, ..., nB, where nB are the total number of basis functions given
by (n+1)(n+2)/2. It can be shown that the reproducing conditions are given by
nP∑
I=1
[NˆI(X) + N¯I(X)]xgIyhI = xgyh, where g + h ≤ n. (4.13)
The reproducing conditions in equation (4.13) can be explicitly estimated for several combi-
nations of g and h values ChihPing2011, and expressed in matrix form by
nP∑
I=1
P(X−XI)N¯I(X) = P(0)−
nP∑
I=1
P(X−XI)NˆI(X) (4.14)
where P(0) = [1 0 0 ... 0]T. Substituting the expression for N¯I(X) from equation (4.10)
into equation (4.14), the undetermined function z¯(X) can be estimated as
z¯(X) = A−1(X)
P(0)− nP∑
I=1
PT(X−XI)NˆI(x)
 (4.15)
where
A(X) =
nP∑
I=1
P(X−XI)wa(X−XI)PT(X−XI). (4.16)
The enriched shape functions in equation (4.6), are expressed by the product of the standard
shape function and the sign function H,
N enrI (X) = N contI (X)H(fI(X)) (4.17)
where
H(ξ) =
{
1 ∀ ξ > 0
−1 ∀ ξ < 0. (4.18)
and
fI(X) = n0 · (X−XI) (4.19)
where n0 is the normal of the split nodes in the initial configuration, which is estimated from
the fine scale.
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Variational formulation
The governing equations in weak form can be stated as:
find u ∈ U ∀δu ∈ U0, (4.20)
such that
δW = δWint − δWext = 0 (4.21)
where u = u¯ on Γu and u ∈ H1(Ω), δWint is the first variation of the internal energy
δWint =
∫
Ω0\Γc0
(∇δu)TσedΩ (4.22)
and δWext is the virtual work from the external forces
δWext =
∫
Ω0\Γc0
ρ0δu · bdΩ0 +
∫
Γn0
δu · t¯0dΓ. (4.23)
The test functions δuh(X) have a similar structure as the trial functions
δuh(X) =
∑
I∈S
N contI (X)δuI +
∑
I∈Sc
N enrI (X)δqI . (4.24)
Substituting equations (4.6) and (4.24) into equation (4.21) and noting that δuI and δqI are
arbitrary, we obtain the discrete system of equations as
KIJ · dJ = fextI (4.25)
where KIJ is the stiffness matrix and fextI denote the external force vector and dJ is the
vector containing the nodal parameters. The stiffness matrix is given by
KIJ =
∫
Ω0\Γ0c
[
KuuIJ K
uq
IJ
KquIJ K
qq
IJ
]
dΩ (4.26)
where
KuuIJ =
∂N contI (X)
∂X C
∂N contJ (X)
∂X , (4.27)
KuqIJ =
∂N contI (X)
∂X C
∂N contJ (X)H(fJ(X))
∂X ,
KquIJ =
∂N contI (X)H(fI(X))
∂X C
∂N contJ (X)
∂X ,
KqqIJ =
∂N contI (X)H(fI(X))
∂X C
∂N contJ (X)H(fJ(X))
∂X ,
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where C is the matrix of material constants. The expressions for the nodal forces can be
obtained as Rabczuk2004IJNME
fextI =
∫
Ω0\Γc0
N contI (X)Tb dΩ+
∫
Ω0\Γc0
N enrJ (X)Tb dΩ. (4.28)
4.1.2 Fine scale model
In molecular statics (MS) the objective is to determine the positions of the atoms for the
given boundary conditions, by minimizing the system’s potential energy. The total potential
energy of the system is given by
Π =W int −W ext (4.29)
where W int represents the internal energy of the system and W ext is the external work done
on the system. Consider the simplest atom-atom interactions in which the potential energy
is only a function of the distance between two atoms, the total internal energy of the system
is given by summing the energies of all the atomic bonds over all the atoms, as given below:
W int = 12
nA∑
α=1
nA∑
β ̸=α
V (rαβ) (4.30)
where V (rαβ) is the bond potential between the atoms α and β, separated by distance rαβ.
The system potential energy will be minimum, when the first derivative of the potential
function with respect to the positions of the atoms goes to zero. We use the Lennard-Jones
potential given by
V (rαβ) = 4ϵ
( σ
rαβ
)12
−
(
σ
rαβ
)6 (4.31)
where σ and ϵ are the specific Lennard-Jones parameters. The energy minimization is carried
out using the conjugate gradient method.
4.1.3 Coupling the coarse and fine scales
The coupling is realized through ghost atoms. The positions of the ghost atoms are interpo-
lated from the coarse scale solution, as illustrated in Fig. 4.3. Let β be the index of the ghost
atoms; the corresponding ghost atom displacements are given by
uβ =
∑
I∈S
N contI (Xβ)uI +
∑
I∈SC
N contI (Xβ)H(fI(Xβ))qI . (4.32)
The ghost atom positions estimated from equation (4.32), are applied as boundary conditions
on the fine scale model. The estimation of the ghost atom positions using only the coarse scale
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Figure 4.3: (a) Schematic of a multiscale model with initial crack. Unfilled circles denote the
nodes in the coarse scale and the filled circles are the fine scale atoms. (b) A closeup of the
coupling region within the radius of influence and (c) a closeup of the coarse region within
the domain of influence.
component of the displacement will impose a constraint that does not exist in the original
problem Qian2003. However for quasi-static problems, such an error can be controlled by
properly choosing the interface of the coupling region.
4.1.4 Cracking criteria
The atoms on the crack surface and hence the atoms around the crack tip are identified by
the CSP in the fine scale region. Therefore, consider an atom α in the fine scale model with
the face centered cubic (fcc) lattice structure. Let β denote the neighbours of α. The centro
symmetry parameter of an atom α is defined as Plimpton1998
CSPα =
nnb/2∑
β=1
|rαβ + rα(β+nnb/2)|2 (4.33)
where nnb are the total number of nearest neighbours of atom α and rαβ and rα(β+nnb/2)
are the distance between the atoms α and β and α and (β + nnb/2), respectively. In an fcc
lattice structure there are 6 nearest neighbours (nnb) for any atom α in the fine scale domain.
Therefore, the CSP of the atom α is given by
CSPα =
3∑
β=1
|rαβ + rα(β+3)|2 (4.34)
We consider periodic crystal structures with symmetry in atomic arrangement for full scale
atomistic models. Because of the symmetry of the lattice structure in a perfect crystal, the
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Defect cspα/a20 Range ∆cspα/a20
Perfect lattice 0.0000 cspα < 0.1
Partial dislocation 0.1423 0.01 ≤ cspα < 2
Stacking fault 0.4966 0.2 ≤ cspα < 1
Surface atom 1.6881 cspα > 1
Table 4.1: Range of centro symmetry parameter for various defects, normalized by square of
the lattice parameter a20.
CSP of an atom in a perfect lattice is zero. Atoms on the crack surface will possess CSP
values other than zero. Atoms on the crack surface can be selected corresponding to the
range of CSP values normalized with the square of the lattice parameter, listed in table 4.1.
In the present work, atoms on the crack surface are the atoms possessing normalized CSP
values greater, or equal than 1.6881. The crack path in the coarse scale is obtained by a
coarsening procedure as explained in Budarapu2014TAFM.
4.2 Adaptivity
The atoms on the crack surface and the hence the atoms around the crack tip are identified
by the CSP in the fine scale region. The crack path in the coarse scale is approximated based
on the CG technique [119], as explained in section 3.1.2. The two step adaptive procedure
consists of an adaptive refinement and coarse graining:
1. Estimate the region in the coarse model ΩC to be refined. Refine the model by expand-
ing the atomistic region, i.e by converting the estimated coarse scale region into a fine
scale region.
2. Estimate the region in the fine model ΩA to be coarse grained. Coarsen the model by
shrinking the fine scale region, i.e by converting the estimated fine scale region into a
coarse scale region.
The fine scale domain is embedded within the ’boundaries’ of the particles around the crack
tip.The fine scale region contains the crack tip with a "sufficient" distance to the coupling
boundary. At least one element layer is considered between the crack tip and the buffer layer
and the minimum fine scale region is embedded within a 4×4 particle background mesh.
Let P be the set containing the total particles in the MAMMF. The load step just before an
adaptive operation is denoted with subscript n, and subscript n+1 indicates the load step just
after an adaptive operation. Therefore, PCn is the set of particles in the coarse scale domain
and PAn is the set of fine scale atoms, at load step ’n’ just before an adaptive operation;
where PAn ⊂ P and PAn ∩ PCn = ∅. Let Psplitn be the set of completely split particles in the
fine scale region, where Psplitn ⊂ PAn and Ptipn be the set of particles containing the crack tip
before refinement. The sets PrefAn+1 , PrefCn+1 and PcoaAn+1 , PcoaCn+1 represent the fine scale and coarse
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Figure 4.4: Sketch of the adaptive refinement operation. (a) Flagged particles to be refined
are hashed. (b) Increased atomistic region after the refinement operation.
scale particles at load step n + 1, just after adaptive refinement and coarsening operations,
respectively. The set PminAn+1 is the minimum set of particles in the fine scale domain after
refinement, required to accurately capture the physics of the defects in the fine scale region.
4.2.1 Adaptive refinement
The major steps of the refinement operation (Fig. 4.4) are:
1. Identify the region to be refined.
2. Create and initialize the atoms in the region to be refined.
3. Identify and update the newly cracked atoms.
4. Update the fine and coarse scale regions.
Figure 4.4(a) shows the area to be refined. The final atomistic region is shown in Fig. 4.4(b).
The steps of adaptive refinement operation are summarized as follows:
1. Store the particles before refining; in the fine scale region into the set PAn , in the coarse
scale region into the set PCn and the completely cracked particles in the fine scale region
into the set Psplitn .
2. Calculate the atoms on the crack surface based on the CSP and store the regions
containing the atoms on the crack surface into the set Pcspn .
3. Estimate the neighbours of the regions containing the atoms on the crack surface in
Pcspn and store them in PminAn+1 .
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4. Calculate the regions to be refined, Prefinen+1 by removing the fine scale region PAn from
the set PminAn+1 .
5. Flag the regions to be refined and increase the atomistic domain by creating the atoms
in the flagged elements.
6. Initialize the positions of the newly created atoms using equation (4.32).
7. Update the fine scale regions (PrefAn+1 ) after the refinement operation, by including the
particle set Prefinen into the set PAn .
8. Update the coarse scale regions (PrefCn+1) after the refinement operation by deducting the
atomistic regions PrefAn+1 from the total cells P.
9. Update the neighbour list (nlistn+1) of the fine scale atoms in the set PrefAn+1 .
10. Identify the newly cracked particles in the fine scale region (Pnsplitn+1 ) by removing the
split (Psplitn ) and tip (Ptipn ) regions from the CSP particle set Pcspn .
11. Update the split nodes and the nodal connectivity table.
12. Update the split (Psplitn+1 ) and tip (Ptipn+1) regions.
The detailed algorithm of selecting the particles to be refined, initializing the newly created
atoms in the region identified for refinement and propagating the crack in the coarse scale
region is explained in algorithm 3.
4.2.2 Adaptive coarsening
The major steps of the adaptive coarsening operation are:
1. Identify the region to be coarsened.
2. Delete the atoms in the region to be coarsened.
3. Update the fine and coarse scale particles.
The process of the adaptive coarsening operation is explained in Fig. 4.5. Let PLPn be the
regions containing atoms on the crack surface at load step n, PLPn ⊂ PAn . Let PBAn be the
regions which are in the fine scale domain attached to the coupling ’boundary’, PBAn ⊂ PAn .
The particles to be coarsened are the particles which are in both set PLPn and the set PBAn in
front of the crack tip, Pcoarsenn = PLPn ∩PBAn . The steps of the adaptive coarsening operation
are:
1. Store the particles before refinement in the fine scale region into the set PAn . Store the
particles in the coarse scale region into the set PCn and the completely cracked particles
in the fine scale region into the set Psplitn .
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Figure 4.5: Schematic of the adaptive coarsening operation. (a) Flagged particles to be
coarsened are hashed. (b) Reduced atomistic region after the coarsening operation.
2. Calculate the atoms on the crack surface based on the CSP and store the regions
containing the atoms on the crack surface into the set Pcspn .
3. Estimate and store the regions containing the elements on the crack surface (far away
from the crack tip) into PLEn .
4. Find the fine scale regions attached to the coupling boundary and store them in PBAn .
5. The regions to be coarsened (Pcoarsenn+1 ) are given by PLEn ∩ PBAn .
6. Flag the regions to be coarsened and decrease the atomistic domain by deleting the
atoms in the flagged regions.
7. Update the particle set in the fine scale region after the coarsening operation PcoaAn+1 by
deducting the set Pcoarsenn from the set PrefAn+1 .
8. Update the particle set in the coarse scale region after the coarsening operation PcoaCn+1
by deducting the atomistic regions PcoaAn+1 from the total set P.
9. Update the neighbour list of the fine scale atoms in the element set PcoaAn+1 .
10. Update the fine scale, coarse scale and the split particles for the next iteration.
To deduce the crack surface in the coarse scale domain, consider a deformed configuration of
the fine scale model and the discretized coarse scale model as shown in Fig. 3.2(a). Atoms on
the crack surface in the fine scale model can be separated based on the CSP values estimated
from equation (4.34). Let the atoms in the fine model be separated into small rectangular
cells surrounded by four nodes/particles in the coarse model. These cells are categorized into
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Figure 4.6: Geometry of the initial angled edge crack specimen along with the prescribed
displacements studied in example 1.
cells containing atoms on the crack surface and atoms not on the crack surface. Refer [119]
for details on obtaining an equivalent crack surface orientation in the coarse scale model. The
algorithm explaining the coarsening steps is shown in algorithm 4.
4.3 Numerical examples
In this section we present three numerical examples. In the first example we consider the
crack propagation of an initial angled edge crack. We study the crack propagation in a
double edge notched specimen in the second example. The final example is on the mixed
mode propagation of an edge crack.
4.3.1 Example 1: Angled edge crack propagation
Consider a specimen with a slanted edge crack as shown in Fig. 4.6. The triangular lattice
corresponding to the (111) plane of an fcc crystal and a lattice constant 3.645Å is adopted in
the fine scale. The distribution of the atoms in the fine scale region is based on the arrange-
ment of the atoms on the the (111) plane of an fcc crystal. The Lennard-Jones potential is
used with σ = 2.29621Å and ϵ = 0.467 eV. As reference solution, we provide results based on
a "pure" MS model. The full scale molecular statics model consists of 36157 active atoms and
768 ghost atoms. A total triangular displacement (refer to Fig. 4.6) of 15.678Å is prescribed
on the top and bottom edges, in 42 equal load steps. Both the top and bottom edge atoms
are fixed in the x and the y directions, whereas the left and right edge atoms are fixed only in
the x direction. In our multiscale model, the coarse scale domain is discretized with 13×12
nodes, along the x and y direction, respectively. The initial set up including the fine scale
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Normalized time
Example MS MAMMF
1 1.0 0.16
2 1.0 0.42
3 1.0 0.54
Table 4.2: Computational times of the MS and the MAMMF models in examples 1, 2 and 3.
region is illustrated in Fig. 4.7(d). The fine scale region consists of 3723 atoms in total con-
taining 244 ghost atoms. As in the "pure" atomistic model, a total triangular displacement
of 15.678Å is prescribed on the top and bottom edges, in 42 equal load steps.
The initial configuration of the full scale atomistic model is plotted in Fig. 4.7(a), high-
lighting the initial crack and the ghost atoms. Deformed configurations after the 16th and
42nd load steps are plotted in Fig. 4.7(b) and Fig. 4.7(c), respectively. Figure 4.7 shows
the results of our multiscale model and Fig. 4.8 shows some closeups around the crack tip.
The results of our multiscale methods are similar to those of the atomistic model. The atom
positions from the atomistic and the coupled models are compared in Fig. 4.7(i). The nor-
mals and the CoG of the each coarse region containing the atoms on the crack surface are
shown in Fig. 4.7(e). The normalized computational times are calculated as the ratio of the
computational time with respect to the MS model. They are summarized in table 4.2. The
computational cost of the MAMMF model is 16% of the MS model.
4.3.2 Example 2: Crack propagation in double-notched specimen
In the second example, we study the crack growth in a double-notched specimen as shown in
Fig. 4.9. In the fine scale, we use the same lattice and the potential functions as in the first
example. The pure atomistic model consists of 12870 atoms in total along with 454 ghost
atoms. A total triangular displacement of 10.789Å is prescribed on the top and bottom edges
as shown in Fig. 4.9, in 32 equal load steps. The left and right edge atoms are fixed only in
the x direction, whereas the top and bottom edge atoms are fixed in both the x and the y
directions.
In the multiscale model, the coarse scale domain is discretized with 15×15 nodes. The
initial fine scale regions are specified around the crack tips as shown in Fig. 4.10(d). Each of
the fine scale regions consists of 975 atoms in total containing 124 ghost atoms. Similar to
the atomistic model, a total triangular displacement of 10.789Å is prescribed on the top and
bottom edges, as shown in Fig. 4.9, in 32 equal load steps. The top and bottom edge nodes
are fixed in the x and y directions, whereas the left and right edge nodes are fixed only in
the x direction. The initial configuration of the pure MS model is plotted in Fig. 4.10(a),
highlighting the initial crack and the ghost atoms. Deformed configurations after the 19th and
32nd load steps are plotted in Fig. 4.10(b) and Fig. 4.10(c), respectively. Note that because of
the prescribed displacement boundary conditions the cracks travel in the opposite directions,
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Figure 4.7: Development of the multiscale model, for the quasi-static propagation of an angled
edge crack. Configuration of the atomistic model: (a) at the start of the simulation, (b) at
the 16th load step, as the crack in the fine scale model starts to open and propagate and (c)
at the 42nd load step, at the end of the simulation. Configuration of the multiscale model:
(d) at the start of the simulation, (e) at the 16th load step, crack after changing the direction
of propagation and (f) at the end of the simulation. A closeup around the crack tip; (g) of
the atomistic model in figure (c) and (h) of the multiscale model in figure (f). (i) Comparison
of the positions of atoms around the crack tip in (g) and (h).
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Figure 4.8: Initial nodes, atoms, crack orientation and the domain of influence of the multi-
scale model based on the DRKP method.
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Figure 4.9: Geometry of the double-notched specimen with initial cracks and prescribed
displacements studied in example 2.
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Figure 4.10: Development of the multiscale model for quasi-static propagation of a double
edge notched specimen. Configurations at the start of the simulation, at the 19th load step
and the end of the simulation; of the MS and the coupled models are plotted in (a)-(c) and
(d)-(f), respectively. A closeup around the crack tip; (g) of the atomistic model in figure (c)
and (h) of the multiscale model in figure (f). (i) Comparison of the positions of atoms around
the crack tip in (g) and (h).
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Figure 4.11: Initial nodes, atoms, crack orientation and the domain of influence of the mul-
tiscale model based on the DRKP method.
crossing each other at the center. Further load application leads to block the propagation of
each other, as the tensile forces in one crack will act as the compressive forces in the other
crack. Therefore, we stopped the simulation when both the cracks propagates until half the
length of the domain.
Figure 4.10(d) shows the initial configuration of the multiscale model. Figure 4.11 shows
more details of the initial configuration of the coupled model, highlighting the initial crack,
DRKP particles, split, tip and boundary nodes, atoms in the fine scale region along with
the ghost atoms. The deformed configurations after the 19th and the 32nd load steps of
the multiscale model are plotted in Fig. 4.10(e) and Fig. 4.10(f), respectively. A closeup of
the atomistic model in Fig. 4.10(c) around the crack tips is shown in Fig. 4.10(g). A similar
picture for the multiscale model in Fig. 4.10(f) around the crack tips is shown in Fig. 4.10(h).
The atom positions from the atomistic and the coupled models at the end of the simulation
are compared in Fig. 4.10(i).
4.3.3 Example 3: Mixed mode edge crack propagation
In the final example, we study the mixed mode crack propagation in a edge cracked specimen
as shown in Fig. 4.12. In the fine scale, the same lattice and the potential functions used in
the first and second examples are adopted. The pure atomistic model consists of 4410 atoms
in total along with 262 ghost atoms. A triangular displacement of 13.456Å is prescribed at
an angle of 450 to the x axis, on the top and bottom edges in opposite directions (refer to
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Figure 4.12: Schematic of the specimen with edge crack in mixed mode propagation studied
in example 3.
Fig. 4.12), in 58 equal load steps. The top and bottom edge atoms are fixed in both the x
and the y directions. The multiscale model in the initial configuration is shown in Fig. 4.13.
Configurations at the start of the simulation, at the 27th load step and at the 42th load step
of the MS are plotted in Fig. 4.13(a)-(c), and the corresponding deformed configurations of
the multiscale model are plotted in Fig. 4.13(d), Fig. 4.13(e) and Fig. 4.13(f), respectively.
Closeups around the crack tip are plotted in Fig. 4.13(g) and Fig. 4.13(h), respectively. A
close agreement of the atom positions around the crack tip from the MS and the multiscale
model are observed.
4.4 Discussion
First novel meshless adaptive multiscale method for fracture has been discussed. The devel-
oped multiscale method is employed to perform energy minimization of a triangular lattice
which contains stably propagating fractures. Coupling of the continuum and atomistic mod-
els was realized through the use of a bridging scale method. The DRKP is enhanced so
that arbitrary cracks are admissible at the coarse scale based on the enrichment leading to
a Meshfree Adaptive Multiscale Method for Fracture. The crack was incorporated into the
fine scale model by breaking atomic bonds. The crack in the coarse scale is modeled by node
enrichment. The fine scale and coarse scale models are coupled by enforcing the displacement
boundary conditions on the ghost atoms.
The MAMMF was used to study the crack propagation in three examples. In the first
example, a triangular displacement was prescribed to a domain containing an angled edge
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Figure 4.13: Development of the multiscale model for mixed mode propagation of a edge
crack specimen. Configurations at the start of the simulation, at the 27th load step and at
the 42nd load step of the MS model are plotted in (a)-(c), and the corresponding deformed
configurations of the multiscale model are plotted in (d)-(f), respectively. A closeup (c) and
(d) around the crack tip are plotted in (g) and (h), respectively. A comparison of the atom
positions around the crack tip from the MS and the DRKP models are plotted in (i).
4.4 Discussion 83
crack. The value of the prescribed displacement was chosen so that the crack propagates
close to the right edge. The atom positions around the crack tip from the MS and MAMMF
were compared. The error in displacement between the MS and MAMMF was found to be
0.2%. In the second example, crack propagation in a double-notched specimen propagating
in the opposite directions was studied. In the final example, mixed mode propagation of a
specimen edge crack was studied. The positions of atoms around the crack tip were compared
between the MS and the MAMMF. Adaptive refinement and coarsening schemes were im-
plemented in all the examples, during crack propagation. Very close agreement in the atom
positions is observed between the MS and the MAMMF models. The MAMMF is 3 times
more computationally efficient than the MS.
A meshless adaptive multiscale framework has been introduced here; it serves as a sound
basis for future studies of three dimensional crack propagation and other material defects.

Chapter 5
Crack propagation in Graphene on
Silicon surface
In this chapter 4,5, a multiscale method to model the fracture in Graphene on Silicon surface
has been developed. To begin with, the crack initiation and growth mechanisms in the two
dimensional (2D) Graphene lattice structure are studied based on the molecular dynamics
simulations. Crack growth in an initial edge crack model in the arm-chair and the zig-zag
lattice configurations of Graphene are considered. Influence of the time steps (1 fs and 0.1
fs) on the post yielding behaviour of Graphene is investigated. Variation of the potential
energy and the stress along the loading direction are also studied. A systematic study of
the bond stretching and bond reorientation phenomena is performed. It is observed that the
crack propagates after significant bond elongation and rotation in Graphene. Variation of the
crack speed with the change in crack length is estimated for arm-chair and zig-zag Graphene.
Three dimensional coarse scale model to simulate the fracture in Silicon has been developed.
The coarse scale domain containing Silicon need to be coupled with the atomistic domain
consisting of Graphene, leading to a multiscale model for Graphene on Silicon surface.
5.1 Introduction
Graphene is the first two-dimensional (2D) atomic crystal consisting of carbon atoms ar-
ranged in a hexagonal lattice. The excellent material properties of Graphene have attracted
researchers of different backgrounds. For example, Graphene (i) is a giant molecule which can
be readily modified for chemical applications [134–137] (ii) can be used as a novel electronic
system [138, 139] (iii) is promising for a wide range of applications ranging from medical ap-
plications to composite materials [140–143]. Some characteristics of Graphene measured in
experiments have reached the theoretically predicted limits [144]. The properties of Graphen
4This work is done in collaboration with the Dept. of Aerospace Engg., IISc, Bangalore, India.
5This work is planned to submit to the Journal of Applied Physics.
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include: (i) the ability to sustain extremely high densities of electric current, a million times
higher than copper [145], (ii) complete impermeability to any gases [146] (iii) extremely high
Young’s modulus of 1 TPa and intrinsic strength of 130 GPa [147, 148], (iv) very high ther-
mal conductivity [149] and optical absorption [150], (v) room-temperature electron mobility
[151] and (vi) the ability to chemically functionalize [152]. However, some of the above char-
acteristics have been achieved only for the samples of highest quality, which are prepared in
extremely controlled environments. Such manufacturing techniques will be very expensive
and not suitable for mass production. Defects occurring during the synthesis and fabrication
of Graphene-based devices [153] are unavoidable. Therefore, the presence and propagation
of the defects can affect the extraordinary mechanical properties [154].
Estimating the fracture properties of Graphene is difficult due to the practical difficulties
in setting-up the experiments [155]. Numerical simulations are good alternative for predicting
the fracture related properties of Graphene. Due to their extreme Young’s modulus values
carbon nanotubes (Graphene sheet folded into a cylinder) helps in stiffening the polymers
in which they are distributed [156]. Zhang et al. [157] have investigated the influence of the
polymer wrapped on two neighbouring single-walled carbon nanotubes on their load transfer
by MD simulations. They [158] developed an analytical model for the interface debonding,
for large diameter carbon nanotube-reinforced composite with functionally graded variation
inter-phase. Due to the extremely small out-of-plane stiffness of Graphene, the differential
thermal expansion causes the formation of wrinkles during the chemical vapor deposition
[159]. The collapse of the standing wrinkles leads to folds in Graphene [160]. A quasi-
analytical solution based on the minimum length has been proposed in [161], to estimate the
system energy of the stable multi-layer folded Graphene wrinkles. Jiang et al. [162] have
investigated the interlayer energy of the twisting bilayer Graphene by molecular mechanics
simulations using both the registry-dependent potential and the Lennard-Jones potential.
The high stiffness and large surface area of Graphene combined with low mass of carbon
atoms, makes it an excellent mass sensor to detect individual atoms or molecules [163]. The
enhancement of the mass sensitivity and resonant frequency of Graphene nano-mechanical res-
onators are investigated through MD simulation in [164] by driving the nano-resonators into
the nonlinear oscillation regime. The mechanisms underpinning the unresolved, experimen-
tally observed temperature-dependent scaling transition in the quality factors of Graphene
nano-mechanical resonators is investigated in [165].
Zhao et al. [166] performed MD simulations to estimate the mechanical properties of three
types of carbon allotropes: super-Graphene, cyclic-Graphene and graphyne. They studied the
chirality dependence of the mechanical properties including Young’s moduli, shear moduli,
Poisson’s ratio, ultimate strength/strains, based on the adaptive intermolecular reactive em-
pirical bond order (AIREBO) potential. The cohesive energy between the carbon nanotubes
and the Graphene and its substrates has been theoretically estimated in [167], by modeling
the van der Waals interactions. Further, the stick-spiral and beam models are developed in
[168] to model Graphene based on the principles of continuum mechanics. The analytical
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solutions help in arriving at quick estimates for understanding the interaction between the
nanostructures and substrates, and designing composites and nano-electro-mechanical sys-
tems. The extreme reduction of the thermal conductivity due to the presence of defects and
folds in carbon nanocoils is studied in [169], based on the non-equilibrium MD simulations.
The presence of the vacancy defects significantly reduces the ultimate strength of Graphene
in the zig-zag direction [170], while the effect is minimal on the Young’s modulus. The ef-
fects of the vacancy defects on the fracture strength of Graphene sheets are studied in [171]
with the AIREBO potential and was found that the temperature and loading directions will
significantly affect the fracture strength.
Omeltchenko et al. [172] performed the MD simulations of notched graphite sheets under
uni-axial tension. Multiple branching cracks were observed sprouting off the primary crack
front. The retention of the cutoff function of early version potential made the quantitative
aspects of results questionable [173]. However, the predicted values of the stress intensity
factor (KIC) in [172] are within the same range as those reported in [155, 174]. The frac-
ture of Graphene nano-ribbons under uni-axial tension are studied in [175]. Terdalkar et
al. [176] have performed MD simulations with an analytical bond-order potential (BOPS4)
to investigate the kinetic processes of bond breaking and bond rotation near a crack tip in
Graphene. They report that the fracture of Graphene bond is governed by the competition
between bond breaking and bond rotation at the crack tip. An experimental and theoretical
study on cracks in suspended mono-layer Graphene membranes is presented in [155]. It is
suggested that the preferred tear direction depends on the Graphene edge energy and the
edge orientation with respect to the lattice.
5.2 Three dimensional Adaptive Multiscale Method
In this section, the modeling aspects of the three dimensional adaptive multiscale method
(TAMM) are discussed. Consider the TAMM model consisting of the coarse and fine scale
regions along with the crack surface is shown in Fig. 5.1(a). The discretized coarse scale
model along with the crack surface is shown in Fig. 5.1(b). Note that the completely cracked
elements are shown in dotted lines in Fig. 5.1(b). The fine scale model is shown in Fig. 5.1(c).
The material behaviour at the crack tip is expected to be highly non-linear and/or non-
homogeneous, and away from the tip it is expected to be homogeneous.
5.2.1 Coarse scale model
The unit cell of the periodic diamond crystal structure of Silicon in an isometric view is
shown in Fig. 5.2(a), Fig. 5.2(b) shows the front view of Fig. 5.2(a) and the space lattice of
the Silicon is shown in Fig. 5.2(c). The geometric parameters of the diamond crystal lattice
are expressed using the lattice constant a, as shown in Fig. 5.2(a). Because of the symmetry
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Figure 5.1: (a) Multiscale partition of a cracked atomistic lattice. The solid circles represent
the atoms from the cracked atomistic model. The coarse scale nodes are denoted by squares.
(b) A zoom around the crack tip.
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Figure 5.2: Silicon unit lattice in (a) an isometric view and (b) front view, highlighting the
quarter atoms. (c) The front view of the space lattice.
of the crystal structure, the coarse scale can be modeled based on the VAC, as explained
in the section 2.1.2. The coarse scale displacement uCα of an atom α in the VAC can be
estimated using equation (2.2).
The total potential energy of a fine scale system is given by the sum of all bond potentials
φα, estimated using equation (B.2). Consider an equivalent coarse scale model based on the
VAC is illustrated in Fig. 5.3. Figure 5.3(a) shows an isometric view of the space lattice,
Fig. 5.3(b) shows the equivalent VAC based continuum model and the VAC considered in the
present work is shown in Fig. 5.3(c). Since we want the fine scale and coarse scale models to
be equivalent, their potential energy must be equal. Hence, we define φρ as the distributed
energy density function from the VAC model. The discrete summation of the potential energy
defined in the original molecular structure, can now be replaced with an integral based on
the VAC model, i.e.
W int =
nA∑
α=1
φα =
∫
Ω0
φρdΩ0 ≈
∑
G
wGφ
G
ρ . (5.1)
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Figure 5.3: Silicon space lattice in (a) isometric view, (b) equivalent VAC based continuum
model, showing the VAC placed at the Gauss points in the lowest left element. Due to the
periodicity of the lattice structure (refer Fig. (5.2)), any single atom can be considered as
VAC. (c) The considered single atom VAC (atom 1) along with its four nearest neighbors.
Due to the periodic nature of the lattice, we can define φρ as the potential energy of a
VAC divided by the volume of the VAC. For a homogeneous lattice, as considered in this
article, each VAC consists of a single atom and its volume is that of the unit cell of the
lattice. The volume of the VAC for a diamond lattice is V0 = a
3
8 . When only nearest
neighbour interactions are considered, each atom in the diamond lattice interacts with four
neighbouring atoms, refer Fig. 5.3(c). The energy attributed to a central atom involves
summing the contributions from each bond with neighbouring atoms. The energy of the
central atom is the energy of the VAC. The number of neighbours that the central atom has
does not influence the volume/area attributed to the atom and therefore does not effect the
volume/area attributed to the VAC. In other words, the volume/area of the VAC do not
increase if more neighbours are considered in the computation of the potential energy of the
central atom. Using the numbering scheme shown in Fig. 5.3(c), the potential energy of the
VAC is given by
φVAC =
1
2
5∑
β=2
V (r1β). (5.2)
Therefore, the distributed energy density function φρ can be defined as
φρ =
φVAC
V0
= 12
5∑
β=2
V (r1β)
a3/8 =
1
2
5∑
β=2
φ1β (5.3)
where
φ1β =
V (r1β)
a3/8 . (5.4)
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Hence, the energy density function φρ becomes
φρ =
1
2(φ12 + φ13 + φ14 + φ15). (5.5)
in which φ1β are the bonding energy densities. wG denote the quadrature weight and φGρ
is the corresponding energy density function evaluated at a quadrature point. The internal
forces on node ’I’ in the coarse scale region, can be estimated by taking the derivative of
equation (5.1) with respect to the nodal displacements uCI
FintI = −
∂W int
∂uCI
=
∫
Ω0
− ∂φρ
∂uCI
dΩ0 =
∫
Ω0
−∂φρ
∂u
∂u
∂uCI
dΩ0 ≈ −
∑
G
wG
∂φGρ
∂u
∂u
∂uCI
. (5.6)
Therefore, the internal forces are calculated from the potential energy density of the VAC,
which is placed at each Gauss point. As shown in Fig. 5.3(c), there are 5 atoms including
the central VAC atom and its neighbours. Therefore, the energy density function φGρ =
φGρ (r1, r2, r3, r4, r5). Since the VAC model is used in the coarse scale equation which assumes
uα = uCα , for α = 1–5. Therefore,
FintI ≈ −
∑
G
wG
∂φGρ
∂u
∂u
∂uCI
≈ −
∑
G
wG
5∑
α=1
∂φGρ
∂uCα
∂uCα
∂uCI
. (5.7)
Using the definition of uCα from equation (2.2), the second term on the right hand side of
equation (5.7) can be reduced to
∂uCα
∂uCI
= NI(Xα). (5.8)
Therefore, after substituting equation (5.8) into equation (5.7), the nodal internal forces in
the coarse scale domain are given by
FintI = −
nG∑
G=1
wG
5∑
α=1
∂φGρ
∂uCα
NI(Xα). (5.9)
The term ∂φρ
∂uCα
in equation (5.9) can be evaluated for each α as given below:
α = 1
∂φρ
∂uC1i
= ∂φ12
∂r12
r12i
r12
+ ∂φ13
∂r13
r13i
r13
+ ∂φ14
∂r14
r14i
r14
+ ∂φ15
∂r15
r15i
r15
(5.10)
α = 2
∂φρ
∂uC2i
= −∂φ12
∂r12
r12i
r12
(5.11)
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α = 3
∂φρ
∂uC3i
= −∂φ13
∂r13
r13i
r13
(5.12)
α = 4
∂φρ
∂uC4i
= −∂φ14
∂r14
r14i
r14
(5.13)
α = 5
∂φρ
∂uC5i
= −∂φ15
∂r15
r15i
r15
(5.14)
where i is the index of the coordinate axes. In equations (5.10) to (5.14), rαβi is the component
of rαβ in the ith direction, which is defined as
rαβi = rαi − rβi. (5.15)
The detailed derivation of the term ∂φρ
∂uCα
for a single atom VAC in a face centered cubic (fcc)
lattice structure is given in appendix section C. The same methodology can be extended to
the single atom VAC of a diamond lattice structure considered in the present work. Equations
(5.10) to (5.15) are substituted into equation (5.9) to calculate the internal nodal forces. The
minimization problem can be solved for the coarse scale solution by minimizing the potential
energy for the given boundary conditions.
5.3 Numerical examples
In this section, we study the crack propagation in Graphene through two numerical examples,
with the lattice structure oriented along the arm-chair and the zig-zag directions, respectively.
The arm-chair and the zig-zag arrangement of the Graphene lattice structure are shown in
Fig. (5.4)(a) and Fig. (5.4)(b), respectively. In the first example, we consider the crack
propagation of an initial edge crack in the armchair Graphene. The crack propagation of an
initial edge crack in the zig-zag Graphene is considered in the second example.
5.3.1 Example 1: Crack propagation in the armchair Graphene with an
initial edge crack
Consider the mode I propagation of an initial edge crack in Graphene, as shown in Fig. 5.5.
The hexagonal lattice structure of the Graphene layer with a lattice constant 2.45Å and
oriented along the arm-chair direction as shown in Fig. (5.4)(a), is adopted to develop the
atomistic model. The Tersoff potential [177] is used to model the atom to atom interactions.
The details of the Tersoff potential function are mentioned in appendix B.2 and the first
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Figure 5.4: Lattice orientation of grahene in the (a) arm-chair and in the (b) zig-zag directions.
derivative is given in section B.3. The initial crack tip is located at (144Å, 216.15Å). The
crack in the atomistic region is simulated by segregating the total domain into several regions,
as shown in Fig. 5.5. Region 1 and 4 consists of the atoms on the top and bottom edges,
respectively. The initial crack is modeled by restricting the neighbour interactions between
the regions 2 and 3. Region 5 consists of the atoms contained in the shaded region. The forces
in the y direction of the top and bottom edge atoms are set to zero, whereas forces on the
left and right edge atoms in the x direction are set to zero. These boundary conditions will
lead to arresting the degrees of freedom of the top and bottom edge atoms in the y direction
and left and right edge atoms in the x direction, respectively. The full scale atomistic model
consists of 75269 atoms with 1625 atoms on the top and bottom edges and 1043 atoms on
the left and right edges.
To propagate the crack, a velocity of 0.1 angstroms/pico-seconds (Å/ps) is prescribed on
the top and bottom edge atoms. A velocity ramp profile as shown in Fig. 5.5 is applied in the
middle of lattice. A load cycle is defined as prescribing the velocity on the top and bottom
edge atoms for a specified time period, followed by an equilibration for another specified
time period. In each load cycle, the prescribed velocity on the top and bottom edge atoms
is applied for a period of 1 ps, after which the system is equilibrated for a period of 40 ps,
so that each load cycle yields a strain rate of the order of 4.4×107 per second. Fig. 5.6(a)
shows the distribution of the strain over time. The stress computed in the present work is
the averaged stress estimated based on the Virial theorem. In this example, crack growth is
studied with two time steps, 0.1 fs and 1 fs. Therefore, each load cycle corresponds to 1000
steps for velocity loading and 40000 steps for equilibration with a time step of 1 fs. The cor-
responding number of steps with time step equal to 0.1 fs are 10 times to that of the number
of steps with time step equal to 1 fs. The velocity-Verlet scheme is applied to estimate the
current atom positions in the current time step. Several simulations are performed to study
the effect of the time step on the crack initiation and further growth in Graphene.
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Figure 5.5: Schematic of the edge crack model used in examples 1 and 2.
Figure (5.7) shows the distribution of stress per atom along the y direction (σyy) in the
deformed configuration of the atomistic model at various times. Each picture in Fig. 5.7
consists of two sub pictures. The sub picture on the top shows a closeup of the distribution
of stress per atom around the crack tip and the sub picture on the bottom shows the loca-
tion of the crack tip along with highlighting the atoms on the crack surface. The deformed
configuration of the full scale atomistic model at 990.5 ps, just before the crack starts to
propagate is plotted in Fig. 5.7(a). The deformed configuration at the 991.5 ps is plotted in
Fig. 5.7(b). The breaking of first bonds close to the crack tip can be observed in Fig. 5.7(b).
With the continuous application of load the crack starts to propagate after initiating at 991.5
ps. Deformed configurations at the 993.0 ps is plotted in Fig. 5.7(c). From figures 5.7(b)
and (c), the time taken for the crack tip to travel along the x direction, from around 140Å to
around 190Å is observed to be 1.5 ps. During the period between 991.5 ps to 993.0 ps, a
drop in the system potential energy is shown in Fig. 5.6(b), which corresponds to a drop from
the point R1 to the point R2 in Fig. 5.6(c). Similar drop in the stress per atom along the y
direction with strain, can be observed in Fig. 5.6(d) and Fig. 5.6(e), respectively.
With the continuous application of the velocity on the top and bottom edge atoms, crack
continues to grow. The deformed configurations at 994.5 ps, 995.5 ps and 996.0 ps are plot-
ted in Fig. 5.7(d), (e) and (f), where the crack tip is observed to be located around 240Å,
280Å and 290Å, respectively. The potential energy drops between the points R3 to R4 in
Fig. 5.6(c), corresponds to the time slot between 994.5 ps to 996.0 ps. From Fig. 5.7(f), it can
be observed that the crack front took a small kink and the crack tip is oriented along the y
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Figure 5.6: Distribution of the (a) strain with time, (b) system potential energy with strain
and (c) a closeup of (b) around the crack propagation zone. Variation of the (d) stress along
the y direction with strain, (e) a closeup of (d) around the crack propagation zone and (f)
distribution of the potential energy with time for the crack growth in the arm-chair Graphene.
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Figure 5.7: Distribution of the stress per atom along the y direction in Graphene, with the
lattice oriented in the arm-chair direction, at various times with ∆t = 1 fs. The sub picture
on the top shows a closeup around the crack tip and the sub picture on the bottom shows
the location of the crack tip along with highlighting the atoms on the crack surface.
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(a) at 991.5 ps, ∆t = 1 fs (b) at 992.0 ps, ∆t = 1 fs
(c) at 992.5 ps, ∆t = 1 fs (d) at 997.5 ps, ∆t = 1 fs
(e) at 1185.5 ps, ∆t = 1 fs (f) at 1188.5 ps, ∆t = 1 fs
Figure 5.8: Distribution of the potential energy per atom on the atoms around the crack tip
at various times, with the lattice oriented in the arm-chair direction and time step equal to
1 fs.
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Figure 5.9: Variation of (a) the bond angle and (b) the bond length when the time step is
equal to 1 fs and the lattice is oriented along the arm-chair direction. The corresponding
atoms and the bonds around the crack tip actively involved in the bond stretching and
the reorientation are shown in the sub-picture, highlighting the atom numbers shown in
Fig. 5.8(a). Another sub-picture shows a closeup of the variation at the initiation of the
crack propagation. Legends indicate the defined bond angles and the bond lengths in the
atomic model.
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direction. However, later on the crack tip changed its orientation and continues to propagate
along the x direction.
The bond breaking and the crack growth process can be understood from the bond stretch-
ing and bond rotation phenomena as explained below. With the application of the load, the
bonds continue to stretch and change the orientation, as shown in Fig. 5.8(a), until point
R1 in Fig. 5.6(c). Which in turn leads to continuous increase of σyy and hence the potential
energy. The variation of the bond angle and the bond length with time where ∆t = 1fs, at a
particular point around the crack tip, immediately after the initiation of the crack propaga-
tion, are plotted in Fig. 5.9(a) and Fig. 5.9(b), respectively. From Fig. 5.9, the increase in the
bond length and the change in the bond orientation with time can be noticed, leading to the
accumulation of the system potential energy and hence the increase in σyy. The energy of the
atoms around the crack tip will be the highest in the entire lattice. Therefore, the process of
bond stretching and reorientation will be more intense in the regions around the crack tip.
From Fig. 5.9(a) and (b), it can be observed that the initial loading leads to change in bond
angle θ1, which leads to increase in the length of the bond b1. The bond b1 starts to stretch
after reaching the maximum bond length of 1.8 Å. Similarly, bonds b2 and b4 starts stretch-
ing, after bond b1 reaches the critical bond length. Finally, the last bond b5 starts taking the
load, and once the bond b5 reaches the critical bond length, a sudden rise in the bond angle
θ3 is observed, which leads to the bond breaking and hence the crack growth in Graphene.
Results indicate that all the bonds reach their critical bond length before breaking, which is
independent of the bond angle. However, the bonds break only after the stretching of the
last bond (b5) and the subsequent change in the bond angle θ3 until the sudden failure, as
discussed above. The similar behavior of bond stretching and bond rotation is also observed
for other cases considered in the present study as shown in Fig. 5.12, Fig. 5.15 and Fig. 5.17
for the arm-chair Graphene with ∆ t = 0.1 fs and zig-zag Graphene with ∆ t = 1 fs and ∆ t
= 0.1 fs, respectively. Further details on Fig. 5.12, Fig. 5.15 and Fig. 5.17 are provided in the
subsequent sections. The study of bond stretching and bond rotation is repeated at several
locations of the Graphene sheet and the results (not shown here) are found to be consistent
with the phenomena reported above. At point R1, the stresses exceeds the failure stresses
leading to sudden failure of the Graphene bond. As a result, the stress reduces drastically
to point R2, which leads to relaxation in the bond energy and hence a drop in the potential
energy can be observed from point R1 to point R2 in Fig. 5.6(c). The bond breaking at 991.5
ps can be observed in Fig. 5.9, where the bond angle and the bond lengths are drastically
changing. Since some of the bonds are broken in the process as shown in Fig. 5.8(b), the crack
tip moves to a new location, exposing the broken bonds. Further loading leads to stretching
of the bond and therefore increase of the potential energy from point R2 to R3 in Fig. 5.6(c).
At point R3 where the stresses are more than the fracture strength, further breaking of the
bonds occurs and the process continues as shown in Fig. 5.8(c)-(f).
The deformed configurations at 1009.5 ps, 1031.0 ps and 1072.0 ps are plotted in
Fig. 5.7(g), (h) and (i), respectively, and the crack tip is observed to be located around
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Figure 5.10: Distribution of stress per atom along the y direction in Graphene, with the
lattice oriented in the arm-chair direction, at various times with ∆t = 0.1 fs. The sub picture
on the top shows a closeup around the crack tip and the sub picture on the bottom shows
the location of the crack tip along with highlighting the atoms on the crack surface.
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340Å at all the above times. Therefore, the crack has not propagated between 996.0 ps to
1072.0 ps. This is because of the bond stretching and reorientation during this time slot,
as explained in the above paragraph. The system potential energy is observed to increase
corresponding to the region between the points R4 to R5 in Fig. 5.6(c). The deformed config-
urations at 1113.0 ps, 1196.0 ps and 1236.0 ps are plotted in Fig. 5.7(j), (k) and (l), where the
crack tip is observed to be at around 385Å, 390Å and 440Å, respectively. From Fig. 5.7(l),
the crack tip has reached the right edge at 1236.0 ps and therefore, the specimen is separated
into two. The drop in the system potential energy corresponding to the time slot between
1113.0 ps to 1236.0 ps, can be observed between the points R5 to R6 in Fig. 5.6(c).
To study the effect of the time step on the crack growth, the above analysis is repeated
with time step equal to 0.1 ps. The deformed configuration including the crack propagation
with time step equal to 0.1 ps, is plotted in Fig. 5.10. The deformed configuration of the
full scale atomistic model at 1010.0 ps, just before the initiation of the crack propagation is
plotted in Fig. 5.10(a). The atoms around the crack tip in Fig. 5.10(a) possess the highest
values of σy and hence the bonds are ready to be broken. The deformed configuration at
the 1011.0 ps is plotted in Fig. 5.10(b). The breaking of first bonds close to the crack tip
can be observed in Fig. 5.10(b). With the continuous application of load the crack starts to
propagate after initiating at 1011.0 ps. Deformed configurations at the 1149.0 ps is plotted in
Fig. 5.10(c). A closeup of the atoms around the crack tip along with their potential energy at
various times are plotted in Fig. 5.11. The variation of the bond angle and the bond length
with time where ∆t = 0.1fs, at a particular point around the crack tip, immediately after the
initiation of the crack propagation, are plotted in Fig. 5.12(a) and Fig. 5.12(b), respectively.
From Fig. 5.12, the increase in the bond length and the change in the bond orientation with
time can be noticed, leading to the accumulation of the system potential energy and hence
the σyy. From Fig. 5.10(b), the onset of the crack propagation is observed at 1010.5 ps, which
is confirmed by the significant change in the bond angle and the bond orientation around
1010 ps in Fig. 5.12.
The crack propagate smoothly along the x direction without any kink, as opposed to a
kink at 996.0 ps in Fig. 5.7(f) when the time step is equal to 1 fs. The crack tip reached
the right edge at 1179.0 ps as shown in Fig. 5.7(j) and the two sections continue to separate
each other there after as shown in the deformed configurations at 1191.5 ps and 1231.0 ps
in Fig. 5.7(j) and (l), respectively. We estimated that in total 1.236 million time steps are
required to completely propagate the crack through the length, with 1 fs time step. Whereas,
12.31 million steps are required with the 0.1 fs time step.
From Fig. 5.6(e), it is observed that the crack initiation in both the cases occurred at
the same time, which is of the similar order at strain equal to 0.046. Afterwards, a drop
in the σy is noticed in both the cases, i.e., ∆t = 1 fs and 0.1 fs. However, the case with
∆t = 1 fs shows a large drop compared to the case with ∆t = 0.1 fs. Results indicate that
lower relaxation times and higher time steps can lead to inaccurate post yielding material
behaviour. This is confirmed with a further lower relaxation rate, as discussed as discussed
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(a) at 1010.0 ps, ∆t = 0.1 fs (b) at 1010.5 ps, ∆t = 0.1 fs
(c) at 1011.5 ps, ∆t = 0.1 fs (d) at 1173.5 ps, ∆t = 0.1 fs
(e) at 1174.5 ps, ∆t = 0.1 fs (f) at 1178.5 ps, ∆t = 0.1 fs
Figure 5.11: Distribution of the potential energy per atom on the atoms around the crack
tip at various times, with the lattice oriented in the arm-chair direction and time step equal
to 0.1 fs.
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Figure 5.12: Variation of (a) the bond angle and (b) the bond length when the time step is
equal to 0.1 fs and the lattice is oriented along the arm-chair direction. The corresponding
atoms and the bonds around the crack tip actively involved in the bond stretching and
the reorientation are shown in the sub-picture, highlighting the atom numbers shown in
Fig. 5.11(a). Another sub-picture shows a closeup of the variation at the initiation of the
crack propagation. Legends indicate the defined bond angles and the bond lengths in the
atomic model.
in the next paragraph. The post yielding behavior of Graphene with time step equal 0.1 fs
is compared with another higher time step ∆t = 0.2 fs. The results (not shown here) with
∆t = 0.1 fs and ∆t = 0.2 fs shows the similar post yielding behavior. Based on the results,
we conclude that 0.1 fs time step is accurate enough to predict the post yielding behavior
of Graphene. A large drop in potential energy as well as σyy can be seen (from point R1 to
R2) in Fig. 5.6(c), for the case with ∆t = 1 fs. However, the case with ∆t = 0.1 fs shows a
small drop in potential energy as well as σyy, from point Q1 to Q2 in Fig. 5.6(c). Further
loading shows hardening in both the cases, from points R2 to R3 and Q2 to Q3, respectively
Fig. 5.6(c).
Finally, to study the effect of the lower relaxation on the crack growth we performed a
simulation of the problem shown in Fig. 5.5 with time step equal to 1 fs and without any
intermediate relaxation. The strain loading on the top and bottom edge atoms with time is
plotted in Fig. 5.6(a). From Fig. 5.6(b) and (d), the onset of crack initiation (corresponding
to point P1 in Fig. 5.6(c)) lies on the higher side as compared to the cases with intermediate
relaxation with time step equal to 1 fs and 0.1 fs. However, after the crack initiation the
crack propagation is not smooth and stable. This can be observed through the zig-zag pat-
tern of the potential energy after point P2 in Fig. 5.6(c) and in Fig. 5.6(e). Results indicate
that the intermediate relaxations are indeed essential for obtaining accurate post yielding be-
haviour. Therefore, in the present work, we are not considering the case without intermediate
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Figure 5.13: Distribution of the (a) strain with time, (b) potential energy with strain and
(c) a closeup of (b) around the crack propagation zone. Variation of the (d) stress along
the y direction with strain, (e) a closeup of (d) around the crack propagation zone and (f)
distribution of the potential energy with time for the crack growth in zig-zag Graphene.
relaxation.
5.3.2 Example 2: Crack propagation in zigzag Graphene with an initial
edge crack
In this example, the crack propagation in the Graphene sheet as shown in schematic Fig. (5.5),
with lattice oriented along the zig-zag direction (Fig. (5.4)(b)) is studied. The same domain
dimensions, boundary conditions, loading cycle and the time steps, as discussed in example
1 are adopted in this example as well.
To propagate the crack, a velocity of 0.1 angstroms (Å) per pico-seconds (ps) is prescribed
on the top and bottom edge atoms, refer to Fig. 5.5. A velocity ramp profile as shown in
Fig. 5.5, is applied in the middle of lattice. Distribution of the strain, system potential energy
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Figure 5.14: Figures (a)-(f): Distribution of stress per atom along the y direction in Graphene,
with the lattice oriented along the zig-zag direction, with ∆t = 1 fs. The sub picture on the
top shows a closeup around the crack tip and the sub picture on the bottom shows the
location of the crack tip along with highlighting the atoms on the crack surface. Figures
(g)-(l): Distribution of the potential energy per atom on the atoms around the crack tip at
various times, with the lattice oriented in the arm-chair direction and ∆t = 1 fs.
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Figure 5.15: Variation of (a) the bond angle and (b) the bond length when the time step
is equal to 1 fs and the lattice is oriented along the zig-zag direction. The corresponding
atoms and the bonds around the crack tip actively involved in the bond stretching and
the reorientation are shown in the sub-picture, highlighting the atom numbers shown in
Fig. 5.14(g). Another sub-picture shows a closeup of the variation at the initiation of the
crack propagation. Legends indicate the defined bond angles and the bond lengths in the
atomic model.
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Figure 5.16: Figures (a)-(f): Distribution of stress per atom along the y direction in Graphene,
with the lattice oriented along the zig-zag direction, with ∆t = 0.1 fs. The sub picture on
the top shows a closeup around the crack tip and the sub picture on the bottom shows the
location of the crack tip along with highlighting the atoms on the crack surface. Figures
(g)-(l): Distribution of the potential energy per atom on the atoms around the crack tip at
various times, with the lattice oriented in the arm-chair direction and ∆t = 0.1 fs.
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and the stress along the y direction with time and strain are plotted in Fig. 5.13. Fig. 5.13(f)
shows the distribution of the system potential energy with time, for the simulations with
intermediate relaxation for 40 ps, with time step equal to 1 fs and 0.1 fs. The intermediate
steps in Fig. 5.13(f) corresponds to the equilibration period. Figure 5.14(a-f) shows the
distribution of stress per atom along the y direction (σy) in the deformed configuration of
the atomistic model, at various times for ∆t = 1 fs. A closeup of the atoms around the crack
tip along with their potential energy at various times with time step equal to 1 fs is plotted
in Fig. 5.14(g-l).
The deformed configuration of the full scale atomistic model at 1769.0 ps, soon after the
crack starts to propagate is plotted in Fig. 5.14(a). The deformed configurations at the
1770.0 ps, 1771.0 ps and 1772.0 ps are plotted in Fig. 5.14(b), (c) and (d) where the crack
tip is located around 210Å, 260Å and 310Å along the x direction, respectively. The crack
progression is continuous until 1772.0 ps, after initiating at 1769.0 ps. However, because of
the bond rotation and stretching at 1772.0 ps, the crack does not progress and only opens
up, until 2006.5 ps. The variation of the bond angle and the bond length with time where
∆t = 1fs, at a particular point around the crack tip, immediately after the initiation of the
crack propagation, are plotted in Fig. 5.15(a) and Fig. 5.15(b), respectively. From Fig. 5.15,
the increase in the bond length and the change in the bond orientation with time can be
noticed, leading to the accumulation of the system potential energy and hence the σyy.
In order to investigate the effect of the time step on the crack propagation with the lattice
oriented along the zig-zag direction, another simulation with time step equal to 0.1 fs is
performed. The deformed configurations at 1765.5 ps, 1888.5 ps, 1890.0 ps, 1892.0 ps, 1893.5
ps and 1894.0 ps are plotted in Fig. 5.16(a) to (f), respectively. A closeup of the atoms around
the crack tip along with their potential energy at various times with time step equal to 0.1
fs are plotted in Fig. 5.16(g-l). The variation of the bond angle and the bond length with
time where ∆t = 0.1fs, at a particular point around the crack tip, immediately after the
initiation of the crack propagation, are plotted in Fig. 5.17(a) and Fig. 5.17(b), respectively.
Based on the first and second examples, for smooth crack growth time step of 0.1 fs is
recommended. The crack speed is estimated by dividing the distance traveled by the crack
front with the time taken. The distance traveled is calculated from the positions of the crack
tip in the current and previous times. Variation of the crack speed for different scenarios
is plotted in Fig. (5.18). From Fig. (5.18), the crack speed is observed to increase with the
crack length.
5.3.3 Example 3: Crack growth in Graphene on Silicon surface
In this example, we study the crack growth in Graphene on Silicon surface. Consider a three
dimensional atomistic model with dimensions 543.09Å× 543.09Å× 5.4309. The initial crack
of length 180.23Å in the x direction located at 271.5Å in the y direction, is created in the fine
scale model by restricting the interaction between the atoms. The atom to atom interactions
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Figure 5.17: Variation of (a) the bond angle and (b) the bond length when the time step
is equal to 0.1 fs and the lattice is oriented along the zig-zag direction. The corresponding
atoms and the bonds around the crack tip actively involved in the bond stretching and
the reorientation are shown in the sub-picture, highlighting the atom numbers shown in
Fig. 5.14(g). Another sub-picture shows a closeup of the variation at the initiation of the
crack propagation. Legends indicate the defined bond angles and the bond lengths in the
atomic model.
are modeled based on the Tersoff potential. To simulate the mode I crack propagation of
an edge crack, the triangular displacement loads are applied in small increments, in the y
direction, on the top and bottom rows of atoms. The neighbours are updated after each
load step. The atom positions are estimated after each load step by minimizing the system
potential energy.
Atom positions in the deformed configuration after the final load step from the atomistic
model are plotted in Fig. 5.19. Fig. 5.19(a) and Fig. 5.19(b) shows the crack opening and
growth in Graphene and Silicon at the end of the simulation. Fig. 5.19(c) shows the Graphene
atoms atoms are bonded to the Silicon atoms on the surface. The crack propagation in the
coupled Graphene on Silicon surface is shown in Fig. 5.19(d).
The deformed configuration of the coarse scale model developed based on the VAC in the
xy plane is shown in Fig. 5.20(a). Rotated view of Fig. 5.20(a) in the yz plane is shown in
Fig. 5.20(b).
5.4 Discussion
Fracture in two dimensional Graphene structure is studied. The bond stretching and the
bond reorientation are the net mechanisms of the crack growth. The crack propagation in
Graphene is studied through two numerical examples. In both the examples, a model with
initial edge crack model is considered. In the first example, the Graphene lattice oriented
along the arm-chair direction is considered and in the second example it is oriented along
the zig-zag direction. We also studied the influence of the time step on fracture. Therefore,
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Figure 5.18: Variation of the crack speed with the location of the crack tip, when lattice
is oriented along the (a) arm-chair direction, with time step equal to 1 fs, (b) arm-chair
direction, with time step equal to 0.1 fs, (c) zig-zag direction, with time step equal to 1 fs
and (d) zig-zag direction, with time step equal to 0.1 fs.
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(a) (b)
(c) (d)
Figure 5.19: Crack propagation in (a) Graphene sheet, (b) Silicon. (c) Graphene on Silicon
surface highlighting the bonds of the Silicon atoms connected to the Graphene atoms and (d)
Crack propagation in the combined Graphene on Silicon surface.
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Figure 5.20: Deformed configuration of the coarse model highlighting the initial and final
positions of the nodes (a) in the front view and in an (b) an isometric view.
two different time steps, 1 fs and 0.1 fs, with an intermediate relaxation period of 40 ps are
considered.
A sudden drop in the system potential energy is noticed just before the crack propagation.
Breaking of the severely stressed bonds increases the crack length, exposing the new set of
atoms to resist the applied load. The phenomena continues until the crack front reaches the
other boundary, where the specimen is separated into two. The crack propagates at a later
stage in the zig-zag Graphene than the arm-chair Graphene as the lattice structure of the
zig-zag Graphene resists higher tensile loads compared to the arm-chair Graphene. Similar
crack initiations are observed for ∆t = 1 fs and 0.1 fs. However, when ∆t = 0.1 fs the post
yielding behaviour of Graphane is more accurate.
The crack speed is estimated by dividing the distance travelled by the crack front with the
time taken. The distance travelled is calculated from the positions of the crack tip in the
current and previous times. Variation of the crack speed for different scenarios is plotted and
the crack speed is observed to increase with the crack length. Pure atomistic simulations of
fracture in Graphene on Silicon surface are presented. Details of the mathematical modeling
of the three dimensional multiscale method are discussed.

Chapter 6
Concluding remarks and future
scope
6.1 Conclusions
A novel adaptive multiscale method for fracture has been developed by enhancing the BSM
using the phantom node method so that cracks can be modeled at the coarse scale. To ensure
self-consistency in the bulk, a virtual atom cluster is devised providing the response of the
intact material at the coarse scale. A molecular statics model is employed in the fine scale
where crack propagation is modeled by naturally breaking the bonds. The fine scale and
coarse scale models are coupled by enforcing the displacement boundary conditions on the
ghost atoms. Adaptive refinement and coarsening schemes are developed and implemented
during the crack propagation. The simulated fracture pattern based on the AMM, accurately
matches with the pure atomistic simulations. Atom positions around the crack tip from the
pure atomistic model and the AMM were compared. The error in the displacement and the
potential energy between the pure atomistic and the AMM simulations is found to be 0.208%
and 0.824%, respectively. The AMM is observed to be 9 times more computationally efficient
compared to the pure atomistic simulations. However, the computational efficiency will be
multiplied for problems of large domain dimensions.
A three dimensional (3D) coarse graining technique to convert a given atomistic region
into an equivalent coarse region, in the context of multiscale fracture has been developed.
The present method is the first of its kind. The developed CG technique can be applied to
identify and upscale the defects like: cracks, dislocations and shear bands. Atoms lying on
the crack surface in the fine scale model are separated from the atoms not on the crack surface
through the centro symmetry parameter. A rectangular discretization is superimposed on
the fine scale model to capture the atoms into rectangular cells. The crack path in each cell
is approximated using the atoms on the crack surface and their neighbours. An equivalent
crack surface in the coarse scale model is obtained by joining the cellular crack paths. The
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current method has been applied to estimate the equivalent coarse scale models of several
complex fracture patterns arrived from the pure atomistic simulations. The upscaled fracture
pattern agree well with the actual fracture pattern. The error in the potential energy of the
pure atomistic and the CG model was found to be well within the acceptable limits.
First novel meshless adaptive multiscale method for fracture has been developed. The
phantom node method is replaced by a meshless differential reproducing kernel particle
method. The DRKP method is comparatively more expensive but allows for a more “natu-
ral” coupling between the two scales due to the meshless interpolation functions. The higher
order continuity is also beneficial. The developed multiscale method is employed to study the
complex crack propagation. Results based on the MAMMF were observed to be in excellent
agreement with the pure atomistic simulations. Atom positions around the crack tip from
the pure atomistic and the MAMMF simulations are compared. The error in displacement
between the MS and MAMMF was found to be 0.2%. The MAMMF is observed to be 6
times more computationally efficient than the pure atomistic simulations.
The developed multiscale methods are applied to study the fracture in practical materials
like Graphene and Graphene on Silicon surface. The bond stretching and the bond reorienta-
tion were observed to be the net mechanisms of the crack growth in Graphene. Crack growth
in both the arm-chair an dteh zig-zag Graphene are studied. The influence of time step on
the crack propagation was studied using two different time steps, 1 fs and 0.1 fs with an
intermediate relaxation period of 40 ps. The post yielding behaviour of Graphane was found
to be more accurate when ∆t = 0.1 fs. Pure atomistic simulations of fracture in Graphene on
Silicon surface are presented. Details of the mathematical modeling of the three dimensional
multiscale method are discussed.
6.2 Future scope
The CG technique can be employed in the context of a concurrent multiscale models [74, 76,
84]. An error estimator can be developed to determine the size of the fine scale domain (inside
the coarse scale domain) and to drive an adaptive refinement in the context of concurrent
multiscale methods for fracture.
The developed multiscale methods can be applied to practical problems like fracture in
Silicon, which is used in applications like photo-voltaic cells. Silicon being a very brittle
material, several micro-cracks are developed [178] during the transportation, installation and
due to the external loads like snow, rain and wind loads on the installed panels. The micro-
cracks significantly reduce the over all yield [179] of the solar panels. To improve the fracture
strength and to improve the electrical properties of Silicon, the latest technique is to add a
layer of Graphene on the surface of Silicon. Developing multiscale techniques incorporating
the surface effects like Graphene on the Silicon surface is challenging. The author would like
to pursue the above goals during his post-doctoral studies.
Appendix A
Derivation of the internal forces:
fine scale
The internal forces in equation (2.6) can be further simplified using the chain rule to split
the partial derivative with respect to rαβ, as explained below
∂Wint
∂rλ
= 12
nA∑
α=1
nA∑
β ̸=α
∂V (rαβ)
∂rαβ
∂rαβ
∂rλ
. (A.1)
Substituting equation (2.9) into the second term on the right hand side of equation (A.1)
∂rαβj
∂rλk
=
∂
√∑3
j=1(rαj − rβj)2
∂rλk
=
∑3
j=1(rαj − rβj)√∑3
j=1(rαj − rβj)2
(δαλ − δβλ) = rαβ
rαβ
(δαλ − δβλ)(A.2)
Further, we will drop the summation symbol in equation (A.2). Lets consider two possible
cases for λ. First, when λ = α and λ ̸= β
∂rαβj
∂rαk
= (rαj − rβj)
rαβ
(1) (A.3)
and secondly, when λ = β and λ ̸= α
∂rαβj
∂rβk
= (rαj − rβj)
rαβ
(−1). (A.4)
Since α and β are interchangeable, after exchanging β with α and vice-versa, equation (A.4)
becomes,
∂rβαj
∂rαk
= (rβj − rαj)
rβα
(−1) = (rαj − rβj)
rαβ
. (A.5)
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Combining both cases in equations (A.3) and (A.5) for any arbitrary atom λ, yields
∂rαβ
∂rλ
= 2(rα − rβ)
rαβ
. (A.6)
Therefore, substituting equation (A.6) into equation (A.1) using equation (2.6), the internal
forces on an atom α are defined as
Fintα = −
nA∑
β ̸=α
∂V (rαβ)
∂rαβ
(
rα − rβ
rαβ
)
. (A.7)
Appendix B
Bond potentials
The bond potentials used to model the atom to atom interactions in the present thesis are
explained below
B.1 Lennard-Jones potential
The mathematical expression of the Lennard-Jones potential is given by
V (rαβ) = 4ϵ
( σ
rαβ
)12
−
(
σ
rαβ
)6 (B.1)
where σ and ϵ are the specific Lennard-Jones parameters and rαβ is the distance between the
atoms α and β defined in equation (2.9).
B.2 Tersoff potential
The mathematical expression of the bond energy based on the Tersoff potential is given by
[177]
V (rαβ) = fc(rαβ)[fR(rαβ) + bαβfA(rαβ)]. (B.2)
The bond energy in the Tersoff framework is a combination of repulsive (fR) energy func-
tion which is exponentially decaying and attractive (fA) energy function that exponentially
increases; with the increase of distance between the atoms. fc is a smooth spherical cutoff
function around atom α based upon the distance to the first nearest-neighbor shell. The
function fc in equation (B.2) is defined as [177]
fc(rαβ) =

1 when rαβ < Rαβ
1
2 +
1
2 cos
(
π(rαβ−Rαβ)
(Sαβ−Rαβ)
)
when Rαβ < rαβ < Sαβ
0 when rαβ > Sαβ
(B.3)
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Variable Silicon (Si) Carbon (C)
R (Å) 2.7 1.8
S (Å) 3.0 2.1
A (eV) 1.8308 × 103 1.3936 × 103
B (eV) 4.7118 × 102 3.4670 × 102
D (Å−1) 2.4799 3.4879
E (Å−1) 1.7322 2.2119
P 1.1000 × 10−6 1.5724 × 10−7
q 7.8734 × 10−1 7.2751 × 10−1
c 1.0039 × 105 3.8049 × 104
d 1.6217 × 101 4.3840 × 100
h -5.9825 × 10−1 -5.7058 × 10−1
Table B.1: Parameters for Silicon and Carbon to be used in equation (B.2), adopted from
[177]. R and S were not systematically optimized.
from equation(B.3), fc returns a value of 1 if rαβ is less than Rαβ and 0 when rαβ greater than
Sαβ. The values of the constants Rαβ =
√RαRβ and Sαβ = √SαSβ, (where α and β can be
two different atom types, like Silicon and Carbon) are listed for Silicon and Carbon atoms in
table (B.1). The repulsive and attractive potential energies are tuned with the parameters
Aαβ and Bαβ, respectively. The repulsive potential energy is defined as [177]
fR(rαβ) = Aαβe−Dαβrαβ (B.4)
and the attractive potential energy is estimated from [177]
fA(rαβ) = −Bαβe−Eαβrαβ (B.5)
where A = √AαAβ, B = √BαBβ, Dαβ = (Dα +Dβ)/2 and Eαβ = (Eα + Eβ)/2, in equations
(B.4) and (B.5), are the constants listed in table (B.1). The variable bαβ in equation (B.2)
is designed to represent the bond strength of the potential. bαβ is inversely proportional to
the coordination number and is defined as [177]
bαβ = ξαβ
(
1 + Pqαα ζqααβ
)−1/2qα (B.6)
where P and q are the constants listed in table (B.1). ζαβ provides a weighted measure of
the number of other bonds (γ) competing with the bond α-β, which is defined as [177]
ζαβ =
∑
γ ̸=α,β
fc (rαγ) g (θαβγ) (B.7)
where ξαβ is the strengthening or weakening factor of the hetero-polar bonds and g (θαβγ)
provides a measure of dependence on the bonding angle θαβγ , subtended at atom α by atoms
β and γ. The variable g (θαβγ) is included to stabilize the atomic geometry under shear
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operations and to provide an effective coordination contribution based on the elastic energy
of the current configuration, which is defined as [177]
g (θαβγ) = 1 +
c2α
d2α
− c
2
α
d2α + (hα − cos (θαβγ))2
(B.8)
where cα, dα and hα are the constants listed in table(B.1). Refer appendix for the derivation
of the first derivative of the potential function in equation (B.2).
B.3 First derivative of the Tersoff potential
The internal forces in equation (2.6) estimated based on the Tersoff potential function in
equation (B.2) are derived below. Considering the first derivative of the bond potential
function (V(rαβ)) in equation (B.2), with respect to the position of a particular atom λ in a
particular direction k, i.e.,
∂V (rαβ)
∂rλk
= ∂(fc(rαβ)[fR(rαβ) + bαβfA(rαβ)])
∂rλk
= fc (rαβ)
[
∂fR(rαβ)
∂rλk
+ bαβ
∂fA(rαβ)
∂rλk
+ ∂bαβ
∂rλk
fA(rαβ)
]
+ ∂fc(rαβ)
∂rλk
[fR(rαβ) + bαβfA(rαβ)].
(B.9)
The terms, ∂fR(rαβ)∂rλk ,
∂fA(rαβ)
∂rλk
and ∂fc(rαβ)∂rλk in equation (B.9) are further split, based on the
chain rule of the derivatives as shown below
∂f(rαβ)
∂rλk
= ∂f(rαβ)
∂rαβ
∂rαβ
∂rλk
(B.10)
where rαβ is defined in equation (2.9). Therefore, the derivative ∂rαβ∂rλk in equation (B.10) can
be evaluated by substituting definition of rαβ from equation (2.9)
∂rαβ
∂rλk
=
∂
√∑3
j=1(rαj − rβj)2
∂rλk
= (rαj − rβj)√∑3
j=1(rαj − rβj)2
(δαλ − δβλ) = rαβj
rαβ
(δαλ − δβλ)(B.11)
Lets consider two possible cases for λ. First, when λ = α and λ ̸= β
∂rαβj
∂rαk
= (rαj − rβj)
rαβ
(1) (B.12)
and secondly, when λ = β and λ ̸= α
∂rαβj
∂rβk
= (rαj − rβj)
rαβ
(−1). (B.13)
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Since α and β are interchangeable, after exchanging β with α and vice-versa, equation (B.13)
becomes,
∂rβαj
∂rαk
= (rβj − rαj)
rβα
(−1) = (rαj − rβj)
rαβ
= rαβj
rαβ
. (B.14)
Combining both cases in equations (B.12) and (B.14) for any arbitrary atom λ, yields
∂rαβ
∂rλ
= 2(rα − rβ)
rαβ
. (B.15)
The first derivative of the function f with respect to rαβ in equation (B.10) can now be
estimated as
∂fR(rαβ)
∂rαβ
= −DαβAαβe−Dαβrαβ (B.16)
and
∂fA(rαβ)
∂rαβ
= EαβBαβe−Eαβrαβ . (B.17)
The cutoff function (fc) is differentiable only in the range of Rαβ < rαβ < Sαβ. Therefore,
∂fc(rαβ)
∂rαβ
= −12 sin
(
π(rαβ −Rαβ)
Sαβ −Rαβ
)
π
Sαβ −Rαβ . (B.18)
Now, the derivative of bαβ in equation (B.9) is given by
∂bαβ
∂rλk
= − 12qα ξαβ
(
1 + Pqαα ζqααβ
)(−1/2qα−1)
qαPqαα ζqα−1αβ
∂ζαβ
∂rλk
(B.19)
= −12
bαβPqαα(
ζ
(1−qα)
αβ + Pqαα ζαβ
) ∂ζαβ
∂rλk
where
∂ζαβ
∂rλk
=
∑
γ ̸=α,β
(
∂fc(rαγ)
∂rαγ
∂rαγ
∂rλk
g(θαβγ) + fc(rαγ)
∂g(θαβγ)
∂ cos(θαβγ)
∂ cos(θαβγ)
∂rλk
)
(B.20)
and
∂g(θαβγ)
∂ cos(θαβγ)
= − 2c
2
α(hα − cos(θαβγ))
(d2α + (hα − cos2(θαβγ))2
. (B.21)
The subtended angle cos(θαβγ) can be evaluated from
cos(θαβγ) =
rαβ · rαγ
rαβrαγ
= rαβirαγi + rαβjrαγj + rαβkrαγk
rαβrαγ
. (B.22)
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Therefore, the derivative of cos(θαβγ) with respect to rλk can be evaluated as
∂ cos(θαβγ)
∂rλk
=
rαβrαγ
∂(rαβ ·rαγ)
∂rλk
− ∂(rαβrαγ)∂rλk (rαβ · rαγ)
(rαβrαγ)2
(B.23)
where the term rαβ ·rαγ∂rλk in equation (B.23) can be calculated as
∂(rαβ · rαγ)
∂rλk
= ∂(rαβirαγi + rαβjrαγj + rαβkrαγk)
∂rλk
= ∂(
∑3
l=1 rαβlrαγl)
∂rλk
= ∂[
∑3
l=1(rβl − rαl)(rγl − rαl)]
∂rλk
= rαβl(δαλ − δγλ) + (δαλ − δβλ)rαγl. (B.24)
The term ∂(rαβrαγ)∂rλk in equation (B.23) becomes
∂(rαβrαγ)
∂rλk
=
∂
(√∑3
l=1(rαl − rβl)2
√∑3
l=1(rαl − rγl)2
)
∂rλk
= rαβ
rαγl(δαλ − δγλ)
rαγ
+rαβl(δαλ − δβλ)
rαβ
rαγ
(B.25)
Therefore, substituting equations (B.24) and (B.25) in equation (B.23), yields
∂ cos(θαβγ)
∂rλk
= rαβl(δαλ − δγλ) + (δαλ − δβλ)rαγl
rαβrαγ
−cos(θαβγ)
(
rαγl(δαλ − δγλ)
r2αγ
+ rαβl(δαλ − δβλ)
r2αβ
)
.
(B.26)
Considering the case when (i) λ = α, λ ̸= β and λ ̸= γ
∂ cos(θαβγ)
∂rαk
= rαβl + rαγl
rαβrαγ
− cos(θαβγ)
(
rαγl
r2αγ
+ rαβl
r2αβ
)
, (B.27)
when (ii) λ = β, λ ̸= α and λ ̸= γ
∂ cos(θαβγ)
∂rβk
= − rαγl
rαβrαγ
+ cos(θαβγ)
rαβl
r2αβ
(B.28)
and when (iii) λ = γ, λ ̸= α and λ ̸= β
∂ cos(θαβγ)
∂rγk
= − rαβl
rαβrαγ
+ cos(θαβγ)
rαγl
r2αγ
(B.29)

Appendix C
Derivation of the internal forces:
coarse scale
The term ∂φρ
∂uCα
in equation (2.20) can be evaluated for any arbitrary atom λ as given below:
∂φρ
∂uCλ
= ∂φρ
∂rαβ
∂rαβ
∂uCλ
. (C.1)
Substituting the the expression for rαβ from equation (2.9) into equation (C.1) yields
∂rαβj
∂uCλk
=
∂
(√∑3
j=1 (rαj − rβj)2
)
∂uCλk
=
∑3
j=1 (rαj − rβj)
rαβ
(
∂rαj
∂uCλk
− ∂rβj
∂uCλk
)
. (C.2)
The position of atom α in the current configuration rα is given by
rαj = Rαj + uCαj . (C.3)
where Rα denote the initial atom positions. Similarly for the atom β
rβj = Rβj + uCβj . (C.4)
Using equations equations (C.3) and (C.4) in equation (C.2)(
∂rαj
∂uCλk
− ∂rβj
∂uCλk
)
= δαλδjk − δβλδjk = (δαλ − δβλ)δjk. (C.5)
Hence, after dropping the summation symbol over the free index j, equation (C.2) becomes
∂rαβj
∂uCλk
= (rαj − rβj)
rαβ
(δαλ − δβλ)δjk. (C.6)
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Lets consider two possible cases for λ. The first case, when λ = α and λ ̸= β
∂rαβj
∂uCαk
= (rαj − rβj)
rαβ
(1) (C.7)
and the second case, when λ = β and λ ̸= α
∂rαβj
∂uCβk
= (rαj − rβj)
rαβ
(−1). (C.8)
Since α and β are interchangeable, after exchanging β with α and vice-versa, equation (C.8)
becomes,
∂rβαj
∂uCαk
= (rβj − rαj)
rβα
(−1) = (rαj − rβj)
rβα
. (C.9)
Combining both the cases in equations (C.7) and (C.9) for any arbitrary atom λ, yields
∂rαβj
∂uCλk
= 2(rαj − rβj)
rαβ
(C.10)
Substituting equation (C.10) into equation (C.1)
∂φρ
∂uCλi
= ∂φρ
∂rαβ
∂rαβ
∂uCλi
= 2 ∂φρ
∂rαβ
(rαi − rβi)
rαβ
= 2 ∂φρ
∂rαβ
rαβi
rαβ
(C.11)
where rαβi is defined in equation (2.28). For the VAC configuration shown in the fourth
column of Fig. 2.4(2b), α is always set to 1 and β varies from 2 to 7. Therefore, using the
definition of φρ from equation (2.16) in equation (C.11) and considering the case where λ = α
and λ ̸= β, equation (C.11) becomes
∂φρ
∂uCαi
=
7∑
β=2
∂φαβ
∂rαβ
rαβi
rαβ
α=1=⇒ ∂φρ
∂uC1i
=
7∑
β=2
∂φ1β
∂r1β
r1βi
r1β
. (C.12)
Second part of equation (C.12) is nothing but equation (2.21). Equations (2.22) to (2.27) can
be obtained by interchanging α and β and considering the case λ = β and λ ̸= α in the first
part of equation (C.12). Since α is always set to 1 and β varies from 2 to 7, the summation
in equation (C.12) can be removed. Therefore,
∂φρ
∂uCβi
= ∂φβ1
∂rβ1
rβ1i
rβ1
. (C.13)
Now equations (2.22) to (2.27) can be obtained by varying β from 2 to 7 and accepting the
following equalities: φβ1 = φ1β, rβ1 = r1β and rβ1i = −r1βi.
Appendix D
Algorithms
D.1 Energy based refinement algorithm
The energy based refinement algorithm is explained in algorithm 1.
D.2 Energy based coarsening algorithm
The energy based coarsening algorithm is explained in algorithm 2.
D.3 CSP based refinement algorithm
The refining algorithm 3 explains the adaptive refinement process adopted in the MAMM.
D.4 CSP based coarsening algorithm
The coarsening algorithm 4 explains the adaptive coarsening process adopted in MAMM.
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input : EAn , ECn , Esplitn , Etipn , nlistn, nconnn
output: EAn+1, ECn+1, Esplitn+1 , Etipn+1, rrefAn+1, nlistn+1, nconnn+1
EHEn = ∅
for each atom α do
if energy > tolE then
e = element containing α in ΩA0
add e to EHEn
end
end
EminAn+1 = EHEn
for each element e in EHEn do
add neighbours of e to set EminAn+1
end
Erefinen = EAnupslopeEminAn+1
Create the atoms in the element set Erefinen .
for each element e in Erefinen do
for each atom α in element e do
Initialize the positions (rrefAn+1) using equation (2.2).
end
end
ErefAn+1 = EAn ∪ Erefinen
ErefCn+1 = ErefAn+1upslopeE
for each element e in ErefAn+1 do
for each atom α in element e do
Update the neighbour list (nlistn+1)
end
end
Ensplitn+1 = (Esplitn ∪ Etipn )upslopeEHEn
for each element e in Ensplitn+1 do
Create the phantom nodes
end
Esplitn+1 = Esplitn ∪ Ensplitn+1
Update the crack tip element Etipn+1.
Initialize the positions of the new phantom nodes by interpolation.
Update the nodal connectivity (nconnn+1) table.
if coarsening then
EAn = ErefAn+1
ECn = ErefCn+1
Esplitn = Esplitn+1
else
;
EAn+1 = ErefAn+1
ECn+1 = ErefCn+1
end
Algorithm 1: Steps to model refinement, n is the load step indicator.
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input : EAn , ECn , EBAn , Esplitn
output: EAn+1, ECn+1, Esplitn+1 , nlistn+1
EHEn = ∅
for each atom α do
if energy > tolE then
e = element containing α in Ω0
add e to EHEn
end
end
ELEn = EHEn upslopeEAn
Ecoarsenn = ELEn ∩ EBAn
for each element e in Ecoarsenn do
Delete the fine scale atoms.
end
EcoaAn+1 = Ecoarsenn upslopeEAn
EcoaCn+1 = EcoaAn+1 upslopeE
Esplit’n = Esplitn ∩ Ecoarsenn
Esplitn+1 = Esplit’n upslopeEsplitn
for each element e in EcoaAn+1 do
for each atom α in element e do
Update the neighbour list (nlistn+1)
end
end
EAn+1 = EcoaAn+1
ECn+1 = EcoaCn+1
Algorithm 2: Steps to model coarsening, n is the load step indicator.
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input : PAn , PCn , Psplitn , Ptipn , nlistn, nconnn
output: PAn+1, PCn+1, Psplitn+1 , Ptipn+1, rrefAn+1 , nlistn+1, nconnn+1
Pcspn = ∅
for each atom α do
if csp > tolcsp then
p = particle containing α in ΩA0
add p to Pcspn
end
end
PminAn+1 = Pcspn
for each particle p in Pcspn do
add neighbours of p to set PminAn+1
end
Prefinen = PAn upslopePminAn+1
Create the atoms in the particle set Prefinen .
for each particle p in Prefinen do
for each atom α in particle p do
Initialize the positions (rrefAn+1) using equation (4.32).
end
end
PrefAn+1 = PAn ∪ Prefinen
PrefCn+1 = PrefAn+1upslopeP
for each particle p in PrefAn+1 do
for each atom α in particle p do
Update the neighbour list (nlistn+1)
end
end
Pnsplitn+1 = (Psplitn ∪ Ptipn )upslopePcspn
for each particle p in Pnsplitn+1 do
Create the phantom nodes
end
Psplitn+1 = Psplitn ∪ Pnsplitn+1
Update the crack tip particle Ptipn+1.
Initialize the positions of the newly cracked particles by interpolation.
Update the nodal connectivity (nconnn+1) table.
if coarsening then
PAn = PrefAn+1
PCn = PrefCn+1
Psplitn = Psplitn+1
else
;
PAn+1 = PrefAn+1
PCn+1 = PrefCn+1
end
Algorithm 3: Steps to model refinement, n is the load step indicator.
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input : PAn ,PCn ,PBAn ,Psplitn
output: PAn+1,PCn+1,Psplitn+1 , nlistn+1
Pcspn = ∅
for each atom α do
if csp > tolcsp then
p = particle containing α in Ω0
add p to Pcspn
end
end
PLEn = Pcspn upslopePAn
Pcoarsenn = PLEn ∩ PBAn
Employ the coarse graining scheme discussed in section 4.2.2
for each particle p in Pcoarsenn do
Delete the fine scale atoms.
end
PcoaAn+1 = Pcoarsenn upslopePAn
PcoaCn+1 = PcoaAn+1 upslopeP
Psplit′n = Psplitn ∩ Pcoarsenn
Psplitn+1 = Psplit
′
n upslopePsplitn
for each particle p in PcoaAn+1 do
for each atom α in particle p do
Update the neighbour list (nlistn+1)
end
end
PAn+1 = PcoaAn+1
PCn+1 = PcoaCn+1
Algorithm 4: Steps to model coarsening, n is the load step indicator.
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