ABSTRACT: Understanding the potential metabolic lifespan of a cohort of marine invertebrate embryos or larvae requires not just precise measurements of respiration rates, but also requires a large number of individual-level measurements to accurately describe the distribution of metabolic rate potentials within that cohort. To this end, we have developed a simple protocol for converting a 384-well microtiter plate into a 384-chamber, microrespirometer, optode using a plate-reading fluorometer for continuous, real-time data acquisition. We have ground-truthed this high-throughput technique using Artemia sp. nauplii at ~48 h post-hydration. In this paper we present >1000 separate respiration rate measurements on nauplii, providing a novel look at the distribution of metabolic rates within a cohort of larvae. At this high level of individual sampling, we have applied a Shannon-Weaver information entropy statistic to describe the 'complexity' of these rate distributions and to show that the range of metabolic phenotypes expressed in a group of nauplii is responsive to the salinity in which they are rehydrated. Understanding the nature and mechanisms by which variations in metabolic rate intensities can be so large within a cohort and can be responsive to environmental parameters represents a real challenge in larval biology, which will require high-throughput methodologies at both molecular and biochemical levels to decipher. 
INTRODUCTION
Understanding the range of physiological phenotypes in a cohort of embryos or larvae is crucial to understanding the lifespan, dispersal potential, and recruitment success of the early life-history stages of a species. We all tacitly recognize the large biological variation that exists among individual embryos of a cohort, even at the level of maternal investment in individual eggs (McEdward & Coulter 1987) . No propagules are identical. Yet, to date there have only been a few studies of inter-individual variation in metabolic rates of embryos or larvae of marine invertebrates (Marsh et al. 2001a , Peck & Prothero-Thomas 2002 , with most studies of larval lifespan relying on group means of 10s to 100s of individuals measured in small volumes.
Although several historical studies have made sensitive measurements of oxygen consumption rates in a few marine invertebrate embryos and larvae (Gray 1925 , Spärck 1929 , Meyer 1935 , Zuethen 1943 , Scholander et al. 1952 , most of these techniques require too much artisan specialization to utilize, or are too labor-intensive for large numbers of measurements to be made in any single experiment. The oxygen detection methodologies that are now commonly employed require less technical specialization of the operator and can be applied to numerous samples at a time: electrode scanning voltammetry (Glazer et al. 2004) , polarographic oxygen sensors (Pamatmat 1997 , Marsh et al. 2001b , optical fluorescence detection (Marsh et al. 2001a , Gatti et al. 2002 , Green 2004 , and couloximetry (Peck & Prothero-Thomas 2002) . These methods are all sensi-tive enough to detect differences in oxygen concentrations on the order of 2 µM, ca. 50 pmol O 2 in a 25 µl volume, and mainly differ in their sample throughput capacity.
Of these techniques, only the optode (Marsh et al. 2001a ) and the couloximeter (Peck & Prothero-Thomas 2002) have been used to measure inter-individual variation in embryonic and larval life stages of marine invertebrates. Both of these studies report substantial differences (by an order of magnitude) in metabolic rates during development within single cohorts. Piecing together the biological significance of why a critical component of physiological function is so variable and understanding the environmental influences that may increase or decrease that metabolic variance requires rate measurements of individuals, but on a 'population' scale. We need to be able to make enough respiration rate measurements to be able to fully describe the population distribution of physiological phenotypes.
In this study, we present a method for measuring individual respiration rates of marine invertebrate embryos and larvae that is sensitive, simple, and has a high throughput. We have incorporated the efficiency of solid-state optical fluorescence detection (optodes: Klimant et al. 1997 Klimant et al. , 1999 ) in a 384-well microtiter plate to establish a sensitive 384-chamber respirometer that is unparalleled in its ease of use and high-throughput data acquisition. Using large sample sizes of individual Artemia sp. nauplii, we were able to measure a wide distribution of metabolic rates with variances that are sensitive to changes in environmental salinity.
MATERIALS AND METHODS
Microtiter plate respirometers. Fluorescence quenching of an organic ruthenium complex [ruthenium(II)-tris-4, 7-diphenyl-1,10-phenantroline perchlorate] in the presence of oxygen can be directly measured in optode devices (Klimant et al. 1997 , Wang et al. 1999 ). This quantitative interaction was initially described by Kautsky (1939) as the 'dynamic fluorescence quenching' of oxygen molecules, where the collision between oxygen atoms and an excited fluorophore can result in the non-radiative transfer of energy. In quantitative optodes, the degree of quenching is dependent on collision frequency, which is directly proportional to oxygen concentrations. The primary advantage of optical fluorescence devices to detect oxygen concentrations is that neither the ruthenium fluorophore nor the oxygen molecule are consumed or modified during their interaction, allowing continuous, long-term measurements without removing any oxygen from the system (Krihak & Shahriari 1996) .
We have worked with optodes for several years and have been very impressed with the robust nature of the calibrated response (Marsh et al. 2001a , Glazer et al. 2004 . In pursuing applications of this technology to smaller and smaller chamber volumes, we have modified the surface of microtiter plates to function as micro-respiration chambers in a plate-reading fluorometer. We have used both 96-and 384-well formats successfully and, in this work, present only data for the 384-well plates because of the greater technological challenges in working with the smaller wells (40 µl working volume). We used 384-well, black-wall microtiter plates, with glass bottoms (Molecular Machines and Industries). Glass-bottom plates allow fluorescence readings through the bottom of the plate (λex: 485 nm; λem: 600 nm). They also provide a nonpermeable surface, unlike ordinary microtiter plates that have plastic, gas-permeable membranes on the bottom of the wells. Ruthenium imbedded within thin, fiber-glass films was obtained from OceanOptics. Small, 2-mm diameter discs were cut from the stock sheets using a mouse ear punch (Harvard Apparatus, 2 mm hole diameter) and were adhered in the center of each well using silicon rubber sealant (Dow Corning/ DAP). Silicon is highly permeable to oxygen; therefore, it does not interfere with diffusion from seawater into the disc (Stokes & Somero 1999) . In order to minimize equilibration periods of the Ru 2+ discs, the plates were stored in sterile Milli-Q water to keep them hydrated and then rinsed and equilibrated with filtered seawater (FSW) prior to use. A microtiter plate fluorometer (Flx-800, Bio-Tek Instruments) with 485/20 excitation and 590/35 emission filter sets was used to read the plates using the manufacturer's software (KC4 Ver. 2.7.8).
The Stern-Volmer equation (Eq. 1) was used to standardize the quantitative relationship between ruthenium fluorescence and ambient oxygen concentrations:
where the oxygen concentration is given as a micromolar value, I 0 is the fluorescence intensity of anoxic (0% oxygen saturation) seawater, I is the fluorescence intensity of a sample, and k is the Stern-Volmer constant, which is the response ratio of fluorescence between 0 and 100% oxygen-saturated seawater. Our working range of oxygen concentrations was 200 to 243 µM, well within the linear calibration range of the Stern-Volmer equation (Krihak & Shahriari 1996) . A 2-point calibration of 0% and 100% saturation standards was used for each well (i.e. 2 mm disc). The Stern-Volmer constant (k) was calculated using the fluorescence of anoxic seawater by loading the sample wells in a glove bag under a nitrogen or argon atmo-sphere. The 100% oxygen-saturation standard used a theoretical concentration calculated from a standard equation (Weiss 1970) . Each well had its own unique Stern-Volmer constant due to some inherent microscale-variability in the discs. The Stern-Volmer constants we determined were directly comparable to values reported by the manufacturer. Glove-bag runs were repeated every 2 wk to accurately calibrate the plate. At intervals > 2 wk, we could detect a noticeable drift in the I 0 calibration values. We have exhaustively examined the diffusion capacity of oxygen through the dense plastic side walls of the plates and mineral oil overlay used to seal the wells. We know that neither is gas-impermeable, but we have extensively evaluated the potential for oxygen diffusion through these mediums and have developed an appropriate methodology for making respiration measurements within a time frame that is far shorter than the diffusion kinetics. To test the gas permeability of the plates, each well in the 384-well microtiter plate was filled with 50 µl of anoxic FSW (nitrogen purged) inside the oxygen-free environment of a glove bag and covered with approximately 50 µl of mineral oil to limit diffusion into the top of the well. The plate was then removed from the glove bag and placed in the fluorometer. Continuous monitoring of the wells over a 4 h period revealed stable concentrations at 0 µM O 2 for all wells except for those on the outer edges, where an average increase of 2 µM O 2 h -1 over 4 h was detected (or ~100 pmol O 2 h -1 in 50 µl). However, this is a maximum diffusion rate when the concentration gradient between the wells (0% saturation) and air is greatest. For experimental measurements, when the oxygen tensions start at the air-saturation value of seawater, the diffusion kinetics become negligible because the concentration of oxygen in the wells is near equilibrium with the room atmosphere. For comparisons we have also tried degassing the mineral oil prior to use, but it does not detectably impact the blank response of an individual well.
Respiration runs were done over a 4 to 6 h period, recording the fluorescence in each well at a sampling interval of 200 to 250 s (depending on how quickly the fluorometer could cycle between all the wells loaded on a plate). The total run period was chosen as a time long enough to follow a significant change in oxygen concentration without the organisms experiencing any oxygen stress in the wells (< 20% change in O 2 concentration). Over the linear section of the run, the Stern-Volmer equation was used to convert fluorescence values over time to oxygen concentrations. A linear regression on oxygen concentration over time was used to calculate the rate of oxygen consumption in each well. All measurements were made at 21 to 23°C (room temperature). A variation of ± 2°C does not impact the calibration response of the ruthenium matrix (manufacturer's specification: OceanOptics).
Artemia sp. experiments. Artemia sp. cysts (San Francisco Brand) were used in the following experiments. All cysts were hatched at room temperature (21 to 23°C) in FSW supplemented by Instant Ocean brand artificial seawater, when necessary, to reach the desired salinity. Nauplii were sieved from the water, rinsed in 0.22 µm FSW, and placed in a clean beaker with FSW. For respiration measurements, the nauplii were transferred in a volume of 40 µl into a well on the microtiter plate using a calibrated microliter pipette. For the density-dependent measurements, several individuals were pipetted into a well at a single time. Three different-aged Artemia nauplii were used: 46, 50, and 68 h old. The 46 and 50 h old nauplii were measured as individuals and as multiples in density profiles; the 68 h old nauplii were measured as individuals. For density profiles, nauplii were counted in the wells after the respiration run with the aid of a dissecting microscope. Control (blank) wells were filled with the same seawater that was used for the animals. Approximately 50 µl of mineral oil overlay was added to the top of each well to eliminate oxygen exchange with the atmosphere.
Fluorescence values were recorded for each well over a 6 h time period at 230 s intervals, which was the time interval to complete 1 reading across all wells. The fluorescence values were converted to respiration rates as described above. Individual respiration rates were determined after blank corrections by subtracting the average blank rate from the individual well respiration rate. The number of blank wells used per experiment was approximately 10% of the total number of wells used with animals. If, after blank correction, a sample well had a negative respiration rate (i.e. an increase in oxygen concentration), it was discarded from further processing (generally <10% of the observations). We are still trying to further optimize the blank-rate quantification, especially for low respiration rates, but feel that an acceptance rate of 90% is certainly comparable to the acceptance rate of observations made with other micro-respiration measurements.
Respiration rates of individual Artemia sp. nauplii were measured at 5 different salinities using the microtiter plate respirometers. Artemia sp. cysts were hatched in salinities of 10, 20, 30, 40, and 50 ‰. A total of 60 individuals per salinity were measured, plus 30 blank wells to maximize use of the microtiter plate space. The respiration run was done on the second day after rehydration (48 h old nauplii). Individual Artemia sp. were pipetted into the wells with 40 µl of FSW at the appropriate salinity. Respiration run parameters were the same as above, but with a 4 h run time and 250 s intervals. Individual respiration rates were determined after blank corrections by subtracting the average blank rate from the individual well respiration rates.
Statistics. Linear regressions on time-series respiration plots were calculated in Excel (Microsoft Office 2000) after importing the raw fluorescence data from the KC4 analysis software using a Perl script (ActivePerl 5.8, contributed by P. Ulrich). One-way ANOVAs were used for comparing group means, with a Bartlett's test for homogeneity of sample variance, using SPSS (Version 11.0) for comparing groups, with a significance level of α = 0.05. Data were log-and square-roottransformed because of their skewed distributions, and produced the same results as non-transformed data. The non-transformed data are presented here.
Shannon-Weaver indexes (Eq. 2) were used as quantitative measures of information complexity for individual Artemia respiration rates in the 5 different salinity treatments. They describe the distribution of respiration rates within a treatment group relative to the information complexity of the resulting metabolic rate profile, and, in general, have been found to be of great utility in describing biological distributions (Prus et al. 1999 , Shpak & Churchill 2000 , Masifwa et al. 2001 , Tam et al. 2001 ). Thus, they serve as a proxy measure for the diversity of the metabolic rate phenotypes expressed in the salinity treatments. Shannon-Weaver indexes were calculated for each salinity treatment using:
where H ' is the Shannon-Weaver index and p i is the frequency of the ith respiration class in the sample distribution. A frequency distribution for each sample was produced using 15 bins of unequal span to maximize the discrimination in regions where the frequency distribution changes more rapidly. The same bin classes were applied to each of the 5 salinity sample distributions, essentially to normalize the different numbers of measurements in each treatment population.
RESULTS
The fluorometer is capable of displaying continuous, real-time plots of data acquisition in each well. We have presented 5 representative, raw data plots from wells with differing numbers of Artemia nauplii in Fig. 1 . Because the fluorescence of the ruthenium complex is quenched in the presence of oxygen, an increase in fluorescence indicates a decrease in oxygen concentration. We designate this technique as 'high throughput' because a 4 to 6 h run with this plate can produce 384 real-time oxygen profiles (raw data as in Fig. 1 ). The primary experimental data presented in this manuscript was generated from 3 plate runs. The volume of data that is output from a run necessitates some computational preprocessing for analysis. Basically, a time interval during which the change in oxygen concentration is linear over time is selected for a regression analysis of ΔO 2 over time. In Fig. 2 , a 2 h interval is shown for 25 selected wells with different numbers of nauplii, with the fluorescence values transformed into oxygen concentrations. These linear regression intervals comprise the processed data sets used to calculate respiration rates. These rates were calculated at the earliest point in time at which the ΔO 2 was constant, and the total oxygen concentration was greater than the 80% saturation value.
Oxygen consumption rates for 405 individual Artemia nauplii are presented in Fig. 3 , subdivided into 3 age classes: 46, 50, and 68 h post-hydration. The mean respiration rates (± SD) for the 3 groups (112 ± 57, 106 ± 75, and 113 ± 90 pmol O 2 h -1 , respectively) were not significantly different. The open circles plot observations that lie outside the 10th and 90th percentiles in the distribution and reveal a 30-fold difference in individual respiration rates within a sample. A secondary approach to estimating individual respiration rates is to 284 Fig. 1 . Artemia sp. Change in fluorescence of 5 selected wells in a 384-well microtiter plate optode with a 40 µl assay volume. The presence of oxygen quenches the fluorescence of the Ru 2+ fluorophore that coats the bottom of each well, resulting in an increasing fluorescence signal as oxygen is consumed. Each of the wells has a different number of Artemia nauplii indicated by the number at the top left of each panel make measurements of total oxygen consumption with varying numbers of individuals and then to plot the data as a density curve and regress total O 2 consumption against total number of individuals ). This calculation is performed independently of blank correction, because the regression model partitions the variance in oxygen concentration that is not correlated with number of individuals into a y-intercept term. Using this approach with between 1 and 10 nauplii in a well (Fig. 4) , the average individual respiration rate was 121 pmol O 2 h -1 (r 2 = 0.7591, n = 679). This number is in close agreement with an overall mean value of the individual measurements above (110 pmol O 2 h -1 ). There is a slight apparent density effect at 10 individuals per well in this plot, which emphasizes why running singleindividual measurements is so important when using small volumes.
To look at the impact of an environmental variable on the distribution of metabolic rates within a treatment group, we hatched Artemia cysts in 5 different salinities: 10, 20, 30, 40, and 50 ‰. Time to hatching was not noticeably affected by salinity, with nauplii in all treatments appearing by the second day (48 h). Oxygen consumption rates were measured in 320 individuals in 1 plate run (with 40 blanks). Of the total wells set up, 267 yielded linear results in the 2 h time interval selected for analysis (between the 2nd and 4th hour of incubation). After correcting for the blank rates, there were 237 positive respiration rate values (a rejection rate of 12%). Of these, 3 were dropped as high-outliers because they were 2-fold greater than the 95th percentile of their respective treatment groups, and wells with dead individuals tend to have high apparent respiration rates most likely because of biochemical oxidation reactions once they expire in a small volume. In Fig. 5 , the remaining 234 observations are grouped by salinity treatment, but there were no significant differences in any pairwise comparisons of Even though the mean metabolic responses in these salinities are not different, there are noticeable changes in the distributions of metabolic rates within a treatment. Because of these large differences, measurements from different plate runs were cross-correlated to see if there was any trend for a well that yielded a high respiration rate in one experiment to also have a high respiration rate in another run. There was no statistical correlation (r 2 = 0.0217, p > 0.940) or any trend for a methodological bias in the data based on differences in well responsiveness. The variance observed in individual respiration rates is primarily attributable to biological processes and not methodological artifacts.
In Fig. 6 , the respiration rate distributions are plotted to show how, despite having equivalent mean values, these treatment samples are visually different. As a further step towards comparing how these distributions differ, a Shannon-Weaver entropy statistic (information complexity) was used to compare them. Converting the ranked observations (from Fig. 6 ) into a frequency distribution, we were able to derive a quantitative estimate of the range of potential metabolic rates that exists within a treatment group (Fig. 7) . If each individual can be considered to represent a potential metabolic phenotype within a population of Fig. 7 . Artemia sp. A Shannon-Weaver information entropy index describes the relative complexity of the distribution of respiration rates (see Fig. 6 ) in nauplii raised in different salinities. A frequency distribution of the different respiration rates within a group was obtained using 15 bins or classes for scoring frequency and calculating the probability that an individual nauplii removed from the population would have a respiration rate falling within the i th bin (p i in Eq. 2) potential phenotypes, then the interpretation of the Shannon-Weaver index is that higher values mean greater phenotypic diversity in a sample group, i.e. a greater information content is expressed in the Artemia nauplii at 10, 20, and 30 ‰ S in comparison to 40 and 50 ‰ S.
DISCUSSION

Respiration methodologies
Recently, 2 studies of metabolic rate processes in marine invertebrate embryos and larvae have provided a quantification of inter-individual variances that has not been possible since Scholander's seminal work in the early 1950s using Cartesian divers (Scholander et al. 1952) . These recent studies used the userfriendlier methodologies of either optode fiber-optics (Marsh et al. 2001a) or couloximetry (Peck & ProtheroThomas 2002) to detect changes in oxygen concentrations in the 2 µM range. These modern methodologies are not necessarily more sensitive than other techniques, but they are more amenable for working with small volumes and larger sample numbers. The couloximetry method developed by Peck & ProtheroThomas (2002) has provided some of the lowest, single-individual metabolic rate measurements for any marine embryos (as low as 1 pmol O 2 h -1 in a blastula stage of a polar sea star embryo). These microrespirometers are accurate and can achieve this level of sensitivity by incubating the embryos in sealed capillary tubes for 60 to 70 h. Although sensitive, both of these techniques are ultimately limited by the number of sealed, respiratory chambers that one can physically handle in a single experiment.
The microtiter plate presented here uses optical fluorescence for direct, continuous, real-time detection of oxygen concentrations in several hundred chambers simultaneously. Although the technique has a sensitivity of ~20 pmol O 2 h -1 in the data set presented here, the methodology still warrants further exploration and optimization by other researchers. Two areas currently under consideration to increase the sensitivity are: (1) working out the plate handling routine to include a blank-rate measurement for all individual wells prior to adding embryos or larvae and (2) programming a software package (C ++ ) to provide greater flexibility and discrimination when running the respiration calculations on such large data sets. Because each of the wells requires a separate calibration calculation, it is likely that in order to make respiration measurements below ~20 pmol O 2 h -1 independent blank-rate standardizations for each well will be required. Evaluating the quality of data collected at this scale becomes a time-consuming task when solely relying on a single experimenter to physically analyze the data. Developing a software tool to provide automatic, but intelligent decisions about data parsing and analysis will ensure that the most confident (statistically significant) rate measurements are made for each well. Obviously, the great utility of this technique lies in the number of parallel samples that can be processed, and even a rejection rate of 10% on a 384-well plate still yields sample sizes for individual-level rate measurements that are an order of magnitude greater than any previously published studies.
Artemia sp. respiration
Artemia spp. are found on every continent except Antarctica, inhabiting salt lakes, coastal lagoons, and solar saltworks, regions where the salinity is on average much higher than in the open ocean (Van Stappen 2002) . Individual variation of cyst responses to environmental cues has been documented for Artemia spp. by Drinkwater & Clegg (1991) , who recognized the importance of measuring individual metabolic rates of cysts because there may be a continuum of metabolic rates within a cohort. Comparisons of respiration rates between different Artemia spp. studies can be problematic because of differences in the strains of Artemia used. Studies have shown that different strains or even different collection times can produce populations of cysts with known differences in cyst size, chorion thickness, and biomass (Vanhaeckle & Sorgeloos 1980) . Strains also can vary with respect to physiological rate functions and biochemical composition (Dhont & Sorgeloos 2002) . Shilling & Manahan (1990) show an increase from 352 to 638 pmol O 2 h -1 between 2 to 3 d old Artemia sp. nauplii. Varo et al. (1993) report a metabolic rate of 65.4 pmol O 2 h -1 for 24 to 28 h old Artemia sp. nauplii. In general, there is a wide range of metabolic rates reported for Artemia nauplii, and our measurement of ~110 pmol O 2 h -1 at 48 h fall in the middle of that range.
There are contrasting results for the effect of salinity on respiration rates of Artemia sp. nauplii in the classical literature (Eliassen 1952 , Kratowich 1964 , Angelovic & Engel 1968 . Recent work has documented a maximum rate at intermediate salinities with a significant impact of acclimation during development (De Wachter & Van den Abbeele 1991). In our study, mean and median respiration rates were maximal at 30 ‰ S, although not statistically different among salinity treatments. However, with the large individual sample sizes obtained, it is clear that there is a substantial difference in the relative distributions of individual metabolic rates among the treatments (Fig. 6) .
Inter-individual variation in metabolic phenotypes
Although no one would ever argue that individuals in a population could ever be considered as identical units, applying this perspective to early life stages of marine invertebrates has been limited because of the inherent difficulties in working with very small embryos and larvae on an individual basis. McEdward & Coulter (1987) measured individual egg size and energy content in sea star embryos and compared these between and among different females. Egg size has traditionally been used in echinoderms as a measure of energy content, but McEdward and Coulter were the first to look at the inter-individual variability and maternal effects of energy content within a cohort. Within 1 spawn there was considerable variation in energy content, and this could not be correlated with egg size (McEdward & Coulter 1987) . The survival or fitness of a cohort is influenced by all the different physiological phenotypes in that cohort. Metabolic rates can be used as a predictor of how long a larva can survive in the water column. For example, a larva with a low metabolic rate can survive longer periods of time without food, because it is not using up the food resources or energy reserves as quickly as a larva with a higher metabolic rate (Bang et al. 2004 ). Even at the onset of development, differences in metabolic rates can be seen within a cohort of sea urchin zygotes (Scholander et al. 1952) .
Work with embryos and larvae of the Pacific oyster Crassostrea gigas has suggested that these animals carry a high genetic load of recessive lethal mutations (Launey & Hedgecock 2001) . The degree of genetic load in an F1 cohort appears to correlate with the variance that can be observed in individual growth performance of early stage larvae. The process of development is a sequential process of gene expression, and, as development proceeds from stage to stage, more and more genes that have previously been silent may be expressed. In organisms with a high genetic load, this can lead to large inter-individual variance in individual phenotypes (morphological and biochemical) and result in the subsequent loss (mortality) of unfit genotypes. In the Pacific oyster, it is possible to detect a significant loss of embryonic genotypes within 6 h of fertilization (Launey & Hedgecock 2001) .
The most critical aspect of studying inter-individual variation in embryos and larvae is that these life stages present experimentalists with the full range of phenotypes that exist in a cohort. As soon as development begins, the functional performance of those genotypes begins to remove genetic variation from the cohort. Even at the level of gene-expression profiles, large differences among larvae can be observed (Marsh & Fielman 2005) ; this substantiates the conclusion that all larvae in a cohort are not created equal. In unpredictable environments, it is likely to be adaptive to produce such high levels of variance within a cohort so that at least some individual larvae will encounter conditions that are optimal for their genotype performance.
The 30-fold difference in metabolic rates found in this study may suggest that many of those highmetabolism phenotypes are not likely to survive to the end of the larval development period. Previous work with another crustacean nauplii (Marsh et al. 2001a) has described a 3-fold variation in oxygen consumption rates, but this measurement was obtained with a sample size of just 10 individuals per respiration run. The impact of increasing the sample size in this study to >1000 individuals increases the probability of sampling outliers in the distribution of metabolic phenotypes, providing a broader assessment of phenotypic variability.
In the present study, we see individual rates varying by as much as 30-fold within the salinity treatments. We have used a Shannon-Weaver entropy index to describe the distribution of metabolic states within each treatment population (Fig. 7) . The number of physiological phenotypes showed the largest shift between 30 and 40 ‰ S, with both the 40 and 50 ‰ S treatments evidencing a ~15% reduction in information complexity. Understanding the nature and mechanisms by which variations in metabolic rate intensities can be so large within a cohort and can be responsive to environmental parameters represents a real challenge in larval biology. Pursuing these questions of variance requires experimentation with high throughput to adequately sample sufficient numbers of individuals to construct a population-level context. Such methodologies of high through-put can place larval biology at the frontier of environmental genomics aimed at cross-mapping the determinants of interindividual variation in rates of gene expression, biochemical function, and physiological activity.
