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Abstract
Objective: There is a need for a brief affect scale that also encompasses different components of
affect relevant for researchers interested in physiological and health outcomes. The
Subcomponents of Affect Scale (SAS) meets this need. This 18-item scale has nine positive and
nine negative affect items encompassing six subscales (calm, well-being, vigor, depression,
anxiety, anger). Previous research using the SAS has demonstrated its predictive validity, but no
work has tested its subscale structure or longitudinal validity. Design: Data from the Common
Cold Project in which individuals (N = 610) completed the SAS over the course of seven days
was used. Results: Confirmatory factor analysis demonstrated the reliability of the subscale
structure of the SAS across seven days (positive affect subscale structure: CFIs ≥ 0.98; negative
affect subscale structure: CFIs ≥ 0.94 with day 6 CFI = 0.91) and tests of factorial invariance
showed the scale is valid to use over time. Conclusions: These results confirm the psychometric
validity of the subscale structure of the SAS and imply that the subscales can be used
longitudinally, allowing for its use in health research as well as non-health research that can
benefit from its subscale structure and longitudinal capabilities.
Keywords: affect scale, emotion scale, Subcomponents of Affect Scale, health,
measurement
Word count: 7,657
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The Subcomponents of Affect Scale (SAS): Validating a Widely Used Affect Scale
Findings from health science overwhelmingly support that affect is related to our physical
and mental health (e.g., DeSteno et al., 2013; Pressman & Cohen, 2005; Watson, 1988).
Although affect can be measured through a number of techniques, the most popular method is
self-report. This involves asking participants how frequently or intensely they feel specific
emotions (e.g., happiness, anger), then aggregating items to create positive and negative affect
subscales.
Although there are a number of valid and reliable affect scales (e.g., the Profile of Mood
States [POMS]; McNair et al., 1971, the Positive and Negative Affect Schedule [PANAS];
Watson et al., 1988), most have limitations when it comes to use in health research. First, health
researchers often need to rely on scales that are brief due to the time intensive nature of their
study procedures. Participants often have to complete invasive medical/physical examinations
(e.g., Kubzansky et al., 2006; Shirom et al., 2010), long questionnaires and symptom checklists
assessing other health-relevant variables (e.g., Glejsted Ingstrup et al., 2012; Middelboe et al.,
1992), and multiple surveys over time (e.g., Czyz et al., 2019; Mustanski, 2007). For
epidemiologic investigations that often contain samples with thousands of participants, the cost
of adding just one item to a survey can be substantial (e.g., Montana Department of Public
Health and Human Services, 2018). Further, participants often belong to sensitive populations
with limited availability. A second limitation is that many instruments are not designed to
capture affective subcomponents that are relevant to health outcomes of interest. There is
increasing evidence of distinct emotions and affective arousal levels differentially influencing
health outcomes (e.g., Kubzansky et al., 2006; Pressman & Cross, 2018; Suls & Bunde, 2005).
Hence, a scale representing the key emotions used in health research provides a valuable tool.
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A measure that meets the needs of health researchers and has been utilized frequently is
the Subcomponents of Affect Scale 1 (SAS; Cohen et al., 2003). The SAS was originally
constructed by Cohen and colleagues (2003) based on a factor analysis of 65 emotion adjectives
(Usala & Hertzog, 1989), 38 of which were from the POMS (McNair et al., 1971) and 27 of
which were from the Pregnancy Mood Checklist (Lebo & Nesselroade, 1978). Cohen et al.
(2003) selected 15 items (and added three more), representing a range of affective categories
central to theories and empirical work on health. The highest order categories were positive and
negative affect. These were further divided into three subscales within each valence: calm, wellbeing, and vigor under positive affect and depression, anxiety, and anger under negative affect.
Both valences included two higher arousal (high body activation; vigor and well-being; anxiety
and anger) subscales and one lower arousal (low body activation; calm; depression) subscale.
The SAS has been used in a variety of health studies (e.g., Jenkins et al., 2018) that
support its predictive validity in connection with a number of health outcomes. Investigations
using the overall negative affect scale find that higher negative affect is associated with greater
flu/cold symptoms (Cohen et al., 2003; Cohen et al., 2006), higher disease severity in individuals
with Type 2 diabetes (Sultan & Fisher, 2010), and lower sleep quality (Lillis et al., 2018).
Similarly, studies using the overall positive affect scale find associations in the expected
directions, with greater positive affect being associated with better sleep quality (Lillis et al.,
2018) and more physical activity (Poole et al., 2011). Further, studies utilizing the subscales find
more nuanced effects. For example, while work has shown that higher scores on positive affect
are associated with greater physical activity (Poole et al., 2011), it seems to be the positive affect
subscale of calm that most drives this association (Aggio et al., 2017). Similarly, previous work
The scale is not named in past publications and is referred to as the State Adjective Questionnaire (18-item version)
on the Common Cold Project website. In order to be more descriptive as to the nature of the scale, we have renamed
it the Subcomponents of Affect Scale.
1
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found no association between scores on negative affect and physical activity (Poole et al., 2011),
but when researchers divided negative affect into subscales, lower depression was associated
with greater physical activity (Aggio et al., 2017). Interestingly, subscales of the SAS within a
single valence often demonstrate differential effects. For example, individuals with higher vigor
and/or well-being were less likely to develop an objectively measured cold, but individuals lower
in calm reported more symptoms (Cohen et al., 2003; Cohen et al., 2006). Taken together, this
body of work demonstrates the predictive validity of the SAS and suggests that the SAS and its
subscales uncover nuanced affect and health associations. However, no investigation has tested
the subscale structure of the SAS to confirm that the subscales represent unique constructs.
Additionally, while the SAS has been used in longitudinal investigations (e.g., Cohen et al.,
2003), no study has confirmed that the subscales have the same structure over time, an important
requirement for testing how affect impacts health longitudinally.
Therefore, the first goal of this study is to test the subscale structure of the SAS using
confirmatory factor analysis. A confirmatory factor analysis of the subscale structure would
provide evidence toward the construct validity of the SAS. Confirmatory factor analysis is an
ideal approach as this structural equation modeling framework allows for a priori predictions
about the measurement model based on theory to be tested. Therefore, we can specify the
subscale structure of the SAS to test how closely the specified model accounts for the data. This
approach is preferred over other common techniques such as exploratory factor analysis in which
no a priori hypotheses can be evaluated. A second goal of this paper is to determine the stability
of the subscale structure of the SAS over time. One of the strengths of the SAS is that its brevity
provides the opportunity for researchers to use the measure in longitudinal investigations. Does
the structure hold across days? Is the strength of the association of each item with its factor
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similar (or equal) across days? These questions can be answered by using confirmatory factor
analysis to test the factorial invariance of the SAS. Confirming the subscale structure and testing
the factorial invariance of the SAS will supply needed evidence of its validity in affective-health
science research, and provide researchers in several fields with a highly useful scale.
Methods
Data

from

the

Common

Cold

Project

(data

are

openly

available

at

www.commoncoldproject.com; grant number NCCIH AT006694; Laboratory for the Study of
Stress, Immunity, and Disease, 2016) were accessed to examine the subscale structure of the
SAS and test its validity longitudinally. Specifically, data from 276 individuals who participated
in the Pittsburgh Cold Study 1 (conducted from 1993 to 1996) and 334 individuals who
participated in the Pittsburgh Cold Study 2 (conducted from 1997 to 2001) in which affect data
from the SAS were collected for seven consecutive days from a total of 610 individuals were
used. The 610 participants in this data set had a mean age of 28.98 years (SD = 9.82; range 18 to
55) and 53% were female (see Table 1 for more demographic information).
Procedure
Participants for both studies were recruited through newspaper advertisements in the
Pittsburgh, Pennsylvania area. Due to the intensive nature of data collection, participants were
compensated with $800. The Pittsburgh Cold Studies 1 and 2 had parallel designs. They were
both viral challenge investigations in which participants were quarantined for seven days (six
nights) and were exposed to a cold virus (rhinovirus 39 (N = 147) or rhinovirus 21 (N = 129) in
Pittsburgh Cold Study 1; rhinovirus 39 (N = 228) or rhinovirus 23 (N = 106) in Pittsburgh Cold
Study 2) in the evening before the second night of quarantine (i.e., Day 2). In both studies,
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participants completed the SAS the evening before the first night of quarantine 2 (referred to from
now on as Day 1) and then in the evening on the next 6 days of quarantine (referred to as Days 2
through 7). Thus, this study design allows for a strict test of the SAS in a health-relevant context,
providing an excellent opportunity to test the SAS over time. Data from both studies were
collected by the Laboratory for the Study of Stress, Immunity, and Disease at Carnegie Mellon
University under the directorship of Sheldon Cohen, PhD. The Common Cold Project
(www.commoncoldproject.com) was designed to meticulously combine data from these two
studies to allow for analysis of common variables aggregated across the studies (as done
previously; e.g., Janicki-Deverts et al., 2016; Prather et al., 2017; Sneed et al., 2012). Data are
publicly available on the Common Cold Project website. All participants completed informed
consent.
Measures
SAS
The Subcomponents of Affect Scale (SAS) is not named in past publications and is
referred to as the State Adjective Questionnaire (18-item version) on the Common Cold Project
website. In order to be more descriptive as to the nature of the scale, we have renamed it the
Subcomponents of Affect Scale. The SAS is composed of 18 items, nine positive and nine
negative affect adjectives. The nine positive affect adjectives are divided across three subscales:
calm (items: calm, at ease, relaxed), well-being (items: happy, cheerful, pleased), and vigor
(items: full of pep, lively, energetic). The nine negative affect adjectives are similarly divided
across three subscales: depression (items: sad, unhappy, depressed), anxiety (items: on edge,
tense, nervous), and anger (items: hostile, angry, resentful). Participants are asked to rate on a
scale from 0 (not at all accurate) to 4 (extremely accurate) the extent to which each adjective
2

48 individuals from the Pittsburgh Cold Study 1 were not given the SAS on Day 1.
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accurately describes how they felt within a certain time range (e.g., past 24 hours, past hour,
current moment). Data used in the present manuscript were collected at 5:30pm each night
during quarantine using paper and pencil; participants were instructed to reflect on emotions over
the past day with response options ranging from “haven’t felt that way at all since getting up/not
at all accurate” (0) to “felt that way a lot since getting up/extremely accurate” (4).
For the current data, the estimated within-day reliability coefficients 3 for the set of nine
positive affect adjectives ranged from 0.92 to 0.93 for each of the seven days (ωMean = 0.93). The
within-day reliability coefficients for the set of nine negative affect adjectives ranged from 0.82
to 0.87 for each of the seven days (ωMean = 0.84). The within-day reliability coefficients across
the seven days for the subscales had the following: vigor (ωMean = 0.93, ωRange = 0.91, 0.94),
well-being (ωMean = 0.90, ωRange = 0.87, 0.92), calm (ωMean = 0.85, ωRange = 0.82, 0.87),
depression (ωMean = 0.82, ωRange = 0.70, 0.90), anger (ωMean = 0.82, ωRange = 0.77, 0.87), and
anxiety (ωMean = 0.63, ωRange = 0.51, 0.74).
Statistical Analyses
Subscale Structure
Confirmatory factor analysis was used to examine the subscale structure of the SAS on
each of the seven days of data collection using Stata 15 (StataCorp, 2017). First, a positive affect
model (Positive Affect Model 1) was built which included one latent variable of positive affect
and each of the nine positive affect items as endogenous observed variables. Second, a model
with three latent variables (calm, well-being, and vigor) and their corresponding subscale items
serving as endogenous observed variables was tested (Model 2). This model was iteratively
Because the results of our confirmatory factor analyses detected unequal factor loadings between items and some
item error covariance (see results section), we chose to use the reliability estimator McDonald’s Omega (ω)
(McDonald, 1999) instead of Cronbach’s alpha. McDonald’s Omega is a robust estimator of reliability under these
conditions (see supplemental online material for detailed description of Omega). In contrast, Cronbach’s alpha may
either systematically inflate or deflate reliability estimates (Zinbarg et al., 2005).

3
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improved using modification indices to help guide theoretically justified alterations (Acock,
2013; see supplemental online material for detailed description of modification indices),
resulting in Positive Affect Models 2a, 2b, 2c, and sometimes 2d. Following theory, we selected
changes that specified correlations of measurement residuals within subscales (e.g., correlating
the measurement residuals of calm and relaxed) over loading subscale items onto other latent
variables (e.g., loading the item at ease onto the latent variable vigor), even when the latter might
have had a higher modification index. The models with subscales also allowed us to examine
how correlated latent variables were (e.g., correlation between calm and well-being).
Next, this same process was conducted for the negative affect items (i.e., one overall
negative affect latent variable [Negative Affect Model 1] was followed by a model including the
three subscale latent variables [Negative Affect Model 2] with iterative improvements [Negative
Affect Models 2a, 2b, …]). Lastly, the final positive affect model and negative affect model for
each day were merged into one confirmatory factor analysis model (Positive and Negative Affect
Model 3) and iterative adjustments were made using the same modification index strategy
described above (sometimes resulting in a Positive and Negative Affect Model 3a). Of note, all
models testing the subscale structure are in standardized form for ease of interpretation.
Additionally, while improving upon the model fit of both the Positive Affect Model 1 (i.e.,
positive affect model with only one latent variable) and Negative Affect Model 1 (i.e., negative
affect model with only one latent variable) was not our main goal, we did examine modification
indices to determine if improvements in the models could be made given that researchers
sometimes use the overall positive and/or negative affect scores.
Model fit was evaluated using chi-square, with non-significant values reflecting good fit
(see supplemental material for detailed description of chi-square). Since chi-square is overly
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powered with large samples, we also used goodness of fit tests as recommended by Kline (2015)
with the following cutoffs for guidance in model selection: CFI > 0.90 (Bentler, 1990), RMSEA
< .08 (Browne & Cudeck, 1993), lower bound of 90% confidence interval of RMSEA below
0.05 and upper bound below 0.10, SRMR < .08, and coefficient of determination (CD)
approaching 1. Finally, AIC (Akaike, 1974) and BIC (Schwarz, 1978) were also used to compare
nested models, with smaller values reflecting better fit.
Throughout our results, we report 95% confidence intervals when appropriate. Missing
data were low and varied across days: Day 1 had 10% missing data, Days 2 through 5 each had
1% missing data, and Days 6 and 7 each had 2% missing data. Confirmatory factor analysis was
conducted using the sem command in Stata which follows listwise deletion. Sample sizes are
reported throughout our analyses. Sample size requirements in confirmatory factor analysis
increase when the number of factors tested is higher, there are fewer endogenous observed
variables, the strength of factor loadings is lower, and correlations between factors are weaker.
For models in which we had 6 latent variables with 3 overserved variables each (for a total of 18
variables) and factor loadings of 0.5, we conservatively estimated our required sample size at
460 based on simulation analysis in previous work (Wolf et al., 2013). Sample sizes in the
analyzed data set varied among days, with the smallest sample size at 507. This provided us with
sufficient power across all days. As our models were not predicting outcomes, effect sizes were
not produced.
Factorial Invariance
When testing whether the general subscale structure of the SAS holds across time (i.e.,
testing for factorial invariance), we elected to test a model that reflected the most common model
form across days but still had strong goodness of fit test values. Using this model, we first tested
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for configural invariance by specifying a model in which the same group of items loaded on each
of the latent variables (same configuration/form) across the days (see supplemental online
material for detailed description of factorial invariance). Numerical values of the loadings can be
different across days, but if all were significant, we achieved configural invariance. Next, to test
for metric invariance, we constrained the factor loadings for each item across days to be equal to
one another, which would allow us to conclude that the meaning of the emotion adjectives was
invariant over time. Finally, to test scalar invariance, we additionally restricted the intercepts of
each of the items on their latent variable to be equal across days. At each step, the model was
compared to the previous model using the likelihood ratio chi-squared test. It is important to note
that metric invariance is often the model most researchers are satisfied with (Acock, 2013).
Scalar invariance is rarely achieved in real data; however, we test it here for completeness.
Results
Subscale Structure
Positive Affect
The positive affect items were first entered into a confirmatory factor analysis model with
only the latent variable positive affect for each of the seven days. The initial fit of this model did
not reach normative cutoffs for each of the days (Day 1: ꭓ2(27) = 582.58, p < .001, CFI = 0.84;
see Table 2 Positive Affect Model 1; for all other days see Appendix A Tables 1 through 6).
Upon examining the modification indices, covariances among the error terms of scale items
could be included in the model to obtain CFIs above 0.95 for each of the seven days.
We next ran a model including the subscales. For the first day of data, the model had
poor fit, ꭓ2(27) = 884.94, p < .001, CFI = 0.76 (see Table 2 Positive Affect Model 2; all other
days similarly had poor fit [see Appendix A Tables 1 through 6]). However, after examining the
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modification indices and iteratively including covariances among the latent subscales, all CFIs
were at or above 0.98, indicating strong fit and other goodness of fit tests similarly met their
recommended cutoffs (see Table 2 and Appendix A [Tables 1 through 6] Positive Affect Models
2a, 2b, and 2c). The iterative changes, as indicated by the largest modification index, were
identical across days and had the following order: covariance between latent subscales wellbeing and vigor (Positive Affect Model 2a), covariance between subscales well-being and calm
(Positive Affect Model 2b), covariance between subscales vigor and calm (Positive Affect Model
2c). Finally, modification indices of Positive Affect Model 2c suggested including covariances
among error terms of the scale items calm and relaxed (days 1, 3, 4, 5, 6) and cheerful and
pleased (day 7; see Figure 1; see Positive Affect Model 2d in Table 2 and Appendix A Tables 1
through 6). These additions improved the model fit. Also, the correlations among all latent
variables were significant (see Figure 1) with a common pattern across all days such that the
strongest correlation was always between well-being and vigor (e.g., Day 1 covariance = 0.89, p
< .001, 95% CI [0.86, 0.91]), followed by the correlation among well-being and calm (e.g., Day
1 covariance = 0.73, p < .001, 95% CI [0.67, 0.79]), while the covariance between vigor and
calm was the least strongly correlated (e.g., Day 1 covariance = 0.64, p < .001, 95% CI [0.58,
0.71]).
Negative Affect
The negative affect items were first entered into a confirmatory factor analysis model
with only the latent variable negative affect for each of the seven days. The initial fit of this
model did not reach normative cutoffs for each of the days (Day 1: ꭓ2(27) = 463.41, p < .001,
CFI = 0.80; see Table 2 Negative Affect Model 1; for all other days see Appendix A Tables 1
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through 6). Upon examining the modification indices, covariances among the error terms of scale
items could be included in the model to obtain CFIs at or above 0.94.
We next ran a model including the subscales. For the first day of data, the model had
poor fit, ꭓ2(27) = 483.31, p < .001, CFI = 0.79 (see Table 2 Negative Affect Model 2; all other
days similarly had poor fit [see Appendix A Tables 1 through 6]). However, after examining the
modification indices and iteratively including covariances among the latent subscales, all CFIs
were at or above 0.91, indicating strong fit and other goodness of fit tests similarly met their
recommended cutoffs (see Table 2 and Appendix A Tables 1 through 6 Negative Affect Models
2a, 2b, and 2c). While the order of iterative changes of adding the covariances was not the same
across days, the final Negative Affect Model 2c for all seven days always ended with an identical
pattern which included covariances among the three latent subscales.
Finally, modification indices of Negative Affect Model 2c suggested including
covariances among error terms of scale items (see Figure 2; see Table 2 Negative Affect Model
2d; see Appendix A Tables 1 through 6 Negative Affect Model 2d and sometimes 2e and 2f).
These additions improved model fit. Also, the correlations among all latent variables were
significant (e.g., Day 1 covariance between latent subscales depression and anxiety = 0.68, p <
.001, 95% CI[0.62, 0.75]; Day 1 covariance between latent subscales depression and anger =
0.68, p < .001, 95% CI[0.61, 0.74]; Day 1 covariance between latent subscales anxiety and anger
= 0.62, p < .001, 95% CI[0.54, 0.71]).
Positive and Negative Affect Model
Last, we combined the separate positive and negative affect final models described above
to create a full Positive and Negative Affect Model. For the first day of data, the model had a
strong fit, ꭓ2(127) = 340.43, p < .001, CFI = 0.96 (see Figure 3; see Table 2 Positive and
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Negative Affect Model 3). Similarly, the CFIs for all the other days for the Positive and Negative
Affect Model 3 were at or above 0.96 and other goodness of fit tests similarly met their
recommended cutoffs (see Appendix A Tables 1 through 6 Positive and Negative Affect Model
3). Upon examining the modification indices of Model 3, only two days had modification
indices. Modification indices for Day 1 indicated that covariances among the latent subscales
calm and anxiety would improve the model fit, ꭓ2(126) = 300.09, p < .001, CFI = 0.97 (see Table
2 Positive and Negative Affect Model 3a), and modification indices for Day 7 indicated that
covariances of error terms of items sad and depressed could be included in the model, ꭓ2(126) =
396.06, p < .001, CFI = 0.96.
While combining the positive and negative affect models into one overall model in this
section did have warrant for testing the validity of the SAS in its entirety, we should note that
combining them did not drastically improve the model fit. For example, the CFIs for the Positive
and Negative Affect Model 3 were 0.96 or 0.97 for each of the seven days. By comparison, the
CFIs for the Positive Affect Model 2c were 0.98 or 0.99 for each of the seven days. In essence,
the CFIs actually dropped when the positive affect model was combined with the negative affect
model. Still, even the Negative Affect Model 2c CFIs were in the 0.94 to 0.97 range with the
exception of day 6, which had a CFI of 0.91. Therefore, in testing the factorial invariance of the
SAS (see Measurement Model Over Time section below), we test the positive affect model and
the negative affect model separately and report the combined model in the Appendix for
completeness (Appendix A Table 7). Given that the Positive Affect Model 2c and Negative
Affect Model 2c were common across all days and had moderate to strong goodness of fit
indices, we selected these models as the final ones to use when testing the factorial invariance
across days.
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Measurement Model Over Time
Positive Affect
The configural model resulted in fairly good fit and all the loadings were significant and
of the same form, ꭓ2(1,617) = 3,829.09, p < .001, CFI = 0.94 (see Table 3). The metric model
also resulted in a fairly good fit, ꭓ2(1,653) = 3,879.35, p < .001, CFI = 0.94 (see Table 3). The
chi-squared difference test between the configural and metric models was not significant, ꭓ2(36)
= 50.52, p = 0.058, suggesting that the metric model did not fit significantly worse than the
configural model. However, the scalar model fit was significantly worse than the metric model
(see Table 3; scalar vs. metric model: ꭓ2(54) = 313.95, p < .001). Therefore, the model achieved
metric invariance, allowing us to conclude that the factor loadings for the subscale structure of
the positive affect subscale are equal over time. As mentioned previously, metric invariance is
often what most researchers are satisfied with (Acock, 2013). Scalar invariance is often too
restrictive, but we tested it here for completeness.
Negative Affect
While the model specifying configural invariance did not meet the 0.90 cutoff for CFI,
the RMSEA value, RMSEA lower bound, and coefficient of determination did meet
recommended levels (see Table 4). Furthermore, all the item loadings were significant and of the
same form, suggesting that the scale did achieve configural invariance. Again, while the model
specifying metric invariance did not meet the 0.90 cutoff for CFI, the RMSEA value, RMSEA
lower bound, and coefficient of determination did meet recommended levels (see Table 4).
However, the chi-squared difference test suggested the metric model fit significantly worse than
the configural model, ꭓ2(36) = 192.68, p < .001. Thus, we can only conclude that the negative
affect subscale has the same configuration over time. We also tested the scalar invariance of the
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negative affect subscale structure, but this model was a significantly worse fit than the configural
invariance model (see Table 4).
Discussion
The current study aimed to confirm the subscale dimensionality of the SAS (Cohen et al.,
2003) and validate its psychometric properties for use in affect-health research. Confirmatory
factor analysis supported the three-factor structure of positive affect as being comprised of vigor,
well-being, and calm, and the three-factor dimensionality of negative affect, as represented by
the subscales of anger, anxiety, and depression. Tests of measurement invariance across a sevenday time interval supported the validity of the measure for examining changes in affect over
time. Further, the SAS had acceptable within-day reliability for the overall scales and subscales.
The reliability was particularly strong for positive affect.
The three-factor structure of positive and negative affect has important implications.
Although a clear link between general affect and health has been established (Skaff et al., 2009),
researchers have advocated for the importance of considering how discrete emotions are
differentially related to health outcomes (Consedine & Moskowitz, 2007; Suls & Bunde, 2005).
With regard to positive emotion, the issue of conceptualizing affect arousal has received
considerable attention (Pressman & Cross, 2018; Pressman et al., 2019). Specifically, emotional
experience can take the form of high arousal (e.g., vigor), mid-arousal (e.g., well-being), or low
arousal (e.g., calm). Good evidence suggests that arousal level may differentially predict healthrelevant outcomes (e.g., Pressman et al., 2017). In some investigations, vigor (high arousal
positive affect) has been shown to have beneficial health effects such as increased longevity
(Pressman & Cohen, 2012) and lower rates of illness (Cohen et al., 2003; Cohen et al., 2006), but
other studies suggest that high arousal positive emotionality is associated with risk of

SUBCOMPONENTS OF AFFECT SCALE

17

cardiovascular dysfunction (Armon et al., 2014). As such, correlations between positive affect
subscales were evaluated in the current investigation to give light to possible differences in levels
of affective arousal. In line with the theory that vigor may be high arousal and calm may be low
arousal, with well-being being more mid-arousal, the correlation between calm and vigor
(covariance = .64; see Figure 1) was much weaker than that of the association between wellbeing and the other subscales. This demonstrates that well-being may be more “in the middle”
and, thus, more strongly associated with the other arousal levels. However, well-being was
consistently more strongly correlated with vigor (covariance = .89) than with calm (covariance =
.73), suggesting that well-being may be a little more distinct from the concept of calm as
compared to the concept of vigor.
Of note, we could not infer affective arousal differences in the subscales of the negative
affect scale as cleanly because the correlations between measures of negative affect were similar
across all subscales (ranging from .62 to .68; see Figure 2) across all days. This does seem
surprising, as anger and anxiety are typically conceptualized as arousing states with depression
being characterized as a lower arousal state. Nevertheless, the subscales of negative affect still
represent important health-relevant domains. For example, anger is strongly linked with the
development of angina (i.e., chest pain), whereas anxiety is related to the development of both
fatal and nonfatal myocardial infarction (Kubzansky et al., 2006). Thus, each specific negative
affect subscale is likely to continue to predict different health patterns and outcomes as seen in
previous uses of the SAS (e.g., Aggio et al., 2017).
While the subscales do provide utility, some researchers may still opt to use the aggregate
positive or negative affect subscales as has been done in past research (e.g., Cohen et al., 2003;
Cohen et al., 2006; Jenkins et al., 2018; Lillis et al., 2018; Poole et al., 2011; Sultan & Fisher,
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2010). The findings suggest that the items from the SAS do load on to two unique factors
(negative and positive affect). For completeness, the overall positive and negative affect
subscales were examined and the model fit of aggregate positive and negative affect was poor
prior to covarying error terms. As a result, researchers might consider employing a structural
equation modeling framework so as to allow error terms to be correlated.
Temporal equality is an important assumption for longitudinal research in the study of
affective health science (Meredith, 1993; Putnick & Bornstein, 2016), as health researchers are
often examining change in health and health-relevant constructs over time. In other words, scales
that have temporal equality indicate that the measure is being interpreted similarly by
participants over time. In the case of the SAS, this would mean that the meaning of each
adjective would hold constant over time. While the participants in the current data set were
expected to have changes in levels of affect given that they were subjected to a health-relevant
and stressful situation, findings from the factorial invariance tests supported that participants still
interpreted items the same over time even as they potentially got sick, distressed, or homesick as
the seven-day quarantine period went on. This analysis demonstrates that both the positive and
negative affect subscales could be used over time in a diverse sample. Positive affect exhibited
configural and metric invariance, signifying that both the factor structure and loadings of each
positive emotion adjective were equivalent throughout the seven days of measurement. Negative
affect achieved configural invariance, indicating that the factor structure of the negative affect
subscales was the same longitudinally. However, the strength of the factor loadings of the
negative affect scale were time variant. In other words, while we can assume the same negative
affect theoretical constructs are being measured across days, the relative importance of each
emotion adjective over time may not be the same.
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The lack of metric equivalence for negative affect is not surprising, as several studies
have shown violations of temporal measurement invariance when examining changes in
symptoms of depression (Fried et al., 2016; Uher et al., 2008; Wetherwell et al., 2001). As such,
changes in level of negative emotionality might influence the participant interpretation of each
emotion adjective. Further, data used in the present analysis were collected while participants
were quarantined in a hotel and exposed to a cold virus. This context provides a strict, if not
overly conservative, assessment of the scale over time in an extreme environment that is of
interest to health psychologists.
There are limitations of the current study. Participants were instructed to retrospectively
estimate their emotions over the past day. Although retrospective self-report is the standard
measurement paradigm for examining affect (Cohen et al., 2003; Cohen et al., 2006; Lac &
Donaldson, 2018; Watson et al., 1988), this type of assessment can introduce recall bias. Future
investigations might employ smartphones and other electronic devices to record self-reports of
emotionality in real time (e.g., Sherman et al., 2015). It is also important to note that affect was
not manipulated in this study; thus, we could not assess whether the SAS subscales were
sensitive to experimental manipulations of mood. The sample of this study also consisted only of
adults, with the majority of participants identifying as White (74%) and African American
(23%), limiting the overall generalizability of the results to populations of other racial ethnicities.
That said, this study also included diversity in age, education, and employment, improving
generalizability in some ways.
Finally, the attentive reader will notice the weaker reliability of the anxiety subscale. A
similar result has been observed in past studies of the short form of the POMS (Curran et al.,
1995, Table 1). We recommend researchers particularly interested in anxiety consider increasing
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the number of anxiety adjectives (e.g., Watson & Clark, 1994), observations per day, or sample
size to achieve a higher reliability. Despite this, all of the overall and other subscale scales
demonstrated acceptable to strong reliability in our data. Given that the intended use of the SAS
is for repeated measures health psychology research, where the researcher’s choice is often to
use a very short measure or none at all, these reliabilities (including that of anxiety) seem
sufficient.
The influential role of global affect, as represented as aggregate emotional experiences
comprised of specific emotional states, has been central in the study of health (Consedine &
Moskowitz, 2007). The SAS (Cohen et al., 2003; Usala & Hertzog, 1989) is one measurement
tool that has been argued to capture both positive and negative affect with different subscales of
each affective valence. Results of a confirmatory factor analysis supported the three-factor
dimensionality of both positive and negative affect, with positive affect being composed of calm,
well-being, and vigor, and negative affect being comprised of anger, anxiety, and depression.
Further, analyses demonstrated support for the validity of studying changes in the affect
subscales over time. Findings confirm the structure of the SAS and imply that the subscales can
be used as a valid longitudinal tool in the study of affective health science.
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Table 1. Demographics
Variable
Age
Sex
Female
Male
Race/Ethnicity
Caucasian
African American
Native American, Eskimo, or Aleut
Asian or Pacific Islander
Hispanic
Education
High School Graduate or Lower
Some College but Less than 2 years
2+ years of College and Degree
Bachelor’s Degree or Higher
Employed (full or part-time)

Mean (SD)
28.98 (9.82)

N (%)
326 (53%)
284 (47%)
450 (73.8%)
141 (23.1%)
3 (0.5%)
10 (1.6%)
6 (1.0%)
153 (25.1%)
195 (32.0%)
141 (23.1%)
121 (19.8%)
362 (59.3%)
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Table 2.
Model Statistics for Day 1
Model

1.
2.
2a.
2b.
2c.
2d.

1.
2.
2a.
2b.
2c.
2d.

3.
3a.

Description
Positive Affect
Positive Affect with One Factor
Subscales with No Covariance
Covariance of Subscales: Well-being &
Vigor
Covariance of Subscales: Well-being &
Vigor; Well-being & Calm
Covariance of Subscales: all
Covariance of Error Terms: Calm &
Relaxed
Negative Affect
Negative Affect with One Factor
Subscales with No Covariance
Covariance of Subscales: Anger &
Depression
Covariance of Subscales: Anger &
Depression;
Anxiety & Depression
Covariance of Subscales: all
Covariance of Error Terms: Tense &
Nervous
Positive and Negative Affect
Final Positive (2d) and Negative Affect
(2d) Models
Covariance of Subscales: Calm &
Anxiety

30

N

ꭓ2(df)

CFI

RMSEA (90% CI)

SRMR

CD

AIC

BIC

555
555
555

582.58(27), p < .001
884.94(27), p < .001
321.10(26), p < .001

0.84
0.76
0.92

0.19 (0.18, 0.21)
0.24 (0.23, 0.25)
0.14 (0.13, 0.16)

0.09
0.41
0.29

0.94
1.00
1.00

12,179
12,481
11,919

12,295
12,598
12,040

555

254.91(25), p < .001

0.94

0.13 (0.12, 0.14)

0.25

1.00

11,855

11,980

555
555

72.44(24), p < .001
33.44(23), p = .074

0.99
1.00

0.06 (0.05, 0.08)
0.03 (0.00, 0.05)

0.04
0.02

0.99
0.99

11,675
11,638

11,804
11,772

512
512
512

463.41(27), p < .001
483.31(27), p < .001
288.49(26), p < .001

0.80
0.79
0.88

0.18 (0.16, 0.19)
0.18 (0.17, 0.20)
0.14 (0.13, 0.16)

0.09
0.30
0.24

0.89
1.00
0.99

7,546
7,566
7,373

7,661
7,681
7,492

512

221.41(25), p < .001

0.91

0.12 (0.11, 0.14)

0.18

0.99

7,308

7,431

512
512

82.741(24), p < .001
53.38(23), p < .001

0.97
0.99

0.07 (0.05, 0.09)
0.05 (0.03, 0.07)

0.04
0.03

0.99
0.99

7,172
7,144

7,299
7,276

507

340.43(127), p < .001

0.96

0.06 (0.05, 0.07)

0.13

1.00

17,587

17,850

507

300.09(126), p < .001

0.97

0.05 (0.05, 0.06)

0.12

1.00

17,549

17,815

Note. CFI = comparative fit index; RMSEA = root mean squared error of approximation; SRMR = standardized root mean squared
residual; CD = coefficient of determination; AIC = Akaike’s information criterion; BIC = Bayesian information criterion.
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Table 3.
Comparison of Invariance Models for Positive Affect
Model

1. Configural Invariance
(Same Form)
2. Metric Invariance
(Equal Loadings)
3. Scalar Invariance
(Equal Intercepts)

N

ꭓ2(df)

Not applicable

0.94

528 3,879.34(1,653), p < .001

50.52(36), p = 0.058

0.94

0.05 (0.05, 0.05)

0.36

1.00 70,000 71,819

528 4,193.29(1,707), p < .001

3 vs. 2

313.95(54), p < .001

0.93

0.05(0.05, 0.06)

0.36

1.00 70,206 71,795

1. Configural Invariance
(Same Form)
2. Metric Invariance
(Equal Loadings)
3. Scalar Invariance
(Equal Intercepts)

N

ꭓ2(df)

ꭓ2(df) difference

CFI

CFI

SRMR

CD

0.36

1.00 70,022 71,995

AIC

BIC

Not applicable

0.86

488 4,546.17(1,653), p < .001

Not
applicable
2 vs. 1

RMSEA (90%
CI)
0.06 (0.06, 0.06)

192.68(36), p < .001

0.85

0.06 (0.06, 0.06)

0.20

1.00 31,531 33,316

488 4,865.40(1,707), p < .001

3 vs. 1

511.91(90), p < .001

0.84

0.06 (0.06, 0.06)

0.20

1.00 31,742 33,301

488 4,353.49(1,617), p < .001

Comparison

ꭓ2(df) difference

BIC

Not
applicable
2 vs. 1

528 3,829.09(1,617), p < .001

Comparison

AIC

RMSEA (90%
CI)
0.05 (0.05, 0.05)

Table 4.
Comparison of Invariance Models for Negative Affect
Model

31

SRMR

CD

0.198

1.00 31,410 33,346

SUBCOMPONENTS OF AFFECT SCALE
Figure 1
Day 1 Positive Affect Model 2d

Figure 2
Day 1 Negative Affect Model 2d
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SUBCOMPONENTS OF AFFECT SCALE
Figure 3
Day 1 Positive and Negative Affect Model 3

Figure Captions
Figure 1. Day 1 Positive Affect Model 2d.
Figure 2. Day 1 Negative Affect Model 2d.
Figure 3. Day 1 Positive and Negative Affect Model 3.
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Appendix A
Table 1.
Model Statistics for Day 2
Model

1.
2.
2a.
2b.
2c.
1.
2.
2a.
2b.
2c.
2d.
2e.

3.
3a.

Description
Positive Affect
Positive Affect with One Factor
Subscales with No Covariance
Covariance of Subscales: Wellbeing & Vigor
Covariance of Subscales: Wellbeing & Vigor;
Wellbeing & Calm
Covariance of Subscales: all
Negative Affect
Negative Affect with One Factor
Subscales with No Covariance
Covariance of Subscales: Anger & Depression
Covariance of Subscales: Anger & Depression;
Anger & Anxiety
Covariance of Subscales: all
Covariance of Error Terms: Unhappy & Depressed
Covariance of Error Terms: Unhappy &
Depressed; On Edge & Tense
Positive and Negative Affect
Final Positive (2c) and Negative Affect (2d)
Models
Covariance of Error Terms: On Edge & Tense

N

ꭓ2(df)

CFI

RMSEA (90% CI)

SRMR

CD

AIC

BIC
13,187
13,282
12,698
12,595

605
605
605
605

835.18(27), p < .001
930.20(27), p < .001
339.66(26), p < .001
229.97(25), p < .001

0.81
0.79
0.93
0.95

0.22 (0.21, 0.24)
0.24 (0.22, 0.25)
0.14 (0.13, 0.16)
0.12 (0.10, 0.13)

0.11
0.41
0.29
0.23

0.94
1.00
1.00
1.00

13,068
13,163
12,575
12,467

605

69.42(24), p < .001

0.99

0.06 (0.04, 0.07)

0.03

1.00

12,309 12,441

604
604
604
604

476.10(27), p < .001
609.65(27), p < .001
400.34(26), p < .001
283.82(25), p < .001

0.79
0.73
0.82
0.88

0.17 (0.15, 0.18)
0.19 (0.18, 0.20)
0.15 (0.14, 0.17)
0.13 (0.12, 0.15)

0.08
0.27
0.21
0.17

0.87
0.99
0.99
1.00

7,493
7,627
7,420
7,305

7,612
7,746
7,543
7,433

604
604

124.98(24), p < .001
86.86(23), p < .001
Nonconvergent

0.95
0.97

0.08 (0.07, 0.10)
0.07 (0.05, 0.08)

0.05
0.04

0.99
1.00

7,148
7,112

7,280
7,249

603

367.63(128), p < .001

0.96

0.06 (0.05, 0.06)

0.12

1.00

19,261 19,529

Nonconvergent

Note. CFI = comparative fit index; RMSEA = root mean squared error of approximation; SRMR = standardized root mean squared residual; CD =
coefficient of determination; AIC = Akaike’s information criterion; BIC = Bayesian information criterion.

Table 2.
Model Statistics for Day 3
Model

1.
2.
2a.
2b.
2c.
2d.
1.
2.
2a.
2b.
2c.
2d.
3.

Description
Positive Affect
Positive Affect with One Factor
Subscales with No Covariance
Covariance of Subscales: Wellbeing & Vigor
Covariance of Subscales: Wellbeing & Vigor;
Wellbeing & Calm
Covariance of Subscales: all
Covariance of Error Terms: Calm & Relaxed
Negative Affect
Negative Affect with One Factor
Subscales with No Covariance
Covariance of Subscales: Anger & Depression
Covariance of Subscales: Anger & Depression;
Anxiety & Depression
Covariance of Subscales: all
Covariance of Error Terms: Hostile & Sad
Positive and Negative Affect
Final Positive (2d) and Negative Affect (2d)
Models

N

ꭓ2(df)

CFI

RMSEA (90% CI)

605
605
605
605

805.03(27), p < .001
1018.04(27), p < .001
347.05(26), p < .001
253.895(25), p < .001

0.83
0.78
0.93
0.95

0.22 (0.21, 0.23)
0.25 (0.23, 0.26)
0.14 (0.13, 0.16)
0.12 (0.11, 0.14)

605
605

68.90(24), p < .001
33.54(23), p < .001

0.99
1.00

607
607
607
607

327.35(27), p < .001
642.97(27), p < .001
335.59(26), p < .001
282.83(25), p < .001

607
607

104.02(24), p < .001
70.71(23), p < .001

604

SRMR

CD

AIC

BIC

0.10
0.43
0.30
0.25

0.95
1.00
1.00
1.00

13,097
13,310
12,641
12,550

13,216
13,429
12,764
12,678

0.06 (0.04, 0.07)
0.03 (0.00, 0.05)

0.04
0.02

1.00
1.00

12,367 12,499
12,333 12,470

0.87
0.72
0.86
0.89

0.14 (0.12, 0.15)
0.19 (0.18, 0.21)
0.14 (0.13, 0.15)
0.13 (0.12, 0.14)

0.06
0.30
0.21
0.17

0.89
0.99
0.98
0.98

6,365
6,681
6,376
6,325

6,484
6,800
6,499
6,453

0.96
0.98

0.07 (0.06, 0.09)
0.06 (0.04, 0.07)

0.03
0.03

0.98
0.98

6,148
6,117

6,280
6,253

329.53(127), p < .001 0.97

0.05 (0.05, 0.06)

0.13

1.00

18,327 18,600

Note. CFI = comparative fit index; RMSEA = root mean squared error of approximation; SRMR = standardized root mean squared residual; CD =
coefficient of determination; AIC = Akaike’s information criterion; BIC = Bayesian information criterion.

Table 3.
Model Statistics for Day 4
Model

1.
2.
2a.
2b.
2c.
2d.
1.
2.
2a.
2b.
2c.
2d.
3.

Description
Positive Affect
Positive Affect with One Factor
Subscales with No Covariance
Covariance of Subscales: Wellbeing & Vigor
Covariance of Subscales: Wellbeing & Vigor;
Wellbeing & Calm
Covariance of Subscales: all
Covariance of Error Terms: Calm & Relaxed
Negative Affect
Negative Affect with One Factor
Subscales with No Covariance
Covariance of Subscales: Anger & Depression
Covariance of Subscales: Anger & Depression;
Anger & Anxiety
Covariance of Subscales: all
Covariance of Error Terms: Sad & Depressed
Positive and Negative Affect
Final Positive (2d) and Negative Affect (2d)
Models

N

ꭓ2(df)

CFI

RMSEA (90% CI)

SRMR

CD

AIC

BIC

605
605
605

678.15(27), p < .001
1192.75(27), p < .001
471.53(26), p < .001
Nonconvergent

0.86
0.76
0.91

0.20 (0.19, 0.21)
0.27 (0.25, 0.28)
0.17 (0.16, 0.18)

0.08
0.47
0.34

0.95
1.00
1.00

13,074 13,193
13,589 13,708
12,870 12,993

605
605

96.26(24), p < .001
67.75(23), p < .001

0.99
0.99

0.07 (0.06, 0.09)
0.06 (0.04, 0.07)

0.04
0.02

1.00
0.99

12,498 12,630
12,472 12,608

607
607
607

373.25(27), p < .001
586.93(27), p < .001
384.55(26), p < .001
Nonconvergent

0.82
0.71
0.81

0.15 (0.13, 0.16)
0.19 (0.17, 0.20)
0.15 (0.14, 0.16)

0.08
0.27
0.20

0.86
0.99
0.98

6,965
7,178
6,978

7,084
7,297
7,101

607
607

119.41(24), p < .001
91.64(23), p < .001

0.95
0.96

0.08 (0.07, 0.10)
0.07 (0.06, 0.09)

0.05
0.04

0.98
0.98

6,717
6,691

6,849
6,828

605

381.75(127), p < .001

0.96

0.06 (0.05, 0.06)

0.13

1.00

19,158 19,431

Note. CFI = comparative fit index; RMSEA = root mean squared error of approximation; SRMR = standardized root mean squared residual; CD =
coefficient of determination; AIC = Akaike’s information criterion; BIC = Bayesian information criterion.

Table 4.
Model Statistics for Day 5
Model

1.
2.
2a.
2b.
2c.
2d.
1.
2.
2a.
2b.
2c.
2d.
2e.

3.

Description
Positive Affect
Positive Affect with One Factor
Subscales with No Covariance
Covariance of Subscales: Wellbeing & Vigor
Covariance of Subscales: Wellbeing & Vigor;
Wellbeing & Calm
Covariance of Subscales: all
Covariance of Error Terms: Calm & Relaxed
Negative Affect
Negative Affect with One Factor
Subscales with No Covariance
Covariance of Subscales: Anger & Anxiety
Covariance of Subscales: Anger & Anxiety;
Anger & Depression
Covariance of Subscales: all
Covariance of Error Terms: Unhappy & Depressed
Covariance of Error Terms: Unhappy &
Depressed; Hostile & Nervous
Positive and Negative Affect
Final Positive (2d) and Negative Affect (2e)
Models

N

ꭓ2(df)

CFI

RMSEA (90% CI)

SRMR

CD

AIC

BIC

606 935.02(27), p < .001
606 1111.35(27), p < .001
606 412.44(26), p < .001
Nonconvergent

0.82
0.78
0.92

0.24 (0.22, 0.25)
0.26 (0.25, 0.27)
0.16 (0.14, 0.17)

0.10
0.46
0.32

0.95
1.00
1.00

13,307 13,426
13,483 13,602
12,786 12,909

606 99.81(24), p < .001
606 70.84(23), p < .001

0.99
0.99

0.07 (0.06, 0.09)
0.06 (0.04, 0.07)

0.04
0.02

1.00
1.00

12,477 12,610
12,450 12,587

607
607
607
607

523.87(27), p < .001
761.89(27), p < .001
477.33(26), p < .001
390.29(25), p < .001

0.81
0.72
0.83
0.86

0.17 (0.16, 0.19)
0.21 (0.20, 0.23)
0.17 (0.16, 0.18)
0.16 (0.14, 0.17)

0.08
0.32
0.27
0.21

0.90
0.99
0.99
0.99

6,950
7,188
6,906
6,821

7,069
7,307
7,029
6,949

607 169.14(24), p < .001
607 107.16(23), p < .001
607 72.01(22), p < .001

0.94
0.97
0.98

0.10 (0.09, 0.11)
0.08 (0.06, 0.09)
0.06 (0.05, 0.08)

0.05
0.04
0.03

0.99
1.02
1.02

6,602
6,542
6,508

6,734
6,678
6,649

603 375.16(126), p < .001

0.97

0.06 (0.05, 0.06)

0.13

1.00

18,691 18,968

Note. CFI = comparative fit index; RMSEA = root mean squared error of approximation; SRMR = standardized root mean squared residual; CD =
coefficient of determination; AIC = Akaike’s information criterion; BIC = Bayesian information criterion.

Table 5.
Model Statistics for Day 6
Model

1.
2.
2a.
2b.
2c.
2d.
1.
2.
2a.
2b.
2c.
2d.
2e.
2f.

3.

Description
Positive Affect
Positive Affect with One Factor
Subscales with No Covariance
Covariance of Subscales: Wellbeing & Vigor
Covariance of Subscales: Wellbeing & Vigor;
Wellbeing & Calm
Covariance of Subscales: all
Covariance of Error Terms: Calm & Relaxed
Negative Affect
Negative Affect with One Factor
Subscales with No Covariance
Covariance of Subscales: Anger & Anxiety
Covariance of Subscales: Anger & Anxiety;
Anger & Depression
Covariance of Subscales: all
Covariance of Error Terms: On Edge & Sad
Covariance of Error Terms: On Edge & Sad; On
Edge & Nervous
Covariance of Error Terms: On Edge & Sad; On
Edge & Nervous; Hostile & Sad
Positive and Negative Affect
Final Positive (2d) and Negative Affect (2f)
Models

N

ꭓ2(df)

CFI

RMSEA (90% CI)

SRMR

CD

AIC

BIC

601 930.47(27), p < .001
601 1131.01(27), p < .001
601 389.80(26), p < .001
Nonconvergent

0.82
0.77
0.93

0.24 (0.22, 0.25)
0.26 (0.25, 0.27)
0.15 (0.14, 0.17)

0.10
0.45
0.32

0.95
1.00
1.00

13,440 13,559
13,641 13,759
12,901 13,025

601 108.53(24), p < .001
601 81.55(23), p < .001

0.98
0.99

0.08 (0.06, 0.09)
0.07 (0.05, 0.08)

0.04
0.02

1.00
1.00

12,624 12,756
12,599 12,736

606
606
606
606

672.44(27), p < .001
650.70(27), p < .001
461.45(26), p < .001
387.99(25), p < .001

0.73
0.74
0.82
0.85

0.20 (0.19, 0.21)
0.20 (0.18, 0.21)
0.17 (0.15, 0.18)
0.16 (0.14, 0.17)

0.10
0.28
0.24
0.18

0.88
0.99
0.99
0.99

6,084
6,062
5,875
5,804

6,203
6,181
5,998
5,931

606 237.79(24), p < .001
606 191.97(23), p < .001
606 156.71(22), p < .001

0.91
0.93
0.94

0.12 (0.11, 0.14)
0.11 (0.10, 0.13)
0.10 (0.09, 0.12)

0.06
0.06
0.05

0.99
0.99
0.98

5,655
5,612
5,578

5,788
5,748
5,719

606 125.14(21), p < .001

0.96

0.09 (0.08, 0.11)

0.04

0.98

5,549

5,694

600 429.26(125), p < .001

0.96

0.06 (0.06, 0.07)

0.13

1.00

18,116 18,397

Note. CFI = comparative fit index; RMSEA = root mean squared error of approximation; SRMR = standardized root mean squared residual; CD =
coefficient of determination; AIC = Akaike’s information criterion; BIC = Bayesian information criterion.

Table 6.
Model Statistics for Day 7
Model

1.
2.
2a.
2b.
2c.
2d.

1.
2.
2a.
2b.
2c.
2d.

3.
3a.

Description
Positive Affect
Positive Affect with One Factor
Subscales with No Covariance
Covariance of Subscales: Wellbeing & Vigor
Covariance of Subscales: Wellbeing & Vigor;
Wellbeing & Calm
Covariance of Subscales: all
Covariance of Error Terms: Cheerful &
Pleased
Negative Affect
Negative Affect with One Factor
Subscales with No Covariance
Covariance of Subscales: Anger &
Depression
Covariance of Subscales: Anger &
Depression;
Anger & Anxiety
Covariance of Subscales: all
Covariance of Error Terms: Resentful &
Depressed
Positive and Negative Affect
Final Positive (2d) and Negative Affect (2d)
Models
Covariance of Error Terms: Sad & Depressed

N

ꭓ2(df)

CFI

RMSEA (90% CI)

SRMR

CD

AIC

BIC

600 667.55(27), p < .001
600 1131.68(27), p < .001
600 480.16(26), p < .001
Nonconvergent

0.86
0.75
0.90

0.20 (0.19, 0.21)
0.26 (0.25, 0.27)
0.17 (0.16, 0.18)

0.08
0.45
0.33

0.95
1.00
1.00

14,081 14,200
14,545 14,664
13,895 14,019

600 106.44(24), p < .001
600 78.84(23), p < .001

0.98
0.99

0.08 (0.06, 0.09)
0.06 (0.05, 0.08)

0.03
0.03

1.00
1.00

13,526 13,658
13,500 13,636

602 484.87(27), p < .001
602 759.41(27), p < .001
602 486.96(26), p < .001

0.81
0.70
0.81

0.17 (0.16, 0.18)
0.21 (0.20, 0.23)
0.17 (0.16, 0.19)

0.08
0.30
0.23

0.90
0.99
0.99

6,711
6,986
6,715

6,830
7,104
6,838

602 178.59(24), p < .001
602 152.20(23), p < .001

0.94
0.95

0.10 (0.09, 0.12)
0.10 (0.08, 0.11)

0.05
0.05

0.99
0.99

6,411
6,386

6,543
6,523

595 426.33(127), p < .001

0.96

0.06 (0.06, 0.07)

0.13

1.00

19,625 19,898

595 396.06(126), p < .001

0.96

0.06 (0.05, 0.07)

0.13

1.00

19,597 19,874

Nonconvergent

Note. CFI = comparative fit index; RMSEA = root mean squared error of approximation; SRMR = standardized root mean squared residual; CD =
coefficient of determination; AIC = Akaike’s information criterion; BIC = Bayesian information criterion.

Table 7.
Comparison of Invariance Models for Positive and Negative Affect Model
Model
N
ꭓ2(df)
Comparison
1. Configural Invariance 472 14,248.78(7,203), p < .001 Not
(Same Form)
applicable
2. Metric Invariance
472 14,473.62(7,275), p < .001 2 vs. 1
(Equal Loadings)
3. Scalar Invariance
472 15,053.53(7,383), p < .001 3 vs. 1
(Equal Intercepts)

ꭓ2(df) difference
Not applicable

CFI
0.87

RMSEA (90% CI)
0.05 (0.04, 0.05)

SRMR CD
0.22
1.00

AIC
BIC
92,353 96,194

224.83(72), p < .001

0.87

0.05 (0.05, 0.05)

0.22

1.00

92,434 95,976

804.74(180), p < .001

0.86

0.05(0.05, 0.05)

0.22

1.00

92,798 95,891

Note. CFI = comparative fit index; RMSEA = root mean squared error of approximation; SRMR = standardized root mean squared residual; CD =
coefficient of determination; AIC = Akaike’s information criterion; BIC = Bayesian information criterion.

Online Supplemental Material
Modification Indices Details
Modification indices estimate the extent to which the model chi-square will decrease for
various parameter changes (i.e., specifications) within the model. This is beneficial as a reduction
in chi-square among nested models (i.e., chi-square decreasing when going from a reduced model
to one with more estimated parameters) reflects a better model fit (at the cost of estimating
additional parameters). However, theory should guide the selection of model changes based on the
modification indices. Therefore, in our analyses, modification indices were examined to help aid
theoretically justified alterations to the models. Following theory, we selected changes that
specified correlations of measurement residuals within subscales (e.g., correlating the
measurement residuals of calm and relaxed) over loading subscale items onto other latent variables
(e.g., loading the item at ease [which is part of the subscale calm] onto the latent variable vigor)
even when the latter might have had a higher modification index. To assess which modifications
would have a small to medium sized effect change or larger while also considering sample size,
we used the following formula based on Cohen’s effect size measure w (Cohen, 1988; Newsom,
∆ꭓ2

2017): w = �𝑁𝑁∗∆𝑑𝑑𝑑𝑑 . In this formula, w represents the effect size, ∆ꭓ2 indicates the magnitude of
change in the chi square, N reflects sample size, and ∆df is the degrees of freedom change. All

modification indices reflect a ∆df of 1 and we only changed one parameter at a time. To determine
which modifications would have a small to medium effect size change (w = .2) or greater, we
rearrange the formula to solve for ∆ꭓ2 : ∆ꭓ2 = (𝑁𝑁) ∗ (𝑤𝑤 2 ) ∗ (∆df ). For example, in a model with

N = 600, a small to medium effect size change would result from a modification index of 24:
(600) ∗ (0. 2)2 ∗ (1) = 24. Because the models based on changes suggested by the modification

indices are nested, and in this case the difference of two chi-squared statistics is itself distributed

as chi-squared, successive models can also be compared to one another to determine whether a
model with more parameters estimated provides a significantly improved fit to the data. Therefore,
using the cutoff of a small-medium effect also provided the additional benefit of ensuring that the
chi-square improvement on nested models was statistically significant as the modification cutoff
value for samples of 100 or larger is well above 3.84 (as 3.84 is the chi-square critical value for df
= 1 at the 0.05 alpha level).
Chi-Square Details
For all of the specified models, chi-squared values were calculated to compare each
specified model to a saturated one with the null hypothesis that the specified model perfectly
reproduces the covariance matrix of the items in the specified model (standard practice within
confirmatory factor analysis). A null result signifies that our specified model represents the data
well (i.e., a null result is desired and reflective of a good fitting model). However, chi-squared
statistics in confirmatory factor analyses are often statistically significant even though the model
may represent a relatively good fit of the data. Thus, goodness of fit tests were used.
Factorial Invariance Details
One question that needs to be answered is whether the general subscale structure of the
SAS holds across time. This question can be answered by testing the factorial invariance of the
measure. There are different levels of factorial invariance: 1. Configural invariance, 2. Metric
invariance, and 3. Scalar invariance. A scale has configural invariance if its items load on the same
latent factors across time. In other words, if the items happy, cheerful, and pleased load on to the
latent variable (i.e., factor) well-being at time 1 and they continue to do so at times 2 through 7,
the subscale would have configural invariance. To test for configural invariance, we specified a
model in which the same group of items load on each of the latent variables (same configuration

of variables) across the days. Numerical values of the loadings can be different across days, but if
all were significant, we achieved configural invariance.
Metric invariance builds upon configural invariance and assumes that in addition to having
the same form across days, the factor loading values are the same across days. Therefore, in order
to test for metric invariance, we set the factor loadings for each item across days equal to one
another (e.g., the factor loading of the item happy on the latent variable well-being for Day 1 is set
equal to the factor loading of the item happy on the latent variable well-being for Day 2 and so on
for all 7 days). If the model specifying this equality of factor loadings is not a significantly worse
fitting model as compared to the configural invariance model, we achieve metric invariance.
Because the models are nested within one another (i.e., the metric invariance model is nested
within the configural invariance model), we can test whether they are significantly different using
a likelihood ratio chi-squared test. When this test is not significant, we can claim that the model
with more restrictions (e.g., equality of factor loadings) is not worse than the model with fewer
restrictions. The more restricted model then becomes the model for comparison among even more
restricted models.
Next, scalar invariance builds upon metric invariance and requires that the intercepts of the
items on each factor are also the same. To test this model, in addition to having the same form and
equal factor loadings, we restrict the intercepts of each of the items on their latent variable to be
equal across days (e.g., the intercept for the item happy on the latent variable well-being for Day
1 is set equal to the intercept for the item happy on the latent variable well-being for Day 2 and so
on for all 7 days).
Each of these invariance models (configural, metric, scalar) are tested iteratively and
become more restricted. At each step, the model is compared to the previous model using the

likelihood ratio chi-squared test as described above. Once a model becomes significantly different
than the previous model, we use that previous model as the comparison point for all other more
restricted models. Throughout the factorial invariance results, we specify which models are being
compared. As is common practice, we test the factorial invariance on the unstandardized models
(Acock, 2013).
Coefficient Omega Details
Although Coefficient Alpha is by far the most possible estimator of reliability in
psychological research, methodologists tend to believe that the assumptions of Alpha: each item
reflects the underlying latent trait to the same extent (item factor loadings are equal) and that the
items are clearly unidimensional (item error variances do not correlate) are rarely met in
psychological data. An alternative estimator that is robust under these conditions is Mcdonald’s
Omega (ω) (Mcdonald, 1999). Omega uses CFA parameter estimates (factor loadings, item error
variances, item error covariances) to estimate a reliability coefficient for a scale. Alpha is equal to
Omega when it strict assumptions are met. When they are not, Alpha is biased and may
underestimate or overestimate reliability depending on the interaction between factor loadings,
error variances, and error covariances (Zinbarg et al., 2005).

