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Abstract
In this paper, we consider the model proposed by Lakshmanan, Porsezian and Daniel [M. Lakshmanan,
K. Porsezian, M. Daniel, Effect of discreteness on the continuum limit of the Heisenberg spin chain, Phys.
Lett. A 133 (1988) 483–488] describing the continuum isotropic biquadratic Heisenberg spin chain in one
dimensional case. Following the results of integrability in [K. Porsezian, M. Daniel, M. Lakshmanan, On the
integrability aspects of the one-dimensional classical continuum isotropic Heisenberg spin chain, J. Math.
Phys. 33 (5) (1992) 1807–1816], we prove the existence of periodic weak solutions to this model.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
In 1988, Lakshmanan, Porsezian and Daniel [1] gave the following Hamiltonian for a classi-
cal one-dimensional isotropic biquadratic Heisenberg spin chain with N spins characterized by
nearest neighbor bilinear and biquadratic exchange interaction:
H = −J
∑
ij
[
Si · Sj + k(Si · Sj )2
]
, i, j = 1,2, . . . ,N. (1.1)
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exchange parameters, respectively. The equation of motion corresponding to (1.1) with nearest
neighbor interacting spins is
dSn
dt
= JSn ×
{
(Sn+1 + Sn−1) + k
[
Sn+1(Sn · Sn+1) + Sn−1(Sn · Sn−1)
]}
. (1.2)
In order to consider the continuum limit of (1.2) in the long wavelength and low temperature,
the authors allow the lattice parameter a between nearest neighbor sites to approach zero and
assume a slow variation of Sn over a lattice distance. By introducing u(x, t) = u(na, t) = Sn(t),
u can be expanded in a Taylor series up to fourth-order. After rescaling the time variable appro-
priately, (1.2) takes the form
ut = u ×
{
uxx + γ1uxxxx + γ2
[
(u · uxx)uxx + 23 (u · uxxx)ux
]}
, (1.3)
where γ1 = a2/12 and γ2 = ka2/(1 + 2k). When γ1 = γ2 = 0, (1.3) turns into the well-known
Landau–Lifshitz equation [3]. When γ1 = 0 and γ2  0, the corresponding equation has been
deduced by Fivez [4] when he revisited the one-dimensional classical compressible Heisen-
berg chain, which was also considered previously by Cieplak and Turski [5]. Furthermore, Guo
et al. [6] proved the existence of measure-valued solutions. Since the fourth-order term S×Sxxxx
on the right side of (1.3) seems to be dissipative from the mathematical point of view, we want to
derive a solution stronger than the one considered in [6], that is just the main result of this paper.
However, the method we will use here cannot be applied for all γ1 and γ2, in fact, it is related
to the integrability of (1.3). For this purpose, Porsezian et al. [2] turned (1.3) into its equivalent
form through a differential geometric approach. It reads
iqt + qxx + 2|q|2q + γ1qxxxx − 4δ1|q|2qxx − 4δ2|q|2q∗xx − 4δ3q|qx |2 − 4δ4q∗|qx |2
− 24δ5|q|4q = 0, (1.4)
where δ1 = 3γ1 + 2γ2, δ2 = 2γ1 + γ2, δ3 = 9γ1 + 4γ2, δ4 = 72γ1 + 2γ2 and δ5 = 3γ1 + γ2/2.(1.4) can be viewed as a generalization of the nonlinear Schrödinger equation because (1.4)
reduces to the nonlinear Schrödinger equation when γ1 = γ2 = 0.
Porsezian et al. [2] utilized Painlevé singularity structure analysis to conclude that (1.4) is
integrable if and only if γ2 = − 52γ1. Consequently, (1.3) takes the form
ut = u ×
{
uxx + γ1uxxxx − 52γ1
[
(u · uxx)uxx + 23 (u · uxxx)ux
]}
, (1.5)
Daniel et al. [7] obtained the similar result on the nonlinear spin dynamics of an anisotropic
Heisenberg ferromagnetic spin chain with octupole-dipole interaction.
Without loss of generality, we will assume γ1 equals to 1.
By virtue of
|u|2 = 1 ⇒ u · ux = 0
⇒ u · uxx = −|ux |2
⇒ u · uxxx = −32
(|ux |2)x,
we can rewrite (1.5) as
ut = u × uxxxx +
[(
1 + 5
2
|ux |2
)
u × ux
]
. (1.6)x
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⎪⎪⎩
ut = u × uxxxx +
[(
1 + 5
2
|ux |2
)
u × ux
]
x
, in Ω × (0, T ),
u(x,0) = u0(x), in Ω,
u(x + 2D, t) = u(x, t), in R × [0, T ),
(1.7)
where Ω = (−D,D) and D is a positive constant.
By the viscosity vanishing method, we can derive the following theorem.
Theorem 1.1. Let u0 ∈ H 2(Ω), |u0| = 1 a.e. Then there exists a weak solution for (1.7) such that
(i) u ∈ L∞(0, T ;H 2(Ω)), |u| = 1 a.e.;
(ii) for any ϕ ∈ C∞(Ω¯ × [0, T ]), ϕ(x,T ) = 0, ϕ(−D, t) = ϕ(D, t), there holds
−
∫
Ω×(0,T )
u · ϕt dx dt =
∫
Ω
u0ϕ(x,0) dx +
∫
Ω×(0,T )
(u × uxx) · ϕxx dx dt
+ 2
∫
Ω×(0,T )
(ux × uxx) · ϕx dx dt
+
∫
Ω×(0,T )
(
1 + 5
2
|ux |2
)
u × uxx · ϕ dx dt
+
∫
Ω×(0,T )
5(ux · uxx)u × ux · ϕ dx dt,
where T depends on ‖u0‖H 2 .
The paper is organized as follows: In Section 2 we consider (1.7) with an additional ε viscosity
term, see (2.1); In Section 3 we first give a uniform estimate on the solution uε of (2.1) with
respect to ε, then we take the limit ε → 0 to obtain the weak solution of (1.7).
2. An ε-parameter equation
Consider the following equation:⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
ut = u × uxxxx +
[(
1 + 5
2
|ux |2
)
u × ux
]
x
− εuxxxx
− ε
(
3
2
|ux |2xx + ux · uxxx
)
u,
u(x,0) = u0,
u(x + 2D, t) = u(x, t).
(2.1)
We have the following lemma about smooth solutions for (2.1).
Lemma 2.1. If u is a smooth solution of (2.1), then |u| = 1.
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⎪⎪⎩
vt = −εvxxxx − ε
(
3
2
|ux |2xx + ux · uxxx
)
(v − 1),
v(x,0) = 1,
v(x + 2D, t) = v(x, t).
Furthermore we set w = v − 1, then w satisfies
wt = −εwxxxx − G(x, t)w, (2.2)
w(x,0) = 0, (2.3)
w(x + 2D, t) = w(x, t), (2.4)
where G(x, t) = 32 |ux |2xx + ux · uxxx . Taking the scalar product with w in (2.2), and integrating
over Ω , we obtain
1
2
d
dt
D∫
−D
|w|2 dx + ε
D∫
−D
|wxx |2 dx  ε max
x,t
∣∣G(x, t)∣∣
D∫
−D
|w|2 dx.
From Gronwall’s inequality and w(x,0) = 0, we deduce that w(x, t) = 0, that is,
|u(x, t)| = 1. 
Next we use the difference method to prove the existence of solutions for (2.1).
To proceed, we need the following classical notations:
uh =
{
uj = u(xj )
∣∣ j = 0,1, . . . , J}, xj = jh, h = 2D/J,
‖uh‖L∞ = sup
j∈{0,1,..., J }
|uj |,
‖uh‖p =
(
J−1∑
j=0
|uj |ph
)1/p
,
∥∥δkuh∥∥p =
(
J−k∑
j=0
∣∣∣∣k+ujhk
∣∣∣∣
p
h
) 1
p
,
where 2 p < ∞.
With these notations, we have the following lemmas.
Lemma 2.2. [8] Let q , r be real numbers and j , m be integers such that 1  q, r  ∞,
0 j < m. If u ∈ Wm,r(Ω) ∩ Lq(Ω), then∥∥Dju∥∥
p
 C‖u‖1−αq ‖u‖αm,r ,
where ‖ · ‖p = ‖ · ‖Lp(Ω), ‖ · ‖m,r = ‖ · ‖Wm,r (Ω), p  1, jm  α  1 and
1
p
− j = 1 − α
q
+ α
(
1
r
− m
)
.
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Then ∥∥δjuh∥∥p  C‖u‖1−α2
(∥∥δmuh∥∥2 + ‖uh‖2(2D)m
)α
,
where α = 1
m
(j + 12 − 1p ).
Lemma 2.4. [9] Let uh = {uj | j = 0,±1, . . . ,±J, . . .}, vh = {vj | j = 0,±1, . . . ,±J, . . .} such
that
uj+J = uj ,
vj+J = vj .
Then
(i) ∑J−1j=0 uj+vj = −∑Jj=1 vj−uj ;
(ii) ∑Jj=1 uj+−vj = −∑J−1j=0 +uj+vj ;
(iii) +(uj vj ) = uj+1+vj + vj+uj ,
where +, − denote the forward and backward difference, respectively.
Now we can establish the following difference-differential equation corresponding to (2.1)
(ε = 1):
duj
dt
= uj × 
2+2−uj
h4
+
(
1 + 5
2
∣∣∣∣+ujh
∣∣∣∣
2)
uj × +−uj
h2
+ 5
(
+uj
h
· +−uj
h2
)
uj × +uj
h
− 
2+2−uj
h4
−
(
3
∣∣∣∣+−ujh2
∣∣∣∣
2
+ 4+uj
h
· 
2+−uj
h3
)
uj , (2.5)
with
uj |t=0 = u0j = u0(jh), (2.6)
uj+J = uj , (2.7)
where j = 0,±1, . . . ,±J, . . . , h = 2D/J , J > 0.
It is obvious that the ordinary differential equation (2.5) admits a local smooth solution. For
this solution, we shall give some estimates uniformly in h, then pass to the limit h → 0 to get a
local smooth solution of (2.2).
Lemma 2.5. If uj (x) ∈ H 2(Ω), then there exist constants T > 0 and C > 0 independent of h
such that
sup
0tT
‖uh‖2  C,
sup
0tT
‖δuh‖2  C,
sup
∥∥δ2uh∥∥2  C.0tT
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to
1
2
d
dt
J∑
j=1
|uj |2h = −
J∑
j=1
uj
2+2−uj
h4
−
J∑
j=1
(
3
∣∣∣∣+−ujh2
∣∣∣∣
2
+ 4+uj
h
· 
2+−uj
h3
)
|uj |2h. (2.8)
Applying Lemmas 2.3, 2.4 and Young’s inequality, we get
d
dt
J∑
j=1
|uj |2h +
∥∥δ2uh∥∥22  14
∥∥δ3uh∥∥22 + C(1 + ‖uh‖122 + ‖δuh‖42 + ∥∥δ2uh∥∥42). (2.9)
(2) Taking the scalar product with (+−uj )/h in (2.5) and summing up over j from 1 to J
lead to
J∑
j=1
ujt
+−uj
h
=
J∑
j=1
uj × 
2+2−uj
h4
· +−uj
h2
h
+ 5
J∑
j=1
(
+uj
h
· +−uj
h2
)
uj × +uj
h
· +−uj
h2
h
−
J∑
j=1
2+2−uj
h4
· +−uj
h2
h
−
J∑
j=1
(
3
∣∣∣∣+−ujh2
∣∣∣∣
2
+ 4+uj
h
· 
2+−uj
h3
)
uj · +−uj
h2
h.
Applying Lemmas 2.3, 2.4, Young’s inequality and Hölder’s inequality, we get
d
dt
‖δuh‖22 +
3
2
∥∥δ3uh∥∥22  C(1 + ‖uh‖122 + ‖δuh‖82 + ∥∥δ2uh∥∥102 ). (2.10)
(3) Taking the scalar product with (2+2−uj )/h3 in (2.5) and summing up over j from 1 to J
lead to
J∑
j=1
ujt
2+2−uj
h3
=
J∑
j=1
(
1 + 5
2
∣∣∣∣+ujh
∣∣∣∣
2)
uj × +−uj
h2
· 
2+2−uj
h4
h
+
J∑
j=1
5
(
+uj
h
· +−uj
h2
)
uj × +uj
h
· 
2+2−uj
h4
h
−
J∑
j=1
∣∣∣∣2+2−ujh4
∣∣∣∣
2
h
−
J∑(
3
∣∣∣∣+−ujh2
∣∣∣∣
2
+ 4+uj
h
· 
2+−uj
h3
)
uj · 
2+2−uj
h4
h.j=1
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d
dt
∥∥δ2uh∥∥22 + 34
∥∥δ3uh∥∥22  C(1 + ‖uh‖322 + ‖δuh‖402 + ∥∥δ2uh∥∥162 ). (2.11)
Adding (2.9)–(2.11) up, after a simple calculation we have
∥∥δkuh∥∥2  C,
T∫
0
∥∥δk+2uh∥∥22  C, k = 0,1,2, 0 t  T ,
where T depends on D, ‖u0h‖2, ‖δu0h‖2 and ‖δ2u0h‖2.
By induction and a limiting procedure, we can eventually derive a local smooth solution
on [0, T ] for (2.1). 
3. Uniform estimates and the limiting case
We have indeed proved the existence of smooth solutions uε for the ε-equation (2.1). In addi-
tion, we need the uniform estimates on uε with respect of ε. To demonstrate the method used in
this section, we begin with the estimate on the solution for the original equation (1.7).
Lemma 3.1. If u is a smooth solution for (1.7), then for any T1 > 0, there exists a constant C > 0
depending only on ‖u0‖H 2 such that
sup
0tT1
‖u‖H 2(Ω)  C.
Proof. (1) Taking the scalar product with u in (1.7), we have
d
dt
|u|2 = 0,
which implies that |u| ≡ |u0| = 1.
(2) Taking the scalar product with −uxx in (1.7) and integrating over Ω , we have
1
2
d
dt
‖ux‖22 =
∫
Ω
u × uxx · uxxxx dx − 5
∫
Ω
(ux · uxx)(u × ux · uxx) dx = I1 − I2,
I1 = −
∫
Ω
(ux × uxx) · uxxx dx. (3.1)
Since |u| = 1, we have u · ux = 0. Thus u, ux and u × ux consist of an orthonormal basis
of R3. uxx can be formulated as
uxx = α1u + α2ux + α3u× ux, (3.2)
where α1 = u · uxx = −|ux |2, α2 = (ux · uxx)/|ux |2 and α3 = (u × ux · uxx)/|ux |2.
Substituting α1, α2, α3 into (3.2), we have
ux × uxx = |ux |2u× ux + (u × ux · uxx)u. (3.3)
So
I1 = −
∫
(u × ux · uxxx)|ux |2 dx −
∫
(u × ux · uxx)(u · uxxx) dx. (3.4)
Ω Ω
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u · uxxx = −32 |ux |
2
x. (3.5)
For the first term on the right-hand side of (3.4), we have
−
∫
Ω
(u × ux · uxxx)|ux |2 dx = −
∫
Ω
(u × ux · uxx)x |ux |2 dx = −
∫
Ω
(u × ux · uxx)|ux |2x dx.
(3.6)
Substituting (3.5) and (3.6) into (3.4), we have
I1 = 5
∫
Ω
(u × ux · uxx)(ux · uxx) dx = I2,
which means
d
dt
‖ux‖22 = 0 ⇒
∥∥ux(t)∥∥2 = ∥∥ux(0)∥∥2, 0 < t < T1. (3.7)
(3) Taking the scalar product with uxxxx in (1.7) and integrating on Ω , we have
1
2
d
dt
‖uxx‖22 =
∫
Ω
(
1 + 5
2
|ux |2
)
u× uxx · uxxxx dx + 5
∫
Ω
(ux · uxx)(u × ux · uxxxx) dx.
(3.8)
We also have
1
4
d
dt
‖ux‖44 =
∫
Ω
|ux |2ux · uxt dx
= −
∫
Ω
|ux |2uxx · ut dx − 2
∫
Ω
(ux · uxx)(ux · ut ) dx
= −
∫
Ω
|ux |2uxx ·
(
u × uxxxx + 5(ux · uxx)u × ux
)
dx
− 2
∫
Ω
(ux · uxx)ux ·
(
u× uxxxx +
(
1 + 5
2
|ux |2
)
u × uxx
)
dx
= −
∫
Ω
|ux |2uxx · (u × uxxxx) dx − 2
∫
Ω
(ux · uxx)ux · (u × uxxxx) dx
− 2
∫
Ω
(ux · uxx)ux · (u × uxx) dx
=
∫
Ω
|ux |2u× uxx · uxxxx dx + 2
∫
Ω
(ux · uxx)u × ux · uxxxx dx
− 2
∫
(ux · uxx)ux · (u × uxx) dx. (3.9)
Ω
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∫
Ω
u× uxx · uxxxx dx from step (2),
so comparing (3.9) with (3.8), we have
4
d
dt
‖uxx‖22 = 5
d
dt
‖ux‖44. (3.10)
Integrating (3.10) from 0 to T1, we have
4
∥∥uxx(T1)∥∥22 − 5∥∥ux(T1)∥∥44 = ‖u0xx‖22 − 5‖u0x‖44. (3.11)
Applying Lemma 2.2, we have
‖ux‖44  C‖uxx‖2‖ux‖32. (3.12)
From (3.7), (3.11), (3.12) and Young’s inequality, we have∥∥uxx(T1)∥∥2  C for any T1. 
Now it is possible to present the uniform estimates on smooth solutions for (2.1).
Lemma 3.2. If uε is a smooth solution for (2.1) on [0, T ], then there exist a constant C > 0
depending only on ‖u0‖H 2 and T such that∥∥uε(t)∥∥H 2(Ω) C, 0 t  T .
Proof. (1) From Lemma 2.1 we infer that |uε| = 1.
(2) As the same procedure as step (2) in Lemma 3.1, we have
− d
dt
∫
Ω
|uεx |2 dx = ε
∫
Ω
|uεxxx |2 dx − 3ε
∫
Ω
|uεxx |2uε · uεxx dx
− 4ε
∫
Ω
(uεxx · uεxxxx)(uε · uεxx) dx.
So
d
dt
‖uεx‖22 + ε‖uεxxx‖22  3‖uεxx‖33 + 4ε
∫
Ω
|uεx ||uεxx ||uεxxx |dx. (3.13)
Applying Lemma 2.2, we obtain
‖uεxx‖3  C‖uεx‖
5
12
2
(‖uεxxx‖2 + ‖uεx‖2) 712 ,
and
‖uεxx‖2  C‖uεx‖
1
4
2
(‖uεxxx‖2 + ‖uεx‖2) 34 .
Substituting the above inequalities into (3.13), we have
d
dt
‖uεx‖22 +
ε
2
‖uεxxx‖22  Cε
(
1 + ‖uεx‖102
)
.
When ε is small enough, we have∥∥uεx(t)∥∥2  C, (3.14)
where 0 t  T .
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4
d
dt
‖uεxx‖22 − 5
d
dt
‖uεx‖44 + 8ε
∫
Ω
|uεxxxx |2 dx
 Cε
∫
Ω
|uε · uεxxxx |2 dx + Cε
∫
Ω
|uεx |2|uεxx · uεxxxx |dx
+ Cε
∫
Ω
|uεx |2(uεxx · uε)(uε · uεxxxx) dx.
Applying Lemma 2.2, we obtain
‖uεxx‖∞ C‖uεx‖
1
2
2
(‖uεxxxx‖2 + ‖uεx‖2) 12 ,
and
‖uεx‖4  C‖uεxx‖
15
16
2
(‖uεxxxx‖2 + ‖uεx‖2) 116 .
By virtue of (3.14), Young’s inequality and Hölder’s inequality, we have
4
d
dt
‖uεxx‖22 − 5
d
dt
‖uεx‖44  Cε. (3.15)
Integrating (3.15) from 0 to t , we have
4
∥∥uεxx(t)∥∥22 − 4∥∥uεxx(0)∥∥22 − 5∥∥uεx(t)∥∥44 + 5∥∥uεx(0)∥∥44  Cε. (3.16)
By (3.12), we infer from (3.16) that∥∥uεxx(t)∥∥2  C, 0 t  T . 
Next we shall deal with the limiting case. Lemma 3.2 and Theorem 5.1 of Chapter 1 [10]
imply that there exists a subsequence of uε (still denoted by uε) such that when ε → 0, there
holds
uε → u strongly in Lp
(
Ω × (0, T )), (3.17)
and
uεx → ux strongly in Lp
(
Ω × (0, T )), (3.18)
where 1 p < ∞.
Furthermore, we have
uεxx → uxx weakly* in L∞
(
0, T ;L2(Ω)). (3.19)
With the help of these convergence results, taking the scalar product with test function ϕ
in (2.1) and integrating on Ω × (0, T ), we conclude Theorem 1.1 from the integration by parts.
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