Strengthening lattice-free cuts using non-negativity  by Fukasawa, Ricardo & Günlük, Oktay
Discrete Optimization 8 (2011) 229–245
Contents lists available at ScienceDirect
Discrete Optimization
journal homepage: www.elsevier.com/locate/disopt
Strengthening lattice-free cuts using non-negativity
Ricardo Fukasawa a,∗, Oktay Günlük b
a University of Waterloo, Canada
b IBM Research, United States
a r t i c l e i n f o
Article history:
Received 15 May 2009
Received in revised form 1 March 2010
Accepted 4 September 2010
Available online 29 September 2010
Keywords:
Mixed integer programming
Valid inequalities
Lattice-free polyhedra
a b s t r a c t
In recent years there has been growing interest in generating valid inequalities for
mixed-integer programs using sets with two or more constraints. In particular, Andersen
et al. (2007) [2] and Borozan and Cornuéjols (2009) [3] have studied sets defined by
equations that contain exactly one integer variable per row. The integer variables are not
restricted in sign. Cutting planes based on this approach have already been computationally
studied by Espinoza (2008) [8] for general mixed-integer problems, and there is ongoing
computational research in this area.
In this paper, we extend the model studied in the earlier papers and require the integer
variables to be non-negative.We extend the results in [2] and [3] to our case, and show that
cuts generated by their approach can be strengthened by using the non-negativity of the
integer variables. In particular, it is possible to obtain cuts which have negative coefficients
for some variables.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Given a mixed-integer program (MIP) and a basic feasible solution to its linear programming (LP) relaxation, one can
define a relaxation of the feasible solution set of the form
X =

(x, s) ∈ Zm × Rn+ : xi −
n−
j=1
aijsj = fi for i ∈ {1, . . . ,m}

which is obtained by starting with the associated simplex tableau and (i) deleting rows associated with basic continuous
variables, (ii) relaxing the integrality of the non-basic variables, and (iii) relaxing the non-negativity of basic variables. Notice
that the variables x can be projected out by requiring s to satisfy fi +∑nj=1 aijsj ∈ Z for all i. This set can also be viewed as a
continuous relaxation of the corner polyhedra of Gomory [1].
In a recent paper, Andersen et al. [2] studied the set X whenm = 2, and they showed that all valid inequalities for X can
be represented by maximal lattice-free convex sets in R2. Later, Borozan and Cornuéjols [3] extended this and showed that
minimal valid inequalities for the semi-infinite relaxation of X are in one-to-one correspondence with maximal lattice-free
convex sets in Rm that contain f (provided that f is not on the boundary). In particular, they used the fact that all maximal
lattice-free convex sets inRm are polyhedrawith atmost 2m facets [4,5]. In addition, Cornuéjols andMargot [6] extended the
results in [2] and studied the conditions under which valid inequalities for the set X (when m = 2) become facet defining.
More recently, Andersen et al. [7] extended their earlier work by considering upper bounds on some of the continuous
variables. There has been some initial computational work by Espinoza [8], and there is ongoing computational work by
other groups [9,10] that use the results in [2,3] to produce cutting planes for MIPs.
∗ Corresponding author.
E-mail addresses: rfukasaw@math.uwaterloo.ca (R. Fukasawa), gunluk@us.ibm.com (O. Günlük).
1572-5286/$ – see front matter© 2010 Elsevier B.V. All rights reserved.
doi:10.1016/j.disopt.2010.09.002
230 R. Fukasawa, O. Günlük / Discrete Optimization 8 (2011) 229–245
In this paper, we study the set
X+ :=

(x, s) ∈ Zm+ × Rn+ : xi −
n−
j=1
aijsj = fi for i ∈ {1, . . . ,m}

which contains non-negative points in X . As X+ ⊆ X , it gives a tighter relaxation of MIPs for which integer basic variables
are required to be non-negative.
Our main result in this paper is to show that the inequalities derived in [3] (using maximal lattice-free convex sets) can
be strengthened using the fact that the x variables are required to be non-negative in X+. This strengthening, for example,
leads to minimal valid inequalities of the form αx ≥ 1, where α can have negative components. The following example
emphasizes the difference between valid inequalities for the sets X and X+.
Example 1.1. Let r1, r1, r2, r3, r4, r5, f ∈ R2 be defined as follows:
r1 =
−
1
4
3
4
 r2 =
−
1
4
−5
4
 r3 =

7
4
−5
4
 r4 =

5
4
−5
4
 r5 =

3
4
−5
4
 and f =

1
4
1
4

and consider the following set,
X =

(x, s) ∈ Z2 × R5+ :

x1
x2

−
5−
j=1
rjsj = f

,
defined by two rows. Using the results in [6,2], it is possible to show that inequality
s1 + s2 + s3 + s4 + s5 ≥ 1
is valid and facet defining for X . However, using the non-negativity of the x variables in X+ = X ∩R7+, it is possible to show
that the following stronger inequality,
s1 + s2 + s3 − s5 ≥ 1,
is valid (and facet defining) for X+. We will come back to this example in Section 2.
The rest of the paper is organized as follows. In Section 2, we define the semi-infinite extension of X+, where we
essentially study the set X+ when it has infinitelymany variables, one for each rational coefficient vector. For this extension,
we characterize the basic properties ofminimal valid functions,1 relate them to convex sets that do not contain non-negative
integer points in their interior, and show that certain polyhedral sets lead to minimal valid functions. In Section 3, we focus
on the semi-infinite extension of X+ when it is defined by two rows, and give a complete characterization of minimal
valid functions and how they are related to convex sets that do not contain non-negative integer points in their interior.
In Section 4, we show how to use non-negativity to strengthen valid inequalities for X based onmaximal lattice-free convex
sets to obtain valid inequalities for X+.
2. The semi-infinite extension of X+
In this section, we study the semi-infinite extension of X+ and show basic properties of minimal valid functions for it.
The semi-infinite extension of X+ is the set
R+f =

(x, s) ∈ Zm+ × J : x−
−
r∈Qm
rsr = f

,
where J = {s ∈ RQm : s has finite support} and f ≥ 0. A point s is said to have finite support if sr > 0 for a finite number
of r ∈ Qm. Note that R+f can be obtained by restricting the semi-infinite extension of X to non-negative values of x. More
precisely, the semi-infinite extension of X is
Rf =

(x, s) ∈ Zm × J : x−
−
r∈Qm
rsr = f

.
The set Rf has been studied by Borozan and Cornuéjols [3], who show that there is a bijection relatingminimal valid functions
for Rf to maximal lattice-free convex sets inRm that contain f . We define valid functions and lattice-free sets more precisely
in Sections 2.1 and 2.2, respectively.
Our main observations in this section is that most of the fundamental results known to hold for Rf can be extended to
R+f . In particular, we establish a relationship betweenminimal valid functions for R
+
f andmaximal convex sets without non-
negative integer points in their interior, which we callmaximal non-negative lattice-point free convex sets. We are, however,
only able to show that such relationship is bijective whenm = 2. Whenm ≥ 3, we show that given a polyhedral maximal
1 A minimal valid function is a function that gives a valid cut that is not dominated by any other cut.
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NLPF convex set, one can construct a minimal valid function but we are not able to show that any minimal valid function
can be constructed using a polyhedral maximal NLPF convex set.
2.1. Valid functions for R+f
We say that a function ψ : Qm → R is a valid function for R+f if−
r∈Qm
ψ(r)sr ≥ 1
for all (x, s) ∈ R+f . Any valid inequality for Rf that is violated by the point (x, s) = (f , 0) can bewritten in this form; see [3,2].
Similarly, valid inequalities for R+f that are violated by (f , 0) can also be written in this form. Note that the x variables do not
appear in the inequality as they can be projected out using the equations defining R+f . After doing so, it is easy to see that the
right-hand side of the inequality has to be strictly positive if it is violated by (f , 0). We also note that we only consider finite
functions ψ since, in the context of generating cutting planes for mixed-integer programming, functions that can assume
the value±∞ are not useful in practice.
We say that ψ is a minimal valid function if it is a valid function and there is no other valid function ψ ′ such that
(i) ψ(r) ≥ ψ ′(r) for all r ∈ Qm, and (ii) ψ(r) > ψ ′(r) for some r ∈ Qm. In the context of cutting planes, a minimal
valid function is analogous to a non-dominated inequality; therefore it is natural to only focus on minimal valid functions.
For the sake of completeness, we define the following. A function f : Qm → R is called
(i) subadditive, if f (x′)+ f (x′′) ≥ f (x′ + x′′) for all x′, x′′ ∈ Qm;
(ii) positively homogeneous, if f (αx′) = αf (x′) for all x′ ∈ Qm and α ∈ Q+;
(iii) convex, if αf (x′)+ (1− α)f (x′′) ≥ f (αx′ + (1− α)x′′) for all x′, x′′ ∈ Qm and α ∈ [0, 1] ∩ Q.
We next show that minimal valid functions satisfy all of the above properties.
Lemma 2.1. If ψ is a minimal valid function for R+f , then ψ is (i) subadditive, (ii) positively homogeneous, and (iii) convex.
Proof. The proof essentially summarizes and adopts proofs of Lemmas 2.2–2.5 in [3]. (i) Assume that ψ is not subadditive;
then ψ(r ′) + ψ(r ′′) < ψ(r ′ + r ′′) for some r ′, r ′′ ∈ Qm. Define φ : Qm → R to be identical to ψ , with the exception that
at point r ′ + r ′′ it assumes the value φ(r ′ + r ′′) = ψ(r ′)+ ψ(r ′′). We will show that φ is valid, and therefore ψ cannot be
minimal, a contradiction. If φ is not valid, there exists a point (x′, s′) ∈ R+f such that
∑
r∈Qm φ(r)s′r < 1. But in this case ψ
cannot be valid either, as
∑
r∈Qm φ(r)s′r =
∑
r∈Qm ψ(r)s′′r < 1, where (x′, s′′) ∈ R+f and s′′ is obtained from s′ by reducing its
(r ′ + r ′′)th component to zero and increasing the r ′th and r ′′th components by s′
(r ′+r ′′). Therefore, φ is indeed valid, and ψ
is not minimal.
(ii) As ψ is subadditive, we have that ψ(r) + ψ(0) ≥ ψ(r)⇒ ψ(0) ≥ 0. Let (x¯, s¯) ∈ R+f . Since s has finite support and
ψ is finite, we know that
∑
ψ(r)sr < +∞. Note that the point (x¯, s˜) defined by s˜r := s¯r for r ≠ 0 and s˜0 = 0 also belongs
to R+f . Hence, 0+
∑
r≠0 ψ(r)sr ≥ 1. Therefore ψ is still a valid function if we change ψ(0) = 0, so minimality of ψ implies
that ψ(0) = 0.
Therefore, if α = 0, thenψ(αr) = αψ(r) for all r ∈ Qm. Assume thatψ(αr ′) ≠ αψ(r ′) for some α > 0 and r ′, αr ′ ∈ Qm.
Let β = min{ψ(αr ′)/α,ψ(r ′)} and define φ : Qm → R to be the same as ψ , except let φ(αr ′) = αβ and φ(r ′) = β . As in
the first part of the proof, it is straightforward to reach a contradiction by observing that φ is a valid function for R+f provided
that ψ is valid.
(iii) Notice that ψ is positively homogeneous, and therefore, for all α ∈ [0, 1] and r ′, r ′′ ∈ Qm,
αψ(r ′)+ (1− α)ψ(r ′′) = ψ(αr ′)+ ψ((1− α)r ′′) ≥ ψ(αr ′ + (1− α)r ′′),
where the last inequality follows from subadditivity. 
In [3], Borozan and Cornuéjols show that all valid functions for Rf are not only subadditive, positively homogeneous, and
convex but also non-negative as well. We emphasize that not all valid functions for R+f are non-negative. In Section 2.3, we
describe a family of valid functions that assume negative values for some r ∈ Qm.
The above lemma states that all valid functions for R+f are (i) subadditive and (ii) positively homogeneous (convexity is a
consequence of those two properties). We next address the reverse question: namely, when is a subadditive and positively
homogeneous function valid for R+f ?
Lemma 2.2. If ψ is positively homogeneous and subadditive, then it is valid for R+f if and only if ψ(x− f ) ≥ 1 for all x ∈ Zm+.
Proof. The only if part is straightforward: if ψ(x¯ − f ) < 1 for some x¯ ∈ Zm+, define s¯ to have all zero components except
s¯(x¯−f ) = 1. We therefore have (x¯, s¯) ∈ R+f , and yet
∑
r∈Qm ψ(r)s¯r < 1, a contradiction.
For the if part, note that for all (x¯, s¯) ∈ R+f we have x¯ ∈ Zm+ and
∑
r∈Qm r s¯r = x¯ − f . First using homogeneity and then
using subadditivity, we have
∑
r∈Qm ψ(r)s¯r =
∑
r∈Qm ψ(r¯ sr) ≥ ψ(
∑
r∈Qm r s¯r). This implies that
∑
r∈Qm ψ(r)s¯r ≥ 1, and
therefore ψ is a valid function for R+f . 
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2.2. NLPF sets and minimal valid functions for R+f
We next study some convex sets which are closely related with minimal valid functions for R+f . We call a set S ⊂ Rm
non-negative lattice-point free (NLPF) if int(S) ∩ Zm+ = ∅, where int(S) denotes the interior of the set S.
For a given function ψ : Qm → R, we define a closed set in Rm associated with the function as follows:
S(ψ, f ) := cl

x ∈ Qm : ψ(x− f ) ≤ 1,
where cl(·) is the closure operator. Note that, if ψ is convex, the corresponding set S(ψ, f ) is also convex. Using this
definition, Lemma 2.2 can be restated in terms of NLPF convex sets as follows.
Remark 2.3. If ψ is positively homogeneous and subadditive, then it is valid for R+f if and only if S(ψ, f ) is an NLPF set.
Moreover, remember that the proof of Lemma 2.1 shows that, if the function ψ is positively homogeneous and
subadditive, then it is a convex function. As all minimal valid functions for R+f are positively homogeneous and subadditive,
we also observe that S(ψ, f ) is convex for all minimal valid functionsψ , and so we have a first relationship to NLPF convex
sets.
We next present amore detailed relationship betweenminimal valid functionsψ for R+f and the NLPF convex set S(ψ, f )
that will help develop our results later on in the paper. In particular, we show that, for r ∈ Qm, the value of ψ(r) depends
on where r lies with respect to the recession cone of S(ψ, f ). For a set B, let RC(B) denote the recession cone of B and RCo(B)
denote the boundary of the recession cone of B. More precisely, RCo(B) = RC(B) \ int(RC(B)).
Lemma 2.4. Let f ∈ Qm and let ψ : Qm → R be a minimal valid function for R+f . Then f ∈ int(S(ψ, f )). Moreover, for every
r ∈ Qm, the function ψ satisfies the following:
(i) if r ∈ RC(S(ψ, f )) then ψ(r) ≤ 0,
(ii) if r ∈ RCo(S(ψ, f )) then ψ(r) = 0,
(iii) if r ∉ RC(S(ψ, f )) then 0 < ψ(r) = 1/max{λ ∈ R+ : f + λr ∈ S}, and
(iv) if r ≥ 0 then ψ(r) ≥ 0.
Proof. To simplify notation, let S = S(ψ, f ), RC = RC(S(ψ, f )), and let RCo = RCo(S(ψ, f )). We start with showing that
ψ(r) <∞ for all r ∈ Qm implies that f ∈ int(S). Let ed be the unit vector with a 1 in the dth component and 0 everywhere
else. If ψ(ed) = 0 then ψ(f + ed − f ) = ψ(ed) = 0, so f + ed ∈ S. If ψ(ed) ≠ 0, since |ψ(ed)| < ∞, we have that
1 ≥ 1|ψ(ed)|ψ(ed) = ψ

1
|ψ(ed)| ed

= ψ

f + 1|ψ(ed)| ed − f

, and hence f + 1|ψ(ed)| ed ∈ S. Since the same argument is valid for
all ed and −ed for all d = 1, . . . ,m, we have that there exists ϵ > 0 such that f ± ϵed ∈ S for all d = 1, . . . ,m, and hence
f ∈ int(S). We next prove (i)–(iv).
(i) Consider r ∈ RC . As f ∈ S, we have f + λr ∈ S for all λ ∈ Q+, implying that ψ(f + λr − f ) ≤ 1. Hence
ψ(λr) = λψ(r) ≤ 1. Since λ can be arbitrarily large, we have ψ(r) ≯ 0, or, equivalently, ψ(r) ≤ 0.
(ii) We first show that ψ(r) > 0 when r ∉ RC . For the sake of contradiction, assume that ψ(r) ≤ 0. Then for any
x ∈ S ∩Qm and any λ ∈ Q+ we have thatψ(x+ λr − f ) ≤ ψ(x− f )+ λψ(r) ≤ ψ(x− f ) ≤ 1; therefore x+ λr ∈ S. Since
S is convex, x+ λr ∈ S for all λ ∈ R+, and hence r ∈ RC .
Now consider r ∈ RCo and note that as r ∈ RC we haveψ(r) ≤ 0. Suppose, for the sake of contradiction, thatψ(r) = −β
for some β > 0. Since r ∈ RCo, there exists a non-zero vector v ∉ RC such that r + δv ∉ RC for all δ > 0. Now choose
a δ′ such that 0 < δ′ < β/ψ(v), and remember that v ∉ RC implies that 0 < ψ(v) < +∞. As r + δ′v ∉ RC , we have
f + λ(r + δ′v) ∉ S for some sufficiently large λ > 0. In other words, ψ(λ(r + δ′v)) > 1. As ψ is subadditive and positively
homogeneous, we also have
λψ(r)+ λδ′ψ(v) ≥ ψ(λ(r + δ′v)) > 1⇒ ψ(r) ≥ 1/λ− δ′ψ(v) > 1/λ− β ≥ −β,
which is a contradiction, and therefore ψ(r) = 0.
(iii) Finally, we consider r ∉ RC . Notice that we have already shown in part (ii) that ψ(r) > 0, and therefore
1 = 1
ψ(r)
ψ(r) = ψ

1
ψ(r)
r

= ψ

f + 1
ψ(r)
r − f

,
implying that f + r/ψ(r) ∈ S, and hence
1/ψ(r) ≤ λ¯ = max{λ ∈ R+ : f + λr ∈ S}.
Now, if λ¯ > 1/ψ(r), we have that ψ(f + λ¯r − f ) = ψ(λ¯r) = λ¯ψ(r) > 1, a contradiction. Therefore, λ¯ = 1/ψ(r).
(iv) Let (x¯, s¯) ∈ R+f . Let r˜ ∈ Qm+ and let D ∈ Z+ be such that r˜D ∈ Zm+. Let M be an arbitrary positive integer number
and let (x˜, s˜) ∈ R+f be defined as x˜ := x¯ + MDr˜, s˜r˜ := s¯r˜ + MDr˜, s˜r := s¯r for all r ≠ r˜ . But then 1 ≤
∑
r∈Qm ψ(r)s˜r =∑
r∈Qm ψ(r)s¯r +MDψ(r˜). Hence ψ(r˜) ≥ 1−
∑
r∈Qm ψ(r)s¯r
MD for allM ∈ Z+, and hence ψ(r˜) ≥ 0. 
Notice that the first part of the proof of Lemma 2.4 can be easily extended to show that, even if we allow ψ to take on
the value∞, we have ψ <∞ if and only if f ∈ int(S(ψ, f )). As we assume ψ to be finite, we only consider maximal NLPF
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convex sets that contain f in their interior. We remark that in the context of X and Rf , the analogous assumption is not too
restrictive—Zambelli [11] showed that all cutting planes for X can be generated using maximal lattice-free convex sets that
contain f in the interior.
2.3. A minimal valid function for R+f
We have so far established that, given a minimal valid function for R+f , one can obtain an associated NLPF convex set
S(ψ, f ) containing f in its interior. We now focus on studying the reverse question; that is, given an NLPF convex set with
f in its interior, can we obtain an associated valid function and if so, is it minimal?
We start by defining a mapping from polyhedral NLPF convex sets to valid functions for R+f . Throughout this section, we
assume that B is a polyhedral set that satisfies the following two properties: (i) it contains f in its interior, (and therefore
it is also full dimensional) and (ii) it does not contain any non-negative integer points in its interior. Therefore, B can be
represented as
B = {x ∈ Rm : aTi x ≤ bi,∀i = 1, . . . , k},
where (i) aTi f < bi for all i ∈ I := {1, . . . , k} and (ii) int(B)∩Z+ = ∅. In addition, we assume that all of the inequalities used
in the description of B are facet defining.
Let ψB : Qm → R be defined as follows:
ψB(r) := max
i∈I

rT aˆi

, (1)
where aˆi = ai/(bi − aTi f ).
We now show that the function ψB defined in (1) satisfies the desired property; that is, ψB is valid for R+f if B is NLPF.
Lemma 2.5. If B is NLPF, then the function ψB is valid for R+f .
Proof. ClearlyψB is positively homogenous. We next show that it is also subadditive. Let r1, r2 ∈ Qm, and letψB(r1+ r2) =
aˆTl (r
1 + r2) for some l ∈ I . Then
ψB(r1)+ ψB(r2) = max
i∈I
{aˆTi r1} +maxi∈I {aˆ
T
i r
2} ≥ aˆTl r1 + aˆTl r2 = aˆTl (r1 + r2) = ψB(r1 + r2).
Therefore, ψB is subadditive and, by Lemma 2.2 and Remark 2.3, it is valid if and only if S(ψB, f ) is NLPF. Let r ∈ S(ψB, f ),
and note that for all i ∈ I we have
1 ≥ ψ(r − f ) ≥ aˆTi (r − f ) = (aTi r − aTi f )/(bi − aTi f )⇒ bi − aTi f ≥ aTi r − aTi f ⇒ bi ≥ aTi r,
and therefore r ∈ B. As r was chosen arbitrarily, we have S(ψB, f ) ⊆ B, and therefore S(ψB, f ) is NLPF, and the proof is
complete. 
Note that it is possible to extend the last argument in the proof to show the following fact that will be useful in later
proofs.
Remark 2.6. S(ψB, f ) = B.
Proof. Let r ∈ B ∩Qm and therefore aTi r ≤ bi for all i ∈ {1, . . . , k}. Let ψ(r − f ) = aˆTt (r − f ) for some t ∈ {1, . . . , k}. Then,
ψ(r − f ) = (aTt r − aTt f )/(bt − aTt f ) ≤ (bt − aTt f )/(bt − aTt f ) = 1,
and therefore r ∈ S(ψB, f ). Since B ∩ Qm ⊆ S(ψB, f ), B = cl(B ∩ Qm) ⊆ S(ψB, f )⇒ S(ψB, f ) = B. 
The following simple observation will be used next in the proof of Lemma 2.8.
Remark 2.7. A vector r ∈ Qm is contained in RC(B) if and only if aTi r ≤ 0 for all i ∈ I , and r ∈ int(RC(B)) if and only if
aTi r < 0 for all i ∈ I .
Note that it also follows from the above remark that ψB(r) < 0 if and only if r ∈ int(RC(B)) and, in light of Lemma 2.4, this
means that r ∈ int(RC(B)) ⇒ r ≱ 0. So we were able to derive a geometric property of polyhedral NLPF sets by using the
function ψB.
We next show that the function ψB is actually a minimal valid function if B is maximal.
Lemma 2.8. If B is maximal NLPF, then ψB is a minimal valid function for R+f .
Proof. Suppose not, and let ψ be a minimal valid function for R+f such that ψ ≤ ψB and ψ(r¯) < ψB(r¯) for some r¯ ∈ Qm.
We next consider two cases.
Case 1: r¯ ∉ RC(B).
For simplicity, let S = S(ψ, f ). By Lemma 2.4, we have ψ(r¯), ψB(r¯) > 0, and by positive homogeneity of ψB and ψ , we
have that there existsµ > λ > 0 such thatψB(λr¯) = ψ(µr¯) = 1. Let x¯ = f +λr¯ and let ¯¯x = f + µ+λ2 r¯ . ThenψB(¯¯x− f ) > 1,
which implies that ¯¯x ∉ B. But ψ(¯¯x − f ) < 1, which implies that ¯¯x is in the interior of cl(S). It follows that B is strictly
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(a) (b)
Fig. 1. (a) A maximal lattice point free set T and (b) a maximal NLPF set C in R2 , both containing f > 0.
contained in cl(S). By Remark 2.3, cl(S) is a NLPF set. This contradicts the assumption that B is a maximal NLPF set. Therefore
ψ(r) = ψB(r) for all r¯ ∉ RC(B).
Case 2: r¯ ∈ RC(B).
First note that for all i ∈ I there exists a vector vi ∈ Qm \ RC(B) such that ψB(vi) = aˆTi vi ≥ aˆTt vi for all t ∈ I . To show
that vi exists, we use the fact that aTi x ≤ bi is facet defining for B, and therefore there exists a point xi such that aTi xi = bi
and aTt x
i ≤ bt for all t ≠ i. Then vi = xi − f satisfies the desired properties, as
aˆTi v
i = a
T
i x
i − aTi f
bi − aTi f
= 1 and aˆTt vi =
aTt x
i − aTt f
bt − aTt f
≤ bt − a
T
t f
bt − aTt f
= 1
for all t ∈ I . The fact that vi ∉ RC(B) follows from the fact that aTi vi = aˆTi vi(bi − aTi f ) > 0.
If r¯ ∈ bd(RC(B)), we have that aTt r¯ ≤ 0 for all t ∈ I , with aTi r¯ = 0 for some i ∈ I . In this case, ψB(r¯) = aˆTi r¯ = 0. Note that
aTi (v
i + r¯) = aTi vi > 0, and hence (vi + r¯) ∉ RC(B). Moreover, note that
aˆTi (v
i + r¯) = a
T
i v
i
bi − aTi f
= 1 and aˆTt (vi + r¯) =
aTt v
i + aTt r¯
bi − aTi f
≤ a
T
t v
i
bi − aTi f
≤ 1
for all t ∈ I , and thereforeψB(vi+ r¯) = aˆTi (vi+ r¯). Sinceψ is minimal, it is subadditive, and henceψ(vi)+ψ(r¯) ≥ ψ(vi+ r¯).
But then,ψ(r¯) ≥ ψ(vi+ r¯)−ψ(vi) = ψB(vi+ r¯)−ψB(vi) = 0 = ψB(r¯) > ψ(r¯), a contradiction. Henceψ(r¯) = ψB(r¯) for
all r¯ ∉ int(RC(B)).
If r¯ ∈ int(RC(B)), let i be such thatψB(r¯) = aˆTi r¯ . Since r¯ ∈ int(RC(B)), we have aTi r¯ < 0. By the choice of vi, we have that
aTi v
i = aˆTi vi(bi − aTi f ) > 0. Let α = |aTi r¯|/aTi vi, and note that aTi (r¯ + αvi) = 0, implying that (r¯ + αvi) ∉ int(RC(B)), and
hence ψ(r¯ + αvi) = ψB(r¯ + αvi) ≥ 0. As ψ is valid and therefore subadditive, we have
ψ(r¯)+ ψ(αvi) = ψ(r¯)+ ψB(αvi) = ψ(r¯)+ αaˆTi vi ≥ ψ(r¯ + αvi).
As ψ(r¯ + αvi) = ψB(r¯ + αvi) ≥ 0, we have
ψ(r¯)+ αaˆTi vi ≥ 0 =⇒ ψ(r¯) ≥ −αaˆTi vi = aˆTi r¯ = ψB(r¯) > ψ(r¯),
again a contradiction. 
We end this section by revisiting the example presented in Section 1 to illustrate how the functionψB defined in (1) can
lead to valid (and sometimes facet defining) inequalities for X+ that dominate the ones obtained by the results in [3,6].
Example 1.1 (Continued). Recall the set
X =

(x, s) ∈ Z2 × R5+ :
[
x1
x2
]
−
5−
i=1
risi = f

, (2)
where f and ri are defined in Section 1. As shown in Fig. 1(a), the triangle T defined by the corner points p1, p2, p3 is a
maximal lattice point free set in R2. Notice that pi = f + ri for i = 1, . . . , 5, and consequently it follows from the results
in [6] that the inequality s1 + s2 + s3 + s4 + s5 ≥ 1 is valid and facet defining for X .
In comparison, notice that the translated cone C (shown in Fig. 1(b)) defined by the rays −−→p1p2 and −−→p1p3 is a maximal
NLPF set. This set can be written as
C = {x ∈ R2 : −x1 ≤ 0, x1 + x2 ≤ 1},
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Fig. 2. A polyhedral NLPF set B and the function values ψB(r) = 1α and ψB(r ′) = − 1β .
and notice that p4 ∈ RCo(C) and p5 ∈ RC(C) \ RCo(C). The set C leads to the minimal valid function
ψC (r) = max

rT · [−1, 0]T
0− [−1, 0] · f ,
rT · [1, 1]T
1− [1, 1] · f

= max

rT ·
[−4
0
]
, rT ·
[
2
2
]
,
which gives the following stronger valid inequality for X+ = X ∩ R7+:
s1 + s2 + s3 − s5 ≥ 1.
Furthermore, this inequality is facet defining as the dimension of X+ is 5, and the following five affinely independent
points are in X+ and satisfy the inequality as equality: p1 = [0, 1; 1, 0, 0, 0, 0], p2 = [0, 0; 1/2, 1/2, 0, 0, 0], p3 =
[1, 0; 1/2, 0, 1/2, 0, 0], p4 = [1, 0; 1, 0, 0, 4/5, 0], p5 = [1, 0; 3, 0, 0, 0, 2].
Notice that r5 ∈ int(RC(C)), and this is the reason why s5 can get a negative coefficient in the cut (see Lemma 2.4). In
fact, it also follows from Lemma 2.4 that, to get negative coefficients, we must have r ≱ 0.
2.3.1. Properties of ψB
In this section, we focus our attention on some properties and geometric interpretations of the function ψB. Moreover,
some of the lemmas from this section will be helpful in future sections.
We start with observing that the definition ofψB given by (1) coincides with the function used in [3] to map lattice-point
free convex sets to minimal valid functions for X . The following remark follows from Lemma 2.4, Remark 2.6, and the fact
that ψB is positively homogeneous and subadditive.
Remark 2.9. If B is a polyhedral NLPF, then, for r ∉ int(RC(B)),
ψB(r) :=

0 if r ∈ RCo(B)
1/max{λ ∈ R+ : f + λr ∈ B} if r ∉ RC(B).
Notice that, if B is a polyhedral lattice point free set, then int(RC(B)) = ∅, since such sets cannot have full-dimensional
recession cones. Therefore, the function ψB is identical to the function defined in [3] when B is lattice point free.
Remark 2.9 gives a geometric interpretation of the value ofψB(r)when r ∉ int(RC(B)). When r ∈ int(RC(B)), remember
that we have ψB(r) < 0. In this case, we can give the following geometric description of ψB stated in Lemma 2.10. Fig. 2
shows these geometric interpretations.
Lemma 2.10. Let r ∈ int(RC(B)). Then ψB(r) = −1/λ′, where λ′ > 0 is the largest scalar for which there exists at least one
index i ∈ I such that aTi (f − λ′r) ≤ bi.
Proof. Let λˆ = −1/ψB(r), and let l ∈ argmaxi∈I

aTi r/(bi − aTi f )

. Therefore
aTl (f − λˆr) = aTl f +
1
ψB(r)
aTl r = aTl f +
bl − aTl f
aTl r
aTl r = bl,
and therefore we have aTi (f − λˆr) ≤ bi for at least one i ∈ I . Now, let λ > λˆ, and as r ∈ int(RC(B)) we have aTi r < 0 for all
i ∈ I and
aTi (f − λr) = aTi f − λaTi r > aTi f +
1
ψB(r)
aTi r ≥ aTi f +
bi − aTi f
aTi r
aTi r = bi.
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Therefore, if λ > λˆ, the condition aTi (f − λr) ≤ bi is not satisfied by any i ∈ I , implying that λˆ indeed is the largest scalar
for which aTi (f − λˆr) ≤ bi for at least one i ∈ I . 
We end this section by noting that, for r ∈ RC(B), the value of ψB(r) is determined by the inequalities that define facets
of RC(B). Notice that this is the reason why we need a non-redundant inequality description of B. This property will be used
later in Section 4 to strengthen inequalities for R+f .
Lemma 2.11. Let r ∈ RC(B). Then ψB(r) = aTl r/(bl − aTl f ) for some l ∈ I such that aTl x ≤ 0 is facet defining for RC(B).
Proof. Since r ∈ RC(B), we have by Lemma 2.4 that ψ(r) ≤ 0. If r ∉ int(RC(B)), then aTl r = 0 for some facet aTl x ≤ 0 of
RC(B) andψB(r) = maxi∈I

aTi r/(bi − aTi f )
 = 0, and the result follows. Thus, we may assume r ∈ int(RC(B)). Let Ic ⊆ I be
such that aTi x ≤ 0 defines a facet of RC(B) if and only if i ∈ Ic . If ψB(r) > aTi r/(bi − aTi f ) for all i ∈ Ic , then let j ∉ Ic be such
that ψB(r) = aTj r/(bj − aTj f ). Since r ∈ int(RC(B)), we have that aTi r < 0 for all i ∈ Ic , and, since aTj r ≤ 0 is not a facet of
RC(B), there exists λ ∈ R|Ic |+ such that λ ≠ 0 and aj =
∑
i∈Ic λiai. Thus ajr < 0. Moreover, since (bi− aTi f ) > 0, we have that
ψB(r) < 0, and hence bj = aTj

f + 1
ψB(r)
r

and bi < aTi

f + 1
ψB(r)
r

for all i ∈ Ic . However, for all j ∉ Ic , we have that there
exists µi ≥ 0,∀i ∈ Ic such that aj = ∑i∈Ic µiai. Therefore bj = aTj f + 1ψB(r) r = ∑i∈Ic µiaTi f + 1ψB(r) r ≥ ∑i∈Ic µibi.
But this contradicts the fact that aTj x ≤ bj defines a facet of B. Therefore, there exists l ∈ Ic such that aTl (f − λr) = bl. 
3. Special case:m = 2
In the previous section, we have established that minimal valid functions for R+f give rise to NLPF convex sets and
that maximal polyhedral NLPF sets give minimal valid functions for R+f . In particular, this last fact shows that there exists
a mapping from maximal polyhedral NLPF sets to minimal valid functions, and such mapping is injective (follows from
Remark 2.9). Moreover, Remark 2.6 shows that S(ψB, f ) gives the inverse mapping. To complete the picture, we would like
to see if this mapping is a bijection, that is, if all minimal valid functions ψ for R+f can be defined by a polyhedral maximal
NLPF set of the form B = S(ψ, f ).
We are able to answer this question for m = 2, which is the case we consider in this section. Let B ⊆ R2 be a full-
dimensional closed convex set (not necessarily polyhedral) that is NLPF and has f in its interior. Note that, even if B is not
polyhedral, any cone inR2 is polyhedral. Furthermore, if the recession cone of B is full dimensional, that is, if int(RC(B)) ≠ ∅,
then RC(B) = {x ∈ R2 : cTi x ≤ 0, i = 1, 2}, where cTi x ≤ 0 defines a facet of RC(B) for i ∈ J = {1, 2}. In this case, let
di = sup{cTi x : x ∈ B} for i ∈ J , and note that B ⊆ C = {x ∈ R2 : cTi x ≤ di, i ∈ J}. We now let cˆi = ci/(di − cTi f ) and note
that, as f is in the interior of B, we have cTi f < di. We now extend the definition of the function ψB in two dimensions as
follows:
ψB(r) :=

max
i∈J

rT cˆi

if r ∈ int(RC(B))
1/max{λ ∈ R+ : f + λr ∈ B} if r ∉ RC(B)
0 otherwise.
It is not hard to show that, if B is polyhedral, the above definition coincides with the one in Section 2.3. To see that ψB(r) is
subadditive and positively homogeneous, just notice that B = {x : cTi x ≤ di, i ∈ I}, where I is a (possibly infinite) index set.
Then
ψB(r) = sup
i∈I∪J
{cˆTi r},
and the result follows. We next show that essentially all minimal valid functions have the form above. Then, in the next
section, we will actually show that all maximal NLPF convex sets in R2 are in fact polyhedral, and conclude afterwards with
the desired result that all minimal valid functions can be defined as the function ψB for a polyhedral maximal NLPF set.
Lemma 3.1. Let ψ : Q2 → R be a minimal valid function such that the NLPF set B = S(ψ, f ) contains f in its interior. Then
ψ = ψB.
Proof. By Lemma 2.4, we haveψ(r) = ψB(r) for all r ∉ int(RC(B)). We therefore consider r ∈ int(RC(B)). Let ϵ ∈ (0, 1/2).
We first construct vectors vi ∉ RC(B), for i ∈ J , that satisfy the following properties: (i) cˆTi vi ≥ cˆTt vi for all t ∈ J and
(ii) ψB(vi) ≤ cˆTi vi + ϵ. Remember that di = sup{cTi x : x ∈ B} and as ϵ(di − cTi f ) > 0 there exists xi ∈ B such that cTi xi ≥
di − ϵ(di − cTi f ). As xi ∈ B, we also have cTt xi ≤ dt for all t ∈ J . Furthermore, as {x ∈ R2 : cTi x ≤ 0, i ∈ J} is a minimal
polyhedral representation of RC(B), it is possible to pick points r i ∈ RC(B) for all i ∈ I such that (i) cTi r i = 0 and (ii) cTt r i < 0
for all t ≠ i. Now let λ > −ϵ(dt − cTt f )/cTt r i for all t ≠ i, and note that vi = xi + λr i − f satisfies the first desired property,
as
cˆTi v
i = c
T
i x
i − cTi f
di − cTi f
≥ di − c
T
i f
di − cTi f
− ϵ = 1− ϵ = dt − c
T
t f
dt − cTt f
− ϵ ≥ c
T
t x
i + λcTt r i − cTt f
dt − cTt f
= cˆTt vi.
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Also note that, as cTi v
i = cˆTi vi(di − cTi f ) > 0, it follows that vi ∉ RC(B). Moreover, as vi + f = xi + λr i, where xi ∈ B and
r i ∈ RC(B), we have f + vi ∈ B, implying that max{λ ∈ R+ : f + λvi ∈ B} ≥ 1, and therefore ψB(vi) ≤ 1 ≤ cˆTi vi + ϵ.
Let i be such thatψB(r) = cˆTi r . Since r ∈ int(RC(B)), we have cTi r < 0, and remember that cTi vi = cˆTi vi(di− cTi f ) > 0. Let
α = |cTi r|/cTi vi and note that cTi (r+αvi) = 0, implying that (r+αvi) ∉ int(RC(B)) and henceψ(r+αvi) = ψB(r+αvi) ≥ 0.
Also remember that vi ∉ RC(B) and therefore ψ(vi) = ψB(vi). As ψ is a minimal valid function, it is subadditive, and
therefore we have
ψ(r)+ αcˆTi vi ≥ ψ(r)+ αψB(vi)− αϵ = ψ(r)+ ψ(αvi)− αϵ ≥ ψ(r + αvi)− αϵ ≥ −αϵ,
implying that
ψ(r) ≥ −αcˆTi vi − αϵ = cˆTi r − αϵ = ψB(r)− αϵ.
Notice that, since cˆTi v
i ≥ 1− ϵ > 1/2, we have that α = |cTi r|/cTi vi = |cˆTi r|/cˆTi vi ≤ 2|cˆTi r|. Henceψ(r) ≥ ψB(r)− 2|cˆTi r|ϵ.
Since this is valid for any ϵ > 0, it follows that ψ(r) ≥ ψB(r). 
3.1. Maximal NLPF sets in R2
We next study maximal NLPF convex sets in R2 and show that they are polyhedra with a small number of facets. More
precisely, the main result of this section is the following theorem, which is similar to theorems by Bell [12], Doignon [13],
Lovász [4], and Scarf [14] for maximal lattice-free convex sets. We will use this result in Section 3.2 to characterize S(ψ, f )
for minimal valid functions ψ .
Theorem 3.2. Amaximal NLPF set inR2 is either a full-dimensional polyhedron with at most 4 facets or an irrational hyperplane.
The rest of this section is devoted to the proof of Theorem 3.2. We first study full-dimensional maximal NLPF convex sets
and show that we can restrict ourselves to the case where such sets contain a strictly positive point in the interior.
Lemma 3.3. Let K ⊆ Rm be a full-dimensional maximal NLPF convex set. If there does not exist a point f > 0 in int(K), then K
is a half-space.
Proof. Notice first that, if K contains a point f ′ > 0, then K contains a point f > 0 in its interior. Indeed, pick y ∈ int(K),
and, since fλ = λy+ (1− λ)f ′ ∈ int(K) for all λ ∈ (0, 1), we can pick λ arbitrarily close to 1 such that fλ > 0.
Therefore, there exists a supporting hyperplane ax = b for K such that ax ≤ b for all x ∈ K and ax ≥ b for all
x ∈ cl({x ∈ Rm : x > 0}) = {x ∈ Rm : x ≥ 0}. But then {x ∈ Rm : ax ≤ b} ⊇ K and does not contain any non-
negative integer points in its interior; hence, by maximality of K , K = {x ∈ Rm : ax ≤ b}. 
We now show that, independent of the dimensionm, maximal NLPF convex sets are polyhedral under certain conditions
on their recession cones.
Lemma 3.4. Let K ⊆ Rm be a maximal NLPF convex set. If RC(K) ∩ Rm+ = {0}, then K is polyhedral.
Proof. First note that K ≠ ∅, as it is maximal. Moreover, K ∩ Rm+ cannot be empty, otherwise the convex hull of K and the
origin contains K and is an NLPF convex set, a contradiction. Since K∩Rm+ ≠ ∅, we have that the condition RC(K)∩Rm+ = {0}
is equivalent to K ∩ Rm+ is bounded.
As K ∩ Rm+ is bounded, there exist numbers ui ∈ R+ for all i ∈ I = {1, . . . , n} such that xi ≤ ui for all x ∈ K ∩ Rm+. For
i ∈ I , define the sets Ci = {x ∈ Rm : x ≥ 0, xi ≥ ui + 1}. Note that, if K is a NLPF set, so is its closure, and therefore, by
maximality, K has to be closed. Therefore, K and all Ci are non-empty, convex and closed sets. Furthermore, for all i ∈ I , the
sets K and Ci are pairwise disjoint and have no common directions of recession.
Therefore, for each i ∈ I there exists a hyperplane (αi)T x = β i that strongly separates K and Ci (see, for example, [15]
Corollary 11.4.1). In other words, there exist αi ∈ Rm and β i ∈ R such that for all x′ ∈ K and x′′ ∈ Ci we have (αi)T x′ < β i
and (αi)T x′′ > β i. Notice that for all i, j ∈ I the unit direction ej is a direction of recession for Ci, and therefore αi ≥ 0 for all
i ∈ I .
As K ∩ Rm+ is not empty, there exists some x¯ ∈ K ∩ Rm+. Combining this with αi ≥ 0 and (αi)T x¯ < β i, we therefore have
β i > 0 for all i ∈ I . Finally, let x˜i be a vector of all zeros except the ith component, which is equal to ui+ 1. Note that x˜i ∈ Ci,
and, as (αi)T x˜i > β i > 0, we have αii > 0.
Now, let α¯ = ∑i∈I αi and β¯ = ∑i∈I β i, and note that α¯T x < β¯ for all x ∈ K . Therefore, K ∩ Rm+ ⊆ X = {x ∈ Rm : x ≥
0, α¯T x ≤ β¯}. Let X L = X ∩ Zm+ be the collection of lattice points in X , and note that X L contains a finite number of points
as α¯ > 0 and β¯ > 0. As K does not contain non-negative lattice points in its interior, for each p ∈ X L, there exists a closed
half-space defined by (αp)T x ≤ βp that contains K and has p on its boundary. Therefore, the polyhedral set
P = {x ∈ Rm : α¯T x ≤ β¯, (αp)T x ≤ βp for all p ∈ X L}
contains K and does not contain any non-negative lattice points. As K is assumed to be maximal, K = P , and the proof is
complete. 
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Notice that, if B is a full-dimensional maximal NLPF set with dim(RC(B)) = 0, then RC(B) ∩ Rm+ = {0}, and hence
Lemma 3.4 implies that B is polyhedral. Lemmas 3.5 and 3.6 complete the proof that B is polyhedral by considering other
possible dimensions of RC(B).
Lemma 3.5. Let S ⊆ R2 be a NLPF set such that there is a point f > 0 in its interior. If dim(RC(S)) = 2, then RC(S)∩R2+ = {0}.
Proof. Suppose that there is a vector v ∈ RC(S) such that v ≥ 0 and v ≠ 0. Since v ≠ 0, we may assume, by symmetry,
that v1 = 1. Since RC(S) is full dimensional, there exists a non-zero vector u such that u1 = 0 and such that v+ ϵu ∈ RC(S)
for some ϵ small enough. Now, for any α > 0 we have that w = f + αv ∈ S and z = f + α(v + ϵ)u ∈ S. But then choose
α > 1/|ϵu2| such that f1 + α ∈ Z+. Then |w2 − z2| = |αϵu2| > 1. Since w1 = z1 = f1 + α ∈ Z+, we have a non-negative
integer point in the interior of the line segment betweenw and z, and hence a non-negative integer point in the interior of
S, which is a contradiction. 
Lemma 3.6. Let S ⊆ R2 be a maximal NLPF set that contains a point f > 0 in its interior. If dim(RC(S)) = 1, then S is a
polyhedron.
Proof. If, for all r ∈ RC(S), we have that r ≱ 0, then, by Lemma 3.4, the result follows. Thus, we may assume that there
exists r ∈ RC(S) such that r ≥ 0. In addition, we can assume that there exists a point y¯ ∈ Z2 in the interior of S such
that y¯ ≱ 0, since otherwise, S is maximal lattice-free and hence, by [4], it is polyhedral. We will next show that if all these
assumptions are made, then S has a non-negative lattice point in its interior, which is a contradiction.
Case 1: r has one zero component.
Without loss of generality, assume that r1 = 0. In addition, after scaling, we can assume that r2 = 1. In this case, if y¯1 ≥ 0,
then y¯ + |y¯2|r is a non-negative integer point in the interior of S, which is a contradiction. Therefore, we may assume that
y¯1 < 0. But since f > 0 is a point in the interior of S, then there exists a point w in the interior of S such that w1 = 0. But
then there exists λ > 0 such thatw + λr is a non-negative integer point in the interior of S.
Case 2: r > 0.
If r is rational, then we may assume that r is integer, and thus there exists λ ∈ Z+ such that y¯ + λr is a non-negative
integer point in the interior of S. Thus, we may assume that r is not rational. Without loss of generality, let r1 = 1.
Now consider the line −r2x1 + x2 = b generated by y¯ + λr for λ ∈ R. Note that r2 and b = −r2y¯1 + y¯2 are irrational
numbers. From the approximation of r2 by continued fractions (see for instance [16]), it follows that there exists a sequence
(pn, qn) such that pn ∈ Z+ and qn ∈ Z+ and limn→∞ pn = limn→∞ qn = ∞ and such that 0 ≤ pnqn − r2 ≤ 1q2n . Since y¯ is in the
interior of S, there exists ϵ > 0 such that, if ‖x− y¯‖2 ≤ ϵ, then x ∈ int(S).
But then, pick n large enough such that 1/qn < ϵ and pn > |y¯2|, qn > |y¯1|. Notice that the point w = (y¯1 + qn, y¯2 + pn)
is a non-negative integer point. Moreover,w = x+ qnr , where x = (y¯1, y¯2+ pn− r2qn), and since 0 ≤ pnqn − r2 ≤ 1q2n ⇒ 0 ≤
pn − r2qn ≤ 1qn < ϵ, we have that ‖x − y¯‖2 ≤ ϵ, so x ∈ int(S). This in turn implies that w ∈ int(S), which contradicts the
fact that S does not have non-negative integer points in its interior. 
Lemmas 3.4–3.6 show that in R2 any maximal NLPF set that contains f > 0 in its interior is polyhedral. The following
corollary follows immediately from the proofs of Lemmas 3.5 and 3.6, and will be used to bound the number of facets that
such a maximal NLPF set has.
Corollary 3.7. If S ⊆ R2 is a full-dimensional maximal NLPF set then S is either a maximal lattice-free convex set or RC(S) ∩
R2+ = {0}.
Wenow use Corollary 3.7 to show that, whenm = 2, maximal NLPF sets have a non-negative integer point in the relative
interior of each of their facets, which will imply that there are at most four facets. Notice that the fact that a polyhedral
maximal NLPF set has at most 2m facets for general m can be proven by adapting the proof of a theorem in [17] (credited
to Bell [12], Doignon [13] and Scarf [14]) directly, without using this fact. However, this fact is helpful in identifying when
a NLPF set is not maximal and will be used in Section 4 where we are concerned with strengthening inequalities that are
defined by non-maximal NLPF sets.
Lemma 3.8. Let B = {x ∈ R2 : aTi x ≤ bi,∀i = 1, . . . , k} be a full-dimensional maximal NLPF set. Then there exists a non-
negative integer point in the relative interior of each one of its facets.
Proof. If B is a maximal lattice-free convex set, then the result was proven by Bell [12], Doignon [13] and Scarf [14], so we
may assume that B is not a maximal lattice-free convex set and hence, by Corollary 3.7, RC(B) ∩ R2+ = {0}. Without loss
of generality, we assume that the inequality description of B is minimal and that each inequality describes a facet. We also
assume that bi ∈ Q for all i ∈ I = {1, . . . , k}. Consider the face Fj = B ∩ {x ∈ R2 : aTj x = bj} defined by the jth inequality,
and assume that Fj does not contain a non-negative integer point in its relative interior. Let F+j = Fj ∩ R2+. Notice that
RC(F+j ) ⊆ RC(B) ∩ R2+, and hence RC(F+j ) = {0}, so F+j is bounded. We next consider two cases.
Case 1: aj ∈ Q2.
In this case, let τ be such that τaj ∈ Z2, and consider replacing aTj x ≤ bj in the description of B with τaTj x ≤ τbj + 1/2.
Clearly, the new set contains B strictly and is NLPF, a contradiction.
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Case 2: aj ∉ Q2.
Consider the set
∆ = {x ∈ Rm+ : aTi x ≤ bi∀i ∈ I \ {j}, aTj x > bj, aTj x ≤ bj + 1},
and let T = ∆∩Zm. Notice that T is the set of all non-negative integer points that would be included in B if bj were increased
by 1.
Now RC(∆) = RC(F+j ), so ∆ is bounded and hence T is finite. If T = ∅, then replacing bj in the description of B with
bj + 1 gives a strictly larger NLPF convex set, a contradiction. If T ≠ ∅, then let bˆj = minx∈T {aTj x} > bj, and note that, in this
case, we can replace bj in the description of Bwith bˆj to obtain a strictly larger NLPF convex set, again a contradiction. 
From Lemma 3.8, it is straightforward to obtain a bound on the number of facets of maximal NLPF sets by the following
simple argument due to Bell [12] (also see [3]).
Lemma 3.9. Let B ∈ R2 be a full-dimensional maximal NLPF convex set. Then it is a polyhedron with at most four facets.
Proof. Each facet F of B has a point xF in its relative interior. If there are more than four facets, two non-negative integral
points xF and xF
′
must be identical modulo 2. Then their middle point 12 (x
F + xF ′) is integral, non-negative and interior,
which is a contradiction. 
The following lemma is true for any arbitrary number of rows, and is just stated here for completeness of the
characterization of maximal NLPF sets in R2.
Lemma 3.10. Let S be a maximal NLPF set that is not full dimensional. Then S is an irrational hyperplane.
Proof. If S is not full dimensional then all x ∈ S satisfy aT x = b for some b ∈ R and a ∈ Rm. Therefore, S ⊆ {x ∈ Rm : aT x =
b}, and as S is maximal NLPF, S = {x ∈ Rm : aT x = b}. If b is not integral, it is possible to rewrite the equation defining S
as (1/b)aT x = 1, and therefore, without loss of generality, we assume that b ∈ Z. Now, if a is rational, there exists a large
enough τ ∈ Z such that τa ∈ Zm. In this case, S ⊂ {x ∈ Rm : τaT x ≥ τb, τaT x ≤ τb+ 1}, which contradicts the maximality
of S. Therefore, a ∉ Qm, and S indeed is an irrational hyperplane. 
3.2. Minimal valid functions for m = 2
We are finally ready to characterize minimal valid functions for R+f by relating them to maximal NLPF convex sets, as
stated in the following theorem.
Theorem 3.11. Let ψ : Q2 → R be a minimal valid function for R+f . If S(ψ, f ) contains f in its interior, then S(ψ, f ) is a
maximal NLPF convex set.
Proof. Let B = S(ψ, f ), and note that, asψ is a valid function, B is NLPF. Also remember that, by Lemma 3.1,ψ = ψB. For the
sake of contradiction, assume that B is not maximal, and let B′ be amaximal NLPF set strictly containing B. If int(RC(B)) = ∅,
then ψB′ dominates ψB, a contradiction. Therefore, we assume that RC(B) is full dimensional.
Let RC = {x ∈ R2 : cTi x ≤ 0, i ∈ J} be a minimal description of the recession cone of B, and let di = sup{cTi x : x ∈ B}
for i ∈ J . Notice that B ⊆ C = {x ∈ R2 : cTi x ≤ di, i ∈ J}. Now let B′′ = B′ ∩ C and note that RC(B′′) = RC , and therefore
ψB(r) = ψB′′(r) for all r ∈ RC . Furthermore, as B′′ ⊃ B, by Lemma 2.4, ψB′′(r) ≤ ψB(r) for all r ∉ RC . As ψ is minimal,
ψ = ψB′′ , and hence B = B′′. Therefore, B is polyhedral, as B = B′ ∩ C , where both B′ and C are polyhedral.
Let B = {x : aTi x ≤ bi, i ∈ I}. By Lemma 3.8, a polyhedral set is maximal NLPF if and only if there exists a non-negative
integer point in the relative interior of each of its facets. As B is not maximal, for some t ∈ I , the facetFt defined by aTt x ≤ bt
does not contain any non-negative integer points in its relative interior. If Ft is bounded, that is if aTt x ≤ 0 does not define a
facet of RC , then, for some ϵ > 0, the set B¯ = {x : aTi x ≤ bi, i ∈ I \ {t}aTt x ≤ bt + ϵ} is NLPF. Therefore,ψB¯ is a valid function
and, as B¯ ⊃ B, ψB¯ dominates ψB, a contradiction. Hence, we assume that Ft is unbounded and that aTt x ≤ 0 defines a facet
of RC .
We now argue that RC has at least two facets. If not, then RC = {x ∈ R2 : aTt x ≤ 0}. As f = (f1, f2)T ∉ Z2, not all of the
following four points are the same:
p1 =
⌊f1⌋
⌊f2⌋

, p2 =
⌊f1⌋
⌈f2⌉

, p3 =
⌈f1⌉
⌊f2⌋

, p4 =
⌈f1⌉
⌈f2⌉

,
and, since f > 0, they are non-negative and integral. Furthermore, f ∈ conv(p1, p2, p3, p4), and hence there exist two
distinct points p′, p′′ ∈ {p1, p2, p3, p4} such that aTt p′ ≤ aTt f ≤ aTt p′′. This implies that aTt (p′ − f ) ≤ 0, and hence
r ′ = p′ − f ∈ RC(B). As f ∈ int(B), we have that p′ = f + r ′ ∈ int(B), contradicting the fact that B is NLPF.
Therefore, RC indeed has at least two facets. Let aTk x ≤ 0 define a different facet of RC than aTt x ≤ 0. This also implies that
aTk x ≤ bk defines an unbounded facet of B. Now, in the linear description of B, replace aTt x ≤ bt by (at + ϵak)T x ≤ bt + ϵbk
for some small ϵ > 0, and call the resulting set Bϵ . Clearly, Bϵ ⊃ B. In addition, if ϵ is small enough, the new inequality is
facet defining for Bϵ , and also it induces a facet of RC(Bϵ).
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We next show that, if ϵ > 0 is sufficiently small, then Bϵ would be NLPF. To see this, note that, by Lemma 3.5, B does not
have non-negative rays in its recession cone RC , and therefore there exists ϵ′ > 0 such that for every ϵ < ϵ′ we have that
Bϵ also has no non-negative rays in its recession cone. Therefore, if ϵ > 0 is small enough, Bϵ ∩R2+ is bounded, and therefore
Bϵ ∩ Z2+ is finite. Let U = (Bϵ \ B) ∩ Z2+, and note that for all points x ∈ U we have (i) aTt x > bt and (ii) aTk x < bk. Let
β = min
x∈U {a
T
t x− bt} and α = maxx∈U {bk − a
T
k x},
and reduce ϵ, if necessary, so that ϵ < β/α. If Bϵ is not NLPF, there is a non-negative integer point y ∈ int(Bϵ). As Ft , the
face of B defined by aTt x ≤ bt , has no integer points by assumption, aTt y > bt , and therefore y ∈ U . But then,
(at + ϵak)Ty < bt + ϵbk ⇒ aTt y− bt < ϵ(bk − aTky) < ϵα < β ≤ aTt y− bt .
This is a contradiction, and therefore int(Bϵ) ∩ Z2+ = ∅ and Bϵ is NLPF.
As the final step, we will next show thatψBϵ dominatesψB, which will imply thatψB cannot be minimal, a contradiction.
First note that, as Bϵ is larger than B, we have ψBϵ (r) ≤ ψB(r) for all r ∉ RC(Bϵ). Moreover, RC(Bϵ) ) RC , and therefore
ψBϵ (r) < ψB(r) for all r ∈ RC(Bϵ) \ int(RC). Finally, for r ∈ int(RC), we have
ψB(r) = max

γ ,
rTat
bt − f Tat

and ψBϵ (r) = max

γ ,
rT (at + ϵak)
(bt + ϵbk)− f T (at + ϵak)

,
where γ = maxi∈J\{t}

rT cˆi

. Since f ∈ int(B),
(bt + ϵbk)− f T (at + ϵak) = (bt − f Tat)+ ϵ(bk − f Tak) < bt − f Tat .
In addition, for r ∈ int(RC), we have rTak < 0, and therefore rT (at + ϵak) < rTat , implying thatψB(r) ≥ ψBϵ (r). Therefore,
ψBϵ indeed dominates ψB, which contradicts the starting assumption that ψB is minimal. 
3.3. Geometry of NLPF sets in R2
So far in this section we have established a strong relationship between minimal functions and maximal NLPF sets
for m = 2. In particular, Theorem 3.11 shows that any minimal function is generated by a maximal NLPF set, which by
Theorem 3.2 is polyhedral and therefore, by Lemma 3.8, has at most four facets. In other words, ifψ : Q2 → R is a minimal
valid function for R+f , then ψ = ψB where B is full dimensional and has a minimal description
B = {x ∈ R2 : aTi x ≤ bi,∀i = 1, . . . , k}
with k ≤ 4. We next show that if k = 4 then B is a maximal lattice point free set.
Lemma 3.12. Let B be a maximal NLPF set in R2 that contains a point f > 0 in its interior. If B has four facets, then it contains
no lattice points in its interior, and therefore it is a maximal lattice point free set. Furthermore, B is bounded.
Proof. Assume that B contains lattice points in its interior, and let x¯ be one such point with the property that d(x) =
max{−x1,−x2} is smallest. As B is NLPF, x ∉ R2+ and d(x) > 0. As every facet of B has to have a non-negative lattice
point in its relative interior by Lemma 3.8, B has to contain, on its boundary, four non-negative lattice points with all four
possible odd/even parities. Let y ∈ B be a non-negative lattice point that has the same odd/even parity as x, and notice that
z = x/2+ y/2 is integral and that z ∈ int(B), and therefore that z is not a non-negative lattice point. But then, as y ≥ 0, we
have d(z) ≤ d(x/2) < d(x), a contradiction. Therefore, B is a maximal lattice point free set with four facets, and as such it
has to be a quadrilateral (see [2]), and therefore it is bounded. 
Remember that Rf is the relaxation of R+f , where integer variables are not required to be non-negative; see [3]. Also
remember that minimal valid inequalities for Rf are defined by maximal lattice point free sets. More precisely, if B is a
maximal lattice point free set, then ψB is a minimal valid function for Rf , and, if ψ is a minimal valid function for Rf , then
S(ψ, f ) is a maximal lattice point free set.
From a practical point of view, Lemma 3.12 implies that anyminimal valid inequalityψ : Q2 → R for R+f is also valid and
minimal for Rf provided that S(ψ, f ) is a quadrilateral. The converse, however, is not true, as minimal valid inequalities for
Rf that are associated with quadrilaterals might need to be strengthened to obtain minimal valid inequalities for R+f . To see
this point, notice that themaximal lattice point free quadrilateralQ = conv{A, B, C,D} shown in Fig. 3(a) is strictly contained
in the maximal NLPF cone K defined as the convex hull of the rays
−→
EF and
−→
EG. The maximal lattice point free quadrilateral
Q ′ = conv{H, I, J, K} shown in Fig. 3(b), on the other hand, is both maximal lattice point free and maximal NLPF, and
therefore the function ψQ ′ is a minimal valid function for both sets R+f and Rf .
The cone K shown in Fig. 3(a) also shows another difference between maximal NLPF and maximal lattice point free sets.
In the case of maximal lattice point free sets, if a set is full dimensional and unbounded, then it is a split which does not have
a full-dimensional recession cone. In contrast, as shown in Fig. 3(a), maximal NLPF sets can have full-dimensional recession
cones.
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(a) (b)
Fig. 3. (a) A maximal lattice-free quadrilateral contained in a NLPF translated cone, and (b) a maximal lattice-free quadrilateral which is also maximal
NLPF.
Fig. 4. Bounded and unbounded maximal NLPF sets with three facets.
When a maximal NLPF set has three facets, it can be a bounded set (triangle) or an unbounded set. In both cases, the
set might contain lattice points and therefore might lead to minimal valid inequalities that are not valid for Rf . Fig. 4 shows
these cases. Finally, if a maximal NLPF set has two facets, it can be a split, in which case the set is also maximal lattice point
free, or it might be a translated cone, as shown in Fig. 3(a).
4. Strengthening valid inequalities for R+f
In the previous section, we showed that, when m = 2, it is sufficient to consider polyhedral NLPF sets to obtain all
minimal valid functions for X+. This result motivates the following question, addressed in this section: given a polyhedral
NLPF set B ⊂ Rm which is not maximal, how can one obtain a NLPF set B′ ) B such thatψB′ ≤ ψB? One possibility is to start
with a maximal lattice-free convex set as in Example 1.1 and try to obtain a NLPF set that strictly contains it. It is important
to note, however, that B′ ) B does not imply that ψB′ ≤ ψB. In other words, larger sets do not necessarily lead to better
valid inequalities. This is an important difference between the relaxation R+f studied in this paper and relaxation Rf studied
in [3]. The following example illustrates this fact.
Example 4.1. Let f = (0.8, 0.2), and consider the following two NLPF sets: B = {x ∈ R2 : −x1 + x2 ≤ −1/2 ; x1 ≤ 1} and
B′ = {x ∈ R2 : −x1 + x2 ≤ 0 ; x1 ≤ 1}. Fig. 5(a) illustrates this example. Notice that B′ ) B and that both sets contain f in
their interior. For r¯ = (−0.3,−0.9), we have that
ψB(r¯) = max

(−1, 1)T (−0.3,−0.9)
−0.5− (−1, 1)T (0.8, 0.2) ,
(1, 0)T (−0.3,−0.9)
1− (1, 0)T (0.8, 0.2)

= max{−6,−1.5} = −1.5, and
ψB′(r¯) = max

(−1, 1)T (−0.3,−0.9)
0− (−1, 1)T (0.8, 0.2) ,
(1, 0)T (−0.3,−0.9)
1− (1, 0)T (0.8, 0.2)

= max{−1,−1.5} = −1
and therefore ψB(r¯) < ψB′(r¯) even though B′ contains B.
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(a) (b)
Fig. 5. Two NLPF sets B′ and B′′ that contain B. ψB′ ≰ ψB , whereas ψB′′ ≤ ψB .
Geometrically, what is happening is that the coefficient of r ∈ RC(B) is defined by first taking the vector−r and finding
the largest scalar α(B, r) such that f + α(B, r) · (−r) satisfies one of the constraints defining B at equality (and possibly
violating other constraints). ThenψB(r) = − 1α(B,r) (see Lemma 2.10). From Fig. 5(a), we can see that α(B, r) < α(B′, r), and
hence ψB(r) < ψB′(r).
As all minimal functions are associated with maximal sets in R2, there exists a different maximal NLPF set B′′ ) B that
gives a stronger valid inequality.
The set B′′ = {x ∈ R2 : −1/2x1 + x2 ≤ 0 ; x1 ≤ 1} ⊃ B shown in Fig. 5(b), on the other hand, gives a valid inequality
that dominates ψB. The fact that ψB′′ ≤ ψB follows from Lemma 4.2.
We next give sufficient conditions under which B′ ⊇ B implies that ψB′ dominates ψB (i.e., ψB′ ≤ ψB and ψ(r¯) < ψB(r¯)
for some r¯ ∈ Qm). We assume that all polyhedral descriptions given are minimal; in other words, all inequalities given
define facets of the corresponding polyhedra.
Lemma 4.2. Let B = {x ∈ Rm : aTi x ≤ bi, i ∈ I} be a NLPF set such that 0 < f ∈ int(B), and let B′ ) B. If int(RC(B)) ≠ ∅, then
let RC(B) = {x ∈ Rm : aTi x ≤ 0, i ∈ Ic}, where Ic ⊆ I . If one of the following conditions hold, then ψB′ dominates ψB.
(i) int(RC(B)) = ∅.
(ii) B′ is obtained from B by dropping a constraint, i.e., B′ = {x ∈ Rm : aTi x ≤ bi, i ∈ I \ {k}}.
(iii) B′ is obtained from B by relaxing a constraint that does not give a facet of the recession cone, i.e., B′ := {x ∈ Rm : aTi x ≤
bi, i = I \ {k} ; aTk x ≤ bk + ϵ}, where k ∈ I \ Ic and ϵ > 0.
(iv) B′ is obtained from B by rotating a facet defining inequality of B using another one; i.e., B′ := {x ∈ Rm : (al + ϵak)T x ≤
bl + ϵbk ; aTi x ≤ bi, i ∈ I \ {l}}, where l, k ∈ I and ϵ > 0.
Proof. Let x¯ ∈ B′ \ B, and define r¯ = x¯− f so that f + r¯ ∈ B′ \ B. Note that r¯ ∉ RC(B), as f + r¯ ∉ B. By Lemma 2.4, for this
choice of r¯ , we have ψB′(r¯) < ψB(r¯). We next consider each case separately and show that ψB′ ≤ ψB also holds. Recall that
we defined aˆi = ai/(bi − aTi f ).
(i) Follows directly from Lemma 2.4, as ψB ≥ 0 when int(RC(B)) = ∅.
(ii) Follows from the definition of ψ , as ψB(r) = maxi∈I

rT aˆi

and ψB′(r) = maxi∈I\{k}

rT aˆi

.
(iii) As B′ ⊇ B, Lemma 2.4 implies thatψB′(r) ≤ ψB(r) for all r ∉ int(RC(B)). In addition, for r ∈ int(RC(B)), by Lemma 2.11,
ψB(r) = aˆTj r for some j ∈ Ic , and, as RC(B) = RC(B′), we have ψB′(r) = ψB(r).
(iv) Let c = (al + ϵak) and let d = bl + ϵbk. We will show that cT r/(d − cT f ) ≤ max{aˆTl r, aˆTk r}. This fact, together with
the fact thatψB′(r) = max{cT r/(d− cT f ),maxI\{l} aˆTi r}, implies thatψB′(r) ≤ ψB(r). Suppose, for the sake of contradiction,
that cˆT r = cT r/(d− cT f ) > max{aˆTl r, aˆTk r}. Then cˆT r > aˆTl r implies that
aTl r + ϵaTk r
(bl − aTl f )+ ϵ(bk − aTk f )
>
aTl r
bl − aTl f
.
As all the denominators are positive, we have
aTl r(bl − aTl f )+ ϵaTk r(bl − aTl f ) > aTl r(bl − aTl f )+ ϵaTl r(bk − aTk f ),
and hence aTk r(bl−aTl f ) > aTl r(bk−aTk f ). Similarly, cˆT r > aˆTk r implies aTk r(bl−aTl f ) < aTl r(bk−aTk f ), which is a contradiction,
and thus the result follows. 
Fig. 1 shows an example of B and B′ satisfying conditions (i) and (ii) of Lemma 4.2, while Fig. 6 shows an example of B and
B′ satisfying conditions (iii) and (iv). In particular, note that, if one obtains an NLPF convex set B′ that contains a lattice-free
split B, this will satisfy condition (i), and hence the intersection cut obtained from B′ will strictly dominate the one obtained
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Fig. 6. Example of a NLPF set B′ that contains another NLPF set B such that ψB′ ≤ ψB .
Fig. 7. Example of a lattice-free split B and an NLPF split B′ that strictly contains it.
from B. Fig. 7 shows an example of this case. Also note that the set B′ in Fig. 5(a) does not satisfy condition (iii), as the relaxed
constraint of B associated with a facet of RC(B). The set B′′ in Fig. 5(b), however, satisfies condition (iv), as it is obtained by
rotating one facet defining inequality of B using another facet defining inequality.
Notice that Lemma 4.2 states conditions under which B′ ⊇ B gives a function ψB′ ≤ ψB. However, such a function ψB′ is
not useful for generating valid inequalities for R+f unless B′ is NLPF. Therefore, one needs to be able to check if B′ is NLPF in
order to apply Lemma 4.2 to strengthen a valid inequality for R+f . In general, checking this condition can be as difficult
as solving an integer program in m dimensions. However, there are some sufficient conditions that can be checked that
guarantee that B′ is NLPF.
We next identify simple conditions under which dropping a constraint from B leads to a NLPF set. We are not able to
establish easily checkable conditions for the remaining operations described in Lemma 4.2. Formally, let B = {x ∈ Rm :
aTi x ≤ bi,∀i = 1, . . . , k} be a polyhedral NLPF set that contains f > 0 in its interior (we also assume that all inequalities
describing B define facets). Let
Bj = {x ∈ Rm : aTi x ≤ bi,∀i ∈ {1, . . . , k} \ {j}}
denote the polyhedron obtained by dropping the jth inequality, and let
F j = {x ∈ B : aTj x = bj}
denote the facet defined by the jth inequality of B. It is easy to see that Bj cannot be NLPF if F j contains a non-negative integer
point in its relative interior. The following observation establishes the reverse condition.
Lemma 4.3. Assume that F k does not contain a non-negative integer point in its relative interior. In addition, if Zm+ ∩ int(Bk) ⊆
{x : aTk x ≤ bk}, then Zm+ ∩ int(Bk) = ∅; that is, Bk is NLPF.
Proof. If Zm+ ∩ int(Bk) ≠ ∅, let y ∈ Zm+ ∩ int(Bk), and note that, by assumption, aTky ≤ bk. If aTky < bk, then y ∈ int(B), which
contradicts the fact that B is NLPF. Hence aTky = bk, and y has to be in the relative interior of F k, again a contradiction. 
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Note that Zm+ ∩ int(Bk) ⊆ Rm+ ∩ Bk. Based on this observation and Lemma 4.3, we next present two conditions that can
be checked easily to verify that Bk is NLPF.
Corollary 4.4. Assume that F k does not contain a non-negative integer point in its relative interior. Then Bk is a NLPF provided
that Rm+ ∩ Bk ⊆ {x : aTk x ≤ bk}.
Also note that, if ak ≤ 0 and bk ≥ 0, then Rm+ ⊆ {x : aTk x ≤ bk} and the above condition holds trivially. Another condition
that can be checked is the following.
Lemma 4.5. If F k ∩ Rm+ = ∅ then Bk is NLPF.
Proof. Suppose not. Then there exists y ∈ Zm+ such that aTky > bk and aTj y < bj for all j = 1, . . . , k− 1. In addition, as f > 0
is in the interior of B, we have that aTj f < bj for all j = 1, . . . , k. But then, for all λ ∈ [0, 1], we have that xλ = λf + (1− λ)y
satisfies aTj x
λ < bj for all j = 1, . . . , k− 1 and xλ ≥ 0. Moreover,there exists λ such that aTk xλ = bk, but this contradicts the
assumption that F k ∩ Rm+ = ∅. 
Recall Example 1.1, and note that the inequality that was dropped to obtain themaximal NLPF set satisfies the conditions
of both Corollary 4.4 and Lemma 4.5. Also note that, in order to apply Lemma 4.3 or Corollary 4.4, one needs to check if
int(F k) contains non-negative integer points, which requires solving an integer program in Rm. The condition F k ∩ Rm+ = ∅
in Lemma 4.5, however, can be checked by solving a linear program.
5. Conclusion
In this paper, we have defined a new relaxation for mixed-integer sets and studied valid inequalities associated with it.
Our relaxation can be seen as a tightening of the relaxation defined by Borozan and Cornuéjols [3] and Andersen et al. [2].
The difference between the two relaxations is the presence of non-negativity constraints in our set. In this respect, the
difference between the two relaxations is similar to the difference between the master equality polyhedron [18] that we
studied recently and the cyclic group polyhedron of Gomory. In both cases, exploiting non-negativity leads to stronger
inequalities.
Even though some of our results generalize easily for m > 2 constraints, there are others that we were not able to
extend. For instance, for m > 2, are maximal NLPF sets polyhedral? If so, do they always have a non-negative integer
point in the relative interior of each of their facets? Moreover, can there be minimal functions that arise from non-maximal
positive lattice-free convex sets? Even though we only derived a one-to-one correspondence between maximal NLPF sets
and minimal functions form = 2, we believe such correspondence also exists form > 2.
Finally, notice that the non-negativity on the integer variables is an arbitrary choice of constraints. In principle, one
could impose any additional set of constraints to the integer variables and use this additional information to strengthen
the inequalities obtained. A case of particular interest is when the basic variables are all between given bounds [0, u] (for
example binary variables), and hence we only need to focus on convex sets that do not have integer points in [0, u] in their
interior. We believe, for instance, that Theorems 3.2 and 3.11 can be generalized for such cases.
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