1. Population dynamics are frequently the product of a subtle interplay between development and dispersal in an inhomogeneous environment. Simulations of spatially inhomogeneous populations with physiologically distinguishable individuals are a known source of numerical difficulty. 2. This paper reports a new and highly efficient algorithm for this problem, whose accuracy we demonstrate by comparison with conventional numerical solutions of one-dimensional problems.
Introduction
Spatial heterogeneity has long been recognized as an important determinant of population dynamics (Tilman et al . 1997) . Early theoretical efforts to understand why this is so used continuous space-time models expressed as partial differential equations. Individual movement was normally assumed to be random, leading to the mass-action description of dispersal as a process of diffusion. Where the demographic characteristics of the population are constant, this leads to a very tractable mathematical description from which a number of early workers were able to derive considerable biological insight (Okubo 1980) . Density-dependent growth makes the mathematical problem much harder, and theoretical attention has tended to focus on problems such as epidemics and invasions where system behaviour is determined by population growth from low density. Recent analytical work has shifted from partial differential (reactiondiffusion) representations to integro-difference formulations in which dispersal is represented by a probability density function (the dispersal kernel). In this formalism, diffusion is represented by a Gaussian kernel, but Kot et al . (1996) have shown that long-distance dispersal (represented by the tail of a leptokurtic kernel) has a strong effect on invasion velocity.
In parallel with developments in spatial modelling, ecologists have also perceived the demographic importance of physiological structure (Metz & Diekman 1980) . Although analysis of simple structured population models has a long history (Gurtin & MacCamy 1974) , numerical treatment of more complex models has proved a perennial problem. To see why, consider the classical description of ageing and mortality in a closed population (McKendrick 1926; von Foerster 1959) . This relates the dynamics of the number of individuals with ages in the range a → a + da , f ( a , t ), to the per capita mortality rate, m , and the population recruitment rate, r ( t ), thus: eqn 1
All individuals age at the same rate, so if a population is composed entirely of individuals recruited at time t , then at time t + a all its members are aged exactly a . Equation 1 describes ageing as advection along the age axis and conventional numerical treatments of pure advection all achieve stability by adding a small diffusive term to such advection. The resulting blurring of the age-distribution corresponds to unbiological variability in the rate of ageing (Gurney & Nisbet 1998 ). An elegant solution to this difficulty is provided by the escalator box-car train (EBT) algorithm, which divides the population into cohorts and follows the development of the average individual in each cohort (de Roos 1997).
Analytical treatments of eqn 2 and its integral equivalent have a long and distinguished record, with examples where the development index is age (Mollison 1991; Gopalsamy 1977) , investigations of epidemics and invasions (Van den Bosch et al . 1990; Diekmann et al . 1998 ) being especially common. Numerical implementations have proved more problematic. Although the EBT algorithm can be extended to the age-dependent case it does not generalize to cases with space-dependent development because cohorts in different locations can then have disparate development histories and mixing them produces an average which misrepresents the developmental state of all the constituents.
Numerical methods drawn from the physical sciences are clearly an option, provided that spurious age-diffusion can be minimized by the use of small increments. For instances with single-space and development dimensions, modern computer power makes this a viable strategy, but for multidimensional problems it is still impracticable, especially in applications (such as data fitting) where run speed is an issue. As a result various heuristic stratagems have been developed.
One which appeals to the biologist's sense of the importance of the individual organism is to follow changes in the specific state of each individual in the population, including its spatial position (DeAngelis & Gross 1992) . Such individual-based models (IBMs) are clearly the description of choice for small populations of distinguishable individuals for whom a sensible definition of spatial density is impossible, such as bears (Weigand et al . 1999) . The method has been extended to apply to more abundant organisms, such as plankton, by describing the development of spatially cohesive subpopulations ('meta-individuals') each containing a time-varying number of real individuals (Woods & Onken 1982) . These Langrangian Ensemble models work well over short time scales in spatially restricted arenas but, as we illustrate later, cannot produce accurate long-term density estimates at acceptable computational cost.
For applications requiring long-term density estimation the only hitherto available strategies have been (in essence) spatial generalizations of the matrix methods surveyed in Caswell (2000) . These divide the lifehistory into discrete stages, with transitions between them defined by a (possibly time-dependent) probability distribution. The key assumption of this approach, namely that all occupants of a given stage are indistinguishable, makes its spatial extension logically trivial (Neubert & Caswell 2000) . Many variants of this approach do not identify the representational classes with morphologically distinct life history stages (Bryant et al . 1997) . Some, for example Gupta et al . (1994) 's study of an estuarine copepod, use an equivalent continuous time formulation.
The great power of the Neubert-Caswell stagestructured approach is that the development transition probabilities can be determined experimentally -albeit with the proviso that they will have a complex timeincrement dependence and so must be redetermined if this is changed. Its weakness stems from the assumption that all members of a developmental class are indistinguishable. This leads to prediction of passage time distributions through stage sequences which show unrealistically decreasing variability as the length of the sequence increases. In models describing a handful of stages this 'numerical diffusion' will often be insignificant compared to individual to individual variability determined by phenotypic variation and subgrid-scale (unmodelled) environmental noise.
Our proximate interest in this problem stems from a project to model the population dynamics of an oceanic copepod ( Calanus finmarchicus ). This species is known to be genetically uniform at the scale of the NE Atlantic and Norwegian sea (Bucklin et al . 1996) , and we hypothesize that observed patterns of abundance are driven by the interplay of physical transport and environmentally determined differences in developmental rates. The population is re-initialized each year by overwintering individuals emerging from diapause and produces between one and four generations before re-entering diapause. We wish to test this model by fitting it to spatially resolved stage density measurements.
This, by no means unique, combination of requirements makes the numerical diffusion inherent in using the Neubert-Caswell method with a handful of stages highly undesirable. Clearly, we can reduce the problem by breaking the link between developmental classes and life-history stages, but this implies that the class transition matrix is no longer observable. It also has a considerable effect on run speed, with implications for automatic parameter optimization.
In this paper, we describe an alternative approach developed from 's discrete space/ time treatment of unstructured predator-prey and epidemic systems. In common with the EBT algorithm, the homogeneous case of this representation introduces no spurious development diffusion. We start by demonstrating the accuracy of our formulation by comparison with conventionally obtained solutions of one-dimensional problems in both the age-dependent case (where our approach is both a special case of the Neubert-Caswell formulation and a direct generalization of the EBT algorithm) and in the case of spatially varying development. Finally we discuss our North Atlantic copepod model and demonstrate the close correspondence between its medium-term predictions and the output of an equivalent Lagrangian ensemble (Woods & Onken 1982) .
A novel discrete approach
There is no completely general method of integrating eqn 2 with worthwhile fidelity at acceptable computational cost, but in two special cases we can devise highly efficient discrete schemes. We begin by partitioning the development axis into classes of width ∆ q and space into quadrats of area (length, volume) ∆ x . Each development class is denoted by its lower edge, q , and each spatial quadrat by its bottom left-hand corner, x . We denote the average density of individuals in development class q at location x and time t by f q , x , t .
  
If the development rate, g , is a constant (for instance g 0 ), we can use a simple extension of the discrete methods developed for unstructured problems by and Speirs & Gurney (2001) . They used a discrete representation of the related nonspatial problem to update each cell autonomously over the chosen time increment, and then applied a global redistribution appropriate to the combination of time increment, diffusion and advection. The only extension of this methodology required to adapt it to the current problem is to update the system at a series of times eqn 4 chosen to ensure that individuals who were found in development class q − ∆ q just after one update and who do not die during the increment will be found class q just before the next update.
By defining u i -≡ u i − ε to represent a time infinitesimally before the nominal update time, we can write the appropriate rule for the autonomous part of the update as:
eqn 5 where represents the average recruitment rate density at x over the increment u i − 1 → u i , and: eqn 6 represents the survival of individuals through development class q at location x over the same interval.
We now assume the existence of a redistribution matrix, , which tells us the proportion of stage q individuals to be relocated from x to y at time u i , and write the non-autonomous part of the update as: eqn 7
We note that this redistribution matrix characterizes net movement over the period u i − 1 → u i for an individual which transfers into stage q at time u i − . It thus concerns a period during which the individual concerned was in development class q − ∆ q .
- 
The discrete scheme described in the section above secures zero numerical dispersion along the development axis by selecting a time increment which makes all surviving members of one development class just after one update obligate members of its successor just before the next.
When the development rate g is not constant there is no global choice of time-increment which has this property. However, so long as the development rate g does not depend on q we can achieve the same effect in any given quadrat, by autonomously updating the local development distribution at a series of times { u x , i }, defined by:
The appropriate update rule is a generalization of eqn 5, eqn 9 with through class survival given by a generalization of eqn 6: eqn 10
The autonomous local updates specified by eqn 8 usually form disjoint sets, so there is no natural time at which to perform the mixing update. We choose an arbitrary sequence of times u t , i = i ∆ t m , and apply the obvious generalization of eqn 7, namely: eqn 11 where again represents the proportion of stage-q individuals who relocate from x to y at time u t , i . However, individuals can now pass through a sequence of development classes between mixing updates, so transfer matrix calculation is only straightforward where transport properties change slowly with development.
It is intuitively clear, and our tests confirm, that this scheme should work best when the mixing updates are
/ ,
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One-dimensional tests
In this section we compare solutions produced by the finite-difference schemes set out above with those produced by a traditional scheme of known probity but low efficiency. Our test system has one space dimension, position dependent development and mortality rates, and purely diffusive dispersal with constant diffusion coefficient, Φ.
By adopting the inverse of the spatial average development rate as our time unit (t 0 ≡ 1/ĝ) and the diffusion length over time t 0 /2 as our distance unit ( ), we can recast eqn 2 as: eqn 13
We assume that the system has reflecting boundaries at both ends (0,X ) so that eqn 14 and is initially empty, with the local recruitment rate density after t = 0 exactly equal to the local development rate, so that:
We obtain a usable, if inefficient, numerical scheme (hereinafter, the 'brute force method') by discretizing eqns 13-15 using upwind differencing in the q direction and central differencing in the x direction. Press et al. (1986) show that numerical stability of the one-dimensional components of this scheme requires:
Although our experiments show that these inequalities also guarantee numerical stability in our combined problem, good solutions unsurprisingly require the use of much smaller increments in both q and t′.
To complete the discrete schemes discussed in the above sections we need to determine the redistribution matrix. In this case we have assumed purely diffusive dispersal with a constant coefficient, so R depends only on the distance between the initial and final positions. We follow in deriving the matrix elements from a tent function:
where the coefficients, ξ and α are chosen so as to ensure that if mixing updates take place at intervals ∆t m , then: eqn 18
Far from the boundaries, R x,y is just the tent function Λ(x,y), but near the boundaries we must fold the tent so as to represent reflection at the boundary. Since Λ = 0 for all | y − x| > α −1 and we restrict ourselves to α > X −1 , this folding implies that:
eqn 19
  
Our first group of tests concern an instance of this system in which the development rate is spatially uniform (implying g′ = 1 ∀ x′), but the normalized per capita mortality rate, m′, varies linearly from a low value in the domain centre to a high value at the boundaries. To ensure that dispersal has a significant effect on local population density we impose this variation over a distance of a few diffusion lengths. Finally we assume that on reaching maximum development (q = 1) an individual either dies or is promoted to a life history stage not represented in the current model. We have assumed that the system is initially empty but has constant recruitment density thereafter. It thus exhibits a short transient while the first recruits mature, succeeded, once these individuals reach q = 1, by a stable stationary state. Figure 1a shows this stationary state calculated (using exceeding small increments and hence at glacial speed) by the brute force method and by the discrete method using a conservative choice of resolution but still operating many times faster. We see that, at least to graphical accuracy, the two methods are in exact agreement. To illustrate that this agreement is achieved in circumstances where dispersal plays a significant role, the frame also shows the steady state with dispersal disabled -a condition in which the discrete and brute-force methods should (and do) agree exactly.
In Fig. 1b we examine how the discrete-method results depend on our choice of grid resolution. We see that results from a 200(q) × 101(x) grid with the obligatory value of ∆t′ = 0·05, are graphically indistinguishable from those obtained on a 100(q) × 47(x) grid (∆t′ = 0·1) and on a 50(q) × 27(x) grid (∆t′ = 0·2). Figure 1c compares the transients calculated by the brute force and the discrete method. This is a very stringent test because the front advancing through the development distribution starts off discontinuous and should remain so. We notice that, despite our use of extraordinarily small increments, the numerical diffusion which guarantees the brute-force method's stability produces a steady blurring of this discontinuity. By contrast, the discrete method captures both the qualitative and quantitative properties of the front very well.
In Fig. 1d we show that this performance is maintained as we reduce the grid resolution, first to 100(q) × 47(x) and then to 50(q) × 27(x). This confirms the resilience of the discrete method against reductions in grid resolution; a result which is particularly helpful because each factor of two reduction in resolution increases computational speed by a factor of eight -a factor of two from the reduction problem size in the qdirection, a further factor of two from the concomitant doubling of update time, and the final factor of two from the doubling of spatial cell size which this increase in update interval makes possible.
- -  
Our second set of tests concerns an instance of the onedimensional system defined by eqns 13-15 with constant per capita mortality (m′ = 1) and a time-independent normalized development rate varying linearly between a high value at the system boundaries and a low value at its centre. We again set the system boundary so that this change takes place over a few diffusion lengths and assume that an individual who reaches maximum development (q = 1) dies or is promoted out of the system.
The system is again assumed to be initially empty and subject to time-independent recruitment thereafter, so it reaches a stable stationary state once all the initial recruits have reached maturity. However, the normalized development rate at the centre of the system is now 0·1, so convergence is not achieved until t′ > 10.
In Fig. 2a we compare computations of this steady state by the discrete method on a 200(q) × 101(x) grid with mixing updates at ∆t′ m = 0·01, against a brute force solution on a similar grid with a time increment ∆t′ = 0·0001. We find that they are in excellent (graphical) agreement. Comparing these results and those obtained with dispersal disabled illustrates the part played by dispersal in determining the stationary state. Figure 2b shows an investigation of the resolution dependence of the discrete method solutions. We see that results from a 100(q) × 51(x) grid with ∆t′ m = 0·03 are indistinguishable from those on the higher resolution grid. At the very lowest resolution we investigated (50(q) × 25(x) with ∆t′ m = 0·03) the results show observable deviations from the high resolution results -due to the comparability of development class transit times and mixing update increments. However, even in this case the discrepancy is tiny compared to the likely uncertainty in experimental data against which the model might be tested.
In Fig. 2c we compare the transient predictions of the brute force and discrete methods. In this case physical diffusion between localities with differing development rates blurs the advancing front, and by using small enough increments we can enable the brute force method to reproduce the correct front shape. However, we note that the discrete method achieves a similar degree of fidelity with only one fifth as many cells in the q direction and an update increment two orders of magnitude larger. Figure 2d shows that reducing the discrete method resolution degrades its performance very slowly indeed. At 100(q) × 51(x) with ∆t′ m = 0·03 the results are distinguishable from the high resolution results only at t′ = 0·1 and then to only a very small degree. At the lowest resolution, 50(q) × 25(x) grid with ∆t′ m = 0·03, there are observable discrepancies at all our test times, but they are small in comparison with likely experimental uncertainties.
Calanus finmarchicus in the NE Atlantic
As an illustration of the techniques described above we outline a two (space)-dimensional, physiologically structured, population model describing C. finmarchicus in the surface waters of the NE Atlantic between the spring emergence of one generation from diapause and the return of their successors to that state in the autumn.
      
C. finmarchicus is a calenoid copepod which passes through six naupliar and five copepodite stages during its development from egg to reproductively mature adult. Corkett et al. (1986) report that the duration (τ s ) of each of these stages depends on temperature (T ) thus: eqn 20
where A s , T 0 and b are constants. The between-stage variation of T 0 and b is below the observational error, which implies that the total egg → adult time varies with temperature like eqn 20, with the proportion spent in any given stage being temperature-independent.
In their (non-spatial) model of the Calanus population of a Norwegian fjord, Miller & Tande (1993) assumed that stage durations are determined solely by sea temperature (and are thus independent of food abundance). We follow their lead and assume that the development rate (g) at location x and time t, is related to the temperature (T ) at that time and location, by:
In order to use the formalism of section 'Stateindependent development' we must describe progress from the egg to the beginning of adulthood (i.e. the end of copepodite stage 5) by a sequence of equal-width classes. Corkett et al. (1986) and Miller & Tande (1993) show that the morphological stages along this progression occupy irrational proportions of the total development time, implying that any mapping onto a finite set of equal width development classes must be inexact. However, as we show in Table 1 , a careful choice of the total number of development classes can yield a surprisingly satisfactory relationship, even when the number of classes is small. Both mappings given in the table are chosen to minimize the error in passage times from egg to the end of stage C4 -the point of entry to diapause in our extended model. With 21 development classes, the most visible infelicity is in the (nominal) egg stage, whose duration is almost a factor of two wrong, but all other passage times are correct to better than 8%. A move to 57 classes brings most passage times within 1% of their experimental values, with the worst error being less than 2%.
   
The patterns of advection in our study area (the Northeastern Atlantic and Norwegian Sea) are complex and time-dependent, so we cannot specify the redistribution matrix analytically. Instead, we use a particletracking approach, with local advection rates specified by three-dimensional baroclinic flow fields predicted by the Hamburg Shelf-Ocean Model (Backhaus 1985) . During the growing season, most Calanus are found in the upper 50 -100 m of the water-column. As a simplification, we assume that the horizontal advective movement of all individuals is characterized by the water velocity field at a depth of 20 m.
The HAMSOM model represents the area between (56N, 30W) and (72N, 20E) at a horisontal resolution of 7·5′ latitude by 15′ longitude, with conditions at the open boundaries being derived from a coarse scale (20′ × 40′) model describing the whole Northern Atlantic. The model was run from an initial condition interpolated from Levitus (1982) , and forced by a time-independent wind stress distribution appropriate to a given season (Hellerman & Rosenstein 1983) . Its state after 12 months was used to define a quasi-stationary flow field appropriate to that season of the year. Repetition of this process for all four seasons (quarters) yielded a set of flow-fields which are discussed in Bryant et al. (1998) , where further details of the methodology used to generate them may also be found. Speirs & Gurney (2001) have shown that horizontal diffusion is a key determinant of population persistence in advective environments with open boundaries. In ocean waters, horizontal diffusion rates are related to horizontal shear, and thus vary strongly with position (Oey & Chen 1992) . However, we make the simplifying assumption that the horizontal diffusion coefficient, Φ, has a constant value (100 m 2 s ). We now assume that the earth is a sphere of radius R. This implies that a combination of diffusion with constant coefficient Φ and advection with velocity (V n ,V e ) will result in the lat/long position (θ n ,θ e ) of a passive particle changing with time, thus: eqn 22 where α ≡ 2π/360 is a conversion factor from degrees to radians and γ 1 and γ 2 are white noise processes of unit spectral density.
Stochastic differential equations (22) are non-linear, so we should integrate them using Euler's method to obtain a solution which can be interpreted as an Ito integral (Mortensen 1969) . However, this requires minuscule time-steps to avoid misrepresenting the complexities of the advective flow. In reality, the nonlinearity is very small -for a particle travelling north at 5 m s −1 , the rate of change of longitude produced by a given easterly surface velocity changes by < 0·5% per hour. We thus approximate the stochastic integral by solving the deterministic part of eqn 22 using a higherorder method (RK4) with modest time steps (1 h) and imposing a stochastic displacement after each step. This produces very minor perturbations in the statistical properties of the trajectories, while speeding their production about a 100-fold.
To estimate the redistribution matrix entries for a given cell we track an ensemble of particles started :  first  0  1  2  3  4  5  6  7  9  1 1  1 3  1 5  last  -------8  1 0  1 2  1 4  2 0  Cum %  4·8  9·5  14·3  19·0  23·8  28·6  33·3  42·9  52·3  61·9  71·4  100   Class:  first  0  2  5  8  11  14  17  20  25  30  35  41  last  1  4  7  10  13  16  19  24  29  34  40  56  Cum %  3·5  8·8  14·0  19·3  24·6  29·8  35·1  43·9  52·6  61·4  71·9 from its centre over the update period, u, and measure the fraction which arrive in a given cell at t = u. One might expect that representing diffusion with coefficient Φ would require us to solve eqn 22 with this coefficient, but this is only true for cells which are small compared to the diffusion length . In Appendix A we show that for cells whose width is ~L D such estimates can over-represent diffusion by as much as 20%. Where other considerations militate against using small cells, a satisfactory transfer matrix can be estimated for cell widths up to 2L D , by solving eqn 22 with the diffusion coefficient reduced by a factor ν given by eqn (A3).
    
The current method of choice for simulating physiologically structured populations in advective environments is the Lagrangian ensemble (Woods & Onken 1982) , in which a group of particles, each carrying dynamically varying physiological state information, is individually tracked through the domain. This methodology has already been applied to Calanus finmarchicus population dynamics over relatively short periods in geographically restricted study areas (Carlotti & Wolf 1998; Miller et al. 1998) .
As a test of the probity of our (Eulerian) Calanus model, we compare an instance with four mixing updates per week on a 256(N) × 400(E) spatial grid to an equivalent Lagrangian ensemble in which ~4 × 10 5 particles were tracked with hourly updates. The local temperatures (and hence development rates) in both formulations were calculated by interpolation from the nearest quarterly values, but to facilitate investigations of resolution dependence the flow fields were held constant at their Spring values.
The cells in our Eulerian model are ~7 km from south to north and have an easterly extent ranging from 7·5 km at 56N to ~3 km at 76N. These dimensions are clearly of the same order as the diffusion length implied by a diffusion constant of 100 m 2 s -1 and a time step of 1·75 d (~5·5 km). The large cell correction discussed above thus plays an important role in determining the fidelity of our transport representation. In Fig. 3 we see that with the aid of this correction, the Eulerian and Lagrangian results correspond very closely indeed. We note that, despite a very large ensemble, the Lagrangian estimates for low densities are subject to serious noise, which becomes steadily more intrusive as the innocula spread across the domain.
To simplify the Lagrangian ensemble as much as possible we assumed that egg to adult (C6) survival is 100% and that an individual reaching adulthood lays a single egg and then dies. We then require no mechanism for removing dead particles and nucleating new ones, but simply recycle each particle's development index to zero as soon as it reaches the value 1. In Figs 4 and 5 we compare the Lagrangian and Eulerian estimates of the density of groups of development classes corresponding to observably distinct life-history stages. Figure 4 shows the time series of density estimates for two small (0·125° × 0·25°) regions situated near the northerly and southerly release points (specifically, at 67°N, 10°W and 61°N, 10°W). We see that at both locations, the Lagrangian and Eulerian densities agree to within the uncertainty of the Lagrangian estimate. The passage of the southerly and northerly cohorts through their life-history is clearly visible, and we note that the development rate of the northerly population is almost half that of their southerly cousins. We also note the positive and negative density changes exhibited by all the life-history stages and remark that in the absence of mortality, all such changes are evidence of the impact of advection and diffusion on the population density in our fixed sampling regions. Figure 5 compares the full spatial distributions predicted by the Lagrangian and Eulerian model implementations at week 28 (i.e. 16 weeks after release). We see that, within the limitations inherent in the noisiness of the Lagrangian estimates, the Eulerian density fields are exact equivalents of those estimated from the Lagrangian ensemble.
,   
One of the conclusions from our one-dimensional tests is that as the resolution of discrete space/time formulation is reduced the fidelity of the results produced degrades quite slowly while the costs of producing them decrease dramatically. We might expect the same phenomenon in our ocean-basin Calanus application, so we have investigated three versions of this model, with spatial resolutions reduced by factors of 2, 4 and 8, respectively, relative to the model discussed in 'Testing against a Langranian ensemble'.
As our I-O tests showed, changing the spatial resolution yields a highly 'geared' effect on computational speed. In addition to the direct effect of reducing the number of cells to be processed, the mixing update time increase needed to maintain the relativity of quadrat size and diffusion length produces further speed gains which are yet further augmented by the possibility of reducing development resolution without loss of accuracy. The configurations we investigated are shown in Table 2 , together with the run-time for a 12-month simulation on a 900-MHz Pentium machine.
The mixing update time for the 200 × 128 model variant (1 week) makes it feasible to compare the detailed time-series predicted for our probe sites to those predicted by the high resolution model discussed above. Figure 4 shows that although there are detectable disparities with the 400 × 256 model output, these are comparable with the noise in the Lagrangian model results and tiny compared to the uncertainties in any conceivable experimental data. This impression is confirmed by the upper frames of Fig. 6 , which show the full spatial distribution of eggs and nauplii and of large copepodites predicted by the 200 × 128 model at week 28. Comparison of these distributions with the appropriate frames of Fig. 5 show that all of the qualitative details of the high resolution and Lagrangian results are present in the 200 × 128 results, including the fine-scale swirls and tongues visible in the southern population. The only significant discrepancy is in the centre of the small subgroup of the northerly population which has been left behind in the large copepodite stage while the majority commence the next generation. The maximum density of such individuals may be as much as a factor of three lower than that predicted by the 400 × 256 model -but we note that the whole of this feature concerns less than 1% of the northerly population.
As we might expect, the 100 × 64 model's rendering of very fine-scale mixing features is less deft than either of its higher resolution cousins. However, it is clear that its predictions correctly reproduce all of the major qualitative features of the high-resolution output, and that it makes a valiant effort at reproducing those features which are just below its true scale horizon.
By the time we reduce the resolution to 0·5° × 1°( 50 × 32) we can expect to see little explicit representation of very fine scale mixing effects. However, the model clearly succeeds in capturing these as subgrid scale phenomena, because all the major qualitative features visible in the higher resolution output are visible here. The sole exceptions are the small number of slow developers in the northern population and tiny smear of early reproducers in the southern population, who are now entirely absent. This infelicity occurs because we are now assuming that an individual's temperature history is that of a single spatial location for periods of 3 months. In reality, individual movement will frequently be a significant determinant of temperature history over such a period, so errors in predicted development are unsurprising. However, their relative insignificance (compared to likely experimental error) implies that we can certainly make use of such low-resolution models to speed up the early stages of optimization, even if a rather higher resolution might be advisable for final parameter-polishing.
Discussion
The numerical difficulties associated with spatially explicit physiologically structured population models have led to the adoption of a variety of ad hoc simulation approaches. Probably the most widely used is the Lagrangian ensemble (Woods & Onken 1982) , in which a large group of individual particles, each representing a small parcel of organisms, is tracked through the domain. This approach works well over short periods in circumstances where diffusion is negligible in comparison with net advection and can therefore be ignored without undue loss of fidelity. Its difficulties when diffusion is not negligible are manifest in Figs 3 and 5. Despite a very large ensemble (4 × 10 5 particles) our Lagrangian density estimates become very noisy (especially in regions of low density) as the population spreads out across the domain. The scale of the problem becomes immediately apparent when we recognize that our example model has ~10 5 cells, so a uniformly distributed population corresponds to ~5 particles per cell. Estimating the density of such a population to ±10% would require ~10 7 particles, and would consume several weeks of workstation time per simulated year.
One alternative is an Eulerian model in which development is represented by a chain of developmental classes whose members have a constant probability per unit time of promotion to the next class in line. This approach has been applied to C. finmarchicus by Bryant et al. (1997) , who argued that the gamma distribution of egg to adult passage times which this formalism guarantees can be adjusted to match observed natural variability by an appropriate choice of the number of development classes.
This argument has some attractions so long as the model focuses on the long-term dynamics of the population, but its validity becomes more questionable in the context of transient dynamics in strongly seasonal system. The basic difficulty is that passage times through a chain of N first order stages are described by an N th order gamma distribution, so the variability of passage times through early developmental classes is much wider than that for later ones. In contrast, observed development time distributions show an almost constant coefficient of variation.
The approach proposed in this paper seeks to achieve the same properties for a spatially explicit structured model as the EBT (de Roos 1997) algorithm achieves in the non-spatial context; namely accurate solution of eqn 2. Despite its heuristic derivation, our new algorithm achieves this objective. Our tests against brute force solutions in one space dimension and against a Lagrangian ensemble in two space dimensions both show that conservative choices of space and development increment enable our algorithm to yield arbitrarily accurate convergence with solutions of known probity.
The utility of our proposed algorithm is further increased by a property which it shares with its nonspatial progenitors Spiers & Gurney, 2001 ) -it is unusually tolerant of large increments. Strict convergence of our North Atlantic Calanus model to the Lagrangian solutions requires a grid with 0·0625° × 0·125° cells, ~400 development classes and a 1·75-day mixing update. Although somewhat faster than the Lagrangian model against which it was tested (and 100 times faster than one which could usefully run for multiple years) this is a fairly lumbering construct.
However, if one demands only that convergence be at the level of the likely uncertainty in experimental data then one can use 0·25° × 0·5° cells, 56 classes and a 1-month update, which is five orders of magnitude faster than a useful Lagrangian model.
The computational costs discussed above are marginal; that is, they discount the cost of the redistribution matrix. For systems whose redistribution matrix can be specified analytically the difference is tiny, but particle tracking determinations can be expensive. The gross cost of a one-off single year run of the Eulerian Calanus model is comparable with the cost of a one-off single year Lagrangian run. However, the Eulerian technique comes into its own in any exploratory biological study in a fixed physical setting. In the context of automatic biological parameter optimization in models with more than one space dimension it transforms a situation in which such optimization was essentially impracticable into one in which it is not only practicable, but can be essayed without the need for exotic computational machinery.
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Appendix A. Determining kernels by particle tracking A one-dimensional transport kernel R d defined on a grid with transect size ∆x represents the probability that an individual is relocated a distance d∆x after an increment ∆t. If this kernel is to represent pure diffusion with coefficient Φ then it must have the property that eqn A1
We wish to determine such a kernel by tracking a large ensemble of particles over the update interval ∆t, starting each one from the centre of the source cell and modelling the diffusion process as a white noise velocity with power spectral density . We determine the j th element of the kernel as the fraction of the ensemble whose final position lies in the quadrat centred at j∆x. The tracking operation produces a distribution of particle positions at ∆t which is normal with zero mean and variance 2Φ T ∆t. Hence, in the limit of a very large ensemble: eqn A2
Our problem is to choose Φ T such that R d given by eqn A2 also satisfies eqn A1. If we define y ≡ x/L D where then this reduces to the problem of choosing ν ≡ Φ T /Φ such that: eqn A3
Although we cannot solve eqn A3 analytically it is reasonably straightforward to do so numerically. Figure 7 shows a definitive set of results. We can see that for a normalized cell width of less than 0·1L D we can simply track with the target diffusion constant (ν Ӎ 1). For normalized cell widths in the range 0·1L D → 3·5L D (approximately), tracking with the target diffusion constant produces kernels which imply excess diffusion and thus require ν < 1 to produce the correct result. When the cells become large, tracking with the target diffusion constant produces kernels which badly underestimate the required diffusion and require us to set ν > 1. This is perhaps unsurprising since ∆x = 5L D implies that the boundary of the first non-zero cell is 5 standard deviations from the core of the normal distribution. 
