We investigate the regularity for weak solutions of the following generalized Leray
Introduction and main results
Recent years a great deal of works has been devoted to the well-posedness of solutions and the partial regularity of weak solutions to the three dimensional incompressible Navier-Stokes equations with the fractional diffusion in R 3 × (0, +∞)    u t + (−∆) α u + u · ∇u + ∇p = 0, div u = 0, (1.1) which complements with the initial condition
When 0 < α < 1, the fractional Laplacian (−∆) α corresponds to the Lévy operator
In the framework of stochastic process, (1.1) can be deduced via the following stochastic representation [13, 30] 
where B t is a three-dimensional Brownian motion, X −1 t (x) denotes the inverse of the mapping x → X t and P = Id − ∇(−∆) −1 div is called the Leray-Hopf projection onto the divergence-free vector fields.
The equations (1.1) was first proposed by Frisch-Lesieur-Brissaud [22] in the study of Markovian random coupling model for turbulence, and it was used to describe a fluid motion with internal friction interaction by physicists in [25] . From the viewpoint of PDEs, the fractional Navier-Stokes equations (1.1) corresponds to a hyper-dissipative (or hypo-dissipative) model for the case of α > 1 (or α < 1). For α ≥ 5 4 and smooth initial data with decay in infinite, the system (1.1)-(1.2), both in R 3 and in a periodic setting T 3 , has been proved to be global wellposedness, for details see [17, 18] . Usually the α = 5 4 is called Lions' critical exponent. For some hypo-dissipative model such as α < 1/3, Colombo-De Lellis-De Rosa in [7] proved the system (1.1)-(1.2) in T 3 admits infinitely Leray-Hopf solutions with the same initial data by making use of the convex integration methods introduced by De Lellis-Szekelyhidi Jr. [11] . This work shows us that the system (1.1)-(1.2) is ill-posedness. For the dissipative model in range α ∈ ( 1 3 , 5 4 ), the global well-posedness of smooth solution for (1.1)- (1.2) is also an open problem. An analogue of the Caffarelli-Kohn-Nirenberg's result was established in [7, 10] for the hyper-dissipative range α ∈ (1, 5 4 ), and in [27] for the hypo-dissipative range α ∈ ( 3 4 , 1). The motivation of the present paper arises from the study on the regularity and asymptotics of a velocity field u(x, t) and pressure p(x, t) of self-similar form:
u(x, t) = λ 2α−1 (t)U λ(t)x , p(x, t) = λ 2(2α−1) (t)P λ(t)x .
where λ(t) = t − 1 2α with t > 0 (or λ(t) = (−t) − 1 2α with t < 0) associate with forward self-similar solutions (or backward self-similar solutions, resp.) to (1.1). One easily verifies that the profile pair (U, P ) fulfills either the generalized Leray equations in R 3
x · ∇U + ∇P + U · ∇U = 0 div U = 0
x · ∇U + ∇P + U · ∇U = 0 div U = 0 (1.4) For the classical Naiver-Stokes equations (1.1), the question on the existence of backward selfsimilar solutions was already raised by Leray [24] in 1934 who observed that if such a nontrivial solution exists then it would necessarily lead to the phenomenon of finite-time blow up. Up to 1996, Nečas-Råužička-Šverák in [26] solved this open problem, and they proved that for any U ∈ L 3 (R 3 ) which solves (1.4) has to vanish. Later, this celebrated result was extended to U ∈ L q (R 3 ) for some q ∈ (3, +∞) by Tsai [28] . However, the story on forward self-similar solutions is different. Using harmonic analysis method together with perturbation argument, Cannone-Meyer-Planchon [4, 5] firstly proved the existence and uniqueness of the small forward self-similar solutions in the framework of homogeneous Besov spaces, see also Koch and Tataru [15] in BMO −1 (R 3 ). It is necessary to point out that the perturbation argument can not work for large forward self-similar solutions. Jia andŠverák [23] constructed a scale-invariant solution with large initial values by developing so called local-in-space regularity near the initial time.
In this paper, we mainly focus on the regularity and asymptotics of the forward self-similar solutions of (1.1). Due to singularity arising from self-similarity, we can not directly construct a solution to (1.3) in the Sobolev spaces. Thus, one decomposes U = U 0 + V and considers the difference part V , which satisfies in R 3
where    F 0 = −U 0 · ∇U 0 , F 1 (V ) = −(U 0 + V ) · ∇V − V · ∇U 0 , U 0 = e −(−∆) α u 0 ,
The readers will find that compared with nonlinearity F 1 (V ), the force F 0 plays a dominant role in the study of the decay estimates of V .
It is clear that finding a forward self-similar solution to (1.1)-(1.2) is equivalent to the existence of the profile V (x) to (1.5) . For α = 1, Jia andŠverák in [23] proved (1.5) admits at least one solution V (x) by developing the local-in-space regularity near the initial time and the topological degree method under the framework of the weighted Hölder space. It is obvious from
that the asymptotic behaviour of V at infinity is closely related to the regularity of u near |x| = 1, t = 0. On the other hand, the local regularity of u 0 propagates for a short time, this fact helps us to obtain more better decay estimate of V at infinite if u 0 is smooth in R 3 \ {0}, see [23] . That is to say, the asymptotics of V at infinity essentially depend on the regularity of the initial data u 0 (x). To be precise, Jia andŠverák in [23] proved for 0 < γ < 1
see also [29] . When u 0 (x) ∈ C 1,γ loc (R 3 \{0}), there is a logarithmic loss caused by roughly potential estimates, to be more precise of the self-similar solution to the classical Naiver-Stokes equation under the lower regularity condition for u 0 . Theorem 1.2. Let α ∈ ( 5 6 , 1] and V ∈ H α σ (R 3 ) be the weak solution established in Theorem 1.1. Then we have that V ∈ H 1+α ω (R 3 ) satisfies
As a product, one has
Remark 1.1. The restriction on α ∈ (5/6, 1] is caused by convection term V · ∇V . The fact
. Roughly speaking, this fact together with the elliptic regularity theory yields that
where the imbedding need condition α > 5 6 . It is natural to ask whether the similar result holds for the critical case α = 5/6.
To illuminate the motivations of this paper in detail, we sketch the proof of Theorem 1.2.
Compared with the case α = 1, the main obstacle in establishing global regularity originates from the fractional diffusion operator. To overcome this difficulty, with the method of vanishing viscosity, we will establish H α ω (R 3 )-estimate for weak solution V by choosing the suitable test function ϕ = 1+|x| 1+ε|x| 2 V in the weak sense. Next, in view of difference characterisation of Besov space, we improve the regularity of V to a new level
, which affords us the L 2 -bound of ∇V . This bound can help us to choose −D −h
1+ε|x| 2 as the test function ϕ in equality (1.9) to obtain V ∈ H 1+α (R 3 ). With this regularity in hand, the bootstrap argument enables us to conclude that
by developing commutator estimates.
The second main result is further to improve the order of decay estimates of V at infinity by establishing the corresponding linear theory for the non-local Stokes system with the singularity force and the basic properties of the non-local Oseen kernel. In particular, for the classical Naiver-Stokes equations, by means of the special structure of Oseen kernel with the decay estimates of the second order derivatives of V , we can remove logarithmic loss, and establish the optimal decay estimates of V under the lower regularity condition for u 0 . It is stated as follows:
|x| 2α−1 with σ(x) = σ(x/|x|) ∈ C 0,1 (S 2 ), and 5 6 < α ≤ 1, which satisfies div u 0 = 0 in R 3 in the distribution sense, then the solution V (x) constructed by Theorem 1.1
Moreover, if α = 1, we can obtain the optimal decay estimate of V under the condition σ(x) ∈
Remark 1.2. From the proof of Theorem 1.3, one can prove that the solution V constructed by Jia andŠverák in [23] possess the optimal decay estimate under the lower regularity condition i.e., u 0 ∈ C 1,1 (R 3 \ {0}). Remark 1.3. The essential ingredient in establishing the optimal decay estimate is how to gain the decay estimate of the second order derivative of V . It seems to us that for 5/6 < α < 1, it is impossible to obtain any pointwise estimate of D 2 V , this fact prevents us from establishing the optimal decay of V for the generalized Leray equations.
The proof of Theorem 1.3 goes roughly as follows. First, we establish the corresponding linear theory for the non-local Stokes system with the singularity force, which is of independent interesting. From which we can represent the V as Next, we will remove the logarithmic loss in (1.7) to obtain the optimal decay estimate of V for α = 1. As we know that (1.8) can be decomposed into
The latter two terms are easily controlled by (1 + |x|) −3 , but the first term is controlled by
by traditional argument which causes a logarithmic loss. To avoid this loss, we first obtain the decay estimate as
by establishing the regularity estimate of the second order derivative of V in weighted Sobolev space, This estimate, together with the special structure of the Oseen tensor, finally leads to the optimal controlled estimate on the first term. We finally obtain the optimal estimate of V :
As a direct application of Theorem 1.3, one can use the Lemma 2.4 to obtain the natural pointwise property of the self-similar solution constructed in [12] .
, which satisfies div u 0 = 0 in R 3 in the distribution sense. Then problem (1.1) admits at least one
Now we conclude this section with a definition concerning the weak solution of the generalized Leray equations (1.5) and some notations.
Definition 1.1 (Weak Solutions). We say that the couple (V, P ) is a weak solution to prob-
(1.9)
Notation: We first agree that x = (1 + |x| 2 ) 1 2 and Λ = √ −∆. We define
As usual, we define the commutator as
This paper is organized as follows: In the next section we give some preliminary lemmas which will be used in the forthcoming proof. In Section 3, we will devote to the proof of Theorem 1.2.
Finally, decay estimates of V are established in Section 4.
Preliminaries
In this section, let's us begin with the so-called Littlewood-Paley decomposition , see e.g., [1] . 
For any u ∈ S ′ (R 3 ), let us define
Moreover, we can define the low-frequency cut-off:
So, we easily find that
which corresponds to the inhomogeneous Littlewood-Paley decomposition. In usual, we always use the following properties of quasi-orthogonality:
We shall also use the homogeneous Littlewood-Paley operators governed bẏ
The homogeneous Littlewood-Paley decomposition can be written as
Based on the above decomposition in frequency space, we will give definition of the homogeneous Besov spaceḂ s p,q (R 3 ). 
Now we recall some useful properties of the homogeneous Besov spaceḂ s p,q (R 3 ) defined in Definition 2.1 . 19] ). There hold that (i) For 1 p 1 p 2 ∞, 1 r 1 r 2 ∞ and s ∈ R,
(iii) For s ∈ (0, 1) and p, r ∈ [1, ∞],
Next, we introduce the definitions of the weighted Hilbert space. Fristly we recall the weighted L 2 -space. For a non-negative locally integrable function · 2, ω denotes the norm on L 2 ω (R 3 ), i.e.,
where ω(x) is the nonzero weighted function. 
Such weighted Hilbert space enjoys the following properties which provided a working framework for weak solution. Before stating it, we introduce the commutator between an operator Λ α and a function φ defined by the formula
Proof. Thanks to the definition of the fractional operator, we write
Since β ∈ [0, α[, we readily have by the Young inequality that
Thus we complete the proof of the lemma. 
Proof. We omit the proof of (i), because it is standard. For (ii), we firstly consider the case where s ∈ (1/2, 1). By the triangle inequality, we see that .
It follows that for p > 6, ∇ω L p (R 3 ) < +∞. This inequality together with the embedding thaṫ 
Inserting this estimate into (2.2), we immediately get
Next we consider the case where s ∈]1, 2[. Performing the similar fashion, we can show that
On one hand, the Leibinz estimate allows us to infer
The same argument as used in (2.4) allows us to conclude that ∇ 2 ω L ∞ (R 3 ) < +∞. Moreover, we have by the interpolation theorem that for each s ∈ (1/2, 2], u Ċs (R 3 ) < +∞. Therefore
On the other hand, by Lemma 2.2 again, we obtian
The left inequality in (2.1) can be processed in the same way.
1 |x| 2α−1 σ( x |x| ) with σ ∈ L ∞ (S 2 ) and G (α) (x, t) the heat kernel of the operator ∂ t + (−∆) α , then
Proof. Note that
for proof, see [20] . From this, it is easy to see that
Now we need to derive the decay estimates of U 0 . To this end, we decompose U 0 to be
From (2.5), we have for |x| > 1
Thus, we obtain
Now we come back to the estimate of ∇U 0 (x). From |∇σ(x)| < ∞, we have |∇u 0 (x)| ≤ C|x| −2α for |x| > 1. As in above, we decompose ∇U 0 as
It is clear that
For II, we have
where n is the unit outward normal vector of the boundary {|y| = |x| 2 } ∪ {|y| = 2|x|}. Collecting the estimates of (I-III), one has
Similar calculation as above can lead to
Here we omit the details.
Lastly, we recall the special structure of the fundamental solution of the non-local Stokes
Here and in what follows, we denote by
.
Here the function
as |x| → ∞ for some constants C and c, depending only on ℓ.
For proof, please see [2, 3] for the case α = 1, and [6] for the case 1/2 < α < 1. For completeness, we give an alternate proof for the case α = 1, which is more direct and and simpler.
4t be the kernel of heat operator, P be the Leray projector, then
Thus, from the definition of the Leray projector,
This, due to spherically symmetric of Θ, can be rewritten as
Integrating this equation from 0 to r, we have from the fact R n G 1 (x)dx = 1 that
We directly calculus to obtain
, we obtain (2.6) and finish the proof of Lemma 2.5.
As a direct consequence of Lemma 2.5, we immediately obtain the similar structure to the
It is clear that the Υ(x, t) possesses the self-similar property
Besides, the Υ(x, t) has following properties:
Lemma 2.6. The profile Υ(x, 1) satisfies the following pointwise decay estimate
Moreover, Υ(x, t) has the same structure as the Oseen kernel O
and F = (F hkj ) 1≤j,h,k≤3 , usually called as a three-order tensor in R 3 , possesses the following cancellation properties
Proof. We only need to prove (2.8) which proof is standard. Here we give a proof for complete-
and the symmetry of spherical surface, it is easy to see that
Besides, note that S 2
3 and with help of Gauss-Green formula, one instantly derives
The above two identities imply for i = 1, 2, 3
This verifies the second identity of (2.8).
Global regularity of weak solutions
In this section, we are devoted to applying the bootstrap argument to show the high regularity of weak solution established in Theorem 1.1. To do that, we will show the proof in four steps as following.
Step 1: With the help of method of vanishing viscosity, we will establish H α ω (R 3 )-estimate for weak solution V by choosing the suitable test function in the weak sense.
Step 2: We will give B 2α 2,∞ (R 3 )-estimate for weak solution V based on the differences characterization of Besov spaces.
Step 3: By the bootatrap argument, we will further establish high regulatiy H 1+α (R 3 )estimate for weak solution V .
Step 4: In view of difference, we will show high regularity for weak solution V in the weighted
In this step, we are going to show uniform estimate for the weak solution V in the weigheted space H α ω (R 3 ). Specifically,
be the weak solution which was established in Theorem 1.1. Then there exists C > 0 such that
Now, let's begin to show the desired estimate in Proposition 3.1 by choosing the suitable test function in the weak sense. Since V ∈ H α (R 3 ) with α ∈]0, 1[, we are lack of the information of derivative of V . Then, it seems difficult to modify V directly to the required test function.
To overcome that difficulty, we apply a fact, with the method of vanishing viscosity, that the solution established in Theorem 1.1 is a weak limit of weak solution to the following equations.
In [12] , we have proved that equations (3.2)-(3.3) admit at least one weak solution V ν such that
and there exists a pressure P ν ∈ L 2 (R 3 ) governed by
In the following subsection, we denote V ν by V for clarity.
, we easily find by using the energy estimate (3.4 
By a simple calculation, the third integrand in the left side of the above equality reduces to
Hence, we have
For the first integrand, we see that
Next, we tackle with the term involving the fractional operator. After some simple computation we get
Inserting (3.7), (3.8) and (3.9) into (3.6) leads to
Now, let's to bound the terms in the right side of equality (3.10). For I 1 , it is obvious that
By the Hölder inequality and Lemma 2.2, one has
This require us to bound both terms concerning on h ε in (3.12). We compute
it follows that for each ε ∈]0, 1],
This inequality enables us to infer that
Thus for ∀p ≥ 12 and ∀ε ∈]0, 1], there exists a absolute contant C 0 > 0 such that
This together with the embedding relation thatẆ 1,p 
Inserting estimate (3.13) into (3.12), we immediately have
In the smae way, I 3 can be bounded as follows
Next, we turn to estimate I 4 and I 5 . We have by the Hölder inequality and Cauchy-Schwarz ineqaultiy that
(3.16)
In the last line of (3.16), we have used the following equaltiy
Silmilarly, by the Hölder inequality and estimate (3.13), we obtain
Now we come back to tackle with the term involving the pressure. Thanks to
Moreover, we have by the Hölder inequality that
and
Integrating by parts, we see that
Thus we get by using the Hölder, the Young inequality and esitmate (3.20) that
(3.21)
An computation yields
Moreover, we obtain in terms of the Hölder inequality, (3.17) and (3.19 ) that
Adding (3.21) to (3.22) , then
(3.23)
For I 7 , we have by the Hölder inequality and estimate (3.13) that
(3.24)
For I 8 , after a simple calculation, we have by the Hölder inequality, the Young inequality and estimate (3.13) that
At last, employing the Hölder inequality and the Young inequality, we readily obtain
and 
Taking ε → 0+ and ν → 0+, we eventually get by using (3.4) and Lebesgue' dominated convergence theorem that
This estimate implies the desired result in Proposition 3.1.
The second step is to improve the regularity of V in terms of the differences characterization of Besov spaces. 
Proof. For the sake of simplicity, we denote △ h α k by △ h k . According to (3.1) and (3.4) , it is easy to check that
(3.29)
The first term in the left side of the above equality can be reduced to
For the term including the fractional operator, we easily find that
Now we consider the remaining part in left side of (3.29) . Integrating by parts, we get
This equality implies that
Inserting the above estimates into (3.29) leds to that
(3.30)
Our task is now to estimate for all terms in the right side of equality (3.30). Let's begin with
we have that for each ε ∈ (0, 1),
In terms of the Hölder inequality, Cauchy Schwarz inequality and Lemma 2.2, we have
As for J 3 , we rewrite
In the similar fashion as used in bounding J 2 , we see that
(3.31)
For another part of J 3 , we have to resort to the following Lemma:
Proof of Lemma 3.1 . We divide the commutator into two parts as follows
f (y) dy I + II.
By the triangle inequality, we easily find that
Combining both esitmates concerning I and II yields
Furthermore, by the Young inequality, we readily have
So we complete the proof of Lemma 3.1.
With Lemma 3.1 in hand, we get by the Hölder inequality that
This together with the fact that for each 0 < ε < min{1, h 4α }, √ ε g
enables us to conclude that
Combining this inequality with (3.31) yields that
Next, by using the Hölder inequality, one has
For J 6 , we rewrite it as
By the Hölder inequality, we obtain
On the other hand, we have by the interpolation inequality that
we have by the Young inequality that
(3.34)
Collecting esitmates (3.33)-(3.34), we obtain
Next, we start to tackle with the term involving the pressure. We rewrite J 7 as follows
where P 1 satisfies
and P 2 satisfies
Since ∇g 2 ε = − 2εx (1+ε|x| 2 ) 2 , we obtain by using the Hölder inequality and the Young inequality that
(3.35)
Note that
we have by the Hölder inequality that
Here we have used the following estimate deduced by Lemma 2.2 that
Moreover, by the Young inequality, we immediately have
(3.37)
This inequality together with (3.37) yields that
Next, we rewrite I 8 as follows
Thanks to the incompressible condition div V = 0, we have
By the Hölder inequality and the interpolation inequality, we get
Moreover, we have by (3.36) that
(3.38)
On the other hand, we see that
Furthermore, we obtain by the Hölder inequality that
it follows that
Thanks to the Bony para-product decomposition, one has
By the traingle inequality, we observe that for each h ∈ [−1, 1],
This implies
Therefore we have by the Young inequality that
Combining the above inequalities with estimate (3.38), we get
As for I 9 , we decompose it into two parts as follows
Since div V = 0, we have
By the Hölder inequality and Lemma 2.1, we find that
Similarly, we can show that
Thus we have by the Young inequality that
Combining this inequality with (3.39) yields
For I 10 , one writes
By the Hölder inequality and the Leibniz estimate, we finally obtain that
Collecting both estimates and then inserting the resulting estimate into (3.30), we eventually obtain that
Taking ν → 0 and ε → 0, we immediately have by the Lebesgue dominated convergence theorem
Taking supremum with respective to h, we finally obtain by Lemma 2.1 that 
Proof. Thanks to Proposition 3.2, we know that ∇v ∈ L 2 (R 3 ) and then we can write (1.9) as
First of all, we compute the term including the fractional operator to obtain
Integrating by parts, we rewrite the second and third term of right side of to be
From this, it follows that
Summing up the above inductions, we have from (3.41) that
By the Hölder inequality, the Cauchy-Schwarz inequality and Lemma 2.2, we readily have
We see that
By the Hölder inequality, Cauchy-Schwarz inequality and (3.36), we see that
On the other hand, by the Hölder inequality and Lemma 3.1, one has
This inequality together with (3.43) yields
For K 3 , K 4 and K 5 , it is obvious that
For K 6 , we see by that
Hence, we obtain by the Cauchy-Schwartz inequality
where we have used the fact that ∇g 2 ε = − 2εx (1+ε|x| 2 ) 2 . Since div V = 0, we observe that
By the Hölder ineqaulity, we get
, there exists a real number R 0 > 0 such that for each R > R 0 ,
Hence, we have by the Hölder inequality that
Collecting this inequality with (3.44), we obtain
We decompose K 8 by the incompressible condition div V = 0 that
By the Hölder inequality, we obtain that
Collecting estimates concerning I 8 1 and I 8 2 , we readily have
one easily obtain by the Hölder inequaltiy that
At last, we rewrite K 10 with
Moreover, by the Hölder inequality, we get
Collecting estimates for K 1 -K 10 , we finally obtain
Taking ε → 0 and h → 0, we readily have
This completes the proof of Proposition 3.3. 
V H 1+α
Proof. According to Proposition 3.3, we easily find that
(3.45)
We compute the term including the fractional operator as follows
The reminding terms in left side of (3.45) become
So, we have from (3.45) that
By Lemma 2.2 and the Hölder ienquality, we have
By the Hölder inequality, Lemma 2.2 and the Young inequality, we see that
It is clear from ∇h 2 ε ∈ L ∞ (R 3 ) that
Also, we have
we can deduce by using the equality
Since div V = 0, we observe that
In the same way as leading to the estimate of K 7 , we choose R sufficient large so that
From the incompressible condition div V = 0, we have
These estimates help us to get
Since
For L 10 , we see that
Collecting all estimates for L 1 -L 10 , we eventually obtain that
Taking h → 0 and ε → 0, we immediately have
, the above inequality allows us to conclude that
Finally, by Lemma 2.3 we have
We complete the proof of Proposition 3.4. 
by modifing the test function in (3.5) and (3.41) . For the sake of simplicity, we choose β = 1 2 in Proposition 3.1 and Proposition 3.4.
Decay estimates for V near infinity
In this section, we are going to show the decay estimate for solution V based on the regularity in the weighted Sobolev spaces developed in Section 3,
Moreove, by the embedding realtion that
But, this decay rate is lower than that of the force term U 0 · ∇U 0 , whose order is 2 − 4α. To fill this gap, we need to explore the structure of self-similar solution V (x) = u(x, 1) − e ∆ u 0 . This structure induces us to carry it out by studying the following nonlocal Stokes system with linear singularity force
(4.1)
Then problem (4.1) admits a solution w ∈ L ∞ t 0, T ; L q x (R 3 ) for any T < ∞ which has the form
Indeed,
This inequality shows that the claim is true.
Next, it is necessary to prove u(x, t) is a solution of (4.1) in the sense of distribution, i.e., where θ(t) ∈ C ∞ 0 [0, T ) and ϕ(x) ∈ C ∞ 0 (R 3 ). We adopt the argument in [14] . Let w(·, t) = Pdiv x t 1 α −2 f (·/t 1 2α ), one easily verifies that | w(·, t), ϕ | =
. This inequality implies that w ∈ L ∞ loc (0, T ; W −1,q (R 3 )). Besides, a simple calculation shows that From the above discussion, we obtain (4.2).
Finally, we prove the uniqueness.
for some distribution p, and lim t→0 θ(·, t) (L q 1 
Borrowing this proposition and V ∈ H 1+α
x (R 3 ), we can write V (x) in the following form
With expressions of solution (4.4) in hand, we will improve the order of decay estimate step by step in terms of the decay properties of Oseen kernel. Firstly, we can show that
Proof.
Step 1. We claim |V (x) ≤ C(1 + |x|) −1 .
By a direct calculation, we get from Proposition 4.1 that · · · dy ds =I + II + III.
In the following, we always suppose |x| ≫ 1. For I, we have
Here we have used the fact α > 5/6. For II, Collecting the estimates of I-III, we obtain V (x) ∈ L ∞ (R 3 ). This helps us to get V (x) ≤
Step 2. Due to the fact 2α − 1 ≤ 1 and |U 0 (x)| ≤ C(1 + |x|) 1−2α , we derive
and furthermore,
This inequality helps us to obtain As the similar way as in Step 1, we obtain
Therefore, we finally obtain
and then we finish the proof of Proposition 4.2.
In next two Propositions, we will prove V achieves its optimal decay for α = 1. To do this, we have to prove D 2 V possesses some decay condition at infinity which plays a key role in our proof.
Proof. From [12] , we know
This, together |V (x)| ≤ C(1 + |x|) −2 , implies
On the other hand, from Proposition 4.1 one derives for |x| > 1
Using the same argument as in Proposition 4.2, we have |∇V | ≤ C(1 + |x|) −3 log(2 + |x|).
Secondly, we devote to proving
For this purpose, we decompose our proof into three steps.
Step 1.
It, due to (4.5), is easy to see that
A simple calculation gives
Besides, by the Hardy inequality, ∂ kk V |x| ∈ L 2 (R 3 ). Thus, E k fulfills the following equation in weak sense
Here, we have used the fact
Now, we need to prove x · ∇E k ∈ L 2 (R 3 ). To this end, choosing ϕ(x) = |x| 2
(1 + ǫ|x| 2 )
in (4.7), and letting W ǫ (x) = h ǫ (x)E k , we have
By a routine calculation, we have
Thus, we have
From this inequality we immediately derives as ǫ → 0 
This, together the classical elliptic regularity estimates, shows E k ∈ H 2 (R 3 ) ֒→ L ∞ (R 3 ), and in turn implies |∇ 2 V | ≤ C(1 + |x|) −1 .
Step 2. Our goal is prove the following Claim: withf (x) defined in (4.6). Then V k ∂ k V (k = 1, 2, 3) fulfills
From step 1, one see |∇ 2 V | ≤ C(1 + |x|) −1 , which, together |U 0 | ≤ C(1 + |x|) −1 , implies |g(x)| = |∂ kf (x) + V k (x)| ≤ C|∇V k ||U 0 | ≤ C(1 + |x|) −2 .
Again using Proposition 4.1
Using the argument as in Propsition 4.2, we obtain |∇V k | ≤ C(1 + |x|) −2 , i.e. |∇ 2 V | ≤ C(1 + |x|) −2 .
Step 3. We finally prove the decay estimate
By the step 2, we have |∇ 2 V | ≤ C(1 + |x|) −2 . This, together |∇ 2 U 0 | ≤ C(1 + |x|) −3 , implies |g(x)| ≤ C(1 + |x|) −3+δ , for small δ > 0, and then for |x| > 1, one, by the same calculus as in Propostion 4.2, instantly deduces
This completes the proof of step 3.
Once the decay estimate of D 2 V in hand, we use the the special structure of the Oseen tensor to remove the logarithmic loss and obtain the optimal decay estimate of V . Our argument is inspired by the work of Brandolese et.al. [2] . However, our arguments heavily rely on the decay estimates of second derivatives of solution. This is a major difference between our approach and the one used in [2] Proposition 4.4. Let α = 1, then |V (x)| ≤ C(1 + |x|) −3 Proof. Due to the fact |U 0 (x)| ≤ C(1 + |x|) −1 , we derive
This inequality implies thatf (x, s) |s −1 f (x/s In the following, we always suppose |x| > 1. The first and the second term are easy to handle. Now, we estimate III 1 . It is easy to see that there exists 0 < θ < 1 such that On the other hand, we have from Proposition 4.3 To obtain the optimal estimate of III 3 , we have to borrow the special structure of the Oseen kernel. Now we decompose the III 3 as (1 − s) −1 dy ds ≤ C|x| −3 .
Finally, by the Lemma 2.5, we see that 
