Stochastic point processes are widely used in computational neuroscience to model the spiking of single neurons and neuronal populations. The choice of a particular point process is critical for statistical measures of neural activity and has impact on the subthreshold dynamics of neuron models.
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Here we show that the Poisson process with dead time, a particular simple point process, captures important features of the spiking statistics of neurons [1, 2] (Fig. 1) . On the level of single neurons, we apply a step change to the rate of a Poisson process with dead time, keeping the dead time constant. The expected PSTH is computed by numerically solving the partial differential equation of the corresponding non-homogeneous renewal process [3] and we also give an analytical approximation. We observe a very sharp transient in the firing-rate (Fig. 2) that resembles experimental results of [4] .
On the level of neuronal populations, we employ the superposition of many Poisson processes with dead time as a model of the population activity in a network. We compute the explicit form of the inter-spike-interval (ISI) distribution and the coefficient of variation for superimposed processes and compare them to direct simulations. The ISIs of the superimposed spike trains show negative serial correlations that correspond to those we observe in population recordings of simulated integrate-and-fire neurons (Fig 3) . 
