A methodology is presented for collecting and analysing exposure measurements from galactic cosmic radiation using a portable equipment suite and encapsulating these data into a semi-empirical model/Predictive Code for Aircrew Radiation Exposure (PCAIRE) for the assessment of aircrew radiation exposure on any¯ight over the solar cycle. The PCAIRE code has been validated against integral route dose measurements at commercial aircraft altitudes during experimental¯ights made by various research groups over the past 5 y with code predictions typically within 20% of the measured data. An empirical correlation, based on ground-level neutron monitoring data, is detailed further for estimation of aircrew exposure from solar particle events. The semi-empirical models have been applied to predict the annual and career exposure of a¯ight crew member using actual¯ight roster data, accounting for contributions from galactic radiation and several solar energeticparticle events over the period 1973±2002.
INTRODUCTION
The natural background radiation ®eld is enhanced at jet aircraft altitudes ($6.1±18 km) due to interaction of primary galactic cosmic ray (GCR) particles with the Earth's atmosphere. The GCR primary particles, consisting of $90% protons, 9% alpha particles and 1% heavy nuclei (ranging from carbon to iron), result from supernova explosions and active galactic nuclei (1, 2) . These particles are accelerated during their interstellar migration where their energy spectrum follows approximately a power law of the form E À2.7 above $1 GeV up to 10 15 eV, and E À3 above this latter energy as they enter into the solar magnetic ®eld. The¯uence rate is fairly constant in time and approaches the Earth in an isotropic fashion.
The penetrating ability of these ionised particles from outside the solar system is directly affected by their magnetic rigidity, leading to a $40% variation of the dose rate over the solar cycle. The galactic radiation contribution is at a maximum during solar minimum conditions due to a decreased solar modulation. The primary cosmic rays are also affected by the magnetic ®eld of the Earth, where those particles that enter near the poles experience little de¯ection, while those entering near the equator approach at right angles so that they are de¯ected if their rigidity is below the geomagnetic cut-off rigidity. Hence, the galactic radiation exposure varies with latitude where the dose rate is about two to three times greater nearer the poles compared to that at the equatorial regions. Finally, those particles that enter into the upper layers of the atmosphere interact with atmospheric nuclei that results in a cascade of secondary particles (i.e. protons, neutrons, and p and K mesons). The charged mesons decay radioactively into muons that provide the greatest contribution to the ground-level exposure. Electromagnetic showers are also produced as the muons further decay into electrons and neutrinos, while the neutral pions decay into photons. The build-up of these secondary particles competes with their attenuation in the atmosphere so that the dose rate also varies with altitude in which a maximum is reached at the so-called`Pfotzer' maximum at $20 km above sea level. In summary, the aircrew radiation exposure from galactic cosmic radiation varies with the date (i.e. solar cycle period), geomagnetic latitude and altitude of the¯ight.
Additional exposure to aircrew may also occur from high-energy solar particles produced in association with solar¯ares and coronal mass ejections (CMEs). This additional exposure becomes more important at higher (i.e. supersonic) jet altitudes and at latitudes close to the magnetic poles, especially with the occurrence of a ground level event (GLE). Magnetic energy release from the sun can send a large number of charged particles (mainly protons, some alpha particles and a few heavier nuclei) into the atmosphere with maximum energies between $10 and 700 MeV. In the largest solar energetic-particle (SEP) events, particle acceleration results via shock waves that are driven out of the sun with CMEs where protons near the Earth can reach energies up to and above $1 GeV (3, 4) . The intensity of these particle¯uence rates and their spectra are highly variable where the SEP events follow an $80± 100 y Gleissberg cycle. The sunspots are more predominant during solar maximum conditions, and the reconnection of the sunspot magnetic ®elds frequently result in CMEs. The energy of these solar protons, however, is much less than that of particles of galactic origin.
As a result of the recommendations by the International Commission on Radiological Protection (ICRP) made in 1990 (5) , aircrew in the European Union (EU) and Canada have been classi®ed as occupationally exposed to cosmic radiation (6±9) . In fact, the EU Directive has already been incorporated into laws and regulations of the majority of the EU Member States. It has been included as well in the aviation safety standards and procedures of the Joint Aviation Authorities. In Canada, an advisory circular by Transport Canada has been issued to suggest voluntary action to manage such exposures to a level <6 mSv y À1 (9) . These regulations present unique challenges to the airline industry as the conventional dosimetric approach of monitoring individuals would be both costly and dif®cult to manage. Alternatively, since the aircrew exposure on a given route is relatively constant (i.e. within the solar cycle variation), this exposure can be predicted based on theoretical and/or experimental knowledge of the route dose. In fact, following guidance from the European Commission and the ICRP (10) , the preferred method for assessment of aircraft crew exposure in both the EU and Canada is by computation. This method relies on staff roster information and ight pro®les with the use of dose rate calculations, which can be derived from either theoretical models or empirical correlations as a function of altitude, geomagnetic latitude and solar modulation (11) . Such calculations, however, are to be veri®ed periodically by measurements.
Consequently, over the past decade, with the recommendation of the ICRP 60, there has been a signi®cant effort to measure the aircrew radiation exposure (12±23) . Moreover, theoretical treatments have further been developed concurrently to calculate this exposure from particle-transport theory through the atmosphere. For instance, Monte Carlo analysis with the FLUKA code (24±26) has led to the aircrew exposure tool EPCARD (27) . Similarly, a deterministic solution of the Boltzmann transport equation via the LUIN code (28, 29) has provided the basis for the CARI aircrew-exposure code (30) . Moreover, extensive measurements have led to a correlational model implemented in the PCAIRE code for aircrew exposure assessment (31) . These simple calculational tools can then be used to manage the aircrew route exposure in light of regulatory requirements.
In the current work, ambient dose equivalent rates have been measured with a variety of portable equipment at the Royal Military College (RMC) (e.g., tissue equivalent proportional counter (TEPC), extended-range neutron remmeter, ionisation chamber, silicon-based LIULIN spectrometer, neutron bubble detectors and thermoluminescence dosemeters) in 122 scienti®c measurement¯ights, which spanned the entire cut-off rigidity potential of the Earth's magnetic ®eld over the current solar cycle from 1999 to 2003. Using some of these data, an empirical correlation has been developed to allow for the interpolation of the ambient dose equivalent rate for any global position, altitude and date. Based on this analysis, a Predictive Code for Aircrew Radiation Exposure (PCAIRE) has been developed to provide a dose prediction for any given¯ight route (22) . A correlation has been developed further to account for spurious exposures from solar particle events (i.e. based on a post-event analysis of groundlevel neutron monitor data). The further development of the PCAIRE model and its validation with the latest measurements is detailed in this paper.
EXPERIMENTAL PROCEDURES
Radiation exposure levels were measured on-board various¯ights with a Far West HAWK TEPC. The TEPC is capable of detecting both low-linear energy transfer (LET) and high-LET particles. This instrument provides a determination of the absorbed dose by employing a large (12.7 cm diameter) low-density cavity to simulate a microscopic volume of tissue of equal atomic composition (i.e. a 2-mm diameter tissue site). The Far West HAWK TEPC was designed for portability and simplicity in airlinē ight measurements. It consists of a grounded anode type spherical-walled detector (LET-SW-5) with an attached preampli®er and spectrometer box that stores full data spectra each minute on a nonvolatile¯ash memory card. The instrument, in its carry-on case, is placed in the aircraft cabin and is powered by four standard`D' cells for up to ®ve days of operation. The in-¯ight operation of the TEPC requires only that the power be switched on before takeoff and switched off after landing. The raw binary data stored on the¯ash memory card during thē ight are then downloaded at a later date to a computer. Custom software is used to convert the raw binary data to spectral results that were stored as text ®les. A description of the microdosimetric analysis is given in Ref. (15) . The TEPC provides a spectral measurement of the lineal energy, y, where a quality factor is required so that the absorbed dose distribution can be related to the operational quantity of ambient dose equivalent H Ã (10). Although a relationship for the quality factor as a function of y, Q(y), has been proposed by the International Commission on Radiation Units and Measurements (ICRU) (32, 33) , this methodology has not been sanctioned by the ICRP for radiation protection purposes. Instead, a recommendation is given for the quality factor that depends on the LET (LET or L) (5) . However, the measured ambient dose equivalent rate at altitude differs by <3 % using the two different relationships, when y is employed as a surrogate for L in the ICRP-60 Q(L) function as opposed to the ICRU-40 Q(y) relation (15) . As such, the ICRP Q(L) relation is adopted in the current analysis where y is speci®cally set equal to L, this same approach has been used elsewhere (13±17,20±23) . Minute-by-minute data recorded by the TEPC are correlated to the aircraft's geographical position and altitude using either information obtained by a Global Positioning System (GPS) incorporated directly into the HAWK TEPC, or information provided by the pilot from the¯ight deck. The data are then averaged over a 30-min period to improve the statistics.
Different types of active detectors were also used on 32 scienti®c¯ights in 2002 to measure the individual low-LET (ionising) and high-LET (neutron) components of the mixed-radiation ®eld (which can be appropriately summed for comparison to the TEPC results). The various portable active instruments discussed in this study, include (i) a battery-powered Eberline FHT 191 N high-pressure ionisation chamber (IC); and (ii) a battery-powered extended-range neutron detector (SWENDI-II) (consisting of an E-600 Smart portable radiation monitor and Wide Energy Neutron Detection Instrument (WENDI-II)). The ionisation chamber is operated with a nitrogen and inert gas mixture at a pressure of 0.7 MPa. For photons of energy 40 keV to 7 MeV, and dose rates between 10 nSv h À1 and 10 Sv h À1 , the dose uncertainties were <10% based on a 137 Cs calibration. The WENDI-II contains a tungsten powder ®ll to improve its response to highenergy neutrons. In particular, this detector provides an improved response for 10 MeV to 5 GeV neutrons as compared with popular commercial remmeters (e.g. the Eberline±Hankins±NRD and Andersson± Braun) (34) . As shown in Solar modulation and latitude effects section, the summed results are reasonably consistent with that of the TEPC, providing further con®dence in the use of the more complete TEPC dataset for model development.
Equipment calibration
An older version of the TEPC was used for the measurements made in 1999. This original TEPC was calibrated at the Physikalisch Technische Bundesanstalt (PTB) in 2000, where it was shown that it would systematically overpredict by $10% in a 137 Cs gamma ®eld, $13% when exposed to monoenergetic neutrons (0.565±14. (Figure 1 ). While the new HAWK was still overresponsive, the offset between the low-LET and the high-LET radiation ®elds was too large to be approximated by a simple constant (Table 1 and Figure 1 ). The under-prediction for low-energy neutrons in Figure 1 Figure 1 , and because the neutron composition varies with latitude at jet altitudes, the following calibration factor, f, was employed for Equation 1 for the mixed-®eld measurement at aircraft altitudes:
where f n is the fraction of the neutron composition (in units of ambient dose equivalent) of the mixed-LET ®eld. The neutron fraction, f n , can be determined experimentally by comparing the SWENDI measurements (see Ion chamber and extended range neutron remmeter analysis section) to the combined IC plus SWENDI measurements in 2001±2002 as a function of the vertical cut-off rigidity R c (GV) of the Earth's magnetic ®eld as shown in Figure 2 , where: 
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In fact, the observed neutron contributions of $50% at the poles (where R c $ 0 GV) and $30% at the equator (where R c $ 15 GV) are consistent with the theoretical predictions of the FLUKA/EPCARD code (27) . Alternatively, the Hawk TEPC can provide from the microdosimetric spectrum an estimate of the low-LET contribution (i.e. ionising component) (for y < 10 keV mm À1 ) and high-LET contribution (i.e.`neutron' component) (for y ! 10 keV mm À1 ) of the measured ambient dose equivalent. Thus, the H TEPC value can be equivalently corrected to an H Ã (10) value as:
Equation 4 is analogous to Equations 1±3. A comparison of these two approaches reveals that either method produces similar ambient dose equivalent rates typically within $2%.
For the current analysis, however, the calibration factor of Equations 2 and 3 is used for the HAWK TEPC in place of a simple constant value (f 1/1.15 0.87), as employed for the earlier version of the instrument. This improved calibration factor varies between 0.87 at R c 0 GV and 0.90 at R c 17 GV.
MODEL DEVELOPMENT

Altitude effect
The ambient dose equivalent rate data at a given atmospheric depth, h (in g cm À2 ), can be normalised to an altitude of 10.7 km (or atmospheric depth of h o 243 g cm À2 ) using the following relationship (22) :
where b $ 3 is an effective proportionality constant for the production of secondary particles from primary-particle interactions as determined from balloon-borne¯ights. The parameter k o $ 0.016 cm 2 g À1 accounts for the attenuation of primary particles in the atmosphere, and is ®tted to transport code calculations in order to provide a maximum value of the function in Equation 5 at the Pfotzer maximum, where the radiation levels in the atmosphere are observed to reach a maximum due to secondary-particle build-up (36, 37) . In Equation 5, x s is the effective relaxation length for the given particles in the atmosphere, which is a function of the vertical cut-off rigidity, R c (in GV). Summed ambient dose equivalents from a lead-modi®ed neutron rem counter (NMX) and an ionisation chamber from a PTB study have been used to develop the following correlations (17) :
Equation 5 cannot be extrapolated (i.e. in a simple exponential fashion) to lower altitudes because Equation 6 does not re¯ect the lengthening of the relaxation length due to the muon component that dominates the radiation ®eld closer to the Earth's surface (2) . Hence, to account for this effect, the relaxation length, x s , can be modi®ed further for low altitudes as derived from data obtained below 7.62 km in 1999, where
and A is the pressure altitude (in km). The inclusion of this revised model in the code has resulted in improved agreement with measurements made on-board short-haul¯ights (<2 h of¯ight time) that are typically at low altitudes.
Solar modulation and latitude effects
TEPC analysis
Cosmic ray intensities vary in a manner that is anticoincident with solar activity so that galactic radiation is at a maximum during solar minimum conditions. Previous RMC TEPC data were obtained in a period from 1999 (i.e. at a period just past the solar minimum) until 2003 (i.e. in a more active portion of the solar cycle). These two sets of data thus provide an excellent opportunity to determine experimentally the effect of solar modulation on the ambient dose equivalent rate. As mentioned, the measured ambient dose equivalent rates were summed over 30 min intervals to reduce the relative error in the data to $20%. When correlated to the given positional information, these points spanned the full cut-off rigidity of the Earth's magnetic ®eld.
The two sets of data were normalized to an altitude of 10.7 km (or atmospheric depth of h o 243 g cm À2 ) using Equation 5 . Plotting these data against the vertical cut-off rigidity R c (which is derived for a given geographical altitude and longitude using the International Geomagnetic Reference Field, IGRF-1995) yields Figure 3 . A correlation of the global dose rate as a function of R c is therefore possible for a given global position for different periods within the solar cycle. A best-®t polynomial to the data in Figure 3 provides the normalised dose rate f i (in mSv h À1 ) (at 10.7 km) as a function of R c (in GV):
The ®tting parameters a i , b i , c i and d i are given in Table 2 . As expected, the dose rate during solar minimum conditions is greater than that during solar maximum (f 1 b f 2 ) due to the effect of solar modulation. This effect can be modelled by correlating f 1 and f 2 to a given solar modulation parameter as described by one of two available models, i.e. (i) the heliocentric potential model of O'Brien (38) , which is characterised by a heliocentric potential U (in MV) that is tabulated by the Federal Aviation Administration (FAA) from ground-level neutron monitoring (39) and (ii) a diffusion-convection model developed by the National Aeronautics and Space Administration (NASA)ÐJohnson Space Centre (JSC) (40) , in which the solar modulation strength is determined by a comparable deceleration parameter, È (in MV), that depends upon the Climax neutron-monitor count rate. These models are required to determine environmental conditions at the top of the atmosphere, which are speci®cally needed as boundary conditions by transport codes in order to calculate the propagation of the particle¯uence rates (and dose rates) through the atmosphere.
Unfortunately, heliocentric potential values from the original model developer are now proprietary (41) . In addition, the NASA±JSC model is a prescriptive model that considers the GCR variations $95 d in advance. This model is primarily intended to provide a prospective estimate of the astronaut-mission exposure (averaged over a one-month period). Hence, its application for route dose estimation of aircrew over a single day is less certain. In particular, it cannot speci®cally account for daily variations due to solar storm interferences on Earth, such as`Forbush effects' (where there is a local temporal reduction of the GCR exposure due to a changing magnetic ®eld during a solar event) (42, 43) . Consequently, a new solar modulation model is proposed in this work to address these shortcomings. Since PCAIRE is a semi-empirical model, one can simply correlate the f 1 and f 2 curves in Figure 3 directly to ground-level neutron count rate data C (in counts h À1 divided by 100), e.g. at the Climax, neutron monitor (NM) in Colorado (USA) (44, 45) . Count rate data at this monitor are in fact also used for the NASA±JSC model. Hence, for the PCAIRE model, either the NASA±JSC deceleration parameter (È) or the Climax count rates per 100 (C) are used to describe the effect of solar modulation (i.e. as selected by the userÐsee PCAIRE code development section). The EPCARD code also employs the NASA±JSC model. Hence, the two curves in Figure 3 are related to the solar modulation parameters (averaged over the given measurement period). Based on comparisons of PCAIRE predictions to experimental data measured as part of the ACREM project during solar minimum conditions (46) , it became apparent that the f 1 curve provided a solar-minimum`boundary' for all values of C b 4004 count/h/100 or È < 616 MV (Figure 4a) . Similarly, the f 2 boundary provides a solar-maximum`boundary' for all values of C < 3745 count/h/100 or È b 1007 MV, as seen with a comparison to predictions with the EPCARD code (Figure 4b ) (27) . Thus, in the current model, no extrapolation is considered beyond the f 1 and f 2 boundary curves. At other points in the solar cycle, a simple linear interpolation is implemented using Lagrange polynomials. Thus, the effect of the solar cycle on the ambient dose equivalent rate (in mSv h À1 ) can be described by: r
where f 1 and f 2 are dependent on the cut-off rigidity as detailed in Equation 8 . As other data become available over future solar cycles, these data will permit the selection of the better solar modulation model. Equation 9 therefore provides the basis for the development of a code (see PCAIRE code development section) to allow for ambient dose equivalent rate prediction for any global position and period in the solar cycle (with an appropriate solar modulation model choice). The effect of altitude can be described by Equation 5 so that it can be written generally:
Thus, Equation 10 provides an ambient dose equivalent rate prediction at any geographic position (or cut-off rigidity), altitude (up to $20 km) and period in the solar cycle. The ambient dose equivalent rate from Equation 10 can then be suitably integrated over a given route for a dose prediction using either a great circle route or waypoints for the¯ight (22) . 
ASSESSMENT OF AIRCREW RADIATION EXPOSURE
The ambient dose equivalent accumulated during ascent, H a , and descent, H d , can be calculated according to:
where t a (in s) is the ascent time and t d (in s) is the descent time. Here H CorÈ i
indicates the ambient dose equivalent rate calculated from Equation 10 at the initial altitude over the originating airport and H C or È f indicates the ambient dose equivalent rate at the ®nal altitude over the destination airport. The H a and H d are added to the at-altitude value in order to provide an output of the ambient dose equivalent for the total ight. Using appropriate conversion factors of effective dose to ambient dose equivalent, E/H Ã (10), Equation 10 can be further multiplied by a scaling ratio fE/H Ã(10) in order to convert it into an effective dose rate (see Equations 10a and 10b in Ref. (22)).
Ion chamber and extended range neutron remmeter analysis
Using a similar methodology as discussed in the previous section, IC and SWENDI measurements from the 2001±2002¯ights were analysed and compared against the TEPC results. As well, IC and NMX data collected in the ACREM investigation in 1997±1998 were also analysed.
A comparison of the IC plus SWENDI data versus the TEPC results is shown in Figure 5 for the same solar maximum period in the solar cycle. There appears to be a deterministic discrepancy, which becomes more pronounced towards the equator (R c $ 16 GV) (see discussion below). The IC and SWENDI curve (for conditions near solar maximum) was also compared with combined IC and NMX measurements obtained in the ACREM study (during the last solar minimum). As demonstrated in Figure 6a , the two curves approach each other at the equator, where magnetic ®ltering of the lower energy particles is more signi®cant. This effect is indeed predicted with transport code calculations (26) . Figure 6b further shows the comparative results from both the TEPC (Figure 3 ) and summed instruments (Figure 6a) , including an average of the resulting curves for f 1 and f 2 , respectively, by averaging the TEPC and summed instrument results for the given solar modulation condition. Since both the IC and NMX/SWENDI have a response to protons, there may be some double counting that would result in an overestimation of the dose rate curve by simply summing these instruments. On the other hand, the IC is referenced to a photon-equivalent ®eld and therefore this measurement does not take into account an enhanced quality factor for ionising particles 
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Vertical cutoff rigidity R c (GV) . However, this underestimation may be compensated by the response of the SWENDI to the higher energy protons. In contrast, a Monte Carlo analysis has shown that the response of the TEPC instrument can miss up to $25% of the (low-LET) ambient dose equivalent due to electronic limitations in the ®rst few channels of the pulse height spectrum if no correction is applied (47) . Hence, a correction was considered for the ®rst TEPC instrument by simply assuming a constant extrapolated value using the maximum number of counts in the higher channels in order to account for the missing values in the ®rst few channels (which would result in an upper-bound correction). As an improvement to this procedure for the Hawk microdosimetric analysis, an assumed 60 Co response curve was applied to these lower channels, although inevitably some extrapolation is still required to zero. Thus, these corrections may have led to the slight systematic offset seen near the equator in Figure 6b for the two TEPC curves (i.e. as further compared to the summed instrument curves) where indeed the low-LET component is more predominant. Nevertheless, since all corresponding curves fall within the instrument error (up to $20%), the f 1 and f 2 curves in Figure 3 for the TEPC are adopted in the following analysis of this section.
PCAIRE code development
Equations 5±11 have been encapsulated into the PCAIRE code, developed in a Visual C platform (Figure 7a ). The code was written to be user-friendly and requires minimal time for data input, calculation and data storage. The code requires the user to input the date of the¯ight, the origin and destination airports, the ascent and descent times, and the altitudes and times¯own at these altitudes. The user must select a solar modulation model. A great circle route is produced between the two airports or speci®c waypoints. From this path information, the geographical position of the aircraft and cut-off rigidity are calculated for every minute of the¯ight. The at-altitude ambient dose equivalent rate is then integrated along the path at 1 min intervals using the model of Equation 10 , which is based on the normalised correlations in Equation 8 (or Figure 3) , and unfolded to the actual altitude¯own (Equation 5) and the solar modulation potential for the date of the¯ight. A batch ®le capability is also offered for an analysis of many¯ights. The code provides an output of the route dose in units of H Ã (10) and effective dose.
As the PCAIRE model is comprised of simple correlations (e.g. Equations 5±11), it can be readily employed as a kernel into an employee¯ight frequency database as needed for routine application to manage commercial aircrew exposure for a large number of personnel and¯ights ( Figure 7b ). As such, a PCAIREsys code has been developed that is comprised of an underlying kernel model and a wrapper employing the structure queried language (SQL) of ORACLE. This code is therefore capable of providing a secure interface with an airline database so that it can query the crew exposure in terms of such parameters as¯ight, date, crewmember and occupation. This wrapper also permits data entry in batch mode or with waypoints for routine aircrew exposure assessment.
CODE VALIDATION
A considerable number of jet-altitude¯ights have been conducted over the past 10 y by several research groups. A validation set of 223¯ight measurements has been compiled, including RMC TEPC data obtained from 1998 to 2002 and experimental data by European investigators. Using¯ight-pro®le information, the PCAIRE (v. 7.2) code was used to predict the H Ã (10) route doses on the given¯ights in the database, which could be compared against measurements derived from the various research groups (17,21,22,46,48±51) . The PCAIRE simulations were based on great-circle route calculations, and included a comparison of the different solar modulation models of the NASA±JSC (i.e. deceleration parameter) and RMC (i.e. climax count rate). A comparison of PCAIRE predictions to the measured route dose data from other investigators and RMC are shown in Figures 8 and 9 , respectively. In general, the PCAIRE predictions are typically in agreement with the measurements from several different research groups to within AE20%. The¯ights in Figures 8 and 9 were conducted over a range of altitudes (up to 12.4 km) during a period in the solar cycle from 1997 to 2003 and spanned the entire global range of vertical cut-off rigidities (0±16 GV).
The slight systematic underprediction for the Iberia¯ights in 2001 to South America in Figure 8c is presumably related to the use of the lower dose rate of f 2 in the model based on the Hawk TEPC measurements in Figure 6b (see discussion in Ion chamber and extended range neutron remmeter analysis section). This observation may suggest that thè average' f 1 and f 2 curves in Figure 6b may be more appropriate for adoption in the PCAIRE code.
PREDICTION OF AIRCREW EXPOSURE FROM SEPs
So far, only the GCR exposure has been considered. In light of recent efforts to manage aircrew occupational exposure, there is a need to estimate the variable exposure from SEPs (especially for higher altitude¯ights). This requirement is relevant considering the sporadic nature of the solar event that may occur within a period of a day or so compared with the more predictable GCR component. For instance, this variable component may be important for the management of pregnant crew members, where lower dose limits apply in order to protect the fetus. Regulations are being developed to limit the additional effective dose to the fetus <1 mSv during the remainder of the pregnancy (9) . A model was developed previously to estimate the additional exposure from a solar proton event by correlating the GOES satellite proton¯ux data with TEPC measurements made on-board the International Space Station (ISS) (22) . Unfortunately, the exposure predictions deviated by over $250% to actual jet altitude measurements because of the large extrapolation distances involved, where increased proton uxes at geosynchronous orbits ($30,000 km) and exposure measurements on the ISS (400 km) do not accurately re¯ect conditions deep inside the Earth's atmosphere (at $11 km). Instead, a new model is proposed in this work based on measurements made at altitude as correlated to ground-level neutron monitoring ( Figure 10 ). This model must consider the individual characteristics of the SEP, including its varying intensity and energy spectrum. Consequently, the following dose rate
which must take into consideration the relative intensity of the¯are (f Á% ), as well as the altitude (f h ) and position (f Rc ) of the aircraft. The speci®c function f Á% is developed using the NM at the South Pole (43) by correlating these data with the ambient dose equivalent rate (i.e. subtracting off the GCR contribution) as measured on an aircraft by Spurn y et al. with a MDU LIULIN silicon-based spectrometer. These data were obtained for a ground level event (GLE) 60 on 15 April 2001 for a¯ight between Prague (PRG) and New York City (JFK) (52) . As shown in Figure 11 , the ambient dose equivalent rate (f Á% ) (in mSv h À1 ) can be related to the measured percentage increase (Á%) in the neutron count rate at the South Pole monitor ( Figure 10 ) as:
The South Pole monitor was chosen because of its enhanced sensitivity due to its location at the pole, where the geomagnetic effects are minimal, and its high altitude (2820 m as opposed to <200 m for most other monitors). This model implicitly assumes that the GLE is isotropic. Equation 13 can then be used to convert timedependent ground level counting data at the South Pole NM during a particular (past or future) event, [Á%(t)], into a time-dependent ambient dose equivalent rate for any given¯ight. The term f h eÀx SEP(hÀh SEP ) in Equation 12 is analogous to that in Equation 5 and yields a correction for¯ights taken at altitudes different from the PRG±JFK reference¯ight (which occurred at an average atmospheric depth of h SEP 235 cm 2 g
À1
).
The parameter x SEP 0.0141 cm 2 g À1 is a relaxation length for the (17, 46) . On these¯ights, an estimate of the ambient dose equivalent was obtained with a TEPC and by the summation of data from an NMX NM and ion chamber (IC). (b) Comparison of PCAIRE predictions to six measurements made by the SSI using another type of TEPC during 1998 (50, 51) . (c) PCAIRE predictions to 67 Iberiā ights from February to September 2001 (49) . (48) .
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attenuation of the SEP ambient dose equivalent rate in the atmosphere, which is estimated with a FREE transport code calculation (22, 53) . The function f Rc takes into consideration the given ight path, which depends on the effective cut-off rigidity R eff c , and re¯ects the individual nature of the particle-energy spectrum (i.e. the ability for particles to penetrate through the geomagnetic shield). This function is derived from ground-level neutron counting data (as a post-event analysis) using the peak of the percentage difference values for various stations (see, e.g., Figure 10 ) (43, 54) . This approach conservatively assumes that there is no softening of the energy spectrum during the late phase of the GLE. The f Rc function is normalised so as to provide a value of unity at the average R eff c value (1.24 GV) for the given reference¯ight (Figure 12a ):
Note that f Rc 0 for locations with R eff c values above $3.3 GV in Figure 12a and, therefore, no additional SEP exposure would be expected for latitudes below this value where adequate shielding is provided by the Earth's magnetic ®eld. As each solar radiation event is unique, the effect of latitude for an individual event can be accounted for with a similar (postevent) analysis (e.g. compare Figures 12a and b for GLE 60 and GLE 42, respectively).
Finally, magnetic storms can affect the magnetic ®eld lines of the Earth (and hence the vertical cut-off rigidity) (55) . This effect can be modelled further by impressing a uniform magnetic ®eld for the storm on the normal quiet ®eld using an effective cut-off rigidity R eff c as given in Equation 13 of Ref. (22) (where the storm ®eld is characterised by a global average K p index) (56) . Alternatively, a magnetospheric geomagnetic cut-off rigidity model is available by Smart and Shea (RCINTUT6) (57, 58) . This model is based on the IGRF95 internal quiescent geomagnetic ®eld with the Tsyganenko magnetospheric model included for the effects of magnetic activity (via a K P index) and the daily variation introduced by the Earth's rotation.
Recent data obtained with two measurement ights, as part of the DOSMAX project, during GLE 60 (15 April 2001) , can be used to test and validate the SEP-exposure model (19) . The implementation of the model can be ®rst tested for consistency against the MDU-LIULIN data that was used to develop the correlation in Figure 11 , i.e. for the PRG±JFK¯ight as shown in Figure 13a . Thus, using Equations 12±14 and the Á% data for the South Pole NM as a function of time t in Figure 10 , an integrated SEP ambient dose equivalent of 20.5 AE 8.2 mSv was predicted. As expected, this predicted value compared well to a measurement of 20.7 AE 7.9 mSv for the¯ight. The SEP contribution was determined by subtracting the GCR contribution (using PCAIRE V7.2) from the total measurements over the event period.
The ACREM group obtained additional exposure data using a G±M tube on-board a second jetaltitude¯ight between Frankfurt (FRA) and Dallas (DFW) (19) . These data were scaled using LUIN transport calculations to provide ambient dose equivalent rates as given in Figure 13b throughout the event. Using again the model in Equations 12±14, with the South Pole data in Figure 10 , the ambient dose equivalent rate can be predicted and subsequently validated against the independent ACREM data for a different¯ight route. It can be seen in Figure 13b that Figure 10 . Relative neutron count deviation curves for various monitoring stations during GLE 60. galactic exposure for the¯ight was 38 mSv, i.e. the solar particle exposure for this route was approximately half that of the galactic radiation exposure. Consequently, for GLE 60, the total aircrew radiation exposure was predicted to be 59 mSv. By comparison, the accumulated dose with ACREM was $60 mSv (which also included the galactic contribution) (19) . This excellent agreement suggests that the simple proposed empirical model may be able to predict SEP contributions for future GLEs using ground-level data for the event.
In the proposed SEP model, a simple function f Rc was used to correct for the effect of latitude; however, longitudinal variations can also arise as the solar wind wraps around the Earth and interacts with the geomagnetic ®eld. This is especially true for the relativistic protons that give rise to a very localised effect, as demonstrated in Figure 14 with a comparison of the Goose Bay and Apatity neutron monitor data during GLE 42 (despite the fact that both monitor locations have a similar cut-off rigidity). The relativistic protons give rise to the observed discrepancy in the early part of the event since they are the ®rst to reach the Earth; however, the radiation levels become quite similar with increasing time as the event proceeds.
It has been suggested that the protons are more penetrating in the 14±16 Magnetic Local Time (MLT) region (i.e. in the early afternoon at the given local time) (59) . However, a review of neutron monitoring data during GLE 39±60 (Table 3) suggests that most enhancements actually occur in the early morning (i.e. at $6 MLT) (60) . Because this result does not always occur, longitudinal effects were not considered in the current model. However, the impact of ignoring this effect can be estimated by comparing several neutron monitor readings during GLE 42 (which is the second largest event ever ASSESSMENT OF AIRCREW RADIATION EXPOSURE recorded). For instance, as shown in Table 3 , the Calgary monitor indicated a maximum $400 percentage increase, which was signi®cantly larger than any other location, including the Deep River monitor (which had a similar cut-off rigidity value) ( Figure  12b ) (61) . Utilising the data in Figure 12b for the Calgary monitor (instead of the Deep River one) in the model would result in an increased SEP exposure prediction by $55%. This calculation therefore provides an upper-bound error that could result if longitudinal effects are ignored.
MODEL APPLICATION
The current models developed in the Model development and Prediction of aircrew exposure from SEPs sections can be used to provide estimates of the annual and career exposures of aircrew as a result of GCR and SEP contributions by considering actual¯ight histories of aircrew (15) . For instance, in the current analysis, the actual¯ight history for a pilot during 1997, who had participated in an RMC study with neutron bubble detectors (99¯ights with 682 h accrued), was extrapolated over a 30-y period (from 1973 to 2002). This calculation takes into consideration the actual changing (time-dependent) solar modulation conditions as well as the two most predominant solar particle events that had occurred during this 30-y period (i.e. GLE 42 on 29 September 1989 and GLE 60 on 15 April 2001) ( Table 3 ). In fact, the former event is the largest solar event ever The annual (GCR) doses varied with changing solar modulation (from 2.4 to 3.3 mSv y À1 ), in accordance with the 40% solar cycle variation (Solar modulation and latitude effects section). The PCAIRE code prediction for 1997 was 3.3 mSv, which was within $8% of that estimated from cumulative (scaled) bubble detector measurements (15) . Overall, this analysis predicted a career GCR exposure of 89 mSv, as compared to only 0.2 mSv for the two SEPs (Table 4) . Thus, the GCR contribution is much more signi®cant and makes up 99.8% of the career dose. On the other hand, the SEP dose contribution can be an important factor for pregnant¯ight crew where, as shown in Figure 15a , it contributes to nearly three quarters of the total route dose during the single¯ight (compared with just 6% of the annual exposure as shown in Figure 15b ).
As shown in Figure 16 , the cruising altitude is a more important factor for the SEP contribution to the route dose than that for the GCR contribution. This result occurs because the SEP relaxation length for the atmosphere (x SEP ) is about two times that for the GCR (x s ) due to the fact that primary SEP protons have a much lower energy spectrum as compared to that of the primary GCRs. Moreover, the GLE 42 event was signi®cantly more penetrating as compared with GLE 60 as indicated by the groundlevel neutron monitoring data, where increased readings were detected at much lower latitudes (compare Figures 12a and b) .
CONCLUSIONS
(1) A TEPC, supported by other equipment in a measurement suite, was utilised further to conduct an extensive series of in-¯ight measurements on 122¯ights to investigate aircrew radiation exposure at jet aircraft altitudes over the solar cycle (9.4±12.4 km). These data have been used to develop further the semi-empirical model, previously incorporated into the PCAIRE computer code, for the prediction of aircrew exposure to galactic cosmic radiation on any given¯ight. This code was used to generate predictions of route dose exposures for approximately 200¯ights on which measured data were also available. On most¯ights, the code agreed with the measured data (within about AE20%). A model has also been developed to predict the exposure levels from solar¯ares at jet altitudes utilising available ground-level neutron monitoring data. This work further proves that the PCAIRE code can be used with con®dence for estimating aircrew exposure by air carriers in meeting regulatory requirements. (2) The semi-empirical models have been applied to predict the annual exposure (e.g. a GCR exposure of 3.3 mSv for 99¯ights with 682 h accrued in 1997) and career exposure (e.g. 89.3 mSv from GCR and SEP exposure over 1973±2002) of ā ight crew member using actual¯ight history and solar modulation data. The continual GCR contribution is predominant at commercial jet altitudes and makes up $99.8% of the career dose as compared with the sporadic exposure that arises from several solar particle enhancements (e.g. GLE 42 and 60). On the other hand, the SEP dose contribution can be an important factor for pregnant¯ight crew where, for instance, it can be comparable to the GCR exposure as acquired over a single¯ight.
