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X new combined technique based on the application of a linearization 
procedure either (i), the combination of Outer- and Picard-approximation or (ii) 
the combination of Newton- and Picard-approximation, and invariant im- 
bedding is proposed for obtaining a numerical solution of the minimal surface 
equation. The existence of inverses of certain matrices appearing in the invariant 
imbedding equations and the stability of the algorithm are investigated. The 
minimal surface equation under various boundary conditions and the subsonic 
fluid flow problem are chosen as test examples for illustrating the method. The 
numerical results indicate that the proposed method can be used efficiently for 
solving elliptic problems of a highly nonlinear nature. 
1. INTRODUCTION 
We consider the numerical solution of a highly nonlinear elliptic partial 
differential equation known as the minimal surface equation, which is sometimes 
also known as the soap film equation. The minimal surface equation is the Euler 
equation for Plateau’s problem which can be stated in its nonparametric form as 
follows ([cf. 11): Let R be a simply connected bounded region with boundary 
t?R and let the function g(x, y), defined and continuous on 8R, represent the 
height of a given space curve r above the point (x, y) on i3R. Let U(X, y) represent 
the height of S, a surface of minimum surface area passing through r, above the 
point (x,y) in R. Then the problem is that of finding a function u(x,y) twice 
continuously differentiable in R satisfying, 
4x, Y) = R(X, Y> on CR, 
and minimizing the surface area 
A = .Ts, (1 + uz2 f ~!,~)l’~ dx dy. 
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One also encounters the problem of minimization of the functional of type (2) 
in some problems in elasticity. The necessary condition for Eq. (2) to have the 
minimum is that u(x, y) should satisfy the Euler-Lagrange equation 
(1 + %Y %2x - 2w,u,, + (1 + G2) u,, = 0, on R (3) 
and u(x,y) =g(x,y) on aR. (4) 
Greenspan [2] has solved this problem by discretizing the variational form (2) 
and solving the resulting system of nonlinear algebraic equations by generalized 
Newton’s method. Concus [3] has approximated Eq. (3) by finite differences 
and solved the resulting system of nonlinear equations by a successive over- 
relaxation method. The drawback with these iterative methods lies in the 
determination of an optimal relaxation factor by a rigorous mathematical 
method. Another difficulty is in the choice of a suitable initial guess for solving 
a system of nonlinear equations. Jones et. al. [4] have used a method of lines 
technique for the solution of Eq. (3). Th is method again consists of replacing 
the partial derivatives, with respect to one variable only, by finite differences 
and hence reduces the given partial differential equation to a system of ordinary 
differential equations with two-point boundary conditions. The difficulties 
encountered in obtaining numerical solutions for such boundary value problems 
are well known. 
For the past few years, the method of invariant imbedding has been very 
widely used for solving two-point boundary value problems. Recently, this 
method has also been used by Angel and Bellman [5] for the solution of difference 
equations arising from the discretization of linear elliptic partial differential 
equations. The applications of the method can also be found for solving problems 
arising in radiative transfer, transport theory, optimal control, etc. The interested 
reader may refer to Scott [6] for an exhaustive bibliography on the method of 
invariant imbedding. However, little has been done for the application of the 
invariant imbedding method to the solution of nonlinear partial differential 
equations. 
In the present paper, problems (3) and (4) are solved by an approach based 
on linearizing Eq. (3) and solving the discretized form of the linearized version 
by the method of invariant imbedding. The advantages of using such an approach 
are that the nonlinear algebraic system arising from discretization is eliminated 
and the occurrence of the two-point boundary value problem for difference 
equations is averted by reducing it to a system of initial value problems. 
2. LINEAR APPROXIMATIONS 
We denote the numerical approximation at the nth iteration for the unknown 
function u by zP) and consider the following two linear approximations for 
Eqs. (3) and (4): 
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(i) Combination of Outer- and Picard-approximation 
Taking Outer-approximation for the terms uv2u,, , uz2u,, and Picard-appro- 
ximation for uruvu,, , Eq. (3) transforms to 
h+1) 
%T 
(VI) 2 + uf+l) + (24, ) u @I) + (42')2 $+l) _ &du3&) = 0 on R, 
(n = 0, 1, 2,...) (5) 
subject to 
u(n+l)(x, y) = g(x, y) on aR. (6) 
(ii) Combination of Newton- and Picard-approximation 
Newton-approximation for the terms uy2u,, and uz2uV1, and Picard-approxima- 
tion for u,uIuz,, in Eq. (3) results in 
btl) 
Km 
+ Q+l) + 2(ufa+l) _ @') Q'&) + u~yuy)2 
+ qp) - $‘) @Q) 
subject to 
+ uy$49q2 - ~~~~~@4~ = 0 on R, 
(n = 0, 1, 2,...) (7) 
@+1)(x, y) = g(x, y) on ciR, 63) 
where U(O) denotes the initial guess in both cases. 
3. DISCRETIZATION 
For the sake of clarity, let us take R to be the rectangle 0 < x < a, 0 < y < b 
and discretize it in both x- and y-directions by taking a = Nh and b = Mh, 
where N and Mare positive integers and h is the mesh size. We denote 
ui,j = u(ih, j-h), i = 0, I ) 2,. . ., N, j = 0, 1, 2 ,..., M. 
In the remaining part of the paper, we confine our analysis to the linearized 
problems given by Eqs. (5) and (6). S imilar procedures can be applied for the 
analysis of linear problems given by other types of linear approximation. 
In Eq. (5), replacing the first-order partial derivatives by the backward 
differences, the second-order derivatives by the central differences, and the 
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cross-derivative by the ninepoint difference analog [l), one gets the resulting 
system in the matrix vector form 
p(*jy - 2@+13 f ui-1 (n+1) - Q@+l) + Vi) 
fn) fn+1) 
i ci (%+I _ 2&+l) + &;‘)) _ @(Qutnfl) - ri) 
- &$7~)(,y - ui’“‘,) = 0, 
i = 1, 2,..., N - 1 (n = 0, 1, 2 )... ). 
Here we have introduced the following notations 
&fl) _ 
1 - i = 1, 2,. .., N, 
Q = (qi.J, where q7,j = 2, i ::j, 
= -1, Ii-j1 = 1, 
= 0, otherwise, 
ri = CYi.il, where riSj = qO, j = 1, 
= %,M I j = M- 1, 
= 0, otherwise, i = 1, 2,. .., iV - 1, 
i =-= 1, 2,. .., LV - 1, 
(9) 
(11) 
(12) 
(13) 
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and 
0 
i = 1, 2 ,..., N - 1, (15) 
0 
i = 1, 2 )...) N - 1. (16) 
Now the problem is to solve Eq. (9) wh ere u,, and uN are known from the bound- 
ary condition. 
4. INVARIANT IMI~EDDING 
The solution of Eq. (9) is sought in the form 
h-tl) 
%+1 
= A. (?+I) + bi ) 
$4 i = 0, 1) 2 )..., (17) 
where the matrices Ai and the vectors bi are to be determined. Substituting Eq. 
(17) in Eq. (9) an d rearranging, we get the recurrence relations for the matrices 
Ai and the vectors bi as follows 
Ai-, = [I?(21 f- Q - Ai) - @‘(A, - 21) + Di”‘Q]-’ [@ + PI] (18) 
bivl = [h2(21 + Q - Ai) - C,‘“‘(A, - 21) + DI”‘Q]-’ 
. [h’b, + h2ri + Ci”‘b, + Djn)yi - Ej’+~)(z$) - u~zl’,)], (19) 
where I is the identity matrix. 
Equations (18) and (19) are subject to the initial conditions 
and 
A n-1 =- _ 0 
(Q being the zero-matrix) (20) 
b,-, = uN 
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The computational procedure is to compute the matrices Ai and the vectors 
6$ recursively, employing Eqs. (18)-(20) an d t s ore the intermediate values of Ai 
and bi . Once this has been done, the vectors @+‘) are determined from Eq. (17), 
starting with a known ua and using the stored values of Ai and bi . The computed 
vectors uin+l) are taken as an approximation to the solution at the next iteration. 
This procedure is repeated until1 the prescribed convergence criterion is 
satisfied. 
5. NONSINGULARITY AND STABILITY 
We next show that the matrices Aiel and the vectors 6,-r given by recurrence 
relations (18) and (19) exist. In other words, we prove that the matrices 
[hh2(21 + Q - Ai) - @(A, - 21) + Dj”‘Q], for i = 1, 2 ,..., N - 1, 
are nonsingular. This is established by solving that these matrices are positive 
definite. Since Q is a real symmetric matrix, we can write 
Q = ZYZ’, (21) 
where Z is an orthogonal matrix, Z’ denotes the transpose of Z, and Y is the 
diagonal matrix given by 
IT = Diag.b, , p2 ,.-, CL~-J. (22) 
Moreover, the matrix Q can be shown to be positive definite and thus, we have 
pj > 0, j = 1, 2 ,..., M - 1. (23) 
Now, let the eigenvalues of Cj”) and DT) be denoted by $) and /3:‘, respectively. 
Then, using the expressions for Cl”’ and 0:“’ given by Eqs. (13) and (14) we 
have 
ngi) > 0, j = 1, 2 ,..., M - 1, (24) 
6,‘“’ > 0, j = 1, 2 ,..., M - 1, (25) 
for all i = 1, 2 ,..., N - 1. 
Inductively, we find that Ai can be written as 
Ai = ZBiZ’p (26) 
where Z is the orthogonal matrix used in Eq. (21) and B, is the diagonal matrix 
Bi == Diag.@, A$‘,..., X$)-r]. (27) 
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Then by Eq. (18), the characteristic values of Ai satisfy 
$i-1) = 
$) + h2 
I h2(2 + pj - A:‘) - a;)@~’ - 2) + ,8;‘pj (28) 
for j = 1, 2 ,..., M - 1, and i = 1, 2 ,..., N - 1, with 
h!N--l) = 0 
3 , j = 1, 2 )...) M - 1. (29) 
Again by induction, we get 
Now, 
0 < I@ 3 < 1, for j = 1, 2,..., M - 1 
i = 1, 2 ,..., N - 2. (30) 
h2(2 + ,+ - h,!i’) - $)(A:’ - 2) + @pi > h2( 1 + pj) + (Y:) + &$.+ > 0. 
(31) 
Hence, the matrices 
[h2(21 + Q - AJ - @‘(A, - 21) + Dl”‘Q] for i = 1, 2 ,..., N- 1, 
are positive definite and therefore nonsingular. 
We investigate whether the recurrence relations given by Eqs. (18) and (19) 
are computationally stable. Let ci be the error introduced in the computation 
of Ai , then we actually solve the matrix equation 
A,el + ciel = [h2(21 + Q - Ai - ci) - @(A, + ci - 21) + DI”‘Q]-’ 
. [CF) + h2 . I]. (32) 
Subtracting Eq. (18) from (32) and carrying out some simplification, one gets 
ciwl = [h2(21 + Q - A, - ci) - @(Ai - E; - 21) + Dj”‘Q]-’ 
- [h2 + I + Ci’“‘] ci[h2(21 + Q - Ai) 
- @‘(Ai - 21) + DI”‘Q]-’ [Cp) + h2 . I]. (33) 
Suppose the error is initially small, then 
<i-l II [h2(21 + Q - Ai) - @(A, - 21) + @‘Q]-’ 
. [Cp) + h2 . I] ci[h2(21 + Q - Ai) - @‘(A, - 21) + Di’“‘Q] 
[Cb”’ + h2 . I]. (34) 
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We choose the norm [7] as 
II z II = P(Z), (35) 
where p(Z) denotes the spectral radius of 2. Using this norm, we find 
(using Eq. (30)), which establishes the stability of the matrix Eq. (18). Using a 
similar procedure, the stability of the vector Eq. (19) can also be established. 
6. TEST EXAMPLES 
To illustrate the method, we consider the solution of the following three test 
examples. 
EXAMPLE 1. Minimal surface equation 
(1 + $7 %x - 2w&z, 4 (1 + %“) u,, = 0 (36) 
in the region 0 < x < 1, 0 < y < 1 subject to the boundary conditions 
and 
u=o on x=0 and y=l, 
u = k sin(nx/2) on y = 0, 
5upx = 0 on x = 1. 
This problem is known to be practically linear for small k but becomes highly 
nonlinear for K large [3]. Concus [3] has obtained solutions for this problem for 
values of k up to 5. Jones et al. [4] h ave solved the same problem for values 
of K up to 10. We have studied the solution of this problem for several values of 
k up to k = 30. 
EXAMPLE 2. Equation (36) in the region 0 < x < 1, 0 < y < 1 with 
boundary conditions 
u = [cosh2y - x2]1/2 
on the perimeter of the unit square. The solution for this problem has earlier 
been studied by Greenspan [2]. 
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EXAMPLE 3. Subsonic fluid flow equation 
(C’ - %r2) %lxc - 2u,uvu,, + (C2 - u,“) uuv = 0 (37) 
in the region 0 < x < 1, 0 < y < 1 and with boundary conditions 
and 
U==O on x=0 and y=l, 
u = 5 sin(57xj2) on y-o 
au/ax = 0 on x=1 
In Eq. (37) the velocity of sound C is given by C* = dp/dp andp = up7, Y > 1, 
where a is a constant and Y is the ratio of the specific heats. Equation (37) is of 
fundamental importance in the study of compressible fluid flow. The solution 
for this problem has been studied by taking 
a = 1, 
p = 0.002508 (density of air), 
and 
Y = 1.405. 
7. NUMERICAL RESULTS AND DISCUSSION 
The above examples are solved by using both the linearization procedures 
viz. (1) the combination of Outer- and Picard-approximation and (2) the combi- 
nation of Newton- and Picard-approximation. The numerical results shown in 
the figures and tables are for the first type of linearization procedure. The 
numerical solutions obtained by using the second type of linearization procedure 
are of the same nature as in the first case. 
Numerical solutions of Test Example 1 (K = 30) are exhibited in Fig. 1 on a 
logarithmic scale; its solutions for other values of 12 (O.l(O.1) 1.0, l.O(l.0) 10, 
lO(5) 30) are of a similar nature. Table I contains the numerical results for the 
second example at some typical mesh points by taking h = l/l0 and I/20. The 
numerical solution of Test Example 3 is plotted (h = l/20) in Fig. 2 on a 
logarithmic scale; computational results with h = l/l0 are of a similar nature. 
Table II gives a summary of the number of iterations required for the conver- 
gence of the numerical solutions for all the test examples. 
On examining Fig. 1, it is found that the solution curves for u show an 
increasing trend which is quite prominent near the left-hand boundary of the 
region. The computational results reveal that the solutions u increase with the 
increase in the value of k up to k = 1 and then decrease for K > 1. For the 
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FIG. 1. Numerical Solution for Test Example 1, h = 0.1, k = 30. 
numerical computations, two types of initial approximations for the unknown 
functions u were used: 
u = 0, 
and 
u = h sin(+2) sin h ?~(l - y)/2 
sinh 42 , 
(harmonic initial approximation). 
The harmonic initial approximation was tried only for the combination of 
Outer- and Picard-approximation. 
From Table II, note that the number of iterations required for a certain 
accuracy increases with the increase in the value of k up to k = 1. For K > 1, 
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TABLE I 
Comparison of Numerical Solutions for Test Example 2 at 
Some Typical Mesh Points 
Mesh points II = $6 
-. 
0.760412 
0.958719 
0.604063 
0.846722 
0.937151 
0.361063 
1.011412 
0.771944 
0.928156 
0.556656 
1.071054 
1.028941 
0.921295 
1.286134 
1.193538 
1.322588 
1.308146 
1.005173 
1.401493 
1.249958 
1.485466 
1.336360 
Our method 
Greenspan [2] Concus [3] Exact 
(0.65, 0.05) 
(0.30, 0.10) 
(0.80, 0.10) 
(0.55,0.15) 
(0.40, 0.20) 
(0.95, 0.20) 
(0.20, 0.25) 
(0.70,0.30) 
(0.55, 0.40) 
(0.95,0.45) 
(0.35, 0.50) 
(0.65,0.65) 
(0.85, 0.70) 
(0.15, 0.75) 
(0.50,0.75) 
(0.20, 0.80) 
(0.45, 0.85) 
(0.95, 0.85) 
(0.30, 0.90) 
(0.70, 0.90) 
(0.05, 0.95) 
(0.65,0.95) 
0.958207 
0.598630 
0.935842 
0.767496 
1.322754 
1.401626 
1.249507 
11 = & 11 = 26 solution 
0.760973 0.761578 0.761578 
0.959013 0.959183 0.959183 
0.605843 0.608326 0.608303 
0.847755 0.848632 0.848627 
0.937924 0.938371 0.938368 
0.364387 0.372409 0.371532 
1.011759 1.011837 1.011836 
0.774337 0.776406 0.776358 
0.929966 0.930735 0.930708 
0.558678 0.560639 0.560395 
1.072016 1.071945 1.071932 
1.031066 1.031048 1.030998 
0.923517 0.923633 0.923552 
1.286308 1.285969 1.285964 
1.194753 1.194263 1.194238 
1.322806 1.322402 1.322396 
1.308833 1.308318 1.308303 
1.006009 1.005844 1.005811 
1.401712 1.401339 1.401333 
1.250946 1.250520 1.250494 
1.485452 1.485384 1.485384 
1.336835 1.336561 1.336549 
which corresponds to the case of highly nonlinear problems, comparatively 
fewer iterations are required for the same accuracy of the solution. Unlike 
Concus [3], the convergence rate by the present method becomes faster for 
higher values of k. A few experiments with harmonic initial approximation for 
Outer- and Picard-linearization procedure show that this type of initial appro- 
ximation gives a slightly faster rate of convergence as compared to the initial 
approximation u = 0, for smaller values of k < 1. For k 3 1, however, the 
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FIG. 2. Numerical Solution for Test Example 3, h = 0.05. 
convergence rate becomes slower since this initial approximation is not as close 
to the solution as the approximation u = 0. 
By reducing the mesh size to h = $$, it was found that the solutions 
improved only marginally and hence are not listed here. 
By using the Outer- and Picard-linearization procedure, the numerical results 
for Test Example 2, for h = $6, at some typical mesh points are included 
in Table I. The exact solution u = (cosh2 y - x2)1/z, for these mesh points is 
also listed in Table I for comparison. The initial approximation for the unknown 
function u was obtained by the linear interpolation of the boundary values as 
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This initial approximation was also used by Concus [3] for obtaining the solution 
of the test example. The numerical results obtained by the present method for 
h = &, are compared with the results obtained by Concus [3] and Greenspan 
[2] for h = 23 in Table I. From Table I, it can be observed that the solution 
improves significantly as the mesh is refined. Table I shows that there is a good 
agreement of our solution for h = & with the solutions of Concus [3] and 
Greenspan [2] for a finer mesh h = A. Our solution is found to be in good 
agreement with the exact solution, and is better than the solution obtained by 
Greenspan [2] at some mesh points. Thus the solution of the problem by the 
present method for a finer mesh h = & is likely to be far better than the 
solutions obtained by Greenspan [2] or Concus [3]. 
Last, the numerical results for Test Example 3, for h = &, by using the 
Outer- and Picard-linearization procedure are exhibited in Fig. 2. The initial 
approximation for the unknown function u was taken as u = 0. 
Based on these numerical experiments, the following conclusions have been 
drawn: 
(i) Although the number of iterations required for the convergence of 
the solutions for the same accuracy, by both linearization procedures, is almost 
the same, the Outer- and Picard-linearization procedure may be used with 
advantage for it takes comparatively less computer time. 
(ii) Table I shows that the present method yields more accurate solutions 
even with a crude mesh. 
(iii) The method proposed in the paper is simple, efficient, fast, and can 
easily be programmed. 
(iv) Although several numerical experiments remain to be done, the 
successful application of the method, especially for the solution of the subsonic 
flow problem, gives an indication that the present method can be efficiently 
used for solving a large class of important physical problems of a highly non- 
linear nature. 
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