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Abstract. The outlet glacier of Basin 3 (B3) of Austfonna
ice cap, Svalbard, is one of the fastest outlet glaciers in
Svalbard, and shows dramatic changes since 1995. In addi-
tion to previously observed seasonal summer speed-up as-
sociated with the melt season, the winter speed of B3 has
accelerated approximately ﬁvefold since 1995. We use the
Elmer/Ice full-Stokes model for ice dynamics to infer spatial
distributions of basal drag for the winter seasons of 1995,
2008 and 2011. This “inverse” method is based on minimis-
ing discrepancy between modelled and observed surface ve-
locities, using satellite remotely sensed velocity ﬁelds. We
generate steady-state temperature distributions for 1995 and
2011. Frictional heating caused by basal sliding contributes
signiﬁcantly to basal temperatures of the B3 outlet glacier,
with heat advection (a longer-timescale process than fric-
tional heating) also being important in the steady state.
We present a sensitivity experiment consisting of transient
simulationsunderpresent-dayforcingtodemonstratethatus-
ing a temporally ﬁxed basal drag ﬁeld obtained through in-
version can lead to thickness change errors of the order of
2myear−1. Hence it is essential to incorporate the evolution
of basal processes in future projections of the evolution of
B3. Informed by a combination of our inverse method results
and previous studies, we hypothesise a system of processes
andfeedbacksinvolvingtilldeformationandbasalhydrology
to explain both the seasonal accelerations (short residence
time pooling of meltwater at the ice–till interface) and the
ongoing interannual speed-up (gradual penetration of water
into the till, reducing till strength).
1 Introduction
Austfonna(ASF)isalarge(ca.8000km2)icecapintheSval-
bard Archipelago. ASF is divided into a number of drainage
basins. The outlet glacier of one of these basins, Basin 3
(B3, Fig. 1), has recently been observed to accelerate (Dunse
et al., 2012). Dowdeswell et al. (1999) reviewed evidence
on the dynamics of B3 back to the 19th century. Presence
of heavy crevassing was taken to indicate fast ﬂow in the
1870s (Nordenskiold, 1875), whereas relatively smooth sur-
face topography is thought to indicate stagnation in the 1980s
(Dowdeswell et al., 1999). SAR (synthetic aperture radar) in-
terferometry in the early 1990s shows ﬂow speeds in 1992
and 1994 of up to 90ma−1 and 50ma−1 respectively over a
cross section approximately 7.5km upstream from the ocean
margin(Dowdeswelletal.,1999).Icevelocitywasofcompa-
rable magnitude in 1995 (Dunse et al., 2012) but has recently
accelerated to give winter velocities up to 200ma−1 at loca-
tions similar to those where the 1992 and 1994 observations
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were made, and a velocity range (due to a strong seasonal cy-
cle) near the margin of 300–700ma−1 (Dunse et al., 2012).
In the current study we use an ice dynamic computer model
to make inferences about basal properties and processes of
B3 and its outlet glacier using recent satellite observations,
and focus on the winter velocity increase rather than the sea-
sonal cycle.
The fast ﬂow of B3 is certainly due to basal sliding; ice de-
formation rarely accounts for more than 5ma−1 over Aust-
fonna (Dowdeswell et al., 1999). This means that a purely
ice dynamic model is not sufﬁcient to simulate the velocity
evolution of B3; some representation of the changing basal
processes, which permit an increase in sliding, must be in-
cluded.
A note on terminology: we use the term “sliding” to mean
motion of the base of the glacier, irrespective of whether this
is due to sliding of the glacier over its bed or deformation of
underlyingsediment.Intheabsenceofauniversallyaccepted
deﬁnition of the term “surge” as applied to a glacier or ice
stream,weutiliseourowndeﬁnition.By“surge-type”glacier
we mean a coupled glacier–bed system showing strong (fac-
tor 3 or more) variability of ice velocity with a cyclic na-
ture, independent of changes in external forcing (such as sur-
face mass balance or temperature). By “surge” we mean the
fast-ﬂowing phase of a surge-type glacier during which the
glacier shows rapid and sustained acceleration. We note that,
by this fairly generic deﬁnition, different underlying mech-
anisms can lead to surge-type glaciers with a large range of
periodicities and magnitudes.
Svalbard glaciers are known to be commonly (Jiskoot
et al., 2000), or perhaps overwhelmingly, surge-type (Lefau-
connier and Hagen, 1991; Sund et al., 2009). A Svalbard
surge-type glacier typically spends several decades to a few
centuries in a quiescent state, then becomes active for peri-
ods as long as a decade (Dowdeswell et al., 1991). The surge
phase for Svalbard glaciers is signiﬁcantly longer than for
surging glaciers in other regions (Dowdeswell et al., 1991);
however the relative increase of velocity during a surge is rel-
atively lower than for glaciers in other regions. These facts
may be linked: a slower-ﬂowing surge phase would require a
longer active period to discharge the same mass of ice. The
longest surge phase listed by Dowdeswell et al. (1991) was
for Bodleybreen on Vestfonna ice cap, which lasted for be-
tween 5 and 13yr, with a best estimate of 7yr. Surge speeds
in Svalbard glaciers are typically many times greater than
during the quiescent phase since sliding becomes the domi-
nant component of ice ﬂow. The speed of the B3 glacier in
1995 was much faster than is typical of the quiescent phase
of Svalbard glaciers which do not slide, and, given the con-
tinued or accelerating velocity, suggests that the glacier has
been in a fast-ﬂowing or surging state for perhaps 20yr, with
an even faster state for the past few years. Given that B3
surface morphology indicated stagnant conditions most re-
cently during in the 1980s, B3 may be experiencing an ex-
tremely long-lasting surge, or it may be an acceleration into
a fast-ﬂow regime that is not part of cyclic behaviour. In
this respect B3 may be behaving more like an Antarctic ice
stream where long-period slow-down and speed-up events
occur, likely driven by changes in basal hydrology or “water
piracy” (Tulaczyk et al., 2000; Anandakrishnan and Alley,
1997; Bougamont et al., 2011).
Svalbard surge-type glaciers are thought to be most com-
monly underlain by ﬁne-grained and potentially deformable
beds (Jiskoot et al., 2000). Although the importance of de-
formable sediment beneath glaciers was widely discussed in
the literature of the 1980s (Boulton and Hindmarsh, 1987;
Clarke, 1987a), ice dynamic modelling studies have only re-
cently begun to simulate till deformation. Vieli and Gud-
mundsson (2010) model till as an incompressible non-linear
viscous medium and do not consider the effects of hydrol-
ogy. However, several studies (Tulaczyk et al., 2000; Clarke,
1987a; Iverson, 2010) show that sediment typically deforms
plastically and that the yield stress is strongly dependent on
effectivepressure,whichinturn isstronglydependentonwa-
ter pressure and therefore also on hydrology.
Further modelling studies have investigated the impact
of water content in deformable sediment on ice dynam-
ics. Bougamont et al. (2011) solved a ﬁrst-order differential
equation for evolution of porosity in the till, and showed that,
with a plastic bed model and a simple parameterisation for
basal water availability, low-frequency oscillations could be
obtained (of the order of 103 yr) in an idealised ice sheet.
Van Pelt and Oerlemans (2012) used a simple diffusion rela-
tion to simulate evolution of till water content and were able
to demonstrate, for a plastic till (some of their simulations
also included a small linearly viscous component), both low-
frequency oscillations (driven by changes in temperature dis-
tribution) and high-frequency oscillations (driven by changes
in till water distribution) in an idealised outlet glacier, with
till strength being an important factor governing possible os-
cillatory behaviour. van der Wel et al. (2013) used a plastic
tillmodelwithahydrologymodelthatincorporatesrepresen-
tation of channelised ﬂow at the ice–till interface to demon-
strate the important control that connectivity through to the
grounding line exerts on upstream sliding.
These till studies all express yield stress as a function of
one unknown, imposing dependency between effective pres-
sure and porosity. Clarke (1987b) provides a physical frame-
work based on soil studies in which both positive and nega-
tive dilatancy can occur, and the evolution of yield stress is
a function of both porosity and effective pressure as indepen-
dent variables.
Simulations incorporating plastic till deformation have not
yet been applied to B3. However, Dunse et al. (2011) simu-
lated cyclic behaviour on B3 using a basal drag formulation
dependent on temperature and overburden pressure. Till wa-
ter content is not explicitly simulated by Dunse et al. (2011),
but may be implicit in the temperature dependency.
The current study does not attempt to simulate evolu-
tion of till properties, but instead uses inverse and transient
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simulations with an ice dynamic model to make inferences
about key physical processes, which will in turn guide till
model development. Section 2 presents a time series of three
winter season inverse simulations whereby basal stress is de-
rived to optimise the ﬁt of simulated surface velocities to
observations. Section 3.1 presents transient simulations as
a sensitivity experiment to quantify the importance of omit-
ting evolution of basal stress. Section 3.2 presents steady-
state and transient simulations in which the thermodynamic
regime of Basin 3 is investigated in order to inform the
discussion on basal processes. Section 4 discusses possible
feedback mechanisms to explain the acceleration of B3 in
the light of the new simulations.
1.1 Open-source tools
A number of open-source software projects made pos-
sible the inverse modelling and other analyses in the
current study. Elmer/Ice (Gagliardini et al., 2013) was
used for ice dynamic simulations. Mesh generation for
the simulations used YAMS (http://www.ann.jussieu.fr/
frey/publications/RT-0252.pdf) and GMSH (Geuzaine and
Remacle, 2009). Analyses and presentation of outputs
utilised Paraview (Ahrens et al., 2005).
2 Inverse modelling
Modelling results presented in the current study were ob-
tained using the Elmer/Ice Stokes ﬂow model for ice dy-
namics (Gagliardini et al., 2013). In this section, we present
inverse simulations using the method of Arthern and Gud-
mundsson (2010) as implemented in Elmer/Ice by Gillet-
Chaulet et al. (2012). The experimental setup is the same as
that used for neighbouring Vestfonna ice cap (Schäfer et al.,
2013), following the work of Schäfer et al. (2012), except
where stated otherwise.
2.1 Model setup
The approach to inverse modelling involves optimisation of
the basal drag coefﬁcient, C, to provide a best ﬁt between
observed and simulated surface velocities. C is given by
τb = Cub, (1)
where τb is basal shear stress and ub is basal ice velocity.
A three-step process is followed: the inversion is car-
ried out with a uniform (−7 ◦C) temperature distribution;
a steady-state temperature simulation is carried out using
the velocities derived from the inversion; ﬁnally the inver-
sion is repeated using the derived steady-state temperatures.
This gives consistent temperature and velocity ﬁelds. The
geometry is kept ﬁxed at all stages. In some cases further
temperature–inversion iterations were carried out, but these
showed little or no further change. The steady-state tempera-
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Fig. 1. Surface height of the Austfonna ice cap. Fast ﬂowing out-
let glaciers are indicated by the blue 100 ma
−1 contour calculated
from 2011 observed velocities. The Basin 3 outlet glacier is labelled
B3. North is towards the top of the ﬁgure.
Figure 1. Surface height of the Austfonna ice cap. Fast-ﬂowing out-
let glaciers are indicated by the blue 100ma−1 contour calculated
from 2011 observed velocities. The Basin 3 outlet glacier is labelled
B3. North is towards the top of the ﬁgure.
ture simulation incorporates deformational heating and heat-
ing due to friction at the bed, as described by Schäfer et al.
(2013).
The steady-state temperature simulation is carried out with
a ﬁxed-temperature boundary condition at the upper surface:
Ts = −7.684−0.004z, (2)
where Ts is surface ice temperature, z is height a.s.l. and
the constant values on the right-hand side represent sea level
temperature (in ◦C) and lapse rate (in ◦C m−1) respectively,
with values as in Schäfer et al. (2013).
A heat ﬂux, Qb, boundary condition is used at the base of
the ice:
Qb = 0.063+ubτb, (3)
where 0.063 is the geothermal heat ﬂux and ub·τb is the fric-
tional heat ﬂux.
The ice geometry (surface elevation and bedrock heights)
is based on Norwegian Polar Institute maps and various ice
thicknessdataasdescribedinSect.3.3ofDunseetal.(2011).
The surface elevation dates from 1990.
2.1.1 Observed velocities
Ice surface velocities based on satellite remote sensing are
used. Velocities were obtained using radar interferometry for
the period December 1995 to January 1996, offset track-
ing for the period January to March 2008 and a combined
interferometry–tracking approach (effectively offset tracking
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over B3) for the period March to April 2011. A more detailed
description is given below. It is important to emphasise that
all these observations indicate velocities prior to the melt-
season speed-up (Dunse et al., 2012).
Tandem Phase ERS-1/2 (European Remote Sensing Satel-
lit) 1-day SAR scenes were acquired between December
1995 and January 1996 (1-day interval) and surface ice ve-
locities were calculated using SAR interferometry (InSAR)
(henceforth “1995 velocities”; Dowdeswell et al., 2008).
Four ALOS (Advanced Land Observing Satellite) PAL-
SAR (Phased Array type L-band Synthetic Aperture Radar)
scenes were acquired between January 2008 and March 2008
with a 46-day time interval and velocities calculated using
offset tracking (henceforth “2008 velocities”; Pohjola et al.,
2011).
For 2011, an ERS-2 SAR data stack acquired in
March/April with a 3-day time interval processed with a
combined InSAR and tracking approach is used (henceforth
“2011 velocities”; Schäfer et al., 2013). In the northern and
eastern parts of Austfonna, including B3, SAR data are avail-
able from only one orbit, and offset tracking was therefore
considered.
In all three cases the vertical components of the veloci-
ties have been neglected during the calculation of horizontal
velocities.
The displacement error in the InSAR data is about 2 cm
(Dowdeswell et al., 2008), which corresponds to a velocity
error of 7myr−1 for Tandem ERS-1/2 SAR data (1-day time
interval) and 2myr−1 for 3-day ERS-2 SAR data. By con-
sidering a matching error estimate of 1/10 of a pixel, the
precision of offset tracking is about 10myr−1 for the 2008
ALOS PALSAR data separated by a temporal interval of 46
days (Pohjola et al., 2011) and of the order of 130myr−1 for
the 2011 ERS-2 data set separated by a temporal interval of
3 days.
The 1995 data set of observed surface velocities, based
on interferometry, is smooth and has good coverage
(Dowdeswell et al., 2008). The 2008 and 2011 data sets
contain many data gaps and regions with noisy error ﬁelds
(Fig. 2). The dramatic speed-up of the B3 outlet glacier is of
much greater magnitude than these errors, but the errors are
such that, if there is a change in the slow-moving interior, it
cannot be detected.
Since we wish to simulate the basal properties of B3 over
time we need to provide a smooth input ﬁeld for the inverse
modelling. Therefore the following processing of the noisy
velocity ﬁelds took place. The 2008 and 2011 velocities were
smoothed using an 11-point (ca. 3km) conic ﬁlter. The B3
outlet glacier region from 2008 and 2011 was then copied
over to the 1995 velocity ﬁeld and smoothed using interpo-
lation over a buffer zone, so that the smooth and complete
1995 data set can be used where data are missing or contain
too much high-amplitude noise to be useful. This results in
three data sets for inverse modelling, using 1995 velocities
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Fig. 2. Observed winter velocity magnitude (in ma
−1) over Nor-
daustlandet from 1995 (top), 2008 (middle) and 2011 (bottom). B3
is the most prominent outlet glacier on the eastern side. Dark blue
indicates no data. UTM zone is 33N. Neighbouring ice cap Vestfona
(VSF) is also shown.
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Fig. 3. Smoothed and patched (see main text for details) observed
winter velocity magnitude (in ma
−1) over B3, ASF from 1995
(top), 2008 (middle) and 2011 (bottom). Note the different colour
scales. Dark blue indicates no data. UTM zone is 33N.
Figure 2. Observed winter velocity magnitude (in ma−1) over Nor-
daustlandet from 1995 (top), 2008 (middle) and 2011 (bottom). B3
is the most prominent outlet glacier on the eastern side. Dark blue
indicates no data. UTM zone is 33N. Neighbouring ice cap Vestfona
(VSF) is also shown.
for regions other than B3, but with the 1995, 2008 and 2011
velocities respectively for the B3 region (Fig. 3).
2.1.2 Mesh generation
For consistency, all simulations in the current study use the
same mesh (Fig. 4). The mesh is unstructured in the hori-
zontal, and extruded in the vertical with 10 equally spaced
layers. The horizontal mesh resolution varies between ap-
proximately 250m and 2.5km. Mesh reﬁnement is guided
by 1995 velocity magnitude (smaller element size for higher
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Figure 3. Smoothed and patched (see main text for details) ob-
served winter velocity magnitude (in ma−1) over B3, ASF, from
1995 (top), 2008 (middle) and 2011 (bottom). Note the different
colour scales. Dark blue indicates no data. UTM zone is 33N.
velocities), except for B3. Mesh reﬁnement for B3 is based
on 2011 velocities with additional resolution enhancement.
Previous studies (Schäfer et al., 2013; Gillet-Chaulet et al.,
2012) have implemented mesh reﬁnement based on the Hes-
sian of the velocity ﬁeld in order to give a spatially uniform
truncation error. Such an approach was not chosen for the
current study due to the motivation to simulate greatly differ-
ing observed velocity ﬁelds on the same mesh, and to carry
out transient simulations in which the velocity ﬁeld is al-
lowed to evolve.
2.2 Inverse modelling results
The simulated surface velocities for all three time periods
show (unsurprisingly given the inverse approach) a good
match to observations. The 1995- and 2011-simulated sur-
face velocity ﬁelds are shown with the model mesh and the
ice cap surface in Figs. 5a and c respectively. We present
results from the 1995 and 2011 simulations, with 2008 pro-
viding a less signiﬁcant intermediate state.
The basal drag coefﬁcient C is also shown in Figs. 5b and
d for the 1995 and 2011 simulations respectively. Basal slid-
ing accounts for most of the surface velocity (not shown).
The 2011 C distribution shows, in comparison to the 1995
C, both a reduction in the minimum value of C and an in-
crease in the area of low C corresponding to the increase in
area of fast ﬂow.
We compare the gravitational driving stress, τD, with the
basal shear stress, τb, in Fig. 6. τb is given by Eq. (1) and
is dependent on the surface velocity observations, basal drag
law, ice geometry and on shear stresses in the ice model. τD
is a function of the ice cap geometry only, and is given by
τD = ρgH∇(s), (4)
where ρ is ice density (910kgm−3), g is gravitational accel-
eration (9.81ms−2), H is ice thickness and ∇(s) is the ice
surface gradient.
In 1995 τD is approximately 10 to 20kPa higher than τb
in the fast-ﬂowing B3 outlet glacier, and is approximately
the same amount lower than τb at or just beyond the shear
margins. This suggests that even in 1995 the bed strength is
insufﬁcient to balance the driving stress, and support from
the lateral margins compensates. In 2011 the pattern is the
same but stronger, with τb dropping close to zero and τD−τb
around 50kPa. The imbalance also occurs over a larger area
(corresponding to the increased region of fast ﬂow).
Note that τD is calculated using the same ice cap geom-
etry for different time periods. To test sensitivity of τD to
the evolving ice-cap-free surface we calculated τD also us-
ing the ice cap geometry from the transient T11 simulation
(Sect. 3.1). The results (not shown) show very little differ-
ence to Fig. 6, because it is the change in τb that dominates
rather than the change in τD.
3 Forward modelling
Further simulations are carried out to investigate sensitivities
to basal processes and to thermodynamic terms.
3.1 Transient surface change experiment
Two transient simulations of 100yr were carried out to com-
pare the evolution of B3 when the 2011 basal drag is used
(henceforth experiment T11) against the use of the 1995
basal drag (T95). The aim is an experiment to investigate
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sensitivity of B3 evolution to basal drag; it is not a future
prediction. Initialisation and forcing, described in the next
two paragraphs, are approximately present day.
Initial ice cap geometry is as described in the setup for
inverse modelling (Sect. 2). Temperature is given by the
steady-statetemperaturederivedusingtheinversemethodfor
1995.ThistemperatureﬁeldisusedforbothT95andT11ex-
perimentsasweaimtoisolatetheimpactofbasaldrag.Given
that motion occurs primarily through sliding rather than de-
formation, temperature is held constant throughout the simu-
lations.
Surface mass balance (SMB) is given by HIRHAM5, a re-
gional atmospheric climate model (Christensen et al., 2007;
Lucas-Picher et al., 2012). HIRHAM5 is based on the Undén
et al. (2002) and ECHAM5 models (Roeckner et al., 2003),
combining the dynamics of the former model with the physi-
cal parameterisation schemes of the latter. The physics of the
model have been supplemented with a surface snow scheme
and SMB calculation for glaciers (Mottram et al., 2014; Rae
et al., 2012). SMB is calculated using the energy balance ap-
proach to determine melt rates and a parameterisation for re-
tention of liquid water in the snowpack. The HIRHAM5 sim-
ulation used in this study was forced with the ECMWF ERA-
Interim reanalysis data set in the atmosphere and sea surface
temperature and sea ice concentration also from the ECMWF
for the period 1989–2011 (Langen et al., 2014). Bilinear
interpolation is used to interpolate from the approximately
5km resolution of HIRHAM5 to the ﬁner-resolution Elmer
mesh. The SMB does not evolve through time; rather the
1990s mean SMB is used. Surface temperature and geother-
mal heat ﬂux are as described in Sect. 2.
Both simulations T95 and T11 show changes in sur-
face elevation over much of the ice cap due to discrepan-
cies between the divergence of the velocity ﬁeld and the
HIRHAM 1990s SMB. The T11 simulation shows a large
(up to 1.8ma−1) relative surface lowering compared to T95
in the B3 interior (Fig. 7). The T11 simulation shows a thick-
ening near the margin during the ﬁrst two decades relative
to the T95 simulation due to the greater discharge from the
interior.
3.2 Temperature simulations
As discussed in the Introduction basal water pressure is a
crucial factor governing sliding, and water cannot build up
at the bed when the temperature is below pressure melting
point (pmp). Here we present sensitivity studies to assess the
relevance of different aspects of the thermodynamic regime,
with a focus on which regions of the bed reach pmp.
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Fig. 6. Basin 3 stress balance. At left: simulated basal shear stress
(τb) from the inverse modelling for (a) 1995 and (c) 2011. At right:
gravitational driving stress (calculated from ice cap geometry) mi-
nus basal shear stress for (b) 1995 and (d) 2011. Note that the zig
zag discontinuities visible in the plots at right are artefacts of the
parallel domain decomposition in a post processing step and do not
signiﬁcantly affect the stress patterns. Units are MPa.
Fig. 7. Change in free surface (in m) over 100 model years using the
1995 derived basal drag ﬁeld (simulation T95, left) and the 2011
derived basal drag ﬁeld (simulation T11, right). Velocity contours
(in ma
−1) are overlain to indicate regions of fast ﬂow.
Fig. 8. Basal temperatures (in centigrade relative to the pressure
melting point) in the Basin 3 outlet glacier region from steady state
simulations described in Section 3.2.1: (a) diffusion only, geother-
mal heat ﬂux halved (SSLG); (b) diffusion only (SS); (c) full ther-
modynamics with 1995 dynamical regime except that frictional
heating is omitted (SS95NF); (d) full thermodynamics with 1995
dynamical regime (SS95); (e) full thermodynamics with 2011 dy-
namical regime except that frictional heating is omitted (SS11); (f)
full thermodynamics with 2011 dynamical regime (SS11NF). 1995
(a to d) and 2011 (e and f) velocity contours (in ma
−1) are overlain
to indicate regions of fast ﬂow.
Fig. 9. Basal temperatures (in centigrade relative to the pressure
melting point) in the Basin 3 outlet glacier region from the transient
simulation T T95 after 10 years of integration (left) and 50 years
(right). 1995 velocity contours (in ma
−1) are overlain to indicate
regions of fast ﬂow.
Figure 6. Basin 3 stress balance. Left: simulated basal shear stress
(τb) from the inverse modelling for (a) 1995 and (c) 2011. Right:
gravitational driving stress (calculated from ice cap geometry) mi-
nusbasalshearstressfor(b)1995and(d)2011.Notethatthezigzag
discontinuities visible in the plots on the right are artefacts of the
parallel domain decomposition in a post-processing step and do not
signiﬁcantly affect the stress patterns. Units are MPa.
Figure 7. Change in free surface (in m) over 100 model years us-
ing the 1995-derived basal drag ﬁeld (simulation T95, left) and the
2011-derived basal drag ﬁeld (simulation T11, right). Velocity con-
tours (in ma−1) are overlain to indicate regions of fast ﬂow.
3.2.1 Steady-state temperature simulations
Here steady-state simulations are carried out to investigate
the sensitivity of steady-state basal temperatures to geother-
mal heat ﬂux, advection and frictional heat generation at the
bed. The assumption of steady state is questionable for a
surge-type glacier, and yet it provides an idealised starting
point for sensitivity studies investigating thermodynamics.
A simulation with no advection terms (henceforth exper-
iment SS for “steady state”) was carried out as a proxy for
1980s basal temperatures. This simulation is repeated with
geothermal heat ﬂux, a poorly constrained parameter, halved
from the value used in the T95 and T11 experiments to
31.5mWm−2 (SSLG for “steady-state low geothermal heat
ﬂux”). These two experiments are designed such that the re-
sulting temperature distribution is determined mainly by ver-
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Figure 8. Basal temperatures (in centigrade relative to the pressure
melting point) in the Basin 3 outlet glacier region from steady-state
simulations described in Sect. 3.2.1: (a) diffusion only, geothermal
heat ﬂux halved (SSLG); (b) diffusion only (SS); (c) full thermody-
namics with 1995 dynamical regime except that frictional heating
is omitted (SS95NF); (d) full thermodynamics with 1995 dynam-
ical regime (SS95); (e) full thermodynamics with 2011 dynamical
regime except that frictional heating is omitted (SS11); and (f) full
thermodynamics with 2011 dynamical regime (SS11NF). 1995 (a
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Figure 9. Basal temperatures (in centigrade relative to the pressure
melting point) in the Basin 3 outlet glacier region from the transient
simulation T_T95 after 10 years of integration (left) and 50 years
(right). 1995 velocity contours (in ma−1) are overlain to indicate
regions of fast ﬂow.
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tical diffusion. The SS simulation (Fig. 8b) shows a mostly
temperate bed (i.e. at pressure melting point), with cold ice
at the bed near the margins.
An ice mass in which the steady-state thermal regime
is dominated by vertical diffusion has, for given surface
and bed conditions, a hypothetical threshold thickness above
which the steady-state bed temperature will be at pressure
melting point, and below which the bed will remain below
pressure melting point (decreasing monotonically with de-
creasing thickness). The facts that halving geothermal heat
ﬂux leads to a widespread cold bed under B3 (Fig. 8a) and
that geothermal heat ﬂux is poorly constrained (Schäfer et al.
(2013) use 40mWm−2, for example, on nearby Vestfonna)
suggests that the present-day geometry of the ice cap is close
to (likely just above) the thickness threshold for a temperate
steady-state bed in the interior, and below the threshold near
the margins.
In addition to a steady-state simulation with full thermo-
dynamics using the 1995 simulated velocity and basal drag
coefﬁcient ﬁelds from the inversion (SS95, Fig. 8d), an iden-
tical simulation with frictional heating removed is carried out
(SS95NF, Fig. 8c). Note that SS95 is identical (except for
initial conditions) to the second step of the inversion process,
Sect. 2. Compared to SS, SS95NF adds the effects of strain
heating and heat advection. Similarly, steady-state tempera-
turesimulationswithandwithoutfrictionalheatingatthebed
were carried out using the 2011-simulated velocity and basal
drag coefﬁcient (simulations SS11 and SS11NF, Figs. 8e
and 8f respectively). In SS95NF it can be seen that heat is ad-
vected away from B3, and SS95 shows that even the presence
of frictional heating does not compensate for advective heat
loss in the steady state. The situation is different for 2011. As
expected, the bed under the B3 outlet glacier is even colder
in SS11 than in SS95 (due to the higher ice velocity), but the
frictional heating more than compensates, resulting in tem-
perate conditions under much of the B3 outlet glacier. This is
due to high frictional heating in the shear margins and onset
region.
This motivates the question of whether steady state is ap-
plicable to any of our time slices.
3.2.2 Transient temperature simulation
We carried out a transient simulation with full thermody-
namics starting from the temperature distribution of the SS
simulation, using the 1995 basal drag ﬁeld. This simulation
(T_T95) is identical to T95 except for the starting temper-
ature distribution and the inclusion of thermodynamic evo-
lution. T_T95 shows (Fig. 9) that on timescales of years to
decades, advective heat loss plays a small role, with the bed
remaining at pmp, and indeed the temperate region extending
out towards the ocean.
The slow response time of advective heat loss certainly
invalidates the steady-state assumption for B3 for any time
period after 1995, when the velocity is known to be rapidly
changing. The validity of the assumption in 1995 is also
questionable. A likely scenario is that slow ﬂow and grad-
ual thickening of B3 occurred during the quiescent phase,
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resulting in a temperature distribution in 1995 somewhere
between that of SS and a 100-year snapshot of T_T95.
However, the steady-state simulations are still informative.
The simulations are consistent with much of the bed of the
B3 interior and outlet glacier approaching pmp towards the
end of the quiescent phase. The simulations indicate that, al-
though advective heat loss and frictional heat generation are
competing effects in terms of basal temperature, their net be-
haviour is not likely to reduce basal temperature below pmp
during a surge. The implications of these temperature simu-
lations are discussed further in Sect. 4.
4 Discussion
We discuss possible mechanisms for surging and whether the
simulations presented here support them. Key properties of
basal processes of glacier systems and their interactions are
shown in Fig. 10 (see also Introduction). An outlet glacier
for which (a subset of) these processes are active may or
may not exhibit cyclic (surge) behaviour. Generation of till
material and evolution of the grain size distribution are not
considered here, but we include properties directly related to
the hydrology of both the till and the ice–till interface, and
also effects of ice cap geometry.
We consider which of these processes act to either restore
or amplify a perturbation away from a steady state (or “at-
tractor” in state space), in other words which processes act to
return a glacier system towards steady state (negative feed-
backs) or amplify the perturbation away from steady state
(positive feedbacks). Note that in the context of internal peri-
odicity, the attractor would likely be a hypothesised unstable
steadystatethatlieswithintheperiodicextremes.Anyclosed
loop of processes in Fig. 10 indicates a feedback loop whose
sign depends on the number of red arrows in the loop. Note
that oscillations can arise from strongly non-linear negative
feedbacks, or from positive feedbacks with a limited tem-
poral effect, or from combinations of positive and negative
feedbacks.
Ice thickness – driving stress feedback: ice thickening
causes increased velocity due to increased driving stress. The
combined increase in thickness and velocities increases the
ﬂux of ice discharged from the system, reducing ice thick-
ness. This is a negative feedback, though it has previously
been erroneously referred to as a positive feedback (Fowler
et al., 2001).
Ice thickness – temperature feedback: thicker ice insulates
the bed and allows warmer steady-state temperatures at the
bed due to the warming effect of the geothermal heat ﬂux.
Warming at the bed increases the possibility of sliding, and
the effective increase of heat generation at the bed potentially
increases sliding velocity. This is a strongly non-linear (due
to signiﬁcance of the pressure melting point) long-timescale
(heat diffuses slowly through ice) negative feedback that will
tend to speed up a thick outlet glacier or slow down a thin
outlet glacier.
These two negative feedback loops alone would be ex-
pected to lead either to a steady-state thickness proﬁle in
which SMB is exactly balanced by divergence of the ice ﬂux,
or long-timescale oscillations (order 103 a) due to thermovis-
cous instability (Boulton and Hindmarsh, 1987; Fowler et al.,
2001; Van Pelt and Oerlemans, 2012).
Efﬁcient drainage feedback: the relationship between
basal water and sliding is complicated, but the ﬁrst-order re-
sponse is an increase in sliding caused by increase in basal
water. But increased basal water content also increases rate
of discharge of water, reducing sliding. This is a highly
non-linear negative feedback, with efﬁcient drainage chan-
nels forming in response to high basal water content (Röth-
lisberger, 1972; Schoof, 2010). Such channels can drain
basal water quickly, greatly reducing sliding velocities. Ef-
ﬁcient drainage through channels is typically considered to
be a hard-bed process, but if the timescale for water pene-
tration of subglacial sediment is slow compared to the melt-
water source (from in situ melting or penetration of surface
melt) the process may also occur at the ice–till interface.
Frictional heating: friction due to either till deformation or
sliding of ice over the bed causes heating and, where basal
temperature is at the pressure melting point, increased melt-
ing, providing additional water to the till or ice–till interface.
This decreases effective pressure, weakening till and enhanc-
ing ﬂow speed (Iverson, 2010), providing a strong positive
feedback to sliding velocity.
Advective heat loss: increased sliding increases advec-
tion of heat from the glacier to the ocean, potentially reduc-
ing basal temperatures below pmp. This provides a negative
feedback to sliding velocity.
Water/till strength feedbacks: the interactions between de-
formation and till properties are complex. As stated above,
increased water pressure leads to reduced till yield strength,
making deformation more likely. However, deformation can
lead to either dilation (which weakens the till) or compres-
sion (which strengthens the till). Dilation is the expansion
(and thus the increase in the porosity) of consolidated till
in response to shearing. Dilatancy decreases with effective
pressure and porosity (Clarke, 1987b). This is further com-
plicated by water availability. If insufﬁcient water is avail-
able, then dilation can strengthen instead of weaken the till
due to decreasing water pressure as porosity increases (Iver-
son, 2010). This network of dependencies is hard to resolve
without a detailed model for till evolution.
We argue against a hard-bedded sliding mechanism. B3
exhibits seasonal cyclicity in addition to the ongoing (inter-
annual) speed-up (Dunse et al., 2012). The only plausible
mechanism for seasonality is due to surface meltwater reach-
ing the bed and causing basal motion due to either sliding
at the ice–till interface or till deformation. The reduction in
velocity after the melt season can only be due to drainage of
the excess basal water, most likely through efﬁcient drainage
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channels. If both the seasonal speed-up and the interannual
acceleration are due to hard-bedded sliding, it is hard to ex-
plain why the additional water needed for the interannual ac-
celeration is not discharged by the same method as the sea-
sonal acceleration after the melt season. The possibility that
seasonal acceleration occurs due to sliding near the ice cap
margin whereas interannual acceleration occurs due to up-
stream water build-up can be discounted due to the similar
spatial patterns of both types of acceleration (Dunse et al.,
2012).
We therefore hypothesise that the seasonal cycle is gov-
erned by the evolution of hydrology at the ice–till interface
in response to penetration of surface melt, and that the inter-
annual acceleration is governed by evolving by till proper-
ties, of which porosity, water pressure and permeability are
perhaps the most important. This is consistent with previous
studies that point to soft-bed mechanisms for some Svalbard
glacier surges (Dowdeswell et al., 1999; Jiskoot et al., 2000;
Murray et al., 2003). The physical separation of the seasonal
and interannual accelerations could be due to the difference
in timescales: seasonal melt events may be too short in dura-
tion for water to percolate into the sediment and may instead
form drainage channels at the ice–till interface. In this case
it is likely that, while much of the seasonal melt water drains
into the ocean, a fraction will percolate into, and be stored
within, the till, contributing to the ongoing surge build-up.
Reality may not be so simple: “sticky” spots (bedrock rises
protruding through the sediment (Fowler et al., 2001)) may
become important once τb has passed the yield stress.
There is some evidence to suggest a positive total mass
balance over the accumulation zone of ASF in the late 20th
century (Bevan et al., 2007), but this may be attributable to
surge-typebasins in quiescent phase rather than beingindica-
tive of a climate-forced increase in SMB.
The 2000s in Svalbard were likely warmer than any pe-
riod in the previous 1000yr (Grinsted et al., 2006; Virkkunen
et al., 2007; Divine et al., 2011). Dunse et al. (2009) identify
a high amount of surface melt over the southern part of ASF
in summer 2004, followed by lowering of the ﬁrn line and
increase in SMB until 2007 (see also Moholdt et al. (2010)).
4.1 Implications of modelling results
Given the likelihood that ASF overlies a plastically de-
formable till, we consider the signiﬁcance of our basal stress
calculations from the inverse simulations (Fig. 6). The rela-
tively small and uniform excess of τD over τb in 1995 sug-
gests that the till may already be starting to fail, but that τD
is still close to the till yield stress, with the larger difference
seen in 2011 suggesting widespread till failure. Given that
changes in τD between 1995 and 2011 are relatively small
(Sect. 2), this implies a reduction in the till yield strength,
most likely caused by an increase in pore water pressure and
or porosity (i.e. dilation) in the till. Pore water pressure in-
crease is consistent with an increase in water production at
the bed resulting from the frictional heating feedback.
The high spatial variability in modelled basal stress arises
fromsmall-scalespatialvariationsinthevelocityﬁeld.These
may be due to the presence of sticky spots. However given
the noisy error ﬁelds associated with the observed 2011 ve-
locities, they may be artefacts of measurement errors.
A prerequisite for rapid sliding is a temperate bed. The
temperature simulations (Sect. 3.2) are consistent with a
gradual thickening during the quiescent phase, leading to
temperate conditions at the bed in the B3 interior. We now
consider mechanisms for the temperate bed extending to the
margin.
The onset of surge behaviour in some glaciers has been ob-
served to occur through downstream propagation of a surge
front between fast-moving temperate-based ice upstream and
slow-ﬂowing cold-based ice downstream. The two key char-
acteristics of a surge front are the transition between a cold
bed and a warm bed, and a signiﬁcant steepening of the sur-
face slope (Fowler et al., 2001; Murray et al., 1999). A propa-
gating surge front seems unlikely for B3 for several reasons:
it has been suggested that surge front propagation is more
typical of land-terminating glaciers than marine-terminating
glaciers (Murray et al., 2003). In 1995 the higher velocities
weretowardsthefront,suggestingthatanypropagatingsurge
front would have to have developed before this time, but with
velocities in 1995 of the order of 100myr−1 we would argue
that the surge was not underway at this time. The steepening
of surface slope at the surge front, which provides the high
driving stresses needed to propagate the surge front into the
cold-bedded region, would be much harder to achieve (i.e.
a much greater volume of ice would b required) for a low-
aspect-ratio glacier like B3 (the aspect ratio of B3 is nearly
an order of magnitude lower than that of Bakaninbreen, for
example (Murray et al., 1999), on which surge front propa-
gation has been observed). Therefore we consider surge front
propagation to be unlikely, though not impossible, for B3.
The temperature simulations suggest that, while a fast-
ﬂowing outlet glacier would be expected to advect sufﬁcient
heat away to lower the temperature in some regions below
pmp, a slow-ﬂowing outlet glacier might advect heat towards
the margins without causing the interior to become cold
based (at least not for many decades). We therefore hypothe-
sise a quiescent phase with a slow-ﬂowing outlet glacier and
a gradual increase of thickness. As the ice thickens the inte-
rior becomes temperate, and this temperate region is gradu-
ally extended to the ice front through a combination of heat
advection and continued thickening.
Once a temperate bed is obtained throughout the outlet
glacier, water pressure can increase, leading to rapid sliding,
and the frictional heat feedback becoming important. This
mechanism could potentially occur locally rather than un-
der the whole outlet glacier, in which case the resistive stress
would be transferred to nearby cold-bedded regions by lon-
gitudinal stress in the ice. In order for this to lead to locally
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rapid sliding, high driving stresses would be needed to over-
come the lateral resistance. While the B3 driving stress is low
due to the low aspect ratio, this may provide the mechanism
for surge front propagation in steeper glaciers.
As the till begins to fail, the basal shear stress drops, re-
ducing frictional heating and transferring the resistive stress
to the shear margins. The higher friction under the shear mar-
gins, and the higher heating due to internal ice deformation
in this region, could lead to increased basal water generation
under the shear margins, leading to preferential weakening of
the bed below the shear margins more than the main trunk.
This provides a possible mechanism for the observed (Fig. 3)
widening of the outlet glacier through shear margin migra-
tion.
Temperate conditions throughout the B3 outlet glacier al-
lowredistributionofheat(andpossibleheatlosstotheocean)
through the subglacial hydrological system (this process is
not currently represented in our simulations). The reduction
in frictional heating due to a failing till, and heat loss to the
ocean due to both ice advection and hydrological discharge,
could jointly contribute to eventual colder-bed conditions
and surge shutdown. Dynamic thinning of the glacier could
also lead to basal temperature reduction through reduced in-
sulation against the cooler atmosphere, but this would be on a
timescale longer than decades, and is hence an unlikely can-
didate for a surge shutdown mechanism.
5 Conclusions
We have conducted simulations to demonstrate that the as-
sumption of a linear relationship between basal drag and
basal velocity, along with a temporally ﬁxed coefﬁcient, can
lead to large errors in simulations of ice cap evolution.
The proposed soft-bed surge mechanism of Fowler et al.
(2001) is likely applicable to Austfonna’s Basin 3, with the
addition of a seasonal cycle arising from surface melt reach-
ing the ice–till interface and then draining through efﬁcient
drainage channels, without ever penetrating signiﬁcantly into
the sediment.
Our simulations are consistent with this theory, and also
suggest that the increase in advection of heat due to sliding
is likely to limit the duration of the surge phase of Basin 3.
Observations and simulations are consistent with a quiescent
phase ending in the 1990s, with rapid acceleration occurring
in the 2000s.
Arguments presented here, and in previous studies, point
to the importance of incorporating basal processes into fu-
ture models of glacier systems in which sliding may occur,
and suggest that hydrology is key for sliding on both hard
and soft beds. Models of surge-type glaciers should be able
to simulate subglacial hydrology, including residence times
and water routing, and its impact on bed yield strength. In
particular, modelling the interaction between sediment prop-
erties and water pressure evolution is essential in order sep-
arate internal cyclicity from climatic forcing and to predict
future behaviour of Austfonna.
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