A strategy S solving a navigation task T is called competitive with ratio r if the cost of solving any instance t of T does not exceed r times the cost of solving t optimally. The competitive complexity of task T is the smallest possible value r any strategy S can achieve. We discuss this notion, and survey some tasks whose competitive complexities are known. Then we report on new results and ongoing work on the competitive complexity of exploring an unknown cellular environment.
Introduction
Getting a robot to autonomously navigate an unknown environment is a challenge that comprises many different types of problems. From a theoretician's point of view, one could try to group them in the following way.
From the beginning, great effort has been made in coping with the technical complexity of designing, building, and running robots. This includes many difficult questions like how a system should be structured, how sensor readings can be evaluated, and how robots can be controlled.
While major progress was being made in this area, the computational complexity became important, too. A robot's actions should not be slowed down by internal computations necessary for recognizing objects and accordingly planning its motions. This naturally leads to the question of how data should be organized and processed, that is, to the design of suitable data structures and efficient algorithms.
Let us assume, for a moment, that all these problems were already solved to our satisfaction. Then we could put the robots to work, and the remaining challenge would be to do this in the most efficient way. Some navigation tasks would now be very simple. For example, if the robot were to move from a start position, s, to a target at a known position, t, in a known environment, it could quickly compute the optimum path from s to t 1 , and safely follow it. But if the location of t is not known? Then the robot has to search for the target in a systematic way. Only with luck will it discover t immediately; in general, when the robot eventually arrives at t, its path will be more expensive than the optimum path from s to t. Our interest is in keeping the extra cost as small as possible, by designing a clever search strategy. The best result that can be achieved in principle is called the competitive complexity of the search problem at hand 2 . This notion is best illustrated by the following well-known example. Suppose a robot is facing a very long wall. There is a door leading to the other side, but the robot has no clue as to the location of the door (left or right, distance). The cost of moving is proportional to the length of the robot's path, i. e. there is no charge for turning. The robot will detect the door when it arrives there 3 . In order to find the door, the robot has to explore the left part and the right part of the wall alternatingly, each time increasing the exploration depths before returning to the start. If the depths are doubled each time, the total path until the door is found can be at most 9 times as long as the distance from the start point to the door; this is not hard to verify. Hence, this "doubling" strategy is competitive with ratio 9. It is quite surprising, and not easy to prove, that no (deterministic) strategy can achieve a ratio smaller than 9. Therefore, the wall search problem is of competitive complexity 9.
As opposed to the technical complexity, which lies entirely with the robot, and the computational complexity, which depends partially on the models used by the robot and partially on general properties of algorithms, the competitive complexity is a characteristic property of the navigation task alone.
At first glance the above example may appear a bit contrived. After all, a single, extremely long wall is an environment rarely encountered. But the above approach can be generalized to situations where an upper bound to the distance of the door is known in advance [19] , or where m, rather than 2, alternatives must be searched [23] , like corridors leading off a central room. This indicates that results first obtained for very basic situations may later be generalized to fit more realistic settings.
We think that knowing about the competitive complexities of basic navigation tasks is useful for another reason, too. Computer scientists learn that sorting n keys is of computational complexity n log n. If they ever choose to implement a simple quadratic sorting algorithm they can rest assured that they are not too far from the optimum, for small values of n 4 . A similar observation may hold in robotics, i.e., we may be sure that a simple greedy strategy works not too bad in general.
Our final argument in favor of analysing the competitive complexity of navigation tasks is the following. Even when complete information about environment and task is available, computing the optimal solution may not be feasible. For example, computing the shortest inspection tour of a known environment with obstacles contains the traveling salesperson problem 5 and is, therefore, NP-hard. A good competitive exploration strategy could also be used as an approximation in this case.
How much do we know about the competitive complexities of basic navigation tasks? Apart from the wall problem mentioned above, there are only very few tasks whose complexities are precisely known. One of them is the street problem originally presented by Klein [26] , whose complexity has finally been determined in Icking et al. [22] and independently by Semrau and Schuierer [40] . This problem is briefly reviewed in Sect. 2 of this paper.
In general it is quite difficult to precisely determine the competitive complexity of a task. Then we can at least try to put in an interval [l, u] , by proving that each possible strategy can be tricked into causing at least l times the minimum cost, and by providing some strategy that never causes more than u times the minimum cost, in solving any given instance of the task. A good survey of such results can be found in P. Berman's chapter in [15] .
Even proving an upper bound for the cost incurred by a particular strategy can be a complicated matter. For example, we have shown in [20] that any unknown obstacle-free environment can be explored by a tour at most 26.5 times longer than the shortest possible inspection tour that could be computed offline, knowing the whole environment. Based on experiments we believe that our strategy performs much better, but it seems hard to prove a smaller upper bound.
In this paper we present new results and ongoing research on the competitive complexity of the exploration task for cellular environments with obstacles. The environment's free space consists of quadratic cells of equal size. At each time, the robot is located in some cell. Witin one step, it can realize which of the four adjacent cells are free, and move to one of them. On its way, it can maintain a partial map. The robot's task is to start from a given cell on the boundary, visit each cell of the environment, and return to the start. The number of steps on this tour is compared with the length of the shortest possible offline tour that visits each cell at least once. However, computing this optimum tour is known to be NP-hard, see Itai et al. [25] .
In Sect. 3.1 we show that this problem is of competitive complexity 2, by proving that any exploration strategy can be forced to make twice as many cell visits as necessary, even if returning to the start is not required.
However, the environments used in the proof are very special, in that they consist only of long and narrow corridors encircling a rectangular obstacle. The question arises if for environments that are fleshy, rather than skinny, the competitive complexity of the exploration problem is smaller. Clearly, when there are large areas of free cells the robot should be able to do better than visit each cell twice, on the average. This question is investigated in Sect. 3.2. We present an exploration strategy URC 6 that is able to explore fleshy environments quite efficiently, and discuss its performance. Finally, in Sect. 4, we mention some open problems for further research.
An Optimal Online Strategy for Searching a Goal in a Street

History of the Street Problem
Suppose a point-shaped mobile robot equipped with a 360
• vision system is placed inside a room whose walls are modeled by a simple polygon. Neither the floor-plan nor the position of the target point are known to the robot. As the robot moves around it can draw a partial map of those parts that have so far been visible. The robot is searching for a goal in the unknown environment and it will recognize the targetpoint on sight.
In arbitrary simple polygons no strategy can guarantee a search path a constant times as long as the shortest path from start to goal at the most. Therefore the following sub-class of polygons for which a constant performance ratio can be achieved was introduced by Klein [26, 27] .
A polygon P with two distinguished vertices s and t is called a street if the two boundary chains leading from s to t are mutually weakly visible, i. e. if each point on one of the chains can see at least one point of the other; see Fig. 3 for an example. The first competitive strategy [26, 27] for searching a street had a competitive ratio not bigger than 5.72, i.e., the first upper bound for the ratio was given. Besides, it was shown that no strategy can achieve a competitive ratio of less than √ 2 ≈ 1.41, the ultimative lower bound to the ratio as turned out later.
Since then, street polygons have attracted considerable attention concerning structural properties, generalizations and applications in related fields, see Tseng et al. [43] , Das et al. [9] , Datta and Icking [12, 13] , Datta et al. [11] , López-Ortiz and Schuierer [32, 35] , Ghosh and Saluja [17] , Bröcker and Schuierer [7] , Carlsson and Nilsson [8] . Bröcker and López-Ortiz [6] have shown that a constant performance ratio can be achieved for arbitrary start-and endpoints inside a street.
The main research has focussed on search strategies for improving the upper bound of 5.72 toward the √ 2 lower bound, see Icking [21] [29] , López-Ortiz and Schuierer [34] . The gap between the upper and lower bound, also mentioned in Mitchell [37] , was finally closed by Icking et al. [22] and independently by Semrau and Schuierer [40] . 
Funnels
The competitive complexity of the street problem can be shown to be the same as for a subclass of streets called funnels [26] . A funnel consists of two convex chains starting from s at an opening angle of φ 0 , that extend outwards; see Fig. 1 . Inside the funnel the robot sees two foremost vertices, v l and v r , at an angle φ > φ 0 . It knows that v l belongs to the left, and v r to the right boundary chain, but it does not know behind which of them the target is hidden. As the robot proceeds, v l and v r may change. Before the robot gets to the lid of the funnel it will be able to see the target. Since the walking direction should be within the opening angle, φ, this angle is always strictly increasing but it never exceeds π. By this property, it is quite natural to use the opening angle φ for parameterizing a strategy.
For an arbitrary angle φ, let
An Optimal Strategy
In a funnel with opening angle π the goal is visible and there is a trivial strategy that achieves the optimal competitive factor K π = 1. So we look backwards to decreasing angles. Let us assume for the moment that the funnel is a triangle, and that we have a strategy with a competitive factor of K φ2 for all triangular funnels of opening angle φ 2 . How can we extend this to opening angles
Starting with an angle φ 1 at point p 1 we walk a certain path of length w until we reach an angle of φ 2 at point p 2 from where we can continue with the known strategy; see Fig. 2 . We assume, for a moment, that the current left and right reflex vertices, v l and v r , see also Fig. 1, do 
holds and the analogous inequality K φ1 r 1 ≥ w + K φ2 r 2 for the right side, which can also be expressed as
we have a competitive factor not bigger than K φ1 for triangles with initial opening angle φ 1 . Surprisingly, (1) is also sufficient for an overall competitive factor not bigger than K φ1 , even if v l or v r change. So the remaining question is, how should we satisfy (1)? Let us be bold and require
This condition describes a nice curve that fulfils (1), see Icking et al. [22] . If the starting angle φ 0 is smaller than π 2 it suffices to walk along the angular bisector of φ this also fulfils (1) as shown in Langetepe [30] .
To summarize, our strategy for searching a goal in an unknown street works as follows: for an example see 
Exploring an Unknown Cellular Environment
Here we study the model of a rather short-sighted robot. We assume that the environment is given by a polygon, P , which consists of square cells on an integer grid and which may contain some impenetrable areas, i. e. obstacles. The robot starts from a cell, s, adjacent to P 's boundary. From there it can enter one of the neighboring cells, and so on. Once inside a cell, the robot knows which of its 4 neighbors exist and which are boundary edges. The robot's task is to visit each cell inside P and to return to the start; see Fig. 4 (i) for an example. This example shows a tour that visits each cell at least once, and we are interested in producing an exploration tour as short as possible.
Even though our robot does not know its environment in advance it is interesting to ask how short a tour can be found in the offline situation, i. e. when the environment is already known. This amounts to constructing a shortest traveling salesperson (TSP) tour on the cells.
If the polygonal environment contains obstacles, the problem of finding such a minimum length tour is known to be NP-hard [25] and there are some approximation schemes [2, 3, 18, 36] .
In a simple polygon without obstacles, the complexity of constructing offline a minimum length tour seems to be open. There are, however, some results concerning the related Hamiltonian cycle and path problems [14, 44] and approximations [2, 38] .
The Competitive Complexity
The following result holds true no matter if the robot must return to the start or not.
Theorem 2. The competitive complexity of exploring an unknown cellular environment with obstacles equals 2.
Proof. Even if we do not know the environment we can apply depth first search (DFS) to the cell graph 7 . This results in a complete traversal of a tree on C nodes, where C is the number of cells. Such a traversal takes 2C − 2 steps. Since the shortest tour needs at least C steps to visit all cells and to return to s, DFS turns out to be competitive with a factor of 2.
On the other hand, 2 is also a lower bound for the competitive factor of any strategy. To prove this, we construct a special cell graph which depends on the behavior of the strategy. The start position s is situated in a long corridor of width 1. We fix a large number Q and observe how the strategy explores the corridor. Two cases are distinguished.
Case 1:
The robot comes back to s some time after having made at least Q and at most 2Q steps. At this time, we close the corridor such that there are only two unvisited cells, one at each end, see Fig. 5 (i) . Let R be the number of cells visited at this point. The robot has already made at least 2R − 2 steps and needs another 2R steps to visit the two remaining cells and to return to s while the shortest tour needs only 2R steps to accomplish this task.
Case 2:
In the remaining case the robot, more or less, concentrates on one end of the corridor. Let R be the number of cells visited after 2Q steps. At that time, we add a fork at a cell b just behind the farthest visited cell on the corridor, see Fig. 5 (ii). Two paths arise which turn back and run parallel to the long corridor. If the robots comes back to s before exploring one of the two paths, then an argument analogous to Case 1 applies. Otherwise, one of the two paths will eventually be explored till the end at a cell e where it turns out that it is connected to the other end of the first corridor. At this time, the other path is fixed to be a dead end of length R which closes just one cell after the last visited cell, e . From e, the robot must still walk to the other end of the corridor and visit the dead end, and then return to s. Eventually, it will have walked at least four times the length of the corridor, R, plus four times the length of the dead end, R . The optimal path only needs 2R + 2R , apart from a constant number of steps.
In any case the competitive factor tends to 2 while Q goes to infinity. Now consider the case where the robot is not forced to return to the startpoint after the exploration is finished. This problem has also a competitive complexity of 2.
Again DFS provides the upper bound. Now the lower bound is even easier to prove. We let the robot explore the lenghty corridor of Fig. 5 (i) . If it passes the start cell, s, every so often, we proceed as before and close the corridor, leaving one unexplored cell at either end. Then the robot still has to spend the same amount of work the optimum solution needs. Otherwise, the robot concentrates on-say-the right part of the corridor. Then we let it run for a while, and eventually close it, having one unexplored cell at the left end. To get there, the robot must backtrack along the very long right part, which is about as costly as the optimum solution.
A More Efficient Exploration Strategy
In the previous section we have seen that each exploration strategy can be forced to make about twice as many cell visits as necessary. On the other hand, the standard depth first search (DFS) technique makes exactly 2C − 2 steps in any environment over C cells, while at least C visits are necessary for any strategy.
Yet, we hesitate to call DFS an optimal strategy since the lower bound was achieved in very thin corridors. For example, an optimum exploration tour for a rectangle of 3 by m cells makes at most 3m + 1 many steps 8 , while DFS needs about 6m many steps. In this case the pure competitive analysis leads to the observation that we have to take the shape of the environment into account. A simple way of improving DFS would be as follows. When there is no unexplored cell adjacent to the robot's current position, it has to backtrack to the latest unexplored cell encountered on its path, and to resume from there. By the original DFS algorithm, the robot uses the unique path in the exploration tree for backtracking. Instead, it could use the shortest path in the environment it knows of.
In the 3 × m-rectangle, the resulting strategy DFSO would need an exploration tour of length only 4m, which is quite an improvement. Unfortunately, this advantage is lost in more general environments. Figure 6 shows an example of a corridor of width 3 and length m that connects two small rooms. In (i), the exploration tour generated by DFSO is shown. First, the robot makes a complete round trip along the wall, cutting off the right part of the right room. It returns to the right room, and runs out of unexplored cells after clearing its left part. Now it returns to the left room because there are the unexplored cells discovered last. Then the robot has to move to the right room again and finish its right part. Even if the robot were not required to return to the start, a path of length > 5m would result; if returning is necessary, we are back to the poor performance of DFS, for large values of m.
To overcome this difficulty, we present a new exploration strategy called URC. While proceeding with the exploration of new cells, the robot reserves adjacent cells for its return path 9 . In its forward mode, URC visits unexplored and unreserved cells by the left-hand rule, preferring a left turn over a straight step over a right turn. If no unexplored and unreserved cells are adjacent, the robot enters the backward mode. It follows the shortest known path to the cell reserved last-in general this cell will be adjacent to the robot's current position-and uses the reserved cells for returning. If an unexplored cell is passed on the way, the robot switches into forward mode, and continues. At each time, the reserved cells are kept in a stack, sorted by their order of reservation. Figure 6 , (ii), shows the path generated by URC in the corridor example. As by DFSO, the robot first travels around the wall. When it returns to the left room, the corridor's center lane is reserved, in left-to-right order. Now, all cells of the left room that were not previously reserved, are visited. Only afterwards moves the robot back to the right room, to get to the remaining cells that were reserved last. Both parts of the right room are completely finished before the robot follows the reserved path back to the start. So, it passes the corridor only 4 times.
The Conjectured Performance of Strategy URC
To distinguish between fleshy and skinny environments we introduce the number E of boundary edges and the number H of obstacles, in addition to the number of cells, C. In a fleshy environment, E can be of order √ C, while it can be as large as 2C in a corridor. We believe that strategy URC can be implemented to explore any environment by a closed tour of length S such that
holds. We are working towards a proof, using the following approach. Let P denote the original environment. Now let P denote the environment that results from P by removing the start cell, s, and all cells that are reserved for the return path during the first step in P . The start cell, s , in P is the cell the robot enters by its first step in P ; see Fig. 7 . Now we observe the differences in the number of steps, cells, edges, and holes, between P and P , and check how the conjectured expression is affected. It turns out that in most cases the balance is zero. Those situations incurring a negative balance must be counted, and compared with the situations where the balance is positive. However, this approach requires the local analysis of quite a few cases, as well as some global arguments.
Conclusions
Apart from finally settling the exploration problem for cellular environments, there are some interesting open questions we would like to mention. Both are addressing a robot with precise and unbounded vision that operates in a polygonal environment containing polygonal obstacles.
It was shown by Albers et al. [1] that the exploration problem in this model is of competitive complexity at least √ H, where H denotes the number of obstacles. However, the obstacles used in the proof were extremely long and thin. The first question is the following: Does the competitive complexity become constant if we assume that all obstacles are fat or have constant complexity 10 ? The other question is related to the problem of searching for a target whose position is unknown. How much does it help to know the environment?
