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Multiscale, transition, subdivision and scaling operators arise from various prob-
lems ranging from wavelets, multiscale analysis, approximation and dynamical





where µ is a finite Borel measure and α > 1.
The application of these operators, which we call as transfer operators in gen-
eral, has gained a lot of ground in recent years, especially due to the development
and growth of information science. It is known that the spectral properties of each
operator have close ties with its application in the related field and in many cases,
the estimation of performance is characterized by the spectrum. As a result, a lot
of work have been done on the spectral study of the operators. However, due to
the wide range of applications, problems are considered under different settings
or for different purposes. Thus the existing results are inconsistent and are not
comparable due to the gaps present among them. This brings about the aim of
the current work: To unify the known results in a general setting.
Our purpose in this thesis is to investigate the spectral properties of these op-
erators. We study the relationship of the operators and give an explicit description
of the spectrum of each operator in different spaces.
After discussing the boundedness of each operator, we begin by establishing
the spectral description of the operator in weighted spaces, which includes many
vi
vii
of the known results as special cases.
Compared with the available knowledge in the literature, these descriptions are
shown to be more precise and complete. It is worth pointing out that, by studying
the operators in weighted spaces, we bridge the gaps present among the existing
results on the spectral description of the operators.
We also study other spectral properties of the operators. Among these, com-
pactness and trace properties of the operators are characterized with the known
results being listed as special cases. A set of conjugate eigensystem of adjoint
operators is set up as a byproduct of the spectral analysis. Relationships between
the spectra of different operators are also established and those between transition
operators and scaling operators are characterized in terms of B-splines.
Besides focusing on the spectral properties, we also discuss other related as-
pects of these operators. As an example, the convergence of a sequence of Appell
polynomials is illustrated with the help of the eigensystem of the scaling operator.
Introduction
Transfer operators arise from various problems ranging from wavelets, multiscale
analysis and dynamical systems to geometric modeling. The objective of this the-
sis is to study the spectral properties of these operators and discuss related results.
0.1 Multiscale operators
The linear multiscale representation
Mf(α, x) = α
∫
R
c(α(t− x))f(t)dt, α 6= 0, f ∈ Lq,
provides an efficient tool for scale-space analysis of information. If c satisfies an
admissibility condition then M is a continuous wavelet transform. Popular clas-
sical choices for c are the Gaussian functions and their derivatives as well as the
modulated Gaussian. Recent popular choices for c are the uniform B-splines and
their derivatives. For a fixed scale α and integrable function c let













f(αx− t)c(t)dt, f ∈ Lp.
1
2The operator Wc,α, which will be called a multiscale operator, arises in many dif-
ferent unrelated contexts. The simplest operator of this kind is one with kernel
c = 1
2
χ(−1,1] and dyadic scale α = 2, and it was studied independently by Kabaya
and Iri [44] in conjunction with the error analysis in the computation of highly
complicated functions, and by Rvachev [55] for the approximation of functions.
Recent interests in multiscale operators are associated with nonstationary mul-
tiresolution and wavelets [10, 27, 29], nonstationary subdivision processes [14, 17],
and invariant densities for model sets in the study of quasicrystals [1, 2].
0.2 Transition operators and subdivision opera-
tors
Let ` be the space of all sequences on Z and `0 the space of all finitely supported
ones. Endowed with the usual topologies they are linear topological spaces. For
a fixed real-valued sequence a := {a(k)}k∈Z with finite support, we define the










where v := {v(j)}j∈Z ∈ `. The transition operator Ta and the subdivision oper-
ator Sa are both continuous on ` as well as on `0, and the subdivision operator
Sa corresponding to a sequence a is the conjugate of the transition operator Ta
corresponding to the sequence a˜ :=
{
a(−k)}
k∈Z in the sense that
〈Tav, w〉 = 〈v, Sa˜w〉




v(k)w(k) for v := {v(k)}k∈Z and w := {w(k)}k∈Z.
The transition operator is closely related to Ruelle operator R on C(X) in




pi(Si(x))f(Si(x)), f ∈ C(X),
Si are contractive maps and pi, 1 ≤ i ≤ N , are continuous weight functions on a
compact metric space (X, d). Here C(X) is the space of all continuous functions
on X, and a contractive map S on X is one that satisfies
d(S(x), S(y)) ≤ ρd(x, y) for all x, y ∈ X,
for some 0 < ρ < 1.
For a sequence v := {v(k)}k∈Z, the formal sum
∑
k∈Z v(k)z
k is its Z-transform
to be denoted by Z(v)(z). In the Fourier domain the operators corresponding to
the transition operator Ta and of the subdivision operator Sa, to be denoted by T̂a
and Ŝa respectively, are given by
T̂af(ξ) := Z(Tav)(e−iξ) = H(ξ/2)f(ξ/2) +H(ξ/2 + pi)f(ξ/2 + pi) (0.2.3)
and
Ŝaf(ξ) := Z(Sav)(e−iξ) = H(ξ)f(2ξ), (0.2.4)
where H(ξ) = 1
2
Z(a)(e−iξ) and f(ξ) := Z(v)(e−iξ). Expressed in the form
T̂af(ξ) = H(S1(ξ))f(S1(ξ)) +H(S2(ξ))f(S2(ξ)), (0.2.5)
with contractive maps S1 and S2 defined on [0, 2pi] by
Si(ξ) = ξ/2 + (i− 1)pi, i = 1, 2,
4it is clear that T̂a is a Ruelle operator. We shall refer to T̂a as the Ruelle operator
associated with the sequence a. In the literature, it is also known as the transfer
operator [4, 6, 12, 32].
0.3 Scaling operators
Let S be the space of all Schwartz functions and S ′ the space of all tempered
distributions with the usual topologies. For a fixed sequence a := {a(k)}k∈Z ∈ `0
normalized so that ∑
k∈Z
a(k) = 2, (0.3.1)




















, f ∈ S ′. (0.3.3)
Both T˜a and T˜a
∗
are continuous operators on S as well as on S ′, and T˜a∗ is
indeed the conjugate of T˜a in the sense that
〈T˜af, g〉 = 〈f, T˜a∗g〉 (0.3.4)
for any pair (f, g) ∈ S ×S ′ or S ′×S. The subdivision operator Sa and the scaling







nδ)(k)f(2n · −k) for all f ∈ S ′ and 1 ≤ n ∈ Z,
where δ := {δ(k)}k∈Z is the delta sequence, which provides a multiscale represen-
tation of data and information.
5The Fourier transform of an integrable function or a tempered distribution f,
to be denoted by f̂ , is defined in the usual way. Let φ be the compactly supported





where H(ξ) = 1
2
Z(a)(e−iξ). A direct computation gives
̂˜
Taφ(ξ) = H(ξ/2)φ̂(ξ/2) = φ̂(ξ).
Thus φ is an eigenfunction in S ′ of the scaling operator T˜a associated with eigen-
value 1, i.e.
T˜aφ = φ, (0.3.6)
normalized so that φ̂(0) = 1. In fact, φ is the unique compactly supported dis-
tributional solution of the equation (0.3.6) satisfying the normalization condition
φ̂(0) = 1 [15, 16].
The equation (0.3.6) is known as a refinement equation or a scaling equation,
and a tempered distribution φ that satisfies (0.3.6) for some finitely supported
sequence a := {a(k)}k∈Z with
∑
k∈Z a(k) = 2 is called a refinable distribution or
refinable function. Refinable functions play an essential role in wavelet analysis
[9, 15, 48]. In the study of refinable functions it is convenient to introduce a
Picard-type iterative method, known as the cascade algorithm, with the help of
the scaling operator T˜a. Starting with a compactly supported function φ0, with
φ̂0(0) = 1, the cascade algorithm
φn = T˜aφn−1, n ≥ 1 (0.3.7)
generates a sequence {φn}n≥0, which converges in distribution to φ in (0.3.6). The
cascade sequence {φn}n≥0, may not converge in Lp, even if φ ∈ Lp, 1 ≤ p <∞. A
6necessary condition for the Lp convergence of the cascade sequence is the Strang-
Fix condition for the initial function φ0, i.e.
φ̂0(0) = 1 and φ̂0(2kpi) = 0 for all 0 6= k ∈ Z.
The sufficient condition is closely related to the spectral properties of the transi-
tion operator Ta and the subdivision operator Sa on a certain finite dimensional
space. The spectral radius of the operator Sa on a subspace of finitely supported
sequences (related to the initial function φ0) may determine the convergence of the
cascade algorithm in various function spaces, and the smoothness of the refinable
distribution [6, 20, 30, 36, 38, 39, 42, 47, 50, 58, 59, 63].
For a Banach space X and an operator T on X, we shall denote the resolvent
set, spectrum, the set of all eigenvalues, the residual spectrum and the spectral
radius of T onX by P (T,X), σ(T,X), σe(T,X), σr(T,X) and ρ(T,X) respectively.
This thesis is organized as follows. In Chapter 1 we give a complete description
of the spectrum of the multiscale operator for any compactly supported integrable
kernel c in the setting of the weighted Lp space, Lpw(R) that comprises functions f
for which fw belong to Lp(R). Chapter 2 is devoted to the boundedness, compact-
ness, and trace property of the transition operator Ta on weighted sequence space
`pw, 1 ≤ p ≤ ∞. In Chapter 3, we show that if limi→∞w(2i)/w(i) = r ∈ (0,∞),
then the spectrum of the subdivision operator Sa on the weighted sequence space
`pw is the union of a closed disc {λ ∈ C : |λ| ≤ rρp(Sa)} and a finite set, where
ρp(Sa) is the spectral radius of Sa on `
p. As a consequence, we also give the spectral
description of the transition operator. In the last Chapter, it is observed that the
eigenvalues of T˜a on the space of compactly supported square-integrable functions
7are identical with the nonzero eigenvalues of Ta on the space of finitely supported
sequences if and only if the corresponding scaling function is a uniform B-spline.
It is also observed that on spaces where T˜a and its adjoint share the common set
of eigenvalues {2−n : n ∈ Z+}, the corresponding eigenfunctions form a biorthogo-
nal system comprising the distributional derivatives of the scaling function φ and
an Appell sequence of polynomials generated by exz/φ̂(iz). Interestingly the Ap-
pell polynomials generated by the uniform B-spline of order N are the classical
Bernoulli polynomials of order N, and when suitably normalized they converge to
the Hermite polynomials as N →∞.
Chapter 1
Spectrum of Multiscale Operators
on Weighted Lp Spaces
For a real number α > 1 and a compactly supported function c in L1(R) with∫
R c(x)dx = 1, the multiscale operator Wc,α : L




c(αx− y)f(y)dy, f ∈ Lp(R), (1.0.1)
is a continuous analogue of the transfer operator (also known as Ruelle operator)
that arises in a number of diverse fields, such as wavelet analysis [11, 46, 57],
geometric modeling [7, 28, 36, 65], dynamical systems [51, 52, 53] and the math-
ematical theory of quasicrystals [1, 2]. Its spectrum and eigenfunctions play an
important role in applications. It is easy to check that Wc,α is a bounded operator
on Lp(R) for any 1 ≤ p ≤ ∞. For any K > 0, denote by Lp([−K,K]) the space
of all Lp-functions with support in the interval [−K,K], and by Lp0([−K,K]) the
space of all functions f ∈ Lp([−K,K]) with ∫R f(x)dx = 0. Let K0 be the smallest
positive number that satisfies supp(c) ⊂ [−(α− 1)K0, (α− 1)K0]. Then it can be
checked that for any K ≥ K0, the spaces Lp([−K,K]) and Lp0([−K,K]) are invari-
ant subspaces of Wc,α. An eigenfunction φ of Wc,α with eigenvalue 1 is a solution
8




c(α · −y)φ(y)dy. (1.0.2)
It is known [40] that (1.0.2) has a unique compactly supported solution φ nor-
malized so that
∫
R φ(x)dx = 1 and the solution φ is infinitely differentiable and
supported in [−K0, K0].
Note that if φ ∈ Lp([−K,K]) is the solution of (1.0.2), then φ(k), the k-th
derivative of φ, is the eigenfunction of the restricted operator Wc,α|Lp([−K,K]) with
eigenvalue α−k for any K ≥ K0. This follows by taking derivatives of both sides of
(1.0.2). Set
Σ0 := {α−k : k = 0, 1, . . .}.
Then any λ ∈ Σ0 is an eigenvalue of the operator Wc,α on the Banach space
Lp([−K,K]), and any λ ∈ Σ0\{1} is an eigenvalue of the operator Wc,α on
Lp0([−K,K]). Moreover, the operator Wc,α is a compact operator on Lp([−K,K])
and on Lp0([−K,K]) for any K ≥ K0 (see [40]). Therefore, the following result
about spectrum of the restricted operator Wc,α|Lp([−K,K]) and Wc,α|Lp0([−K,K]) fol-
lows.
Theorem 1.0.1. Let α > 1, 1 ≤ p ≤ ∞, c be a compactly supported function in
L1(R) with
∫
R c(x)dx = 1, and let K ≥ K0. Then Wc,α is a compact operator on
Lp([−K,K]) and Lp0([−K,K]). Moreover
σe(Wc,α, L
p([−K,K])) = Σ0, (1.0.3)
σ(Wc,α, L
p([−K,K])) = {0} ∪ Σ0, (1.0.4)
ρ(Wc,α, L





0([−K,K])) = α−1. (1.0.6)
Observe that the spectrum of Wc,α restricted to L
p([−K,K]) depends only on
α. In particular, it is independent of K as long as K ≥ K0. Therefore, one would
expect that the spectrum of the operator Wc,α on the entire space L
p(R) to be
the same as in (1.0.4). However, this is not the case, and it turns out that the
spectrum of the operator Wc,α on L
p(R) is the closed disc with radius α1−1/p, and
that all the nonzero complex numbers with absolute value strictly less than one
are eigenvalues of Wc,α (see Corollary 1.2.2 for detail). This big difference in the
spectra of Wc,α on L
p([−K,K]) and Lp(R) can be better understood if we consider
Wc,α as an operator on the weighted spaces L
p
w(R), 1 ≤ p ≤ ∞, which comprise all
functions f with fw ∈ Lp(R). Here and hereafter, a weight w means a positive
measurable function on R, and the norm ‖ · ‖p,w of a function f on Lpw(R) is the
usual Lp norm of fw.
In order to study the spectrum of Wc,α on the space L
p
w(R), it must at least
be a bounded operator. This leads us to impose the following restrictions on the
weight w.
(i) There is a positive constant C0 such that
C−10 w(x) ≤ w(y) ≤ C0w(x) a.e. for all |x− y| ≤ 1. (1.0.7)
(ii) There is a positive constant C1 such that
w(x) ≤ C1w(αx) a.e. for all x ∈ R. (1.0.8)
We shall assume throughout this chapter that (1.0.7) is satisfied. If w satis-




1 ≤ p ≤ ∞. We remark that if w satisfies (1.0.7) then (1.0.8) is a necessary and
sufficient condition forWc,α to be bounded on L
p
w(R) for any 1 ≤ p ≤ ∞ (Theorem
1.1.1).
For any K > 0, let Lpw([−K,K]) be the space of all Lpw(R) functions with
support in the interval [−K,K].Observe that for any weight w that satisfies (1.0.7),
the norm ‖ · ‖p,w in Lpw([−K,K]) is equivalent to ‖ · ‖p in Lp([−K,K]). Therefore,
part of the results of Theorem 1.0.1 can be stated as follows.
Theorem 1.0.2. Let α, p, c, K andWc,α be as in Theorem 1.0.1, and suppose that





w([−K,K])) = Σ0, (1.0.9)
σ(Wc,α, L
p




w([−K,K])) = 1. (1.0.11)
The objective here is to give a complete description of the spectrum of the
operator for any compactly supported integrable kernel c in Lpw(R). We prove that
under the oscillation condition (1.0.7) on w, Wc,α is a compact operator on L
p
w(R) if
and only if lim|x|→∞w(x)/w(αx) = 0.We also prove that if lim|x|→∞w(x)/w(αx) =
r for some positive constant r, then the spectrum of Wc,α on the space L
p
w(R) is
the closed disc Ds := {λ ∈ C : |λ| ≤ rα1−1/p} in addition to the set {α−k : k =
0, 1, 2, . . .}, and that all nonzero complex numbers with absolute value strictly less
than r are eigenvalues of the operator Wc,α on L
p
w(R). In particular, for w = 1 the
results say that the spectrum of Wc,α on L
p(R) is the closed disc with center at
12
the origin and radius α1−1/p, and that all nonzero complex numbers with absolute
value strictly less than 1 are its eigenvalues.
We remark that the spectral properties of Wc,α are reminiscent of those of the
transfer operators and their adjoints, which are the subdivision operators [11, 31,
33, 52, 53, 65]. However our results in Theorems 1.2.1 and 1.3.1 for the continuous
case are more precise and complete than those available in the literature.
1.1 Boundedness of Wc,α on L
p
w(R)
The requirement that Wc,α be a bounded linear operator on L
p
w(R) entails con-
straints on the weight w as given by the following theorem
Theorem 1.1.1. Let 1 ≤ p ≤ ∞, α > 1, c be a compactly supported function in
L1(R) with
∫
R c(x)dx = 1, and w be a weight function satisfying (1.0.7). Then
Wc,α is bounded on L
p
w(R) if and only if w satisfies (1.0.8).
To develop the proof of Theorem 1.1.1, we shall first establish a result, which
is also essential in setting up the proof of Theorem 1.2.1 in the next section.
Theorem 1.1.2. Let 1 ≤ p ≤ ∞, α > 1, c be a compactly supported function in
L1(R) with
∫
R c(x)dx = 1, and w be a weight function that satisfies (1.0.7). Then
there exists a positive constant C independent of n and f such that
‖W nc,αf‖p,w ≤ Cαn(1−1/p)‖f‖p,w(α−n·)












φn(x− y)αnf(αny)dy for all n ≥ 1, (1.1.2)
where
φn(x) = (αc(α·)) ∗ · · · ∗ (αnc(αn·)), (1.1.3)
and f ∗ g denotes the convolution of two integrable functions f and g.
Lemma 1.1.3. Let α and c be as in Theorem 1.1.2, K0 be chosen so that c is
supported in [−(α − 1)K0, (α − 1)K0], φ be the solution of (1.0.2) normalized so
that
∫
R φ(x)dx = 1, and φn(x), n ≥ 1, be as in (1.1.3). Then




‖φn − φ‖1 = 0. (1.1.5)
Proof. Note that αkc(αk·) is supported in [−(α − 1)α−kK0, (α − 1)α−kK0] for







−k] ⊂ [−K0, K0]. This proves (1.1.4).
To prove (1.1.5), note that by (1.0.2), (1.1.2) and (1.1.3), we have
φn − φ = W n−1c,α (c− φ). (1.1.6)
Since
∫
R(c(x)−φ(x))dx = 0 and supp(c−φ) ⊂ [−αK0, αK0], by (1.0.6), (1.1.6) and
the definition of spectral radius, there exists a positive constant C independent of
14
n such that





‖c− φ‖1 for all n ≥ 1.
This gives (1.1.5).
Proof of Theorem 1.1.2. For 1 ≤ p < ∞, it follows from (1.0.7), (1.1.2) and





























where C1, C2 are positive constants independent of f and n. Similarly for p =∞,
we have
‖W nc,αf‖∞,w ≤ Cαn‖f‖∞,w(α−n·),
where C is independent of f and n. 2
Proof of Theorem 1.1.1. If (1.0.8) holds, the boundedness of Wc,α follows from
Theorem 1.1.2. We shall prove the converse by contradiction. The norm of the op-
eratorWc,α on L
p
w(R) will be denoted by ‖Wc,α‖Lpw(R). LetN0 = 2Cα+2K0+40 ‖Wc,α‖Lpw(R),
where C0 is the constant in (1.0.7). Suppose on the contrary that there is a set E
with positive measure such that
w(x) ≥ N0w(αx), x ∈ E. (1.1.7)
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Let k be an integer such that [k, k+1]∩E has a positive measure. It then follows
from (1.0.7) and (1.1.7) that
w(x) ≥ C−α−20 N0w(αx), x ∈ [k, k + 1]. (1.1.8)
Let φ be the solution of (1.0.2) normalized so that
∫
R φ(x)dx = 1, and set
φk = φ(· − αk), k ≥ 1. By (1.0.1), we have
Wc,αgt = Wc,αg( · − t/α), g ∈ Lpw(R), (1.1.9)
where gt = g( · − t), t ∈ R. This together with (1.0.2) lead to
Wc,αφk = φ(· − k). (1.1.10)
Now (1.1.10), (1.0.7) and (1.1.8) give
‖Wc,αφk‖p,w = ‖φ(· − k)‖p,w ≥ C−K0−10 w(k)‖φ‖p
≥ 2CK0+10 ‖Wc,α‖Lpw(R)w(αk)‖φ‖p ≥ 2‖Wc,α‖Lpw(R)‖φk‖p,w 6= 0,
which is a contradiction. 2








= r > 0, (1.2.1)
then w satisfies (1.0.8), and we have the following spectral description of Wc,α on
Lpw(R).
16
Theorem 1.2.1. Let 1 ≤ p ≤ ∞, α > 1, c be a compactly supported function in
L1(R) with
∫
R c(x)dx = 1, and w be a weight function that satisfies (1.0.7) and
(1.2.1) for some r > 0. Then
σe(Wc,α, L
p
w(R)) ⊃ {λ ∈ C : 0 < |λ| < r} ∪ Σ0,
σ(Wc,α, L
p
w(R)) = {λ ∈ C : |λ| ≤ rα1−1/p} ∪ Σ0,
P (Wc,α, L
p
w(R)) = {λ ∈ C : |λ| > rα1−1/p}\Σ0,
ρ(Wc,α, L
p
w(R)) = max(1, rα1−1/p).
Consider the weight ws(x) = (1+|x|)s, where s ∈ R. Then lim|x|→∞ws(x)/ws(αx)
= α−s and Lp(R) = Lpw0(R). Therefore, by taking w = ws in Theorem 1.2.1, we
have
Corollary 1.2.2. Let p, α, c and Wc,α be as in Theorem 1.2.1, and let ws(x) =
(1 + |x|)s, s ∈ R. Then
σe(Wc,α, L
p
ws(R)) ⊃ {λ ∈ C : 0 < |λ| < α−s} ∪ Σ0,
σ(Wc,α, L
p
ws(R)) = {λ ∈ C : |λ| ≤ α−s+1−1/p} ∪ Σ0,
P (Wc,α, L
p
ws(R)) = {λ ∈ C : |λ| > α−s+1−1/p}\Σ0,
ρ(Wc,α, L
p
ws(R)) = max(1, α
−s+1−1/p).
The main objective of this section is to prove Theorem 1.2.1. In particular, we
shall prove the following slightly stronger results.
Theorem 1.2.3. Let 1 ≤ p ≤ ∞, α > 1, c be a compactly supported function in
L1(R) with
∫















w(R)) ⊂ {λ ∈ C : |λ| > r1α1−1/p}\Σ0. (1.2.4)
Theorem 1.2.4. Let 1 ≤ p ≤ ∞, α > 1, c be a compactly supported function in
L1(R) with
∫










w(R)) ⊃ {λ ∈ C : |λ| > r2α1−1/p}\Σ0. (1.2.6)
It is clear that Theorem 1.2.1 follows directly from Theorems 1.2.3 and 1.2.4.
To set up the proofs of Theorems 1.2.3 and 1.2.4, we need some elementary prop-
erties on the support of W nc,αf, the asymptotic behavior of the weights that satisfy
(1.2.2) or (1.2.5), and the relationship between the norms in Lp(R) and Lpw(R)
for compactly supported functions. These properties follow directly from (1.0.1),
(1.2.2) and (1.2.5), and the definition of the weighted space Lpw(R) respectively.
We shall state these results but omit the details of their proofs.
Lemma 1.2.5. Let α > 1, c be an integrable function with
∫
R c(x) = 1, K0 be the
smallest positive number such that supp(c) ⊂ [−(α−1)K0, (α−1)K0], and let Wc,α
be defined as in (1.0.1). Then
supp(W nc,αf) ⊂ [α−na− (1− α−n)K0, α−nb+ (1− α−n)K0]
⊂ [α−na−K0, α−nb+K0]
for any function f with support in [a, b] and for all n ≥ 1.
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Lemma 1.2.6. Let w(x) be a weight function that satisfies (1.0.7) and (1.0.8).
(i) If w satisfies (1.2.2), then for any δ > 0 there exists a positive constant C1
independent of x such that
w(x) ≤ C1(1 + |x|)− ln r1/ lnα+δ for all x ∈ R. (1.2.7)
(ii) If w satisfies (1.2.5), then for any δ > 0 there exist positive constants C2 and
C3 independent of x and n such that
w(αnx) ≥ C2r−n2 (1 + δ)−nw(x), |x| ≥ 1, (1.2.8)
w(αnx) ≥ C3min(1, r−n2 (1 + δ)−n)w(x), |x| ≤ 1, (1.2.9)
for all n ≥ 1.












for any function f ∈ Lpw([a, b]), 1 ≤ p ≤ ∞.
Proof of Theorem 1.2.3. To prove (1.2.3), we note that Lpw([−K,K]) ⊂ Lpw(R),
for any 1 ≤ p ≤ ∞ and K > 0. Then every eigenvalue of the operator Wc,α re-
stricted to Lpw([−K,K]) is an eigenvalue ofWc,α restricted to Lpw(R). This together
with Theorem 1.0.2 gives
Σ0 = σe(Wc,α, L
p
w([−K0, K0])) ⊂ σe(Wc,α, Lpw(R)). (1.2.10)
Let λ be any complex number that satisfies 0 < |λ| < r1 and λ 6∈ Σ0. Then
by (1.2.10), the proof of (1.2.3) reduces to proving that λ ∈ σe(Wc,α, Lpw(R)). By
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(1.0.10), λ ∈ P (Wc,α, Lpw([−K0 − 1, K0 + 1])). Thus, there exists a compactly
supported function ψλ such that
(Wc,α − λI)ψλ = φ( · − 1) (1.2.11)
and
ψλ ∈ Lpw([−K0 − 1, K0 + 1]), (1.2.12)
where φ is the solution of (1.0.2) normalized so that
∫
R φ(x)dx = 1.
Set
φλ = −ψλ +
∞∑
n=1
λn−1φ( · − αn). (1.2.13)
Then
φλ 6≡ 0, (1.2.14)
because φ( · − αn) are supported in the sets [−K0, K0] + αn, n = 1, 2, . . . , which
are mutually disjoint for sufficiently large n. Let δ0 > 0 be chosen that α
2δ0|λ| = r1.
Using (1.2.7), (1.2.12) and (1.2.13) with δ0 chosen as δ leads to















where C is a positive constant independent of n. This shows that
φλ ∈ Lpw(R). (1.2.15)
Applying Wc,α − λI to (1.2.13), and using (1.0.2), (1.1.9) and (1.2.11) lead to
(Wc,α − λI)φλ = −(Wc,α − λI)ψλ + φ( · − 1) = 0. (1.2.16)
20
It follows from (1.2.14), (1.2.15) and (1.2.16) that λ is an eigenvalue of Wc,α re-
stricted to Lpw(R). This completes the proof of (1.2.3).
To prove (1.2.4), recall that σ(Wc,α, L
p
w(R)) is closed and contains {0} ∪ Σ0.
Then by (1.2.3), it suffices to prove that for any λ 6∈ Σ0 with 0 < |λ| < r1α1−1/p,




‖fn‖p,w = 0. (1.2.17)
Let φ be the solution of (1.0.2) normalized so that
∫
R φ(x)dx = 1, and let m0 be
the minimal positive integer so that αm0(1− α−1) ≥ 4K0 and
sup
|δ|≤2K0α−m0
‖φ(· − δ)− φ‖p ≤ ‖φ‖p/2. (1.2.18)
The existence of such an integer m0 follows from the fact that φ is a compactly




φ(· − 2kK0 − αn).
Then gn is supported in [α
n −K0, (1 + 2K0α−2m0−1)αn +K0], and hence
‖gn‖p,w ≤ C1r−n1 αδ0n‖gn‖p (1.2.19)
by (1.2.7), where C1 is a positive constant independent of n, and δ0 satisfies
|λ|α2δ0 = r1α1−1/p. Note that φ(· − 2kK0 − αn), 0 ≤ k < αn−2m0−1, have mu-
tually disjoint support. Therefore,
‖gn‖p ≤ Cαn/p‖φ‖p (1.2.20)
for some positive constant C independent of n. Combining (1.2.19) and (1.2.20)
leads to
‖gn‖p,w ≤ Cr−n1 αδ0n+n/p. (1.2.21)
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λ−i−1W ic,αgn + λ
−n−1(Wc,α − λI)−1W n+1c,α gn (1.2.22)




φ(· − 2kK0α−i − αn−i) (1.2.23)
by (1.0.2), and
supp(W ic,αgn) ⊂ [αn−i −K0, (1 + 2K0α−2m0−1)αn−i +K0] (1.2.24)
for all 0 ≤ i ≤ n + 1. Therefore, the functions fn, n ≥ 1, in (1.2.22) are well
defined because of (1.2.24), Theorem 1.0.2 and the assumption that λ 6∈ Σ0. By
(1.2.24), the term λ−n+m0−1W n−m0c,α gn in the sum on the right of (1.2.22) has support
that is disjoint from the supports of all the other terms. Therefore, W n−m0c,α gn and
fn+λ
−n+m0−1W n−m0c,α gn have disjoint supports. These facts, together with (1.2.18),
(1.2.22), (1.0.7), (1.2.23) and (1.2.24), lead to










‖φ(· − 2K0kα−n+m0 − αm0)− φ(· − αm0)‖p
)
≥ C4|λ|−nαn‖φ‖p for all n ≥ 2m0 + 1, (1.2.25)
where Ci, 1 ≤ i ≤ 4, are positive constants independent of n.
Applying Wc,α − λI to both sides of (1.2.22) gives
(Wc,α − λI)fn = gn for all n ≥ 2m0 + 1. (1.2.26)











This proves (1.2.17) and hence Theorem 1.2.3. 2
Our proof of Theorem 1.2.4 requires two lemmas, one on the spectral radius of
the operator Wc,α on L
p
w(R) (Lemma 1.2.8) and the other on an estimate of the
set of eigenvalues, σe(Wc,α, L
p
w(R)) (Lemma 1.2.9).
Lemma 1.2.8. Let p, α, w, c and Wc,α be as in Theorem 1.2.4. For any δ, σ ∈
(0, 1), there exists a positive constant C independent of f and n for which
‖W nc,αf‖p,w ≤ Cαn−n/pmax(1, rn2 (1 + δ)n)‖f‖p,w (1.2.27)
for all n ≥ 1 and f ∈ Lpw(R), and
‖W nc,αf‖p,w ≤ C(1 + δ)nαn−n/prn2‖f‖p,w (1.2.28)
for all n ≥ 1 and f ∈ Lpw(R) with support in R\[−σαn, σαn].
Proof. For any 0 < δ, σ < 1, by (1.2.8) and (1.2.9), there exists a positive constant
C independent of n such that
‖f‖p,w(α−n·) ≤ Crn2 (1 + δ)n‖f‖p,w for all f ∈ Lpw(R \ [−σαn, σαn]), (1.2.29)
and
‖f‖p,w(α−n·) ≤ Cmax(1, rn2 (1 + δ)n)‖f‖p,w for all f ∈ Lpw(R). (1.2.30)
Thus (1.2.27) and (1.2.28) follow from (1.2.29), (1.2.30) and Theorem 1.1.2.
Lemma 1.2.9. Let p, α, w, c and Wc,α be as in Theorem 1.2.4. Then
σe(Wc,α, L
p
w(R)) ⊂ {λ ∈ C : |λ| ≤ r2α1−1/p} ∪ Σ0.
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Proof. Suppose on the contrary that there exists a complex number λ ∈ σe(Wc,α, Lpw(R))
with |λ| > r2α1−1/p, λ /∈ Σ0. Then
Wc,αf = λf (1.2.31)
for some nonzero f ∈ Lpw(R). Since λ 6∈ Σ0, f does not have compact support
by Theorem 1.0.2. Hence there exists an integer n0 such that |n0| ≥ 1/(α − 1) +





j, αk(n0 + 1) +K0
∑k−1
j=0 α
j] for k ≥ 1, and set fk = fχΩk .
Then Ωk, k ≥ 1, are mutually disjoint. By Lemma 1.2.5, Wc,αg is supported in
R\Ωk−1 for any function g with support in R\Ωk, k ≥ 1. Therefore from (1.2.31),
W kc,αfk = λ
kf −W kc,α(f − fk)
= λkf0 + λ
k(f − f0)−W kc,α(f − fk) = λkf0 + f˜k, (1.2.32)
where f˜k, k ≥ 1, are supported in R\Ω0. This implies that
‖W kc,αfk‖p,w ≥ |λ|k‖f0‖p,w. (1.2.33)
Since fk is supported in Ωk for any k ≥ 1, by Lemma 1.2.8, there exists a positive
constant C independent of k ≥ 1 such that
‖W kc,αfk‖p,w ≤ C(1 + δ0)krk2αk(1−1/p)‖fk‖p,w, (1.2.34)
where δ0 is a positive constant so chosen that |λ| = (1 + δ0)2r2α1−1/p. Combining
(1.2.33) and (1.2.34), we obtain
‖fk‖p,w ≥ C(1 + δ0)k‖f0‖p,w, (1.2.35)
for sufficiently large k, where C is a positive constant independent of k and f.
Since ‖f‖p,w ≥ ‖fk‖p,w for all k ≥ 1, (1.2.35) implies that ‖f‖p,w =∞, which is a
contradiction.
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Proof of Theorem 1.2.4. Let λ be a complex number that satisfies |λ| > r2α1−1/p
and λ 6∈ Σ0. By Lemma 1.2.9, λ 6∈ σe(Wc,α, Lpw(R)). Therefore, (Wc,α − λI) is
injective on Lpw(R). Then it remains to show that for any f ∈ Lpw(R), we can find
g ∈ Lpw(R) such that
‖g‖p,w ≤ C‖f‖p,w (1.2.36)
and
(Wc,α − λI)g = f, (1.2.37)
where C is a positive constant independent of f.
Write










where f0 = fχ[−α,α], fj = fχ(αj ,αj+1] and f−j = fχ[−αj+1,−αj) for j ≥ 1. Then the
support of fj, j ∈ Z, are mutually disjoint and
‖f‖p,w = ‖(‖fj‖p,w)j∈Z‖`p (1.2.38)
by the definition of the norm in Lpw(R). Here and hereafter, for any countable
index set Λ and 1 ≤ p ≤ ∞, we let
`p(Λ) := {D = (dj)j∈Λ : dj ∈ C},





j∈Λ |dj|p)1/p if 1 ≤ p <∞
supj∈Λ |dj| if p =∞.
Note that W jc,α(fj + f−j) is supported in [−α − K0, α + K0] by Lemma 1.2.5.
Therefore, by Theorem 1.0.2 and the assumption that λ 6∈ Σ0 ∪ {0}, there exist
functions ψj ∈ Lpw([−α−K0, α +K0]), j ≥ 0, such that{





(Wc,α − λI)ψj = W jc,α(fj + f−j),
‖ψj‖p,w ≤ C‖W jc,α(fj + f−j)‖p,w,
(1.2.40)
where j ≥ 1, and C is a positive generic constant, which is independent of j and
f.
Let δ1 be a positive constant chosen so that
|λ| = (1 + δ1)2r2α1−1/p. (1.2.41)
Since fj + f−j is supported in R\[−αj, αj], by (1.2.40) and Lemma 1.2.8, we have
‖ψj‖p,w ≤ C(1 + δ1)jαj−j/prj2‖fj + f−j‖p,w (1.2.42)
for j ≥ 1, where C is independent of j and f ∈ Lpw(R). Therefore, it follows from













−j(‖fj‖p,w + ‖f−j‖p,w). (1.2.43)















W jc,α(fi+j + f−i−j), j ≥ 0. (1.2.45)
By Lemma 1.2.5, W jc,α(fi+j+ f−i−j) is supported in [−αi+1−K0,−αi+K0]∪ [αi−
K0, α
i+1 + K0], which have finite overlaps for any given j. This together with
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(1.2.38) and Lemma 1.2.8 leads to
‖φj‖p,w ≤ C1‖(‖W jc,α(fi+j + f−i−j)‖p,w)i≥1‖`p
≤ C2r−j2 α(1−1/p)j(1 + δ1)j‖(‖fi+j‖p,w + ‖f−i−j‖p,w)i≥1‖`p
≤ C3r−j2 α(1−1/p)j(1 + δ1)j‖f‖p,w for all j ≥ 0, (1.2.46)
where C1, C2 and C3 are positive constants independent of j and f . Combining













−j‖f‖p,w = C3(1 + δ−11 )‖f‖p,w. (1.2.47)








belongs to Lpw(R). Furthermore
‖g‖p,w ≤ C‖f‖p,w
for some positive constant C independent of f ∈ Lpw(R). This proves (1.2.36).































(fi + f−i) = f.
This proves (1.2.37), and hence completes the proof of Theorem 1.2.4. 2
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1.3 Characterization of compactness of Wc,α on
Lpw(R)
It is known thatWc,α restricted to the invariant subspace L
p([−K,K]) is a compact
operator for all sufficiently large K. One would expect that it is also a compact
operator if restricted to a subspace of Lp(R) comprising functions with fast decay.






is a necessary and sufficient condition forWc,α to be a compact operator on L
p
w(R).
This characterization ofWc,α as a compact operator on L
p
w(R) as well as the results
on its spectrum (Theorem 1.3.1 below) put Theorem 1.0.1 in a proper perspective.
Theorem 1.3.1. Let 1 ≤ p ≤ ∞, α > 1, and c be a compactly supported function
in L1(R) with
∫
R c(x)dx = 1, and suppose that w is a weight function that satisfies
(1.0.7). ThenWc,α is a compact operator on L
p
w(R) if and only if w satisfies (1.3.1).
Furthermore, if (1.3.1) holds, then
σe(Wc,α, L
p




w(R)) = {0} ∪ Σ0. (1.3.3)
Now, take positive numbers λ and γ with γ ≤ 1. Since lim|x|→∞ eλ(1−αγ)|x|γ = 0,
by setting w(x) = eλ|x|
γ
in Theorem 1.3.1, we obtain the following corollary.
Corollary 1.3.2. Let p, α, c,Wc,α be as in Theorem 1.3.1, and let w(x) = e
λ|x|γ
for some λ > 0 and 0 < γ ≤ 1. Then Wc,α is a compact operator on Lpw(R), and
(1.3.2) and (1.3.3) hold.
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Proof of Theorem 1.3.1. We first prove the compactness of the operator Wc,α
on Lpw(R) under the assumption that w satisfies (1.3.1). Let fn, n ≥ 1, be any
bounded sequence in Lpw(R). Since Lpw(R) is a Banach space, it suffices to prove
the existence of a subsequence gn, n ≥ 1 of fn, n ≥ 1, such thatWc,αgn is a Cauchy
sequence in Lpw(R).
By the assumption on fn, n ≥ 1, the set {fnχ[−αkK0,αkK0] : n ≥ 1} is a bounded
set in Lpw([−αkK0, αkK0]) for k ≥ 1. Setting fn,0 := fn for all n ≥ 1, an inductive
argument using Theorem 1.0.2 shows that there exist sequences fn,k, n ≥ 1, for
k ≥ 0, such that fn,k, n ≥ 1, is a subsequence of fn,k−1, n ≥ 1, for any k ≥ 1,
and Wc,α(fn,kχ[−αkK0,αkK0]), n ≥ 1, is a Cauchy sequence in Lpw([−αkK0, αkK0]).
Then gn := fn,n, n ≥ 1, is a subsequence of fn, n ≥ 1, and also gn, n ≥ k, is a
subsequence of the sequences fn,k, n ≥ 1, for any k ≥ 1.
We now prove that Wc,αgn, n ≥ 1, is a Cauchy sequence in Lpw(R). Without
loss of generality, we assume that
‖fn‖p,w ≤ 1 for all n ≥ 1. (1.3.4)
For any positive integers n and k, let gn,k = gnχ[−αkK0,αkK0]. Then by (1.3.4), we
have
‖gn‖p,w + ‖gn,k‖p,w ≤ 2 for all n ≥ 1 and k ≥ 1.
This, together with Theorem 1.1.2, lead to
‖Wc,αgn‖p,w(α·) + ‖Wc,αgn,k‖p,w(α·) ≤ C0, (1.3.5)
where C0 is a positive constant independent of positive integers n and k. Since gn−
gn,k is supported in R\[−αkK0, αkK0], Wc,α(gn−gn,k) is supported in R\[−αk−2K0, αk−2K0].
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Hence for any n, k ≥ 1, it follows from that (1.3.5) that
















where C0 is the positive constant in (1.3.5). By (1.3.1), for any ² > 0 there exists





≤ C−10 ² for all k ≥ k². (1.3.7)
Therefore, (1.3.6) and (1.3.7) give
‖Wc,α(gn − gn,k)‖p,w ≤ ² for all k ≥ k² and n ≥ 1. (1.3.8)
Recall that Wc,αgn,k² , n ≥ 1, is a Cauchy sequence in Lpw([−αk²K0, αk²K0]), and
Wc,αgn,k² , n ≥ 1, are supported in [−αk²K0, αk²K0]. Then Wc,αgn,k² , n ≥ 1, is a
Cauchy sequence in Lpw(R). Therefore there exists an integer n² such that for all
n,m ≥ n²,
‖Wc,αgn,k² −Wc,αgm,k²‖p,w ≤ ². (1.3.9)
Combining (1.3.8) and (1.3.9), we obtain
‖Wc,αgn −Wc,αgm‖p,w ≤ 3² for all m,n ≥ n².
This proves that the sequence Wc,αgn, n ≥ 1, is a convergent sequence in Lpw(R),
and hence Wc,α is a compact operator in L
p
w(R).
We now prove that if Wc,α is a compact operator on L
p
w(R), then w satis-
fies (1.3.1). If (1.3.1) does not hold, then by (1.0.7) there exists an ²0 > 0
and a sequence xn such that limn→∞ xn = ∞, [xn − K0, xn + K0] are mutu-
ally disjoint, and w(x) ≥ ²0w(αx) for almost all x ∈ [xn − K0, xn + K0]. Define
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φn := φ(· − αxn)/‖φ(· − αxn)‖p,w, where φ is the compactly supported eigenfunc-
tion of Wc,α with eigenvalue 1. Then φn, n ≥ 1, is a bounded sequence in Lpw(R),
and
Wc,αφn = φ(· − xn)/‖φ(· − αxn)‖p,w
by (1.0.2) and (1.1.9). Therefore Wc,αφn converges to zero pointwise since it is
supported in [xn −K0, xn +K0] and limn→∞ xn =∞.
On the other hand,
‖Wc,αφn‖p,w = ‖φ(· − xn)‖p,w/‖φ(· − αxn)‖p,w ≥ Cw(xn)/w(αxn) ≥ C²0,
for some constant C independent of n. Therefore there is no convergent subsequence
of {Wc,αφn}n≥1 in Lpw(R), which contradicts the compactness of the operator Wc,α
on Lpw(R).
Finally, we prove (1.3.2) and (1.3.3). Note that (1.3.3) follows from (1.3.2)
and the compactness of the operator Wc,α on L
p
w(R). Hence it suffices to prove
(1.3.2). Since Lpw([−K,K]) ⊂ Lpw(R), every eigenvalue of Wc,α with eigenfunctions
in Lpw([−K,K]) is an eigenvalue of Wc,α restricted to Lpw(R). Therefore,
Σ0 = σe(Wc,α, L
p
w([−K,K])) ⊂ σe(Wc,α, Lpw(R)). (1.3.10)
For any nonnegative number s and weight w that satisfies (1.0.7) and (1.3.1),
there exists a positive constant Cs such that w(x) ≥ Cs(1+ |x|)s. This implies that
Lpw(R) ⊂ Lp(1+|·|)s(R) for any s ≥ 1. Hence any eigenvalue of the operator Wc,α
restricted to Lpw(R) is an eigenvalue of the operator Wc,α restricted to L
p
(1+|·|)s(R).
Therefore by Corollary 1.2.2,
σe(Wc,α, L
p
w(R)) ⊂ σe(Wc,α, Lp(1+|·|)s(R)) ⊂ σ(Wc,α, Lp(1+|·|)s(R))
⊂ Σ0 ∪ {λ ∈ C : |λ| ≤ α−s+1−1/p}
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for all s ≥ 1, which implies
σe(Wc,α, L
p
w(R)) ⊂ Σ0 ∪ {0}. (1.3.11)
Note that 0 /∈ σe(Wc,α, Lpw(R)) since Lpw(R) ⊂ L1(R). This together with
(1.3.10) and (1.3.11) lead to (1.3.2). 2
1.4 Eigenfunctions of a continuous refinement op-
erator and its adjoint
In this section, we shall study the eigenfunctions of the multiscale operator Wc,α
and its adjoint W ∗c,α.
1.4.1 Eigenfunctions of a continuous refinement operator
and its adjoint














Also it is easy to check that W ∗c,α is a bounded operator on L
q(R). Taking the
Fourier transform on each side of (1.4.1) leads to
Ŵ ∗c,αg(u) = αcˆ(−u)gˆ(αu), g ∈ Lq(R).
Theorem 1.4.1. Suppose c ∈ L1(R) is compactly supported and ∫R c(x)dx = 1.
Then for any non-negative integer n, there exist polynomials pn, n ≥ 0, of degree
n, and with leading coefficient 1/n!, such that
W ∗c,αpn = α
−npn,
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< φ(m), pn >= 0, (m 6= n), (1.4.2)
and
< φ(n), pn >= (−1)n, (1.4.3)
where φ is the unique nontrivial solution to the continuous refinement equation and
φ(n) is the n-th derivative of φ.
Proof. We construct {pn} by induction. It is easy to check that p0(x) = 1 is an
eigenfunction corresponding to eigenvalue one since
∫
R c(x)dx = 1. Inductively,
we suppose that the construction holds for n − 1. Let pn−1 be an eigenvector































































































Now we start to prove the second part of the theorem. By pn ∈ L∞(−K,K),
1
αn
< φ(n), pm > = < Wc,αφ
(n), pm >




< φ(n), pm >
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for any m 6= n. So
< φ(n), pm >= 0 for all m 6= n. (1.4.4)

















1.4.2 Construction of the polynomial eigenfunctions
First construction
Let φ be the unique solution of the continuous refinement equation. Then φ ∈
L2(R) and is compactly supported. By Paley-Wiener theorem, φˆ is an entire func-
tion and consequently a continuous function on R. Since φˆ 6= 0 in a neighborhood
of zero, we can give the extension of 1
φˆ(x)
in some neighborhood of zero. Define





in some neighborhood of zero.
Theorem 1.4.2. Let B(x) and {bn}∞n=0 be defined as above, {pn}∞n=0 be the poly-








Proof. From the construction of {pn}∞n=0 in Theorem 1.4.1, we have p′n+1 = pn,
and pn is polynomial of degree n. So we may write












Let x = 0 in (1.4.7), then






















































Theorem 1.4.3. Let {pn}∞n=0 be the polynomials constructed in Theorem 1.4.1.







f(x, t) = A(t)ext,






Proof. Taking derivative at both sides of (1.4.9) and using p
′


























f(x, t) = A(t)ext (1.4.10)
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αc(αy − x)f(y, αt)dy. (1.4.11)










1.5 Two sequences of multiresolution like sub-
spaces
Combining the theories about eigenfunctions of Wc,α and the result about eigen-
functions of W ∗c,α, we are ready to introduce two sequences of invariant subspaces
for Wc,α and W
∗
c,α. Hereafter φ is the unique nontrivial solution to the continuous
refinement equation. Define linear subspaces Xn, n = 1, 2, 3, ..., of X0 = L1[−k, k],
k > K0, by
Xn =
{
p ∈ L1[−k, k] :
∫ k
−k




From the definition, we immediately have
X0 ⊃ X1 ⊃ ... ⊃ Xn ⊃ Xn+1 ⊃ ...
and
φ(n) ∈ Xn, n = 0, 1, 2, ...
Further, by Theorem 1.4.1, we have
Xn =
{
p ∈ L1[−k, k] :
∫ k
−k
pmp = 0, , m = 0, 1, ..., n− 1
}
,
where {pn}∞n=0 are the polynomials constructed in Theorem 1.4.1.
Proposition 1.5.1. Let Xn be defined above, then





Further, the restriction Wc,α|Xn of Wc,α to the domain Xn is a linear operator on
Xn into itself.
Proof. We first prove that
φ(n) ∈ Xn −Xn+1, n = 0, 1, 2, ...
For n = 0, since ∫
R
φ(x)dx = 1,
we have φ /∈ X1, i.e. φ ∈ X0 −X1.
For n ≥ 1 and m ≤ n − 1, since suppφ(n) ⊂ (−k, k), by repeating integration by
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= (−1)nm! 6= 0.
This proves that φ(n) ∈ Xn − Xn+1, for all n ≥ 0. Now we prove Xn = Xn+1 +






So g ∈ X1, i.e. X0 = X1 + span{φ}.
Assume that for n ≤ k, Xn − Xn+1 = span{φ(n)}. Then for any f ∈ Xn+1, let








So g ∈ Xn+2, i.e. Xn+1 = Xn+2 + span{φ(n+1)}.
Thus we reach the first statement of the Theorem by induction.
The second statement is nothing but the knowledge that the space of polyno-
mials is dense in L1K(R).
For the third statement, suppose f ∈ Xn, we want to show that Wc,αf ∈ Xn,
i.e. ∫ k
−k
xmWc,αf(x)dx = 0 for m = 0, 1, ..., n− 1.
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by Theorem 1.4.1. So Wc,αf ∈ Xn.
Corresponding the operator W ∗c,α, we may define linear subspaces X
∗
n, n =




q ∈ L∞[−k, k] :
∫ k
−k




X∗0 ⊃ X∗1 ⊃ ... ⊃ X∗n ⊃ X∗n+1 ⊃ ...
and
pn ∈ X∗n




n+1 + span{pn} n = 0, 1, 2, ...
Further, the restriction W ∗c,α|X∗n of W ∗c,α to the domain X∗n is a linear operator on
X∗n into itself.
Chapter 2
Transition Operators on Weighted
Sequence Spaces
A weight w in this and the following chapters means a positive sequence on Zd.
For 1 ≤ p ≤ ∞ and a weight w := {w(k)}k∈Zd , the weighted `p space with weight
w, to be denoted by `pw, is the space of all sequences v = {v(k)}k∈Zd such that the
product v · w of v and w, i.e. v · w := {v(k)w(k)}k∈Zd , is in the usual `p space.
We define the weighted `pw norm ‖v‖p,w of a sequence v ∈ `pw by the usual `p norm
‖v · w‖p of v · w.
Let a := {a(k)}k∈Zd be a sequence on Zd satisfying some decay condition de-
scribed later. We define the transition operator Ta on `
p





a(2j − k)v(k) =
∑
k∈Zd
a(k)v(2j − k). (2.0.1)
An operator T in an inner product space (X, 〈·, ·〉) is said to be of trace class
if
∑
n |〈Ten, en〉| < ∞ for any orthonormal system {en}n in X. It is well known
that if T is of trace class, then the operator T is a compact operator.
In [11], Cohen and Daubechies studied the trace property of the transition
operator Ta on the weighted `
2 space, and gave the following result:
Theorem 2.0.3. Let α and γ be positive numbers with γ < α < 2γ, and set
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wα = {eα|k|}k∈Z for α > 0. If a ∈ `1wγ , then the transition operator Ta associated
with the mask a is of trace class on the Hilbert space `2wα.
In this chapter we study the transition operator Ta in its full generality on the
weighted spaces lpw. It is organized as follows. The first section is devoted to the
study of boundedness of the transition operator Ta on weighted sequence space
`pw (Theorem 2.1.1). It can be easily checked that the weights in Theorem 2.0.3
satisfies the condition (2.1.1) in Theorem 2.1.1. For p 6= 2, the sequence space `pw
is not an inner product space. Recall that an operator of trace class is a compact
operator. So for 1 ≤ p <∞, we discuss the compactness of the transition operator
on `pw instead. In particular, in Section 2.2, we give a complete characterization
on the weight w such that the transition operator Ta is compact on the weighted
sequence space `pw (Theorem 2.2.1). The last section is devoted to an extension of
Theorem 2.0.3, where we give a sufficient condition on the weight w for which Ta
is of trace class. Also as in [11], the trace of T na , n ≥ 1, is computed (Theorem
2.3.1). We should remark that the computation is important when we want to use
the transition operator to estimate the regularity of refinable distributions. The
spectrum of Ta in `
p
w is given in next chapter.
2.1 Boundedness
For a bounded operator T on `pw, its operator norm is denoted by ‖T‖p,w. For
w ≡ 1, we also simply write ‖T‖p instead of ‖T‖p,w. In this section, we study the
boundedness of the transition operator Ta, and prove the following result.
Theorem 2.1.1. Let 1 ≤ p ≤ ∞, w0 be a weight, and a ∈ `1w0. Assume w :=
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{w(k)}k∈Zd is a weight satisfying
w(i) ≤ Cw0(2i− j)w(j) for all i, j ∈ Zd, (2.1.1)
where C is a positive constant independent of i, j ∈ Zd. Then the transition oper-
ator Ta associated with the mask a is a bounded operator on `
p
w. Moreover,
‖Ta‖p,w ≤ C‖a‖1,w0 . (2.1.2)
For any β ∈ (1/2, 1), it can be checked that |x| ≤ β|2x − y| + |y| for any
x, y ∈ Rd. Thus for positive constants α, γ with γ < α < 2γ, the weights w = wα
and w0 = wγ satisfy (2.1.1). Therefore as a consequence of Theorem 2.1.1, we have
Corollary 2.1.2. Let α, γ be two positive numbers with γ < α < 2γ, and a be a
nonzero sequence in `1wγ . Then the transition operator Ta associated with the mask
a is a bounded operator on `pwα , 1 ≤ p ≤ ∞.













|a(2j − k)w0(2j − k)| × |v(k)w(k)|
)p
≤ Cp‖a · w0‖p1‖v · w‖pp = Cp‖a‖p1,w0‖v‖pp,w,
where we have used (2.1.1) and Young’s inequality to obtain the first and second
inequality. This proves that for 1 ≤ p <∞, Ta is a bounded operator on `pw. The
boundedness of the transition operator Ta for p =∞ can be proved in similar way,
so we omit the detail here. 2
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2.2 Compactness
We say that a weight w = {w(k)}k∈Zd satisfies a local stable condition if there is a
positive constant C0 such that
C−10 w(k
′) ≤ w(k) ≤ C0w(k′) for all |k − k′| ≤ 1. (2.2.1)
We remark that, for a weight w satisfying the above local stable condition (2.2.1),
the inequalities in (2.2.1) hold for all k, k ∈ Zd with k − k′ in a bounded set.
Theorem 2.2.1. Let 1 ≤ p < ∞, w and w0 be two weights such that w0 and w
satisfy (2.1.1) and (2.2.1). Assume that a ∈ `1w0. Then the transition operator Ta






Clearly, for any α > 0, the weight wα := {eα|k|}k∈Zd satisfies (2.2.1) and (2.2.2).
Therefore as a consequence of Theorem 2.2.1, we have
Corollary 2.2.2. Let α, γ be two positive numbers with γ < α < 2γ, and a be a
nonzero sequence in `1wγ . Then the transition operator Ta associated with the mask
a is a compact operator on `pwα , 1 ≤ p <∞.
To prove Theorem 2.2.1, we introduce the cut-off operator Pn, 1 ≤ n ∈ Z, on
`pw, which is defined by
(Pnv)(k) =
{
v(k) if |k| ≤ n
0 if |k| > n,
(2.2.3)
where v = {v(k)}k∈Zd ∈ `pw. It is easy to check that for any weight w satisfying
(2.2.1), the cut-off operators Pn, n ≥ 1, are bounded operators on `pw, and
‖Pn‖p,w ≤ 1. (2.2.4)
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Lemma 2.2.3. Let 1 ≤ p <∞, and w be a weight satisfying (2.2.1) and (2.2.2).
If a := {a(k)}k∈Zd is a nonzero sequence with finite support, then
lim
m→∞
‖TaPm − Ta‖p,w = 0. (2.2.5)
Proof. Let N be so chosen that a(k) = 0 for all |k| ≥ N . For any v := {v(k)}k∈Zd ,
it follows from (2.0.1) that
(Ta(I − Pm)v)(k) = 0 for all |k| ≤ (m−N)/2. (2.2.6)
Then, for 1 ≤ p <∞ and v = {v(k)}k∈Zd ,



















































where the first equality follows from (2.2.6), the third inequality is due to the fact
that a has compact support and the last inequality is obtained by using Young’s
inequality, and hence the positive constant C in the last inequality is independent
of v ∈ `pw and m ≥ N + 1. This together with the assumption (2.2.2) leads to the
desired assertion (2.2.5) for 1 ≤ p < ∞. The assertion (2.2.5) for p = ∞ can be
proved in a similar way, so we omit the detail here.
Define shift operators τi, i ∈ Zd, by
(τiv)(k) = v(k − i), k ∈ Zd, (2.2.7)
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where v := {v(k)}k∈Zd . Clearly for a weight w satisfying local stable condition
(2.2.1), the shift operators τi, i ∈ Zd, are bounded operators on `pw, 1 ≤ p ≤ ∞,
but the operator norm ‖τi‖p,w may depend on i ∈ Zd and the constant C0 in the
local stable condition (2.2.1).
Proof of Theorem 2.2.1. Define an = Pna, n ≥ 1. Note that for any n,m ≥ 1,




‖TanPm − Tan‖p,w = 0.
Hence Tan is the limit of compact operators TanPm,m ≥ 1, and hence is still
compact. By a := {a(k)}k∈Zd ∈ `1w0 ,
lim
n→∞




|a(k)|w0(k) = 0. (2.2.8)
On the other hand, it follows from (2.1.2) that
‖(Tan − Ta)v‖p,w = ‖Tan−av‖p,w ≤ C‖an − a‖1,w0‖v‖p,w. (2.2.9)
Combining (2.2.8) and (2.2.9), we obtain
lim
n→∞
‖Tan − Ta‖p,w = 0. (2.2.10)
This together with the compactness of the operators Tan , n ≥ 1, on `pw leads to the
desired assertion: Ta is a compact operator on `
p
w.
Now we start to prove the necessity of the condition (2.2.2). On the contrary,
suppose that there exist in ∈ Zd, n ≥ 1, such that limn→∞ |in| = +∞ and
w(in) ≥ ²0w(2in), n ≥ 1, (2.2.11)
for some positive constant ²0 independent of n. Let positive integer n0 be so chosen
that





The existence of such an integer n0 follows from (2.2.10).
Let `0 be the space of all finitely supported sequences on Zd. Then `0 is a dense





Since v0 ∈ `0, we may choose m > n0 sufficiently large so that
Pmv0 = v0. (2.2.14)
Then it follows from (2.0.1) and (2.2.14) that
PmTPn0av0 = TPn0av0. (2.2.15)
Therefore,
‖PmTav0‖p,w ≥ ‖TPn0av0‖p,w − ‖Pm(Ta − TPn0a)v0‖p,w
≥ 2
3




where we have used (2.2.15) and (2.2.12) to obtain the first and third inequalities






, n ≥ 1.
Obviously,
‖vn‖p,w = 1 for all n ≥ 1. (2.2.17)






Recall that both v0 and PmTav0 are finitely supported sequences. Then by the
local stable condition (2.2.1), there exist positive constants C1 and C2 such that
‖τ2inv0‖p,w ≤ C1w(2in)‖v0‖p,w (2.2.19)
and
‖τinPmTav0‖p,w ≥ C2w(in)‖PmTav0‖p,w. (2.2.20)
By (2.2.11), (2.2.16), (2.2.18), (2.2.19), and (2.2.20), we get
‖τinPmτ−inTavn‖p,w = (‖τ2inv0‖p,w)−1‖τinPmTav0‖p,w
≥ C2C−11 w(2in)−1w(in)‖PmTav0‖p,w ≥ C2(4C1)−1²0‖Ta‖p,w. (2.2.21)
By the compactness of the operator Ta, there exists a convergent subsequence of
{Tavn}n≥1. For simplicity, we denote the convergent subsequence still by {Tavn}n≥1,
and denote its limit by u0. Note that
‖τiPmτ−i‖p,w ≤ 1









which contradicts the lower bound estimate (2.2.21). 2
2.3 Trace property
In this section, we give a sufficient condition on the weight w for which the tran-
sition operator is of trace class on weighted sequence space `2w.
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, l ∈ Zd.
Assume that one of the sequences {c1(k)}k∈Zd and {c2(l)}l∈Zd is summable. If
a ∈ `1w0, then the transition operator Ta associated with the mask a is of trace class
on `2w. Moreover,











, n ≥ 1, (2.3.1)













w(k)w0(2l − k) ≤ wα−2γ(l),
which implies that both the sequences {c1(k)}k∈Zd and {c2(l)}l∈Zd are summable.
Therefore as a consequence of Theorem 2.3.1, if a ∈ `1wγ , then the transition op-
erator Ta associated with the mask a is of trace class on `
2
wα for all α satisfying
γ < α < 2γ. So Theorem 2.3.1 is a direct generalization of Theorem 2.0.3 to
weighted sequence spaces `2w in higher dimensions.
Denote the usual Kronecker symbol by δ, and define
ei := {δi(k)}k∈Zd , i ∈ Zd. (2.3.2)
To prove Theorem 2.3.1, we need the following result, which is a slight generaliza-
tion of an one dimensional result in [11].
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Lemma 2.3.2. Let a = {a(k)}k∈Zd be a nonzero summable sequence, Ta be the
transition operator associated with the mask a, and let ei, i ∈ Zd, be defined in
(2.3.2). Then for any n ≥ 1,∑
i∈Zd





























an(j − 2nk)a(k), n ≥ 1. (2.3.3)
This shows that {an(j)}j∈Zd , n ≥ 1, are summable sequences. Now we claim that
for any v = {v(k)}k∈Zd ∈ `2,




ni− k)v(k), i ∈ Zd. (2.3.4)
If the above claim is true, then∑
i∈Zd












and hence the assertion follows. Therefore it remains to prove the claim (2.3.4).
Obviously the equation (2.3.4) holds for n = 1. Inductively we assume that (2.3.4)
holds for some n ≥ 1. Then by (2.3.3) and the inductive hypothesis, we get
T n+1a v(j) =
∑
k∈Zd
a(2j − k)T na v(k) =
∑
k,l∈Zd















This proves (2.3.4) for n+ 1, and hence for all n ≥ 1 by induction.
Proof of Theorem 2.3.1. Let ei, i ∈ Zd, be defined as in (2.3.2). It is easy to see
that {ei : i ∈ Zd} is an orthonormal basis in `2. Hence {ew,i = w(i)−1ei : i ∈ Zd}















a(2j − i). (2.3.5)







|〈ui, ek〉|2 = ‖ek‖2 = 1 for all k ∈ Zd. (2.3.6)




































∣∣∣× |a(2l − k)w0(2l − k)|
= min(‖c1‖1, ‖c2‖1)× ‖a‖1,w0 .
This proves that Ta is an operator of trace class on `
2
w. It is well known that the
space of operators of trace class is an ideal of the space of all bounded operators
on `2w. Therefore T
n
a , n ≥ 1, are of trace class.
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Now it remains to compute the trace of T na . Since T
n
a is of trace class and since
{ew,i : i ∈ Zd} is an orthonormal basis of `2,
Tr T na =
∑
i∈Zd
〈T na ew,i, ew,i〉.
Recall that ew,i = w(i)
−1ei and for any v ∈ `2w, 〈f, ew,i〉 = f(i)w(i). Then
〈T na ew,i, ew,i〉 = 〈T na ei, ei〉`2 . (2.3.7)
From (2.1.1), it follows that
w(i) ≤ Cw0(i)w(i) for all i ∈ Zd.
Therefore, w0(i), i ∈ Zd, are bounded below away from zero, which implies `1w0 ⊂ `1.




Again in this chapter we assume that a weight w := {w(k)}k∈Zd satisfies the local
stable condition, i.e. there exists a positive constant C such that
C−1w(i) ≤ w(j) ≤ Cw(i) for all |i− j| ≤ 1. (3.0.1)
Let `0 be the space of all sequences on Zd with finite support. For any sequence




a(i− 2j)v(j) for all v ∈ lpw. (3.0.2)
Define cut-off operator Pn, 1 ≤ n ∈ Z, by
(Pnv)(k) =
{
v(k) if |k| ≤ n
0 if |k| > n,
(3.0.3)
where v = {v(k)}k∈Zd ∈ `pw. It is easy to check that for any weight w that satisfy
(3.0.1), the projection operators are bounded operators on `pw. Moreover,
‖Pnv‖p,w ≤ ‖v‖p,w for all v ∈ `pw.
In [65], Zhou considered the spectral property of the subdivision operator on `p
in one spatial dimension (d = 1), and obtained among other results the following
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Theorem 3.0.3. Let d = 1, 1 ≤ p ≤ ∞, a be a sequence supported in [−N,N ],
and let Sa be the corresponding subdivision operator. Then σ(Sa, `
p) is a closed disc
centered at the origin. Furthermore, if λ ∈ C is not an eigenvalue of PNSaPN , and
|λ| < ρ(Sa, `p), then λ lies in the residual spectrum of the subdivision operator Sa
on `p.
In this chapter, we study the spectral properties of the subdivision operator Sa
on multidimensional weighted sequence space `pw with the weight w that satisfies
(3.0.4). The following theorem constitutes the main result of this chapter.
Theorem 3.0.4. Let 1 ≤ p ≤ ∞, a be a sequence supported in {k ∈ Zd : |k| ≤ N},





= r ∈ (0,∞). (3.0.4)
Then σ(Sa, `
p
w) is the union of the closed disc {λ ∈ C : |λ| ≤ rρ(Sa, `p)} with a
finite number of points. Precisely,
σ(Sa, `
p
w) = {λ ∈ C : |λ| ≤ rρ(Sa, `p)} ∪ σe(PNSaPN).
Furthermore, if λ ∈ C is not an eigenvalue of PNSaPN and |λ| < rρ(Sa, `p), then
λ lies in the residual spectrum of the subdivision operator Sa on `
p
w.
Letting w = 1, we see that the above result generalizes Theorem 3.0.3 to general
weighted sequence spaces in higher dimensions. By choosing different weights w,
we see that the above result bridges the gap between the spectra of the subdivision
operator Sa on the two common sequence spaces, `
p and PN`
p.
For the special cases ` and `0 of the weighted space `
p
w, the results are more
precise as shown in the following theorem for one dimension.
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Theorem 3.0.5. [23] Let 0 6= a ∈ `0, and choose integer N so that supp(a)
⊂ [−N,N ]. Then
(i) σe(Sa, `)\{0} = σe(PNSaPN , `([−N,N ]))\{0},
(ii) 0 ∈ σe(Sa, `) if and only if there exists nonzero complex number z0 such that
Z(a)(z0) = Z(a)(−z0) = 0,
(iii) P (Sa, `) = C\(σe(Sa, `) ∪ {0}),
(iv) σe(Sa, `0) = {a(k0)} if there exists k0 ∈ Z such that a(k) = 0 for all k 6= k0,
and σe(Sa, `0) = ∅ otherwise,
(v) P (Sa, `0) = ∅.
This chapter is organized as follows. Section 3.1 is devoted to the necessary and
sufficient condition on the weight w for which the subdivision operator is bounded
on `pw. The resolvent set and the residual spectrum of the subdivision operator
are discussed in Section 3.2 and 3.3 respectively. Using those discussions on the
resolvent set and the residual spectrum, Theorem 3.0.4 follows easily. Section 3.4
comprises the proof of Theorem 3.0.5. In the last section, we give the spectral
description of transition operator as a consequence of the results on subdivision
operator and the adjoint relation of transition operator and subdivision operator.
3.1 Boundedness
In this section, we give a necessary and sufficient condition on the weight w such




Theorem 3.1.1. Let 1 ≤ p ≤ ∞, w be a weight satisfying the local stable condition
(3.0.1), and let a be a nonzero sequence with finite support. Then Sa is a bounded
operator on `pw if and only if there exists a positive constant C such that
w(2i) ≤ Cw(i) for all i ∈ Zd. (3.1.1)
To prove Theorem 3.1.1, we introduce the shift operator τi, i ∈ Zd on `pw, which
is defined by
(τiv)(k) = v(k − i), k ∈ Zd, (3.1.2)
where v = {v(k)}k∈Zd ∈ `pw.
Proof of Theorem 3.1.1. (⇐=) LetN be so chosen that the support of a is contained






























where Ci, i = 0, 1, 2, 3, are positive constants independent of v ∈ `pw. Here the sec-
ond inequality of (3.1.3) follows from a ∈ `0, and the third and fourth inequalities
hold because of (3.0.1) and (3.1.1) respectively. This proves the boundedness of
Sa on `
p
w for 1 ≤ p <∞. The boundedness of Sa on `∞w can be proved in a similar
way, we omit the detail here.
(=⇒) We prove (3.1.1) by contradiction. Suppose on the contrary that there
exist in, n ≥ 1 such that |in| tends to infinity and w(2in) ≥ nw(in). Since Sa is
a nonzero bounded operator, there exists a sequence v ∈ `0 such that ‖v‖p,w = 1
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and ‖Sav‖p,w > 0. Note that the support of v is contained in {k ∈ Zd : |k| ≤ K}
for some positive constant K. Therefore, there exists a positive constant C0 such
that
‖τinv‖p,w ≤ C0w(in) for all n ≥ 1. (3.1.4)




, n ≥ 1.
Then ‖vn‖p,w = 1 and
Savn = (‖τinv‖p,w)−1τ2inSav.
This together with (3.1.4) and w(2in) ≥ nw(in) implies that
‖τ2inPKτ−2inSavn‖p,w ≥ C−10 (w(in))−1‖τ2inPKSav‖p,w
≥ C1(w(in))−1w(2in)‖PKSav‖p,w > C2n,
where C0, C1, C2 are positive constants independent of n. Recall that τ2inPKτ−2in is
a bounded operator on `pw with operator norm one and that ‖vn‖p,w = 1. Therefore,
‖Savn‖p,w ≥ C2n‖vn‖p,w, n ≥ 1,




In this section, we discuss the resolvent of the subdivision operator Sa on `
p
w. The
main result of this section is the following:
Theorem 3.2.1. Let 1 ≤ p <∞, w be a weight satisfying the local stable condition
(3.0.1), and let a ∈ `0 be supported in {k ∈ Zd : |k| ≤ N}. Denote the spectral
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radius of Sa on `
p by ρp = ρ(Sa, `
p). Assume that




= r1 <∞. (3.2.1)
If λ ∈ C is of absolute value strictly larger than r1ρp and is not an eigenvalue of
the operator PNSaPN , then λ ∈ P (Sa, `pw).
To prove Theorem 3.2.1, we need some technical lemmas. First we need a result
about eigenvalues of PjSaPj. A similar result in one dimension is given in [65].
Lemma 3.2.2. Let a ∈ `0 be a nonzero sequence supported in {k ∈ Zd : |k| ≤ N},
and Sa be the corresponding subdivision operator. Then
σe(PjSaPj) ⊂ σe(PNSaPN) ∪ {0} for all j ≥ N + 1, (3.2.2)
and
σe(Sa, `) ⊂ σe(PNSaPN) ∪ {0}. (3.2.3)
Proof. Let j ≥ N + 1, and 0 6= λ ∈ σe(PjSaPj). Then
PjSaPjv = λv (3.2.4)
for some nonzero sequence v with support in {k ∈ Zd : |k| ≤ j} and Pjv = v.
Recall that Pj is a projection operator, i.e. P
2
j = Pj. It is easy to check that
PNSa(Pj − PN) = 0 for all j ≥ N + 1. (3.2.5)
Applying PN to both sides of the equation (3.2.4), and using (3.2.5), we obtain,
PNSaPNv = λPNv. (3.2.6)
So if PNv 6= 0, then λ ∈ σe(PNSaPN), which together with (3.2.6) leads to (3.2.2).
Hence it remains to prove PNv 6= 0. On the contrary, suppose PNv = 0. Let i0,
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N + 1 ≤ i0 ≤ j, be the minimal integer such that v(k) 6= 0 for some |k| = i0.
Applying Pi0 at both sides of the equation (3.2.4), we get
Pi0Sav = λPi0v 6= 0. (3.2.7)
From the definition of Sa and the assumption that v is supported in {k ∈ Zd :
|k| ≥ i0}, the support of Sav is contained in {k ∈ Zd : |k| ≥ 2i0 − N}. Hence
Pi0Sav = 0, which contradicts the equation (3.2.7). This proves PNv 6= 0, and
hence (3.2.2).
The inclusion (3.2.3) can be proved in a similar way. We omit the detail
here.
Lemma 3.2.3. Let p, w, a,N, r1 be as in Theorem 3.2.1. Assume that λ is a




λ−iSi−1a (I − P2N). (3.2.8)
Then Tλ is a bounded operator on `
p
w, and (Sa − λI)Tλ = I − P2N .
Proof. For simplicity, we denote ρ(Sa, `
p) by ρp. Because |λ| > r1ρp, we may write
|λ| = r0ρ0 with r0 > r1 and ρ0 > ρp. Let v be any sequence in `pw with P2Nv = 0,





From the definition of Sa, Saτj = τ2jSa, j ∈ Zd, and
supp(τ2ikS
i
aδ) ⊂ {m ∈ Zd : |m− 2ik| ≤ (2i − 1)N}. (3.2.10)
The supports of τ2i−1kS
i−1
a δ, k ∈ Zd, have finite overlap. Therefore for 1 ≤ p < ∞












where we have used the finite overlap property to obtain the inequality. By (3.0.1)
and (3.2.1), there exists a positive constant C such that
w(m) ≤ Cw(k)ri0 (3.2.12)
for all m ∈ Zd with |m − 2ik| ≤ 2iN and k ∈ Zd with |k| > 2N . Combining
(3.2.10), (3.2.11), and (3.2.12), we obtain









where C1, C2, C3 are positive constants independent of i ≥ 1 and v ∈ `pw with




|λ|−i‖Si−1a (I − P2N)‖p,w <∞,
where we denote the operator norm of an operator T on `pw by ‖T‖p,w. Clearly,
(Sa − λI)Tλ = I − P2N .
This completes the proof. 2
Proof of Theorem 3.2.1. Let v be any sequence in `pw. By the assumption
0 6= λ 6∈ σe(PNSaPN), and by Lemma 3.2.2, we have λ 6∈ σe(P2NSaP2N). Therefore
there exists u1 ∈ `pw such that
P2Nu1 = u1, (P2NSaP2N − λI)u1 = P2Nv, (3.2.14)
and
‖u1‖p,w ≤ C1‖P2Nv‖p,w, (3.2.15)
where C1 is a positive constant independent of v and u1. Set v
′ = (I − P2N)(v −
Sau1). By Lemma 3.2.3, there exists a sequence u2 ∈ `pw such that
(Sa − λI)u2 = v′ and ‖u2‖p,w ≤ C2‖v′‖p,w (3.2.16)
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for some positive constant C2 independent of v. Define u = u1+u2. Then it follows
from (3.2.14) and (3.2.16) that
(Sa − λI)u = v′ + (Sa − λI)u1 = v′ + (I − P2N)Sau1 + (P2NSaP2N − λI)u1 = v.
(3.2.17)
Note that, by the construction of v′, ‖v′‖p,w ≤ C‖v‖p,w for some positive constant
C independent of v. This together with (3.2.15) and (3.2.16) proves that
‖u‖p,w ≤ C‖v‖p,w (3.2.18)
for some positive constant C independent of v. By (3.2.17) and Lemma 3.2.3,
u = (Sa − λI)−1v. This proves the desired assertion that λ ∈ P (Sa, `pw).
3.3 Residual spectrum
This section is devoted to the study of the residual spectrum of the subdivision
operator Sa on weighted sequence space `
p
w. The main result of this section is the
following:
Theorem 3.3.1. Let 1 ≤ p < ∞, a be a sequence supported in {k ∈ Zd : |k| ≤
N}, and Sa be the corresponding subdivision operator. Assume that the weight w
satisfies the local stable condition (3.0.1), and




= r2 <∞. (3.3.1)




To prove Theorem 3.3.1, we need some technical lemmas.
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Lemma 3.3.2. Let a be a nonzero sequence supported in {k ∈ Zd : |k| ≤ N}, and
λ be a nonzero complex number with λ /∈ σe(PNSaPN). If u, v satisfy PNv = 0 and





where m is so chosen that N + 2m > n.
Proof. By Lemma 3.2.2 and our assumption λ 6∈ σe(PNSaPN), we have λ 6∈









From the definition of Sa, we have
P2n+1−NSa(I − Pn) = 0 for all n ≥ N. (3.3.4)
This together with PNv = 0 leads to PN+1Sav = 0. By repeated use of (3.3.4), we
may inductively prove that
PN+2i−1S
i
av = 0 for all i ≥ 1.









a v = 0. (3.3.6)





= PnSaPnu− λPnu+ (PnSa − λI)
m∑
i=2
λ−i(PnSa)i−1v + λ−1(PnSa − λI)Pnv
= Pn(Sa − λI)u− Pnv + λ−m(PnSa)mv = λ−mPnSma v = 0.
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This proves (3.3.3) and completes the proof.
Lemma 3.3.3. Let P,w, a,N, r2, λ be as in Theorem 3.3.1. Set v0 = τN0δ for
some N0 ∈ Zd with 3N ≤ |N0| ≤ 4N . Then there exists a positive constant ² such
that for any v ∈ `pw with P6Nv = 0 and ‖v‖p,w < ², there does not exist u ∈ `pw
satisfying (Sa − λI)u = v0 + v.
To prove Lemma 3.3.3, we need some basic properties of the subdivision oper-
ator Sa.
Lemma 3.3.4. Let a ∈ `0, Sa be the corresponding subdivision operator, and ρp be
the spectral radius of Sa on `
p. Then there exists a positive constant C such that
‖Sna ‖p ≤ C‖Sna δ‖p, n ≥ 1, (3.3.7)
and there exist nk, k ≥ 1, such that limk→∞ nk =∞ and
ρ−jp ‖Sja‖p ≤ Cρ−nkp ‖Snka ‖p for all 0 ≤ j ≤ nk. (3.3.8)
Proof. Let N be so chosen that a is supported in {k ∈ Zd : |k| ≤ N}. From the
definition of the subdivision operator Sa, we may inductively prove that
Sna δ is supported in {k ∈ Zd : |k| ≤ (2n − 1)N} for all n ≥ 1. (3.3.9)
Therefore the overlaps of the supports of Snτkδ, k ∈ Zd, are finite and bounded by
a constant independent of n ≥ 1. Thus for 1 ≤ p < ∞, writing v =∑k∈Zd v(k)δk











where C is a positive constant independent of v ∈ `pw. Hence (3.3.7) follows for
1 ≤ p <∞. The assertion (3.3.7) can be proved in a similar way for p =∞.
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Now we start to prove (3.3.8). If ‖Sna ‖pρ−np is an unbounded sequence, we may
choose nk to be the sequence such that max1≤i≤nk ρ
−i
p ‖Sia‖p = ρ−nkp ‖Snka ‖p. Then
(3.3.8) follows by letting C = 1. Otherwise, the sequence ‖Sna ‖pρ−np is bounded,
and we may denote the upper bound by C0. Note that
‖Sna ‖pρ−np ≥ 1 for all n ≥ 1
because ρp is the spectral radius of Sa on `
p. Therefore 1 ≤ ‖Sna ‖pρ−np ≤ C0.
Hence (3.3.8) holds for all subsequence {nk}k≥1 with C = C0. This prove the
desired assertion.
Proof of Lemma 3.3.3. We prove the assertion by contradiction. Let ² be a
positive constant. Suppose on the contrary, there exist sequences u², v² ∈ `pw such
that
‖v²‖p,w < ², P6Nv² = 0, (3.3.10)
and
(Sa − λI)u² = v0 + v². (3.3.11)
For n ≥ 0, set Rn = τ2nN0P2nNτ−2nN0 . From the definition of the subdivision
operator Sa,
τ2kSa = Saτk for all k ∈ Zd. (3.3.12)





aδ = 0 for all i 6= n. (3.3.13)
Similarly by (3.3.4), and using |N0| ≤ 4N and P6Nv² = 0, we obtain
RnS
i
av² = 0 for all i ≥ n. (3.3.14)
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By (3.3.9), (3.3.13), (3.3.14), (3.3.16), and Lemma 3.3.2, for n ≥ 1,








By (3.3.9), the supports of Sna τkδ = τ2nkS
n
a δ, k ∈ Zd, have finite overlap. This leads
to the existence of a positive constant C independent of n and i such that
‖Siavn−i,²‖p ≤ C‖Siaδ‖p‖vn−i,²‖p. (3.3.18)
Let r0 be so chosen that |λ|/ρp < r0 < r2. Note that the support of Rnu² is
contained in {k ∈ Zd : |k−2nN0| ≤ 2nN}. Hence by (3.3.1), there exists a positive
constant C independent of n such that |w(j)| ≥ Crn0 for all j in the support of
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Rnu². This together with (3.3.7), (3.3.17), and (3.3.18) implies
‖Rnu²‖p,w ≥ C0rn0‖Rnu²‖p




















where we have used ‖Rn‖p,w ≤ 1 to obtain the third equality, while the fourth
inequality follows from the facts that w(j) ≥ Crn−i0 on the support of the sequence
vn−i,², and that ‖vn−i,²‖p,w ≤ ‖v‖p,w ≤ ², and the last inequality holds by Lemma
3.3.4.
Let nk, k ≥ 1, be the sequences chosen in Lemma 3.3.4. Then limk→∞ nk =∞
and
‖Sia‖p ≤ C6ρ−nk+ip ‖Snka ‖ for all 0 ≤ i ≤ nk. (3.3.20)
By (3.3.19) and (3.3.20), and using |λ| ≤ r0ρp, we obtain




≥ (C4 − C5C6|λ|²/(r0ρp − |λ|))|λ|−nkrnk0 ‖Snka ‖p. (3.3.21)
By choosing ² sufficiently small, and noting that |λ| < r0ρp, there exists a positive







for all k ≥ 1. Recall that Rnk is a bounded operator with operator norm less than
one. This shows that u² 6∈ `pw, which is a contradiction. 2
Now we start to prove Theorem 3.3.1.
Proof for Theorem 3.3.1. Let λ be a nonzero complex number with |λ| < r2ρp
and λ /∈ σe(PNSaPN). By Lemma 3.2.2, λ is not an eigenvalue of Sa. So we need
only to prove that the range of Sa−λI is not dense in `pw, since then λ ∈ σr(Sa, `pw).
In particular, we shall prove the following slightly stronger assertion that there is
a positive constant ² such that the range of Sa − λI has empty intersection with
the open disk D(δN0 , ²) in `
p
w with center δN0 and radius ², where N0 ∈ Zd satisfies
3N ≤ |N0| ≤ 4N . Suppose on the contrary that there exist vk ∈ `pw, k ≥ 1, such
that limk→∞ ‖vk‖p,w = 0 and the sequences δN0 + vk, k ≥ 1, are contained in the
range of Sa − λI. For the above sequences vk, k ≥ 1, we have
lim
k→∞
vk(j) = 0 for all j ∈ Z (3.3.22)
because |vk(j)| ≤ w(j)−1‖vk‖p,w.
Let l ∈ Zd satisfy |l| ≤ 6N . If vk(l) = 0 for all k ≥ 1, then we define vlk = vk,
otherwise, there exists kl such that vkl(l) 6= 0. In this case, we define
vlk = (vk+ml(l)− vkl(l))−1(vk+ml(l)vkl − vkl(l)vk+ml)
where m1 is so chosen that |vk+m1(l)| ≤ |vkl(l)|/2 for all k ≥ 1. Such an integer ml
exists because of (3.3.22). For the sequences vlk, k ≥ 1, defined above,
lim
k→∞




k = (vk+ml(0)− vkl(0))−1
(




Therefore the sequences δN0 + v
l
k, k ≥ 1, are still in the range of Sa − λI. Using




‖v∗k‖p,w = 0 and v∗k(l) = 0 for all k ≥ 1 and |l| ≤ 6N,
and the sequences δN0 + v
∗
k, k ≥ 1, are in the range of Sa − λI, which is a contra-
diction by Lemma 3.3.3. 2
3.4 Proof for Theorem 3.0.5
Proof. First, we prove σe(Sa, `)\{0} = σe(PNSaPN , `([−N,N ]))\{0}. Obviously,
it suffices to prove
σe(Sa, `)\{0} ⊂ σe(PNSaPN , `([−N,N ])), (3.4.1)
and
σe(PNSaPN , `([−N,N ]))\{0} ⊂ σe(Sa, `). (3.4.2)
Take any λ ∈ σe(Sa, `)\{0}, and let v 6= 0 satisfy
Sav = λv. (3.4.3)
By direct computation, we have
P2K+1−NSa(I − PK) = 0 for all K ≥ N. (3.4.4)




Therefore it suffices to show that
PNv 6= 0. (3.4.5)
Suppose, on the contrary, that PNv = 0. Using (3.4.4) with K = N and the
assumption PNv = 0, we obtain
PN+1v = λ
−1PN+1Sa(PN + (I − PN))v = λ−1PN+1Sa(I − PN)v = 0.
Inductively, we assume that PN+kv = 0. Now we prove PN+k+1v = 0. By (3.4.4)
with K = N + k and the inductive hypothesis that PN+kv = 0, we have
PN+k+1v = λ
−1PN+k+1Sa(PN+k + (I − PN+k))v
= λ−1PN+k+1Sa(I − PN+k)v = 0.
Thus PN+kv = 0 for all k ≥ 1, which contradicts to v 6= 0. This proves (3.4.5) and
hence (3.4.1).
Take any λ ∈ σe(PNSaPN , `([−N,N ])\{0}, and let 0 6= u0 ∈ `([−N,N ]) satisfy
PNSaPNu0 = λu0. Let v0 = u0. We define vk from vk−1, k ≥ 1, iteratively by
vk = vk−1 + λ−1(PN+k − PN+k−1)SaPN+k−1vk−1.
Obviously we have PN+kvk = vk. We claim that
PN+kSavk = λvk. (3.4.6)
By (3.4.4) and PNSaPNv0 = v0, we have
PN+1Sav1 = PN+1SaPNv1 = PN+1SaPNv0
= (PN+1 − PN)SaPNv0 + PNSaPNv0 = λu1 + λv0 = λv1,
which proves (3.4.6) with k = 1. Inductively we assume that (3.4.6) holds for k.
Then by (3.4.4) and the inductive hypothesis for k, we have
PN+k+1Savk+1 = PN+k+1Savk = (PN+k+1 − PN+k)Savk + PN+kSavk = λvk+1.
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This proves the claim (3.4.6). Let v be the limit of vk. The existence of the limit
follows from Plvk = Plvk′ for all k, k
′ ≥ l. For the above sequence v, it follows from
(3.4.4), (3.4.6), and PN+kv = vk that
PN+k(Sav − λv) = PN+kSaPN+kv − λPN+kv = PN+kSavk − λvk = 0,
which leads to Sav = λv. Obviously v is a nonzero sequence. This proves (3.4.2),
and hence completes the proof of the first assertion
σe(Sa, `)\{0} = σe(PNSaPN , `([−N,N ]))\{0}.
To prove the second assertion we first assume that there exists z0 ∈ C such
that Z(a)(z0) = Z(a)(−z0) = 0. Thus∑
k∈Z
a(2k + 1)z2k+10 =
∑
k∈Z
a(2k)z2k0 = 0. (3.4.7)






a(k − 2k′)z−2k′0 = 0 for all k ∈ Z,
where we have used (3.4.7) to obtain the last equality. This proves that 0 is
an eigenvalue of Sa on `. Conversely we assume that 0 is an eigenvalue of the
subdivision operator Sa on `. Then there exists a nonzero sequence v0 such that
Sav0 = 0. By (0.2.4), we have
Z(a)(z)Z(v0)(z2) = 0. (3.4.8)
Suppose, on the contrary, that Z(a)(z) and Z(a)(−z) has no nonzero common
root. Then there exists a Laurent polynomial R(z) such that R(z)Z(a)(z) +
R(−z)Z(a)(−z) = 1. This together with (3.4.8) leads to
Z(v0)(z2) = R(z)Z(a)(z)Z(v0)(z2) +R(−z)Z(a)(−z)Z(v0)(z2) = 0,
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which contradicts to the assumption v 6= 0. This completes the proof of the second
assertion.
To prove the third assertion P (Sa, `) = C\(σe(Sa, `) ∪ {0}), it suffices to prove
0 6∈ P (Sa, `) (3.4.9)
and
C\(σe(Sa, `) ∪ {0}) ⊂ P (Sa, `). (3.4.10)
First we prove (3.4.9). Suppose, on the contrary, that 0 ∈ P (Sa, `). Write
Z(a)(z) = R1(z)R2(z2), where R1(z) and R2(z) are Laurent polynomial such that
R1(z) and R1(−z) has not common nonzero root. Therefore there exists a Laurent
polynomial R3(z) such that
R1(z)R3(z) +R1(−z)R3(−z) = 1.
Since 0 ∈ P (Sa, `), there exists a sequence v ∈ ` such that Z(a)(z)Z(v)(z2) =
zR3(−z). Thus we have
1 = R1(z)R3(z) +R1(−z)R3(−z)
= −z−1R1(z)Z(a)(−z)Z(v)(z2)− (−z)−1R1(−z)Z(a)(z)Z(v)(z2) = 0,
which is a contradiction. This proves (3.4.9).
Next we prove (3.4.10). Take any nonzero complex number λ 6∈ σe(Sa, `), and
any sequence v ∈ `. Then λ 6∈ σe(PNSaPN , `([−N,N ])) by the first assertion,
which leads to the existence of a sequence u0 such that PNu0 = u0 and
(PNSaPN − λI)u0 = PNv. (3.4.11)
Define
u = u0 −
∞∑
i=1
λ−i(Sa)i−1(I − PN)(v − Sau0). (3.4.12)
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The sum in the above definition of u is well defined since it follows from (3.4.4)
that the support of (Sa)
i(I − PN)w, i ≥ 1 is contained in Z\[−N − 2i−1, N + 2i−1]
for any w ∈ `. One may verify that
(Sa − λI)u = (Sa − λI)u0 + (I − PN)v − (I − PN)Sau0
= (PNSaPN − λI)u0 + (I − PN)v = PNv + (I − PN)v = v.
This shows that (λI−Sa)−1 is well defined. From the construction of u in (3.4.11)
and (3.4.12), we see that (λI − Sa)−1 is continuous. This completes the proof of
(3.4.10), and hence the third assertion P (Sa, `) = C\(σe(Sa, `) ∪ {0}).
To prove the fourth assertion, take λ ∈ σe(Sa, `0) and a nonzero sequence
v0 ∈ `0 satisfying Sav0 = λv0. Then λ 6= 0 by (0.2.4). So we assume that λ 6= 0
hereafter. Still by (0.2.4), we obtain
λZ(v0)(z) = Z(a)(z)Z(v0)(z2). (3.4.13)
For a sequence v = {v(k)}k∈Z ∈ `0, let M(v) and m(v) denote respectively the
maximal and minimal indices k with v(k) 6= 0. By (3.4.13), we have
M(v0) = 2M(v0) +M(a) and m(v0) = 2m(v0) +m(a),
imply that
m(a) =M(a) and M(v0) = m(v0). (3.4.14)
This proves that σe(Sa, `0) = ∅ when M(a) 6= m(a). For the case that M(a) =
m(a), it follows from (3.4.13) and (3.4.14) that λ = a(m(a)). On the other hand,
one may verify that Sav0 = a(m(a))v0 for the sequence v0 = (δ−m(a)(k))k∈Z, where
for any l ∈ Z, we define δl(k) = 1 for k = l and δl(k) = 0 otherwise. Thus
σe(Sa, `0) = {a(m(a))} when m(a) = M(a). This completes the proof of the
fourth assertion.
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Finally, we prove the last assertion P (Sa, `0) = ∅. In particular, we shall
prove that for all λ ∈ C, (λI − Sa)−1 is not well defined on `0 by indirect proof.
Suppose on the contrary that (Sa−λI)−1 is well defined on `0. Let k0 be so chosen
that m(a) − 2M(a) < k0 < M(a) − 2m(a) if M(a) 6= m(a), k0 = −m(a) + 1 if
m(a) = M(a) and v0 be the delta sequence supported on k0. Then there exists
a sequence w ∈ `0 such that (Sa − λI)w = v0. Write the above equation as
Saw = λw + v0, which yields
M(a) + 2M(w) ≤ max(M(w), k0) and m(a) + 2m(w) ≥ min(m(w), k0). (3.4.15)
From (3.4.15), it follows that either
k0 ≥ M(a) + 2M(w) ≥M(a) + 2m(w)
= M(a)− 2m(a) + 2(m(a) +m(w)) ≥M(a)− 2m(a) (3.4.16)
when k0 ≥M(w), or
k0 ≤ m(a) + 2m(w) ≤ m(a) + 2M(w) ≤ m(a)− 2M(a) (3.4.17)
when k0 ≤ m(w). For the case m(a) 6= M(a), the estimates of k0 in (3.4.16)
and (3.4.17) contradict the assumption m(a) − 2M(a) < k0 < M(a) − 2m(a).
For the case m(a) = M(a), it follows from (3.4.16) that k0 ≥ M(w), and hence
m(a) + 2M(w) ≤ −m(a) + 1, which yields M(w) ≤ −m(a). From Saw = λw+ v0,
we see that M(a) + 2M(w) = M(v0) if M(w) < M(v0). This together with
M(w) ≤ −m(a) leads to m(a) + 2M(w) = −m(a) + 1, which is a contradiction
since both m(a) and M(w) are integers. 2
Remark 3.4.1. For an operator T on a finite dimensional space X, it is well known
that the set of all eigenvalues of the operator T and its conjugate T ∗ are the same,
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i.e. σe(T,X) = σe(T
∗, X). Thus combining Theorems 3.5.2 (see next section) and
3.0.5, we have the following result given by Jia [37].
Corollary 3.4.1. Let 0 6= a ∈ `0. Then σe(Sa, `)\{0} = σe(Ta, `0)\{0}.
2
3.5 Spectrum of transition operators
As a consequence of the spectral results of the subdivision operator, in this section,
we give the following description of the spectrum of the transition operator.




v(k) if |k| ≤ N
0 otherwise
for any v = {v(k)}k∈Zd ∈ `.
Theorem 3.5.1. [23] Let 1 < p <∞, a be a sequence supported in {k ∈ Zd : |k| ≤













w) = {λ : |λ| > rρp(Ta)}\σe(PNTaPN),
where ρp(Ta) is the spectral radius of the transition operator Ta on `
p.
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For a sequence space X, we let F(X) denote all 2pi periodic functions whose
Fourier sequence belongs to X. The space of F(X) is essentially a frequency-
domain space. One may verify that for the weight w in Theorem 3.5.1, the following
inclusions hold for the space F(`pw) and the Ho¨lder continuous space Cα([0, 2pi]):
Cα([0, 2pi]) ⊂ F(`pw) for r > 2−α+1/p,
and
F(`pw) ⊂ Cα([0, 2pi]) for r < 2−α−1+1/p.
Let Z([0, 2pi]) and Cα([0, 2pi]), 0 < α < 1, be the Zygmund class and Ho¨lder
continuous class of 2pi-periodic functions. The spectrum of the Ruelle operator
T̂a has been studied extensively [3, 4, 5, 21, 23, 31, 43]. If H is nonnegative and
normalized so that H(ξ)+H(ξ+pi) = 1, then it is known that the Ruelle operator
T̂a restricted to Z([0, 2pi]) and C
α([0, 2pi]), 0 < α < 1, is quasi-compact [4, 31]. Here
an operator T on a Banach space X is said to be quasi-compact if for some positive
integer k, T k = P + K for some operator P with ‖P‖ < 1 and some compact
operator K. As an application of Theorem 3.5.1, we see that for local stable
weights w in Theorem 3.5.1, the Ruelle operator T̂a associated with the finitely
supported sequence a is quasi-compact on the space F(`pw) if r < (ρp(Ta))−1.
The spaces `0 and ` can be viewed as limiting cases of `
p
w. The following theorem
describes the eigenvalues and resolvent sets of the transition operators in these
spaces for one dimension .
Theorem 3.5.2. [23] Let 0 6= a ∈ `0 and N a positive integer with supp(a) ⊂
[−N,N ]. Then
(i) σe(Ta, `0) = σe(PNTaPN , `([−N,N ])),
(ii) P (Ta, `0) = C\σe(Ta, `0),
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(iii) σe(Ta, `) = C,
(iv) P (Ta, `) = ∅.
Proof. First, we prove σe(Ta, `0) = σe(PNTaPN , `([−N,N ])). It is easy to verify
that Tav ∈ `([−N,N ]) for any v ∈ `([−N,N ]), which yields
σe(PNTaPN , `([−N,N ])) ⊂ σe(Ta, `0).
Hence it remains to prove
σe(Ta, `0) ⊂ σe(PNTaPN , `([−N,N ])). (3.5.1)
Take any λ ∈ σe(Ta, `0) and a nonzero sequence vλ ∈ `0 satisfying Tavλ = λvλ. Let
N ′ be the minimal integer such that vλ is supported in [−N ′, N ′]. The existence
of the integer N ′ follows from v ∈ `0. By direct computation, Tavλ is supported
in [−(N + N ′)/2, (N + N ′)/2], which implies N ′ ≤ (N ′ + N)/2. Hence we have
PNvλ = vλ. Substituting it into Tavλ = λvλ leads to
PNTaPNvλ = PNTavλ = λPNvλv = λvλ.
This proves (3.5.1), and hence σe(Ta, `0) = σe(PNTaPN , `([−N,N ])).
Secondly, we prove P (Ta, `0) = C\σe(Ta, `0). Clearly it suffices to prove
C\σe(Ta, `0) ⊂ P (Ta, `0). (3.5.2)
Take any λ 6∈ σe(Ta, `0) and any w ∈ `0. Let N ′ ≥ N and v ∈ `([−N ′, N ′]) be so
chosen that w is supported in [−N ′, N ′], and that
(PN ′TaPN ′ − λI)v = w. (3.5.3)
The existence of the above sequence v follows from λ 6∈ σe(PN ′TaPN ′ , `([−N ′, N ′]))
by the proof of the first assertion. By (3.5.3), (Ta−λI)v = w, and hence (λI−Ta)
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is invertible on `0. From the above construction of the inverse operator (Ta−λ)−1,
it is continuous on `0. This proves (3.5.2) and hence P (Ta, `0) = C\σe(Ta, `0).
Thirdly, we prove σe(Ta, `) = C, which is the most technical part in the proof
of the theorem. By (0.2.3), the sequence v0 with Z-transform zZ(a)(−z) satisfies
Tav0 = 0. Hence 0 ∈ σe(Ta, `). Therefore it suffices to construct a nonzero sequence
wλ ∈ ` for any nonzero complex number λ 6∈ σe(Ta, `0) such that
Tawλ = λwλ. (3.5.4)
We divide into three cases: M(a) = m(a), M(a) = m(a) + 1, and M(a) ≥ m(a) +
2, in the construction of the sequence wλ that satisfies (3.5.4). Hereafter for a
sequence v = {v(k)}k∈Z ∈ `0, we let M(v) and m(v) denote the maximal and
minimal indices k with v(k) 6= 0 respectively.






















which proves (3.5.4) for the case M(a) = m(a).
For the second case M(a) = m(a) + 1, we have λ 6= a(m(a)) and λ 6= a(M(a)),
since the sequences with Z-transforms being zm(a) and zM(a) are eigenvectors of
the transition operator Ta associated to the eigenvalues a(m(a)) and a(M(a)) re-
























λ− a(m(a)) and d1 =
a(M(a))
λ− a(M(a)) .
Again by (0.2.3), we obtain

























This proves (3.5.4) for the case M(a) = m(a) + 1.
For the third case thatM(a) ≥ m(a)+2, one of the polynomials zM(a)Z(a)(z)+
(−z)M(a)Z(a)(−z) and zm(a)Z(a)(z) + (−z)m(a)Z(a)(−z) cannot be a monomial.
Now let us prove (3.5.4) under the additional assumption that zM(a)Z(a)(z) +
(−z)M(a)Z(a)(−z) is not a monomial. In order to construct the required sequence
wλ, we need a lemma whose proof is postponed to the end of this section.
Lemma 3.5.3. Let P (z) be a polynomial that satisfy P (0) 6= 0 and P (z) 6≡ P (0).
Then for any nonzero complex number λ, there exists a nonzero sequence w :=
{w(k)}k∈Z such that w(k) = 0 for all k ≥ 0, and such that P (z)Z(w)(z) −
λZ(w)(z2) is a polynomial.









Then P (z) is a polynomial, P (0) = a(M(a)) 6= 0, and P (z) is not a monomial
by the additional assumption on Z(a). By Lemma 3.5.3, there exists a nonzero
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sequence w1 := {w1(k)}k∈Z such that w1(k) = 0 for all k ≥ 0, and such that
Q(z) := P (z)Z(w1)(z)− λZ(w1)(z2)
is a polynomial. From the definition of Q(z), the sequence v2 defined by Z(v2)(z) =
−zM(a)Q(z−1) belongs to `([−N,N ]). Let w2 = {w2(k)}k∈Z ∈ `([−N,N ]) satisfy
(PNTaTN − λI)w2 = (Ta − λI)w2 = v2. (3.5.5)
The existence of the sequence w2 follows from λ 6∈ σe(PNTaPN , `([−N,N ])). Define
wλ := (wλ(k))k∈Z by
Z(wλ)(z) = Z(w2)(z) + zM(a)Z(w1)(z−2).
One may verify that `([m(a),M(a)]) is invariant under the operator Ta, i.e. Tav ∈
`([m(a),M(a)]) for any v ∈ `([m(a),M(a)]). Therefore the sequence w2 con-
structed above belongs to `([m(a),M(a)]), and hence wλ(M(a) + 2k) = w1(−k)
for k ≥ 1, which implies that wλ is a nonzero sequence. By (0.2.3) and (3.5.5),












This proves that the nonzero sequence wλ satisfies (3.5.4) for the case that z
M(a)Z(a)(z)+
(−z)M(a)Z(a)(−z) is not a monomial. Using the same argument as above, one may
construct a nonzero sequence satisfying (3.5.4) for the case that zm(a)Z(a)(z) +
(−z)m(a)Z(a)(−z) is not a monomial. We omit the detail of the construction of
wλ for that case here. Therefore we complete the proof of (3.5.4), and hence the
third assertion σe(Ta, `) = C follows.
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Finally, the fourth assertion P (Ta, `) = ∅ follows easily from the third assertion
σe(Ta, `) = C. 2
Now we prove Lemma 3.5.3.
Proof of Lemma 3.5.3. Write P (z) = p(0) + · · · + p(L)zL, where p(L) 6= 0. Then
L ≥ 1 and p(0) 6= 0 by the assumption. Define w(k) = 0 for all k ≥ 0, w(−1) = 1,
w(k) = 0 for all −L ≤ k ≤ −2, and define w(k), k ≤ −L− 1, inductively by
w(k − L) =
{
−p(L)−1∑L−1k′=0 p(k′)w(k − k′) if k ∈ 2Z+ 1,
−p(L)−1(∑L−1k′=0 p(k′)w(k − k′)− λw(k/2)) if k ∈ 2Z,
































p(l)w(k − l)− λw(k/2)
)
zk,
with all negative powers terms equal to zero. This completes the proof. 2
Remark 3.5.1. The inclusion σe(Ta, `) ⊂ σe(PNTaPN , `([−N,N ])) in the first as-
sertion of Theorem 3.5.2 was proved by Han and Jia when studying admissible set
[30]. A decomposition of the spectrum of the transition operator Ta on a finite
dimensional space was established by Jia and Zhang [41], and their decomposition
has useful applications to the analysis of smoothness of refinable functions in term
of their masks.
The first assertion σe(Ta, `0) = σe(PNTaPN , `([−N,N ])) in Theorem 3.5.2 is
known for a long time (see for instance the paper by Han and Jia [30]). For
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0 ≤ L ∈ Z, let
VL = {v := {v(k)}k∈Z :
∑
k∈Z
v(k)ki = 0 for all 0 ≤ i ≤ L}.
Suppose that a satisfies the sum rule of order L, i.e.
∑
k∈Z




for all polynomial sequence {p(k)}k∈Z of degree at most L − 1 and γ ∈ Z. Then
the following decomposition of the spectrum of the transition operator Ta on a
finite dimensional space was established by Deslauriers and Dubuc [18] and Jia
and Zhang [41],
σe(PNTaPN , `([−N,N ]))
= σe(PNTaPN , `([−N,N ]) ∩ VL−1) ∪ { 2−µ : 0 ≤ µ ≤ L− 1}.
The above decomposition has useful applications to the study of interpolatory
subdivision schemes [18] and to the analysis of smoothness of refinable functions





Let S be the space of all Schwartz functions and S ′ the dual space of all tempered
distributions with the usual topologies. A finitely supported real sequence a :=
{a(k)}k∈Z, normalized so that
∑
k∈Z a(k) = 2, defines the scaling operator T˜a and
the adjoint scaling operator T˜a
∗

















, f ∈ S ′. (4.0.2)
Both T˜a and T˜a
∗
are continuous maps on S as well as on S ′ and T˜a∗ is indeed
the adjoint of T˜a in the sense that 〈T˜af, g〉 = 〈f, T˜a∗g〉 or 〈T˜a∗f, g〉 = 〈f, T˜ag〉 for
any pair (f, g) ∈ S ′ × S, where 〈·, ·〉 denotes the action of a distribution on a test
function.
The scaling operator T˜a and the transition operator Ta are related via the
following commutation identity, ST˜a = TaS, where S is the sampling operator
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that restricts a continuous function f ∈ C(R) to the integers Z, i.e. Sf = f |Z,








n · −k), f ∈ S ′ and n ∈ Z+.
Defining the Fourier transform of an integrable function or a tempered distri-
bution in the usual way, and denoting the Fourier transform of f by f̂ , (4.0.1) and
(4.0.2) transform to ̂˜





f(ξ) = 2H(−ξ)f̂(2ξ) (4.0.4)




−ikξ. The compactly supported distribu-





satisfies φ̂(ξ) = H(ξ/2)φ̂(ξ/2) or equivalently
T˜aφ = φ and φ̂(0) = 1. (4.0.6)
In fact, φ is the unique compactly supported distributional solution of the equation
(4.0.6) [15].
The equation (4.0.6) is known as a scaling equation or refinement equation. Its
solution is called a scaling function. Scaling functions play an important role in
multiscale representation, which has many applications such as scale-space analysis
[64], geometric modelling ([7, 36]) and wavelet analysis ([9, 15, 48]). Many proper-
ties of scaling functions are determined by the spectra of the transition operators
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Ta ([15, 16, 20, 38, 45, 50, 57, 58, 63]). This has motivated the study of the spectra
of transition operators. In this chapter the study of the spectra of transition and
scaling operators is further motivated by the following two observations, where
σe(T,X) denote the set of eigenvalues of a continuous operator T on a topological
linear space X.
(A) The inclusion σe(T˜a, L
2
c) ∪ {0} ⊂ σe(Ta, `0) holds for any a ∈ `0, with






, and hence the corresponding refinable function is a B-spline. Here
L2c denotes the space of compactly supported square-integrable functions.
(B) Equation (4.0.6) shows that T˜aφ
(n) = 2−nφ(n), n ∈ Z+, where φ(n) are the
distributional derivatives of the scaling function φ. On the other hand its Fourier









For basic properties of Appell sequences see [19]. It turns out that Qn, n ∈ Z+,
is a sequence of eigenfunctions of T˜a
∗
corresponding to eigenvalues 2−n and is
biorthogonal to {φ(n)}. Further, if φ is the B-spline of order N, the correspond-
ing Appell polynomials are the Bernoulli polynomials of order N. It is observed
that when suitably normalized, the Bernoulli polynomials converge to the Hermite
polynomials as N →∞.
The objective of this chapter is to develop these two observations and study
the eigenvalues of the scaling and transition operators and their adjoints in full
generality. The chapter is organized as follows. In the first section we study the
eigenvalues of the scaling operators on the space of Schwartz functions as well as on
the space of tempered distributions. The observation (A) is developed in Sections
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4.2 and 4.3. In Section 4.2 we show that the inclusion σe(T˜a, L
2
c)∪{0} ⊂ σe(Ta, `0)
holds for all a ∈ `0, and in Section 4.3 it is shown that equality holds if and only
if the mask a is a shift of the binomial sequence. In fact in Theorem 4.3.2 we
prove more as well as provide more precise results. The remaining two sections
develop the observation (B), which begins with the construction of the Appell
sequence of eigenfunctions of T˜a
∗
in Section 4.4. Two Appell sequences of polyno-
mials Pn and Qn, n ∈ Z+, which are eigenfunctions of T˜a and T˜a∗ with eigenvalues
2n+1 and 2−n respectively, are constructed via their generating functions φ̂(iz)e−xz
and exz/φ̂(iz), and we show that the Appell sequence {Qn}n≥0 is biorthogonal to
{φ(n)}n≥0, the distributional derivatives of the corresponding scaling function. We
end Section 4.4 with general results on the eigenvalues of the adjoint operator T˜a
∗
on S, C∞ and S ′. In Section 4.5 we zoom in on the Appell sequence of polynomials,
{B{N}n }n≥0, generated by the B-spline of order N. They are Bernoulli polynomials
of order N. It is interesting to note that in this case, the distributional derivatives
of the uniform B-spline and the Bernoulli polynomials form a biorthogonal sys-
tem, which appears to be a new relationship involving two classical functions. It
is also known that the normalized B-splines converge (uniformly) to the Gaussian
function G(x) = 1√
2pi
e−x
2/2 (see [8], [13], [62]). The Gaussian function is a scaling
function with respect to an integral scaling equation [8], and its Fourier trans-
form defines the generating function exz/Ĝ(iz) for the Hermite polynomials. It is
also interesting to note that the biorthogonality of the Hermite polynomials and
the derivatives of the Gaussian function, as the corresponding refinable function,
is precisely the orthonormality of the Hermite polynomials with respect to the
Gaussian weight. This leads us to show that the normalized Bernoulli polynomials
(N/12)−1/2B{N}n (
√
N/12x+N/2) converge to the Hermite polynomials as the or-
der N tends to infinity. Thus, the relationship between the Gaussian function and
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Hermite polynomials can be viewed as the limiting case of a similar relationship
between the B-splines and Bernoulli polynomials.
4.1 Scaling operators
Let D and (C∞)′ denote the space of all compactly supported C∞ functions and
the space of compactly supported tempered distributions respectively. It is known
([15, 16]) that
σe(T˜a,D) = ∅. (4.1.1)
It is also known ([15, 16]) that the scaling equation T˜aφ = φ has a unique com-
pactly supported distributional solution normalized so that φ̂(0) = 1, i.e. φ is an
eigenfunction in (C∞)′ of the scaling operator T˜a with eigenvalue 1. Taking the
n-th order distributional derivative on both sides of the equation in (4.0.6) gives
T˜aφ
(n) = 2−nφ(n), n ∈ Z+, (4.1.2)
which means that the n-th order derivative φ(n) of the scaling function is an eigen-
function of the scaling operator T˜a corresponding to the eigenvalue 2
−n. In partic-
ular, it was known [16] that
σe(T˜a, (C
∞)′) = {2−n : n ∈ Z+}.
The main objective of this section is to prove the following theorem.
Theorem 4.1.1. Let a := {a(k)}k∈Z ∈ `0 satisfy
∑






σe(T˜a,S) = ∅, (4.1.3)
C \ {0} ⊂ σe(T˜a,S ′), (4.1.4)
87
and
0 ∈ σe(T˜a,S ′)⇐⇒ H(ξ0) = 0 for some ξ0 ∈ R. (4.1.5)
As an easy consequence of Theorem 4.1.1, we have the following surprising
consequence for the eigenvalues of the scaling operator T˜a on S ′.
Corollary 4.1.2. Let a := {a(k)}k∈Z ∈ `0 satisfy
∑
k∈Z a(k) = 2 and
∑
k∈Z(−1)ka(k) =
0. Then σe(T˜a,S ′) = C.
Proof of Theorem 4.1.1. We first prove (4.1.3). Suppose, on the contrary, that
σe(T˜a,S) 6= ∅. Then there exist λ ∈ σe(T˜a,S) and a nonzero Schwartz function f
that satisfies
T˜af = λf. (4.1.6)
Taking Fourier transforms on both sides of the equation (4.1.6), we obtain
H(ξ/2)f̂(ξ/2) = λf̂(ξ) for all ξ ∈ R, (4.1.7)




−ikξ. If λ = 0, we have f̂(ξ) = 0 by (4.1.7) and the fact
that H(ξ) is a nonzero trigonometric polynomial. This proves that f ≡ 0 when
λ = 0. It remains to consider the case λ 6= 0. By Taylor’s expansion, either
f̂(ξ) = Pk(ξ) + o(|ξ|k) as ξ → 0 (4.1.8)
for some nonnegative integer k and a nonzero monomial Pk(ξ) of degree k, or
f̂(ξ) = o(|ξ|k) as ξ → 0 (4.1.9)
for any nonnegative integer k ≥ 0. For the first case in which (4.1.8) holds, we
compare the order of Ĥ(ξ/2)f̂(ξ/2) and f̂(ξ) on both sides of the equation (4.1.7)
as ξ → 0, and use the fact H(0) = 1 to deduce that λ = 2−k. Let φ be the unique
88
compactly supported distributional solution of the refinement equation T˜aφ = φ.
Recall that φ̂(ξ) =
∏∞
j=1H(2
−jξ). Applying (4.1.7) iteratively gives









H(2−jξ) = φ̂(ξ) and lim
n→∞





H(2−jξ)Pk(ξ) = φ̂(ξ)Pk(ξ), (4.1.11)
Thus f = Pk(D)φ, which contradicts f ∈ S since φ is not a Schwartz function by
(4.0.6) and (4.1.1).
For the second case in which (4.1.9) holds, applying (4.1.7) iteratively gives
f̂(ξ) = λ−1H(ξ/2)f̂(ξ/2) =
n∏
j=1
H(2−jξ)× λ−nf̂(2−nξ)→ 0 as n→∞,
which contradicts f 6≡ 0. This completes the proof of (4.1.3).
We now prove (4.1.4). Take any nonzero complex number λ. Then it suffices
to find a nonzero tempered distribution fλ that satisfies
H(ξ/2)f̂λ(ξ/2) = λf̂λ(ξ). (4.1.12)
To define the tempered distribution fλ, we introduce an auxiliary function gλ. Let








λ−k〈h, g(2−kξ)〉 for all h ∈ S.
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|h(x)(1 + |x|)M |+ |h(N)(x)|
)
,
where M is so chosen that 2−M < |λ|, N is the integral part of ln2 |λ| and C is a
positive constant independent of h ∈ S. Define fλ by
f̂λ(ξ) = φ̂(ξ)gλ(ξ),
where φ is defined in (4.0.5). Recall that φ̂ ∈ C∞ and that φ̂(m) has polynomial
increase for all m ∈ Z+. Therefore φ̂h ∈ S for any h ∈ S, and fλ is a nonzero
tempered distribution. For any h ∈ S, we have







λ−k〈hφ̂, g(2−k·)〉 = 〈h, φ̂gλ〉,
which leads to (4.1.12) and hence proves the assertion (4.1.4).
Finally we prove (4.1.5). If λ = 0 is an eigenvalue of the scaling operator T˜a on
S ′, then
H(ξ)f̂0(ξ) = 0 (4.1.13)
for some nonzero tempered distribution f0. Thus H(ξ0) = 0 for some ξ0 ∈ R
since otherwise multiplying the bounded C∞ function H(ξ)−1 on both sides of
the equation (4.1.13) leads to f̂0(ξ) = 0, which is a contradiction. Conversely, if
H(ξ0) = 0 for some ξ0 ∈ R, then the function f0, whose Fourier transform f̂0 is
the delta function δξ0 , satisfies (4.1.13), which proves that 0 is an eigenvalue of the
scaling operator T˜a on S ′. 2
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4.2 Eigenvalues of scaling and transition opera-
tors
This and the following section develop the relationships between the eigenvalues
of the scaling operator T˜a on L
2
c , the space of compactly supported L
2 functions,
and the corresponding transition operator Ta on `0. We shall first establish, in the
following theorem, the inclusion σe(T˜a, L
2
c) ∪ {0} ⊂ σe(Ta, `0) that holds for any
finitely supported sequence a that sums to 2. In the next Section we show that
equality holds if and only a is a shifted binomial.
Theorem 4.2.1. Let a := {a(k)}k∈Z ∈ `0 satisfy
∑
k∈Z a(k) = 2. Then
σe(T˜a, L
2
c) ∪ {0} ⊂ σe(Ta, `0). (4.2.1)
As a consequence of Theorem 4.2.1 we have the following result ([7, 16])
Corollary 4.2.2. Let a := {a(k)}k∈Z ∈ `0 satisfy
∑
k∈Z a(k) = 2. Then
σe(T˜a, Cc) ∪ {0} ⊂ σe(Ta, `0), (4.2.2)
where Cc is the space of compactly supported continuous functions.
We shall first develop two lemmas that will help in the proof of Theorem 4.2.1.
Lemma 4.2.3. Let a := {a(k)}k∈Z ∈ `0 satisfy
∑
k∈Z a(k) = 2. Then σe(T˜a, L
2
c) =
∅ or {1, 1/2, . . . , 1/2k0} for some nonnegative integer k0. In the latter situation,
the unique compactly supported distributional solution φ of the refinement equation
T˜aφ = φ with φ̂(0) = 1 has derivatives up to order k0 in L
2, and if gl is an
eigenfunction of the scaling operator T˜a with eigenvalue 2
−l, l = 0, 1, . . . , k0, then
gl = Cφ
(l) for some nonzero constant C.
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Proof. Let λ ∈ σe(T˜a, L2c) and gλ be a nonzero function in L2c that satisfies
T˜agλ = λgλ. (4.2.3)
Then it suffices to prove that λ = 2−l and gλ = Cφ(l) for some nonnegative integer
l. Taking the Fourier transform on both sides of (4.2.3) leads to





−ikξ. Note that ĝλ is analytic on R since gλ has compact
support. Therefore, by comparing the order of ξ on both sides of the equation
(4.2.4) at the origin and using H(0) = 1, we conclude that λ = 2−l for some
nonnegative integer l. Thus Gλ(ξ) := ĝλ(ξ)ξ
−l is still analytic and satisfies the




−nξ). Hence gλ = Cφ(l) for some nonzero constant C.
The next lemma is a known result on a sum rule of an L2 function, which we
shall state here for convenient reference (see for instance [35] and the references
therein).
Lemma 4.2.4. For a = {a(k)}k∈Z ∈ `0 that satisfies
∑
k∈Z a(k) = 2, let φ be
the unique compactly supported distributional solution of the refinement equation
φ = T˜aφ . If φ, . . . , φ











for some trigonometric polynomial H˜(ξ).
Proof of Theorem 4.2.1. The assertion is trivial if σe(T˜a, L
2
c) = ∅ since one can




c) = {1, . . . , 2−k0} (4.2.5)
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for some nonnegative integer k0, and φ, φ
′, . . . , φ(k0) ∈ L2c . Thus φ, φ′, . . . , φ(k0−1)
are compactly supported continuous functions. Taking derivatives on both sides
of the equation T˜aφ = φ, gives
φ(l) = 2lT˜aφ
(l), l = 0, 1, . . . , k0 − 1. (4.2.6)
Applying the sampling operator S and using the commutation identity ST˜a = TaS,
lead to
TaSφ
(l) = 2−lSφ(l), l = 0, 1, . . . , k0 − 1. (4.2.7)
We claim that Sφ(l) is not a zero sequence. Suppose on the contrary that Sφ(l) ≡ 0,
i.e. φ(l)(k) = 0 for all k ∈ Z. Using (4.2.6) inductively on n ∈ Z+, we have
φ(l)(2−nk) = 0 for all k ∈ Z, which together with the continuity of φ(l) leads to
φ(l) ≡ 0. Hence φ is a polynomial, which contradicts the fact that φ is a nonzero
compactly supported function. This proves our claim that Sφ(l) is not a zero
sequence. Hence 2−l, l = 0, 1, . . . , k0 − 1, are eigenvalues of the operator Ta on `0
by (4.2.7) and the above claim. Therefore it remains to prove that 2−k0 ∈ σe(Ta, `0).






















a1(2k + 1) = 1. (4.2.9)
Let N1 be so chosen that a1(k) = 0 for all integer k with |k| > N1. Then by (4.2.9),
the sum of the entries of every column of the matrix B := (a1(2i− j))N1i,j=−N1
is 1. Thus 1 is an eigenvalue of B. Hence there exists a nonzero vector v1 =
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(v1(−N1), . . . , v1(N1))T such that Bv1 = v1. Considered as a compactly supported












a1(2j − k)v1(k)e−2ijξ = (Sa1v1)∧(2ξ). (4.2.10)
By (4.2.8) and (4.2.10), the nonzero finitely supported sequence w ∈ `0 defined by
ŵ(ξ) = (1− e−iξ)k0 v̂1(ξ) satisfies
(Taw)
∧(ξ) = H(ξ/2)ŵ(ξ/2) +H(ξ/2 + pi)ŵ(ξ/2 + pi)
= 2−k0(1− e−iξ)k0 (H1(ξ/2)v̂1(ξ/2) +H1(ξ/2 + pi)v̂1(ξ/2 + pi))
= 2−k0(1− e−iξ)k0(Sa1v1)∧(ξ)
= 2−k0(1− e−iξ)k0 v̂1(ξ) = 2−k0ŵ(ξ).
This proves that 2−k0 ∈ σe(Ta, `0), and hence completes the proof of Theorem 4.2.1.
2
4.3 Scaling operators and B-splines
For a sequence a := {a(k)}k∈Z ∈ `0 let Ia ⊂ Z be the smallest interval containing
the support of a. For an interval I ⊂ Z let `(I) := {a ∈ `0 : supp(a) ⊂ I}.
One may verify that `(Ia) is an invariant subspace of Ta on `0, i.e. Tav ∈ `(Ia)
for all v ∈ `(Ia). For an integer N ≥ 1, let aN = {aN(k)}k∈Z be the binomial







for k = 0, 1, . . . , N, and 0 otherwise.
The corresponding scaling operator T˜a
N
and the transition operator Ta
N
restricted
to compactly supported L2 functions and sequences supported in Ia
N
respectively
have the same eigenvalues as described in the following theorem, whose proof is
postponed to the next subsection.
94
Theorem 4.3.1. If aN is the binomial sequence of order N , then
σe(T˜a
N









, `0) = {0} ∪ {2−k : k = 0, 1 . . . , N − 1}. (4.3.3)
For a sequence a := {a(k)}k∈Z ∈ `0 that satisfies
∑
k∈Z a(k) = 2, Theorem
4.2.1 says that σe(T˜a, L
2
c) ∪ {0} ⊂ σe(Ta, `0). On the other hand, Theorem 4.3.1
shows that equality is attained for the binomial sequences aN for any N ∈ N. A
natural question is whether equality holds for any other sequences a ∈ `0 besides
the binomial sequences. The answer is no and the next result shows why not.
Theorem 4.3.2. Let a := {a(k)}k∈Z ∈ `0 satisfy
∑
k∈Z a(k) = 2. Then the follow-
ing are equivalent.

















where L = max(Ia) and N = |Ia|.
(b) σe(Ta, `(Ia)) = σe(T˜a, L
2
c).
(c) σe(Ta, `0) = σe(T˜a, L
2
c) ∪ {0} and 0 /∈ σe(Ta, `(Ia)).
Refinement equations whose masks are shifted binomial sequences arise in many
situations. The corresponding refinable functions are B-splines, which have many
desirable properties ideal for signal processing [61] and geometric modelling [7].
Here the N -th order B-spline BN is defined inductively by BN+1 := BN ∗B1 with
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B1 := χ[0,1]. Theorem 4.3.2 characterizes B-splines via the connection between
the eigenvalues of the corresponding scaling operators and transition operators on
spaces of compactly supported functions and finitely supported sequences respec-
tively. See ([46, 60]) and references therein for more characterizations of B-splines.
4.3.1 Proof of Theorem 4.3.1
To prove Theorem 4.3.1, we need a lemma.
Lemma 4.3.3. Let a := {a(k)}k∈Z ∈ `0 satisfy
∑
k∈Z a(k) = 2. Then
σe(Ta, `(Ia)) ∪ {0} = σe(Ta, `(Ia ∪ (Ia + 1))) = σe(Ta, `0). (4.3.4)
Proof. From the matrix representation of Ta, it follows that
0 ∈ σe(Ta, `(Ia ∪ (Ia + 1))). (4.3.5)
Because of (4.3.5), the following inclusions hold,
σe(Ta, `(Ia)) ∪ {0} ⊂ σe(Ta, `(Ia ∪ (Ia + 1))) ⊂ σe(Ta, `0).
Then we need only to show that σe(Ta, `0) ⊂ σe(Ta, `(Ia))∪{0}. Note that I(Tav) =
Ia+Iv
2
∩ Z for any v ∈ `0. Then if λ ∈ σe(Ta, `0)\{0} and 0 6= vλ ∈ `0 satisfies
Tavλ = λvλ, then Ivλ ⊂ Ia, which means that vλ ∈ `(Ia) and λ ∈ σe(Ta, `(Ia)).
Proof of Theorem 4.3.1. We first prove (4.3.1). Since the B-spline BN is a
piecewise polynomial of degree N − 1 of compact support and BN ∈ CN−2 for
N ≥ 1, it follows that B(n)N ∈ L2c for any n = 0, 1, . . . , N − 1, and B(N)N 6∈ L2c .
Therefore, the first assertion (4.3.1) follows from Lemma 4.2.3.
Next we prove (4.3.2). For the binomial sequence a
N
, we have Ia
N
= [0, N ]∩Z
and âN(ξ) = 2
−N+1(1 + e−iξ)N . One may verify that the functions Fk, 1 ≤ k ∈ Z,
96

































, k ≥ 1.
Therefore by (0.2.5), for any k = 0, . . . , N − 1, the sequence vk with v̂k(ξ) =
(1−e−iξ)kFN−k(ξ), k = 0, 1, . . . , N−1, belong to `(Ia
N
) and are the eigensequences
of the transition operator Ta
N
associated with the eigenvalue 2−k. This yields





One may also verify that the sequences v, whose Fourier transforms v̂(ξ) are (1−
e−iξ)N−1 and (1 − e−iξ)N−1e−iξ, belong to `(Ia
N
) and are linearly independent
eigenvector of the transition operator Ta
N
associated with the eigenvalue 2−N+1.





) and the eigenspace associated with the eigenvalue 2−N+1 is at least
two. Recall that the dimension of the space `(Ia
N





)) ⊂ {2−k : k = 0, 1, . . . , N − 1}. (4.3.7)
Hence (4.3.2) follows from (4.3.6) and (4.3.7).
Finally the assertion (4.3.3) follows easily from (4.3.2) and Lemma 4.3.3. 2
4.3.2 Proof of Theorem 4.3.2
Proof of Theorem 4.3.2. For any l ∈ Z, τl : `0 → `0 denotes the shift operator τla =




c) = σe(T˜τla, L
2
c). So we can assume without loss of generality that
Ia = {0, . . . , N} for some positive integer N .
That (a) implies (b) is the result of Theorem 4.3.1, while the equivalence be-
tween (c) and (b) follows from (4.2.1) and (4.3.4) and the fact that 0 6∈ σe(T˜a, L2c).
Now we show that (b) implies (a). By Lemma 4.2.3, σe(T˜a, L
2
c) = ∅ or {1, 1/2, . . . , 1/2k0}
for some non-negative integer k0. Since a(0), a(N) ∈ σe(Ta, `(Ia)) by the matrix
representation of Ta, it follows that
σe(Ta, `(Ia)) = {1, 1/2, . . . , 1/2k0}. (4.3.8)
Since as an operator on `(Ia), Ta is represented by the matrix (a(2i − j))Ni,j=0, its
eigenpolynomial is of the form (−1)N+1λN+1 + (−1)Ntrace(Ta)λN + g(λ), where
trace(Ta) =
∑N
j=0 a(j) = 2 and g is a polynomial of degree less than N. Thus the
sum of all the eigenvalues of Ta, counting multiplicity is equal to trace(Ta) = 2.
Therefore, assuming that 1/2k is an eigenvalue of Ta on `(Ia) with multiplicity
lk ≥ 1, we obtain the equations
∑k0
k=0 lk/2
k = 2 and
∑k0
k=0 lk = N + 1. The first
equation yields lk = 1 for k = 0, 1, . . . , k0 − 1, lk0 = 2. The second equation then
implies
k0 = N − 1. (4.3.9)
By (4.3.8), (4.3.9) and the assumption (b), we obtain σe(T˜a, L
2
c) = {1, 1/2, · · · , 1/2N−1}.










, and hence the assertion (a). 2
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4.4 Appell sequences and adjoint scaling opera-
tors
Let a := {a(k)}k∈Z ∈ `0 satisfy
∑
k∈Z a(k) = 2, and let φ be the unique compactly
supported distributional solution of the refinement equation T˜aφ = φ with φ̂(0) =
1. Taking distributional derivatives on both sides of the refinement equation T˜aφ =
φ shows that for any positive integer n, φ(n) is an eigenfunction of the scaling
operator T˜a on (C
∞)′ associated with the eigenvalue 2−n, n ∈ Z+. Since φ is
compactly supported, its Fourier transform φ̂ is analytic. Therefore, it generates


















Theorem 4.4.1. Let {Pn} and {Qn} be Appell sequences generated by φ̂ in (4.4.1)













































which leads to (4.4.3).
The relation (4.4.4) shows that Qn is an eigenfunction of T˜a
∗
with eigenvalue
2−n, n ∈ Z+. Recall that φ(n) is an eigenfunction of T˜a with the same eigenvalue
2−n for each n. These observations motivate the following
Theorem 4.4.2. The eigensequences {(−1)nφ(n)}∞n=0 and {Qn/n!}∞n=0 form a biorthog-
onal system, i.e.
〈(−1)mφ(m), Qn/n!〉 = δm,n, m, n ∈ Z+. (4.4.5)
where 〈·, ·〉 denotes the action of a distribution on a test function.










We end this section with results on the eigenvalues of T˜a
∗
on the spaces S, C∞
and S ′.
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Theorem 4.4.3. Let a := {a(k)}k∈Z ∈ `0 satisfy
∑









(ii) 0 ∈ σe(T˜a∗, C∞) if and only if H is not a monomial.
(iii) σe(T˜a
∗
, C∞) \ {0} = {2−n : n ∈ Z+}.
(iv) σe(T˜a
∗
,S ′) = C \{0} if H(ξ) 6= 0 for all ξ ∈ R.
Proof. We first prove that σe(T˜a
∗
,S) = ∅. The idea is similar to that in the proof




f = λf. (4.4.6)
Taking the Fourier transform on both sides of the equation (4.4.6) gives
2H(−ξ)f̂(2ξ) = λf̂(ξ). (4.4.7)
Thus f̂(ξ) = λ(2H(−ξ/2))−1f̂(ξ/2) on a neighborhood of the origin, say {ξ : |ξ| ≤
δ}. Then using the same argument as in the proof of the assertion (4.1.3), we
conclude that either f̂(ξ) ≡ 0 on that neighborhood, or f̂(ξ) = Pk(ξ)/φ̂(−ξ) on
some neighborhood of the origin, where Pk(ξ) is a nonzero monomial of degree
k, and φ is the refinable function that satisfies T˜aφ = φ with φ̂(0) = 1. In the
first case, f̂(ξ) ≡ 0 for all ξ ∈ R by (4.4.7), and hence f ≡ 0. In the second
case, λ = 2k+1 and f̂(ξ) = Pk(ξ)/φ̂(ξ) for all ξ ∈ R by an iterative application of
(4.4.7). Thus 0 6= Pk(ξ) = f̂(ξ)φ̂(ξ), which is a contradiction since the right hand
side f̂(ξ)φ̂(ξ) tends zero as ξ tends to infinity. The decay of f̂(ξ)φ̂(ξ) at infinity
follows from the facts that f̂ is a Schwartz function and that φ̂ is dominated by a




To prove (ii), it suffices to prove that 0 6∈ σe(T˜a∗, C∞) if H is a monomial,
and that 0 ∈ σe(T˜a∗, C∞) if H is not a monomial. The first assertion follows
easily from the definition of the adjoint scaling operator. To prove the second
assertion, we assume that H is not a monomial. By the Fundamental Theorem








iξ0x = 0, which leads to 0 ∈ σe(T˜a∗, C∞).
This completes the proof of assertion (ii).
To prove (iii), we recall from Theorem 4.4.1 that Qn ∈ C∞ is an eigenfunction
of T˜a
∗
with eigenvalue 2−n, n ∈ Z+. Therefore, we need only to show that
σe(T˜a, C
∞)\{0} ⊂ {2−n : n ∈ Z+}. (4.4.8)
To this end, let λ ∈ σe(T˜a∗, C∞)\{0} and fλ ∈ C∞ satisfy T˜a∗fλ = λfλ. Let φ be
the unique compactly supported distributional solution of the refinement equation
φ =
∑
k∈Z a(−k)φ(2 · −k) with φ̂(0) = 1, and denote the convolution between fλ








a(−k)〈fλ(x− k/2− ·), φ(2·)〉
= 2〈T˜a∗fλ(2x− 2·), φ(2·)〉 = λ〈fλ(2x− ·), φ〉 = λFλ(2x).
Let g be the restriction of the function Fλ on the interval [1, 2]. It then follows
from Fλ(x) = λg(2x) that Fλ(x) = λ
ng(2nx) for all x ∈ [2−n, 2−n+1]. Recall that
Fλ(x) ∈ C∞, and that the k-th derivative of Fλ on 2−n[1, 2] is (2kλ)ng(k)(2nx).
Therefore, for any integer k such that 2k|λ| > 1, we must have g(k)(x) = 0 because
of the continuity of F
(k)
λ at the origin. Thus g(x) is a polynomial. Note that the
right k-th derivative of Fλ at the point 1 is g
(k)(1), and that the left k-th derivative
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of Fλ at 1 is λ2
kg(k)(2) for any nonnegative integer k. Thus
g(k)(1) = λ2kg(k)(2) (4.4.9)
for all k ≥ 0. Writing g(x) = ∑Lj=0 ajxj, where aL 6= 0, and using (4.4.9) with
k = L, we obtain λ = 2−L. This establishes the inclusion (4.4.8), and hence (iii).
Finally we prove (iv) using a similar argument as that in Theorem 4.1.1. Let φ
satisfy T˜aφ = φ. Then φ̂(ξ) =
∏∞
j=1H(2
−jξ), which together with our assumption
that H is non-vanishing lead to
|φ̂(ξ)| ≥ C(1 + |ξ|)−N for all ξ ∈ R, (4.4.10)
where C and N are positive constants. Take a nonzero complex number λ and
define f̂λ(ξ) =
hλ(ξ)







)k 〈h, g(2−kξ)〉 for any h ∈ S, and g is a bounded measur-
able function supported in {ξ : 1 < |ξ| < 2} and satisfies ∫R ξlg(ξ)dx = 0 for all
0 ≤ l ≤ 1 − ln2 |λ|. We remark that hλ is a measurable function if |λ| > 1. By
the same argument as in the proof of Theorem 4.1.1, hλ is a nonzero tempered
distribution, which together with the estimate (4.4.10) imply that fλ is a nonzero
tempered distribution. For any h ∈ S, we have














〈h(φˆ(−·))−1, g(2−k·)〉 = λ〈h, f̂λ〉,
and hence Safλ = λfλ. This proves that C \{0} ⊂ σe(T˜a∗,S ′). Therefore it remains
to prove 0 6∈ σe(T˜a∗,S ′). Suppose, on the contrary, that 0 ∈ σe(T˜a∗,S ′). Then
H(−ξ)f̂0(2ξ) = ̂˜Ta∗f0(ξ) = 0 (4.4.11)
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for some nonzero tempered distribution f0. Multiplying both sides of the equation
(4.4.11) by the bounded C∞ function H(−ξ)−1 gives f0 = 0, which is a contradic-
tion.
4.5 Biorthogonal eigensystems involving Bernoulli
and Hermite polynomials


















which shows that the polynomials B
{N}
n , n ∈ Z+, are indeed Bernoulli polynomials
of order N . From Theorem 4.4.2 it follows that for each N ∈ N the Bernoulli
polynomials B
{N}
n , n ∈ Z+, are biorthogonal to the distributional derivatives B(n)N ,
n ∈ Z+, of the N -th order B-spline, a result that appears to be a new link between
the two well-known functions.



























. Clearly, the biorthogonal relationship is preserved
under the normalization, i.e.
〈(−1)mB˜(m)N , B˜{N}n /n!〉 = δm,n, m, n ∈ Z+. (4.5.4)
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For the Gaussian G(x) := 1√
2pi
e−x
2/2, its Fourier transform Ĝ(ξ) = e−ξ
2/2 is
still a Gaussian, and it generates the Hermite polynomials in the same way as the










Since G(n) = (−1)nHnG, n ∈ Z+ , the orthonormality of the Hermite polynomi-
als {Hn} with respect to the weight G is equivalent the biorthogonality of the
sequences {(−1)nG(n)} and {Hn/n!},
〈(−1)mG(m), Hn/n!〉 = δm,n, m, n ∈ Z+. (4.5.6)
The uniform B-spline BN is the probability density function of the sum of
N copies of independent identically distributed uniform random variables on the
interval [0, 1), and hence
lim
N→∞
B˜N(x) = G(x), x ∈ R, (4.5.7)
by Central Limit Theorem (see [13], [8], [62]). While the Gaussian and its deriva-
tives have many applications, ranging from Brownian motion to scale-space repre-
sentation ([49, 64]), the B-splines provide fast computational algorithms.
Equations (4.5.4), (4.5.6) and (4.5.7) suggest that for each n the normalized
Bernoulli polynomials B˜
{N}
n converge to the Hermite polynomials Hn as N →∞.
In particular, we have
Theorem 4.5.1. Let B˜
{N}
n be the normalized Bernoulli polynomial of degree n and
order N , and Hn be the Hermite polynomial of degree n. Then, for every n ∈ Z+
and x ∈ R,
lim
N→∞
B˜{N}n (x) = Hn(x). (4.5.8)
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where tN = z/σN . Using the Taylor expansion, we obtain
etN/2tN


































on any compact set in C.
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