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Abstract
Any square matrix over a field is similar to its transpose and any square complex matrix is similar to a
symmetric complex matrix. We investigate the situation for real orthogonal (respectively complex unitary)
similarity.
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1. Introduction
Let F be a field and letMn(F ) be the algebra of n × n matrices. Let GLn(F ) denote the set
of invertible n × n matrices and let On(F ) denote the set of orthogonal matrices.
A proof of the following result can be found in [2] (Theorem 4.4.9).
Theorem 1. Every square complex matrix is similar to a symmetric matrix.
In this theorem can similarity be replaced by unitary similarity? We will show that this is not
the case. In fact we show that for a complex (respectively real) matrix A the property of being
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unitarily similar to a symmetric complex matrix is equivalent to the existence of a symmetric
unitary (respectively symmetric, real and orthogonal) matrix Q with QAQT = AT. Recall the
following theorem of Taussky and Zassenhaus.
Theorem 2 [7]. Let A ∈Mn(F ). Then:
1. There exists an X ∈ GLn(F ) such that XAX−1 = AT.
2. There exists a symmetric X ∈ GLn(F ) such that XAX−1 = AT.
3. Every X ∈ GLn(F ) with XAX−1 = AT is symmetric if and only if the minimal polynomial of
A is equal to its characteristic polynomial.
We restrict ourself to the fields F = R and F = C.
After constructing examples of real matrices that are not real orthogonally similar to their
transposes, the paper [5] came to our attention, in which such an example was constructed. We
decided that it is still worthwhile to present our example, since the argument used in [5] is rather
deep (it uses Specht’s criterion). A question of such an elementary nature deserves an elementary
answer.
We present:
(1) Elementary constructions of real matrices A for which no Q ∈ On(R) exist with QAQT =
AT. Such a matrix A is not unitarily similar to a symmetric complex matrix.
(2) A matrix A ∈M8(R) for which a Q ∈ O8(R) exists with QAQT = AT, but no symmetric
Q ∈ O8(R) exists with this property. Such a matrix A is not unitarily similar to a symmetric
complex matrix.
(3) A matrix A for which
(a) there is some Q ∈ On(R) such that QAQT = AT,
(b) any such Q is symmetric, and
(c) the minimal and characteristic polynomial of A do not coincide.
2. The basic results
We start with the following result.
Theorem 3. Let A ∈Mn(C). The following assertions are equivalent.
(1) A is unitarily similar to a complex symmetric matrix.
(2) There exists a symmetric unitary matrix U such that UAU∗ is symmetric.
(3) There exists a symmetric unitary matrix U and a symmetric matrix S such that A = SU.
(4) There exists a symmetric unitary matrix V such that VAV ∗ = AT.
Proof. (1) → (4) Let O be a unitary matrix and consider OAO∗. Then we have
OAO∗ is symmetric ⇔ (OAO∗)T = OAO∗ ⇔ OATOT
= OAOT ⇔ AT = OTOAOTO.
Then V = OTO is the required unitary symmetric matrix.
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(4) ↔ (3) If V is unitary and symmetric then:
AV ∗ is symmetric ⇔ (AV ∗)T = AV ∗ ⇔ VAV ∗ = AT.
Hence, put U = V and S = AV ∗.
(4) → (2) Being unitary (so normal) and symmetric, V can be written as V = QQT, with
Q real orthogonal and  a complex unitary diagonal matrix (see [2], Theorem 4.4.7). Let  be a
complex unitary diagonal matrix with 2 = . Therefore, U = QQT is unitary and symmetric
and UTU = U2 = V . Then VAV ∗ = AT ⇒ U2A = ATU2 ⇒ UAU = UATU = (UAU)T.
(2) → (1) This case is trivial. 
The following proposition provides us with a large class of examples of matrices that are
unitarily similar to a symmetric matrix.
Proposition 4. Let A ∈Mn(C). If A2 is normal (in particular, if A is normal), then A is unitarily
similar to AT via a symmetric unitary matrix.
Proof. In [4], Theorem 7.2, it is proved that every A ∈Mn(C) such that A2 is normal is unitarily
similar to a direct sum of blocks, each of which is
[λ] or τ
[
0 1
μ 0
]
, τ ∈ R, λ, μ ∈ C, τ > 0, and |μ| < 1.
If we can show that such a block diagonal matrix B is unitarily similar to a complex symmetric
matrix, then so is A. According to Theorem 3 it suffices to show that B and BT are similar
via a symmetric unitary matrix. If we define Q = ⊕Qi , where Qi = [1] for each block [λ]
in B and Qi =
[
0 1
1 0
]
for each block τ
[
0 1
μ 0
]
in B, then Q ∈ On(R), Q is symmetric, and
QBQT = BT. 
It is known that every A ∈Mn(C) is a product of two symmetric matrices (see [2], Corollary
4.4.11) and part (3) in Theorem 3 presents such a product in which one factor is symmetric unitary.
Also it provides a decomposition of A that is quite close to the classical polar decomposition
A = PU (where P is positive semidefinite and U unitary). Since in part (2) the symmetry of U
can be skipped, it is legitimate to ask the same question in part (4). We will present a real example
for which this is not the case. So we need to discuss relations between orthogonal similarity and
unitary similarity of realn × nmatrices. One solution can be found in [6]; here is another approach.
Theorem 5. Let A ∈Mn(C) be nonsingular. Then there are matrices R and E such that:
(1) A = RE with R ∈Mn(R), EE = In, and E is polynomial in A−1A.
Any such R and E have the following properties:
(2) ER = RE if and only if AA = AA.
(3) If P,Q are real matrices and P = AQA−1, then P = RQR−1.
(4) If A is unitary then R is orthogonal.
(5) If A is unitary and symmetric then R is orthogonal and symmetric.
Proof. The proof of (1) and (2) can be found in [2, Theorem 6.4.23].
(3) Taking the complex conjugate of P = AQA−1 we obtain P = AQA−1 and so we have
P = AQA−1 = AQA−1, i.e.,
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A
−1
AQ = QA−1A.
If Q commutes with A−1A then it commutes with E, since E is polynomial in A−1A. Therefore
we have
P = AQA−1 = REQE−1R−1 = RQEE−1R−1 = RQR−1.
(4) If A is unitary then A−1A = ATA is symmetric and hence E (a polynomial in ATA)
is also symmetric. The property EE = In and the symmetry implies that E is unitary. Finally,
R = AE−1 is unitary and real, so it is orthogonal.
(5) If A is unitary and symmetric then AA = I = AA and so A = ER = RE. It follows that
R = EA = AE and since E (and A) are symmetric we see that RT = (EA)T = ATET = AE =
R, i.e., R is symmetric. 
Corollary 6. Let A,B ∈Mn(R) be given.
(1) A,B are real orthogonally similar if and only if A,B are unitarily similar.
(2) A,B are similar via a real symmetric orthogonal matrix if and only if A,B are similar via
a symmetric unitary matrix.
3. Some elementary results
In this section all matrices are assumed to be real. We use the notation Q, for arbitrary
matrices in On(R),  for symmetric orthogonal matrices, S for a symmetric matrix, S for a skew
symmetric matrix, D for diagonal matrices and  for a real diagonal matrix with 2 = In, that
is  = diag(±1, . . . ,±1). We say that A has type S + D if it is the sum of a skew symmetric
and a diagonal matrix; we say that A is of type QD if A is the product of an orthogonal and a
diagonal matrix. We writeA 	 B (respectivelyA 	S B) if there exists an orthogonal (respectively
symmetric and orthogonal) matrix Q with QAQT = B. The notation [A] denotes the equivalence
class of A with respect to 	. The relation 	S is not an equivalence relation.
The following lemma shows that the properties A 	 AT and A 	S AT, and those mentioned
in Theorem 11, are properties of [A].
Lemma 7. Let A,B ∈Mn(R).
(1) If A 	 AT and A 	 B, then B 	 BT.
(2) If A 	S AT and A 	 B, then B 	S BT.
(3) If Q ∈ On(R) and A = QATQT, then A = QTATQ.
(4) If A 	 B, then A + AT 	 B + BT and AAT 	 BBT.
Proof. (1) and (2) If A = Q1BQT1 and A = Q2ATQ2 (Q1,Q2 are orthogonal matrices) then
AT = Q1BTQT1 and so
B = QT1AQ1 = QT1Q2ATQ2Q1 = QT1Q2Q1BTQT1Q2Q1,
and we conclude B 	 BT. If Q2 is symmetric then QT1Q2Q1 and so B 	S BT.
(3)A = QATQT = QATQ−1 impliesQTAQ = AT, soA = (AT)T = (QTAQ)T = QTATQ.
(4) Clear. 
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We obtain the real version of Theorem 3.
Theorem 8. Let A ∈Mn(R). The following assertions are equivalent.
(1) A is unitarily similar to a complex symmetric matrix.
(2) A 	S AT.
(3) A = S, where  ∈ On(R) is symmetric and S is real symmetric.
(4) A 	 ′D, where ′ ∈ On(R) is symmetric and D is real diagonal.
Proof. (1) → (2) According to Theorem 3 there exists a unitary symmetric matrix V with
VAV ∗ = AT. Corollary 6 (2) now ensures that A 	S AT.
The equivalence of (1), (2), and (3) can be proved as in Theorem 3.
(3) → (4) If A = S, then write S = QDQT and we obtain
A = QDQT 	 QTQD = ′D.
(4) → (1) If A 	 ′D = B then B 	S BT and so by Lemma 7 (2) we have A 	S AT. 
We have two approaches to the problem of constructing a matrix A such that A and AT are not
orthogonally similar. The first approach uses the symmetry of A + AT; we show that in the ortho-
gonal similarity equivalence class of A one is free to choose and work with a representative B
whose symmetric summand in its Toeplitz decomposition is diagonal. The second approach uses
the symmetry of AAT; we show that in the orthogonal similarity equivalence class of A one is
free to choose a representative B whose positive semidefinite factor in its polar decomposition is
diagonal.
Lemma 9. Let A ∈Mn(R). Then:
(1) A 	 B, where B has type S + D.
(2) A 	 B, where B has type QD.
Proof
(1) Consider the Toeplitz decompositionA=1/2(A + AT)+1/2(A − AT) and supposeQ(A +
AT)Q−1 = 2D. Then QTAQ = D + 1/2QT(A − AT)Q is the sum of a diagonal matrix
and a skew symmetric matrix.
(2) Consider the (real) singular value decomposition A = Q1DQT2 . Then A 	 B = QT2AQ2 =(
QT2Q1
)
D. 
For our first approach we also need the following result.
Lemma 10. Let A ∈Mn(R) be a matrix of type S + D, where D = ⊕ri=1 diIi with di /= dj for
i /= j and Ii the ki × ki identity matrix.
If Q ∈ On(R) and QAQT = AT then Q = ⊕ri=1 Qi, with Qi ∈ Oki (R).
Proof. By Lemma 7 (3), QAQT = AT implies QATQT = A and so Q(A + AT)QT = A + AT,
i.e.,Q(2D)QT = 2D. Hence,Q commutes with the diagonal matrix 2D and this implies the result.
(To see this: the first k1 columns of Q form an orthogonal basis of the eigenspace E2d1 of 2D and
the standard unit vectors {e1, . . . , ek1} (in Rn) is a basis of E2d1 .) 
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Theorem 11. Assume that A ∈Mn(R) satisfies one of the following properties:
(1) A has n different real eigenvalues, or
(2) A + AT has n different eigenvalues, or
(3) A has n different singular values,
If there exists Q ∈ On(R) with A = QATQT, then Q is symmetric and there exist at most 2n
such matrices.
Proof. (1) The symmetry of Q is a direct corollary of Theorem 2. We only have to check that
there exist at most 2n such matrices Q.
Let D ∈Mn(R) be a diagonal matrix whose diagonal entries are the (distinct) eigenvalues of
A. Suppose P,R ∈Mn(R) are nonsingular and diagonalize A, i.e., A = PDP−1 = RDR−1.
Corresponding columns of P and R are nonzero vectors in the same one-dimensional eigenspace
of A, so there is a diagonal matrix C ∈Mn(R) such that R = PC. We fix one specific matrix
P ∈Mn(R) with A = PDP−1.
Now suppose Q, ∈ On(R) are such that A = QATQT = AT, so
A = Q(PDP−1)TQT = (Q(P T)−1)D(Q(P T)−1)−1
and
A = (PDP−1)TT = ((P T)−1)D((P T)−1)−1.
Note that Q(P T)−1 = PC1, for some diagonal matrix C1 ∈Mn(R), so Q = PC1P T is sym-
metric. Next we note that Q(P T)−1 = (P T)−1C2 for some diagonal matrix C2 ∈Mn(R),
so
P T(−1Q)(P T)−1 = C2
and we have obtained a real diagonalization of the real orthogonal matrix −1Q, whose only
possible (real) eigenvalues are ±1. Thus C2 = diag(±1, . . . ,±1) which shows that there are at
most 2n choices for , since  = Q(P T)−1C−12 P T.
(2) If Q ∈ On(R) and A = QTATQ then, by Lemma 7 (3), AT = QAQT and so Q(A +
AT)QT = A + AT = (A + AT)T; the conclusions follow from part (1).
(3) Fix Q ∈ On(R) with the property A = QATQT and consider a singular value decompo-
sition A = UDV T of A. Then A = QATQT = (QV )D(QU)T, so we have two singular value
decompositions of A. Distinct singular values and the uniqueness theorem for the singular value
decomposition (see [3], Theorem 3.1.1) ensure that QV = UP and QU = VP for some diagonal
real orthogonal matrix P . Then Q = UPV T = VPUT = QT is symmetric and there are only 2n
choices for P . 
Remark 12. Let A ∈Mn(R) with n different (possibly complex) eigenvalues. If there exists
Q ∈ On(R) with A = QATQT, then the symmetry of Q is still a direct corollary of Theorem 2.
However, Example 5 shows that there might exist infinitely many of such Q if not all eigenvalues
are real.
We end this section with some positive results.
Proposition 13
(1) Let A ∈M2(R). Then A 	S AT.
(2) Let A ∈M3(R). If A 	 AT then A 	S AT.
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Proof
(1) Lemma 9 implies that there exists a matrix B of type S + D with A 	 B. If we can show
that B 	S BT then Lemma 7 (2) implies that A 	S AT. Since B =
[
p r
−r q
]
, it is clear that
the orthogonal symmetric matrix  =
[
1 0
0 −1
]
∈ O2(R) satisfies BT = BT.
(2) Lemma 9 implies that there exists a matrix B of type S + D with A 	 B and Lemma 7 (1)
implies B 	 BT. If we can show that B 	S BT, then Lemma 7 (2) implies that A 	S AT.
Write B = S + D, where S is skew symmetric and D is diagonal.
Case 1. If the three diagonal entries of D are different then the assertion B 	S BT follows
from Theorem 11.
Case 2. If the three diagonal entries of D are identical, then B = S + dI3. The matrix S
is skew symmetric and real so S is normal. By Proposition 4 and Corollary 6 there exists
a real symmetric orthogonal matrix  with S = ST. We conclude that (S + dI3) =
(S + dI3)T, i.e., B 	S BT.
Case 3. There are two values among the three entries of D.
Write B =
[
0 s1 s2
−s1 0 s3
−s2 −s3 0
]
+
[
d1 0 0
0 d1 0
0 0 d2
]
. From Lemma 10 any Q ∈ O3(R) with
QBQT = BT has the structure: Q =
[
Q1 0
0 ±1
]
with Q1 ∈ O2(R). Put B1 =
[
d1 s1
−s1 d1
]
and x =
[
s2
s3
]
.
Assume x = 0. The first part of this Proposition shows that there is a symmetric 1 with
1B11 = BT1 . Put  =
[
1 0
0 ±1
]
and since B =
[
B1 0
0 d3
]
we obtain B = BT.
Assume x /= 0. Since QBQT = BT we see[
Q1 0
0 ±1
] [
B1 x
−xT d3
] [
QT1 0
0 ±1
]
=
[
BT1 −x
xT d3
]
⇒
[
Q1B1Q
T
1 ±Q1x
∓ xTQT1 d3
]
=
[
BT1 −x
xT d3
]
We conclude that x is a real eigenvector of Q1. A 2 × 2 real orthogonal matrix is either of
type
[
cos ϕ − sin ϕ
sin ϕ cos ϕ
]
with complex eigenvalues e±iϕ and associated nonreal eigenvectors, or
of type
[
cos ϕ sin ϕ
sin ϕ − cos ϕ
]
with eigenvalues ±1. So a 2 × 2 real orthogonal matrix with a real
eigenvector is symmetric, i.e., Q1 (and Q) must be symmetric. The conclusion B 	S BT
follows. 
4. The examples
As promised in the Introduction we use two elementary methods to construct real matrices A
for which there is no Q ∈ On(R) such that QAQ = A.
Method 1. If A ∈Mn(R) has type S + D (n > 2) and D has n different diagonal entries and no
entry of S outside the diagonal is 0, then there is no Q ∈ On(R) with QAQ = A.
Proof. Lemma 10 implies that any Q with QAQT = AT must be of type . Since n > 2,  will
have two columns with the same entry on the diagonal, say column i and j . It is easy to verify
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that [A]i,j = [A]i,j . Since no entry of A outside the diagonal is 0 we conclude A /= AT for
all . 
Example 1. Consider A =
[
1 1 1
−1 0 1
−1 −1 −1
]
. Method 1 shows that A is not orthogonally similar
to AT. This example can be used in any field F of characteristic /= 2 to obtain an A ∈Mn(F) for
which no Q ∈ On(F) exists with QAQ = A.
Lemma 14. Let A ∈Mn(R) have n different singular values. If A 	 QD, with Q ∈ On(R) and
D a diagonal matrix, then the following assertions are equivalent.
(1) A 	 AT.
(2) There exists a diagonal matrix  = diag(±1, . . . ,±1) such that Q is symmetric.
Proof. (1) ⇒ (2). Consider B = QD. Then B has n different singular values, as B 	 A. And
we also obtain that B 	 BT. By Theorem 11 any real orthogonal similarity of B to BT must be
symmetric, so B 	S BT. Fix a real, symmetric, and orthogonal matrix  with B = BT.
In the proof of Theorem 11 (3) we showed: if B = UDV T is a singular value decomposition
then there exists a real orthogonal matrix P of type  with V = UP .
A singular value decomposition of B can be obtained by V = I , D1 = 1D (with [1]i,i =
signum[D]i,i) and U = Q1. So there exists a matrix P = 2 with = I = Q12, i.e.,12
is of type  and Q12 is symmetric.
(2) ⇒ (1) A 	 QD = Q2D = (Q)(D) = D′ and use Theorem 8. 
Method 2. Let A = Q1D ∈Mn(R) (n > 2) in which Q1 = [qi,j ] ∈ On(R) and D ∈Mn(R), a
diagonal matrix with n different nonnegative diagonal entries. If there exist distinct i, j such that
|qi,j | /= |qj,i |, then there is no Q ∈ On(R) with QAQ = A.
Proof. The diagonal entries of D are the n different singular values of A. If A is orthogonally
similar to AT, then Q1 is symmetric for some real diagonal matrix with the property 2 = I . It
follows that |qi,j | = |qj,i |, for all i, j . 
Example 2 (This example is due to P. Sonneveld who had a numerical explanation)
A =
⎡
⎣ 1 1 1−1 1 1
0 1 −2
⎤
⎦ = QD =
⎡
⎣ 1/
√
2 1/
√
3 1/
√
6
−1/√2 1/√3 1/√6
0 1/
√
3 −2/√6
⎤
⎦
⎡
⎣
√
2 0 0
0
√
3 0
0 0
√
6
⎤
⎦ .
Method 2 shows that A is not orthogonally similar to AT.
We now present an example of a matrix with the property A 	 AT but not A 	S AT.
Example 3. Consider the following 8 × 8 matrix:
A =
⎡
⎢⎢⎢⎢⎢⎢⎣
1 0 1 0 1 0 1 0
0 1 0 −1 0 −1 0 −1−1 0 2 0 1 1 2 1
0 1 0 2 1 −1 1 −2−1 0 −1 −1 3 0 1 0
0 1 −1 1 0 3 0 −1−1 0 −2 −1 −1 0 4 0
0 1 −1 2 0 1 0 4
⎤
⎥⎥⎥⎥⎥⎥⎦
which we represent as a 4 × 4 block matrix {Ai,j }i4,j4 of 2 × 2 blocks Ai,j , with
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Ai,i =
[
i 0
0 i
]
for i = 1, . . . , 4,
A1,2 = A1,3 = A1,4 =
[
1 0
0 −1
]
= A3,4, A2,3 =
[
1 1
1 −1
]
and A2,4 =
[
2 1
1 −2
]
.
Finally, for i > j we define Ai,j = −ATj,i (= −Aj,i). We claim that
(1) A 	 AT but not A 	S AT.
(2) A is not unitarily similar to a symmetric (complex) matrix.
(3) A is not (complex) orthogonally similar to a symmetric (complex) matrix.
Proof. (1) We check A 	 AT.
(a) A is of type S + D.
(b) Lemma 10 implies that anyQ ∈ O8(R)withQAQT = AT is block diagonal:Q = ⊕4i=1 Qi ,
with Qi ∈ O2(R).
(c) If Q = ⊕4i=1 Qi ∈ O8(R) (with Qi ∈ O2(R)) then QAQT is the block matrix
{QiAi,jQTj }i4,j4.
(d) Therefore, Q = ⊕4i=1 Qi ∈ O8(R) satisfies QAQT = AT if and only if
QiAi,iQi
T = Ai,i for each i (satisfied for any Qi ∈ O2(R) since each Ai,i is a scalar matrix)
and QiAi,jQTj = −Ai,j for i /= j .
The latter conditions are satisfied for Q1 = Q2 = Q3 = Q4 =
[
0 −1
1 0
]
.
If there were a symmetric ∈ O8(R) such thatA = AT, then = ⊕4i=1 i with symmetric
i ∈ O2(R). In this case:
(a) 1A1,22 = −A1,2, 1A1,33 = −A1,3, and 1A1,44 = −A1,4. Since A1,2 = A1,3 =
A1,4 (is invertible) this implies that 2 = 3 = 4.
(b) So2(= 3) satisfies:2A2,32 = −A2,3 and one checks that2 = ±
[−√2/2 √2/2√
2/2
√
2/2
]
are
the only two real, symmetric, and orthogonal matrices with 2A2,32 = −A2,3.
(c) We obtain a contradiction by observing that 2A2,44 =
[−1 −2
−2 1
]
/= −A2,4.
(2) Since this matrix A does not have the property A 	S AT, Theorem 8 implies that A is not
unitarily similar to a complex symmetric matrix.
(3) If A = QBQT, with Q (complex) orthogonal and B a (complex) symmetric matrix then
A must be symmetric. 
Next we present an example of a matrix A ∈M3(R) for which
(1) there is some Q ∈ O3(R) such that QAQT = AT,
(2) any such Q is symmetric, and
(3) the minimal and characteristic polynomial of A do not coincide.
J. Vermeer / Linear Algebra and its Applications 428 (2008) 382–392 391
Example 4. Consider A =
[
0 0 1
0 0 0
0 0 0
]
. Note that QAQT = AT if Q =
[
0 0 1
0 1 0
1 0 0
]
and that A +
AT has three different eigenvalues. We conclude that any Q ∈ O3(R) such that QAQT = AT is
symmetric and A satisfies the three required properties.
One can also check that any unitary U with UAU∗ = AT is symmetric. For such a U it
follows that UATU∗ = A, so U(A + AT)U∗ = A + AT = (A + AT)T; use Theorem 2 (3) with
the matrix A + AT. The minimal and characteristic polynomial of A + AT coincide.
The same argument shows that any (complex) orthogonal U with UAUT = AT is symmetric.
Next we present an example of a matrix A ∈M2(R) with two different complex eigenvalues
for which infinitely many Q ∈ O2(R) exists such that QAQT = AT.
Example 5. Consider A =
[
0 −1
1 0
]
. The matrix A has two different eigenvalues: ±i. However,
every symmetric Q ∈ O2(R) has the property: QAQT = AT. See Theorem 11 (1) and Remark
12.
Theorem 2 (1) fails if field is replaced by ring; see [1] (text after Theorem 6) for an example
in GL(2,Z). The following example shows that it also fails over a skew field. The final example
shows that in an real infinite dimensional Hilbert space an operator need not be similar to its
adjoint (transpose).
Example 6 (H. Kneppers and I noticed the following). Consider the real quaternions H, the linear
associative algebra over the real numbers having as a basis four independent elements 1, i, j, k
with i2 = j2 = k2 = ijk = −1. It follows that ij = −ji = k, jk = −kj = i and ki = −ik = j .
The matrix
K =
[
1 i
j k
]
is invertible and K−1 =
[
1/2 −j/2
−i/2 −k/2
]
.
However, we claim that KT =
[
1 j
i k
]
is not invertible. For, assume[
1 j
i k
] [
a b
c d
]
=
[
1 0
0 1
]
.
Entry (1, 1) implies: a + jc = 1 ⇒ i(a + jc) = i ⇒ ia + kc = i.
Entry (2, 1) implies: ia + kc = 0.
We have obtained a contradiction and we have proved the claim. But this implies that K and
KT cannot be similar, as invertibility is preserved by similarity.
Example 7. Consider the real Hilbert space 2 and the shift operator σ : 2 → 2,
σ(x1, . . . , xn, . . .) = (x2, . . . , xn, . . .).
The transpose (or adjoint) of σ is defined by the formula:
σT(x1, . . . , xn, . . .) = (0, x1, . . . , xn, . . .).
The operator σ is surjective but not injective and σT is injective but not surjective. So σ and σT
cannot be similar, i.e., there exists no operator τ : 2 → 2 such that τστ−1 = σT.
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