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Abstract 
A new auto-recognition approach based on mutual information/ Conditional Random Fields (CRFs) was put forward 
in this study. Firstly, statistics-based mutual information algorithm was applied to separate the Chinese words 
accurately, then the sub-words were picked out from the accurate separation according to the entropy of the left and 
right information. Secondly, the relative frequency of the sub-words was calculated. Thirdly, three training 
characteristics, including words, part of speech and relative frequency, were used as training datasets to obtain a 
model for field terms characters by CRFs. Thirdly, the Chinese words recognition was accomplished by the CRFs 
model. Finally, a practical experiment was executed and the results showed that the precision, percentage and F-
measure of the recognition is 78.63%, 87.10% and 82.65% respectively, which is significant better the normal mutual 
information/ Conditional Random Fields (CRFs) algorithm. 
© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of Harbin University 
of Science and Technology 
Keywords: Mutual Information, Conditional Random Fields(CRFs), Chinese Field Term;
1 Introduction 
Field Term is the basic information unit, which is used to describe field knowledge by field experts, 
which is also the core of knowledge database and elementary unit of ontology [1].Field Term Recognition 
refers to extract the terminology in professional field from the given science or technology fields. And the 
Automatically Field Term Recognition was widely used in natural language processing fields to improve 
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the analysis precision, such as text indexing and retrieving, text mining, ontology construction, text 
categorization and clustering, latent semantic analysis, etc[2-5].
There are three main algorithms in the existed Chinese Field Term Recognition system: rules-based 
algorithm [4], statistics-based algorithm [2,3], and machine learning-based algorithm [5]. Among these, 
statistics-based mutual information algorithm and machine learning-based conditional random field 
algorithm are widely used with better recognition results. But there also existed some weaknesses in these 
two algorithms: as for statistics-based mutual information algorithm, which depends on the scale of the 
language data sets and the frequency of the candidate terminologies, so it is difficult to get ideal 
recognition effects for the situations that the candidature are legal but appear with low frequency; as for 
machine learning-based conditional random field algorithm, which depends on the amounts of the 
language materials for learn training, this approach is restricted to improve the recognition accuracy since 
the scale of language materials for the machines’ learning are generally limited with manually or semi-
automaticly marks. 
Aimed at the above situations and problems, this paper put forward an improved approach on Chinese 
Field Term based Mutual Information/Conditional Random Fields.  
2 A Recognition Approach study on Chinese Field Term Based Mutual Information /Conditional 
Random Fields 
2.1 Accurate words separation based on mutual information algorithm
On average, only 1.6 characters were included in each Chinese word, so the mutual information here 
was defined as the following functions within bi-gram, tri-gram and quad-gram Chinese characters [6].
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)(xN means the frequency of word x  appeared in the dataset, ),( yxN  means the frequency of 
word x  and word y  appeared together, and the increase of ),( yxMI  means more probability to create 
a new word with word x  and word y .
2.2 Pick out the sub-words based on the information entropy 
The definition of the left information entropy:  
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The definition of the right information entropy:
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W means a given n-gram(n=2,3,4); 
)( Wwp i , )( iWwp  means the probabilities of iw  appear at the left and right side of W  respectively; 
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LV , RV  means the word sets including all appeared words at the left or the right side of W ;
The larger value of the left and right information entropy for W , the higher probability of W to be 
new words. For example, there are three possible results in mutual information calculation for the word 
“pizhengxing”, including “pizhengxing”,  “pizheng” or “zhengxing”. But the first one “pizhengxing” is the 
most possible to be a new words with the rules based on information entropy .  
2.3 Delete the Nonsense words 
After the above analysis and calculations, some new words and phrases were created after the words 
separation based on mutual information and information entropy. Some words existed with very high 
frequency in the elected new words, such as “shi”、“de”、“bingqie”, but they couldn’t reflect any field 
knowledge. All of these  frequently but nonsense words must be deleted from the data set before the 
conditional random field training with relative frequency of the new words. Thus, all the interjection 
words, function words etc. were compared with the stopping words, and all the stopping words were 
marked out. 
2.4 Calculation of the relative frequency of the new words 
Generally, considering the calculation amount in statistics-based mutual information algorithm, a 
threshold value α  should be set at the beginning. Then the calculation would be done only when the 
appearance frequency lager than or equal to the threshold valueα , otherwise ignore and stop the 
calculation. However, this logical judgment could lead to missing some terms with low frequency. And 
the relative frequency as one key training character will be used in conditional random field. Thus, instead 
of threshold valueα , the new approach in this paper chose the relative frequency which except relative 
frequency of the stopping words marked in step 4. 
2.5 Field Term Recognition based on the conditional random field 
The mutual information algorithm and information entropy were applied into automatic tagging for the 
training language materials. And only three key characters, words, parts of speech and relative frequency, 
were used in the Conditional Random Fields model to improve the calculation speeding and the system 
commonality among different fields. A slight classification analysis, K-Means classification, was applied 
in this research to classify the words relative frequency into 10 hierarchies, and each hierarchy is belonged 
to one classification. This step must to be done because the relative frequency was floating point value, 
which couldn’t be used as characters in the Conditional Random Fields model directly. 
3 Experiments 
3.1 Experimental Strategy 
The digital paper in Flora of China (Vol. 9) Bambusoideae Nees was used as the field text to test the 
new algorithm and model. The first three fourth text were used to be model training materials and the rest 
on fourth be used as model test materials. The part of speech tagging system of the Machine Intelligence 
and Translation Laboratory in Harbin Institute of Technology was used to carry out the part of speech 
tagging (see HIT Chinese Treebank tag set).  
There are four groups in the experiment: group 1, field terms recognition by mutual information 
algorithm; group 2, field terms recognition by mutual information and information entropy; group 3, field 
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terms recognition by raw words information (where the words and the parts of speech were used as 
characters to build CRFs model and to fulfill the terms recognition); group 4, field terms recognition by 
the words, the parts of speech and relative frequency as characters to build CRFs model and to fulfill the 
terms recognition.  
3.2 Experimental Results and Analysis 
The comparison between group 1 and group 2 showed that the precision in group 2 is better than group 
1, but the recall percentages in these two groups are similar (Fig.1.(a)). This result verified that the sub-
words were deleted efficiently by adding the information entropy. The total recognition amount was 
decreased, but the correct amount wasn’t change. Thus, the recognition precision was improved with the 
same recall percentage. 
Table1. Experimental Results 
 Total
Number 
Assigned
Number 
Correctly
Assigned
Number 
Precision (%) Recall(%) F-Measure(%) 
Group 1 378  437  291  66.61% 76.96% 71.41% 
Group 2 378  415  295  71.05% 77.96% 74.34% 
Group 3 946  1347  693  51.45% 73.26% 60.44% 
Group 4 946  1048  824  78.63% 87.10% 82.65% 
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Fig. 1. (a) The comparison of group 1 with group 2; (b) The comparison of group 3 with group 4 
The comparison between group 3 and group 4 showed that both the precision and the recall percentage 
of the new approach were put forward here were better than the approach only with conditional random 
field algorithm (Fig.1.(b)). This result indicates the new approach that applied mutual information and 
information entropy to mark the training language materials and then, used the relative frequency to be 
one key character in conditional random field could improve the recognition efficiency. 
The comparison between group 2 and group 4 showed that the recognition amount in group 4 is higher 
than in group 2(Fig.2). One reason leading less field terms in group 2 is that only the test language 
materials were used into group 2 experiments. Besides the reason, this result indicates the recognition 
effect is poor because the terms would be omitted if only mutual information and information entropy 
were used to identify the terms which appeared just one time. At the same time, both the precision and the 
recall percentage in group 4 is higher than in group 2 even the correct amount in group 4 is a bit lower 
than in group 2. This result illustrated there exists error in training process with mutual information and 
conditional random field algorithm, but the ground recognition effect was improved a lot compare with 
the approach with only mutual information algorithm. 
1956  Lin Peng et al. / Procedia Engineering 29 (2012) 1952 – 1956 Author name / Procedia Engineeri g 00 (2011) 00–000 5
Fig.2 The comparison of group 2 with group 4  
Above all, the synthetic recognition algorithm here provided included the mutual information, 
information entropy and conditional random field algorithm is much better than the normal mutual 
information / conditional random field algorithm. 
4 Conclusions 
The new recognition approach combined the normal statistics-based mutual information algorithm and 
machine learning-based conditional random field algorithm, which avoided the data sparsely problems in 
simple statistics-based mutual information algorithm. And the new approach adopted three characters to 
train CRFs model to decrease the calculation amount and improve the recognition effects. In order to 
decrease the words marking mistakes, the scale of the language materials training should to be enlarged in 
the future study. And more practical experiments could be executed to optimize the training characters 
selection and study the system commonality among various fields.  
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