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This paper is concerned with the existence of piecewise analytic optimal solu-
tions for various linear optimal control problems with piecewise analytic problem
data. Some results of this form may be found in the literature but their proofs are
generally based on the maximum principle and require certain normality conditions
before they can be applied. Also the control constraints are required to be
polyhedral and fixed in time. Using the recent theory developed for a class of
problems known as separated continuous linear programs we are able to remove
the normality conditions completely and allow time varying control constraints of
both polyhedral and integral form. In particular, we prove theorems on the
existence of piecewise analytic optimal solutions for the linear time-optimal control
problem and the linear optimal control problem with or without end point
constraints. Q 1996 Academic Press, Inc.
1. INTRODUCTION
This paper is concerned with the structure of optimal solutions for
various linear optimal control problems. While there is no commonly
accepted definition of these problems, it would generally be agreed that
they include such problems as
T T TTGLOC: minimize g x T q c t u t q d t x t dt .  .  .  .  . .H
0
subject to x t s A t x t q B t u t q ¨ t , .  .  .  .  .  .˙
w xt g 0, T , 1 .
x 0 s x , 2 .  .0
u g V , x g C.
mw x The variables here are the control, u g L 0, T i.e., u is of dimension m`
w x.and each component is a bounded measurable function on 0, T , and the
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state, x, a vector of absolutely continuous functions of dimension n. The
n mw x nw xgiven problem data are g g R , c g L 0, T , d, ¨ g L 0, T , an n = n1 1
matrix A and an n = m matrix of functions B both of functions in
w xL 0, T , and two sets V and C. Several types of linear optimal control1
problems of particular interest can be formulated by varying the sets V
and C.
The problem GLOC is of the general form of minimizing a given
function of the control and state over a fixed time interval. Another class
of optimal control problems arise when we wish to minimize the time until
the state lies in a particular set. In a linear setting this could give rise to
the following linear time-optimal control problem:
LTOC: minimize t
w xsubject to x t s A t x t q B t u t q ¨ t , t g 0, t , .  .  .  .  .  .˙
x 0 s x , . 0
x t g F t , .  .
u g V , x g C.
 . nHere F t : R for each fixed t .
Problems of linear optimal control occur in many engineering see for
w x. example Teren 26 and economics see for example Sethi and Thompson
w x.21 applications. Also, the volume of literature on linear optimal control
w xproblems is large and the reader is referred to Sethi et al. 20 for a survey.
Apart from its use in practical applications, the study of linear optimal
control has been both for its own sake and as a precursor to, and
application of, more general optimal control theory. For instance, a study
of the problem LTOC without state constraints, i.e., without the constraint
x g C, is a classical way to introduce more advanced concepts in optimal
 w x.control theory see for example Lee and Markus 11 .
Probably the most common methods for studying general optimal con-
trol problems use some variation of the maximum principle of Pontryagin
 w x w x.see Pontryagin et al. 15 or Lee and Markus 11 as a starting point. The
majority of the work on linear optimal control problems has also used the
w xmaximum principle similarly. Again we refer the reader to Sethi et al. 20
for a review of results on linear optimal control problems based on the
maximum principle and for a unified framework in which to study them.
The maximum principle and its variations give necessary conditions for
optimality of an optimal control problem. In certain linear settings, the
maximum principle also becomes sufficient under an additional normality
 w x.assumption see 11 . Normality assumptions take the form of requiring
that for any fixed x on the boundary of the set of attainability seet
.below , there exists a unique control u g V, up to equality almost every-
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 .   .  .where a.e. , with corresponding state x i.e., given by 1 and 2 in GLOC
.  .or the same in LTOC such that x t s x . Several classical results int
linear time-optimal control use the sufficient form of the maximum princi-
ple and hence a normality condition. One of these is the following see
w x.again 11 :
THEOREM 1.1. Consider the problem TLOC without the state constraints
 . w xx g C, with control constraints u g V replaced by u t g V, t g 0, T , for a
fixed bounded polyhedral set V, and with F a fixed compact set in R n.
w x  .Suppose that A, B, and ¨ are piecewise analytic on 0, T see below and the
following normality condition is satisfied:
ny1 w xBw , ABw, . . . , A Bw , are linearly independent for each t g 0, T
3 .
and each ¨ector w parallel to an edge of V .
w xThen there exists an optimal solution t * g 0, T of TLOC and a piecewise
 .constant solution u, in which u t is an extreme point of V for each t, with a
 .corresponding state x such that x t * g F.
 w x.  .It may be shown see 11 that 3 implies that the problem is normal,
thus justifying the term ‘‘normality condition.’’
Theorem 1.1 uses the following standard definition.
w x nDEFINITION 1.1. 1. We say that f : a, b ª R is analytic on a neigh-
w x  w ..bourhood of a, b or a, b if there exists « ) 0 and an analytic function
 . n  .  . w x g : a y « , b q « ª R such that f t s g t for all t g a, b respec-
w ..tively a, b .
w x n w x2. We say that f : a, b ª R is piecewise analytic on a, b if there
 4 w xexists a partition P s t , . . . , t of a, b such that f is analytic on a0 m
w .neighbourhood of t , t for i s 1, . . . , m. The elements of the smallestiy1 i
 .such partition P excluding a and, if f is continuous at b, b are called the
breakpoints.
We use similar definitions for piecewise constant or polynomial.
In standard optimal control terminology the optimal u in Theorem 1.1 is
  .said to be bang-bang referring to the fact that u t is an extreme point of
. V for each t with a finite number of breakpoints or switches i.e., in this
.case, discontinuities . The existence of a bang-bang optimal solution fol-
lows under much more general assumptions as given by the general
 w x.bang-bang principle see 11 .
The usefulness of results, such as the above, that guarantee an optimal
solution with a finite number of breakpoints is well known. Briefly, it is
useful from a practical point of view to know such solutions exist. Also
such results allow for the possible synthesis of the optimal solution by the
maximum principle or other techniques. Not only that, but results of this
form sometimes also allow variations of the maximum principle see for
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w x w x. example Maurer 12 or Kohler 9 or duality results see for example¨
w x.Pullan 18 to be derived. We refer the reader to the introduction of
w xPullan 17 for a more detailed discussion of this and for a review of some
of the literature concerned with establishing the existence of optimal
solutions with a finite number of breakpoints for various linear optimal
control problems. Some other results in this area may also be found in
w x w xNoussair 14 and Kibalczyc and Walczak 8 . Here the authors consider
problems with costs on the number of breakpoints and thus it is not too
difficult to show that a piecewise optimal solution exists under fairly
general assumptions. There has also been an extensive study made of
systems with a one-dimensional control and a one- or two-dimensional
w xstate. See for example Sussmann 22]25 and, more recently, Crasta and
w xPiccoli 4 .
In this paper we establish several results similar to Theorem 1.1 for
various linear optimal control problems. These results are established
without any reference to the maximum principle, although some of the
techniques used are certainly similar to the development of the maximum
w xprinciple in texts such as Lee and Markus 11 . Instead, the main starting
point of the proofs is the recent theoretical developments in a class of
 .problems known as separated continuous linear programs SCLP . These
problems are special linear optimal control problems with state positivity
constraints, with polyhedral control constraints, and with A ' 0 and B
 .constant in 1 . The name of the problem obscures its relationship to linear
optimal control problems, but instead reflects its origins, namely as an
extension over time of the standard finite-dimensional linear program. The
main recent development in the study of SCLP of use to us here appears
w xin Pullan 17 . Here it was shown that SCLP with piecewise analytic
problem data give rise to a piecewise analytic solution that is an extreme
 .point of the feasible region, i.e., bang-bang see Theorem 2.4 . Our results
in this paper follow from this and from general results in convex analysis.
As the maximum principle is not used, we are able to drop the normality
conditions completely. However, this is at the expense of not being able to
guarantee a bang-bang solution in general. Also the structure of SCLP
allows more general control constraints than just the fixed polyhedral ones
of Theorem 1.1.
The development of this paper is as follows. In Section 2 we define
SCLP formally and give a brief summary of the necessary theory that we
require for this problem. In Section 3 we consider the problem GLOC
without any state constraints whatsoever and, as with all the problems we
consider, the control constraints are the feasible region of SCLP. Using
standard transformations we then put this problem into the form of SCLP
and hence derive a result for the existence of a piecewise analytic optimal
solution for this problem. In Section 4 we then digress and consider the set
of attainability of the problem in the previous section. The set of attain-
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 .ability is the set of all possible x t that may be obtained at time t from a
feasible control. A thorough study of this set is necessary for the develop-
ment of the maximum problem. We study it in a similar light, but by
different techniques we are able to show that any element in the set of
attainability may be obtained by a piecewise analytic control, but possibly
non-bang-bang, given, of course, piecewise analytic problem data Theo-
.rem 4.5 . Given this result it is then a trivial matter to prove that piecewise
analytic optimal solutions exist for various linear optimal control problems.
This is done in Section 5, where we consider a linear time-optimal control
problem and an ordinary linear optimal control problem with state con-
straints at time T only. The proofs of these results are very short and
merely involve reformulating the problem as one of finding a particular
point in the set of attainability. Finally, in Section 6 we comment on some
variations of the results in the previous sections and the possibility of
further results in this area.
Before beginning the discussion we introduce some more standard
definitions and notations that will be used throughout this paper.
 . DEFINITION 1.2. 1. Let X, Y be a dual pair of vector spaces see
w x.  .Schaefer 19 . We use the notation s X, Y to denote the weak topology
on X generated by Y.
2. Let F, G ; R n be any non-empty compact sets. The Hausdorff metric
5 5F y G is defined byH
5 5F y G s max sup d x , G : x g F , sup d x , F : x g G , 4  4 4 .  .H
where
5 5 4d x , K s inf x y y : y g K , .
 5 5for any non-empty compact set K where ? denotes the standard
.Euclidean metric . The set of all non-empty compact sets equipped with
the Hausdorff distance is a metric space.
2. SEPARATED CONTINUOUS LINEAR PROGRAMS
In this section we outline the necessary theory on separated continuous
linear programs for this paper. The SCLP is defined as follows:
T TSCLP: minimize c t u t dt .  .H
0
t
subject to Gu s ds F a t , 4 .  .  .H
0
Hu t F b t , 5 .  .  .
w xu t G 0, t g 0, T . 6 .  .
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Here G is a fixed p = m matrix and H is a fixed q = m matrix. Also
mw xc, u g L 0, T , the components of a are absolutely continuous and b g`
q w xL 0, T .`
 .  .It is worth mentioning that several alternative constraints to 4 ] 6 can
 .  .be put into the form of SCLP. For instance, either or both of 4 and 5
could be an equality by replacing each equality by a pair of inequalities.
Also if any particular variable u is required to be unrestricted in sign theni
we can write u as the difference of two positive variables. Thus we lose noi
 .generality by including the positivity constraint 6 . Such transformations
are well known in ordinary linear programming.
 .  .For ease of referring to the constraints 4 ] 6 we define V to be the
feasible region for SCLP. Thus
m w xV s u g L 0, T : 4 ] 6 holds . 7 4 .  .  .`
We now recall some standard properties of V.
LEMMA 2.1. The feasible region for SCLP is con¨ex and closed in the
 mw x mw x.s L 0, T , L 0, T topology. If V is also non-empty and bounded then it` 1
 mw x mw x.is also sequentially compact in the s L 0, T , L 0, T topology.` 1
w xProof. The convexity of V is trivial. By Lemma 4.1 in Pullan 18 , V is
 mw x mw x.closed in the s L 0, T , L 0, T topology. To show sequential compact-` 1
ness we recall a result from functional analysis which states that if X is a
 .separable normed linear space that is, has a countable dense subset , then
 .any norm bounded set in X* the dual of X is sequentially compact in
 .  wthe s X*, X topology see for example Kolmogorov and Fomin 10,
x. w xTheorem 4, p. 202 . Now it is well known that L 0, T is a separable space1
 w x. mw xsee again 10, Theorem 3, p. 382 and hence so is L 0, T . Hence, as1
mw x mw x mw xL 0, T * s L 0, T , any norm-bounded set in L o, T is sequentially1 ` `
 mw x mw x.compact in the s L 0, T , L 0, T topology. This establishes the` 1
result.
The extreme points of V will also be important in this paper. We thus
w xrecall the following result from Anderson et al. 1 .
THEOREM 2.2. Let u g V and
t
y t s a t y Gu s ds, .  .  .H
0
z t s b t y Hu t , .  .  .
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w x  .T   .T  .T  .T . w xfor t g 0, T . Let v t s u t , y t , z t for t g 0, T . Then u is an
extreme point of V if and only if the columns of
G I 0K s
H 0 I
 .   . .corresponding to the support of v t that is, i such that v t ) 0 arei
w xlinearly independent for almost all t g 0, T .
 w x.Using this result it is fairly trivial to prove the following see Pullan 17 .
LEMMA 2.3. Let L be the number of basis matrices of the matrix K in
Theorem 2.2. Suppose that a and b are piecewise analytic with a also
. w xcontinuous with breakpoints in a partition P of 0, T . Then there exist
1. L.  .piecewise analytic functions f , . . . , f depending only on a, b, and K
with breakpoints in P such that if u is any extreme point of V, then for almost
w x  .  i t . .all t g 0, T , u t s f t for some i . If a and b are also piecewise˙t
polynomial of degree k, for some k G 0, then so are f 1., . . . , f L..
w xWe now give the result proved in Pullan 17 concerning the piecewise
nature of optimal solutions for SCLP given piecewise analytic problem
data. This result also provides a bound on the number of breakpoints in
this optimal solution, although this bound was never stated explicitly in
w x17 . However, this bound is crucial to the development in this paper and
so we give it here. To do this we need some preliminary notation. Let
G I yI 0K s ,
H 0 0 I
and suppose that a and b are piecewise analytic. Let
a˙y1R s B : B is a basis matrix of K . 5b
w x w xFollowing Anderson and Philpott 2 and Pullan 17 we define the canoni-
w x  . w xcal partition of 0, T to be the finite partition of 0, T consisting of all
the isolated zeros of each component of each function in R, as well as the
breakpoints of a and b.
Now suppose that c is also piecewise analytic. Let f 1., . . . , f L. be the
piecewise analytic functions given in Lemma 2.3. Let
S s cT f  i. y f  j. : i , j s 1, . . . , L, i / j . 4 .˙
 . w xWe now define the cost partition to be the finite partition of 0, T
consisting of all the isolated zeros of each function in S, as well as the
breakpoints of c.
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w xWe now recall the important result from Pullan 17 that will be the
starting point for all the main theorems in this paper.
THEOREM 2.4. Suppose that the feasible region for SCLP is non-empty
w x and bounded and that a, b, and c are piecewise analytic on 0, T with a also
.continuous . Then SCLP has a piecewise analytic optimal solution u that is an
 .  4extreme point of V i.e., bang-bang . Moreo¨er, let P s t , t , . . . , t be the0 1 n
union of the canonical and cost partitions. Then u may be chosen so that for
w .any i, the maximum number of breakpoints in t , t is L, the number ofiy1 i
basis matrices of the matrix K in Theorem 2.2. If a and b are also piecewise˙
polynomial of degree k, for some k G 0, then the optimal u abo¨e is also
piecewise polynomial of degree k.
Although obvious from the above definitions, it is worth noting explicitly
that the only way that the cost c influences the number of breakpoints in
the optimal solution is by the cardinality of the cost partition. We mention
this because in order to establish the results to follow, we will sometimes
consider a given problem as a limit of ones with different costs. We will
then wish to establish a uniform bound on the number of breakpoints of
the optimal solutions for the different problems. This uniform bound will
then allow us to construct a piecewise analytic optimal solution for the
original problem.
With these preliminary results we now begin the main discussion.
3. LINEAR OPTIMAL CONTROL WITHOUT ENDPOINT
CONSTRAINTS
We begin our discussion with the following simple linear optimal control
problem which contains no state constraints:
T T TTLOC1: minimize g x T q c t u t q d t x t dt .  .  .  .  .H
0
w xsubject to x t s A t x t q B t u t q ¨ t , t g 0, T , .  .  .  .  .  .˙
8 .
x 0 s x , 9 .  .0
u g V , 10 .
 .where V is the feasible region of SCLP as given by 7 . As always, the
dimensions of x and u are n and m, respectively, and the components of
the controls u, are restricted to be bounded measurable functions. Our
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aim is to show that LOC1 with piecewise analytic problem data has a
piecewise analytic optimal solution. To do this we will put LOC1 into the
form of SCLP using some standard transformations. For the purposes of
these transformations we can assume that the problem is very general. In
particular, we assume no more than is required for GLOC in Section 1,
namely that A is an n = n matrix, B is an n = m matrix both with
w x nw xcomponents in L 0, T , and that d, ¨ g L 0, T . We also assume that the1 1
mw x mw xcomponents of a are absolutely continuous, b g L 0, T , and c g L 0, T .` 1
Let F be the unique n = n matrix of absolutely continuous functions
such that
˙ w xF t s A t F t , a.e. on 0, T , .  .  .
F 0 s I , .
where I is the n = n identity matrix. The existence and uniqueness of this
 .matrix called the fundamental solution matrix is given by standard results
 w x.in linear differential equations see for example McShane 13 . Moreover,
  .. w xit is known that det F t s n on 0, T . Given F satisfying the above, it is
mw x  .now clear that for a given u g L 0, T , the unique solution of 8 and`
 .9 is
t y1x t s F t x q F t F s B s u s q ¨ s ds. 11 .  .  .  .  .  .  .  . .H0
0
Let
t Tf t s d s F s ds. .  .  .H
0
Then we now have
T Td t x t dt .  .H
0
T tT y1s d t F t x q F s ¨ s ds dt .  .  .  .H H0
0 0
T tT y1q d t F t F s B s u s ds dt .  .  .  .  .H H
0 0
T tT y1s d t F t x q F s ¨ s ds dt .  .  .  .H H0
0 0
T y1q f T y f t F t B t u t dt , .  .  .  .  . .H
0
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after integrating by parts. Also
T y1T Tg x T s g F T x q F t ¨ t dt .  .  .  .H0
0
T y1Tq g F T F t B t u t dt. .  .  .  .H
0
Let
T tT y1
a s d t F t x q F s ¨ s ds dt .  .  .  .H H0
0 0
T y1Tq g F T x q F t ¨ t dt , .  .  .H0
0
Ty1T w xb t s c t q g F T q f T y f t F t B t , t g 0, T ; .  .  .  .  .  .  . .
12 .
then
T TT T TTg x T q c t u t q d t x t dt s a q b t u t dt. .  .  .  .  .  .  .H H
0 0
We thus arrive at the following result.
THEOREM 3.1. The problem LOC1 is equi¨ alent to
T Tminimize b t u t dt .  .H
0
subject to u g V ,
 .where b is gi¨ en by 12 .
Thus LOC1 is a special case of SCLP and so we may readily apply
Theorem 2.4 to this problem.
THEOREM 3.2. Suppose that V is non-empty and bounded and that A, B,
w x  .a, b, c, d, and ¨ are all piecewise analytic on 0, T with a also continuous .
Then LOC1 has a piecewise analytic optimal solution u which is an extreme
 4point of V. Moreo¨er, let P s t , t , . . . , t be the union of the canonical0 1 n
and cost partitions for the problem in Theorem 3.1. Then u may be chosen so
w .that for any i, the maximum number of breakpoints on t , t is L, theiy1 i
number of basis matrices of the matrice K in Theorem 2.2.
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Proof. The result will follow immediately from Theorem 2.4 if we can
 .show that b given by 12 is piecewise analytic. Now by standard linear
 w x.differential equation theory see for example Hochstadt 7 , the funda-
mental solution matrix F is piecewise analytic with breakpoints coinciding
with the breakpoints of A. Hence b is piecewise analytic and the result
follows.
4. THE SET OF ATTAINABILITY
In this section we study LOC1 further in order to develop the main
theorems in this paper. In particular we study the set of attainability, that is,
 . n w xthe set K t : R , for a fixed t g 0, T , defined by
K t s x : there exists u g V with corresponding state x . t
such that x t s x .4 . t
It turns out that a thorough study of this from first principles leads to the
required results for more general linear optimal control problems than
LOC1.
Now it is well known that the set of attainability without the integral
 .constraints 4 in V is convex, compact, and continuous in the Hausdorff
metric if the feasible region V is bounded see for example Lee and
w x.Markus 11 . It is an easy extension of this result to include the integral
constraints.
LEMMA 4.1. Suppose that V is non-empty and bounded; then the set of
 .attainability, K t , is con¨ex, compact, and continuous in the Hausdorff
metric.
 .  .Proof. The proof that K t is convex is trivial. To show that K t is
  i.4`  .compact, let x be any sequence in K t . We show that somet i-1
 .  i.subsequence converges to a point x g K t . Let u g V be a controlt
 i.  i. .  i.with corresponding state x such that x t s x for each i. Now V ist
 mw x mw x.sequentially compact in the s L 0, T , L 0, T topology by Lemma 2.1.` 1
  i k .4`Hence there exists a subsequence u converging to some u g V inks1
 .this topology. Let x be the corresponding state for u. Now from 11 we
have
t y1 i .  i .k kx s F t x q F t F s B s u s q ¨ s ds. .  .  .  .  .  . .Ht 0
0
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Hence
t y1x t s F t x q F t F s B s u s q ¨ s ds .  .  .  .  .  .  . .H0
0
t y1  i .ks lim F t x q F t F s B s u s q ¨ s ds .  .  .  .  .  . .H0
kª` 0
s lim x  i k . ,t
kª`
 i k .  .  .  .and so lim x s x t g K t , and so K t is compact.k ª` t
 .To show that K t is continuous in the Hausdorff metric, let u g V
 .with corresponding state x. Then from 11 we obtain
5 5 5 5 4x t y x t F F max t , t .  .  .2 1 1 2
 4max t , t y11 2 5 5? F s B s u s q ¨ s ds .  .  .  . .H
 4min t , t1 2
5 5q F t y F t .  .2 1
 4max t , t y11 2 5 5? F s B s u s q ¨ s ds q x , .  .  .  . .H 0
0
w x  .for any t , t g 0, T and appropriate norms. Hence, as F is absolutely1 2
< <continuous, for all « ) 0 there exists d ) 0 such that if t y t - d then2 1
5  .  .5  .x t y x t - « . This shows that K t is continuous in the Hausdorff2 1
< <  .metric as follows. Let t y t - d . Suppose that x g K t and u g V2 1 t 11
 .is a control with state x so that x t s x . Then by the above we have1 t 1
  ..   ..  .d x , K t - « . Similarly d x , K t - « for any x g K t . Thust 2 t 1 t 21 2 2
5  .  .5K t y K t - « .H2 1
For the rest of this section we now assume that A, B, a, b, and ¨ are
piecewise analytic and the set V is non-empty and bounded. Under these
 .assumptions we show that for any x g K t there exists a piecewiset
 . analytic u satisfying the constraints of LOC1 with x t s x Theoremt
.4.5 . This important result allows us to establish the existence of piecewise
analytic solutions for various linear optimal control problems. For this
purpose we recall the concept of an exposed point from convex analysis
 w x.along with Straszewicz’s Theorem see Rockafellar 27, Theorem 18.6 .
DEFINITION 4.1. Let F be a convex set in R n and x g F. We say that x
is an exposed point of F if there exists a supporting hyperplane to F at x
which contains no point of F other than x; i.e., there exists g g R n such
T T T T  4that g x s min g y and g y ) g x for any y g F y x .y g F
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 . nTHEOREM 4.2 Straszewicz . Let F be a closed con¨ex set in R and x
any extreme point of F. Then there exists a sequence of exposed points of F
con¨erging to x.
w xWe shall also require the following result from Pullan 17 on analytic
functions.
w x nLEMMA 4.3. Let f : a, b ª R be a function analytic on a neighbour-
w x  .  . nhood of a, b . Then there exists M f - ` such that for all l g R if
w x TS l, f s t g a, b : l f t s 0 , 4 .  .
 . w x <  . <  .  <  . <either S l, f s a, b or S l, f F M f where S l, f denotes the
 ..cardinality of S l, f .
Given these results we now present the proof of Theorem 4.5 in stages.
 .We first prove that any exposed point of K t can be generated by a
piecewise analytic control with a bounded number of breakpoints indepen-
dent of the exposed point chosen. The bound on the number of break-
points comes directly from Lemma 4.3. We then use Straszewicz’s Theo-
 .rem to show that any extreme point of K t can be generated by a
 .piecewise analytic control. Finally, as K t is compact and convex, we can
 wuse the well-known Minkowski Theorem see for example Rockafellar 27,
x.  .Corollary 18.5.1 to deduce that any point in K t can be generated by a
piecewise analytic control.
We begin by considering exposed points.
 . w xLEMMA 4.4. Let x be an exposed point of K t for some t g 0, T .t
Then under the assumptions on LOC1 abo¨e there exists a piecewise analytic
 .extreme point u of V with a corresponding state x such that x t s x .t
Moreo¨er, there exists M, independent of x , such that the u contains no moret
w xthan M breakpoints in 0, t .
Proof. Let g g R n be such that gT x s min gT y and gT y ) gT xt y g Kt . t
 .  4for any y g K t y x . Then x is the unique solution oft t
minimize gT x t .
w xsubject to x t s A t x t q B t u t q ¨ t , t g 0, t .  .  .  .  .  .˙
x 0 s x , . 0
u g V .
By Theorem 3.1, this problem is equivalent to
t y1TLP: minimize g F t F t B t u t dt .  .  .  .H
0
subject to u g V .
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Hence by Theorem 3.2, LP has a piecewise analytic optimal solution u.
 4Moreover, if P s t , t , . . . , t is the union of the canonical and cost0 1 n
partitions for the problem LP, then u may be chosen so that for any i, the
w .maximum number of breakpoints on t , t is L, the number of basisiy1 i
matrices of the matrix K in Theorem 2.2.
We now wish to bound this number of breakpoints independent of x .t
Now the only part of LP depending on x is g, which occurs in the cost. Ast
noted in Section 2, the only way different costs can affect the number of
breakpoints in the optimal u is by the cardinality of the cost partition.
Thus if we can show that there is an upper bound on the size of the cost
partition, independent of g, we will have established the result. Now, by
definition, the cost partition for LP consists of all the breakpoints of the
w T  . y1 xTcost g F t F B along with all the isolated zeros of each function in
d Fy1B .
T  i.  j.S g s g F t f y f : i , j s 1, . . . , L, i / j , .  .  . 5dt
where f 1., . . . , f L. are given by Lemma 2.3. But from Lemma 4.3 there
  ..exists N independent of g and, incidentally, F t , such that the number
 .of isolated zeros of each function in S g is at most N. Thus there is a
uniform bound on the size of the cost partition and the result is proved.
 .COROLLARY 4.4.1. Let x be an extreme point of K t for some t gt
w x0, T . Then under the assumptions on LOC1 in Lemma 4.4 there exists a
piecewise analytic extreme point u of V with a corresponding state x such that
 .x t s x .t
  i.4`  .Proof. Let x be a sequence of exposed points in K t convergingt is1
to x , as given by Straszewicz’s Theorem. By Lemma 4.4, for each i, theret
exists a piecewise analytic extreme point u i. of V with a corresponding
 i.  i. .  i.state x such that x t s x . Moreover there is a bound M such thatt
the number of breakpoints of u i. is no more than M for each i.
Assume, by introducing artificial breakpoints if necessary, that each u i.
  i.  i.  i. 4 w xhas exactly M breakpoints. Let t , t , . . . , t be the partition of 0, t0 1 Mq1
containing the breakpoints of u i.. Let f 1., . . . , f L. be the possible values
of an extreme point of V as given by Lemma 2.3. We now take a
 i k .4`subsequence x so thatt ks1
1. lim t  i k . s t for some t for each j s 0, 1, . . . , M q 1.k ª` j j j
 l j.  i k . .2. For each j s 1, . . . , M q 1, there exists f such that u t s
 l j. . w  i k .  i k ..f t for all t g t , t and all i .jy1 j k
We now define a control u by
 l .ju t s f t , t g t , t , .  . jy1 j
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 .  i k . . w xfor each j. Then clearly we have u t s lim u t for all t g 0, t yk ª`
 4 w xt , t , . . . , t and also u is piecewise analytic on 0, t . Also it is clear0 1 Mq1
 .that u is feasible for LOC1 and generates a state x with x t s
 i k . .  i k .lim x t s lim x s x . Finally u is an extreme point of V byk ª` k ª` t t
w x  .Lemma 2.2 in Pullan 17 however, this is also fairly trivial .
A simple use of Minkowski’s Theorem now yields the main result of this
section, although we are now forced to drop the requirement that the
 .control be an extreme point of V i.e., bang-bang .
THEOREM 4.5. Suppose that V is non-empty and bounded and that A, B,
w x  .a, b, and ¨ are all piecewise analytic on 0, T with a also continuous . Let
 . w xx g K t for some t g 0, T . Then there exists a piecewise analytic controlt
 .u g V with a corresponding state x such that x t s x .t
Proof. By Lemma 4.1 and Minkowski’s Theorem, x is a convex combi-t
 .nation of a finite number of extreme points of K t , that is,
k
 i.x s l x ,t i t
is1
 i.  .where l ) 0, l q ??? ql s 1 and x is an extreme point of K ti 1 k t
 .actually by Caratheodory’s Theorem, we can take k s n q 1 . By the´
previous corollary there exists a piecewise analytic extreme point control
 i.  i.  i. .  i.u with corresponding state x such that x t s x . Lett
k
 i.u t s l u t , .  . i
is1
w xfor t g 0, t ; then as the feasible region for LOC1 is convex, u is feasible
for LOC1. Moreover it is clear that u is piecewise analytic and generates a
 .state x with x t s x .t
We note that the proof of Theorem 4.5 also provides a bound on the
number of breakpoints of the piecewise analytic u, independent of the
 .point x g K t chosen. This can be seen by carrying the bound fromt
Lemma 4.4 through in the proofs of Corollary 4.4.1 and the theorem.
5. MAIN THEOREMS
Using Theorem 4.5 we may now readily obtain results for the existence
of piecewise analytic solutions for various linear optimal control problems.
In particular, we consider two possible linear optimal control problems,
the time-optimal control problem and LOC1 with additional end point
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constraints. In each case the required result is proved by reformulating it
as a problem of finding a particular element in the set of attainability.
5.1 Linear Time-Optimal Control
In this sub-section we consider the following linear time-optimal control
problem:
LOC2: minimize t
w xsubject to x t s A t x t q B t u t q ¨ t , t g 0, t , .  .  .  .  .  .˙
x 0 s x , . 0
x t g F t , .  .
u g V .
Again V is the feasible region of SCLP, the dimensions of x and u are n
mw x  . n w xand m, respectively, and u g L 0, T . Here F t : R for each t g 0, T .`
Using our results of the previous section we may obtain the following.
THEOREM 5.1. Suppose that V is non-empty and bounded, F is continu-
ous in the Hausdorff metric and a non-empty closed set for each fixed
w x w x t g 0, T , and that A, B, a, b, and ¨ are all piecewise analytic on 0, T with
. w xa also continuous . Then there exists an optimal solution t * g 0, T of
LOC2 and a piecewise analytic control u g V with a corresponding state x
 .  .such that x t * g F t * .
Proof. The structure of F and Lemma 4.1 ensure that there exists an
 .  . optimal solution t * for LOC2 and that F t * l K t * / B see Lee and
w x.  .Markus 11 , where K t * is the set of attainability at t *, as defined in
the previous section. The result now follows immediately from Theorem
4.5.
5.2 Linear Optimal Control With End Point Constraints
In this sub-section we consider the following linear optimal control
problem:
T T TTLOC3: minimize g x T q c t u t q d t x t dt .  .  .  .  .H
0
w xsubject to x t s A t x t q B t u t q ¨ t , t g 0, T , .  .  .  .  .  .˙
x 0 s x , . 0
x T g F , .
u g V .
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As always, V is the feasible region of SCLP, the dimensions of x and u
mw x nare n and m, respectively, and u g L 0, T . Also F : R is a fixed set.`
The result that we can obtain for LOC3 is as follows.
THEOREM 5.2. Suppose that V is non-empty and bounded, F is non-empty
 .and closed, F l K T / B, and that A, B, a, b, and ¨ are all piecewise
w x  .analytic on 0, T with a also continuous . Then LOC3 has a piecewise
analytic optimal control u g V.
Proof. By using Theorem 3.1 we can reformulate the objective function
as
T T
b t u t dt , 13 .  .  .H
0
 . w xwhere b is given by 12 . Moreover b is piecewise analytic on 0, T . Now
 .by Lemma 4.1 and the assumptions on F, F l K T is non-empty and
compact. Hence there exists an optimal solution u* to LOC3. Let g be the
 .value of this solution, that is, let g be the value of 13 with u replaced by
u*. We now introduce a new state variable x with x s b Tu and˙nq1 nq1
 .x 0 s 0. Then the problem LOC3 is now equivalent to findingnq1
mw xu g L 0, T such that`
x t s A t x t q B t u t q ¨ t , .  .  .  .  .  .˙
T w xx t s b t u t , t g 0, T , .  .  .˙nq1
x 0 s x , . 0
x 0 s 0, .nq1
x T g F , .
 4x T g g , .nq1
u g V .
As u* is optimal for LOC3, it is feasible for the above problem. Let x* be
the corresponding state to u* in LOC3. Then the above problem is
  .T .Tequivalent to finding x* T , g in the set of attainability for
x t s A t x t q B t u t q ¨ t , .  .  .  .  .  .˙
T w xx t s b t u t , t g 0, T , .  .  .˙nq1
x 0 s x , . 0
x 0 s 0. .nq1
The result now follows from Theorem 4.5.
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6. EXTENSIONS AND REMARKS
The above theorems are concerned with the existence of piecewise
analytic optimal solutions. Their proofs use Theorem 2.4 as a starting point
which stated that SCLP has a piecewise analytic extreme point solution if
the problem data are all piecewise analytic. However, Theorem 2.4 also
stated that if a and b are also piecewise polynomial of degree k, for some˙
k G 0, then the optimal solution for SCLP is also piecewise polynomial of
degree k. Thus we can write alternatives to each of the main theorems in
this paper by restricting a and b to be piecewise polynomial of degree k˙
for some k G 0. For instance, by setting k s 0 we can obtain the following
direct generalization of Theorem 1.1.
THEOREM 6.1. Suppose that V is non-empty and bounded, F is continu-
ous in the Hausdorff metric and a non-empty compact set for each fixed
w xt g 0, T , and that A, B, and ¨ are all piecewise analytic and a and b are˙
w x w xpiecewise constant on 0, T . Then there exists an optimal solution t * g 0, T
of LOC2 and a piecewise constant control u g V with a corresponding state
 .  .x such that x t * g F t * .
It might seem at first sight that Theorem 6.1 is not as strong as Theorem
1.1 in one sense, namely that the latter guarantees that the optimal control
 .is an extreme point of V bang-bang whereas our current result does not.
However, our results actually do include Theorem 1.1, as can be seen by
utilizing consequences of the normality condition. In particular, if LOC2 is
 .normal then every point on the boundary of K t , the set of attainability
 w x.at t, is an exposed point see Lee and Markus 11 . Let t * be the optimal
 .  .solution to LOC2 and x g F t * l K t * . Then it is well known thatt *
 .  w x.x is on the boundary of K t * see again 11 . Hence x is an exposedt * t *
 .point of K t * and the existence of a bang-bang optimal control now
follows from Lemma 4.4. However, there still remains the question of
whether the results in this paper can be strengthened to give a piecewise
analytic control which is also bang-bang in the general case. This question
remains unanswered.
Having considered problem data less general than piecewise analytic
functions, it is tempting to consider problem data more general, for
instance, piecewise continuously differentiable. However, as was shown in
w xPullan 17 , as soon as we allow less general problem data, even piecewise
k-times continuously differentiable for any k, it is fairly trivial to construct
examples of SCLP where the only possible optimal solutions have an
infinite number of breakpoints. Thus the same is true for linear optimal
control problems. The key difference between analytic functions and less
general functions is that an analytic function can only have a finite number
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of zeros on a compact interval, whereas other less general classes of
functions do not enjoy this property.
In this paper we have seen that Theorem 4.5 is very powerful in allowing
 .us to prove the existence of piecewise analytic or otherwise optimal
solutions for a variety of linear optimal control problems. It is probably
true that results for other similar linear optimal control problems can be
obtained using this result. However, there is one major class of linear
optimal control problems for which it does not seem that this technique
will work readily, and that is the linear optimal control problems with
linear state constraints. The problem SCLP is a particular example of this
with the matrix A ' 0 and B constant. It is well known that linear optimal
control problems with linear state constraints are much more difficult than
those without state constraints. This is exemplified in the work of Dantzig
w x w xand Sethi 6 . Fifteen years prior to this paper, Dantzig 5 had developed a
method for the solution of certain linear optimal control problems without
w xstate constraints. In 6 , after much work in the intervening years, it was
w xshown that the method in 5 would not work for problems with linear state
constraints.
The difficulty of state constrained linear optimal control problems can
also be seen in the work on the slightly more general class of problems
w xknown as continuous linear programs, first introduced by Bellman 3 in
1953. These problems have also been studied extensively see the introduc-
w x w x.tion of either Pullan 17 or Pullan 18 . Several authors have also been
tempted to conjecture that optimal solutions exist with a finite number of
breakpoints given reasonably good problem data see for example Tyndall
w x w x.28 or Perold 16 . However, verification or refutation of these results in
general has remained elusive. It is hoped that the results in this paper may
eventually help to shed some light on these outstanding questions.
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