Let A be a nonempty nite subset of the plane representing the geographical coordinates of a set of demand points (towns, . . . ), to be served by a facility, whose location within a given region S is sought.
Introduction
In location planning one is typically concerned with nding a good location for one or several new facilities with respect to a given set of existing facilities (clients). The most common model in planar location theory for increasing the quality of the location of one new facility is the so-called Weber problem, where the average (weighted) distance of the new to the existing facilities is taken into account (see 7] 19] 16]).
More precisely we are given a nite set A of existing facilities (represented by their geographical coordinates) and distances d a assigned to each existing facility a 2 A. Additionally, weights ! a re ecting the relative importance of existing facility a 2 A are provided. When applying this model to real world problems, mainly two sets of parameters have to be determined:
1. What kind of distances d a should be used in the model. 2. How can we determine the weights ! a .
A lot of research for nding appropriate distance functions for applying the Weber problem to di erent geographical settings has been done in the last decades, starting with ( 20] ). Other contributions to this topic can be found in 12], 16], 3] and references therein.
For the determination of the weights the situation is somehow di erent. The existing approaches can be divided roughly into three categories:
1. All weights are assumed to be known and reliable (situation of complete information). 2. All weights are again assumed to be known but a sensitivity analysis is performed in order to get information about the stability of the optimal solution with respect to small changes in the input data ( 11] ). 3. All weights are assumed to be given with respect to a known distribution ( 6] , 16] ) and references therein.
In practice, it may however be the case that the demand ! is not known and no probabilistic distribution can be provided. Moreover, when replacing the demand ! by an estimate! the errors made might be rather high and uncontrollable so that a sensitivity analysis would be of no help.
Examples are the planning of unique and major events for which no knowledge of the demand exists, or the planning of installations which are supposed to serve potential clients over a long period of time for which the evaluation of demand is unknown.
In this paper we propose a di erent strategy for handling the weight estimation problem.
Select a threshold value B > 0 representing the highest admissible transportation cost or just the budget given and x an estimation! with positive components. Now, de ne the robustness of a location x as the minimum deviation in demand with respect to! for which the total cost for location x exceeds the budget. In other words: Given a norm k k on the space of weights we have (x) = inf fk! ?!k : TC(!; x) > B; ! 0g
By solving then the optimization problem max x2S (x) we get a most robust location x .
The rest of the paper is organized as follows: In the next section the model is introduced, and a general solution technique is proposed. In Section 3 we discuss a particular case, namely, the case in which distances are measured by the Manhattan norm. The structure is then used to provide e cient algorithms for particular choices of norm k k: The paper ends with a detailed example, some conclusions and an outlook to further research. Moreover, (x) can also be expressed as
By Proposition 2.1, measuring the robustness of a given x amounts to solving the nonlinear optimization problem (2.6). We will show below that, under very mild conditions, the optimal value of (2.6) can be obtained explicitly.
We rst recall that a norm k k in IR n is said to be absolute i k(u 1 ; u 2 ; : : : ; u n )k = k(ju 1 j; ju 2 j; : : : ; ju n j)k 8u 2 IR n In particular, weighted l p norms, such as those given in (2.2)-(2.5) are absolute norms. In 17] it is shown that the Dinkelbach's algorithm converges superlinearly and often (locally) quadratically.
Hence, in order to use Dinkelbach's approach, at each iteration a problem of type (2.9) must be solved. In turns out that problems (2.9) are manageable at least for a wide class of distance measures. Indeed, one has Lemma 2.4. Suppose that, for each a 2 A, d a is induced by a norm in IR 2 . Then, any problem of type (2.9) to be solved in Step 3 of Dinkelbach's algorithm has a concave objective.
Proof. Since can be e ciently done for particular choices of norm k k.
This fact and Lemma 3.1 suggest a procedure for nding the most robust location in the plane presumably more e cient than Dinkelbach's algorithm, namely, solve for each bounded cell hs; ti the corresponding problem (P:hs; ti). We will postpone to Subsection 3.2 a detailed discussion on how Problems (P:hs; ti) can be solved, and devote Subsection 3.1 to design more e cient search procedures which avoid complete enumeration of the O(jAj 2 ) bounded cells.
A search procedure
Using the fact that~ is explicitly quasiconcave (Lemma 2.5) we get the following result, to be used to derive domination rules. The interest of this result stems from the fact that, if C is a bounded cell hs; ti, then the sets T C are either the whole plane, a halfspace or a quadrant.
We introduce now the following notation: for any bounded cell hs; ti, let us denote by = (a 0 s 1 +1 ; a 0 t 2 ), see Figure 3 .1, and let x hs;ti denote an optimal solution to P:hs; ti.
With this notation we obtain from Lemma 3.2 the following Lemma 3.3. Let hs; ti be a bounded cell, and let x hs;ti 2 arg max x2hs;ti~ (x) If x hs;ti 2 int(hs; ti) then x hs;ti is also an optimal solution to Problem (P.hs; ti). If x hs;ti is contained in the relative interior of an edge of hs; ti then the complete halfspace de ned by this edge and hs; ti can be excluded from the search, (see Figure 
3.2).
If x hs;ti is a corner point of hs; ti, then the cone generated by x hs;ti and the two adjacent edges of hs; ti can be excluded (see Figure 3. 3).
If a part of the cells can be excluded from the search procedure we can delete them from the set of cells and perform a search procedure only for the remaining ones. We say row i can be deleted if all cells hi; ji, for j = 1; : : : ; Q can be excluded form the search procedure. We say column j can be deleted if all cells hi; ji, for i = 1; : : : ; P can be excluded form the search procedure.
Given two points u; v, let (uv) denote the open segment with endpoints u; v. Using Lemma 3.1 and Lemma 3.3 we get the following corollary, which will serve as a start-point for a search procedure. Step 3. 4. Now only one row or column is left. Do any search procedure to determine the cell containing an optimal solution x .
Output: x .
It is clear that the algorithm leads to an optimal solution. We discuss now its complexity. Since by the preceding results we are able to delete at least k ? 1 rows or columns after investigating k + 1 cells, we have Lemma 3.7. Algorithm 3.1 solves O(jAj) problems of type P:hs; ti.
Step 1 needs O(jAj log jAj) time for sorting. Moreover, by Lemma 3.7, the while loop needs O(jAj K) time, where K is the complexity for nding an optimal solution with respect to a cell. Searching the last row or column needs also O(jAj) K time. Summing up we have In the following we will show how the problem in a cell can be solved and therefore determining the overall complexity of the algorithm.
Finding the most robust location in a cell
In the last section we have seen how we can search in linear time all cells hs; ti. Now we will x a cell hs; ti and solve P:hs; ti. The following lemma shows that in a cell~ has an additional property.
Lemma 3.9 (see 7]
). l 1 (x; a), a 2 A is a ne linear in hs; ti for all s 2 f0; 1; 2; : : :; Pg and t 2 f0; 1; 2; : : :; Qg.
We denote the nominator of~ in hs; ti by N(x) and the denominator by D(x). From Lemma 3.9 we know that N(x) can be written as an a ne linear function say N(x) = T hs;ti x + hs;ti . Therefore only the form of the denominator D(x) has to be determined. In order to do that we have to look at possible choices for norm k k. 
Conclusions
In this paper we have addressed a planar single-facility location problem in which a high level of uncertainty is involved in the demand vector.
The concept of robustness of a feasible solution x as a measure of the acceptance of x is introduced, and the most robust location is then sought.
Finding the most robust location amounts to solving a nonlinear fractional problem, solvable by existing methods such as Dinkelbach's algorithm when distances are induced by norms, or by more e cient ad-hoc procedures when further assumptions (e.g. distances measured by the Manhattan norm) are made.
The concept of robustness could also be used in another usual location setting, namely, location on networks, leading again to nonlinear fractional programs which, under further assumptions on the norm k k, can be solved by inspecting a nite set of candidate points.
Another interesting extension of this model is obtained if not only the robustness but also the actual transportation cost are taken into account via a biobjective problem, which again becomes piecewise linear and tractable under polyhedrality assumptions on k k. 
