Abstract
INTRODUCTION
Since the unification of the northern and southern sectors of the country in 1990, Yemen has undergone rapid growth in road construction and motorization. During the 20-year period from 1991-2010, the population increased from 12.57 to 23.6 million, and registered vehicles increased from 0.334 to 1.36 million (yearly statistical books: 1991-2013) ; this means that vehicle ownership increased from 26.59 vehicles per 1000 persons to 57.6 vehicles per 1000 persons.
During the same period the number of fatalities increased from 1274 to 2959 (yearly statistical books: 1991-2013) as shown in Figure  (1 ). This figure clearly demonstrates the seriousness of road traffic problems in Yemen, which continue to worse primarily due to the ever-increasing growth in motor vehicles. Figure ( 2) shows the changes in vehicle ownership and deaths per 10,000 vehicles during the last 20 years.
The number of deaths per 10,000 vehicles has shown a downward trend from 38.12 to 21.77; this reduction in fatalities per vehicle does not necessarily indicate improvement in safety conditions on the road. As the per-capita availability of motor vehicles increases, fatalities per vehicle always decrease (Smeed, 1949) , (Kopits and Cropper, 2005) , (Mohan et al, 2009 ); therefore, a decrease in this ratio is not necessarily an indicator of road safety conditions.
Earlier Studies
One of the pioneering works in this regard was done by (Smeed, 1949) ; (Jacobs and Hutchinson, 1973 ) modified Smeed's model for the developing countries. However, the Smeed model did not provide a good predictive model for the data related to Yemen.
(Ameen and Nagi, 2001) undertook to develop Road Traffic Accident (RTA) fatality models in Yemen; however, these models included many independent variables which are difficult to forecast accurately within the context of life in Yemen such as Qat (a locally grown stimulant), the consumption of Qat, which is cultivated randomly by DOI: 10.1515/sjce-2017-0018 local people without any control from the government as measured by the area (acres grown per year), the number of hospital beds in Yemen, the annual maintenance cost in US$ per kilometer of rural roads, etc. Therefore, this study aims to develop a simple model with variables that can be easily acquired and forecasted in the context of life in Yemen.
MODEL

Data for calibrating the model
Limited data available in Yemen regarding RTA accidents, such as yearly fatalities, injuries, accidents, number of vehicles and the population as well as the Gross National Product (GNP) per capita is published by the Central Statistical Organization in Yemen (Yearly statistical books: 1991 (Yearly statistical books: -2013 . Other data such as GDP and real GDP (measured Purchasing Power Parity (PPP) $) are obtained from the World Bank website (World Bank, 2016) .
Data from 1991 to 2010 was used for calibration of the model, while data from 2011 to 2013 was used for the validation of the model.
The yearly fatalities were modeled as the dependent variable, while the number of independent variables included the population, number of vehicles, GNP, GDP and Real GDP per capita (measured in $ Purchasing Power Parity (PPP) ).
It was determined that all these variables are highly correlated with the correlation coefficient (r ≈ 0.9) and tolerance values approaching zero as shown in Table (1); in order to avoid multicollinearity in the model, a single explanatory variable with the highest r value was selected (i.e., Real GDP per capita).
The real gross domestic product per capita (Real GDP) is used as a proxy for income (i.e., the average value of production per person). Previous researchers have noted that disposable income can have a positive or negative effect on safety (Fuchs, 1974) . Real GDP may affect both exposure and the risk of a fatal crash. Gross Domestic Product per capita was included because past research Cropper, 2005 and 2008) has shown that it is strongly related to fatality counts.
Calibration of the Model
The Ordinary Least-Squares (OLS) regression model, which describes yearly fatalities as a function of Real GDP, has been developed as shown in Figure ( 3). The Fatalities and Real GDP ($) data for each year are available in the Appendix. 
Tab. 1 Correlation Matrix and Multicollinearity Statistics.
Correlation matrix: If autocorrelation is detected, the estimated variances of the Ordinary Least Square (OLS) estimators are biased; they tend to underestimate the true variances and standard errors, and thus inflate the t values, thus potentially leading to the erroneous conclusion that the coefficients and other estimators are statistically different from 0; as a result, the usual F and t tests are not reliable. The formula used to compute the error variance (σ 2 ) is a biased estimator; it usually underestimates the actual variance in the error. Thus, the estimated R 2 will not be a reliable estimate of the true R 2 (Gujrati, 2004) . Therefore corrective action is required.
Various transformations are carried out for the variables, including Box-Cox transformations (Box and Cox, 1964 ) to improve the model and the Durbin-Watson statistic; however, the results did not improve.
Modelling with Autocorrelated Residuals
Since we have autocorrelation in the residuals, a correction procedure is necessary if the model is to be used for forecasting. There are several methods available to take care of serial correlation in a linear model. One of them is the Prais-Winsten estimation (Website, Table ( 2) shows the output of the simple regression model using Excel Software 2007 (Microsoft Office, 2007) .
This output provides us with a great deal of information about this model. First, the adjusted R 2 is high at 0.912, meaning that nearly 91% of the variations in yearly fatalities are explained by real GDP. In other words, this model is very useful in predicting yearly RTA fatalities. The Mean Absolute Percentage Error (MAPE) is 10.51%, which is good. The ANOVA table shows the F-statistic is relatively large and significant. The standard error estimate of the coefficient is less than half the size of the coefficient, and the t-values are highly significant.
However, the Durbin-Watson statistic turns out to be 0.827; the DW statistic tests the hypothesis that the residuals (ε t ) from an ordinary least squares (OLS) estimation are not autocorrelated (Montegomery and Peck et al, 2001) . Since its value is less than 2, a test for positive autocorrelation should be conducted. From the Durbin-Watson statistic table (Montegomery and Peck et al, 2001) , when k=1(-number of independent variables) and observations (N) =20, for a 5% error level, d l =1.201 and d u =1.411. Since the Durbin-Watson statistic of 0.827 from the above results, is lower than 1.411, we reject the null hypothesis of no autocorrelation (with a 5% error level) and accept the alternative hypothesis of serial autocorrelation. Figure (4 
Fig. 4 Residuals versus Data Order for the OLS Models.
2016); it is a modification of the Cochrane-Orcutt estimation (Website, 2016) in the sense that it does not lose the first observation and leads to more efficiency as a result. In this study the Prais-Winston procedure is used to remove the serial correlation.
Prais-Winsten Procedure (website 2016)
Consider the model y t = α + X t β + ε t where y t is the time series of interest at time t; β is a vector of the coefficients; X t is a matrix of the explanatory variables; and ε t is the error term. The error term can be serially correlated over time: ε t = ρ ε t-1 + e t , │ρ│< 1; and e t is white noise. In addition to the transformation of the Cochrane-Orcutt procedure, which is y t -ρy t-1 = α (1-ρ) + β(x t -ρX t-1 ) + e t .
for t = 2,3,...,T, the Prais-Winsten procedure makes a reasonable transformation for t=1 in the following form:
Then the usual least squares estimation is performed.
Estimation procedure
To perform the estimation in an efficient way, it is necessary to look at the auto-covariance function of the error term considered in the model above:
Now it is easy to see that the variance-covariance matrix, Ω , of the model is Now having ρ (or an estimate of it), we can see that , where Z is a matrix of observations on the independent variable (X t , t = 1, 2, ..., T), including a vector of ones; Y is a vector stacking the observations on the dependent variable (X t , t = 1, 2, ..., T); and ϴ includes the model parameters.
To forecast the future yearly fatalities, SPSS 20 software (SPSS 20.2016 ) is used with a Special SPSS Syntax command to generate the Prais-Winsten model. 
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This shows the predictive accuracy of the model in comparing the predicted values to the actual series. The lines show that the model does quite well.
VALIDATION OF THE MODEL
Once the models are ready, they are validated before using them as policy tools. This is done by predicting the yearly fatalities in known conditions. Since we know the yearly fatalities and Real GDP where, y t = yearly fatalities in year t y t-1 = yearly fatalities in year t-1 ρ = 0.561 (autocorrelation coefficient) b 0 = -1269.427 (Constant) b 1 = coefficient of Real GDP (1.001) X t = Real GDP in year t X t-1 = Real GDP in year t-1
Therefore, the final model is:
y t = -557.28 + 0.561y t-1 + 1.001( X t -0.561 X t-1 )
From the table above, we can see that the final model, which is corrected for autocorrelation, gives an adjusted R 2 value of 0.773 for the transformed variables. The DW statistic has increased from 0.822 to 1.928, which is above 1.411 (tabulated value) and indicates the autocorrelation in the residuals has been corrected. The mean absolute percentage error (MAPE) decreased from 10.5% to 8.29%, which is considered to be very good. The Appendix shows the residuals from the Prais-Winston procedure.
As per regression assumptions, the residuals should also be normally distributed and homoscedastic (homogeneity of error variance) (Gugrati, 2004 
LM =Lagrange multiplier
As the computed p-value is greater than the significance level of alpha = 0.05, one cannot reject the null hypothesis H 0 .
Figure (5) shows the residuals from the Prais-Winsten Model; it is clear that the residuals are homoscedastic.
Shapiro-Wilk Test for Normality (Shapiro and Wick, 1965 As the computed p-value is greater than the significance level of alpha=0.05, one cannot reject the null hypothesis H 0 .
Figure (6) shows the normal P-P plots of the residuals from the Prais-Winsten Model; it is clear that the residuals are normal.
Figure (7) illustrates how well the model generates the historical data series by using the real GDP to predict the yearly RTA fatalities. per Capita for the years 2011 to 2013, and if the calibrated model can predict the yearly fatalities for the 3 years mentioned above with reasonable accuracy, then the models are assumed to correctly predict any future fatalities. 
CONCLUSION
Unlike developed countries, the fatality rate in Yemen has an increasing trend. This research developed a statistical model that can be used in the prediction of the expected number of fatalities in Yemen with data that can be acquired and forecasted easily. This model developed a relationship between the yearly fatalities and the Real GDP per capita. The time series data of the fatalities for a 20-year period (1991) (1992) (1993) (1994) (1995) (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) ) is used to calibrate the regression model; the fit is very good (MAPE=8.29%). The model validated the use of 3 years of data (2011) (2012) (2013) and was found to be accurate (MAPE= 2.81%).
This statistical modeling will serve as a guide to policy makers and the government in reviewing and formulating solid preventative measures, comprehensive legislation, and enforcement of road traffic safety laws. One of the major shortcomings of road traffic accidents in Yemen is the lack of recorded traffic data. There is an urgent need to improve the accuracy of police data-collecting procedures so that necessary information is available for scientific analysis. Year Fatalities (Y) 
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