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Abstract
SuperSpec is an innovative, fully planar, compact spectrograph for mm/sub-mm as-
tronomy. Its very small size, wide spectral bandwidth, and highly multiplexed detector
readout will enable construction of powerful multi-object spectrometers for observa-
tions of galaxies at high redshift. SuperSpec is based on a superconducting ﬁlter-
bank consisting of a series of planar half-wavelength ﬁlters to divide up the incoming,
broadband radiation. The power in each ﬁlter is coupled into a titanium nitride (TiN)
lumped element Kinetic Inductance Detector (KID), facilitating the read out of a large
number of ﬁlter elements with minimal cryogenic electronics. We present electromag-
netic simulations of the various components that make up the ﬁrst generation prototype
device. We then present a characterisation of the performance of the TiN detectors
and compare these to the standard Mattis-Bardeen prediction. We then demonstrate
the operation of the ﬁlterbank at 250 GHz through a spectral characterisation made
using a Martin-Puplett interferometer measuring a minimum ﬁlter bandwidth that
corresponds to a spectral resolution of R = 700. From blackbody measurements of
the most responsive ﬁlter channels, we estimate a system noise equivalent power of
2× 10−15 WHz−1/2.
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Chapter 1
Introduction and Background
SuperSpec is a prototype on-chip spectrometer that will pave the way for the next
generation of direct detection spectrometers operating in the far-infrared (FIR)/submillimetre
(sub-mm) wavebands for both astronomy and terrestrial applications. In principle,
the wavelength range accessible by a SuperSpec-type instrument spans the entire
FIR/sub-mm spectral region. Situated within this range are a number of important
spectral emission lines that provide one of the main probes into the physical processes
and properties of the cold dusty regions of galaxies which are almost invisible at op-
tical/NIR wavelengths. For local galactic studies, observations of the ﬁne-structure
cooling lines (e.g. Cii, Oi, Nii) of various molecular and atomic species allows the
study of the conditions in the large molecular clouds and reveal the earliest stages of
star formation. For distant galaxies, identiﬁcation of speciﬁc emission spectra provides
a probe of how the earliest galaxies evolve into the local galaxies we see today.
As well as being a tool for studying the physical conditions of astronomical objects,
spectroscopy is one of the most accurate methods of determining the redshift of an
object. For example, a common technique in the FIR/sub-mm is to measure the low-
medium J rotational transitions of carbon monoxide, for which J = 1→ 0 corresponds
to ν = 115 GHz. By matching up the shifted measured spectra with the known spectra,
an unambiguous value of the redshift can be determined. A fast and eﬃcient method
of determining redshift of the, now, thousands of galaxies that have been detected by
the continuum survey instruments such as Herschel (Griﬃn et al. 2006; Eales et al.
2009) and BLAST (Devlin et al. 2004; Pascale et al. 2008), is required to build a
picture of galaxy evolution throughout the history of the Universe.
The design of SuperSpec is based on a high-frequency superconducting integrated-
ﬁlterbank. The lithographically patterned on-chip circuitry disperses the incoming
radiation on a device size that is comparable to the observation wavelength, resulting
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in a signiﬁcant reduction in instrument size, complexity, and ultimately cost, when
compared to the current state-of-the-art. Furthermore, the power in each spectral
channel is coupled into a kinetic inductance detector (KID), owing to its simplistic de-
sign, complimentary planar architecture and multiplexing capabilities. The emergence
and rapid improvement in performance of the KID for use in photon detection appli-
cations across a wide range of frequencies demonstrates the versatility and robustness
of the technology.
Owing to the small size and relative ease of fabrication of a SuperSpec pixel, it is easy
to imagine an instrument that consists of hundreds of spectrometer pixels ﬁlling the
focal plane of a sub-mm telescope with the ability to map in both spatial and spectral
domains simultaneously. The power of such an instrument for rapid blind redshift
surveys is evident, and is now a realistic possibility given the numerous technological
advancements over the past decade in areas such as high frequency superconducting
circuits, electronic readout systems and fabrication processing and techniques. Most
of the technology required to realise a SuperSpec type pixel can be borrowed from
the increasingly proliﬁc ﬁelds associated with superconducting microresonators. Since
their advent in 2002 (Mazin et al. 2002; Day et al. 2003) for use as ultra-sensitive
sub-mm photon detectors, planar superconducting microresonators have found use in
a variety of applications including quantum information processing (Göppl et al. 2008;
Graaf 2014), microwave characterisation of dielectric materials (Gao et al. 2009) and
parametric ampliﬁcation of RF signals (Eom et al. 2012; Mutus et al. 2013).
1.1 Sub-mm astronomy
Over the past decade, the study of the FIR/sub-mm spectral regions has undergone
rapid expansion driven by the notable advances in the available instrumentation. With
the wealth of data coming from the Herschel Space Observatory (HSO), regular obser-
vations with the Atacama Large mm/sub-mm Array (ALMA), along with numerous
future observatories in the various stages of planning, the FIR/sub-mm is now set to
play a key role in advancing the understanding of numerous astrophysical phenomena
throughout the history of the Universe. The relative lack of progress of the ﬁeld up to
now can, in part, be attributed to a number of technological hurdles that need to be
overcome when observing the sky at FIR/sub-mm wavelengths.
The most notable is the diﬃculty of ground-based observations. Water contained in
the various layers of the Earth's atmosphere absorbs a prohibitive amount of the in-
coming signal. Observatories located at high altitude can overcome this to a certain
5
Figure 1.1: Atmospheric transmission measured at the Mauna Kea observatory in
Hawaii.
extent, but even then, observations are restricted to only a small number of atmo-
spheric windows (cf. Fig. 1.1). Even with the best (5-15% of the time depending
on the time of year) weather at the best terrestrial locations, 30-40% of the signal
is attenuated within the 350/450 µm windows. Clearly, astronomical observations of
water, and other useful atomic or molecular species that fall outside of these windows,
are completely inaccessible from the ground, necessitating stratospheric or space-based
observatories.
Aside from the vast cost and complexity, space-based observatories suﬀer from limited
angular resolution due to the practical constraints imposed on the instrument dimen-
sions. The minimum resolvable angle of an optical system with an entrance aperture
D is given by θ ∼ λ/D. Therefore, to obtain the detail seen in the Hubble images
(λ ∼ 0.3 µm, D = 2.4 m) at 350 µm would require a primary mirror diameter of
∼ 3 km! This is clearly not feasible in a single-dish, with current ground-based and
space-based observatories reaching 30 m (e.g. LMT, IRAM, CCAT) and 3.5 m (Her-
schel), respectively. However, interferometers employing aperture synthesis techniques
are capable of such large baselines and are the only way to carry out high-resolution
imaging at mm/sub-mm wavelengths. The most pertinent example is the ALMA in-
terferometer, which has a maximum baseline of 16 km and operates across the entire
sub-mm waveband.
Only relatively recently has the detector technology started to become competitive
with other wavebands. The FIR/sub-mm lies in between the radio region, where co-
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herent heterodyne technology is well established, and the optical wavebands, where
incoherent direct detection has provided many of the remarkable images taken with
the Hubble Space Telescope. This has resulted in the FIR/sub-mm adopting technol-
ogy from both sides. However, the low sub-mm photon energy renders the incoherent
semiconductor pair-breaking detectors ineﬀective, and the requirement on the low-
noise mixers for coherent detection has only recently been achieved (Zmuidzinas et
al. 1998). Heterodyne instruments are the standard choice for high-resolution spec-
troscopy and provide a compliment to the semiconductor bolometer for continuum
imaging (Mauskopf et al. 1997), which has been the workhorse of sub-mm continuum
observations for the past 20 years. However, while semiconductor bolometers are still
in use today, the use of superconducting materials with the promise of increased sensi-
tivities, are now forming the basis for most modern ultra-sensitive detector arrays for
FIR/sub-mm astronomy.
Proof of how far detector technology has progressed is evidenced by the fact that de-
tectors now reaching the stage where the sensitivity is limited by the FIR/sub-mm
blackbody emission arising from the ﬁnite temperature of the telescope. Typical am-
bient temperatures of ground based telescopes are around 260 K whereas current space
telescopes are usually passively cooled to about 90 K, but both generally overpower
the astronomical signal. While there are a number of clever techniques to detect the
weak signal in the presence of an overwhelming background, the additional inherent
noise contribution bestows a limit on the attainable sensitivity of the telescope. For
this reason, the next generation of space observatories will employ actively cooled (∼ 5
K) primary apertures that will enable observations of the faintest sources.
1.2 Spectrograph Technology
1.2.1 Heterodyne Receivers
Heterodyne detection relies on the down-conversion of a high frequency (RF) sky signal
to an intermediate frequency (IF) signal, whilst preserving both the amplitude and
phase. Being at a signiﬁcantly lower frequency, the IF signal is much more manageable
enabling ampliﬁcation and further processing. However, there is a penalty in the form
of an unavoidable `quantum noise' imposed by the uncertainty principle. This presents
a fundamental limit on the sensitivity attainable by coherent receivers which is not
present in direct detection architectures.
THz mixers have gradually improved over the past 25 years, with SIS technology
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Figure 1.2: Schematic diagram of an acousto-optical spectrometer.
preferred for frequencies below 1 THz with noise temperatures only a few Kelvin
above the quantum limit. Above 1 THz, HEB mixers are preferred due to the decrease
in sensitivity in SIS devices above the gap frequency of the superconductor. For a
detailed review of SIS and HEB mixer technology see Gundlach and Schicke (2000)
and the references therein.
The main beneﬁt of a heterodyne instrument is the ability to obtain high sensitivity,
high spectral resolution (106) measurements. This powerful capability derives from the
spectral information being extracted from the low frequency, ampliﬁed IF signal where
there exists a number of techniques to analyse the data with the three most common
being ﬁlterbank backbends, acousto-optical spectrometers (AOS) and autocorrelation
spectrometers (AS).
A schematic of an AOS is shown in Fig. 1.2. A piezoelectric transducer converts
the IF microwave signal into pressure waves in an optically active crystal (e.g. Bragg
cell). The induced pressure waves modulate the refractive index throughout the cell
eﬀectively creating a diﬀraction grating that depends on the applied IF signal. A
monochromatic optical laser incident on the Bragg cell passes through the crystal
and is re-imaged onto a CCD or other photosensitive detector array. The AOS can
be conﬁgured to have a relatively wide bandwidth but the attenuation of the Bragg
cell limits the spectral resolution, R, to a few 103 and so aren't appropriate for high
spectral resolution measurements.
Whereas the AOS can be viewed as operating in the frequency domain, autocorrelation
backends operate in the time, or lag domain, and the spectrum is retrieved using the
well known Weiner-Khinchin theorem;
Sxx(f) =
∫ ∞
−∞
Rxx(τ) · e−j2pifτdτ, (1.1)
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where Rxx is the auto-correlation function of the IF signal given by
Rxx(τ) =
∫ ∞
−∞
V (t+ τ) · V ∗(t). (1.2)
Digital auto-correlation spectrometers implement this calculation on a digitized version
the IF signal by passing multiple copies through a series of shift registers for the delay
and digital logic multipliers and accumulators for the integrals. Analogue versions
utilise ﬁnite length transmission lines to introduce the delay (Isaak et al. 1998) and
are able to achieve higher bandwidths than their digital counterparts for the same
power consumption.
Filterbank spectrometers are conceptually the most straightforward spectrometer back-
end and consist of a number of discrete band-pass ﬁlters each tuned to diﬀerent centre
frequency (Tauber and Erickson 1991). The output of each ﬁlter is coupled to a power
detector to obtain the intensity in each spectral bin. An advantage of the ﬁlterbank
architecture is that the frequency sampling can be customised by manufacturing the
band-pass ﬁlters to user-deﬁned criteria. However, to obtain high spectral resolutions
requires a large number of narrow-band ﬁlters. This increase in both size, complexity
and cost meant that ﬁlter-bank backends were quickly succeeded by the alternatives
mentioned above for most applications. However, contrary to operating at IF fre-
quencies where the ﬁlter elements become fairly sizeable, Superspec proposes to
implement a ﬁlterbank architecture at the signal frequency resulting in a signiﬁcant
reduction in size.
1.2.2 Direct Detection
In contrast to the coherent techniques that are sensitive to both the amplitude and
phase of the incident photons, direct detection spectrometers are only sensitive to the
signal intensity. Immediately, this gives the direct detection instruments a fundamental
sensitivity advantage by not being susceptible to the quantum noise that appears in
coherent receivers and therefore in principle, can operate at a sensitivity limited by
the inherent ﬂuctuations of the incident photons.
Generally, incoherent instruments consist of a dispersive element that divides up the
incident radiation and a detector array to record the intensity in each spectral bin. The
three examples discussed here are the diﬀraction grating, Fourier transform spectrom-
eter (FTS) and Fabry-Perot interferometer. In the words of Zmuidzinas and Richards
(2004), `there is only one optimal approach that gives the best sensitivity: grating spec-
trometers or their equivalent '. The reason being that for every photon absorbed its
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Figure 1.3: Schematic of a blazed reﬂective diﬀraction grating.
wavelength is also measured. This is not the case for a Fabry-Pérot, for example, where
only photons that interfere constructively are detected. This degradation in sensitivity
manifests itself in the increased scanning time required to obtain the spectrum. In prin-
ciple therefore, gratings can provide exceptional sensitivity. However, considerations
such as the size of the grating impose practical limits on the performance.
A schematic of a grating spectrometer is shown in Fig. 1.3. Simple geometric argu-
ments lead to the well known grating equation for order m is given by,
mλ = d(sinα− sin β), (1.3)
where d is the groove or slit spacing. Eq. 1.3 applies to both transmission and reﬂection
conﬁgurations, however for reﬂection β is taken as a negative. The angular dispersion
of the grating is given by the derivative of Eq. 1.3,
dβ
dλ
=
m
d cos β
, (1.4)
and shows that the beneﬁt of working in a high diﬀraction order. The chromatic
resolving power can be calculated from
R = λ
∆λ
. (1.5)
The eﬃciency of the grating is deﬁned as the ratio of the incident power to the power
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contained in the chosen order. To ﬁrst order, the grating acts as a mirror, reﬂecting the
incoming beam according to Snell's Law, resulting in a signiﬁcant portion of the light
is contained in the central m = 0 maximum which contains no spectroscopic value. In
an attempt to increase the grating eﬃciency, it was suggested that a modiﬁcation of
diﬀraction element shape (e.g. angle) could lead to a shift the power from the central
maximum into one of the diﬀraction orders. A grating of this type is known as a blazed
grating and is characterised by the blazing angle, γ. The diﬀraction angle β depends
only on d and λ, whereas the position of the diﬀraction envelope is determined by the
blazing angle γ. By appropriate choice of the blazing angle, a signiﬁcant amount of
radiation can be concentrated in a given diﬀraction order, dramatically increasing the
grating eﬃciency.
For a given blazing angle, the maximum resolution is obtained when α = β, i.e. when
the diﬀracted wave is retro-reﬂected back. This is known as the Littrow conﬁguration
as is used by most practical spectrometers. Echelle gratings are a sub-class of grat-
ings that were designed to be achieve high spectral resolving power whilst remaining
compact (Harrison 1949) by illuminating the grating at large angle of incidence. The
blazing angle of an Echelle is relatively large and is characterised by its R# value,
where R# = tan γ.
As an example, ZEUS (the redshift (z) and Early Universe Spectrometer) (Nikola et
al. 2003; Stacey et al. 2007) was designed to study star formation at diﬀerent redshift
by measuring the relative abundances of the important spectral emission lines that
fall within the 350 and 450 µm atmospheric windows. By using a 35 cm cryogenic
cooled R-2 Echelle1 grating operated in a near-Littrow conﬁguration, the overlapping
diﬀraction orders of m = 4 and m = 5 provide simultaneous coverage at 450 µm and
350 µm, respectively, with R = 550− 1600. The diﬀracted beams are then coupled to
a 32 pixel linear array of neutron-transmutation doped (NTD) silicon bolometers with
half the pixels tuned to each band. The grating is then rotated to cover the full 15%
bandwidth of each atmospheric window (Hailey-Dunsheath 2009). ZEUS has under-
gone a number successful observing runs at the Caltech Sub-millimetre Observatory
(CSO), providing the ﬁrst observations of a number of spectral line from both nearby
and distant galaxies. Most notably, the ﬁrst detection of the 13CO(6 → 5) line in a
galaxy outside of the local group (Hailey-Dunsheath et al. 2008) and the observation
of the 158 µm Cii line from galaxies at z = 1− 2.
Following on from the success of ZEUS, its successor ZEUS-II was commissioned and is
expected to feature a guest instrument at the CSO. While ZEUS-II uses the same grat-
ing as ZEUS, the cryogenic, optical and detector architectures have all been upgraded
1R-2 corresponds to γ = arctan(2) = 63.43◦
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to provide four-colour imaging capabilities by replacing the linear detector array with
a number of TESs bolometer arrays, and operating the grating in additional diﬀraction
orders (Ferkinhoﬀ et al. 2010).
At longer wavelengths Z-Spec (Bradford et al. 2004), designed to cover the 1 mm
(190-310 GHz) atmospheric window. Z-Spec uses a novel waveguide coupled Rowland
grating (Bradford et al. 2002), operated in ﬁrst order to obtain a large instantaneous
bandwidth. Corrugated feed-horns couple light into a rectangular waveguide which
serves as the input to the curved diﬀraction grating (WaFIRS2). As the light is con-
ﬁned to a 2D ﬁeld distribution, the volume of the grating can be greatly reduced
and naturally leads to the possibility of stacking WaFIRS modules to cover multiple
spectral bands. The Z-Spec detector array consists of 160 individually mounted horn-
coupled, SiN bolometers with NTD germanium thermistors with tuned back-shorts.
With an operating temperature of 60 mK, the instrument achieves back-ground limited
performance at the telescope. The scientiﬁc output from Z-Spec has been consider-
able with studies of local (Naylor 2008) and distant (Bradford et al. 2009) galaxies,
and follow-up red-shift measurements of a number of gravitationally lensed Herschel
sources (Lupu et al. 2012).
This practical limitation provides the motivation for other architectures such as the
Fourier transform spectrometer (FTS). As discussed above, these are limited in their
achievable sensitivity but do have signiﬁcant practical advantages. The term FTS
encompasses a number of diﬀerent instrument conﬁgurations that all measure the in-
terference pattern (interferogram) of the incoming light as a function of a delay intro-
duced by translation mirror stage and the spectrum is obtained by a Fourier transform
of the interferogram. An FTS in a Mach-Zender (Ade et al. 1999) conﬁguration in the
SPIRE instrument on the Herschel Space Observatory. The spectral resolution of an
FTS is determined by the maximum optical path diﬀerence introduced by the mirror,
and in Mach-Zender conﬁguration allows for a factor of four higher resolution for a
given mirror step. However, the attainable resolution is limited to ≈ 1000 for most
practical conﬁgurations.
All spectrometers require some method of introducing a delay in time to the incident
signal (Zmuidzinas and Richards 2004), and the larger the delay when compared to a
wavelength, the higher the spectral resolution. For gratings, the limit on the spectral
resolution is of order ∼ 1000 determined by the physical size of the grating. For
an FTS, the limitation is governed by the maximum attainable mirror retardation,
which is usually limited by the mirror drive. For SuperSpec, the practical limitation
on the spectral resolution will be governed by the number of detectors required to
2Waveguide Far InfraRed Spectrometer
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sample the spectrum. For this reason, the baseline spectral resolution for the prototype
device will be aimed toward reproducing similar performance as a typical grating
spectrometer.
1.3 Thesis Outline
The aim of this thesis is provide a description of the evolution of Superspec from
a conceptual designs to a demonstration of an operational ﬁlter-bank circuit. The
outline of this thesis follows:
- Chapter 2 introduces the physics of superconducting microresonators, and out-
lines the current model that is used to understand and characterise the Super-
spec detectors.
- Chapter 3 presents a description of the development of the ﬁrst generation pro-
totype device, including initial simulation work that shaped the design of the
ﬁlterbank, an inclusive description of the mask devices, ﬁnishing with details on
the fabrication process.
- The discussion in Chapter 4 deals with the dark characterisation of the Super-
spec detectors, and compares them to the model outlined in Chapter 2.
- Chapter 5 presents the main result of this thesis; the demonstration and optical
characterisation of the ﬁrst operational ﬁlterbank operating at 190-310 GHz.
- Chapter 6 concludes the thesis with a discussion of on-going work and future
plans.
1.4 Literature Contributions
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Chapter 2
Physics of Kinetic Inductance
Detectors
Over the past decade kinetic inductance detectors (KIDs) have emerged as an ex-
tremely promising candidate that fulﬁl many of the requirements of the next generation
large format astronomical sub-mm cameras.
Fundamentally, a KID is a superconducting pair breaking detector and the principle
of detection relies on the modiﬁcation of the surface impedance of a superconducting
ﬁlm upon absorption of a photon with energy hν > 2∆. If the ﬁlm is patterned into
a high-Q resonator with resonant frequency ω0 and quality factor Qr, the change in
surface impedance will modify both Qr and ω0, which can be sensed by monitoring
the transmission of a microwave probe signal set to the resonant frequency. From a
readout point of view, the resonator acts as a simple notch ﬁlter and only interacts
with probe signal close the resonant frequency. A number of resonators, each with
slightly diﬀerent resonant frequency, can be patterned on the same ﬁlm and probed
with a comb of frequencies each set to a diﬀerent resonant frequency. This inherent
frequency domain multiplexing enables large pixel numbers to all be read out on a
single set of coaxial cables providing a simple and cost eﬀective solution to large
format arrays.
KIDs can be classiﬁed into one of two categories determined by RF architecture; dis-
tributed or lumped element resonators (c.f. Fig. 2.1). A distributed resonator is
the planar analogue of a microwave cavity and consists of a length of transmission
line. The electric and magnetic ﬁeld vary along the length of the resonator with the
ﬁeld pattern constrained by boundary conditions. The detector response is largest in
regions of high current density, and consequently, a detector based on a distributed
resonator requires an antenna to guide the radiation to the region of maximum re-
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Figure 2.1: Schematic layout of a) a quarter wave distributed resonator coupled to a
twin-slot antenna, and b) the conventional, inductively coupled LEKID design. Note
for the distributed resonator usually requires a second, lower Tc material to form a
quasiparticle trap.
sponse. Lumped element resonators on the other hand, consist of discrete circuit
elements over which the ﬁelds are approximately constant, and instead of an antenna,
the meandered inductor is usually designed into an eﬃcient free-space absorber (Doyle
2008; McKenney et al. 2012). The lumped element resonator in its original form was
conceived in 2008 (Doyle et al. 2008), and has since been iterated and optimised (e.g.
Noroozian et al. (2012)) and is now used in a number of experiments and instruments
(Monfardini et al. 2010; Swenson et al. 2012). A lumped element design is adopted for
the SuperSpec detectors owing the simplicity and versatility of the lumped element
resonator.
Traditionally, KIDs have been designed with a resonant frequency of 1-5 GHz. Work-
ing above 1 GHz requires the use of mixing stages that add a layer of complexity
to the readout. The development of superconducting nitride materials such as tita-
nium nitride (TiN) with large kinetic inductance has enabled the resonant frequency
to be reduced down to the RF band (100 MHz) (ω0 ∝ L−1/2). Operating at this fre-
quency alleviates the need for mixing stages and signiﬁcantly reduces the complexity
and per-pixel cost, crucial for the development of large format arrays (Swenson et al.
2012).
This goal of this chapter is to present an overview of the current theory of a lumped-
element KID, and relies heavily on the pioneering work of a number of doctoral theses
(Doyle 2008; Gao 2008; Mazin 2004) as well as the comprehensive review article by
Zmuidzinas (2012).
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2.1 Superconductivity and the Two Fluid Model
The two ﬂuid model provides an intuitive way of understanding the electrodynamics
of a superconductor. The main idea is that there are two parallel paths of charge
carriers; one that carries current without dissipation and another that behaves like
normal electrons in a metal. The former gives rise to the hallmark characteristic of
zero dissipation at DC. The theory of Bardeen et al. (1957) showed that this population
was made up of a bound state between two electrons mediated by the electron-phonon
interaction, named Cooper pairs. The ﬁnite inertia of the Cooper pairs manifests itself
as an internal inductance that results in a ﬁnite impedance at non-zero frequency. This
eﬀect is known as the kinetic inductance and is the principal mechanism behind a KID.
The latter population are quasiparticle excitations from the Cooper pair condensate,
and are characterised by number density nqp and give rise to a non-zero dissipation at
AC frequency.
The total current density can then be written as the sum of the currents in each
path
j = jn + js, (2.1)
where jn can be derived using the classical Drude model for normal metals with
σn(ω) =
σ0
1 + jωτ
σ0 =
neq
2
eτ
me
, (2.2)
where τ is the characteristic scattering time. It is worth noting that the concept of
kinetic inductance arises naturally in the Drude model as the imaginary term in Eq.
2.2. However, in most metals at room temperature and low frequency ωτ  1 and
the imaginary term can be ignored. It then follows that Eq. 2.2 results in Ohm's
law. However, in clean samples at low temperatures τ can increase signiﬁcantly and
when working at high frequency, the imaginary part of the conductivity may become
appreciable.
One of the ﬁrst formulations of an expression for js is given by the phenomenological
London model. The London equations can be written as,
js (r) = − 1
µ0λ2L
A (r) ; λ2L =
me
µ0nsq2e
. (2.3)
where λL is the London penetration depth, deﬁned as the e
−1 magnetic ﬁeld decay
length from the surface.
By writing the equations in this form and including the positional dependence, the
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limitations of the London equations become apparent. Explicitly, at a given position
the current density depends only on the vector potential at that same position. This
implies that the ﬁelds are approximately constant over a characteristic distance of a
Cooper pair. However, if the situation arises where the electric ﬁeld varies appreciably
over some deﬁned length scale, then Eq. 2.3 should be replaced by an expression
that takes into account the variation. Extending the theoretical work by Reuter and
Sondheimer (1948) and experimentally by Chambers (1952) on the anomalous skin
eﬀect in normal metals, Pippard (1953) proposed a generalised expression for the
current density,
js (r) = − 3
4piµ0λ2Lξ0
∫
r[r ·A(r′)]e−rξ
r4
dr′, (2.4)
where ξ0 is the material dependent Pippard coherence length and ξ
−1 = ξ−10 + `
−1 is
the eﬀective coherence length which depends on impurity content. An expression for
ξ0 initially based upon an uncertainty principle argument was given as
ξ0 = γ
~vF
kBTc
, (2.5)
with γ being a constant of order unity. Guided by experimental data, Pippard found
that γ = 0.15 resulted in a good ﬁt, and later this form was conﬁrmed using BCS
theory with the theoretical value γ = 0.18.
It is instructive to determine the eﬀect of Eq. 2.4 on the measured penetration depth
λ, by examining the limiting cases of the local limit, ξ  λL and the anomalous limit
ξ  λL. The ﬁrst case implies that A(r) is approximately constant within a region ξ,
from which it can be shown that Eq. 2.4 reduces to,
js = − 1
µ0λ2
A, (2.6)
where
λ = λL
√
ξ0
ξ
= λL
√
1 +
ξ0
`
. (2.7)
We can establish two further limiting cases given by Eq. 2.7 that are determined by
the ratio ξ0/`. In the case of a high purity metal, ` ξ0 and λ→ λL we retrieve the
London limit. If however `  ξ0 caused by the presence of impurities then there is
a factor of
√
ξ0/` increase in the measured penetration depth. This is known as the
`dirty' limit and is typically relevant for TiN ﬁlms (Diener et al. 2012).
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In the anomalous limit Faber and Pippard (1955) derived the relation
λ =
[√
3
2pi
λ2Lξ0
] 1
3
, (2.8)
for the measured penetration depth.
It should be noted that at the time of the inception both the local theory of London and
the non-local extension of Pippard, a rigorous microscopic theory of superconductivity
had not yet been formulated, and were purely based on observations. It wasn't until
Bardeen et al. (1957) published their microscopic theory of superconductivity that
a thorough understanding of the underlying physics began to emerge. That being
said, many of the ideas put forward by Pippard on a phenomenological basis were
theoretically veriﬁed within the BCS framework.
2.2 The Mattis-Bardeen Conductivity
Mattis and Bardeen (1958) were the ﬁrst to develop a rigorous theory of high frequency
superconducting electrodynamics that was consistent the microscopic theory of BCS.
While the full theory is rather complex, in certain limits it can be simpliﬁed into a
tractable form which has been shown to accurately model the behaviour of various
superconducting materials over a wide range of temperatures and frequencies. The
expression for the Mattis-Bardeen conductivity σ = σ1 − jσ2 that is valid in both the
dirty and extreme anomalous limit are given by
σ1
σn
=
2
~ω
∫ ∞
∆
[f(E)− f(E + ~ω)] · g1(E, ~ω)dE
+
1
~ω
∫ −∆
min(∆−~ω,−∆)
[1− 2f(E + ~ω)] · g1(E, ~ω)dE (2.9)
σ2
σn
=
1
~ω
∫ −∆
max(∆−~ω,−∆)
[1− 2f(E + ~ω)] · g2(E, ~ω)dE, (2.10)
where
g1(E, ~ω) =
E2 + ∆2 + ~ωE√
E2 −∆2√(E + ~ω)2 −∆2
g2(E, ~ω) =
E2 + ∆2 + ~ωE√
∆2 − E2√(E + ~ω)2 −∆2 .
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The second integral in σ1 is zero for ~ω < 2∆. In the limit of kBT, ~ω  ∆(T ), Eqs.
2.9 and 2.10 take the analytical form (Barends 2009; Gao 2008)
σ1
σn
≈ 4∆
~ω
exp
(
− ∆
kBT
)
sinh (ξ)K0 (ξ) (2.11a)
σ2
σn
≈ pi∆
~ω
[
1− 2 exp
(
− ∆
kBT
)
exp (−ξ)I0 (ξ)
]
, (2.11b)
where ξ = ~ω/2kBT . The validity of the approximation can be veriﬁed by taking
aluminium as an example. At a typical operating temperature 250 mK and readout
frequency of 1 GHz, ∆Al ∼ 180µeV, kBT ∼ 21µeV and ~ω ∼ 0.7µeV.
The quasiparticle density can be calculated by integrating the product of the quasi-
particle distribution function with the superconducting density of states,
nqp = 4N0
∫ ∞
0
f(E)E√
E2 −∆2dE ≈ 2N0
√
2pikBT∆ exp
(
− ∆
kBT
)
, (2.12)
where the approximation is valid for a thermal distribution function f(E)−1 = 1 +
exp(E/kBT ) in the limit kBT  ∆. By making the further approximation of
∆(T ) ≈ ∆0
[
1− nqp
2N0∆(T )
]
, (2.13)
where ∆0 is the low temperature value, Gao et al. (2008a) show that the change
in conductivity due to a change in quasiparticle density arising from a temperature
change or external pair breaking are equivalent to within a factor of unity, and are
given by
dσ1
dnqp
= σN
1
N0~ω
√
2∆0
pikBT
sinh (ξ)K0 (ξ) (2.14a)
dσ2
dnqp
= σN
−pi
2N0~ω
[
1 + 2
√
2∆0
pikBT
exp (−ξ) I0 (ξ)
]
. (2.14b)
The equivalence between the response to thermal and external quasiparticles allows
the responsivity to be estimated from a sweep of the bath temperature. Eqs. 2.14a
and 2.14b are plotted in Fig. 2.2 for aluminium as a function of temperature and show
that both expressions are a slowly varying function of temperature indicating that the
complex conductivity is approximately linear with quasiparticle density - as it will be
shown later δfr ∝ δσ2 ∝ δnqp - a useful relationship to remember.
From Fig. 2.2b it can be seen that there is a signiﬁcant advantage to be had by
operating at low readout frequency. The quasiparticle responsivity in the imaginary
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Figure 2.2: a) The response of the complex conductivity to a change in the thermal
quasiparticle density, b) The response to a change in the quasiparticle density as a
function of frequency. Figure adapted from Visser (2014).
component of the complex conductivity rapidly increases as the readout frequency is
reduced. This is one of the main motives of the design of the Superspec detectors
which is discussed in detail later.
2.3 Surface Impedance of a Superconducing Film
In most experiments it is not the complex conductivity that is directly observed but
rather a measurement of the surface impedance of the superconducting ﬁlm. Having
derived expressions for the complex conductivity that is valid in both the local and
anomalous limits, we now need to derive a relationship between the conductivity to
the experimentally observable surface impedance. Generally the surface impedance of
a material is complex and can be written as
Zs = Rs + jωLs = Rs + jωµ0λeff . (2.15)
Thin Film
When the ﬁlm thickness becomes comparable to the penetration depth, the current
distribution within the ﬁlm becomes approximately constant. In this case, the length
scales of the superconductor can be constrained. Assuming diﬀuse reﬂection at the
surface, an upper limit on the electronic mean free path becomes equal to the ﬁlm
thickness, and the coherence length is limited by the ﬁlm thickness also. Therefore
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given the above considerations, ξ = `mfp = t  λ, the expressions derived assuming
local electrodynamics are appropriate for thin ﬁlms.
In the local limit, Matick (2000) shows that the surface impedance of a conductor with
ﬁnite thickness can be expressed as
Zs =
√
jωµ0
σ
coth t
√
jωµ0σ =
√
jωµ0
σ
coth
t
λ
√
1 + jσ1/σ2, (2.16)
with σ = σ1 − jσ2. The coth term is a correction factor that accounts for the ratio of
the ﬁlm thickness to the penetration depth. For a ﬁlm thickness much smaller than λ,
cothx ≈ 1/x for small x, resulting in the simple relation,
Zs =
1
(σ1 − jσ2)t →
δZs
Zs
= −γ δσ
σ
, (2.17)
where γ = 1 for the thin-ﬁlm case presented here. For thick ﬁlms, it can be shown
that γ = 1/2, 1/3 for the local and extreme anomalous limits, respectively (Zmuidzinas
2012). At temperature well below Tc, σ1  σ2 and an expression for the surface
resistance and inductance can be written from Eq. 2.15 as
Rs =
σ1
(σ21 + σ
2
2)t
≈ σ1
σ22 t
; Ls ≈ 1
ωσ2t
= µ0λeff (2.18)
→ Rs = ωLsσ1
σ2
. (2.19)
Eq. 2.17 can be expanded about its zero temperature value where Zs(ω, 0) = jXs(ω, 0)
and σ(ω, 0) = −jσ2(ω, 0). To ﬁrst order, the fractional perturbation in the real and
imaginary parts of the surface impedance at low temperatures is given by
δRs
Xs(ω, 0)
=
δσ1
σ2(ω, 0)
(2.20a)
δXs
Xs(ω, 0)
= − δσ2
σ2(ω, 0)
. (2.20b)
where δZs(ω, T ) = Zs(ω, T )−Zs(ω, 0). To make the ﬁnal step, Eqs. 2.20 can be related
to a change in quasiparticle density by applying the expressions for the perturbation
in the Mattis-Bardeen conductivity (Eqs. 2.14), leading to
δRs
Xs(ω, 0)
=
S1(ω)
2∆0N0
δnqp (2.21a)
δXs
Xs(ω, 0)
=
S2(ω)
2∆0N0
δnqp (2.21b)
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S1(ω) =
2
pi
√
2∆0
pikBT
sinh(−ξ)K0(ξ); S2(ω) = 1 +
√
2∆0
pikBT
exp(−ξ)I0(ξ). (2.21c)
As is shown later, these expressions are directly related to the fractional change in the
resonant frequency and dissipation in the resonator, and so are useful when analysing
the data taken from a sweep in bath temperature to extract material properties. The
ratio of the response in frequency direction to the dissipation response is given by
β(ω)
∆
=
δσ2
δσ1
=
|δXs|
δRs
=
S2(ω)
S1(ω)
, (2.22)
and as discussed previously (cf. Fig. 2.2b), increases rapidly at low readout fre-
quency.
2.4 Quasiparticle Dynamics
The quasiparticle density deﬁned in Eq. 2.12 is the statistical mean number at a
given temperature. However, at ﬁnite temperature lattice vibrations are able to break
Cooper pairs and cause the quasiparticle density to continuously ﬂuctuate about that
mean value. If a Cooper pair is broken in steady state, on average the quasiparticles
recombine back into the ground state after a time τqp, known as the quasiparticle
lifetime. The continuous generation and recombination of quasiparticles is the funda-
mental sensitivity limit for a KID.
In general, the rate equation for the quasiparticle number can be written in terms of
a generation Γg rate and a recombination Γr rate,
dNqp
dt
= 2 (Γg − Γr)
= 2 (Γth + Γex)− 2Γr, (2.23)
where Γth is the thermal generation rate and Γex = Γa + Γopt is the external gener-
ation rate and is made up of a terms originating from quasiparticle generation from
the readout power and optical signal, respectively. The factor of two arises because
quasiparticles are generated and recombine in pairs.
To relate the recombination rate with the quasiparticle lifetime, we use the expres-
sion derived by Kaplan et al. (1976) for the quasiparticle lifetime assuming a thermal
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distribution function at low temperature, namely,
τqp =
τ0√
pi
(
kBTc
2∆
)5/2√
Tc
T
exp
(
∆
kBT
)
=
τ0
nqp
N0 (kBTc)
3
2∆2
≡ R−1n−1qp , (2.24)
where Nqp = nqpV and R is the recombination constant with units of m
3s−1. While
the inverse relationship between quasiparticle density and lifetime is derived assuming
a thermal distribution, Visser et al. (2013) show that it the relation also holds for
non-equilibrium distribution functions. The recombination rate is proportional to the
number of combinations a Cooper pair can be formed from Nqp, which is given by
1
(Wilson and Prober 2004)
Γr =
RV n2qp
2
, (2.25)
where R is the constant of proportionality.
The generation rate of thermal quasiparticles can be deduced by noting that in thermal
equilibrium, the generation and recombination rates are equal, i.e., Γg,th = Γr (nth),
where nth(T ) can be calculated from Eq. 2.12. Inserting this condition into the rate
equation (2.23) steady-state yields
nqp =
√
n2th + 2Γg,ex/RV =
√
n2th + n
2
opt
n2opt =
N0τ0 (kBTc)
3
∆3VL
ηePopt, (2.26)
where Γg,ex = ηePopt/∆ has been used to derive the expression for nopt. In the limit
that nopt  nth then the number of quasiparticles is determined by the radiation power
and has a P
1/2
opt dependence. It follows that a perturbation in the optical power δPopt
results in a quasiparticle responsivity that can be written as
δnqp
δPopt
=
ηeN0τ0 (kBTc)
3
4∆3VL
P
−1/2
opt =
ηeτqp
∆VL
, (2.27)
where Eq. 2.24 has been used to obtain the ﬁnal equality. The power dependence in
Eq. 2.27 has been experimentally veriﬁed in aluminium detectors (Janssen et al. 2013;
Mauskopf et al. 2014), however, recently it has been shown that TiN resonators do not
appear to follow the P
−1/2
opt dependence and it has been suggested that the responsivity
increases with loading (Bueno et al. 2014).
1Recall that nCr=2 =
n!
2!(n−2)! =
n(n−1)(n−2)(n−3)...
2(n−2)(n−3)... =
n(n−1)
2 ≈ n
2
2 for n 1
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As the temperature is decreased, the thermal quasiparticle population is expected to
decrease exponentially with a corresponding increase in quasiparticle lifetime. It has
been shown in a number of experiments on resonators made from various materials
that there is a maximum limit on the measured quasiparticle lifetime, suggesting a
residual non-thermal quasiparticle density. To account for this, Zmuidzinas (2012)
suggests an empirical modiﬁcation to Eq. 2.24, τ−1qp = τ
−1
max +Rnqp.
It has been shown that proper control of stray light leaks into the detector package can
have a signiﬁcant eﬀect on the residual quasiparticle density. For example, Baselmans
et al. (2012) and Barends et al. (2011) demonstrated nearly an order of magnitude
increase in quasiparticle lifetime by installing light-tight detector packaging and multi-
stage ﬁltering techniques.
2.5 Quasiparticle Number Fluctuations
The steady state condition assumed above was useful to calculate the average prop-
erties of the quasiparticle system. However, to calculate the contribution to the noise
originating from the ﬂuctuations in the quasiparticle density, a solution to the time
dependent rate equation 2.23 is required. The rate expressions for recombination Γr(t),
thermal generation Γthg (t) along with generation from an external signal Γgex(t) can be
extended to include a time dependent perturbation as
Γr(t) = 〈Γr〉+ δΓr(t) (2.28a)
Γg,th(t) = 〈Γth〉+ δΓthg (t) (2.28b)
Γg,ex(t) = 〈Γex〉+ δΓexg (t). (2.28c)
If we make the assumptions that the perturbations for each process are independent
and have a ﬂat spectral density (white noise) that is governed by Poission statistics,
then the spectral densities for the intrinsic perturbations are given by
Sr(f) = RV n
2
qp; Sg,th(f) = RV n
2
th, (2.29)
whereas it can be shown that the spectral density for the ﬂuctuations in the incident
photon stream that contribute to δΓg,ex(t) are (Gao 2008)
Sg,ex(f) =
(
ηe
∆VL
)2
ηoptPopthν (1 + ηoptnph) (2.30)
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with n−1ph = [exp(hν/kBT )− 1] is the mean photon occupation number and ηopt is the
detector optical eﬃciency.
To convert the spectral density of the ﬂuctuations in the rates into an equivalent
number ﬂuctuation we write the quasiparticle density as nqp(t) = nqp + δnqp(t), where
it can be shown that the rate equation for the time dependent ﬂuctuations can be
written as (Gao 2008; Zmuidzinas 2012)(
d
dt
+Rnqp
)
δnqp(t) = δΓth(t) + δΓex(t)− δΓr(t), (2.31)
which can be solved in the Fourier domain as2
δnqp(f) =
τqp
1 + j2pifτqp
[δΓth(f) + δΓex(f)− δΓr(f)] . (2.32)
The power spectral density for the ﬂuctuations follows as
Sn(f) = |δnqp(f)|2 =
τ 2qp
1 + (2pifτqp)2
Sgr(f) (2.33)
where the cross terms vanish as the processes are assumed to be independent, and
Sgr(f) = Sg,th(f) + Sg,ex(f) + Sr(f).
If we assume that the ﬁlm is not exposed to an external optical signal, then Sn,ex(f) =
0, nqp = nth and we obtain for the single sided spectral density of the thermal genera-
tion and recombination of quasiparticles,
Sn(f) =
4Nqpτqp
1 + (2pifτqp)2
, (2.34)
which is the same expression given by Wilson and Prober (2004). To calculate an
equivalent NEP, Eq. 2.27 can be used to determine an equivalent optical power due
to the ﬂuctuations, which gives the standard result for the generation-recombination
noise;
NEPgr =
√
Sn(f)
(
dnqp
dPopt
)−1
=
2∆
ηe
√
Nqp
τqp
1√
1 + (2pifτqp)2
. (2.35)
A similar analysis can be performed on the expression for the extrinsic ﬂuctuation
term (2.30) such that Sgr(f) = Sg,ex(f), and we obtain
Sex(f) = 2
(
ηe
∆VL
)2
Popthν(1 + nph)
τ 2qp
1 + (2pifτqp)2
, (2.36)
2Recall the Fourier transform identities F(f(t) + g(t)) = F (f) +G(f) and F(f ′(t)) = j2pifF (f)
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written as a single sided spectrum accounting for the factor of 2. The NEP is readily
calculated with help from Eq. 2.35 as
NEPph =
2ηoptPopthν(1 + ηoptnph)√
1 + (2pifτqp)2
, (2.37)
which, for low readout frequency returns to the standard expression for inherent ﬂuc-
tuations from a thermal source (Boyd 1982).
The simpliﬁed approach is illustrative but does account for the physical situation.
For example, quasiparticle recombination results in emission of phonon with energy
Ω > 2∆ that is able to break another Cooper pair. A more realistic situation is outlined
by Wilson and Prober (2004) and uses the Rothwarf-Taylor (Rothwarf and Taylor
1967) equations to provide a more accurate description of the thin-ﬁlm superconducting
ﬁlm. The result of their analysis is that the situation can arise where the spectrum can
be described by two-time constants corresponding to the eﬀective quasiparticle lifetime
and the phonon lifetime within the ﬁlm. For low temperature, where the recombination
rate is slow compared to the characteristic phonon time-scales, the power spectral
density of the ﬂuctuations can be expressed by Eq. 2.34 with a modiﬁed lifetime τeff
that depends on the phonon lifetime.
Recently, Visser et al. (2012b) made measurements of the noise power spectral den-
sity of Al half-wavelength resonators at 6 GHz that is well described with a two-term
Lorentzian, rather than a single-term roll of as predicted in Eq. 2.34. They extend
the RT model to account for an additional phonon bottle neck originating at the inter-
face between the substrate and metallic sample holder, which results in an additional
timescale. However, for the data in this thesis, the roll oﬀ in the spectral density is
generally well described using a single-time constant Lorentzian.
2.6 Microwave Perspective
Having derived expressions for the response in surface impedance to a change in quasi-
particle number, we are now in a position to relate that change to the observables
accessible using a microwave resonator.
27
Z0
RL
Z0
C
CcIr
Zres
Vr
VLZin
Figure 2.3: Circuit diagram of a parallel RLC circuit.
2.6.1 Resonator Impedance
The impedance of the parallel RLC circuit can be written as (Pozar 2011)
Zres =
[
1
R
+
1
jωLr
+ jωCr
]−1
≈ R
1 + 2jQix0
, (2.38)
where x0 = (ω − ω0)/ω0, ω−20 = LrCr and Qi = ω0RCr. The addition of the coupling
capacitor has the eﬀect of loading the resonator and results in a shift in the resonant
frequency to ωr < ω0. The impedance of the series combination is given by
Zin = Zcc + Zres
= − j
ωCc
+
R
1 + 2jQix0
=
− j
ωCc
(1 + 4Q2ix
2
0) +R(1− 2jQix0)
1 + 4Q2ix
2
0
. (2.39)
The deﬁnition of the resonant frequency is the frequency where =(Zin) = 0, there-
fore
= (Zin) = −
2QiRx0(ωr) +
1
ωrCc
(1 + 4Q2ix
2
0(ωr))
1 + 4Q2ix
2
0(ωr)
= 0
→ 2QiRx0(ωr) + 1
ωrCc
(1 + 4Q2ix
2
0(ωr)) = 0, (2.40)
which is of the form ax2 + bx+ c, with a = 4Q2i /ωrCc, b = 2QiR and c = 1/ωrCc. The
solution to the quadratic yields the fractional frequency shift at the loaded resonant
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frequency ωr,
x0(ωr) =
−2QiR±
√
4Q2iR
2 − 16Q2i /ωrCc
8Q2i /ωrCc
≈ −2QiR± 2QiR
8Q2i /ωrCc
= −RωrCc
2Qi
= − ωrCc
2ω0Cr
or 0 (2.41)
where Qi = ω0RCr has been used. The approximation R
2  4/(ωCc)2 has relative
error of about 1 part in 106 for typical values. The second solution results in a very
small shift from the natural resonant frequency, where the impedance of the RLC
resonator is extremely large.
2.6.2 Coupling Quality Factor
As well as causing a shift in the resonant frequency, the addition of the coupling
capacitor also acts as additional (but necessary) loss mechanism that reduces the
overall quality factor of the system. An expression for the coupling quality factor at
the resonant frequency ωr can be derived from simple circuit theory and the general
deﬁnition of the Q factor,
Qc =
ωrEs
Pdiss
. (2.42)
The total electrical energy in stored the resonator remains constant and transfers be-
tween the electric and magnetic ﬁeld over an oscillation period. During the phase of
oscillation where the energy is contained in the E ﬁeld, the maximum energy can
be written in terms of the peak voltage across the resonator capacitor as (Pozar
2011)
Eres =
Cr|Vc|2
2
. (2.43)
The power dissipated is the power that leaks out of the resonator and is absorbed in
the terminations to be read out. The current through the series combination of the
coupling capacitor and resonator impedance is simply I = VL/Zin = Vc/Zres. From the
standard deﬁnition of electric power dissipation,
Pdiss =
|I2|
2
Z0
2
=
∣∣∣∣ VcZres
∣∣∣∣2 Z04 = |Vc|2 ω2rC2cZ04 (2.44)
where Z−1res (ωr) = ωrCc has been used, and can be understood by recalling that the res-
onance condition states that reactance of the resonator must cancel with the reactance
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of the coupling capacitor3. Combining the above equations results in
Qc =
2Cr
ωrZ0C2c
, (2.45)
which can be used to calculate the required coupling capacitance for a desired Qc.
2.6.3 Resonator Transfer Function
Having determined the eﬀect of the coupling capacitor, we can substitute x0 = xr −
ωrCc/2ω0Cr to obtain the forward transmission in terms of the modiﬁed resonant
frequency and coupling quality factor. Recalling Eq. 2.39, for frequencies close to ωr
the resonator impedance becomes,
Zin =
R + −j
ωCc
(1 + 2jQixr − 2jQi/zcQc)
1 + 2jQi
(
xr − 1zcQc
)
≈
1
ωCc
(−j + 2Qixr)
1 + 2jQi
(
xr − 1zcQc
) , (2.46)
where zc = ω0CcZ0. The transfer function, S21 = Vout/Vin, can be calculated from
(Pozar 2011)
S21(ω) =
2
2 + Z0/Zin
. (2.47)
The expression for Z0/Zin can be simpliﬁed to
Z0
Zin
= ωCcZ0 ·
1 + 2jQi
(
xr − 1zcQc
)
2Qixr − j
≈ 2Qi
Qc
1
1 + 2Qixr
, (2.48)
where the approximationsQi  1 andQix2r  1 have been made. The ﬁrst assumption
is safe for all practical cases, whereas the second assumption holds at frequencies close
to ωr.
Finally, combining Eqs. 2.48 and 2.47, and recalling the deﬁnition of Q−1r = Q
−1
i +Q
−1
c
3Assuming that the loss in the resonator is small.
30
we arrive at the result,
S21(ω) =
Qr/Qi + 2Qrxr
1 + 2Qrxr
= 1− Qr
Qc
· 1
1 + 2jQrxr
. (2.49)
which is the familiar Lorentzian lineshape centred around ωr with half-width band-
width ωr/2Qr. This equation is used to ﬁt resonator data to extract the resonator
parameters.
2.6.4 Power Handling
The power dissipated in the resonator can be calculated by considering power conser-
vation of a signal travelling along the feedline;
Pdiss
Pg
= 1− |S21|2 − |S11|2. (2.50)
For a shunt admittance to ground it is easily shown that S11 = S21 − 1. Recalling the
expression for S21,
S21 = 1− Qr
Qc
1
1 + 2jQrx
, (2.51)
it is straightforward to derive the dissipated power as
Pdiss =
4Q2r
QiQc
1
1 + 4Q2rx
2
Pg
2
. (2.52)
The ﬁrst two terms on the right hand side of Eq. 2.52 are commonly termed the
coupling eﬃciency χc and detuning eﬃciency χg. Both having a maximum value of
unity, χc reaches a maximum for a critically coupled resonator withQi = Qc whereas χg
is maximised at the resonant frequency. Under those conditions the power dissipation
is simply Pdiss = Pg/2. Recalling the deﬁnition of the quality factor Qi = ωE/Pdiss,
an expression for the energy stored within the resonator is given by
Er =
Qi
ω
Pdiss =
2Q2r
Qc
1
1 + 4Q2rx
2
Pg
ω
, (2.53)
which can be used to relate the internal power in the resonator to the power on the
feedline,
Pint = ωEr =
2Q2r
Qc
1
1 + 4Q2rx
2
Pg. (2.54)
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An estimate of the power handling of a resonator is important. Swenson et al. (2013)
outline a set of equations that can be used to estimate the power handling of a resonator
by assuming a current dependent kinetic inductance and expanding to second order.
By assuming a kinetic inductance of the form Ls(I) = Ls(0)[1 + I
2/I2∗ ], where I∗ is
expected to be on the order of the critical current, an additional term in the resonator
detuning arises and is related to the energy in the resonator by,
x∗ = xr − δx = xr + Er
E∗
, (2.55)
where E∗ is expected to be on the order of the superconducting condensation energy
of the inductor (Tinkham 2012),
Ec =
N0∆
2VL
2
. (2.56)
Combining Eqs. 2.53 and 2.55,
x∗ = xr +
2Q2r
Qc
1
1 + 4Q2rx
2
Pg
ωE∗
, (2.57)
which can be parametrised as
y∗ = yr +
ac
1 + 4y2∗
; ac ≡ 2Q
3
r
Qc
Pg
ωE∗
, (2.58)
where ac is deﬁned as the non-linearity parameter and y = xQr are the detuning
measured in line-widths of the resonance4. The solution to Eq. 2.58 show that for
values of ac > 0.77, there are multiple solutions and the resonator exhibits the familiar
switching behaviour at high powers (Visser et al. 2010).
It is useful to take rearrange Eq. 2.58 to solve the estimated bifurcation power on
resonance,
P cg =
acωN0∆
2VLQc
4Q3r
∝ ω T 2c VLQ−2r (2.59)
with ac ≈ 0.77 and Qr = Qc for the scaling relation. In Chapter 4 we compare this
equation to experimental data and show it provides a good estimate the bifurcation
power of the resonators for this thesis.
4Recall Qr = ωr/∆ω where ∆ω is the resonator line-width→ Qrx = (ω−ωr)/∆ω is the detuning
in line-widths.
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2.7 Resonator Response
As mentioned above, the detection mechanism of a KID relies on the modiﬁcation
of the complex surface impedance of a superconductor upon photon absorption. We
derived an expression for the expected response of the superconducting ﬁlm and in
this section we relate the response to the observables, namely ωr and Qi.
ω2r =
1
LtCt
(2.60)
where Lt = Lk + Lg is the sum of the geometric and kinetic inductances
5, and Ct
is the sum of the resonator and coupling capacitor. Assuming that only the kinetic
inductance is modiﬁed upon photon absorption, the fractional change in the resonant
frequency is given by,
x ≡ δωr
ωr
= −1
2
δLt
Lt
= −αk
2
δLs
Ls
= −αk
2
δXs
Xs
, (2.61)
where Xs = ωLs, and αk = Ls/Lt is deﬁned as the kinetic inductance fraction.
Similar expressions can be derived for the response of the resonator in the dissipa-
tion/amplitude direction;
Q−1i =
R
ωrL
→ δQ−1i = αk
δR
Xs
. (2.62)
Eqs. 2.61 and 2.62 relate the measured response of the resonator to a change in
quasiparticle density through the Mattis-Bardeen expressions given in Eqs. 2.20, and
result in
x =
δω
ωr
= −αk S2(ω)
4∆0N0
δnqp (2.63a)
Q−1i = αk
S1(ω)
2∆0N0
nqp → δQ−1i = αk
S1(ω)
2∆0N0
δnqp. (2.63b)
The above equations are routinely used to ﬁt to temperature sweep data and extract
a value for α and ∆. The quasiparticle responsivity to optical power (Eq. 2.27) can
be used to calculate the resonator responsivity in both quadratures as
Rx
∆
= − dx
dPopt
=
αkS2(ω)ηe
4N0∆20VL
τqp =
β(ω)ηeτqp
2∆0VLnqpQi
(2.64a)
RQ−1i =
dQ−1i
dPopt
=
αkS1(ω)ηe
2N0∆20VL
τqp =
ηeτqp
∆0VLnqpQi
. (2.64b)
5Note that there is also a magnetic inductance term that is usually negligible (Porch et al. 2005).
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Note that the ratio of the responsivity in the frequency direction is a factor of β(ω)/2
larger than in the dissipation direction. Assuming that the quasiparticle density is
dominated by optically generated quasiparticles, we can substitute Eq. 2.24 for τqp as
a function of optical power to obtain
Rx =
αkS2(ω)ηe
4N0∆20VL
[
2RηePopt
∆0VL
]−1/2
, (2.65)
which upon inserting R from Eq. 2.24 and simplifying can be written as
Rx ≈ αkS2(ω, T )
4∆0VL
√
ηeτ0
32N0
(
Popt
VL
)−1/2
∝ T−1/2c V −1/2L T−1/2. (2.66)
As mentioned earlier, to account for the observed saturation in quasiparticle lifetime
at low temperatures, Zmuidzinas (2012) proposes modifying the expression for the
quasiparticle lifetime to
τqp =
τmax
1 + nqp/n∗
≈ τmax
[
1 +
2ηeτmaxPopt
n∗∆0VL
]−1/2
, (2.67)
where the approximation assumes a negligible thermal quasiparticle contribution. Com-
bining with Eq. 2.64b results in
Rx =
αkS2(ω)ηe
4N0∆20VL
[
1
τ 2max
+
2ηePopt
τmaxn∗∆0VL
]−1/2
, (2.68)
which in the limit that τ−1max → 0, returns to Eq. 2.65 as expected. Eq. 2.68 is plotted
in Fig. 2.4 for typical parameters of aluminium (blue and green) and titanium nitride
(red, purple). The plateau at low powers is set by the value of τmax. Values of τmax ≈ 1
ms are typical for aluminium, and slightly lower for titanium nitride τmax ≈ 100µs.
As the power increases, the number of optical quasiparticles dominates and the P
−1/2
opt
relationship is recovered.
Eq. 2.68 is used in Chapter 4 to estimate the power absorbed through the spectrometer
from a blackbody measurement.
2.7.1 Noise Roll Oﬀ
To derive the observed roll oﬀ in the noise, it is necessary to include a model for the
dynamic response of the resonator that includes the ring-down time of the resonator.
Gao (2008) derives an expression for the dynamic response and shows that for zero
detuning, the resonator behaves as a single-pole low pass ﬁlter with transfer function
34
10-7 10-6 10-5 10-4 10-3 10-2
Power Density [pW/ m³]
109
1010
1011
1012
1013
RV
 [
m
³/W
]
T = 0.10 K, Tc = 1.20 K
T = 0.20 K, Tc = 1.20 K
T = 0.20 K, Tc = 2.00 K, N0 = 1x
T = 0.20 K, Tc = 2.00 K, N0 = 4x
Figure 2.4: Eq. 2.68 plotted for parameters typical of aluminium and titanium nitride
ﬁlms. See text for details.
given by
ζ =
1
1 + jf/∆fhw
; ∆fhw =
ωr
4piQr
, (2.69)
where ∆fhw is the half-width bandwidth of the resonator. This equation should be
added to the expression for the resonator responsivity to account for the fact that the
resonator can't respond to ﬂuctuations that are faster that the ring-down time of the
resonator which is deﬁned as
|ζ|2 = 1
1 + ω2τ 2res
→ τres = Qr
pifr
. (2.70)
2.8 Sensitivity
2.8.1 Ampliﬁer Noise
The power of the RF tone required to probe the resonances is usually somewhere
between -70 - -130 dBm (100 pW - 1 fW). Comparing this to the thermal noise power
generated at room temperature, P300K ∼ kBT∆ν ≈ 1 pW in a 1 GHz bandwidth,
shows that measuring a resonator quickly becomes impractical. To overcome this, a
low noise cryogenic ampliﬁer located at 4 K boosts the RF signal to a level that, if
necessary, can be further ampliﬁed by room temperature electronics. The total noise
temperature of an ampliﬁer chain can be calculated using the Friis formula,
Ttot = TA1 +
TA2
G1
+
TA2TA3
G1G2
+ . . . , (2.71)
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which highlights the requirement of a low noise, high gain ampliﬁer as the ﬁrst stage.
The SiGe cryogenic LNAs (Weinreb et al. 2007) used in this thesis have a gain of 30-40
dB and quoted noise temperature of 5 K at an operating temperature of 20 K. At lower
temperatures, the noise temperature is expected to decrease, so good heatsinking of
the ampliﬁer stage is essential.
To calculate the expected measured ampliﬁer noise with a given Ta, we use the standard
expression for the voltage noise originating from a resistor at temperature Ta,
e2V = 4kBTaR
[
V2/Hz
]
. (2.72)
The equivalent ﬂuctuation in the resonator detuning, x = (f−fr)/fr, can be expressed
as
Sx, amp = e
2
V, amp ·
(
dx
dVout
)2
, (2.73)
and along with the deﬁnition of the forward scattering parameter, Vout = S21Vin we
have,
dVout
dx
= Vin
dS21
dx
. (2.74)
Recalling the deﬁnition of the transfer function,
S21 = 1− Qr
Qc
· 1
1 + 2jQrx
, (2.75)
it can be shown, using the notation of Zmuidzinas (2012), that the change in S21 in
the frequency direction is
dS21
dx
=
Qi
2
χcχge
−2jφg Qrx1≈ 2Q
2
r
Qc
. (2.76)
Recall that the product Qrx can be viewed as the detuning expressed as the number
the resonator linewidths, so the approximation holds as long as the generator tone is
close to the resonant frequency. Combining the above equations it is straightforward
to derive,
Sx, amp = e
2
V, amp ·
(
1
Vin
Qc
2Q2r
)2
= 4kBTnZ0 · Q
2
c
4Q4rV
2
in
Qr=Qc
=
kBTn
Q2rPg
(2.77)
Qi=Qc=
kBTn
2QrPg
(2.78)
where Pg = V
2
in/Z0. For a coupling-Q limited resonator driven just below bifurcation
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where Pmaxg ∝ Q−2r (Eq. 2.59), the ampliﬁer noise should be independent of Qr.
As before, we use Eq. 2.64b to convert the PSD of ampliﬁer ﬂuctuations to a noise
equivalent power yielding,
NEPx,amp =
√
Sx,amp
Rx
=
QcQi
Q2r
2∆0Nqp
β(ω)ηeτqp
√
kBTa
Pg
. (2.79)
A similar expression can be derived for the ﬂuctuations in the dissipation direction;
the result is equivalent except for the factor of β in the denominator. For most ma-
terials β > 1 suggesting an inherent advantage of frequency readout. However, excess
frequency noise due to TLS ﬂuctuations is routinely observed to limit the sensitivity
in the frequency direction.
2.8.2 Two-Level Systems
Two level systems were identiﬁed very early in the development of KIDs as being a
potential issue for KID performance. In basic terms, the eﬀect of TLSs is a ﬂuctuation
of the complex dielectric constant of the material. TLSs arise due to the amorphous
structure of dielectric materials. The random disorder in the dielectric gives rise to
a complex potential energy distribution that allows groups of atoms or molecules to
occupy and transition between multiple potential energy minima. The atomic electric
dipole enables the atoms to couple to external ﬁelds and contribute to the dielectric
constant of the material. The slight change in energy resulting from a transition from
one minima to another leads to a corresponding change in the dielectric constant.
As the TLS couple to the electric ﬁeld, the eﬀect on a KID is to modify the capacitance
and consequently, the resonant frequency of the resonator. Furthermore, coupling to
an external ﬁeld can induce transitions that extract energy from the external ﬁeld.
From the resonator point of view, this constitutes an additional inherent loss to which
we can attribute a corresponding Q. In early measurements of resonators, it was
found that the Qi has a signiﬁcant power dependence which is now understood as the
saturation of the TLS into a single state. An expression for the TLS contribution to
the loss is given by (Gao et al. 2008b)
Q−1i,TLS = FTLSδ0 tanh(ξ)
1√
1 + |Pint/Pc|2
, (2.80)
where ξ = ~ω/2kBT as before, δ0 is the intrinsic loss tangent and FTLS is a geometric
ﬁlling factor deﬁned as the ratio of the electric contained with the TLS hosting material
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to the total electric ﬁeld. Pc is a characteristic power associated with saturation of the
TLS.
Another distinctive feature that is regularly observed is the anomalous fractional fre-
quency shift as a function of temperature. For resonators with a signiﬁcant TLS con-
tribution, the resonant frequency is observed to increase as the temperature increases,
contrary to the prediction of Mattis-Bardeen. The expression for the fractional fre-
quency shift due to TLS is given by
xTLS =
FTLSδ0
pi
[
ReΨ
(
0.5 +
ξ
jpi
)
− ln (2ξ)
]
1√
1 + |Pint/Pc|2
, (2.81)
where Ψ is the complex digamma function and for typical measurement parameters
for KIDs, is essentially constant.
TLS Noise
The contribution of TLS also impacts on the device sensitivity. Numerous experiments
have reported an excess device noise that has been attributed to TLS. Ultimately, the
ﬂuctuation due to a change in capacitance is indistinguishable from a modiﬁcation of
the inductance upon photon absorption. However noise originating from TLS has been
observed to have a number of characteristics that are contained in the semiempirical
model of Gao et al. (2008b).
Firstly, the noise appears almost exclusively in the frequency direction, with very
little contribution in the dissipation direction except when operating at single-photon
readout powers (Neill et al. 2013). The shape of the noise generally is observed to have
a f−α slope where α = 0.5. The low frequency slope indicates that there is a certain
amount of correlation between the TLS which can be understood if the transition of
one TLS modiﬁes the energy landscape of neighbouring TLS.
The noise level is observed to decrease with increasing readout power due to the sat-
uration of the TLSs. There is however a limit of the maximum readout power set
by the onset of non-linearities in the resonator. The P
−1/2
int relation has been exten-
sively measured in various experiments on a number of geometries. The temperature
dependence is generally observed to follow T−t with t = 1.5− 2.
A general expression for the spectral density of the fractional frequency ﬂuctuations
that capture the observed dependencies is derived by Gao (2008). The speciﬁc form is
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geometry and material dependent but a useful scaling relation can be derived as
Sx,TLS ∝ T−tP−1/2int . (2.82)
The TLS contribution to the NEP can be written as
NEPx,TLS =
√
2STLS
Rx
=
2
√
2∆0NqpQi
βηeτqp
√
STLS. (2.83)
There are a number of tactics that can be used to reduce the TLS contribution to the
noise and loss. It has been shown that even on a crystalline substrate such as silicon
or sapphire, there exists a population of TLSs located at the surfaces of the dielectric
and metal layers and usually consist of an oxide layer. Under normal conditions
stoichiometric titanium nitride has the advantage of not developing a natural oxide,
whereas the surface of the substrate can be prepared to remove any native oxide before
depositing the ﬁlm.
Modifying the geometry of the capacitor to reduce FTLS. For an interdigital capacitor,
this could involve decreasing the size of the electrodes, increasing the electrode spacing
or making the capacitor metal thicker. It has also been shown by Barends et al. (2009)
that removal of the substrate layer in regions of high electric ﬁeld produces a signiﬁcant
reduction in the TLS noise.
2.9 Summary
The goal of any detector is to reach the level sensitivity below which the detector noise
is limited by inherent photon noise of the incoming signal. For ground-based/terrestrial
instruments, this is usually fairly high and is determined background loading. For
space-based applications, the requirements are more demanding as the background
power is much less, usually around an ambient temperature between 50-90 K. For the
next generation of space observatories, the primary mirror will be actively cooled plac-
ing further constraints on the detector performance. For a spectrometer, the demands
are further increased, as there is R−1 times less power on the detector than for an
imaging detector.
For a KID, the fundamental sensitivity limit is determined by the generation and re-
combination of quasiparticles in the superconducting ﬁlm. This limit has been reached
by a number of groups (Visser et al. 2012a; Mauskopf et al. 2014). Practically, excess
noise attributed to the TLS ﬂuctuations in the dielectric limits the sensitivity of a
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KID. The shape of the TLS noise typically has an 1/f shape spectrum, resulting in a
degradation in performance at low modulation frequency. This has a signiﬁcant impact
on astronomical instruments on telescopes that generally operate at low modulation
frequency. For this reason, the understanding of TLS eﬀects has been an intense area
of research, with signiﬁcant progress being made.
The main attraction of KIDs in place of other technologies, is the relative ease of
expanding to large format arrays. This is particularly attractive for Superspec, as the
long term goal is to ﬁeld an instrument that contains a large number of spectrometer
pixels ﬁlling the focal plane of a telescope. The number of detectors required for each
pixel is of the same order as the required spectral resolution. For example, a 100-pixel
array of R = 1000 spectrometers, requires at least 100k pixels - a number that is
predicted to be achievable using KID technology within the next decade (Zmuidzinas
2012).
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Chapter 3
Evolution of SuperSpec
The concept of an on-chip spectrometer is shown schematically in Fig. 3.1. A broad-
band antenna at the spectrometer input couples incident radiation onto a supercon-
ducting planar transmission line. Placed along the feedline are a number of half-
wavelength resonant ﬁlters that form the ﬁlterbank, with each ﬁlter extracting a nar-
row spectral band ∆ν centred on the resonant frequency ν0.
Antenna
λ1/2
R
CC
CD
λ2/2 λ3/2 ...
Figure 3.1: Simpliﬁed schematic of a ﬁlter bank spectrometer.
The power contained in each ﬁlter is then coupled into a detector. In this thesis
we explore the possibility of detecting the absorbed power by directly measuring the
change in kinetic inductance due to the change in quasiparticle density in the absorber
material by monitoring the resonant frequency of a low frequency lumped element
resonant circuit (Doyle et al. 2007) connected to the ﬁlter bank element.
The goal of this chapter is to provide a brief history and description of the development
and realisation of the ﬁrst prototype SuperSpec device.
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3.1 Initial Filterbank Designs and Simulations
The ﬁlter circuit can either be implemented as a lumped element ﬁlter or as a dis-
tributed λ/2 resonator. For a lumped element implementation the dimensions of the
components would have to be much smaller than λ in order to act as lumped elements
and would be extremely sensitive to manufacturing tolerance error. Therefore we
choose to pursue an implementation based on distributed resonators for the ﬁlterbank
elements.
Initially there were two design concepts proposed. Both built in microstrip, the funda-
mental diﬀerence between them was the method for terminating the ﬁlterbank.
(a)
(b)
(c)
Figure 3.2: a) Schematic layout of the open-circuit, and b) the matched termination
ﬁlterbank implementation. c) Proposed detector coupling scheme. The Nb ﬁlterbank
components are in red and the TiN KID inductor in green.
Fig. 3.2a shows the proposed layout for the ﬁrst implementation. Here, an antenna
(modelled as port 1) couples radiation onto the main feedline which is terminated
in an open circuit. Along the feedline are a series of capacitively coupled λ/2 ﬁlters
that couple to a power detector that is matched to the characteristic impedance of the
feedline (port 2). Each ﬁlter is situated an integer number of half-wavelengths from the
open end of the transmission line, resulting in an inﬁnite impedance at the resonant
wavelength. One of the advantages of this design is that 100% of the in-band power
is transmitted to the detector. However, a set of initial simulations found that this
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geometry suﬀered from a number of issues including excessive radiation loss, extremely
tight fabrication tolerances, and more fundamentally, the tendency of radiation to
travel back toward the antenna and leave the spectrometer. Given the number of
issues so early on, this design was discarded in favour of the design shown in Figs.
3.2b and 3.2c.
Similar to the open-circuit design, radiation is coupled onto the feedline and encoun-
ters a series of λ/2 resonators. However, the end of the feedline is terminated in a
matched load resulting in very little power is reﬂected back toward the antenna. The
ﬁlters are arranged monotonically in frequency and are spatially separated by λi/4,
where λi is the central wavelength of the ith ﬁlter. A disadvantage of this design
compared to the previous implementation is that an isolated ﬁlter can only absorb a
maximum of 50% of the radiation on the feedline in a single-pass. The eﬀect of the
quarter wavelength spacing is to induce reﬂections oﬀ of neighbouring ﬁlter channels
and ultimately increase the eﬃciency of the bank.
Fig. 3.2c shows the initial implementation of coupling power into the inductive portion
of a KID. At the resonant frequency of a ﬁlter, the voltage distribution in the ﬁlter
peaks at the open circuit end and enables eﬃcient capacitive coupling into the detector.
At frequencies above the gap frequency of the KID material (TiN) the inductor appears
as a set of resistive strips. Fig. 3.3 shows the simulated current density of a single ﬁlter
coupled to the inductive portion of a KID. Currents induced in the inductor decay over
a length determined by the sheet resistivity of the TiN, and is typically in the region
of 15 µm. The length of the ﬁlters are λg/2 ≈ 200 µm, where λg is the wavelength
on the microstrip line. The short decay length in the TiN enables the inductor to be
wound around each ﬁlter to obtain a uniform current distribution within the inductor
which, for a given volume, maximises the detector responsivity.
3.2 mm-Circuit Design Considerations
In this section we outline some of the basic design concepts for implementation of the
ﬁrst prototype Superspec devices. The choice of materials for each component of the
spectrometer is constrained by a number of practical considerations. The main feedline
must be made from a material with a superconducting energy gap above photon energy
at the highest optical frequency of interest to avoid loss due to quasiparticle dissipation.
The choice of material therefore sets an upper limit on the spectrometer operating
frequency and corresponds to the gap frequency of the material. For submm astronomy,
this restricts the choice of material to ones with Tc > 4.5 K. Niobium fulﬁls this
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Figure 3.3: Simulated current density at the resonant frequency of a ﬁlter coupled to
a KID inductor. The maximum response is at the ends of the ﬁlter where the electric
ﬁeld is highest. Currents induced in the inductor decay over a length determined the
TiN resistivity.
requirement with a gap frequency of νg ∼ 700 GHz and has been chosen as a baseline
for the initial test device. The use of nitride materials such as NbN, NbTiN would
enable the frequency of operation to be increased above 1 THz and will be investigated
in future design iterations.
For a constant fractional bandwidth ﬁlterbank design, the required number of ﬁlters
to fully sample the bandwidth is given by
Nc = ΣR ln (fu/fl) , (3.1)
where fu and fl are the upper and lower frequencies of the band of interest, Σ ≥ 1
is the spectral oversampling factor and determines the eﬃciency of the spectrometer.
A higher Σ value will result in increased power absorption for a given frequency, but
will require more detector channels to read out the increased number of ﬁlters. For a
prototype, Nyquist-sampled (Σ = 2),R = 700 device, the required number of detectors
is Nc ∼ 1400. Based on the expected multiplexing density achievable with KIDs, this
suggests the possibility that an entire spectrometer chip can be read out using a single
measurement line.
Initial designs employ a thin-ﬁlm microstrip architecture for the ﬁlter-bank, which has
several advantages over alternative layouts such as CPW. Primarily, the proximity of
the ground plane provides a natural means of stray light control, shielding the KIDs
from direct illumination. This is vital for spectrometer operation as any parasitic
broadband power absorbed by the KID must remain negligible compared to the signal
power admitted by the resonant ﬁlter. The main disadvantage is that the design
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requires the deposition of a thin-ﬁlm dielectric that has stringent requirements on the
loss tangent to achieve the desired performance. For the initial design, we have used
a 0.5 µm SiN layer as the dielectric which has been successfully demonstrated in test
devices by several mm-wavelength instrument groups at JPL and Caltech.
A schematic of a single ﬁlter is shown in Fig. 3.3. The half wavelength ﬁlter is bent
into the shape of a `U' primarily to facilitate the coupling of power into the KID, but
this design has also been shown to reduce the radiation loss from the resonator (Pauw
1977).
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(b) ∆lres = 0.2 µm, Σ = 3.1.
Figure 3.4: Simulation of the scattering parameters (S21 - red solid line, S11 -black
dashed line) of a signal past a ﬁve-element ﬁlter-bank to demonstrate the eﬀect of
increasing Σ.
A Sonnet simulation of a ﬁve-element ﬁlter-bank is shown in Fig. 3.4, where the
diﬀerence in length of adjacent resonators is constant and given by ∆lres. The eﬀect of
two diﬀerent values of ∆lres(= 0.2, 0.4µm) demonstrates how spacing the ﬁlters closer
together in frequency decreases the frequency ripple of the pass band, increasing the
overall eﬃciency of the ﬁlter-bank.
The spectrometer resolutionR is determined by the quality factor of the ﬁlter elements
and is given by
1
Qfilt
=
1
Qfeed
+
1
Qdet
+
1
Qloss
= R−1, (3.2)
whereQfeed is the coupling quality factor which describes the strength of the coupling to
external circuitry, Qloss is the internal quality factor which accounts for the dissipative
losses such as the conductor, dielectric or radiation losses, and Qdet is the quality
factor associated with the absorption of mm-wave power in the detector (cf. Section
3.3). For eﬃcient operation, we require Qloss >> Qdet, in which case Eq. 3.2 reduces
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to
1
Qfilt
=
1
Qfeed
+
1
Qdet
. (3.3)
An analytical expression for the coupling quality factor for the microstrip ﬁlters can
be derived by modelling the coupling length lc (cf. inset of Fig. 3.5) as a pair of
proximately coupled microstrip lines (Abbosh 2009) and calculating the power leakage
from the resonator into the feedline. The result is given by (Zmuidzinas 2011),
Qfeed =
4l2res
pil2c
1
I(θc)
, (3.4)
where
I(θc) =
(
L∆
LΣ
)2
(1 + sinc 2θc)
2 +
(
C∆
CΣ
)2
(1− sinc 2θc)2 + 2L∆
LΣ
C∆
CΣ
(
1− sinc2 2θc
)
(3.5)
θc =
pilc
2lres
(3.6)
where CΣ and C∆ are, respectively, the sum and diﬀerence of the even and odd mode
per unit length capacitances, and LΣ and L∆ are the corresponding per unit length
inductances. A comparison of Eq. 3.4 to a set of Sonnet simulations is shown in Fig.
3.5. At large gap distances the analytical formulae are in good agreement with the
simulation data points. The discrepancy between the simulation and Eq. 3.4 at small
gap sizes may be due to the relative decrease in simulation accuracy due to the cell
size being kept constant for all the simulations.
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Figure 3.5: Plot of simulated (red squares) and theoretical (black line) values of Qfeed
for a range of gap sizes for a resonator length lres = 200 µm.
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The equivalent circuit of the combination of the ﬁlter coupled to a detector is shown
in Fig. 3.6a. The λ/2 ﬁlter is represented as an inductively coupled LC circuit and
at mm-wave frequencies, the detector appears as an equivalent resistance Rd. At
the resonant frequency of the ﬁlter, the input impedance of the LC resonator is zero
resulting in a real input impedance Zin = Rd (cf. Fig. 3.6b). Maximum absorption of
50% occurs when Rd = Z0, or equivalently, Qdet = Qfeed, which from Eqs. 3.2 and 3.3,
leads to
Qfeed = 2R, (3.7)
which determines the required value of Qfeed for the ﬁlters for a given spectral resolu-
tion.
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mm-Wave Feedline
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Figure 3.6: a) Schematic layout of a single ﬁlter channel and TiN LEKID. b) Equivalent
circuit diagram for a single ﬁlter channel. At mm-wave frequencies, the LEKID can
be modelled as a lumped resistance.
3.3 Detector Design Considerations
In contrast with the mm-wave feedline and ﬁlters, the readout resonator must be
dissipative at the signal frequencies of interest (hundreds of GHz) and superconducting
at the readout frequencies (hundreds of MHz) in order to achieve eﬃcient detection.
This suggests an optimal transition temperature in the range 1 < Tc < 4 K.
Recently the exploration of superconducting nitride materials has revealed some of the
exciting properties of titanium nitride (TiN) for use in microresonator devices. TiN
KIDs have achieved internal quality factors as high as 3 × 107, enabling extremely
high detector sensitivities (Leduc et al. 2010). Moreover, the ability to tune the su-
perconducting critical temperature of TiN by varying the nitrogen content during the
ﬁlm deposition allows ﬁne control over the material performance. This makes TiN an
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extremely attractive material for use as KIDs and for these reasons has been selected
for the SuperSpec detectors.
To maximise the number of resonators in a given electronic bandwidth whilst account-
ing for a degree of non-ideal scatter in the resonant frequencies due to cross coupling,
fabrication defects, etc., a targeted minimum internal quality factor of Qr = 10
5 has
been set for the SuperSpec TiN KIDs. This value is obtained from the result of a
Monte-Carlo simulation that counts how many collisions arise for a given Qr due to
a random scatter in resonant frequency. Deﬁning a collision as two resonators falling
within 5 linewidths of each other, a value of Qr ≥ 105 results in a collision loss of less
than 5% of the channels and was deemed acceptable.
To further increase the multiplexing density, the resonant frequency of the KIDs can
be reduced down to the RF (100-500 MHz) range. This can be achieved by simply
increasing the inductance and/or capacitance of the KID through modiﬁcation of the
geometry, as well as taking advantage of high kinetic inductance of TiN. Furthermore,
reducing the operating frequency of the KIDs has the added advantages of reducing
the two-level system noise (Zmuidzinas 2012) and reducing the cost and complexity of
the readout electronics (McKenney et al. 2012; Swenson et al. 2012).
(a)
Σ = 1.9
Σ = 3.1 
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Figure 3.7: a) Simulated current density at the resonant frequency of the centre ﬁlter.
b) Simulated absorption for two diﬀerent values of Σ demonstrating how the eﬃciency
can be increased above 50% of a single isolated matched resonator (red dashed line)
Coupling from the ﬁlter to the LEKID, described by Qdet, is determined by the prop-
erties of the TiN and the geometry of the LE KID inductor. The TiN properties are
constrained by the required sensitivity (e.g. Tc, Vind)(Zmuidzinas 2011). The induc-
tor geometry (cf. Fig. 3.6a) consists of a double wrapped meander, which has been
shown to reduce the eﬀect of microwave cross coupling between resonators (Noroozian
et al. 2012), a crucial design consideration in order to maintain uniformity between
resonators.
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From the mm-wave point of view, the inductive meander can be decomposed into a
set of resistive strips each capacitively coupled to the ﬁlter tines separated by a gap gA
(cf. Fig. 3.10). The length of the strips is determined by the decay length of TiN such
that the opposite end of the strip can be viewed as a virtual ground as the current
will have decayed to zero. The lumped resistance in Fig. 3.6b is made up of the
parallel combination of all the resistive strips and for a given value of gA, the required
number of strips to maximise the absorber coupling is set by the sheet resistance of
the TiN.
These relations, with minor adjustments to account for the coupling between neigh-
bouring resistive strips, should allow for the design of a fully optimised mm-wave
circuit. In practice, the SuperSpec prototype design has been driven by the desire to
maximise the TiN volume into which mm-wave energy is deposited in order to pro-
duce a pixel with suitably low readout frequencies and high absorption eﬃciency. We
therefore choose the densest TiN meander possible for all devices, and then interpolate
from a series of Sonnet simulations to choose appropriate values of f0, Qfeed, and Qdet
in order to achieve speciﬁc values of g, lres, and gA. Fig. 3.7 shows the results of a
ﬁve-element ﬁlter-bank now coupled to a matched absorber.
Fig. 3.7a shows the simulated current density in the KID inductor at the resonant
frequency of the bottom resonator. As discussed, power is capacitively coupled into
the absorber and the current decays to zero on a characteristic length scale associated
with the mm-wave loss in the TiN. Fig. 3.7b shows the a plot of the inferred absorption
in the LE KID for two diﬀerent values of Σ. Absorption of more than 50% of incoming
power across the band can be achieved by spacing the resonant frequencies of the
ﬁlters closer together than the width of an individual channel. With a higher value of
the oversampling factor, Σ, one can achieve arbitrarily eﬃcient total absorption at the
cost of more readout channels. This eﬀect can be seen in Fig. 3.7a, where incoming
radiation at the centre frequency of the bottom resonator excites a (smaller) current
in the neighbouring channel.
3.4 Optical Coupling Design
The mm-wave line is coupled to the external optics through a multiple-ﬂare angle
horn (Leech et al. 2011). Arrays of horn antennas are a popular choice for many
mm-wave and sub-mm instruments. A popular choice is the corrugated horn owing to
a number of attractive qualities including, high gain, highly Gaussian beams over a
wide bandwidth with extremely low cross polarisation (Wylde 1984). However, the cost
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and complexity of manufacture of these horns increases rapidly with frequency and can
soon become prohibitive. An alternative approach that has received signiﬁcant interest
is the smooth-walled design that oﬀers comparable performance to the corrugated
horn but is much more simple to fabricate. One of the most promising designs that
has received signiﬁcant attention is the Potter horn (Potter 1963); a smooth-walled
conical horn which a step discontinuity placed near the throat of the horn results
in the excitation of the TM11 mode. The fundamental TE11 and excited TM11 then
propagate along the length of the horn, which is designed such that the two modes
arrive in phase at the horn aperture. The resulting aperture ﬁeld distribution results
in a highly symmetric beam with high side-lobe suppression.
The multiple- ﬂare angle horn is an extension of the classic Potter horn antenna design
and oﬀers performance comparable with a corrugated horn whilst being simple to
fabricate. The circular waveguide output of the antenna transitions into single mode
oval waveguide to couple to a waveguide probe. The design of the waveguide to
microstrip transition is based upon the work presented in Kooi et al. (2003). The
probe is broadside mounted such that the substrate faces the direction of propagation
in the waveguide, resulting in the probe being orientated parallel to the electric ﬁeld of
the dominant TE10 mode. Preceding the ﬁlterbank microstrip line is a three-element
Chebyshev CPW impedance matching network (cf. inset of Fig 3.8a), designed and
optimised to transition the ﬁelds from the suspended microstrip to the small buried
microstrip line (T. Reck, private comm.). This probe is fabricated on the 25 µm thick
device layer of the SOI wafer which supports the spectrometer chip. By careful design
of the ground plane of the waveguide probe, coupling to higher order modes in the
probe channel was suppressed without the need of wire-bonds or beamleads (Kooi et
al. 2003). Simulation of this design shows a coupling eﬃciency above 90% from 190 to
310 GHz (cf. Fig. 3.8).
3.5 Prototype Device Description
For the prototype device, the mm-wave circuit includes 74 mm-wave ﬁlters, 3 in-line
broad-band absorbers, and a terminating absorber. The 74 tuned ﬁlters span the
200 − 300GHz band and include both isolated individual ﬁlters and groups of ﬁve
which are placed close in groups with a range of oversampling factors (Σ). Expected
values of Qdet and Qfeed independently sample the range from 600 to 2800, and include
the design goal of 2R = 1400. The in-line broad-band detectors consist of a short
(< λmin/4) feedline meander which is proximate to a TiN absorber, similar to that
used in the tuned ﬁlters. Sonnet simulations predict roughly 0.5% absorption across
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(a) (b)
Figure 3.8: a) CAD model of a 2x2 integrated horn array and packaging for SuperSpec
b) Simulated performance of the waveguide-to-microstrip transition.
the full optical band with a slowly varying frequency dependence for these devices,
which may be useful in characterising the response of the devices. The terminating
absorber consists of several centimetres of meandered feedline surrounded by TiN
with a 1 µm separation, designed to absorb any radiation which arrives at the end
of the feed and reduce reﬂections to < 20 dB. Four long segments of the terminating
absorber are used as the inductors for an additional set of broad-band absorber KIDs.
Furthermore, these broad-band detectors will provide a quantitative measure of the
power that is not absorbed by the spectrometer; a potentially valuable diagnostic tool
when characterising the performance of the ﬁlter-bank.
3.6 Tolerances
The length diﬀerence between resonators is approaching the limit of the constraints set
by photo-lithography. The ultimate performance of a real device will be determined
by the dimensional uncertainty limited by the fabrication capabilities. The deep UV
lithographic stepper at JPL can reproducibly achieve 0.1µm tolerances for features
with a minimum reliable line width and gap size of 1µm. To determine how fabrica-
tion tolerances would aﬀect the spectrometer performance, a set of simulations were
carried out varying a single dimension over a typical range of values, while keeping all
other dimensions at their nominal values. The simulation layout used for the toler-
ance analysis is shown in Fig. 3.10. Table 1 summarises the results of the tolerance
analysis for a range of values that are considered to be achievable using the JPL fabri-
cation facilities. The analysis included both the `U' resonator and mm-wave absorber
to accurately model the contributions from all of the main mm-wave components.
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Figure 3.9: Optical micrograph of a full optical SuperSpec device. a) The 12 element
sparse array b) The waveguide to microstrip transition probe. c) The full 81 element
spectrometer array, d) Alignment mark for backside processing and e) Structures to
measure the DC superconducting transition temperature for both the Nb and the TiN.
Table 3.1: Tolerances for an R = 700 microstrip resonator on 0.5 µm silicon nitride
Fractional change
Variable Description Change Freq Qdet Qfeed Qfilt
l resonator length 0.1µm 1× 10−3   
g feed to res gap 0.1µm 8× 10−5  0.19 0.09
gA absorber to res gap 0.1µm 4× 10−5 0.05  0.03
w Nb line width 0.1µm 3× 10−3 0.06 0.11 0.08
wA TiN line width 0.1µm 6× 10−5 0.06  0.03
dx Nb/TiN oﬀset in x 0.1µm 5× 10−6 0.006  0.003
RTiN Resistivity 20% 6× 10−5 0.03 - 0.02
N SiN permittivity 2.5% 8× 10−3 0.05 0.004 0.02
TN SiN thickness 2.5% 5× 10−4 0.07 0.09 0.08
tan δ SiN loss +10−4  0.04  0.02
The main dimension that requires strict control is the feedline to ﬁlter coupling gap
(g) which determines the coupling quality factor and ultimately the spectrometer res-
olution. A ±0.1 µm variation in gap translates to a 20% variation in Qfeed, so tight
control over the etching process during fabrication is essential. Variations in the width
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Figure 3.10: Parametric simulation layout for the tolerance analysis.
of the feedline and resonator line have a similar eﬀect on Qfeed.
The dielectric properties of the SiN layer also require ﬁne control. The variation in
permittivity aﬀects only the detector quality factor, Qdet, of the KIDs as the ﬁlters
are inductively coupled to the feedline and have a resulting immunity to the dielectric
constant, whereas the coupling between the ﬁlter and mm-wave absorber is predomi-
nantly capacitive. The dielectric thickness on the other hand, eﬀects both the feedline
and ﬁlter impedance resulting in a modiﬁcation of both Qfeed and the coupling to the
mm-wave absorber. Control of this dimension on the < 3% level is required to ensure
that it is not the dominant cause of scatter in the ﬁlter Q.
Preliminary simulations suggest several approaches which can relax these tolerances
even further, including designs in which multiple mm-wave resonators are coupled to
a single KID absorber, and designs which make use of a second intermediate nλ/2
resonator between the ﬁlter channel and KID (Kovacs et al. 2012). These will be
investigated in future design iterations.
3.7 Twelve-Element Test Array Description
Also included on the test device is a twelve-element test array that has a number of
slightly diﬀerent KID designs based around the baseline spectrometer design. Design
variations include a range of inductor sizes along with the two capacitor geometries
used in the spectrometer array. Contrary to the spectrometer resonators, all but one
of the test resonators have the dielectric/ground plane layer removed and replaced
with a dedicated parallel plate capacitor to provide the current return to ground. This
was intended to diagnose and quantify any additional TLS contribution that might
originate from the SiN dielectric layer. The range of Qc values are designed to span
a wide range and provide the opportunity to drive the resonators with signiﬁcantly
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Figure 3.11: a) Photograph of the sparse 12 element test array along with its designated
pixel reference.
Table 3.2: Design parameters for the 12 element test array. L0 = 137µm
3
KID ID fr [MHz] Qc(×103) L/L0 1 ∨ 2µm
H 100 4.52 2 2
K* 110 48.3 1 2
E 120 11.1 1 1
C 132 3.0 2 2
L 145 10.6 1 2
J 159 35.6 0.5 2
G 173.5 9.1 1 1
F 174 9.1 1 1
A 175 8.9 1 1
I 191 2.1 2 2
B 210 7.3 1 2
D 230 27.2 0.5 2
more power than the spectrometer resonators, which is useful when investigating the
eﬀects of the TLS contributions to resonator performance. A summary of the main
design parameters for each resonator is given in Table 3.2 along with a photograph
illustrating the identiﬁcation scheme.
In Chapter 4, the test array is used to provide detailed measurement and characteri-
sation of the TiN ﬁlm.
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3.8 Fabrication Steps
In this section an overview of the various fabrication steps undertaken to manufacture
the initial test devices is presented. All of the device processing was carried out by
Dr. H. G. LeDuc at Microdevices Laboratory at JPL, and the steps are repeated here
with permission.
All front-side patterning is performed using the DUV projection lithography tool
(Canon FPA3000-EX3 / KrF with a 248nm exposure) capable of fabricating line-
widths down to 0.5 µm. Here we list each fabrication step in the order that it was
carried out.
a) TiN deposition: DC sputter deposited ﬁlm to a nominal thickness of 20 nm.
Calibration of the deposition rate is performed periodically by depositing and
patterning test structures using a lift-oﬀ process and measuring with a scanning
proﬁlometer (Dektak).
b) The TiN ﬁlms are plasma etched using an inductively coupled plasma - reactive
ion etcher (ICP-RIE) using a gas mixture of BCl3 and Cl2. Post-etch, the wafers
are rinsed thoroughly in deionized water to remove any chlorine residue left as
a bi-product of the etch. A protective layer of a 120 nm SiO2 is grown and
patterned over the TiN. The SiO2 is grown using RF-magnetron PVD from a
synthetic fused silica target, and is patterned using the TiN mask and a plasma
etch consisting of a mixture of CHF3 and O2.
c) Sputter deposition of Nb feature layer with thickness 150 nm by DC-magnetron
PVD.
d) Pattern and etch of the Nb layer to deﬁne the mm-wave circuit and the centre
line of the CPW readout line. A plasma etch in an ICP-RIE using a mixture
of BCl3 and Cl2, which is stops at the silicon and SiO2 layer. Alignment of this
layer to the TiN layer is critical. The JPL stepper system typically achieves
alignment accuracy of ±0.1 µm (cf. Section 3.6).
e) Deposition of the 0.5 µm Si3Nx dielectric layer using an inductively-coupled
plasma-enhanced system (ICP-PECVD) using SiH4 and N2O2 and 350 nm Nb
ground-plane layer. The thickness of the Nb ground-plane layer is chosen to
ensure good step coverage over the entire wafer.
f) Pattern both Nb and Si3Nx to expose the IDCs and deﬁne the CPW ground-
plane. The Nb/SiNx stack is etched in a ICP-RIE using a multi-step plasma
etch process. The Nb is etched using a mixture of CCl2F2, CF4, and O2. The
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Si3Nx is etched using the same gas mixture used to etch the SiO2. Nb has a
relatively slow etch rate in the latter gas mixture so that a short over etch does
not damage the exposed Nb features as the Si3Nx clears. The thin TiN layer is
protected by the SiO2, which is thick enough to accommodate the over etch of
the Si3Nx layer.
For the non-optical devices (SS03), the removal of the protective oxide is etched in
a buﬀered oxide etch (BOE)1 as the last step. The following steps are relevant to
deﬁning the horn probe for the optical devices.
a)
b)
c)
d)
e)
f)
Figure 3.12: Fabrication steps. See text for details. Key: Teal - silicon wafer, Orange
- TiN, Green- Nb, Light blue - SiO2, Purple - Si3Nx.
g) Pattern probe from front side of wafer using a thick resist and DRIE trench etch
down to the BOX layer of the SOI. Included in this step is a set of alignment
marks for front to backside alignment.
h) Backside pattern to include the device alignment features. The frontside features
are covered in a protective layer of photoresist and then bonded to a handle wafer
using a water soluble wax. The backside features are aligned and then patterned
using a contact mask.
i) The silicon is etched using DRIE through the handle wafer, stopping on the
BOX. Post resist strip, the BOX layer is etched using buﬀered oxide etch BOE.
The water soluble wax works ﬁne for thin BOX layers (0.5 micron) but for thicker
layers the longer BOE etch dissolves the wax and the Si3Nx and Nb are attacked.
1A mixture of a buﬀering agent, such as ammonium ﬂuoride (NH4F), and hydroﬂuoric acid (HF).
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g)
h)
i)
Figure 3.13: Final fabrication steps for the optical devices. See text for details. Key:
As above, Red - BOX layer, Pink - bonding wax, Dark blue - handle wafer.
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Chapter 4
Characterisation of the SuperSpec
Detectors
In this Chapter we present a dark characterisation of the TiN resonators on one of
the devices from the ﬁfth fabrication run (SS05). An understanding of the resonator
performance is critical to understanding the spectrometer operation, as any issues with
the detectors will have a signiﬁcant impact of the spectrometer performance. Results
are presented on general resonator properties as well as the noise performance from a
number of measurements on both the spectrometer array and from the diagnostic test
array.
4.1 Measurement Setup
A CAD model of the device holder is shown in Fig. 4.1b. It is made of a single
piece gold-plated copper to ensure good thermal contact to the chip. The device is
bolted to the cold plate of the cryostat using brass screws along with a spring washer.
The RF connection is made through a commercial SMA to microstrip transition. The
microstrip pin is soldered onto a custom made four-channel, 50 Ω microstrip connector
board manufactured from gold plated copper layer on a TMM101 substrate. The
microstrip is terminated in wirebond pads which are used to connect to the CPW
line on the device. Also included in the holder is a simple four-wire connector for
connections to the DC structures on the device.
All of the high-frequency measurements in this thesis are obtained using either a
vector network analyser (VNA), used to perform frequency sweeps of the resonators,
1http://www.rogerscorp.com/acm/index.aspx
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or using a single pixel, homodyne readout scheme (Day et al. 2003) to measure noise.
A schematic of the homodyne measurement conﬁguration is shown in Fig. 4.1a. A tone
generated from a low noise synthesizer is split with half the power half going directly
to the LO port of an in-phase/quadrature (IQ) mixer, and the other half going to the
cryostat. The power of the synthesized tone is determined by the recommended mixer
LO input power and is typically +5 dBm. Before the tone reaches the cryostat it is
passed through a variable attenuator that is used to ﬁne tune the resonator readout
power. There is further ﬁxed attenuation inside the cryostat located at both 4 K
and 300 mK intended to minimise the amount of thermal power generated at room
temperature reaching the device. After the tone passes the resonators it is ampliﬁed
by a high-gain (typ. 35 dB) low-noise cryogenic ampliﬁer that is mounted on the 4 K
stage. A low pass ﬁlter with cut-oﬀ at 200 MHz placed at the output of the cryostat
is required to limit the amount of noise power from saturating subsequent ampliﬁer
stages. Due to the resonator design, the readout power of the SuperSpec resonators is
extremely low (typ. -120 dBm) and requires multiple room temperature ampliﬁers to
boost the signal to the operating level of the IQ mixer (typ. -20 dBm min.). With the
tone at an appropriate power it is then mixed with the original copy of itself and the
IQ mixer produces voltages that are proportional to the real (I) and imaginary (Q)
parts of S21. The signals I(t) and Q(t) are then low-pass ﬁltered to prevent aliasing
and then digitized and saved to disk for further processing.
-3dB Splitter
LO
SiGe
+35dB
200 mK
I(t)
Q(t)
-40dB
Pg
3.2 K
40 K Cryostat
IQ
Mixer+65dB
Var. Atten.
200 MHz
ZKL-1R5
-4 dB Pad
ZKL-2+
250 kHz
(a) (b)
Figure 4.1: a) Schematic circuit layout used for single-pixel homodyne measurements.
b) CAD model used for dark device characterisation.
A typical noise measurement consists of an initial calibration sweep to ﬁnd the resonant
frequency and then ﬁxing the tone at fr and monitoring the output of I(t) and Q(t).
For each point in the sweep consists of an average of a short sample of 5 kS sampled at
the maximum rate of 500 kS/s. For the timestreams, both the sample length and rate
are adjustable and would typically consist of taking a number of short timestreams
sampled at the maximum rate along with longer sample lengths with a slower sample
rate to minimise disk space.
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4.2 Critical Temperature Measurement
The initial step in the characterisation of a superconducting ﬁlm is generally to measure
the ﬁlm Tc and normal state resistivity σn. On each device there is a set of simple
test structures to measure the Tc of the TiN and Nb and consist of two wirebond pads
connected via a thin metal bridge (cf. inset of Fig. 4.2). The length and width of
the bridge is 200 × 20µm and has a measured room temperature sheet resistance of
Rs = 83 Ω/sq.
Using a standard four-wire measurement the resistance of the TiN was monitored as
a function of the fridge temperature using a Picowatt AVS-47B AC resistance bridge.
The data in Fig. 4.2 indicates a ﬁlm Tc ≈ 2.12 K and residual resistance ratio (RRR) =
R(300K)/R(4K) = 1.15. The normal state conductivity can be calculated from
σ−1n = ρn = Rst, (4.1)
where t = 20 nm is the ﬁlm thickness, which gives σn ≈ 6.8×103 Ω−1cm−1. This value
can be used in the Mattis-Bardeen expressions to predict the properties of the TiN
and compare to the measured data.
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Figure 4.2: Measurement of resistance versus temperature to extract Tc of the titanium
nitride ﬁlm.
4.3 Spectrometer Array
As described in Chapter. 3, the spectrometer array consists of 77 spectrometer detec-
tors and 4 low frequency detectors designed to absorb any power not accepted by the
spectral channels. The results from a set of VNA sweeps of the spectrometer detectors
at the base temperature of 230 mK are shown in Fig. 4.3. For this array, all 77 detec-
tors were present allowing identiﬁcation of each channel to its design value. Tests of
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several devices measured both at Cardiﬀ and at Caltech indicate an average detector
yield close to 96% (Shirokoﬀ et al. 2014).
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Figure 4.3: a) Comparison between design and measured resonant frequencies for the
SS05-CDF02 device at 230 mK. b) Histogram of Qc and Qi values extracted from ﬁts
to the centred and rotated phase. The inset shows a typical ﬁt to the complex data to
determine the centre and radius of the resonance circle.
However, for the SS05 fabrication run, the frequencies are consistently observed to
be between 70 − 80% lower than expected. A linear scaling applied separately to
the 1µm and 2µm capacitor geometries results in good agreement with the designed
values, but the cause of the shift has not been identiﬁed. The most likely cause is a
variation in the TiN ﬁlm properties. For example, an increase in resistivity, decrease
in ﬁlm thickness or reduction in Tc all combine to increase the sheet inductance of the
TiN. On the other hand, the diﬀerence in shift is clearly dependent on the capacitor
geometry, which could point to a variation in the dielectric constant. However, if the
linewidth was smaller than expected due to uncertainties in the photolithography, then
the spacing of the capacitor electrodes would also be aﬀected. While it is not ideal,
the frequency shift is not a major issue and should be easily resolved with improved
calibration of the ﬁlm properties in future fabrication runs.
A histogram of measured values of Qc and Qi extracted from ﬁts to the centred and
rotated phase is shown in Fig. 4.3b. The inset shows a typical ﬁt to the complex
data used to determine the centre and radius of the resonance circle that is used to
extract Qi (Gao 2008). The average value of Qi measured at 230 mK is well in excess
of 106 indicating good quality material with no major unforeseen loss mechanisms.
However, extremely high internal quality factors (> 107) have been observed in TiN
resonators (Leduc et al. 2010; McKenney et al. 2012), which leads to the question of
the loss mechanism that limits Qi. One candidate is an excess quasiparticle density
due to absorption of stray light. For this measurement the device was housed light-
tight enclosure, the inside of which is blackened to absorb any stray photons. It has
been shown (Baselmans et al. 2012) that at the lowest levels stray light leaks through
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the coaxial cables can give rise to an excess quasiparticle density. However, as we
show below, the most likely cause is due to a contribution from two-level systems
(TLS).
The measured values of Qc fall into a bimodal distribution that correspond to the
diﬀerent capacitor geometries. The mean value of both distributions is higher than
designed value of 2× 105. Recalling that Qc ∝ f−1r , and assuming that the resonator
and coupling capacitor values are approximately as designed, then the value of design
Qc should be scaled by the ratio of the measured and designed resonant frequency.
These are found to be approximately 1.2 and 1.9 for the 1 µm and 2 µm capacitor
geometries respectively, and are in good agreement with the measured values. The
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Figure 4.4: a) Measured fractional frequency shift for all 77 resonators as a function
of fridge temperature. Inset shows the extracted values for Tc as a function of posi-
tion on the array. b) Shift in extracted internal quality factor as a function of base
temperature. See text for discussion.
measured fractional frequency and internal quality factor shift for all 77 resonators as
a function of base temperature is shown in Fig. 4.4. The quasiparticle number has
been calculated using the thermal approximation (Eq. 2.12). The dashed lines in the
are a ﬁt to Mattis-Bardeen theory (c.f. Eq. 2.61) to extract ∆0 assuming αk = 1. The
discrepancy between the ﬁt and the data at low temperatures is seen in various devices
from this wafer and indicates an increased responsivity to thermal quasiparticles at low
temperatures that is not predicted by Mattis-Bardeen theory. This eﬀect is discussed
in more detail in the following section.
The inset of Fig. 4.4 shows values for Tc = ∆0/1.76kB extracted from the ﬁt as
a function of position on the array. The Tc values are in good agreement with the
measured DC value but a clear variation in the ﬁlm properties across the device is
observed and is most likely due to a systematic variation in the ﬁlm thickness across
the wafer. Similar behaviour has been observed in experiments on TiN ﬁlms (Gao
et al. 2012; Diener et al. 2012; Vissers et al. 2013a) and is attributed to the sensitivity
of the Tc on nitrogen content which is diﬃcult to control over the extent of a typial
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wafer size. An alternative approach of using Ti/TiN/Ti trilayers has been proposed by
Vissers et al. (2013b) and has been shown to improve ﬁlm uniformity whilst keeping
the promising attributes of TiN, and may be worth investigating in the future.
A plot of the shift in internal quality factor as a function of base temperature is
shown in Fig. 4.4b. The colour represents the resonant frequency of resonator with
blue/purple denoting low frequency. It is evident that there is a signiﬁcant change
in the dissipation response as a function of resonant frequency. An estimate of the
expected value of Qi from thermal quasiparticles can be determined from
Q−1i,qp = αk
S1(ω)
∆0
√
2∆0pikBT exp
(
− ∆0
kBT
)
. (4.2)
Inserting the appropriate measurement parameters results in Qi,qp ≈ 150× 106, about
two orders of magnitude higher than what is observed. The inset of Fig 4.4 shows an
example of the raw Q−1i data at various bath temperatures. This data was ﬁt to a loss
model that contained contributions Mattis-Bardeen (cf. Eq. 4.2) and a ﬁxed loss term
to account for the limiting Qi.
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Figure 4.5: Plot of β = δx/δQ−1i for each resonator of the spectrometer array as a
function of resonant frequency. Inset shows examples of the response in frequency and
dissipation used to calculate β for three typical resonators. Blue, green and red are
from resonators at 57, 114 and 136 MHz, respectively.
The measured ratio β of the response in the two quadratures is shown in Fig. 4.5.
The limiting Qi diminishes the response in the dissipation direction leading to an
increased β relative to the MB prediction. However, the frequency dependence does
appear to follow the β ∝ ω−1r predicted from the ratio of S2(ω)/S1(ω) (Swenson et al.
2012).
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Figure 4.6: a) Optical micrograph of the sparse 12 element test array along with its
designated pixel reference. b) |S21|2 for the test array. All 12 resonators were identiﬁed
(see text for details) with the corresponding design values. c, d) Magnitude and phase
of the transmission of a low-Qr (13k) KID101 (E) (c) and high-Qr (200k) KID167 (D)
(d) as a function of temperature. Red dashed lines in the lower plots are the ﬁts to
phase viewed from the circle centre, while vertical dashed lined are resonant frequency
extracted from the ﬁt. Note that for KID-E, the ﬁtted fr is signiﬁcantly diﬀerent from
Smin21 , indicating a signiﬁcant rotation of the complex transmission data.
4.4 Twelve Element Test Array
Next we present a detailed characterisation of the TiN using the small twelve element
test array. The wide range of Qc values along with various resonator designs makes
the test array a useful diagnostic of the ﬁlm properties. A full description of the test
array can be found in Chapter 3, and a photograph of the test array illustrating the
identiﬁcation scheme is shown in Fig. 4.6a.
4.4.1 Pixel Identiﬁcation
A VNA sweep of each resonator at the base temperature is shown in Fig. 4.6b. After
ﬁtting fr and Qr we can compare the measured parameters to the design values given
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in Table 3.2 and identify a corresponding pixel to each resonance.
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Figure 4.7: Comparison of design and measured values of a) the resonant frequency
and b) the coupling quality factor. The red points in the frequency plot denote the
resonators that have 1 µm capacitor geometry.
A comparison of the design and measured values of fr and Qc is shown in Fig. 4.7.
Similar to the spectrometer array, the resonant frequencies are between 70 − 85% of
the design value (c.f. inset of Fig. 4.7a). It can be seen that for the majority of the
resonators there is a simple mapping between the design and measured frequencies.
However, based on the Qc distribution it is most likely that frequency of resonator I
has moved below the group of three closely spaced resonators F,G,A. The inset of
Fig. 4.7a shows the ratio of the measured to designed frequencies with the corrected
indices, highlighting the dependence on the capacitor geometry.
4.4.2 Temperature Sweeps
The fractional frequency shift as a function of thermal quasiparticle density is shown in
Fig 4.8a, with similar behaviour to spectrometer array is observed. The variation in Tc
across the device splits the frequency response into two trajectories that corresponds
to the two groups of six resonators A − F and G − L. As mentioned above, there is
an a apparent increase in responsivity to thermal quasiparticles at low temperature.
This behaviour is seen on all the devices from the SS05 wafer, as well as other TiN
ﬁlms from diﬀerent fabrication runs. As shown in Fig. 4.8b there appears to be no
power dependence which suggests against it being either a TLS eﬀect or non-linear
feedback in the resonator from the bias tone. Similar behaviour has been observed
elsewhere in TiN (Gao et al. 2012) and in experiments on NbTiN (Barends et al.
2008). The authors argue that the contribution of states that reside in the previously
forbidden energy gap can give rise to an increased response at low temperature. An
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Figure 4.8: a) Measured fractional frequency shift as a function of thermal quasiparticle
number for the 12 element test array. The resonances fall into two groups of six (see
inset) that, after switching pixels I and G, correspond to pixels A − E and G − L.
Dashed lines are ﬁts to Eq. 2.61. b) Fractional frequency shift for a range of readout
power for KID155. Inset shows the power dependence of Qi. Note that the three
powers lie on top of each other.
appropriate modiﬁcation of the Mattis-Bardeen equations that include a density of
states broadening term (Dynes et al. 1978) results in a good ﬁt to their data. Physically
the gap-broadening parameter smooths the singularity in the conventional density of
states at E = ∆ and introduces so-called sub-gap states, which gives rise to the
enhanced responsivity at low temperature. To conﬁrm if this is the case, additional
measurements would be required. Ideally an independent measure of the form of the
density of states could be determined through tunnelling experiments (Escoﬃer et
al. 2004). Additional measurements of the existing device at lower base temperature
would be interesting to determine the limiting form of this eﬀect at extremely low
quasiparticle densities.
4.4.3 Power Handling
One of the characteristic signs of the onset of non-linear eﬀects in a resonator is a shift
in frequency with readout power. As the power is increased further, the resonance
distorts and eventually bifurcates resulting in a discontinuity in the transfer function
(cf. Fig. 4.9a). Swenson et al. (2013) derive an expression that can be used to estimate
the bifurcation power based on the second order eﬀect of non-linear kinetic inductance
on the resonator transmission and is given by (cf. Chapter 2),
Pg,max =
acQc2pifrN0VL∆
2
0
4Q3r
. (2.59)
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For Qr ≈ Qc which is relevant for this discussion, then Pg,max ∝ frVLQ−2r . We can use
this relation to compare the predicted readout power with the measured values given
in Table 4.1. Here the optimum power was determined manaully by increasing the
readout power until a clear disconinuty in the resonance appeared and then reducing
the attenuation by 2/4 dB. The scaling relation is shown graphically in Fig. 4.9b for
a selection of resonators with various design parameters.
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Figure 4.9: a) Example |S21|2 of KID167 at diﬀerent drive powers demonstrating the
onset of bifurcation. b) Normalised maximum power as a function of Qr for the
resonators given in Table 4.1.
Assuming a constant Tc, and scaling with the volume and resonant frequency, we ﬁnd
that we are able to accurately predict the expected bifurcation power to within ±2 dB.
There are, however, a number of uncertainties involved in the estimate of the power
on the feedline at chip-level. Potential mismatch loss between the coaxial to CPW
transition are diﬃcult to measure without a measurement of S11. That being said, if
there was a signiﬁcant mismatch then we would expect to see the characteristic ripple
in S21 due to standing waves, which is not evident in the data. Other eﬀects such as the
uncertainty of the cold cable attenuation could also aﬀect the estimate of the power on
the feedline. More fundamentally, accurately determining exactly when the resonator
enters the bifurcation regime is not trivial, and requires very ﬁne sweeps, ideally in
both directions (Swenson et al. 2013). Therefore, while the estimate indicates that
the non-linear kinetic inductance model is adequate to predict the bifurcation power,
further work is required to rigorously test the validity of Eq. 2.59.
4.5 Noise Measurements
In this section we investigate the dark noise properties of a number of resonators from
the test array. A detailed description of measurement setup can be found in Section
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5.2.
4.5.1 Noise Calibration
We probe the resonator by monitoring the change in real and imaginary parts of the
forward transmission coeﬃcient of the scattering matrix and need to relate this to a
change in the resonator parameters ω0 and Qi (cf. Chapter 2).
There are two methods that have been used to convert the raw output of the IQ mixer
to an equivalent shift in the resonant frequency of the resonator. First a frequency
sweep is made around the resonance to determine the resonant frequency, which is
then used for the frequency of the bias tone. Once the source frequency is set, the
I(t) and Q(t) signals are digitised at a sample rate for a speciﬁed sample time that
is appropriate for a given measurement; a long sample time is required to attain the
information at low modulation frequency, whereas the hardware limited sample rate
determines the highest achievable frequency. In practise, the goal is to capture to the
resonator roll-oﬀ along with an estimate of the in-band noise level. A sample time of 2
s results in a frequency resolution of 0.5 Hz, and is the longest sample time used here.
The resonator roll-oﬀ occurs at f0/2Qr resulting in resonator bandwidths in the range
0.2 − 2 kHz, such that a sample time of 0.1 s is suﬃcient. To reduce the variance of
the noise in the ﬁnal PSD, multiple timestreams are taken, converted to a frequency
shift and averaged in the Fourier domain.
The frequency sweep is used to convert I(t) and Q(t) to δf . Here two methods are
presented and compared.
Multiplication Method
The ﬁrst is a simple method that can be derived from the forward transmission of a
resonator, which can be expressed generally as a complex number S21 = I + jQ. A
perturbation in the resonant frequency δf = f − fr, can be written as
δf(t) =
df
dS21
∣∣∣∣
fr
δS21(t), (4.3)
where δS21(t) = δI(t) + jδQ(t). Furthermore, the derivative of S21 with respect to
frequency can be written as
dS ′21|fr = dI ′r + jdQ′r, (4.4)
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Figure 4.10: Example of sweep data analysis demonstrating the values of dI ′ and dQ′.
The dashed black line corresponds to the maximum of dI
′2 + dQ
′2 and is taken as the
value for f0.
where primed quantities denote the diﬀerential with respect to frequency. An example
of these quantities for a sweep of KID101 at 230 mK is shown in Fig. 4.10. The dashed
black line is the maximum value of dI
′2 + dQ
′2 and determines the value of dI ′r and
dQ′r at the resonant frequency. Combining Eq.s 4.3 and 4.4 results in
δf(t) =
δI(t) + jδQ(t)
dI ′r + jdQ′r
=
(δI(t) + jδQ(t)) (dI ′r − jdQ′r)
dI ′2r + dQ
′2
r
=
δI(t) · dI ′r + δQ(t) · dQ′r
dI ′2r + dQ
′2
r
− j δI(t) · dQ
′
r − δQ(t) · dI ′r
dI ′2r + dQ
′2
r
(4.5)
where dI ′r and dQ
′
r can be determined from the sweep data. The ﬁrst term in Eq. 4.5
is the frequency perturbation and the second term corresponds to a perturbation in
the orthogonal dissipation direction (Mauskopf et al. 2014). The major advantage of
this method is that it is very fast computationally only requiring a multiplication of
arrays. However, a major limitation of this method arises when analysing low signal-
to-noise resonances. In that case, the computation of dI ′ and dQ′ is noisy and an
accurate determination of the conversion parameters is diﬃcult. It is also implied that
the values of dI ′ and dQ′ are constant over the range that the noise extends, which is
only true when the IQ circle is large with respect to the noise ellipse.
Phase Method
The second method has been well documented (Gao 2008) and is more general. Al-
though more computationally intensive, it takes into account the shape of the resonant
feature which is crucial when the signal causes the resonance to move a signiﬁcant frac-
tion of a linewidth. This is seen in the FTS data of Chapter 5 and this method was
used to calculate the frequency shift.
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(a) KID101, Qr ≈ 13, 000.
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Figure 4.11: Examples of the phase conversion method for two resonators with diﬀerent
Qr values. The reduction in Qr permits a higher readout power, which reduces the
equivalent ampliﬁer noise level. In b) it is necessary to re-sample the timestream data
(tan coloured lines) to obtain a valid ﬁt to the phase slope. In this example, the sample
rate has been reduced from 500 kS/s by a factor of 10.
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Figure 4.12: Example of fractional frequency noise of KID103. The blue and green
traces are calculated using Eq. 4.5 for the fully sampled (blue) and re-sampled (green)
timetrace, where the traces are identical for readout frequencies below the Nyquist
frequency of the re-sampled data.
Using the same analysis algorithm that was used to estimate fr and Qr, the ﬁrst step of
the phase method of conversion is to calculate the phase from the centred and rotated
complex sweep data. Applying the same translation and rotation to the timestream
data, a phase for each point in the timestream can be calculated by
φ(t) = tan−1
Q(t)
I(t)
(4.6)
To convert to a frequency shift, the timestream phase points are interpolated onto
the sweep data after ﬁtting a low order polynomial to capture the shape of the sweep
data. An example of the steps described above is shown in Fig. 4.11. Fig. 4.12
shows a comparison of the two algorithms for a measurement on KID103 at 230 mK.
As long as there is a reasonable ﬁt to the phase slope then the two methods are in
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close agreement, with the phase method consistently returning slightly higher noise
than the multiplication method. This is to be expected as the phase method accounts
for the drop in response of the resonator away from the resonant frequency, whereas
the multiplication method assumes a constant response, therefore underestimating the
noise level. However, the discrepancy is less than a factor 1.5. For the data in the
next section we use a comparison of both methods to ensure consistency in the data
analysis.
4.5.2 Results and Discussion
Having a method to convert the raw timestreams of IQ data to an equivalent ﬂuctuation
in the resonant frequency, the power spectral density (PSD) of the ﬂuctuations can
now be estimated. Each PSD is an average of 50 timetraces sampled at two sample
rates; 500 kHz for 0.1 s to capture the high frequency roll oﬀ, and 5 kHz for 2 s to
probe the low (sub-1 Hz) frequency spectrum.
Fig. 4.13 shows a number of such measurements for a selection of resonators from the
test array measured at a sample temperature of 230 mK. The shape of the spectra
are all similar and consist of a low frequency level that rolls oﬀ with the resonator
bandwidth to a level that is dominated by the noise of the ﬁrst stage ampliﬁer. Each
spectrum is ﬁt with a three parameter, single-pole Lorentzian of the form
Sx(f) =
A
1 + f 2/∆f 2
+B, (4.7)
where A is an estimate of the device noise, B is an estimate of the ampliﬁer noise and
∆f is the half-width half-maximum bandwidth of the resonator. It is common to use
the estimate of half-power bandwidth to infer a quasiparticle lifetime (Mauskopf et al.
2014). However, for these resonators the combination of high Qr and low fr obscures
the roll-oﬀ of the quasiparticle response. The equivalent resonator ring down time
is related to the resonator bandwidth by τres = 1/2pi∆fres = Qr/pifr. The eﬀect of
reducing the readout frequency from the traditional GHz range reduces the resonator
bandwidth, increasing the resonator ring down time.The shape of the noise is well
described by a single-pole roll-oﬀ, it is reasonable to assume that the quasiparticle
lifetime is at least half of the observed ring down time. As an example, KID101 is
observed to have τres ≈ 120µs, and therefore a rough upper limit on the quasiparticle
lifetime of ≈ 60µs. For TiN quasiparticle lifetimes generally range between 10−100µs
depending on ﬁlm quality (Leduc et al. 2010). The discrepancy between the values of
∆fres from the noise and sweep data is seen on all resonators on the device and in Table
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Figure 4.13: Fractional frequency noise, Sxx for a selection of resonators driven 2-4 dB
below bifurcation at 230 mK. The values of Qr are determined from a ﬁt to the sweep
data.
4.1, we compare the bandwidth from both measurements for a selection of resonators.
It is seen that the bandwidth estimated from the noise is consistently lower than the
corresponding values calculated from the sweep data by factors ranging between 2-5.
The discrepancy between the two values can be ruled out as a indication of the
Table 4.1: Comparison of resonator parameters for the data in Fig. 4.13. L0 = 137µm
3
KID VL[L0] Qr[×103] fr [MHz] −Pg [dBm] ∆fres [kHz] ∆fmeas [kHz]
101 1 13.9 101.2 101 3.6 1.24
103 2 42.2 103.4 111 1.2 0.30
119 0.5 262.0 119.6 133 0.3 0.12
144 1 54.1 144.9 111 1.3 0.29
155 2 58.2 155.0 113 1.3 0.59
167 0.5 216.3 167.5 123 0.4 0.15
quasiparticle response as there doesn't appear to be a single limiting bandwidth that
one would expect if it was inherent to the ﬁlm. As the ratio between the values appears
to be diﬀerent for each resonator with no discernible relationship, it is conceivable
that the origin lies in an aspect that is individual to each resonator. The most obvious
candidate is the eﬀect of the readout power used to probe each resonator. It is plausible
that the non-linear feedback eﬀects when resonators are driven close to bifurcation
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power that can become important (Swenson et al. 2013).
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Figure 4.14: Noise power spectral densities at diﬀerent bias power.
To investigate whether or not this eﬀect is a plausible reconciliation, Fig. 4.14 shows
a set of noise for KID119 and KID167 at various drive powers. While the data is
inevitably noisier, it is clear to see that as the drive power is decreased the noise
bandwidth increases.
To estimate the expected GR contribution to the measured noise, the expressions de-
veloped in Chapter 2 can be applied. At low frequency, the spectral density of the
number ﬂuctuations is given by Sgr = 4Nqpτqp. Multiplying this by the quasiparti-
cle responsivity we obtain an expression for the power spectral density of frequency
ﬂuctuations;
Sx,gr =
Sgr
V 2L
(
dx
dnqp
)2
=
nqp(T )τqp
VL
(
αk
S2(ω, T )
2N0∆0
)2
, (4.8)
where the roll-oﬀ terms arising from the quasiparticle lifetime and resonator ring-
down have been suppressed. Eq. 2.12 can be used to calculate nqp and for the data
in Fig. 4.13, S2(ω, 0.23) ≈ 4.15. Inserting the upper limit of 60µs placed on the
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quasiparticle lifetime based on the noise bandwidth, results in an estimated value
for Sx,gr ≈ 1 − 4 × 10−20 depending on the choice of N0. This is signiﬁcantly lower
than the noise levels measured in Fig. 4.13 and so it is most likely that the low
frequency noise is limited by TLS noise. However, if a constant excess quasiparticle
density of nqp,min ≈ 300µm−3 is added, then the predicted nose level increases to
Sx,gr ≈ 2.3×10−18, similar to that observed in KID101. Corresponding to an equivalent
temperature of about 0.3 K, it is hard to conceive the origin of such a considerable
excess density. Moreover, calculation of the loss associated with this number of excess
quasiparticle results in a limiting value of Qi ≈ 0.8× 106, for which higher values have
been observed (cf. Fig. 4.4). That being said, it is not inconceivable that there is
a smaller excess density and the enhanced responsivity due to the non-linear eﬀects
increase the observed noise level. To conﬁrm whether or not this is the case, further
investigation would require an alternative device. The design of the current device
results in there being a small range of drive powers for which the resonator remains in
the linear regime but is driven with enough power to overcome the ampliﬁer noise.
Table 4.2: Comparison of measured noise levels with theoretical estimates. Errors in
the ﬁts are typically at the 1 − 2% level for all parameters. Units for the spectral
densities are in 10−18 Hz−1.
KID [MHz] Sx,HF Sx,amp Sx,LF Sx,TLS Sx,LF/Sx,TLS NEPdark [W Hz
−1/2]
101.2 5.0 4.6 2.2 2.2 1 6.8× 10−18
103.4 3.2 4.4 13.3 2.7 4.9 3.3× 10−17
119.6 5.8 18.1 16.3 13.0 1.3 9.2× 10−18
144.9 4.3 3.4 20.4 4.4 4.6 2.1× 10−17
155.0 9.7 4.3 16.5 3.1 5.3 3.7× 10−17
167.5 7.0 3.9 37.0 12.2 3.0 1.4× 10−17
4.5.3 Electrical NEP Estimate
The Noise Equivalent Power (NEP) is a common ﬁgure of merit used to characterise
sub-mm detectors. The NEP is deﬁned as the signal power required to achieve a unity
signal-to-noise ratio measured in a 1 Hz post-detection bandwidth. The dark NEP
refers to power absorbed referenced at the detector. The optical NEP is a measure
of the optical response and is referenced at the input of the system and includes the
overall system optical eﬃciency.
In this section we calculate an estimate of the dark NEP, which can be calculated from
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the spectral density of the frequency ﬂuctuations divided by the responsivity,
NEPfreq =
√
Sx
(
dx
dPabs
)−1
(4.9)
=
√
Sx
(
dx
dnqp
· dnqp
dPabs
)−1
. (4.10)
where Sx is the measured noise spectral density in units ∆f/fr/Hz
1/2. Recalling
the expression for the change in quasiparticle density for a given change in absorbed
power,
dnqp
dPabs
=
ηoτqp
VL∆0
, (4.11)
we obtain
NEPfreq =
√
Sx
(
dx
dnqp
· ηoτqp
VL∆0
)−1
. (4.12)
For the dark NEP a value measured value for dx/dnqp can be determined from the
sweep data as a function of the base temperature. Fig. 4.15 shows a plot of the
fractional frequency shift as a function of thermal quasiparticle density. As discussed
above, the measured thermal quasiparticle responsivity is a function of the base tem-
perature, with two limiting values at the temperature extremes. Linear ﬁts to the
data in the two limits are shown in Fig. 4.15 and indicate a factor ≈ 7 decrease in
responsivity at high quasiparticle density.
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Figure 4.15: Fractional frequency shift due to a change in base temperature.
For Tc = 2.1 K, resonator volume VL = 137µm
−3 and assuming an upper limit for the
quasiparticle lifetime of 60µs the estimated measured dark NEP≈ 7×10−18 WHz−1/2.
Estimated dark NEPs for the other resonators in Fig. 4.13 are calculated in the same
way and are given in Table 4.2.
The dark NEP can be used as an estimate the performance of a detector relative to
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the expected background noise level. However, care should be taken as the eﬀect of
optically loading a resonator can potentially signiﬁcantly modify the resonator param-
eters.
4.5.4 Temperature Dependence
For the ﬁnal part of the dark characterisation we investigate the noise as function of
temperature. As noted before, the diﬀerent contributions to the noise have diﬀering
temperature dependencies and can be used to diagnose the dominant source of the
noise. Noise spectra for KID101 and KID167 for various base temperatures are shown
in Figs. 4.16 and 4.17. The base temperature was regulated by a simple PID controller
and kept the temperature constant to within ±1 mK of the set point throughout each
measurement. The drive power was kept constant for each resonator and set to -101,
-124 dBm for KID101, KID167, respectively.
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Figure 4.16: Fractional frequency noise, Sxx of KID101 as a function of base tempera-
ture ranging from 230 - 380 mK in 15 mK steps. The drive power was set to -124 dBm
for each temperature. Errors in the parameters extracted from the ﬁts are typically
between 1− 5%.
The shape and levels of the spectra for KID101 stay roughly constant as the temper-
ature is increased. The high frequency level is accurately predicted by the calculation
of the ampliﬁer noise level and the slight increase at the highest temperatures is due
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to the change in Qr as Qi decreases. To within experimental error there appears to be
no evidence of a temperature dependence, expected to follow Sx,TLS ∝ T (−1.5−2) or the
characteristic f−0.5 frequency dependence, which although not shown here, remains
ﬂat down to below 1 Hz. Furthermore, the the spectra in Fig. 4.14a do not exhibit
the expected power dependence of P−0.5int . At higher base temperatures the noise band-
width begins to increase more than is suggested by the measured values of Qr from
the sweep data. Qualitatively this is consistent with the reduction in the eﬀect of non-
linearities as the number of quasiparticles increase with temperature. As noted in the
previous section, a constant noise level with temperature is one of the hallmarks of GR
noise, and with the addition of a realistic excess quasiparticle distribution is in close
agreement with the Mattis-Bardeen prediction. However, to conclusively determine
whether the noise is dominated by a GR contribution a measure of the quasiparticle
lifetime limited bandwidth is needed, requiring further investigation.
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Figure 4.17: Fractional frequency noise, Sxx of KID167 as a function of base tempera-
ture ranging from 230 - 380 mK in 15 mK steps. The drive power was set to -124 dBm
for each temperature. Errors in the parameters extracted from the ﬁts are typically
between 5− 10%.
The spectra for KID167 are shown in Fig. 4.17 and somewhat diﬀerent. The high Qr
limits the maximum drive power resulting in a low signal-to-noise measurement and
can cause a signiﬁcant uncertainty in the frequency conversion. A useful check can
be made by comparing the measured ampliﬁer noise level to the expected level given
Qr from the sweep for each temperature. The expected ampliﬁer noise for Qr = 216k
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at Pg = −124 dBm is (3.3 ± 1) × 10−18 Hz−1, which isn't too far from the measured
values. The error is estimated assuming a ±1 dB uncertainty on the input power, and
is likely to be an underestimate.
It is reasonable to assume that the device noise in this case is dominated by TLS in
spite of the lack of conventional TLS signatures. At low temperature, the low frequency
noise level remains ﬂat to below 1 Hz. Above 270 mK, a clear 1/f component appears
in the spectra with a knee frequency that appears to be temperature dependent. Un-
fortunately the resolution of the PSD is limited by the length of the timestream but
it seems reasonable that at low temperature, the 1/f knee falls below the resolution
limit of the PSD.
4.6 Chapter Summary
This chapter presents a dark characterisation of the SuperSpec titanium nitride res-
onators. The design and measured values of the spectrometer array are in close agree-
ment yielding consistent values of the resonant frequency and coupling quality factors,
as well as measured values of Qi consistently above 10
6. A systematic variation in
the ﬁlm properties has been identiﬁed by comparing the frequency shift and change
in quasiparticle dissipation as a function of temperature to a prediction based on a
ﬁrst order approximation of the Mattis-Bardeen equations. Using this prediction we
also measure an anomalously low response in the dissipation direction. Based on the
observed power dependence we attribute this to a limiting loss that is most likely due
to a contribution from TLS ﬂuctuations.
Utilising the range of resonator designs available on the test array, we investigate the
noise properties of the ﬁlm. It is most likely that TLS noise is the dominant source of
noise for the majority of the detectors, despite the form of the spectra not reﬂecting
the conventional form commonly measured at microwave frequencies. Resonators that
can be driven at higher power such that the TLS contribution is suppressed show
behaviour that is consistent with a measurement of GR noise. However, a deﬁnitive
conclusion can't be made without a measure of the quasiparticle lifetime, which for
we can only obtain an upper limit due to the resonator ring down time. From spectra
on a selection of resonators driven just below bifurcation, estimates of the dark NEP
using the measured responsivity to quasiparticles are made and yield an average value
of ≈ 3× 10−17 WHz−1/2.
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Chapter 5
Optical Demonstration of
SuperSpec
In this Chapter we present preliminary optical measurements and a spectral charac-
terisation of a prototype SuperSpec device. The speciﬁc device is a diﬀerent die from
the same wafer as the device characterised in Chapter 4. We begin with the charac-
terisation of the detectors following the methodology outlined in the previous chapter,
followed by a description of the measurement setup used to characterise the spectral
response of the spectrometer. Finally we make a comparative estimate between the
expected response to a change in blackbody load and based on the observed detector
responsivity, calculate an estimate of the system noise equivalent power (NEP).
5.1 Array Characterisation
Initially a characterisation of the array from an RF perspective is necessary to ascer-
tain the resonant frequencies of the resonators and conﬁrm that the array is working
as expected. The main results are shown in Fig. 5.1 and are quantitatively similar
to the device presented in Chapter 4. After applying a linear scaling as before, the
distribution in frequency is in good agreement with the design values, and allows iden-
tiﬁcation of speciﬁc detectors and the corresponding mm-wave channel. The resonator
yield is again high with only a single resonator absent. Upon inspection of the device,
it was found that there was a break in the interdigital capacitor which would cause
the resonant frequency to shift out of the readout band.
The distribution of the resonator quality factor is again similar to the previous chap-
ter showing values of Qi consistently above 10
6. As before, the observed bimodal
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distribution of Qc is related to the diﬀerence in the capacitor geometry, with the 1µm
geometry having systematically larger Qc than the 2µm capacitors.
Extracted Tc values from the temperature dependence of ∆f/f0 show a similar gradient
across the spatial extent of the device. The average value of Tc matches with the lower
end of the previous device indicating that the spatial distribution of Tc is most likely
due to a gradient in the ﬁlm thickness across the initial wafer.
Although not plotted here, the anomalous diminished response in the dissipation di-
rection is similar to that of the previous devices with values of β ≈ 400.
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Figure 5.1: Characterisation of the resonators on the SS05-CDF03 device. a) Com-
parison of design versus measured resonant frequencies. b) Distribution of measured
Qi and Qc. c) Measured shift in resonant frequency as a function of base temperature
(points) along with ﬁts (dashed lines) to Mattis-Bardeen prediction to extract Tc. In-
set shows the distribution of extracted Tc values as a function of spatial position on
the device. 81
5.2 Measurement Setup
5.2.1 Cryostat Conﬁguration
A CAD model of the optics conﬁguration used to carry out the characterisation of the
ﬁlter-bank is shown in Fig. 5.3. The low pass ﬁlters on the 50 K and 4 K reduce the
infrared load on the fridge, while being transparent at 1 mm. The ﬁlter proﬁles are
plotted in Fig. 5.2. The solid line is the combined ﬁlter transmission that is seen at
the horn aperture and, after including the eﬃciencies of the three high temperature
ﬁlters, indicates a total combined ﬁlter eﬃciency of approximately 70%.
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Figure 5.2: Transmission of the optical ﬁlter stack used to deﬁne the bandpass for the
detector. The position of each ﬁlter is shown in Fig. 5.3.
The system throughput is limited by the aperture at 50 K. The solid angle of a cone
with vertex angle 2θ is given by
Ω = 2pi(1− cos θ) ≈ piθ2. (5.1)
where θ can be determined from the geometry shown in Fig. 5.3a. The width of the
limiting aperture is 13 mm and is at a distance of 99 mm from the horn aperture of
radius 3.3 mm. The geometric throughput can be calculated as
AΩ = pi23.32
(
13
99
)2
≈ 1.85 mm2sr. (5.2)
For a single mode, the diﬀraction limited throughput is given by AΩ = λ2, which
ranges from 1 - 2.8 mm2 sr across the 180-310 GHz band. Above about 220 GHz, the
throughput is diﬀraction limited such that a blackbody source at the window should
ﬁll the beam. At lower frequency, only a fraction of the beam will be ﬁlled by the
window with the other fraction terminating on the blackened 4 K radiation shields.
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The fraction of the beam leaving the cryostat reduces to about 70% at 180 GHz.
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Figure 5.3: CAD model of the conﬁguration used for the optical characterisation of
the ﬁlter-bank. In a) the black labels are the ﬁlter IDs at each temperature stage. All
ﬁlters are low pass edges except for 6 cm−1 high-pass to form a bandpass at the horn
aperture.
5.2.2 Measurement Algorithm
A similar measurement algorithm used to obtain noise data is carried out when obtain-
ing data with the Fourier transform spectrometer (FTS); for each resonator a sweep
about the resonant frequency is performed to lock on to the resonance and timestream
data can be taken.
However, instead of taking a continuously sampled timestream, for the FTS measure-
ments it is necessary to synchronise the data acquisition (DAQ) with the movement
of the mirror. As the movement of the mirror is not necessarily uniform, the mirror
encoder is connected to custom-built circuitry that provides a 5 V square wave pulse
with every mirror step, and is used as a clock signal to trigger the DAQ. Therefore on
every increment of the mirror position a DAQ sample is taken resulting in a regularly
gridded interferogram as a function of mirror position. The external circuit also pro-
vides signals of the mirror direction as well as a ﬁxed reference point, from which the
interferograms can be aligned.
5.3 Filter-Bank Analysis
In this section we present spectral measurements and a characterisation of the spectral
response of the ﬁlter-bank and compare to the design values given in Chapter 3. A
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Figure 5.4: Schematic conﬁguration for FTS measurement and characterisation.
schematic of the measurement conﬁguration is shown in Fig. 5.4. A Martin-Puplett
interferometer was used to provide a frequency sweep. A variable aperture mercury
(Hg) vapour lamp (TBB ≈ 1500 K) source was placed at the focus of an HDPE lens
with a focal length of 120 mm and provides a collimated beam at the input of the
interferometer. A second identical lens placed at the output focuses the beam at the
horn aperture. To account for possible misalignment of the cryostat radiation shields
and/or uncertainty in the array height, the position of the second lens was adjustable to
ﬁne-tune the position of the focus. The FTS was mounted on a portable optics bench
and could be raised with a set of lab jacks. To align the optics to the detector, we
used a chopped source with the FTS mirror set to zero-path diﬀerence, and manually
positioned each component in order to maximise the signal at the chopping frequency
on one of the broadband detectors.
To characterise the full spectrometer an automatic measurement system was to devel-
oped to control the FTS and data acquisition into a fully integrated control program.
Unfortunately a multiplexed readout system was not available that with suﬃcient
frequency resolution to read out the high-Qr, low frequency SuperSpec resonators.
Therefore software was developed to implement single tone readout and measure each
KID sequentially.
We begin by outlining the operating principle of the Martin-Puplett interferometer
and then present results of from a set of spectral measurements of the full array.
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5.3.1 Principles of the Martin-Puplett Interferometer
The Martin-Puplett interferometer (MPI) has a rich history in sub-mm astronomical
observations (Lambert and Richards 1978; Martin and Puplett 1970). The operation
of the MPI is similar to the well-known Michelson interferometer in that an input
beam is split and recombined with a modulated phase shift to produce an interfero-
gram. However, the MPI exploits and manipulates the polarisation properties of light
and at sub-mm wavelengths has a number of advantages. Most notably, a wire grid
polariser replaces the typical dielectric beam-splitter, and has a high and uniform mod-
ulation eﬃciency over a wide spectral range, with near 100% transmission/reﬂection
for wavelengths ranging across the entire THz band (Naylor et al. 1994).
x
z
y
y
x
y
x
z/2
z0/2
M2
M1
P1
P2
BS
x
y
y
x
y
x
y
x
Figure 5.5: Schematic of the Martin-Puplett interferometer. The vectors are drawn
from the perspective looking through the input and output polarisers along the optical
axis.
The main components of the MPI are shown schematically in Fig. 5.5, and consist of
and input and output polariser (P1 and P2), the polrising beamsplitter (BS) and two
rooftop mirrors (M1 and M2), one of which is mounted on a translational stage (M2).
The operation of the MPI can be understood by referring to Fig. 5.5. Assuming an
incoherent unpolarised source such as a blackbody, P1 selects the input polarisation
according to the orientation of the polarising grid lines. Subsequently, half the power
is admitted into the interferometer while the other half reﬂects back to the source. If
P1 is orientated such that the polarisation axis is along the y-axis, the electric ﬁeld
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vector of the input wave has the form,
E = yˆE0 sin
(
2pict
λ
)
. (5.3)
The wire-grid beam splitter consists of another polariser that is orientated at an angle
θ = 45 deg relative to the input polariser. Decomposing the incident electric ﬁeld into
orthogonal components relative to the BS orientation, the component perpendicular to
the grid lines will be transmitted by the beam splitter, whereas the parallel component
is able to induce currents along the direction of metallic grid and will be reﬂected,
gaining the usual pi phase shift. The electric ﬁelds of the reﬂected and transmitted
waves are then given by
Et = (yˆ − xˆ)E0√
2
sin
(
2pict
λ
)
(5.4)
Er = (xˆ+ yˆ)
E0√
2
sin
(
2pict
λ
+ pi
)
. (5.5)
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Figure 5.6: Schematic demonstrating the eﬀect of the rooftop mirror on the polarisa-
tion.
Each rooftop mirror consists of two ﬂat mirrors aligned at right angles such that
radiation incident in the plane normal to the mirror surface is reﬂected back along the
direction from which it came. The eﬀect of the rooftop mirrors on the polarisation is
best understood by decomposing the incident electric ﬁeld into components that are
parallel and normal to the mirror line and is shown schematically in Fig. 5.6. For
the parallel component, reﬂection from the two mirrors results in a 2pi phase shift and
the polarisation is unaﬀected (blue vectors). The normal component (green) can be
further decomposed into components normal (navy) and tangential (orange) to the
mirror surface. Upon reﬂection of the ﬁrst mirror, only the tangential component of
the polarisation is reversed. At the second mirror, the previous normal and tangential
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components are interchanged and again, only the tangential component experiences
a phase shift. The net eﬀect of the two reﬂections is that, relative to input, the
polarisation direction is now reversed (red). Putting this together for an incident
beam with polarisation vector orientated at an angle θ to the mirror line, only the
horizontal component is reversed resulting in a net change of 2θ about the mirror
line. Therefore, upon reﬂection from rooftop mirrors, the polarisation of the beams in
the two arms is switched and the component originally reﬂected by the beam splitter
is now transmitted, and vice versa. Including the additional phase shift due to the
optical path lengths along each arm, z0 for the ﬁxed path, and z for the variable path,
the electric ﬁeld vector incident on the beam splitter becomes
E ′t = (xˆ+ yˆ)
E0√
2
sin
(
2pi(ct− z)
λ
)
(5.6)
E ′r = (xˆ− yˆ)
E0√
2
sin
(
2pi(ct− z0)
λ
+ pi
)
. (5.7)
The total electric ﬁeld incident on the output polariser is the sum of the two electric
ﬁelds emerging from the beamsplitter and after including the pi phase shift for the
reﬂected component becomes,
Etr + Ert = (xˆ+ yˆ)
E0√
2
sin
(
2pi(ct− z)
λ
+ pi
)
(5.8)
+ (xˆ− yˆ)E0√
2
sin
(
2pi(ct− z0)
λ
+ pi
)
(5.9)
Rearranging and grouping terms for each polarisation direction we obtain an expression
for the total electric ﬁeld incident on the output polariser,
Etot = xˆ
2E0√
2
sin
(
pi(2ct− z − z0)
λ
+ pi
)
cos
(
pi(z − z0)
λ
)
+ yˆ
2E0√
2
cos
(
pi(2ct− z − z0)
λ
+ pi
)
sin
(
pi(z − z0)
λ
)
. (5.10)
Note that this is in general a circularly polarised wave. The eﬀect of output polariser is
to select one component of the total ﬁeld which results in a modulation of the measured
electric ﬁeld as a function of the mirror position.
5.3.2 Spectral Analysis
The half-wavelength single pole ﬁlter is expected to result in a Lorenztian proﬁle in
the frequency domain. It is well known that mathematically, the Fourier transform
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of a Lorenztian is given by an exponentially damped sinusoid. As the maximum of
the interferogram is at ZPD, the expected form of the interferogram can be written
as
f(x) ∼ e−x/τ cos(2piν0x). (5.11)
The deﬁnition of the Fourier transform can be written as
F (ν) =
∫ ∞
−∞
f(x)e−j2piνxdx, (5.12)
and for a cosinusoidal signal f(x) ∼ cos(2piν0x) the Fourier transform can be calculated
to give
F (ν) =
1
2
∫ ∞
−∞
e−j2pi(ν−ν0)xdx+
1
2
∫ ∞
−∞
e−j2pi(ν+ν0)xdx
=
1
2
[δ(ν − ν0) + δ(ν + ν0)] , (5.13)
which is a pair of delta functions at ±ν0 as expected. A similar analysis can be
carried out for an exponential decay f(x) ∼ e−x/τ resulting in the expected Lorentzian
lineshape;
F (ν) =
τ
1 + j2piντ
. (5.14)
Using these results, and making use of the convolution theorem, the Fourier transform
of the exponentially damped cosine signal is then given by
F (ν) =
2τ
1 + j2pi(ν − ν0)τ → |F (ν)|
2 =
4τ 2
1 + (ν − ν0/∆ν)2 , (5.15)
where ∆ν = 1/2piτ is the half-width half-maximum bandwidth, and the factor 2 of
arises from taking only positive frequencies. Therefore the ﬁlter resonant frequency
is given by ν0, and the quality factor can be calculated from the decay of the fringe
visibility by
Qfilt = ν0/2∆ν = ν0piτ, (5.16)
where both ν0 and τ can be obtained from a ﬁt to Eq. 5.11 to the interferogram
data.
The maximum operating frequency of an FTS is governed by Nyquist sampling theorem
and determined by the minimum step size of the mirror translation stage. For the
MPI used in this thesis the physical step size of the motor is speciﬁed as 5 µm, which
corresponds to
νmax =
c
2× (2× 5µm) ≈ 15 THz, (5.17)
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well above the requirements for characterisation of the device described in this the-
sis.
The maximum spectral resolution is determined by the maximum available phase
retardation and is set by the travel length of the mirror. For our system, the maximum
optical path diﬀerence is 48 cm resulting in a maximum resolution of (Bin et al.
1999)
∆ν =
c
2×OPDmax ≈ 310MHz, (5.18)
which is close to the expected bandwidth for high-Q ﬁlter channels. For example, an
R = 700 channel at 200 GHz has a ﬁlter bandwidth of ≈ 300 MHz. Therefore, it is
expected that the measurements of ﬁlter channels with high-Q will be limited by the
FTS resolution.
5.3.3 Data Analysis and Discussion
Analysis of the data taken with the FTS is similar to the analysis of the noise data.
An equivalent frequency shift is calculated from the complex timestream data by using
the sweep data as a calibration to convert from phase to frequency. Fig. 5.7 shows a
representative example of this process along with the resulting interferogram expressed
in units of equivalent shift in the KID resonant frequency.
(a) (b)
Figure 5.7: a) Calibration data used to convert the raw IQ data to an equivalent
frequency shift. Blue curve is the phase relative to the centre of the IQ circle, red
points are the interpolated timestream data. b) Example of the raw interferogram
data taken for a single scan of the mirror. Note that the oscillations are not visible at
this zoom level.
It can be seen that there is a shift in the baseline level with increasing optical path
diﬀerence. This is most likely due to a misalignment of the FTS optics and a simple
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baseline removal consisting of a high-pass ﬁlter was applied to each interferogram
before continuing. Care was taken to ensure that the cut-on frequency of the high-
pass was well below the frequencies corresponding to the optical bandwidth of the
spectrometer.
For the narrow-band ﬁlter channels, the interferogram was cut at zero path and ﬁt
to a modiﬁed version of Eq. 5.11 to account for an arbitrary signal level and phase
oﬀset. The results of four representative ﬁlter channels are shown in Fig. 5.8. The
resulting spectra are obtained by taking the magnitude of the Fourier transform at
positive frequencies of the interferogram data.
The form of the interferogram and spectra are as expected. The interferogram data are
well ﬁt to the damped harmonic wave model. The apparent discrepancy between the
model and ﬁt for the zoomed out plots is partially a graphical artefact, and partially
an increase in noise due to the reduced detector response at large signal power. The
insets show the data zoomed in around zero-path diﬀerence and highlight the quality
of the ﬁt.
Each spectrum consists of a single peak that is well characterised by a spectral Lorentzian
proﬁle. The out of band band response is consistently measured at the 1% level with
high spectral purity within our optical band. There are however a number of channels
that show a small amount out of band response (e.g. ﬁrst plot in Fig. 5.8), and indicate
that a certain level of parasitic power is coupling into the detector. The cause of this
has not yet been identiﬁed, but on further analysis it is found that the ﬁlter channels
on which this eﬀect is most pronounced are located close to the probe, suggesting a
non-negligible amount of power transfer through substrate modes. However, the eﬀect
is not seen by all channels near the probe and it is hard to imagine substrate leakage
would discriminate between diﬀerent resonators.
The normalised spectra of a broadband power channel along with the ﬁrst termination
channel is shown in Fig 5.9. The broadband channel is located at the input of the
spectrometer before any of the ﬁlter channels and so provides an estimate of the
total power that enters the ﬁlterbank. The bandpass frequencies of the measured
spectral band are in good agreement with the expected ﬁlter response, which serves
as conﬁrmation that there are no major issues in the analysis algorithm.
The shape of the in-band response however is not well understood, and is diﬃcult to
identify the cause as it could arise from a number of factors. The most likely cause
is an eﬀect introduced by the waveguide to microstrip transition, which has not been
independently veriﬁed at cryogenic temperatures.
The spectra of the terminator channel is shown in Fig. 5.9b alongside all the measured
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Figure 5.8: Interferogram data (left) and the resulting spectra (right) for four narrow
band ﬁlter channels that are representative for the rest of the channels. Fits to the
interferograms are shown in red and show good agreement for all the channels (see
insets). Values extracted from the ﬁt are given in the plot of the spectral data.
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Figure 5.9: Comparison of the spectrum of two of the broadband channels. The
channel shown in a) corresponds to the broadband absorber located at the input of
the ﬁlter-bank, i.e. before any ﬁlter channels. In b), the channel corresponds to the
ﬁrst of the four termination absorbers located at the end of the feedline.
ﬁlter frequencies (black dashed lines). The diﬀerence between the broadband and
termination channel would ideally be a measure of the absorption due to the ﬁlterbank.
The shape of the two broadband spectra are similar except for a reduced response
at the low end. There is no discernible reduction of power in the spectrum at the
measured ﬁlter frequencies. However, this is expected to be a small eﬀect that would
require a high-resolution frequency sweep to measure accurately. Unfortunately, we
did not have access to a reliable high-frequency LO source at the time to conduct a
high resolution characterisation. However, this will be done in future measurement
and should provide a measure of the power absorbed by the detector which is valuable
for placing limits on the accuracy of the ﬁlter placement and bandwidth.
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Figure 5.10: Comparison of the measured and design ﬁlter values for a) ν0 and b) Qfilt.
A comparison of the measured to designed distribution of ﬁlter quality factors for the
entire array is shown in Fig. 5.10b. We see that the measured values are distributed
about a mean value of about Qfilt ≈ 400 with a maximum measured Qfilt ≈ 700.
The low mean value of Qfilt indicates an internal loss mechanism that restricts the
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bandwidth of the ﬁlters. Assuming the design values for Qdet and Qfeed, a ﬁt to Eq.
3.2 yields an estimate of the measured Qi for this device. This assumption is supported
by the fact we achieve the target values for many ﬁlters with Qfilt < 500. A comparison
of the measured and designed values of Qfilt for the ﬁrst 20 readout channels along
with the ﬁt is shown in Fig. 5.11.
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Figure 5.11: Comparison of the measured and designed Qfilt for the ﬁrst 20 readout
channels.
It is expected that the dominant loss in the ﬁlter arises from the silicon nitride mi-
crostrip dielectric layer (Hailey-Dunsheath et al. 2014). From the best ﬁt estimate
of Qi ≈ 1470 we infer a tan δ = Q−1i ≈ 7 × 10−4 which is in good agreement with
independently published measurements (O'Connell et al. 2008).
Alternatively, it is plausible that the frequency resolution is limited by the spectrome-
ter. As calculated before, the maximum achievable resolution for our MPI corresponds
to a maximum ﬁlter Q ≈ 700. However, misalignments in the focusing optics, or within
the interferometer act to reduce the spectrometer resolution. An independent mea-
surement with a high frequency resolution LO source would determine which eﬀect is
dominant.
5.4 Blackbody Response
The response to a change in static loading between a room temperature and liquid
nitrogen load (77 K) provides a measure of the response of all of the channels on the
spectrometer that can be measured simultaneously. By sweeping each resonator, once
while viewing a liquid nitrogen load, and again with a room temperature load, the shift
in resonant frequency due to the change in absorbed power can be determined. This
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response can be then compared with the expected response from the Mattis-Bardeen
expressions derived in Chapter 2, and with a few assumptions, an estimate for the
system eﬃciency can be obtained.
Generally, an estimate of the power absorbed in the detector requires knowledge of a
number of factors; the spectral emission of the source, the ﬁlter transmission eﬃciency
as well as various eﬃciency factors inherent to the ﬁlterbank design. However, we can
make an estimate of the expected power that reaches the horn aperture, and assuming
negligible loss originating from the horn and waveguide transition, the power entering
the ﬁlterbank.
The spectral emission from a blackbody in the Rayleigh-Jeans limit (hν  kBT ) is
given by
Bν(T ) =
2kBT
λ2
, (5.19)
in units of W m−2 sr−1 Hz−1. For a single spatial mode, single polarisation where
AΩ = λ2, the power emitted by an area A into solid angle Ω is then given by
Po =
2kBT∆ν
λ2
· AΩ = kBT∆ν, (5.20)
i.e. the optical power is proportional to the source temperature and the optical band-
width. In our case, the optical bandwidth will depend on the speciﬁc ﬁlter channel.
For the broadband absorbers situated along the length of the feedline as well as the
termination channels, the bandwidth will be determined by primarily by the bandpass
at the input of the horn, which from Fig. 5.2 is approximately 120 GHz.
For the ﬁlter channels, the situation is less simple and depends on both the matching of
the ﬁlter and the proximity of adjacent ﬁlters in frequency space. From a simple circuit
model, the fraction of the power on the feedline that is terminated in the detector is
given by (Hailey-Dunsheath and Shirokoﬀ 2014)
ηdet = 2
Qfilt
Qfeed
[
1− Qfilt
Qfeed
− Qfilt
Qloss
]
. (5.21)
Assuming that Q−1loss = 0, Q
−1
filt = Q
−1
det +Q
−1
feed, where the terms are deﬁned in Sec. 3.2.
For a matched ﬁlter isolated in frequency, Qdet = Qfeed = 2Qfilt and the expected ﬁlter
bandwidth is given by ∆ν = ν0Q
−1
filt. In this case ηdet = 50%, as expected, but can be
signiﬁcantly less for a mismatched ﬁlter.
In Table 5.2 we calculate the expected change in in-band power on the feedline due to
a 300 - 77 K chop for a number of ﬁlter design parameters. We assume a negligible
contribution to the in-band power originating from the thermal emission of the optical
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ﬁlters. Therefore the power estimate will likely be an underestimate of the total
loading. We have also assumed, following the discussion in Section 5.2, that the
blackbody ﬁlls the beam, which is likely only true at higher frequencies. As mentioned
before, it is also assumed that there is no additional loss between the horn aperture
and the mm-wave terminations.
Table 5.1: Estimated in-band power on the feedline for various ﬁlter parameters, taking
into account the ﬁlter transmission eﬃciency of 70%.
ν [GHz] R P300K [pW] ∆P300−77K [pW]
250 200 3.62 2.69
250 400 1.81 1.35
250 700 1.04 0.77
240 2 347.76 258.50
5.4.1 Termination Channels
The four resonators proximately coupled to the end of the mm-wave feedline are de-
signed to act as a matched termination to minimize any reﬂections from the open
end of the feedline, absorbing any radiation that is not accepted by the spectrome-
ter channels. The volume of the inductor of the termination resonators is 3.58 times
the spectrometer KID inductors, resulting in a reduction in the fractional frequency
responsivity by the same factor.
Labelling the resonators in terms of the readout frequency, the elements that make up
the termination section of the spectrometer, as viewed from the spectrometer input, are
ordered as KID3, additional absorber, KID4, KID1, absorber, KID2. The additional
absorber lengths are isolated and not coupled to a detector.
Fig. 5.12 shows results from a simulation of the fraction of absorbed power as a
function of frequency relative to the power at the ﬁrst detector in each terminator KID.
An estimate for the total expected absorption ratios can by obtained by integrating
over the 180-300 GHz band (dashed lines). However, an accurate estimate requires
knowledge of the shape of optical passband. As a ﬁrst order approximation, a ﬂat-top
passband can be assumed which results in simulated ratios of 0.16, 0.09, 0.06 and 0.02
in the order that the resonators are located along the feedline, respectively.
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Figure 5.12: Simulation of the expected fraction of absorbed power in each of the four
termination channels.
5.4.2 Measured Response
The measured response to a change in optical load for each resonator is shown in
Fig. 5.13a. The four lowest frequency points are the termination resonators and
show consistent response according to the position on the feedline. A comparison of
the measured to simulated response is shown in Fig 5.13b. The simulated values are
calculated using the integrated absorption estimate from Fig. 5.12, for both a constant
power dependence corresponding to the low-power region of the responsivity curve, as
well as the P 1/2 dependence at high powers (cf. Fig. 5.14). While it is observed
that the data agree with the low power responsivity estimate pretty well, we must be
mindful of the various assumptions implicit in the simulation data.
40 60 80 100 120 140 160 180
Frequency [MHz]
0
1
2
3
4
5
6
7
f/f
  x
10
(a)
0.0 0.5 1.0 1.5 2.0 2.5 3.0
Feedline Position
0.2
0.4
0.6
0.8
1.0
No
rm
ali
se
d 
f/f
Data
df ~ P
df ~ P
(b)
Figure 5.13: a) Measured shift in resonant frequency between 300 K and 77 K black-
body loads. The four points at low resonant frequency are the termination absorbers.
b Comparison of the measured to simulated normalised response of the four termina-
tion KIDs.
The response of the remaining spectrometer channels ranges between (1 − 5) × 10−6.
The variation in response is consistent with the spectral bandwidth of each ﬁlter. The
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apparent lower limit could be an indication of a common response between ﬁlter chan-
nels. On the other hand, such a feature could also suggest a limiting loss mechanism
that limits the bandwidth of the ﬁlter, which was conﬁrmed in the spectral data.
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Figure 5.14: Expected responsivity prediction from the Mattis-Bardeen equations for
both the spectrometer (VL = V0 = 137µm) and terminator resonators (VL = 3.85V0)
We now compare the measured response with a calculated expected response. A
plot of the calculated responsivity derived assuming a Mattis-Bardeen conductivity is
shown in Fig. 5.14. The two colours correspond to the diﬀerent inductor volumes;
VL = 137 µm for the spectrometer resonators, and VL = 490 µm for the terminator
resonators. The solid lines are estimates using an experimentally determined value for
the single-spin density of states, N0 = 3.5 × 108 eV−1µm−3 (Gao et al. 2012), that is
approximately a factor of 4 larger than the theoretical value (Dridi et al. 2002).
An estimate of the power incident on the feedline may be made using Eq. 5.20.
The ﬁlter bandwidth is estimated using measured values of Qfilt and ν0 the spectral
measurements presented in Sec. 5.3.2. The response is then calculated from Fig. 5.14
and compared with the measured response. Estimates for a number of resonators
that are conﬁdently identiﬁed with their design value are given in Table 5.2. Again,
we assume a correction for the absorption eﬃciency of a mismatched ﬁlter channel
based on the design values of Qfilt. The main result is that we consistently measure a
diminished response relative to the Mattis-Bardeen prediction.
This reduced response has been observed over a number of devices measured at both
Caltech and Cardiﬀ. A large number of assumptions have been made in the calculations
in Table 5.2 and so the absolute value of the ratio could be oﬀ by a signiﬁcant fraction.
For example we have assumed the larger value of N0 measured by (Gao et al. 2012). If
instead the we use the value originally quoted (Leduc et al. 2010) then the responsivity
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Table 5.2: Comparison of observed and expected response to a change in blackbody
load.
fr ν0 Qfilt,meas Qfilt,des ηAΩ ∆Pest ∆fmeas/fr ∆fcalc/fr ∆fcalc/∆fmeas
(MHz) (GHz) (pW) (×10−6) (×10−6)
87.7 256.5 300.0 293.8 1.0 0.941 1.744 32.432 18.60
91.3 222.2 300.0 278.1 1.0 0.861 2.397 31.006 12.94
93.3 192.6 547.8 546.9 0.8 0.289 1.122 17.618 15.71
86.5 256.9 547.8 546.3 1.0 0.507 1.249 23.613 18.90
102.5 240.5 1000.0 650.3 1.0 0.399 0.921 20.844 22.64
116.6 214.3 300.0 287.1 0.9 0.759 4.166 29.072 6.98
prediction is given by the dashed curves in Fig. 5.14 and results in an increase in
responsivity, increasing the discrepancy.
It is possible that the diminished response is some combination of the untested horn
coupling scheme and the anomalous response of TiN. An independent measurement to
rule out any potential issues with the optical coupling onto the spectrometer feedline
should be straightforward and enlightening. In fact, recent experiments carried out
by the SuperSpec collaboration on a new set of devices that have exchanged the horn
coupling scheme for a planar twin-slot antenna still show a diminished response relative
to the prediction, possibly vindicating the waveguide coupling design. To further test
the anomalous response of the TiN will require a systematic material study that is
beyond the scope of this thesis.
As a ﬁnal step, we use the measured responsivity to estimate a value for the optical
NEP, which may be calculated from
NEP =
√
Sx
Rx
=
√
Sx
∆P
∆f/fr
, (5.22)
where Sx is the power spectral density of the fractional frequency ﬂuctuations. For
the Qfilt = 300 channels given in Table 5.2, the ∆f/fr/∆P ≈ 1 − 3 × 10−6 W−1.
From Chapter 4 typical noise at low frequency values for a detector driven just below
bifurcation are around Sx ≈ 2 × 10−17. Therefore we estimate a full system optical
NEP of between (1− 3)× 10−15 WHz−1/2.
5.5 Conclusion
We have demonstrated the concept of a planar superconducting ﬁlterbank operating
at 250 GHz through spectral characterisation using an FTS. The ﬁlter proﬁles are well
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described by a Lorentzian lineshape and indicate excellent spectral purity with out
of band response suppressed down to the 1% level. A comparison of the measured
parameters extracted from ﬁts to the interferogram to the design parameters indicate
a limiting internal loss that is mostly like due to the SiN microstrip dielectric layer.
The loss we measure is in close agreement with independent measurements of the
loss tangent of SiN under similar operating conditions. Furthermore, we observe a
signiﬁcant amount of scatter in the ﬁlter positions when compared to the design,
which is likely due to uncertainties in the lithography. This is an issue that needs to
be solved as for a working instrument, it is imperative to be able to predict and set
the ﬁlter positions accurately. To that end, in order to determine whether this ﬁlter-
bank design is a viable option for future on-chip spectrometer instruments, further
investigation is required to determine whether the lithographic uncertainties can be
controlled to the required level.
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Chapter 6
Summary and Future Work
In collaboration with the California Institute of Technology and the Jet Propulsion
Laboratory, we have designed, fabricated and characterised a novel prototype on-chip
spectrometer intended for mm-wave astronomy. Whilst the emphasis of this thesis has
been placed on astronomical applications, the dramatic reduction in size and cost of
such a spectrometer will have a signiﬁcant impact on any application that requires
low-medium resolution spectroscopy.
We have successfully demonstrated a superconducting ﬁlter-bank operating at 300
GHz, which employs an inverted superconducting niobium/silicon nitride thin-ﬁlm
microstrip architecture to simultaneously provide both low loss transmission whilst
retaining a high level of stray light control. The ﬁlter-bank itself comprises a number of
narrowband, resonant ﬁlters, ordered in decreasing frequency along the main feedline.
The output of each ﬁlter couples into a kinetic inductance detector that provides a
measure of the total power contained in each channel. The spectral resolution and
corresponding detector count of such a spectrometer is determined by the quality
factor of each resonant ﬁlter, which ultimately will be limited by the losses in the
microstrip dielectric layer
Characterisation of the ﬁlter-bank was carried out using a polarising FTS coupled to
a smooth-walled multi-angle horn at the spectrometer input. We measure a number
of ﬁlter proﬁles with excellent spectral purity with -20 dB out of band rejection (cf.
Fig. 6.1a). A number of ﬁlters with quality factors above 600 have also been measured
placing a lower limit on the dielectric loss, which already fulﬁls the requirement for
medium-resolution spectroscopic applications. The right panel of Fig. 6.1b compares
the measured and designed quality factor for a selection of ﬁlters, demonstrating a clear
limiting loss mechanism expected from the dielectric layer. To determine whether the
source of this loss is due to the mm-wave loss of the SiN layer or the limited frequency
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Figure 6.1: a) A selection of ﬁlter proﬁles. b) Comparison of measured and design
ﬁlter quality factors.
resolution the FTS, further work will be required using either a longer travel FTS, or
a mm-wave frequency controllable swept source.
A number of open questions that need to be addressed in future design iterations. Ar-
guably, the most important is whether the fabrication tolerances can be controlled to a
level in the ﬁlter locations can be placed with a high level accuracy and reproducibility.
As demonstrated in Chapter 5 in the current device there is signiﬁcant scatter in the
extracted placement of the measured ﬁlter positions. To be realistically viable as a
future instrument, the ﬁlter positions have to be predictable to a level commensurate
with the inverse of the spectrometer resolution. Therefore for R = 1000, tolerances
on the ﬁlter placement are at least on the order of 0.1% of the ﬁlter central frequency.
To achieve this for a ﬁlter length of 200 µm, corresponds to a physical length change
of ≈ 20 nm from the designed value. This is an extremely tight tolerance requirement
for the photolithography and based on the evidence from Chapter 5, further work is
required. Assuming that the current limiting maximum resolution of the spectrometer
of approximately 700 is due to the SiN layer, this value is suﬃcient for low resolution
work, but to extend the technology to operate at R = 1000, alternative materials
might have to be investigated. There are a number options that we plan to explore in
future design iterations, such as using the device layer of a SOI wafer as a replacement
for the amorphous dielectric layer. This thin crystalline Si layer should be very low
loss, and with a few modiﬁcations of the fabrication process ﬂow, could potentially
provide signiﬁcant performance improvements.
We also presented a thorough characterisation of the TiN resonators. From the data
presented in Chapter 4, as well as from a number of groups measurements on TiN,
it is clear that the Mattis-Bardeen theory that successfully predicts the performance
of aluminium resonators, is insuﬃcient for TiN. To investigate this further, a full
101
systematic study of TiN for a range of device parameters is required. Work is planned
to investigate these properties at lower base temperatures once our cryostat undergoes
the planned upgrades. If a theory is devised that is able to accurately predict the
detector performance, then TiN resonators have an extremely bright future for use in
KIDs.
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