Abstract-This paper presents a comparison between listwise and pointwise approaches for instance ranking using Multiple Linear Models. A theoretical review of both approaches is performed, including the evaluation methods. Experiments done in seven datasets from 4 different problems show that the pointwise approach is slightly better or similar than the listwise approach. However the models obtained with the listwise approach are more interpretable because they have in average fewer features than the models obtained with the pointwise approach. The obtained results are important for problems where interpretable ranking models are necessary.
INTRODUCTION
Instance ranking aims to calculate the order of a given set of instances according to their features. It can be used in different kinds of problems, such as, ranking web pages according to its significance for a given subject, ranking stock titles according to its expect profitability, etc. Three different approaches can be used for instance ranking: pointwise, pairwise and listwise. We only discuss pointwise and listwise approaches. Pointwise approaches firstly predict the score associated to each instance and, afterwards, it ranks them based on the predictions previously done. Listwise approaches predict directly, i.e. using only one step, the ranking order of each instance.
There are several use cases using different algorithms, such as, Neural Networks [2] , Support Vector Machines [7] among others. However, these algorithms are not interpretable. This is an important drawback for problems where interpretability is necessary. An example of such problems is ears maize contests where the ears maize should be ranked according to their expected productivity [5] . In such example the obtained model should be fully interpretable both in terms of giving full explanation on how the ear maize characteristics affect productivity but also on the simplicity of such equation. Otherwise farmers will not use the information given by the ranking equation to improve the way they select ears maize for the nest season. More details about this kind of problems can be found in [5] . The motivation of this work is to compare pointwise and listwise approaches with a fully interpretable model, namely, Multiple Linear Regression (MLR), a simple yet powerful approach in many different problems where the target variable is quantitative.
Next section describes the instance ranking approaches, namely, pointwise and listwise ones followed by the description of multiple linear regression and ranking evaluation measures. Then, the experimental setup, the results and their discussion are presented before the conclusions.
II. APPROACHES

A. Pointwise Approach
The general purpose of the pointwise approach is to make predictions for all instances and then sorting them according to the predicted values. Consider as example a vector = { , , , … , } having associated to each position another vector = { , , , … , } which contains the list of m features for each of the n elements. Since this approach will rank instances by predicted values, firstly the values for all instances are calculated using a previously built model. Then the ranking function will sort the instances according to the predicted values. In this approach the goal is to minimize the prediction error. To accomplish this, the model that is chosen to make predictions will be the one that gets a better error for the evaluation function presented later on for this approach.
B. Listwise Approach
In order to perform instance ranking in lists, some context definitions are needed. In [3] listwise details are described using as example of instance ranking a problem of document retrieval. The idea behind it, is to use a query set and its associated features. For that purpose they define a query set (with m instances) as = { ( ) , ( ) , … , ( ) } . All of the entries in ( A ranking function f is used to rank all feature vectors ( ( ) ) from each query ( ( ) ), resulting in a score list of feature vectors ( ( ) ). The goal is to minimize a given evaluation measure, as the Normalized Discounted Cumulated Gain (presented in the following section).
III. ARCHITECTURE
This section presents an overview of the predictive model, Multiple Linear Regression (MLR), and the evaluation measures considered to study the two approaches described in section II. 
A. Prediction model with Multiple Linear Regression
The simple linear regression [4] fits a straight line to the input data. Once it is a linear model the result will appear as a linear equation, having one response Y and one predictor variable X, where α, β and ε represent respectively: the Y value when X = 0; the slope of the line; and the random error (equation 1). However these values are unknown and must be estimated from data: the estimations for and are and respectively. ε is the random error and, consequently, cannot be estimated.
The estimation is usually done using the least squares method. This method will estimate the coefficients ( and ) by minimizing the global error from the training data to the line, applying the equations 2 and 3 for the data points ( , ), ( , ), ( , ), … , ( , ) . In these equations ̅ = ( ) and = ( ).
Multiple Linear Regression [4] uses several predictor variables (equation 4), instead of only one as in simple linear regression. Consequently the number of β coefficients will be equal to the number of predictor variables (n). In order to estimate the ( = 1, … , ) values, the same method can be used applying equation 2 to all .
B. Evaluation Measures
For the previously presented approaches (section II) two evaluation measures were used: (1) Mean squared error for the pointwise approach; (2) and Normalized Discounted Cumulated Gain (NDCG) for both the listwise and pointwise approaches;
1) Mean squared error:
This error evaluation measure has as goal to minimize the prediction error in the pointwise approach (equation 5).
The error is given by the average quadratic distance between the predicted values ( ) and the real values ( ), for all = 1, … , . This measure is frequently used as evaluation error in regression problems.
2) Normalized Discounted Comulated Gain:
Let us consider firstly the definition of Cumulated Gain (CG) and Discounted Cumulated Gain [6] (equations 6 and 7). Being G a vector with gain values and b the base of the logarithm:
The best possible solution for listwise approach is when the prediction of the values is in the correct order, i.e., according to CG and DCG ideal vectors (denoted as and , respectively). In order to compare results between different problems, the DCG can be normalized using the ideal values as shown in equation 8.
As example consider the logarithm base b = 2 and take the vector V = {5; 3; 4; 1; 6; 2}. 
IV. EXPERIMENTAL SETUP
In this section the data and the procedures taken to test the pointwise and the listwise approaches are described. Table 1 presents the datasets used in the experiments. Only public datasets were used.
A. Data Sets
Since the "Energy Efficiency" and the "Parkinson Telemonitoring" data sets have two response variables, they were used twice, once per response variable. The "Wine Quality" data set was divided into two categories: (1) red; and (2) white wines; and consequently it was also used twice in the experiments.
LETOR dataset is already partitioned in 5 folds, each one of them with train, validation and test sets. Due to memory and time limitations and performance issues (non parallelization of the algorithm) with R, it was used 1/100 part of data for each one of the 5 folds. 
B. Implementation overview
The procedure to compare listwise and pointwise approaches (Fig. 2) , can be split into four steps: (1) Folder creation; (2) Folder selection; (3) Model creation; and (4) Model testing. 
1) Folder Creation
In this step 10-fold Cross-Validation (CV) is used, i.e., the input data set is randomly divided into ten disjoint folders all of them with approximately the same size.
2) Folder Selection
The folder selection step is repeated for each iteration of the CV process ( Figure 3 ). For each iteration, one folder is selected for test, another one is randomly selected for validation and the remaining eight folders are chosen for model training. The utility of the validation and test folders will be explained in the next sections.
3) Model Creation
To make a comparison between listwise and pointwise approaches, in each iteration of the CV process, two models are created: (1) one uses the pointwise approach; and (2) the other uses the listwise approach.
The model creation process is the same for both approaches with one exception, the error evaluation function. To select the best attributes for the model, the forward-selection process uses a different evaluation function according to the approach used. For PW the forward-selection process selects the attribute that minimizes the error MSE. In LW the chosen attribute is the one that maximizes the global gain of NDCG. In this step the error is calculated based on the validation folder. This process stops when there are no more attributes to select or none of the remaining gives a better evaluation value. Forward-selection process is repeated for all 10 folders, consequently as result we obtain 20 models for each dataset (10 for LW and 10 for PW approach) at model creation step. Once again the LETOR dataset is an exception. As explained earlier in section IV.A this dataset is partitioned in 5 folds, because of that for this dataset we will have only 10 models (5 for PW and 5 for LW) and steps 1 and 2 (folder creation and selection) are not performed for this dataset. 
Dataset Description
C. Model Test
To be possible to make a comparison between LW and PW approaches the models final evaluation have to be performed by the same error evaluation function. Therefore the function used in this step will be NDCG, once the objective of the comparison is to know how accurate the global ranking is. With this purpose, in this step we calculate the NDCG for each model created (for PW and LW) for the values of the corresponding test set for each model. Table 2 shows the results for both approaches (listwise and pointwise) using the datasets presented in Table 1 . Dataset Description. The results in this table were obtained for five runs of each dataset. For each run, the train, the validation and the test folders are created with new values of the dataset. In order to get more results to compare, a transformation was performed in the datasets. For each dataset the values of the response variable were replaced for their corresponding ranking values. For example, if the original response variable values were = {10; 20.15; 3.2; 5} the transformation result is ′ = {3; 4; 1; 2}. In tables Table 2 and Table 3 As explained in section IV.B.3), each approach has a distinct error evaluation function. So, the values presented in "training" columns at Table 2 are according the approach used. For the LW RV and LWRANK the values are the average of NDCG evaluations for the validation set. For the pointwise approach (PW column) the coefficient of variation (CoV) calculated according to equations 9 and 10 is presented.
V. RESULTS AND DISCUSSION
At "ndcg test" columns the results on the test phase are presented. Here NDCG evaluation method is used for every approach (LW RV, LW RANK and PW), using the test folder values to evaluate the models previously created.
As less variables Multiple Linear Regression has, as easier its interpretation is. In Table 3 it can be seen that the listwise approach uses in average less variables than the pointwise approach facilitating the interpretation of listwise models.
In order to better understand how comparatively the listwise and the pointwise approaches behave, additional experiments were done. In the left panels of Figure 5 - Figure 16 the results in the validation set of the pointwise approach are shown while in the right panels they are shown the results of the listwise approach. The same validation set is used in both the left and right panels of each figure. The odd figures show the results when the feature selection process follows the listwise approach (the right panes) while in the even figures the feature selection process follows the pointwise approach (the left-panels).
Figures show that both approaches converge fast. However, while the listwise approach finishes soon, the pointwise approach reach a plateau where adding new variables decreases the error slowly. In these situations the addition of variables continues without meaningful gains. This is easily observable in the left panes of the even figures ( Figure 5 -Figure 16 ). In the right panes of the same figures it can be seen that the listwise approach has a bit erratic behavior. The odd figures are not so informative because when the listwise approach finishes the process of variable selection, the pointwise approach still presents meaningful gains in the process of variable selection. Certainly, the pointwise approach could benefit of using a threshold for stopping the process of variable selection sooner. Listwise approaches do not need it. 
VI. CONCLUSIONS
A comparison between listwise and pointwise approaches for instance ranking is done using Multiple Linear Regression with forward search for variable selection. The pointwise approach obtains similar or better results than the listwise approach in seven datasets. However, as shown in table 3, the listwise approach obtains models with less variables which is meaningful in terms of interpretability. Interpretable instance ranking models are necessary in problems where the ranking is obtained according to predictions and where the ranking criteria should be known. 
