The study of radio pulsars at the highest time resolution is currently limited by the capability of the signal detection system to accept a wide-bandwidth signal, and to sample the data rapidly enough. We describe a new instrument for pulsar research which utilizes baseband recording at 400 Mbit/s to achieve both high bandwidth and highs sustained data rate. The Wide Bandwidth Digital Recording (WBDR) system is based on a custom analog/digital VLSI digitizer operating at 50 MHz, and a commercial digital cassette tape recorder. Signal analysis is performed entirely in software, using a massively parallel computer. Since we record a representation of the electric vector of the pulsar emission, the instrument is very exible, and the data can be analyzed in several modes in software. We can synthesize the software equivalent of a conventional hardware lterbank, and we have implemented a`coherent dedispersion' algorithm, which yields a sample time of 10 ns. The combination of wide bandwidth and sustained data rate make this instrument a unique and powerful tool for pulsar astronomy. Our instrument is particularly well-suited to searches for millisecond pulsars at low frequency, in directions where pulsed signals are strongly dispersed by the interstellar medium. We present results based on dual-polarization test observations in a 600 25 MHz band at the Owens Valley Radio Observatory 40-m Telescope.
Introduction
Radio pulsars are rotating highly-magnetized neutron stars that emit periodic bursts of broadband radio noise. The emission typically has a steep power-law spectrum with a turnover frequency of order 100 MHz. Pulse periods range from 1.6 ms to a few seconds, with typical on-pulse duty cycles of a few percent. Pulsars are studied for a variety of purposes in astrophysics and fundamental physics (Taylor & Stinebring 1986 ). Millisecond pulsars are of particular interest for understanding neutron star physical properties, the EM emission mechanism, and the evolution of binary systems (Phinney & Kulkarni 1994; Bhattacharya 1992 { right vomume; which article?). Another ref here ? Searching for new millisecond pulsars represents a challenge for radio observations, because they are often faint (time-averaged ux densities of 1 mJy or less), requiring long integration times for detection, and hence large datasets for search algorithms. The interstellar medium imprints its signature on the pulsar emission through dispersion, scattering, and Faraday rotation. In particular, dispersion in the interstellar medium produces a frequency-dependent delay to the pulsed emission, and is usually the most signi cant of these e ects, especially at low frequency. This delay is proportional to the dispersion measure, which is the total column density along the line of sight to the source: DM = R n e dl; in this paper we quote DM in units of pc cm ?3 . For instance, for an observing frequency f 0 = 0.6 GHz, and dispersion measure DM = 50, the broadening (width of an initial -function) across a B = 50 MHz band, is 96 ms { many times the period of a millisecond pulsar. Therefore, instrumentation for detection and study of pulsars must be able to correct for the e ects of dispersion.
Interstellar scattering produces a broadened pulse pro le due to multi-path propagation e ects. It represents a fundamental limitation to the time resolution which can be achieved, since its e ects cannot be removed with pulsar instrumentation. The magnitude of the e ect is dependent on the distribution of scattering material along the line of sight, which is usually uncertain. Models of the interstellar medium have been developed which predict the DM distribution on the sky, and the size of the pulse`tail' due to scattering (Taylor & Cordes 1993) . At 0.6 GHz, the tail is in the range 100 ? 1000 s, for DM 50; this is a signi cant limitation in searches for millisecond pulsars at low frequency (broadening / ?4:4 ). good ref for this concern?]. Cordes, Weisberg, & Boriako (1985) have used pulse structure as a probe of the interstellar medium.
Conventional pulsar instrumentation includes lterbank and autocorrelation spectrometers. These spectrometers reduce dispersion e ects by e ectively dividing the wideband signal into many narrow frequency channels. In a lterbank system, the radio frequency (RF) signal is typically downconverted to an intermediate frequency (IF) and then multiplexed into a set of n lters which divide the original signal into n signals of bandwidth B=n. If n is su ciently large, the dispersion delay across the individual lter channels is small. The outputs of the lters are typically passed through a square-law detector, averaged over an appropriate number of time samples, digitized, then recorded. The data are analyzed by selecting a dispersion measure, introducing relative delays in the individual lterbank channels to compensate for the dispersion delays, and summing the power outputs of individual frequency channels. The Princeton Mark III pulsar timing system (Stinebring et al. 1992 ) is one of several systems based on lterbanks; it folds' the lterbank data at the pulse period to accumulate a pulse pro le in each channel.
Autocorrelation spectrometers are similar in approach, with the di erence that the IF signal is mixed to baseband, then digitized at the Nyquist frequency corresponding to the signal bandwidth, after which the average autocorrelation as a function of lag is computed digitally and the results recorded. Power versus frequency is then obtained by taking the fast Fourier transform (FFT) of the autocorrelation function. Incoherent dedispersion can then be applied in the same manner as described above. Systems using autocorrelators include the Caltech FPTM (Navarro 1994), and ... (another ref?) .
The instrument described here takes a third, and fundamentally di erent approach. We record the baseband radio signal using a high-speed digital tape recorder, and perform all of the analysis in software. This approach provides great exibility, since our raw data are a representation of the electric vector of the incoming pulsar signal. It converts the process of data acquisition and analysis from primarily hardware-oriented to one in which the major steps are done in software. We can emulate a lterbank or autocorrelator in software, but with the advantage that the number of lter channels, or autocorrelator lags, becomes a parameter that can be chosen for each observation, rather than a fundamental feature of the design.
Perhaps the most important di erence is the ability to correct almost exactly for the e ects of dispersion using`coherent dedispersion' (Hankins & Rickett 1975) , thereby regaining (except for the fundamental limitation due to multipath scattering) the minimum possible (Nyquist) sample time t sam = 1=(2B). Note that for a lterbank, the corresponding sample time is n=(2B). This correction is described in more detail in Section 3. The ability to achieve very rapid time sampling of a dispersed signal is essential for a number of pulsar studies. Likewise, access to the raw voltage data allows us to develop much more sophisticated tools for dealing with radio-frequency interference (RFI).
The concept of baseband recording is not new (Hankins 1971; Hankins & Rickett 1975) . However, such systems have in the past been limited in capability, primarily because the bandwidth of the sampled signal was restricted to a manageable size. Our Wide Bandwidth Digital Recording (WBDR) system is the rst such instrument to utilize a continuous bandwidth comparable with those of lterbanks, and to record this band at a sustained rate. Wietfeldt et al. (1995) have developed a similar recording system based on the S2 VLBI recorder. The Coherent Dispersion Removal Processor developed at UC Berkeley (Backer 1995) performs coherent dedispersion in hardware, after dividing the band into several narrower channels.
In Section 2 of this paper, we describe the instrumentation we have developed for radio pulsar astronomy. Section 3 discusses the playback and analysis of pulsar data. Since the data reduction is computationally intensive, we focus on algorithms developed to run on massively parallel computers. We describe in Section 4 the performance of the system, and some representative early results from observations at the Owens Valley Radio Observatory 40-m Telescope. In Section 5 we discuss future directions for pulsar research with this class of instrumentation. { 4 { 2. Instrumentation 2.1. System Overview The basic design philosophy behind the WBDR system is to convert much of the task of observing and detecting radio pulsars from primarily a hardware problem to one in which the major steps are done in software. At the telescope, the hardware serves to collect and represent in digital form the incoming electric eld of the pulsar radiation. A high-speed commercial tape recorder is used to store the data, and a similar machine is used to play back data into a massively parallel computer for signal analysis.
This approach has several advantages for pulsar astronomy, as described in the Introduction. We therefore opted to keep the telescope hardware as simple as possible, concentrating the features and exibility for a variety of pulsar projects in the analysis software. This simplicity enabled us to develop a prototype system in only a few months, and to test it at the Owens Valley Radio Observatory 40-m Telescope, operated by Caltech. A small number of observational parameters su ce to specify data collection for the baseband recording system. The key parameters are: total bandwidth B, number of polarizations n p , oversampling factor , and number of bits per sample n b . The product of these factors is equal to the total data rate R which With the constraints in mind, we set the following design goals: (1) record as high a data rate as practical; (2) retain hardware exibility in data rate, signal quantization levels, number of channels, etc., without adding complexity; (3) keep the amount of custom hardware to a minimum, allowing quick progress to a working prototype.
We selected one of the fastest commercially available digital tape recorders, the Datatape Inc. LP-400, which operates at up to R = 400 Mbit/s using ANSI D-1 format videocassettes. This rate exceeds by more than an order of magnitude the rates of commonly-used computer tape drives. It features highly reliable recording, achieved by sophisticated error-checking and recovery. This reliability allows simpli cation of data time-tagging (see below): accurate timing is essential for certain projects. The ability of the Datatape recorder to play back at 1/8 of record speed greatly improves its exibility in interfacing with workstationclass computers. A signi cant consideration for this project is the cost of tape media, since a fundamental feature of our system is that we cannot average the raw data at all. However, the cost per byte of D-1 tape is slightly cheaper than for the 5-Gbyte Exabyte format. The uninterrupted scan length is 32 minutes at the maximum data rate; this is set by the 96-Gbyte capacity of the longest available tape. Tape changing takes < 60s, and timing information is preserved across the gap, allowing multiple-tape scans to be linked.
The signal ow from the telescope receiver output to the tape recorder requires the following steps:
1. Mixing the receiver RF or IF band to baseband, low-pass ltering, and amplifying to the level required by the digitizers.
2. Sampling the analog voltage at a precisely controlled rate, and digitizing with a speci ed number of bits.
3. Inserting synchronization and timing information into the data stream.
4. Accumulating statistics of data, to verify correct digitization of the analog input.
5. Converting signal levels and impedance as necessary to drive the tape recorder input bu er. This step is done using standard CMOS/ECL converter chips.
All but the rst and last steps are performed in a custom CMOS VLSI chip, described below. The IF section ( Figure 1 ) comprises analog hardware to amplify the IF (or RF) signals from the telescope receiver, downconvert in frequency to baseband, and low-pass lter to a bandwidth appropriate for the digitizer clock rate. This is the only part of the system which is telescope-speci c.
We used a conventional complex (I,Q) mixer with baseband low-pass lters, using discrete commercial components. The analog performance is determined by amplitude and phase matching of the 90 hybrid coupler, mixers and lters. The hybrid couplers operate over about a one-octave frequency range, allowing us to select any observing band within the receiver passband, by changing the LO frequency. Since we record voltage amplitude and phase of the complex baseband signal, a software correction can be made { 6 { (in the frequency domain) for limited sideband separation due to component mismatch. We veri ed the complex mixer performance at intervals across the band using a HP 8508A vector voltmeter. Typical sideband separation was 25 dB; for a given frequency, this can be improved to > 30 dB by careful matching of components and cable lengths.
Changing the bandwidth at baseband is achieved by replacing the low-pass lters. In keeping with our goal of hardware simplicity, we opted to replicate the complex downconverter, changing bandwidth with a cable change on the front of the downconverter chassis. For applications requiring more-rapid bandwidth switching, externally-controlled RF switches could be employed.
Linearity in the analog portion of the receiver chain is important, otherwise the amplitude of strong signals will be underestimated, especially if DM=P is low. At OVRO, we found slight evidence for gain compression in the strong low-DM pulsars we observed: B 1133+16, B 0950+08 and B 0329+54. Such e ects are important in studying the statistics of pulse energy distributions, but are not a concern for the test observations presented here.
VLSI A/D Converters
The heart of the digitizer is a custom analog/digital CMOS VLSI chip, mounted on a small wire-wrap board, along with a control microprocessor and CMOS/ECL converters to drive the tape recorder interface. The VLSI chip performs the following functions (see Figure 2 ):
1. 2-bit digitization of four analog input streams from the complex downconverter.
2. Insertion of synchronization and timing information at regular intervals from the microprocessor.
3. Parity bit computation and storage in a 9-bit register.
4. Writing of a 10-byte`snapshot' register (read by the microprocessor for diagnostic purposes).
Combined analog/digital VLSI designs are a relatively recent development, and our chip takes advantage of this capability. This enables almost all high speed circuitry to be located within the chip. In our implementation, the chip itself is 2:2 2:2mm, has an element size of 1.2 m, contains 4244 CMOS transistors, and resides in a 40-pin package. We selected VLSI rather than discrete components based on: (a) previous experience with similar VLSI-based designs; (b) a trade-o between VLSI design time vs. design and layout of many discrete components; and (c) keeping most high-speed logic internal to the chip minimizes matching and crosstalk problems (high-speed discrete logic is limited to the standard ECL interface to the recorder itself).
The most critical function of the entire system, namely A/D conversion, is accomplished on-chip. Multi-level digitization is achieved using simple but fast comparators. These comparators have 3 ns sample time, allowing clock rates up to at least 100 MHz. Threshold levels for the comparators are set using a 12-bit D/A converter under microprocessor control. This provides considerable exibility in how the data are digitized, since relative and absolute levels can be set to high precision. Dynamic compensation for changes in the input power level can be achieved without having to switch the analog attenuation in the RF chain, and minor variations in the characteristics of individual comparators can be accommodated. { 7 { Our speci c implementation (bandwidth, quantization, number of channels) is matched to the capabilities of the LP-400 tape recorder. We opted to use the fastest record rate, R = 400Mbit/s, to take advantage of the widest possible bandwidth. Recording data from two orthogonal polarizations at the Nyquist rate, using 2-bit samples, allows a channel bandwidth of 50 MHz. Since we use a complex mixer, the baseband lters pass frequencies in the range ?25 to +25 MHz (Fig. 1) .
Analog inputs from RF mixer For the detection of dispersed weak signals (average antenna temperature across the recorded band system temperature) 1-bit sampling makes optimum use of the available storage. For studies of strong pulsars with low DM=P, pulse microstructure with high instantaneous power, or observations in the presence of strong interference, ner quantization is required. The e ect of quantization is manifested in a dedispersed pro le as a triangular baseline slope with width equal to twice the total dispersion delay across the band (e.g. Navarro 1994 ). For the WBDR we selected 2-bit sampling (magnitude and sign bits), as a compromise. Up to 4 or 6 bits can be accommodated with straightforward modi cations to the current VLSI design, and could be incorporated into a second-generation chip.
Digital Section
The digital interface is a small wire-wrap board which houses the VLSI chip, a Harris RTX 2000 microprocessor, and all the other digital components (Fig. 3) . Inputs to the board are (1) analog baseband signals from the downconverter; (2) a 5-MHz observatory reference to phase-lock a voltage-controlled crystal oscillator which distributes clock signals on the board; (3) a 1 pulse-per-second tick from the observatory time standard to time the placement of synchronization and timing information in the data stream; and (4) and a RS-232 command/control port. For convenience of system testing, the digital board can operate without the external 1-PPS and 5-MHz reference signals.
The Harris microprocessor runs at 6.25 MHz, and uses the FORTH language to control several func- tions of the VLSI chip and provide diagnostic capabilities. Its main functions are (a) set the D/A converter threshold levels, (b) control the optional replacement of 10 bytes of the data stream, at regular intervals, by sync words and timing information, and (c) read 10-byte`snapshots' of the input data for veri cation of the system setup. Sync and timing information are inserted every 20 ms (set with a parameter in FORTH), via a multiplexer which selects between data from the ADCs and the 10-byte timecode bu er. The timecode bu er comprises: three bytes set to a xed pattern, for decoding by the analysis program, two bytes for a seconds counter, one for a bu er index counter, and one byte each to store a running mean of the power in each of the four input streams. Analysis software on the parallel computer recovers the timing information (Section 3) along with the data. For testing without inputs to the ADCs, data can be continuously replaced by a xed pattern loaded into the timecode bu er.
Accurate timing of sync words in the data is governed by the input 1-PPS tick and the 5 MHz reference (synchronous with 1-PPS); there is a xed, measurable o set in the data stream relative to the input tick. The intrinsic timing accuracy is approximately 320 ns, and absolute accuracy at the same level is possible if the observatory 1-PPS is known to this level.
In the current implementation there are 4 input streams, so with 2-bit sampling, the output data bus is 8 bits wide. The VLSI chip adds a ninth line containing a parity bit. Since this is the con guration required by the Datatape recorder, no bu ering of the output data from the VLSI chip is required.
FORTH commands to read and process data from the 10-byte`snapshot' FIFO provide various diag-{ 9 { nostic and veri cation functions. The snapshot FIFO can be read often enough to enable strong (and low DM=P) pulsars to be detected in total power; this is accomplished by reading out via the RS-232 port and folding the data in an o ine program. This important test at the telescope fully exercises the signal path up to (but not including) the tape recorder itself. Snapshots are also used to verify the digitizer threshold levels, by accumulating statistics on the level population. For weak signals in Gaussian noise input to a 2-bit digitizer, the optimum SNR is obtained with the`magnitude' bit triggered at 1:0 , though the SNR function vs. input voltage is broad (e.g. Navarro 1994). For our VLSI chip, the nominal input voltage is 100 mV RMS, but the operating range is more than a factor of 2 above or below. We used an iterative procedure to set the thresholds on each input; by iterating we assure that the statistics are optimized as well as automatically correcting for minor o sets in the individual comparators. This procedure was performed at the start of each scan (30 -60 minutes duration); changes in total system power were modest during a scan ( 10%). We chose not to include the re nement of continuous adjustment.
In operation, the Datatape recorder displays diagnostic and status information continuously, including an estimate of the data error rate, using read-after-write. Recordings may be played back at the telescope to verify the presence of data on the tape. Veri cation of the data integrity currently must await transport of the tapes to the massively-parallel computer used for analysis. As described above, a critical test involves a program to perform a byte count between successive sync words. These tests con rm the high data recording delity expected from the Datatape recorder.
Playback of recorded data
Since the WBDR system generates extremely large datasets, suitable computing hardware and software for data analysis must be considered part of the complete instrument.
The three main parts of the data analysis hardware are the tape recorder, the Intel Paragon (or Delta), and the HIPPI network. HIPPI is the HIgh Performance Parallel Interface, an ANSI standard high speed data connection used to transfer data between supercomputers, with peak transfer rates of 100 Mbyte/s. This is faster than the maximum rate from the tape recorder (50 Mbyte/s), which means that the data rate is limited by the rate at which data can be distributed and analysed by the nodes of the parallel computer. A second Datatape LP-400 tape recorder is used at CACR to read the data into the Paragon. Data from tape is rst read into a 0.5-Gbyte variable rate bu er, then onto the HIPPI network, where it is read by one of three nodes on the Paragon installed with a HIPPI I/O board. The e ective data rate depends on the analysis task being performed, the number of active nodes in the computation, and other input parameters such as FFT lengths.
The analysis programs which read the tape recorder perform several functions on the raw data: (1) search for the 3-byte sync words in each timecode record, and count the number of bytes between each record; (2) return the rst timecode in the dataset, and its byte o set from the start; (3) check that successive timecodes increment correctly; (4)`unpack' the 2-bit data into oating-point variables. The oating-point data are analysed as described below. Experience with reading many tapes (including test tapes with a known xed bit pattern) con rms that the average bit error rate from the tape is 10 ?10 ; typically, errors occur not as single incorrect bits, but as bursts of a few to a few 10s of bytes. In practice, an error rate this low negligible for this { 10 { application in a pulsar astronomy instrument. We have not encountered missed or extra bits, though timing information would be preserved by utilizing the recovered timecodes to realign the data array. The next Section discusses the software we have developed for analysis of pulsar signals.
Computation Hardware
In order to process the large amount of data collected by the tape recorder, we need a signi cant amount of computational capability. Our goal is to be able to analyze the data in approximately real-time { allowing for the inevitable overhead, this allows a few days of data to be reduced in a reasonable time. An order-of-magnitude calculation (see Section 3) shows that we require computation rates of order a few times 10 G op/s to achieve this goal for a coherent dedispersion analysis of the data. At the Caltech Center for Advanced Computation Research (CACR) we have access to two massively parallel supercomputers with peak speeds comparable to this computation rate: the 512-processor Intel Touchstone Delta with a peak rate of 25 G op/s, and a 512-processor Intel Paragon XPS L38 (30 G op/s).
E cient single-processor FFT routines have very high e ciency and can achieve e ective speeds of order 20 G ops using all 512 Intel i860 processors of the Touchstone Delta or the Paragon XPS. Accounting for both the FFT calculations and the numerous ancillary operations of data transfer and manipulation, we nd that we can perform a coherent dedispersion analysis of the data at an e ective rate of about 1/2 real-time' for data collected in dual polarization mode over 50 MHz of bandwidth.
Data Reduction and Analysis

Algorithms
The algorithms used to analyze the data may be divided into two categories: pre-detection and postdetection processing. Because correction for the e ect dispersion on pulsar signals is crucial for all following analysis, we focus on algorithms which correct for this e ect. The rst category contains those algorithms which take the raw voltage data and turn it into detected power data; this includes any form of digital ltering. The second category contains the algorithms used to search for and study pulsar signals after signal power has been computed. These analysis algorithms were implemented on the parallel computers using the object-oriented language C++.
Incoherent lterbank
The simplest pre-detection algorithm is the`incoherent lterbank'. This procedure takes a bandlimited (bandwidth B), complex sampled time series and divides it into n real time series, or channels, wherein each channel is a measure of the total power of the signal within a small band f = B=n. This is the software analog of a hardware lterbank system. In the incoherent lterbank, we simply compute the power spectrum of adjacent small time segments. This method is illustrated in Figure 4a and b. The SNR can be improved by overlapping the time samples by 50%, but we have not currently implemented this re nement. If we have a total of N complex points, we nd the power spectrum of the rst 0 to n ? 1 points, then the spectrum of the next n to 2n ? 1 points and so on. The frequency resolution increases with increasing n at the expense of the time resolution, which is decreasing as 1=n.
The most e cient way to estimate the power spectrum of n complex points is to perform a Fast Fourier Transform (FFT) on the n points and then take the squared moduli of each resulting complex point. If we start with n (complex) voltages, we will end up with n (real) frequency channels.
Consider a speci c example of the above procedure. Take 100 seconds of data from the tape recorder, quadrature sampled at t sam = 20 ns; this corresponds to N = 5 10 9 samples of complex data (in each polarization). If we require n = 128 channels each with a bandwidth of 50 MHz / 128 = 391 kHz, we calculate N=n = 3:91 10 7 adjacent, non-overlapping n-point power spectra. Each of the 128 time series has a resolution of 128 t sam = 2:56 s.
The incoherent lterbank, like its hardware analogue, has limitations. As one increases the number of channels to reduce the e ects of dispersion, one simultaneously decreases the time resolution. Hence, for a given DM, there exists an optimum number of channels: n opt = B MHz 8:31 s DM f 3 GHz ! 1=2
( 1) and a corresponding minimum time resolution n opt t sam . To remove dispersion and achieve the intrinsic time resolution of quadrature data, sampled at rate R, (t sam = 1=(2R)), we must perform the coherent dedispersion technique described below. 
The coherent dedispersion algorithm calculates I by multiplying S by H ?1 and then transforms I into a real signal i(t) with a time resolution of 1=(2R). See appendix A for more details.
This method is applicable when the observation in question allows a dataset of length twice the characteristic broadening time across the receiver band to be stored in the computer's local memory (or the memory of individual processors of a parallel machine). 
where f u and f l are the frequencies of the upper and lower band edges. Observations at low frequency, wide bandwidth, or large DM require more memory than is typically available. Since one loses computational e ciency when individual processors of a parallel machine have to communicate with each other during the actual computation, we have developed a method which we term`Coherent Filterbank', which greatly reduces the per-node storage requirements. Datasets that have a large t B can be dedispersed without using multinode or out-of-core Fourier transform methods.
Coherent Filterbank
In a coherent lterbank, the dataset is divided into (time) segments, each segment coherently dedispersed and then reassembled into one long time series. Each segment must have a length of at least twice the characteristic broadening time t B . The steps in this procedure are illustrated in Figure 4 . First, calculate adjacent n point FFTs of the data (4a, b). This results in n complex time series each with a length of m n where m is the total number of samples loaded into memory. Next, the n small time series are coherently dedispersed (4d). This will remove the dispersion broadening within a channel, but it will not remove the arrival time delays between di erent channels. The arrival time delays may be partially removed by shifting the time origin of each channel by an appropriate amount (4e). This method of time shifting is also used when incoherently dedispersing a set of lterbank channels. Incoherent dedispersion is described in more detail in Section 3.1.4. Time shifting alone will not completely remove the arrival time delays since the time resolution of each time series (n t sam ) is relatively coarse. Using a transfer function of the form H(f) exp(i2 t(n)) (5) to coherently dedisperse each channel will remove that part of the time delay which is less then the time resolution (4f). H(f) is the usual ISM transfer function and t(n) is the necessary time delay for a given { 13 { channel n. Once this correction is made, the remaining arrival time delays can be removed using time shifting methods (4g).
The bandwidth of each small time series is B n where B is the bandwidth of the original time series. The dispersion smearing time within one of the n time series is about a factor of n smaller then the dispersion smearing time within the original data set. Compared to coherent dedispersion, the coherent lterbank algorithm requires a factor of n fewer points loaded into memory.
At this point, we have a set of adjacent dedispersed lterbank channels. If we are interested in the frequency spectrum of the signal, we can stop here, detect total power and move on to post-detection processing. On the other hand, we can obtain a dedispersed time series with a time resolution of 1 2B by inverse fast Fourier transforming each set of n channels after the arrival time delays have been removed (4h).
Post-detection Processing
The above pre-detection algorithms produce either one dedispersed time series or a collection of time series representing n lterbank channel outputs. These results can be analyzed using standard pulsar analysis techniques. Software packages such as PSRPACK (Deich 1996) and TEMPO (Taylor & Weisberg 1989) are used for this purpose. One standard technique called incoherent dedispersion removes arrival time delays from a set of lterbank channels and then computes one single dedispersed time series. The value of the dedispersed time series at time t is obtained by adding together the power in each channel at time t.
Each lterbank channel has a well de ned center frequency f c . Due to the nature of a cold plasma, t B (f c1 ; f c2 ) given by equation 4 also equals the pulse arrival time di erence between two channels with center frequencies f c1 and f c2 respectively. If we x f c2 equal to some ducial frequency, f o , then we can shift the time origin of each lterbank channel by t B (f c ; f o ). After performing this arrival time correction, the channels are combined as described above to form one dedispersed time series.
Computation Rates
In this section, we estimate the number of oating point operations required by each pre-detection algorithm. Given these estimates, we calculate the computational speed required to analyze a given data set in real time. For all calculations below, N is the total number of complex data points, m is the number of complex samples loaded into a node's memory at a given time, and n is the resulting number of individual time series or lterbank channels.
One FFT of length n requires 5n log 2 (n) oating point operations. Power detection across all n channels requires 3n operations. An n channel software lterbank performs both of these computations N n times. Hence, the total number of oating point operations performed by an n channel lterbank is: N n (5n log 2 (n) + 3n) = 5N log 2 (n) + 3N:
The coherent dedispersion method calculates one forward FFT, multiplies the result by the transfer function, calculates one inverse FFT and nally detects power. Since it does this N m times, coherent dedispersion { 14 { requires a total of N m (10m log 2 (m) + 7m) = 10N log 2 (m) + 7N (7) oating points operations. The coherent lterbank algorithm takes the m points and calculates m n FFTs of length n. This takes 5m log 2 (n) operations. Coherently dedispersing each channel takes a total of 10m log 2 ( m n ) + 6n operations. Performing these operations and detecting power N m times gives 10N log 2 (m) + 7N ? 5N log 2 (n)
as the total number of operations required by the coherent lterbank if one wants n coherently dedispersed lterbank channels. If the required output is a dedispersed time series, then m n N m additional n point FFTs must be calculated. The total number of operations (including power detection) becomes:
10N log 2 (m) + 7N:
These results are summarized in Table 1 . The real time computation rate is the rate needed to process the data within a time equal to the time spent acquiring the data. The computations rates quoted in Table 1 are for two polarizations sampled at the highest data collection rate of 50 MHz. Where applicable, n = 2 10 , and m = 2 20 .
Polarization processing
Since we record two orthogonal polarizations we have the ability to calculate all four Stokes parameters. The current version of the analysis software sums total power collected by both polarizations, yielding Stokes`I'. For the rst observations with the WBDR at OVRO (Section 4), we did not perform a calibration of the receiver channels required for the remaining Stokes parameters. However, in the future we will record calibration scans which will enable a complete polarization solution, following the method of Stinebring (1982 
First Observations
The rst observations using the WBDR system were made at the 40-m telescope at the Owens Valley Radio Observatory, in October 1994. We used a dual circular feed and room-temperature FET receiver, with a zenith system temperature of 120 K. The system sensitivity is approx 0.15 K/Jy, with no signi cant variation with zenith angle. The system was described in Section 2.1 (Figure 1) . We observed a variety of objects during these test observations, including millisecond pulsars, strong normal pulsars, and globular clusters. To illustrate the performance of the WBDR system, we show results from applying, respectively, a software lterbank and coherent dedispersion to observations of two strong pulsars, PSR B 1133+16, and the Crab Nebula pulsar (PSR B 0531+21).
PSR B 1133+16
The pulsar PSR B 1133+16 is a strong, old (P = 1:1879s, characteristic age P=(2 _ P) = 5 10 6 yr) pulsar which exhibits nulling (Ritchings 1976) . Since this pulsar has a low DM we can achieve high time resolution with a software lterbank (Eqn. 1). Figure 5 shows the largest single pulse observed in our OVRO observations. Its energy is 6 that of the mean pulse pro le, placing it on the tail of pulse height distributions measured by Ritchings (1976) and Hesse & Wielebinski (1974) . Microstructure is visible on scales down to the sample time of the lterbank, 20:48 s, or < 1:7 10 ?5 of the pulse period. The peak amplitude in this pulse is 30 that of the mean pro le. This is not surprising, given the extreme pulse-to-pulse variations known in this pulsar (Cordes & Hankins 1977) .
Anything else to add here ?]
Crab Pulsar
The Crab pulsar is one of the brighter pulsars we observed, and since it is also highly dispersed we made it a test case for coherent dedispersion. At 600 MHz the smearing t across our 50 MHz band is 101 ms, or about three pulse periods. Using a software lterbank with 2048 channels, we obtained a mean pulse pro le having a time resolution of 65:3 s, the minimum allowed value (Eqn. 1). This pro le is shown in Fig. 6 . The main pulse, interpulse, and precursor relative amplitudes agree with published pro les (Lyne & Thorne 1975; Mo ett & Hankins 1996) . The component widths are comparable to the narrowest measured by Lyne & Thorne, who showed that multipath scattering, attributed to turbulence in the Nebula, is strong and highly variable. Giant pulses are a well-known phenomenon in the Crab pulsar (Lundgren et al. 1995) ; their high SNR relative to the mean enables us to probe microstructure on timescales much less than the bin width in Fig. 6 . We took the strongest giant pulse observed in the same 860s scan as a`test case' for coherent dedispersion (Fig. 7) . Note that the SNR throughout the`on-pulse' period is substantially greater than unity, even at 10-ns resolution.
This giant pulse, which occurred in the`main pulse', has energy 170 times the mean in the main pulse. Comparing the pulse energy with the model distribution function of Lundgren et al. (1995) , the probability of detecting a pulse this large is 10%. SCU: re-check this number] The width is Rick:
update plot ] xxx s, estimated from the envelope of the ne structure. We attribute the asymmetric tail to scattering; this width corresponds to the low-scattering state in the study of Lyne & Thorne (1975) .
We studied the frequency structure of this giant pulse by applying a software lterbank with 8 channels to the dedispersed time series, which degrades the time resolution only by a factor of 8 (in contrast to Eqn. 1). From this small lterbank, we con rmed that the DM of this pulse is consistent with that of the mean pro le for the scan, and that there is no detectable frequency structure within the pulse. Observations from JD xxx, and represents the strongest pulse seen in the 860 s scan. Sample time is 10 ns. Amplitude scale is arbitrary; noise level in a single sample is xxx units.
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Conclusions
We have presented a description of a new data acquisition system for pulsar astronomy. This system has proved to be powerful and versatile, and will be used in a variety of pulsar projects. The ability to dedisperse pulsar signals to a time resolution of 1=(2B) = 10ns has allowed detailed study of pulse microstructure and nanostructure, and may lead to better understanding of the fundamental pulsar emission processes.
The rst use of the WBDR system for pulsar astronomy was on the 64-m telescope at Parkes Observatory in July 1995. We observed globular clusters and selected galactic-plane pulsars at 430, 660, and 1380 MHz. The results of these investigations will be published elsewhere. Giant micropulses were seen from PSR J 0437-4715 at 1380 MHz (Anderson et al. 1996) , similar to the result of Ables et al. Where is this published??].
A number of future directions for the instrument are possible. We will use it with the upgraded 305-m Arecibo Observatory for deep searches for millisecond pulsars in globular clusters. With minor modi cation to operate in a`burst mode', the acquisition system could study giant pulses with much wider bandwidth, and ner voltage quantization. Such a system would be able to nd whether giant microstructure is common, not just in the strongest millisecond pulsars.
While the system used at Parkes Observatory had adequate capability for verifying the equipment setup (Section 2), the ability to analyze tape data in near-real time was lacking. We have developed a workstation interface to the Datatape LP-400 recorder which takes advantage of the recorder's ability to play back at 1/8 speed, or 6.25 Mbyte/s. Using a 16-bit parallel interface card in a Sun Microsystems workstation, we have demonstrated that large datasets can be read from tape. In future observing sessions, this capability will allow better system veri cation, as well as the ability to do science analysis at the telescope.
