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Abstract
We construct a nonlinear differential equation of matrix pairs (M(t),L(t))
that is invariant (the Structure-Preserving Property) in the class of sym-
plectic matrix pairs
SS1,S2 =
{
(M,L) | M =
[
X12 0
X22 I
]
S2, L =
[
I X11
0 X21
]
S1
and X =
[
X11 X12
X21 X22
]
is Hermitian
}
for certain fixed symplectic matrices S1 and S2. Its solution also preserves invari-
ant subspaces on the whole orbit (the Eigenvector-Preserving Property).
Such a flow is called a structure-preserving flow and is governed by a Riccati
differential equation (RDE) having the form
W˙ (t) = [−W (t), I]H [I,W (t)>]>,
W (0) = W0,
for some suitable Hamiltonian matrixH . In addition, Radon’s lemma ([67] or see
Theorem 3.8) leads to the explicit form W (t) = P (t)Q(t)−1 where [Q(t)>, P (t)>]> =
eH t[I,W>0 ]>. Therefore, blow-ups for the structure-preserving flows may hap-
pen at a finite t whenever Q(t) is singular. To continue, we then utilize the
Grassmann manifolds to extend the domain of the structure-preserving flow to
the whole R subtracting some isolated points.
On the other hand, the Structure-Preserving Doubling Algorithm (SDA) is
an efficient numerical method for solving algebraic Riccati equations and non-
linear matrix equations. In conjunction with the structure-preserving flow, we
consider the following two special classes of symplectic pairs: S1 = SI2n,I2n and
S2 = S−I2n,J and the corresponding algorithms SDA-1 and SDA2. It is shown
that at t = 2k−1, k ∈ Z this flow passes through the iterates generated by SDA-1
and SDA-2, respectively. Therefore, the SDA and its corresponding structure-
preserving flow have identical asymptotic behaviors, including the stability, in-
stability, periodicity, and quasi-periodicity of the dynamics.
Taking advantage of the special structure and properties of the Hamiltonian
matrix, we apply a symplectically similar transformation introduced by [58] to
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reduceH to a Hamiltonian Jordan canonical form J. The asymptotic analysis of
the structure-preserving flows and RDEs is studied by using eJt. The convergence
of the SDA as well as its rate can thus result from the study of the structure-
preserving flows. A complete asymptotic dynamics of the SDA is investigated,
including the linear and quadratic convergence studied in the literature [12, 41,
46].
1 Introduction
We first introduce the algebraic structures that we consider in this paper. Let
Jn =
[
0 In
−In 0
]
,
where In is the n× n identity matrix. For convenience, we use J for Jn by dropping
the subscript “n” if the order of Jn is clear in the context.
Definition 1.1. 1. A matrix H ∈ C2n×2n is Hamiltonian if HJ = (HJ )H .
2. A matrix pair (Mh,Lh) with Mh,Lh ∈ C2n×2n is called a Hamiltonian pair if
MhJLHh = −LhJMHh .
3. A matrix S ∈ C2n×2n is symplectic if SJSH = J .
4. A matrix pair (Ms,Ls) with Ms,Ls ∈ C2n×2n is called a symplectic pair if
MsJMHs = LsJLHs .
Denote by Sp(n) the multiplicative group of all 2n×2n symplectic matrices and by
H(2n) the additive group of all 2n×2n Hermitian matrices. The matrix pairs (A1, B1)
and (A2, B2) ∈ Cn×n × Cn×n are said to be left equivalent, denoted by
(A1, B1)
l.e.∼ (A2, B2)
if A1 = CA2, B1 = CB2 for some invertible matrix C. A matrix pair (A,B) is said
to be regular if det(A − λB) 6= 0 for some λ ∈ C. It is well-known that for a regular
matrix pair (A,B) there are invertible matrices P and Q which transform (A,B) to
the Kronecker canonical form [34] as
PAQ =
[
J 0
0 I
]
, PBQ =
[
I 0
0 N
]
,
where J is a Jordan matrix corresponding to the finite eigenvalues of (A,B) and N
is a nilpotent Jordan matrix corresponding to the infinity eigenvalues. The index of
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a matrix pair (A,B) is the index of nilpotency of N , i.e., the matrix pair (A,B) is of
index ν, denoted by ν = ind∞(A,B), if Nν−1 6= 0 and Nν = 0. By convention, if B is
invertible, the pair (A,B) is said to be of index zero.
The following three types of Riccati-type equations appear in many fields of applied
sciences.
• Continuous-time Algebraic Riccati Equation (CARE) [54, 62]:
−XGX + AHX +XA+H = 0, (1.1)
where A,H,G ∈ Cn×n with G = GH > 0, H = HH > 0 (positive semi-definite).
• Discrete-time Algebraic Riccati Equation (DARE) [54, 62]:
X = AHX(I +GX)−1A+H, (1.2)
where A,H,G ∈ Cn×n with G = GH > 0, H = HH > 0.
• Nonlinear Matrix Equation (NME) [27]:
X + AHX−1A = Q, (1.3)
where A,Q ∈ Cn×n with Q = QH > 0.
These classical Riccati-type matrix equations occur in many important applications
(see [3, 28, 54, 62] and references therein). The CAREs and DAREs have been studied
extensively (see [2, 6, 7, 8, 14, 36, 37, 42, 48, 53, 54, 55, 61, 60, 62, 65, 70]). The
NMEs have been studied in [3, 26, 28, 38]. The solutions of the Riccati-type equations
can be solved by iterative methods such as the fixed-point iteration, the Newton’s
method, and the Structure-Preserving Doubling Algorithms (SDAs) [27, 39, 54, 59,
62, 63]. Recently, SDAs for solving the stabilizing solutions of the three Riccati-type
equations have been applied successfully in many industrial applications. For instance,
in the vibration analysis of fast trains [41] and Green’s function calculation in nano
research [40], Q = QT and A = AT in (1.3) instead of being Hermitian. In the
H∞- optimal controls [29, 62], the Riccati-type equations used are (1.1) and (1.2) but
with G and H being Hermitian but not definite. Lack of positive semi-definiteness of
G and H in general may cause possible breakdown in iteration formula containing an
(I+GH)−1 term such as the one in (1.4) below with G = Gk, H = Hk, but in the above
applications some extra physical properties were used to show that the breakdown
would never happen. Since the SDAs developed in papers [27, 39, 54, 59, 62, 63] enjoy
well-defined iterates and favorable convergence rates, it is tempting to design SDAs
that can be applied to new Riccati-type matrix equations in which the matrices G,H
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and Q are just Hermitian. Indeed, we shall demonstrate that a class of SDAs can
be designed to produce sequences of symplectic matrix pairs in special forms as in
(1.6) below. Furthermore, their convergence behavior and general property can be
studied by a related continuous dynamical system which is structure-preserving such
that each symplectic pair generated by the SDA coincides with the solution of the
structure-preserving flow at some time-step. We now describe these SDAs for solving
DARE/CARE and NME with the matrices G,H and Q being Hermitian, not necessarily
positive semi-definite.
• For solving DAREs (1.2), the symplectic pairs (Mk,Lk) =
([
Ak 0
−Hk I
]
,
[
I Gk
0 AHk
])
are generated by
Algorithm SDA-1.
A0 = A, G0 = G, H0 = H,
Ak+1 = Ak(I +GkHk)
−1Ak,
Gk+1 = Gk + AkGk(I +HkGk)
−1AHk ,
Hk+1 = Hk + A
H
k (I +HkGk)
−1HkAk.
(1.4)
It has been shown in [46, 59] that under some mild conditions, the sequence of
symplectic pairs (Mk,Lk) quadratically/linearly converges, in which, as k →∞
Hk → the stabilizing solution of (1.2),
Gk → the stabilizing solution of the dual equation of (1.2),
Ak → 0.
Here the dual equation of (1.2) is of the form
Y = AY (I +HY )−1AH +G.
• For solving CAREs (1.1), one can transform it into a DARE (1.2) by using a
suitable Cayley transformation [64]. Then Algorithm SDA-1 can be employed
to find the desired stabilizing solution of CAREs.
• For solving NMEs (1.3), the symplectic pairs (Mk,Lk) =
([
Ak 0
Qk −I
]
,
[ −Pk I
AHk 0
])
are generated by
Algorithm SDA-2.
A0 = A, Q0 = Q, P0 = 0,
Ak+1 = Ak(Qk − Pk)−1Ak,
Qk+1 = Qk − AHk (Qk − Pk)−1Ak,
Pk+1 = Pk + Ak(Qk − Pk)−1AHk .
(1.5)
5
It has been shown in [12, 59] that under some conditions, the sequence of sym-
plectic pairs (Mk,Lk) quadratically/linearly converges, in which, as k →∞
Qk → the maximal solution of (1.3),
Pk → the minimal solution of (1.3),
Ak → 0.
Eigenvector-Preserving Property: For each case above, ifMkU = LkUS orMkV T =
LkV , where U, V ∈ C2n×r and S, T ∈ Cr×r, thenMk+1U = Lk+1US2 orMk+1V T 2 =
Lk+1V , i.e., the SDA preserves the invariant subspaces for each k and the squares
of eigenvalues;
Structure-Preserving Property: The sequences of symplectic pairs {(Mk,Lk)}∞k=1
generated by Algorithms SDA-1 and SDA-2 are, respectively, invariant in the
sets
S1 =
{([
A 0
H I
]
,
[
I G
0 AH
])
| A, H = HH , G = GH ∈ Cn×n
}
, (1.6a)
and
S2 =
{([
A 0
Q −I
]
,
[
P I
AH 0
])
| A, Q = QH , P = PH ∈ Cn×n
}
. (1.6b)
To study the symplectic pairs, we first quote the following theorem in [63] regarding a
simple left equivalence for regular symplectic pairs.
Theorem 1.1. (see [63]) Let (M,L) be a regular symplectic pair withM, L ∈ C2n×2n.
Then there exist S1, S2 ∈ Sp(n) and a Hermitian matrix X =
[
X11 X12
X21 X22
]
such that
(M,L) l.e.∼
([
X12 0
X22 I
]
S2,
[
I X11
0 X21
]
S1
)
.
Theorem 1.1 provides us a classification for symplectic pairs. Specifically, let S1,S2 ∈
Sp(n). We denote the class of symplectic pairs generated by S1,S2 as
SS1,S2 =
{
(M,L) | M =
[
X12 0
X22 I
]
S2, L =
[
I X11
0 X21
]
S1
and X =
[
X11 X12
X21 X22
]
∈ H(2n)
}
. (1.7a)
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It is easily seen that each pair (M,L) ∈ SS1,S2 is symplectic. The bijective corre-
spondence between H(2n) and SS1,S2 can be constructed by the transformation TS1,S2 :
H(2n)→ SS1,S2 with
TS1,S2(X) =
([
X12 0
X22 I
]
S2,
[
I X11
0 X21
]
S1
)
. (1.7b)
Therefore, the invariant sets for SDA-1 and SDA-2, i.e., S1 and S2, respectively,
given in (1.6), can be rewritten as S1 = SI2n,I2n and S2 = S−I2n,J . Note that S1 * S2,
S2 * S1. In [49], a parameterized curve is constructed in S2 passing through the iterates
generated by the fixed-point iteration, the SDA and the Newton’s method with some
additional conditions. Finding a smooth curve with a specific structure that passes
through a sequence of iterates generated by some numerical algorithm is a popular topic
studied by many researchers, especially in the study of the so-called Toda flow that links
matrices/matrix pairs generated by QR/QZ-algorithm [15, 16, 17, 18, 19, 69]. The Toda
flow is the solution of a nonlinear ordinary differential matrix equation in which the
eigenvalues are preserved, but the eigenvectors are changed in t. Rather than the invari-
ance property of Toda flows, in this paper we shall focus on the flows (M(t),L(t)) on
a specified SS1,S2 (i.e., the Structure-Preserving Property) that has Eigenvector-
Preserving Property. More precisely, for a flow {(M(t),L(t)) | t ∈ R} ⊆ SS1,S2 sat-
isfying the initial value problem with an initial regular pair (M(1),L(1)) = (M1,L1),
the Eigenvector-Preserving Property of this flow can be stated as follows:
Assume that
M1U0 = 0, L1U∞ = 0, M1U1 = L1U1S, M1V1T = L1V1, (1.8)
where [U0, U∞, U1, V1] ∈ C2n×2n is invertible, and S and T have no semi-simple
zero eigenvalues. Then
M(t)U0 = 0, L(t)U∞ = 0, M(t)U1 = L(t)U1St, M(t)V1T t = L(t)V1 (1.9)
hold.
Here in (1.9), St and T t, for t ∈ R, represent the matrix exponentials. Because
zt = exp(t log(z)) for each z ∈ C\{0}, it follows from [43, Definition 1.11 and Theorem
1.17] that the matrix exponentials St and T t are well-defined if S and T are invertible.
On the other hand, if S (or T ) is singular, then St (or T t) for t ∈ R is undefined.
Hence, to make the Eigenvector-Preserving Property meaningful, we assume that
the matrices S and T in (1.8) are invertible. This coincides with the assumption that
the regular symplectic pair (M1,L1) has only semi-simple zero and infinite eigenvalues
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(if exists). We shall show in Theorem 2.3 that this assumption for (M1,L1) can result
from the condition ind∞(M1,L1) 6 1. Throughout this paper, we assume that the
initial matrix pair (M1,L1) is regular and symplectic with ind∞(M1,L1) 6 1. Note
that if a matrix pair (A,B) is regular and of index at most one, the corresponding
time-invariant continuous system
B
dx
dt
= Ax(t) + f(t)
has a unique solution for all admissible f(t) with consistent initial conditions [35, 62].
However, if the index of (A,B) is larger than one, impulses can occur in the time-
invariant continuous system [35].
This paper is organized as follows. In Section 2, we introduce some preliminary
results. In Sections 3, we construct a differential equation such that its solution
is invariant in SS1,S2 and has Eigenvector-Preserving Property for certain fixed
symplectic matrices S1, S2. Such a flow is called a structure-preserving flow. On
the other hand, we also study the algebraic equation that is determined by both the
Eigenvector-Preserving Property and the Structure-Preserving Property, in
which the solution curve is denoted by CM1,L1 . We further show that the phase por-
trait of the structure-preserving flow is CM1,L1 . In Subsection 3.2, it will be shown that
structure-preserving flows are governed by the Riccati differential equations (RDE) of
the form
W˙ (t) = [−W (t), I]H [I,W (t)>]>,
W (0) = W0,
where H is a suitable Hamiltonian matrix. In addition, Radon’s lemma ([67] or see
Theorem 3.8) leads to the explicit form W (t) = P (t)Q(t)−1, where [Q(t)>, P (t)>]> =
eH t[I,W>0 ]
>. This important relationship between linear differential equations and
Riccati differential equations will be used to obtain an explicit representation formula
for all solutions of RDEs as well as the structure-preserving flows. Therefore, the blow-
up can occur at some finite time t wheneverQ(t) is singular. In Subsection 3.3, we adopt
the Grassmann manifold to extend the domain of the structure-preserving flow to the
whole R except some isolated points. For two special classes of symplectic pairs S1 =
SI2n,I2n and S2 = S−I2n,J , it is shown in Subsection 3.4 that the structure-preserving flow
passes through the iterates generated by SDA-1 and SDA-2, respectively. Therefore, the
SDA and its associated structure-preserving flow have identical asymptotic behaviors,
including the stability, instability, periodicity, and quasi-periodicity of the dynamics. In
Section 4, we investigate the asymptotic behavior of [Q(t)>, P (t)>]> and use the results
to analyze the convergence of SDAs. Due to the special structure and properties of the
Hamiltonian matrix, we apply a symplectic similarity transformation introduced by [58]
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to reduceH to a Hamiltonian Jordan canonical form J. In Subsections 4.1 and 4.2, we
first study the structure of eJt and then the asymptotic behaviors of W (t) and Q(t)−1,
as t → ±∞, with J being of elementary cases. The results for general J are given in
Subsection 4.3. The asymptotic analysis of SDAs as well as its convergence rate by
using the asymptotic behavior of RDEs are shown in Subsection 4.4. Complementary
proofs in Sections 2 and 4 are given in Appendix.
2 Preliminaries
In this section, we introduce notation, definitions and some preliminary results. For
a matrix A ∈ Cn×n, AH and A> are the conjugate transpose and the transpose of
A, respectively. σ(A) denotes the spectrum of A. For each λ0 ∈ σ(A), Rλ0(A) =
{x|(A− λ0I)νx = 0 for some ν ∈ N} is the generalized eigenspace of A corresponding
to the eigenvalue λ0. For a regular matrix pair (A,B) with A,B ∈ Cn×n, σ(A,B)
denotes the spectrum of (A,B). Note that the matrix pair (A,B) is said to have
eigenvalues at infinity if B is singular.
Definition 2.1. Two subspaces U and V of C2n are called J -orthogonal if uHJ v = 0
for each u ∈ U and v ∈ V. A subspace U of C2n is called isotropic if xHJ y = 0 for any
x, y ∈ U. An n-dimensional isotropic subspace is called a Lagrangian subspace.
Suppose that H ∈ Cn×n is Hamiltonian. It is well-known that for λ, µ ∈ σ(H)
with λ 6= −µ¯, the subspaces Rλ(H) and Rµ(H) are J -orthogonal. Similarly, for a
symplectic matrix S ∈ Sp(n) and λ, µ ∈ σ(S) with λ 6= 1/µ¯, Rλ(S) and Rµ(S) are
J -orthogonal. The J -orthogonality also holds for invariant subspaces of Hamiltonian
pairs and symplectic pairs. To prove this, we need the following lemma.
Lemma 2.1. Suppose that (A1, B1) and (A2, B2) ∈ Cn×n × Cn×n are regular matrix
pairs. If σ(A1, B1) ∩ σ(−A2, B2) = ∅, then the equation
A2XB1 +B2XA1 = 0 (2.1)
has only trivial solution.
Proof. We first consider the case that both B1 and B2 are invertible. Since σ(B
−1
1 A1)∩
σ(−B−12 A2) = σ(A1, B1) ∩ σ(−A2, B2) = ∅, Eq. (2.1) has only trivial solution.
For the general case, we may assume that B1 is singular. Therefore (A1, B1) has
eigenvalues at infinity. Since σ(A1, B1)∩σ(−A2, B2) = ∅, B2 must be nonsingular. Let
Â2 = B
−1
2 A2. Since (A1, B1) is regular, there are nonsingular matrices P and Q such
that
PA1Q =
[
J1 0
0 I
]
, PB1Q =
[
I 0
0 N1
]
,
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where N1 is nilpotent. Then (2.1) can be transformed into
Â2X̂1 + X̂1J1 = 0,
Â2X̂2N1 + X̂2 = 0,
where [X̂1, X̂2] := XP
−1. Since σ(Â2) ∩ σ(−J1) = ∅ and σ(N>1 ⊗ Â2) = {0}, we have
X̂1 = 0 and X̂2 = 0, then X = [X̂1, X̂2]P = 0. Hence, Eq. (2.1) has only trivial
solution.
Theorem 2.2. Let (M,L), (R1, T1) and (R2, T2) be regular pairs and U1 and U2 be of
full column rank satisfying
MU1T1 = LU1R1, and MU2T2 = LU2R2. (2.2)
(i) If (M,L) is Hamiltonian and σ(R1, T1) ∩ σ(−RH2 , TH2 ) = ∅, then U1 and U2 are
J -orthogonal.
(ii) If (M,L) is symplectic and σ(R1, T1) ∩ σ(TH2 , RH2 ) = ∅, then U1 and U2 are
J -orthogonal.
Proof. (i) Since (M,L) is a regular Hamiltonian pair, we have
[MJ ,L]
[ LH
JMH
]
= 0,
and rank[MJ ,L] = 2n. Hence, the column vectors of
[ LH
JMH
]
form a basis of null
space of [MJ ,L]. On the other hand, it follows from (2.2) that
[MJ ,L]
[ J HU1T1
−U1R1
]
= 0, (2.3)
[
RH2 U
H
2 ,−TH2 UH2 J H
] [ LH
JMH
]
= 0. (2.4)
Therefore, by (2.3) there is a nonsingular matrix W such that[ LH
JMH
]
W =
[ J HU1T1
−U1R1
]
.
Multiplying W from the right of (2.4), we have
0 =
[
RH2 U
H
2 ,−TH2 UH2 J H
] [ J HU1T1
−U1R1
]
= RH2 (U
H
2 J HU1)T1 + TH2 (UH2 J HU1)R1.
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Since σ(R1, T1) ∩ σ(−RH2 , TH2 ) = ∅, it follows from Lemma 2.1 that UH2 JU1 = 0.
(ii) Similarly, if (M,L) is a regular symplectic pair, then from equations of (2.2)
we have
TH2 (U
H
2 JU1)T1 −RH2 (UH2 JU1)R1 = 0.
Since σ(R1, T1) ∩ σ(TH2 , RH2 ) = ∅, it follows from Lemma 2.1 that UH2 JU1 = 0.
From now on, we assume that the condition ind∞(M,L) 6 1 holds for a regular
symplectic pair (M,L), i.e., either the matrix pair (M,L) has no eigenvalue at infinity
or the Jordan block corresponding to the eigenvalues at infinity is a zero matrix.
Theorem 2.3. Suppose (M,L) is a regular symplectic pair with M,L ∈ C2n×2n and
ind∞(M,L) 6 1. Then there is nˆ 6 n such that rank(M) = rank(L) = n + nˆ. In
addition, there exist U0, U∞ ∈ C2n×`, U1 ∈ C2n×2nˆ with ` = n − nˆ and a symplectic
matrix Ŝ ∈ C2nˆ×2nˆ such that
UHJnU =
[ Jnˆ 0
0 J`
]
(2.5)
with U = [U1|U0, U∞], and
MU0 = 0, LU∞ = 0, MU1 = LU1Ŝ. (2.6)
Remark 2.1. From (2.5), it is easily seen that U−1 = (Jnˆ ⊕ J`)HUHJ .
Proof of Theorem 2.3. From Theorem 1.1, the pair (M,L) is left equivalent to the pair
of the form
([
X12 0
X22 I
]
S2,
[
I X11
0 X21
]
S1
)
for some X = [Xij]1≤i,j≤2 ∈ H(2n) and
S1, S2 ∈ Sp(n). Therefore, the relation XH12 = X21, and the nonsingularity of S1 and
S2 imply that rank(M) = rank(L). Since ind∞(M,L) 6 1, there exist U0, U∞ ∈ C2n×`
and U1 ∈ C2n×2(n−`) such that the invariances of (2.6) hold, where Ŝ ∈ C2(n−`)×2(n−`)
is nonsingular and the column spaces spanned by U0, U∞ and U1 are the eigenspaces
of (M,L) corresponding to zero, infinity and finite-nonzero eigenvalues, respectively.
Applying Theorem 2.2(ii) by setting T1 = T2 = I, R1 = R2 = 0 and U1 = U2 = U0,
respectively, we have UH0 JnU0 = 0. Similarly, UH1 JnU0, UH1 JnU∞ and UH∞JnU∞ are
also zero matrices. In addition, noting that U is nonsingular, we have
[U1|U0, U∞]HJn[U1|U0, U∞] =
 K1 0 00 0 K2
0 −KH2 0
 , (2.7)
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where K1 is nonsingular skew-Hermitian and K2 is nonsingular. Resetting U∞ :=
U∞K−12 , we then have LU∞ = 0 and [U0, U∞]HJn[U0, U∞] = J`. From the congruence
transformation of (2.7), it is easily seen that Hermitian matrices iK1 and iJnˆ have the
same inertia. Hence, there exists an invertible matrix W such that WHK1W = Jnˆ.
Resetting U1 := U1W and Ŝ := W−1ŜW , we then have MU1 = LU1Ŝ and (2.5).
Now, we show that Ŝ is symplectic. Since (M,L) is a regular symplectic pair, as
in the proof of Theorem 2.2 above, the columns of
[ JMH
−JLH
]
form a basis of null
space of [M,L]. From (2.6), we have [M,L]
[
U1
−U1Ŝ
]
= 0. Hence there is a matrix
W ∈ C2n×2nˆ of full column rank such that[ JMH
−JLH
]
W =
[
U1
−U1Ŝ
]
. (2.8)
Taking the conjugate transpose of (2.6), we obtain
0 =
[
UH1 ,−ŜHUH1
] [ MH
LH
]
=
[
−UH1 J ,−ŜHUH1 J
] [ JMH
−JLH
]
.
Applying (2.5) and (2.8) to the last equation yields that
−Jnˆ + ŜHJnˆŜ =
[
−UH1 J ,−ŜHUH1 J
] [ U1
−U1Ŝ
]
= 0.
Thus, Ŝ is a symplectic matrix.
Note that the matrix Ŝ in Theorem 2.3 is symplectic. It is proven in Theorem A.1
that there is a Hamiltonian matrix Ĥ satisfying eĤ = Ŝ. Using Ĥ, we shall construct
a Hamiltonian matrix H which has invariant subspaces spanned by U0, U∞, and U1.
Theorem 2.4. Suppose (M,L) is a regular symplectic pair with M,L ∈ C2n×2n and
ind∞(M,L) 6 1. Let the matrices U and Ŝ be given as in Theorem 2.3, and Ĥ ∈
C2nˆ×2nˆ be the Hamiltonian matrix such that
eĤ = Ŝ. (2.9)
Then the matrix
H = U
[ Ĥ 0
0 0
]
(Jnˆ ⊕ J`)HUHJ (2.10)
is Hamiltonian.
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Proof. Since Ĥ is Hamiltonian, we have
HJ = −U
[ ĤJ Hnˆ 0
0 0
]
UH = −U
[ JnˆĤH 0
0 0
]
UH
= J HJ HU
[ JnˆĤH 0
0 0
]
UH = J HHH .
Hence, H is Hamiltonian.
Remark 2.2. Suppose that (M,L) is a real regular symplectic pair. Then U is real and
Ŝ is real symplectic. In [23], under the assumptions
(i) Ŝ has an even number of Jordan blocks of each size relative to every negative
eigenvalue;
(ii) the size of two identical Jordan blocks corresponding to eigenvalue −1 is odd;
it is shown that there is a real Hamiltonian matrix Ĥ such that eĤ = Ŝ. Hence, the
Hamiltonian H defined in (2.10) is real.
Suppose that L is invertible. It follows from Theorem 2.3 thatM is also invertible.
Therefore, U0 and U∞ in (2.6) are absent. On the other hand, the matrix L−1M
is symplectic. From (2.6) and Theorem 2.4, we have that eH = L−1M for some
Hamiltonian matrix H, that is,M = LeH. For the case that L is singular and (M,L)
is a regular symplectic pair with ind∞(M,L) 6 1, it is natural to ask whether there
is a Hamiltonian matrix H such that M = LeH. To this end, we need the following
lemma.
Lemma 2.5. Suppose that (M,L) is a regular symplectic pair. If M = LW for some
nonsingular W , then both M and L are invertible.
Proof. From Theorem 1.1, there are two symplectic matrices S1 and S2, and a Hermi-
tian matrix X = [Xij]1≤i,j≤2 such that
M = C
[
X12 0
X22 I
]
S2, L = C
[
I X11
0 X21
]
S1,
where C is nonsingular. Suppose that M = LW . Then we have[
X12 0
X22 I
]
S2 =
[
I X11
0 X21
]
S1W.
Since S1, S2 and W are nonsingular, it is easily seen that X12 and X21 are nonsingular.
Thus, M and L are invertible.
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Lemma 2.6. Suppose (M,L) is a regular symplectic pair with M,L ∈ C2n×2n and
ind∞(M,L) 6 1. Let the matrices U and H be given as in Theorems 2.3 and 2.4,
respectively. Let
Π0 = U
 I2nˆ 0 00 I` 0
0 0 0
 (Jnˆ ⊕ J`)HUHJ ,
Π∞ = U
 I2nˆ 0 00 0 0
0 0 I`
 (Jnˆ ⊕ J`)HUHJ ,
(2.11)
Then we have
MΠ0 = LΠ∞eH. (2.12)
Remark 2.3. It follows from Remark 2.1 that both Π0 and Π∞ are idempotent, i.e.,
Π20 = Π0 and Π
2
∞ = Π∞. In addition, if ind∞(M,L) = 0, then both M and L are
invertible, which implies nˆ = n. In this case, Π0 = Π∞ = I. Therefore,M = LeH with
some appropriate Hamiltonian matrix H. This coincides with Lemma 2.5.
Proof of Lemma 2.6. From (2.6), (2.11) and Remark 2.1, we have
MΠ0 =
[
LU1Ŝ|0, 0
]
(Jnˆ ⊕ J`)H [U1|U0, U∞]HJ
= L[U1|U0, U∞]
 Ŝ 0 00 0 0
0 0 I`
 (Jnˆ ⊕ J`)H [U1|U0, U∞]HJ
= LΠ∞[U1|U0, U∞]
[ Ŝ 0
0 I2`
]
(Jnˆ ⊕ J`)H [U1|U0, U∞]HJ . (2.13)
It follows from (2.9) and (2.10) that
eH = U
[
eĤ 0
0 e0
]
(Jnˆ ⊕ J`)HUHJ = U
[ Ŝ 0
0 I2`
]
(Jnˆ ⊕ J`)HUHJ .
From (2.13), Eq. (2.12) holds.
To make the correspondence between the constructed matrices in the previous lem-
mas/theorems and the symplectic pairs (M,L), we use the following notations through-
out this paper.
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Definition 2.2. Suppose (M,L) is a regular symplectic pair withM,L ∈ C2n×2n and
ind∞(M,L) 6 1. We define
nˆ := nˆ(M,L),U := U(M,L), and Ŝ := Ŝ(M,L) in Theorem 2.3;
Ĥ := Ĥ(M,L) and H := H(M,L) in Theorem 2.4;
Π0 := Π0(M,L) and Π∞ := Π∞(M,L) in Lemma 2.6.
We now provide a perturbation theory for the symplectic pair (M,L) that pre-
serves the invariant subspaces spanned by U0, U∞ and U1, as well as all finite nonzero
eigenvalues, but perturbs the eigenvalues 0’s and∞’s to O(ε) and O(1/ε), respectively.
Theorem 2.7. Suppose (M,L) is a regular symplectic pair with M,L ∈ C2n×2n and
ind∞(M,L) = 1. Let U = U(M,L) and Ŝ = Ŝ(M,L) be given as in Definition 2.2
and let Φε ∈ C`×` be a family of nonsingular matrices with ‖Φε‖ 6 ε for each ε > 0. If
Mε =M+ ∆Mε, Lε = L+ ∆Lε, (2.14)
where
∆Mε = −LU0ΦεHUH∞J , ∆Lε =MU∞ΦεUH0 J , (2.15)
then (Mε,Lε) is a regular symplectic pair with Lε being invertible. Moreover, Mε and
Lε satisfy
MεU0 = LεU0ΦεH ,
MεU∞Φε = LεU∞,
MεU1 = LεU1Ŝ,
(2.16)
and
(Mε,Lε)→ (M,L) as ε→ 0. (2.17)
Proof. From (2.5), it holds that
UH0 JU∞ = I, UH∞JU0 = −I, UH∞JU∞ = UH0 JU0 = 0. (2.18)
For each ε > 0, from (2.14), (2.15) and (2.18) it holds that
MεJMεH = (M+ ∆Mε)J (M+ ∆Mε)H
=MJMH +MJ∆MεH + ∆MεJMH + ∆MεJ∆MεH
= LJLH −MU∞ΦεUH0 LH + LU0ΦεHUH∞MH
= LJLH + ∆LεJLH + LJ∆LεH + ∆LεJ∆LεH
= (L+ ∆Lε)J (L+ ∆Lε)H = LεJLεH .
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That is, (Mε,Lε) forms a symplectic pair. Now, we show that Lε is invertible. Since
(M,L) is a regular symplectic pair, there exists a nonzero constant λ0 such thatM−
λ0L is invertible. Using the fact that U = [U1, U0, U∞] is nonsingular, it follows from
(2.6) that
(M− λ0L)U = [MU1 − λ0LU1,−λ0LU0,MU∞] =
[
LU1(Ŝ − λ0I),−λ0LU0,MU∞
]
is nonsingular, and hence, Ŝ − λ0I is also invertible. Since Φε is nonsingular, from
(2.14), (2.15) and (2.18) together with the fact that UH0 JU1 = 0, we have
LεU = [LεU1,LεU0,LεU∞] = [LU1,LU0,MU∞Φε]
= (M− λ0L)U
(
(Ŝ − λ0I)−1 ⊕ (−λ0)−1I ⊕ Φε
)
is invertible and then Lε is invertible. Hence, (Mε,Lε) is a regular symplectic pair.
From (2.6) and (2.18), we have
MεU0 = (M+ ∆Mε)U0 = −LU0ΦεHUH∞JU0
= LU0ΦεH = LεU0ΦεH ,
LεU∞ = (L+ ∆Lε)U∞ =MU∞ΦεUH0 JU∞
=MU∞Φε =MεU∞Φε,
MεU1 = (M+ ∆Mε)U1 =MU1 = LU1Ŝ
= (L+ ∆Lε)U1Ŝ = LεU1Ŝ.
Thus, equations of (2.16) hold. Since ‖Φε‖ 6 ε, (2.17) also holds.
Corollary 2.8. Suppose (M,L) ∈ SS1,S2 is a regular symplectic pair with ind∞(M,L) 6
1. Let Φε be nonsingular with ‖Φε‖ 6 ε for each 0 < ε  1, and Mε, Lε be given as
in Theorem 2.7. Then there exists (M˜ε, L˜ε) ∈ SS1,S2 for 0 6 ε 1, such that
Mε − λLε l.e.∼ M˜ε − λL˜ε.
Moreover, for each 0 < ε 1, M˜ε and L˜ε are invertible satisfying (2.16) and (2.17).
Proof. Since (M,L) ∈ SS1,S2 , it holds that M =
[
X12 0
X22 I
]
S2, L =
[
I X11
0 X21
]
S1,
where
[
X11 X12
X21 X22
]
is Hermitian. Since ‖Φε‖ 6 ε for 0 < ε 1, from (2.14) we have
Mε =
[
X12 +O(ε) O(ε)
X22 +O(ε) I +O(ε)
]
S2, Lε =
[
I +O(ε) X11 +O(ε)
O(ε) X21 +O(ε)
]
S1,
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where O(ε) is big O of ε. Applying row operations to (Mε,Lε) yields
(Mε,Lε) l.e.∼
([
X12 +O(ε) 0
X22 +O(ε) I
]
S2,
[
I +O(ε) X11 +O(ε)
O(ε) X21 +O(ε)
]
S1
)
l.e.∼
([
X˜12(ε) 0
X˜22(ε) I
]
S2,
[
I X˜11(ε)
0 X˜21(ε)
]
S1
)
≡
(
M˜ε, L˜ε
)
,
where X˜ij(ε) = Xij + O(ε) for 1 6 i, j 6 2. Hence, (M˜ε, L˜ε) → (M,L) as ε → 0.
Using the fact that (Mε,Lε) l.e.∼ (M˜ε, L˜ε), it follows from Theorem 2.7 that M˜ε and
L˜ε are invertible, and satisfy the equalities of (2.16). Since (M˜ε, L˜ε) is symplectic and[
X˜11(ε) X˜12(ε)
X˜21(ε) X˜22(ε)
]
is Hermitian, we have (M˜ε, L˜ε) ∈ SS1,S2 for 0 6 ε 1.
3 Structure-Preserving Flows
3.1 Construction of Structure-Preserving Flows
Suppose that (M1,L1) is a regular symplectic pair with ind∞(M1,L1) 6 1. From
Theorem 1.1, there exist two symplectic matrices S1 and S2 such that (M1,L1) ∈ SS1,S2 .
In this subsection we shall construct a differential equation with (M1,L1) as an initial
matrix pair such that the flow of this differential equation is invariant in SS1,S2 .
We first consider the case that L1 is invertible. We recall the class SS1,S2 of sym-
plectic pairs and the transformation TS1,S2 defined in (1.7a) and (1.7b), respectively.
Theorem 3.1. Let S1, S2 ∈ Sp(n), H ∈ C2n×2n be Hamiltonian and X1 = [X1ij]1≤i,j≤2 ∈
H(2n). Suppose X(t) = [Xij(t)]1≤i,j≤2, for t ∈ (t0, t1) and t0 < 1 < t1, is the solution
of the initial value problem (IVP):
X˙(t) =M(t)HJM(t)H ,
X(1) = X1,
(3.1)
where (M(t),L(t)) = TS1,S2(X(t)). If the initial pair (M1,L1) ≡ (M(1),L(1)) satisfies
M1 = L1eH1 (3.2)
for some Hamiltonian H1 ∈ C2n×2n, then
M(t) = L(t)eH1eH(t−1) (3.3)
for all t ∈ (t0, t1).
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Proof. Note that eH1 is invertible. From (3.2) and Lemma 2.5, we see that both M1
and L1 are invertible. On the other hand, the solution X(t) of IVP (3.1) is continuous.
Therefore, there exists an interval (t˜0, t˜1) ⊆ (t0, t1) such that 1 ∈ (t˜0, t˜1) and that both
M(t) and L(t) are invertible for t ∈ (t˜0, t˜1). We first show that assertion (3.3) holds
for t ∈ (t˜0, t˜1). By the fact that
M(t) =
[
X12(t) 0
X22(t) I
]
S2, L(t) =
[
I X11(t)
0 X21(t)
]
S1,
we have
X˙ =
[
X˙12 0 0 X˙11
X˙22 0 0 X˙21
]
0 In
−XH12 −XH22
−XH11 −XH21
In 0
 = [M˙S−12 , L˙S−11 ] [ J (MS−12 )H−J (LS−11 )H
]
= [M˙, L˙]
[ JMH
−JLH
]
. (3.4)
Plugging (3.4) into the first equation of (3.1) and multiplyingM−HJ H from the right
to the resulting equation, we have
[M˙, L˙]
[
I
JLHM−HJ
]
=MH, t ∈ (t˜0, t˜1). (3.5)
Since (M,L) forms a symplectic pair, and both M and L are invertible, the equality
MJMH = LJLH implies that L−1M = −JLHM−HJ . Thus, (3.5) becomes
M˙ − L˙(L−1M) =MH. (3.6)
Multiplying L−1 from the left of (3.6), we thus obtain
L−1M˙ − (L−1L˙L−1)M = L−1MH.
This coincides with
d
dt
(L−1M) = (L−1M)H. (3.7)
Using (3.7) together with the initial condition in (3.1) and (3.2), it follows that L(t)−1M(t) =
eH1eH(t−1) for t ∈ (t˜0, t˜1). Hence, assertion (3.3) holds.
Now we claim that t˜0 = t0 and t˜1 = t1. We only prove the case t˜1 = t1. Suppose
that t˜1 < t1. This implies that M(t˜1) and L(t˜1) are singular. Using (3.3) and taking
the limit t → t˜−1 , we have M(t˜1) = L(t˜1)eH1eH(t˜1−1). Since eH1eH(t˜1−1) is invertible,
M(t˜1) and L(t˜1) are invertible by Lemma 2.5. This is a contradiction. Hence, t˜0 = t0
and t˜1 = t1.
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Remark 3.1. (i) In Theorem 3.1, since X1 and HJ are Hermitian, it is easily seen
that the solution, X(t) = [Xij(t)]16i,j62 for t ∈ (t0, t1), of IVP (3.1) is also Hermi-
tian. From the definition that (M(t),L(t)) = TS1,S2(X(t)), we have that the curve
{(M(t),L(t))|t ∈ (t0, t1)} ⊂ SS1,S2 .
(ii) Suppose that (M1,L1) is a real symplectic pair. If the Hamiltonian matrix H in
(3.1) is also real, then the curve {(M(t),L(t))|t ∈ (t0, t1)} ⊂ SS1,S2 is real.
In Theorem 3.1, the assumption (3.2) implies that both M1 and L1 are invertible.
It turns out that ind∞(M1,L1) = 0. We now show the invariance property of the flow
(3.1) with the general assumption ind∞(M1,L1) ≤ 1.
Theorem 3.2. Let S1, S2 ∈ Sp(n) and X1 ∈ H(2n) be given such that the symplectic
pair (M1,L1) = TS1,S2(X1) is regular with ind∞(M1,L1) 6 1. Let the idempotent
matrices Π0 = Π0(M1,L1), Π∞ = Π∞(M1,L1) and the Hamiltonian matrix H =
H(M1,L1) be defined in Definition 2.2 such that (from Lemma 2.6)
M1Π0 = L1Π∞eH. (3.8)
If X(t) = [Xij(t)]16i,j62, for t ∈ (t0, t1), t0 < 1 < t1, is the solution of the IVP
X˙(t) =M(t)HJM(t)H ,
X(1) = X1,
(3.9)
where (M(t),L(t)) = TS1,S2(X(t)), then
M(t)Π0 = L(t)Π∞eHt (3.10)
for all t ∈ (t0, t1).
Remark 3.2. Note that (i) Eq. (3.8) holds true due to Lemma 2.6; (ii) if the pair
(M1,L1) is real symplectic and its Jordan blocks of negative eigenvalues satisfy the
specified conditions mentioned in Remark 2.2, then there exists a real Hamiltonian
matrix H such that (3.8) holds; (iii) if M1 and L1 in (3.8) are invertible, i.e., Πo =
Π∞ = I, then the result of Theorem 3.2 is consistent with Theorem 3.1 in which H1 is
replaced by H; and (iv) from definitions of H, Π0 and Π∞, Eq. (3.10) can be rewritten
as
M(t)U0 = 0, L(t)U∞ = 0 and M(t)U1 = L(t)U1eĤt.
This shows that the flow (M(t),L(t)) = TS1,S2(X(t)) satisfies Eigenvector-Preserving
Property, where X(t) is the solution of IVP (3.9). Actually, this flow (M(t),L(t)) is
the structure-preserving flow with the initial (M1,L1).
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Proof of Theorem 3.2. Applying Corollary 2.8 with Φε = εI, we see that (M1,L1) is
left equivalent to the symplectic pair
(Mε1,Lε1) ≡ (M˜ε, L˜ε) =
([
X1ε12 0
X1ε22 I
]
S2,
[
I X1ε11
0 X1ε21
]
S1
)
∈ SS1,S2
for each 0 6 ε 1. In addition, Mε1 and Lε1 are invertible for ε > 0 and
(Mε1,Lε1)→ (M1,L1) as ε→ 0.
Let Xε(t) =
[
Xε11(t) X
ε
12(t)
Xε21(t) X
ε
22(t)
]
be the solution of the IVP
X˙ε(t) =Mε(t)HJMε(t)H ,
Xε(1) = Xε1 ,
where Xε1 =
[
X1ε11 X
1ε
12
X1ε21 X
1ε
22
]
and (Mε(t),Lε(t)) = TS1,S2(Xε(t)). By the continuous
dependence of the solution on the initial condition of the IVP (see e.g. Section 8.4 in
[44]), we have
(Mε(t),Lε(t))→ (M(t),L(t)) as ε→ 0.
On the other hand, it follows from Theorem 3.1 that Mε(t) = Lε(t)(Lε1−1Mε1)eH(t−1).
Consequently,
Mε(t)e−HteH = Lε(t)(Lε1−1Mε1). (3.11)
Let U = U(M1,L1) = [U1|U0, U∞] satisfy (2.5) and (2.6) in which (M,L) is replaced
by (M1,L1). From (2.16), we have
Mε1[U1, U0, U∞](I2nˆ ⊕ I` ⊕ εI`) = Lε1[U1, U0, U∞](Ŝ ⊕ εI` ⊕ I`). (3.12)
From the definition of H in (2.10), we have
eH = U(Ŝ ⊕ I` ⊕ I`)U−1. (3.13)
Plugging (3.12) and (3.13) into (3.11), we have
Mε(t)e−HtU(I2nˆ ⊕ I` ⊕ εI`)U−1 = Lε(t)U(I2nˆ ⊕ εI` ⊕ I`)U−1.
When ε approaches 0, it follows from (2.11) that
M(t)e−HtΠ0 = L(t)Π∞.
Since e−Ht commutes with Π0, we obtain assertion (3.10).
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Corollary 3.3. Theorem 3.2 holds true if Eq. (3.9) is replaced by
X˙(t) = L(t)HJL(t)H ,
X(1) = X1.
Proof. It suffices to show that M(t)HJM(t)H = L(t)HJL(t)H . Using definitions
of Π0 = Π0(M1,L1) and Π∞ = Π∞(M1,L1) in (2.11), we have M(t) = M(t)Π0,
L(t) = L(t)Π∞. It follows from (3.10) and the symplecticity of eHt that
M(t)HJM(t)H =M(t)Π0HJΠH0 M(t)H
= L(t)Π∞eHtHJ (eHt)HΠH∞L(t)H
= L(t)Π∞HeHtJ (eHt)HΠH∞L(t)H
= L(t)Π∞HJΠH∞L(t)H = L(t)HJL(t)H .
Now, we study the invariance property (3.10). To this end, for given S1, S2 ∈ Sp(n),
we let (M1,L1) ∈ SS1,S2 with ind∞(M1,L1) 6 1. Let the idempotent matrices Π0 =
Π0(M1,L1), Π∞ = Π∞(M1,L1) and H = H(M1,L1) be defined as in Definition 2.2.
Consider the linear system {
M(t)Π0 = L(t)Π∞eHt,
(M(t),L(t)) ∈ SS1,S2 ,
(3.14)
where t ∈ R and (M(t),L(t)) are unknowns. The first and second equations of (3.14)
mean that the matrix pair (M(t),L(t)) has the Eigenvector-Preserving Property
and the Structure-Preserving Property, respectively. It is clear from Theorem 3.2
that the solution (M(t),L(t)) of IVP (3.9) is invariant in the manifold described by
(3.14). In the following, we shall show that the consistency of Eq. (3.14) implies the
uniqueness of the solution (M(t),L(t)), for which the pair (M(t),L(t)) is regular.
Lemma 3.4. Let (A,B) be a regular pair with A,B ∈ Cn×n. Suppose that
[C,D]
[
A
B
]
= 0, (3.15)
and [C,D] ∈ Cn×2n is of full row rank. Then (D,C) is regular.
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Proof. Since (A,B) is regular, there exists λ0 ∈ C such that A− λ0B is invertible and
[A>, B>]> is of full column rank. From (3.15), we have
0 = [C,D]
[
A
B
]
(A− λ0B)−1 = [C,D]
[
I λ0I
o I
] [
I −λ0I
o I
] [
A
B
]
(A− λ0B)−1
= [C,D + λ0C]
[
I
B(A− λ0B)−1
]
. (3.16)
It is easily seen that rank[C,D + λ0C] = rank[C,D] = n. It follows from (3.16) that
there is a nonsingular matrix W such that
[C,D + λ0C] = W [−B(A− λ0B)−1, I].
Then D + λ0C is invertible and hence (D,C) is regular.
Let U ≡ [U1, U0, U∞] = U(M1,L1) be defined in Definition 2.2. From definitions
of Π0, Π∞ and H in (2.11) and (2.10), respectively, the linear system (3.14) can be
rewritten as[
X12(t) 0
X22(t) I
]
S2U(I2nˆ ⊕ I` ⊕ 0) =
[
I X11(t)
0 X21(t)
]
S1U(eĤt ⊕ 0⊕ I`). (3.17)
The following lemma can be obtained by direct calculations.
Lemma 3.5. Let
E11 = (I` ⊕ 0), E22 = (0⊕ I`), (3.18a)
V1 ≡
[
V11
V12
]
= S1U, V2 ≡
[
V21
V22
]
= S2U, (3.18b)
where Vji ∈ Cn×2n for each 1 6 i, j 6 2. Then the linear system (3.14) is equivalent to
the alternative form:[
X11(t) X12(t)
X21(t) X22(t)
] [
−V12(eĤt ⊕ E22)
V21(I2nˆ ⊕ E11)
]
=
[
V11(e
Ĥt ⊕ E22)
−V22(I2nˆ ⊕ E11)
]
. (3.19)
Theorem 3.6. Let (M1,L1) ∈ SS1,S2 be a regular symplectic pair with ind∞(M1,L1) 6
1 and U ≡ [U1, U0, U∞] = U(M1,L1). Suppose (M(t),L(t)) is a solution of (3.14) at
some t ∈ R. Then
(i) (M(t),L(t)) is regular;
(ii) (M(t),L(t)) is the unique solution of (3.14);
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(iii) It holds that
M(t)U0 = 0, L(t)U∞ = 0, M(t)U1 = L(t)U1eĤt. (3.20)
Conversely, if (M(t),L(t)) ∈ SS1,S2 satisfies (3.20), then (M(t),L(t)) is a solu-
tion of (3.14).
Proof. First, we write
(M(t),L(t)) =
([
X12(t) 0
X22(t) I
]
S2,
[
I X11(t)
0 X21(t)
]
S1
)
∈ SS1,S2 .
Then Xij(t) for 1 6 i, j 6 2 satisfy (3.17). Consequently,
[−L(t),M(t)]
[
U(eĤt ⊕ E22)
U(I2nˆ ⊕ E11)
]
= 0.
Since the matrix [−L(t),M(t)] ∈ C2n×4n is of full row rank and
(
(eĤt ⊕ E22), (I2nˆ ⊕ E11)
)
is regular, it follows from Lemma 3.4 that (M(t),L(t)) is regular. Hence, assertion (i)
holds.
Next, we show that the linear system (3.14) has a unique solution. From Lemma
3.5, it suffices to show that the matrix
[
−V12(eĤt ⊕ E22)
V21(I2nˆ ⊕ E11)
]
in (3.19) is invertible.
Suppose that y ∈ C2n satisfying
[
−V12(eĤt ⊕ E22)
V21(I2nˆ ⊕ E11)
]
y = 0. Let
z1 = (e
Ĥt ⊕ E22)y, z2 = (I2nˆ ⊕ E11)y. (3.21)
Then we have V12z1 = 0 and V
2
1z2 = 0. Since the linear system (3.19) is consistent,
we obtain that V11z1 = 0 and V
2
2z2 = 0. Hence, V1z1 = 0 and V2z2 = 0. It follows
from (3.18b) that z1 = z2 = 0. From (3.21), it is easily seen that y = 0. Thus,[
−V12(eĤt ⊕ E22)
V21(I2nˆ ⊕ E11)
]
is invertible. This proves assertion (ii).
Assertion (iii) can be obtained by (3.17) directly.
Remark 3.3. Given two symplectic matrices S1 and S2, the linear system (3.14) may
have no solution in SS1,S2 . We consider a simple example. Let S1 = S2 = I2, H =[
0 pi/2
−pi/2 0
]
and t = 1. Then eHt =
[
0 1
−1 0
]
. It is easily seen that (3.14) has no
solution in SS1,S2 .
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Let (M1,L1) ∈ SS1,S2 be a regular symplectic pair with ind∞(M1,L1) 6 1. From
Lemma 2.6 there are a Hamiltonian H ∈ C2n×2n, two idempotent matrices Π0 and Π∞
such that (3.8) holds. Let
CM1,L1 = {(M(t),L(t)) | (M(t),L(t)) is a solution of (3.14) at t ∈ R}. (3.22)
It follows from Theorem 3.6(ii) that the set CM1,L1 can be parameterized by t on the
set
TX = {t ∈ R | (3.14) has a solution at t}. (3.23)
Remark 3.4. Let X(t) = [Xij(t)]16i,j62 = T
−1
S1,S2(M(t),L(t)) for (M(t),L(t)) ∈ CM1,L1
and t ∈ TX . We obtain that X(t) is continuously differentiable for each t ∈ TX . In this
case,
[
−V12(eĤt ⊕ E22)
V21(I2nˆ ⊕ E11)
]
is invertible. Consequently, TX is open.
Next, we show that X(t) = T−1S1,S2(M(t),L(t)) for t ∈ (t˜0, t˜1) ⊆ TX is the solution
of IVP (3.9).
Theorem 3.7. Suppose that (M(t),L(t)) ∈ CM1,L1 for t ∈ (t˜0, t˜1) ⊆ TX , where t˜0 <
1 < t˜1. Then X(t) = T
−1
S1,S2(M(t),L(t)) for t ∈ (t˜0, t˜1) is the solution of IVP (3.9).
Proof. It follows from Theorem 3.6 (ii) that the solution of (3.14) for each t ∈ (t˜0, t˜1)
is unique. Define the curve
C(t˜0,t˜1) ≡ {(M(t),L(t)) | t ∈ (t˜0, t˜1)} ⊆ CM1,L1 .
Let Y (t) = T−1S1,S2(M(t),L(t)) for t ∈ (t˜0, t˜1). From Remark 3.4, Y (t) is continuously
differentiable. Suppose that X(t) = [Xij(t)]16i,j62 for t ∈ (t0, t1) is the solution of
IVP (3.9), where (t0, t1) is the maximal interval. It follows from Theorem 3.2 that
{TS1,S2(X(t)) |t ∈ (t0, t1)} ⊂ CM1,L1 . If (t˜0, t˜1) ⊆ (t0, t1), then the uniqueness of
the solution of (3.14) implies that Y (t) = X(t) for t ∈ (t˜0, t˜1), and hence X(t) =
T−1S1,S2(M(t),L(t)), for t ∈ (t˜0, t˜1), is the solution of IVP (3.9). Now we claim that
(t˜0, t˜1) ⊆ (t0, t1). We prove the case t˜1 6 t1. On the contrary, suppose that t˜1 > t1.
Then t1 ∈ (t˜0, t˜1) ⊆ TX and hence (M(t1),L(t1)) ∈ CM1,L1 . By the uniqueness of
solution of (3.14), we have X(t) = Y (t) for t ∈ (t0, t1). We also note that Y˙ (t) is
continuous at t1 ∈ (t˜0, t˜1). Therefore,
Y˙ (t1)−M(t1)HJM(t1)H = lim
t→t1−
Y˙ (t)−M(t)HJM(t)H = 0.
Hence, the solution X(t) of IVP (3.9) can be extended to t1. This is a contradiction
because (t0, t1) is the maximal interval of IVP (3.9).
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Remark 3.5. Theorem 3.7 shows that the connected component of TX cotaining 1 co-
incides with the maximal interval of IVP (3.9). The flow of IVP (3.9) can be extended
to whole TX by using the so-called Grassmann manifold which will be studied in Sub-
section 3.3 for details.
3.2 Structure-Preserving Flow vs. Riccati Equation
In this subsection, we investigate an explicit representation of IVP (3.9). Since S2 is
symplectic and H is Hamiltonian, S2HS−12 is also Hamiltonian, say
S2HS−12 =
[
A S
D −AH
]
, (3.24)
where A, S,D ∈ Cn×n with SH = S and DH = D. Suppose that X(t) = [Xij(t)]16i,j62,
for t ∈ (t0, t1) and t0 < 1 < t1, is the solution of (3.9). We then have[
X˙11 X˙12
X˙21 X˙22
]
=
[
X12 0
X22 I
]
S2HS−12 J
[
XH12 X
H
22
0 I
]
(3.25)
=
[ −X12SXH12 −X12SXH22 +X12A
−X22SXH12 + AHXH12 −X22SXH22 +X22A+ AHXH22 +D
]
,
Xij(1) = X
1
ij for 1 6 i, j 6 2.
That is, Xij(t) for 1 6 i, j 6 2 satisfy the coupled differential equations
X˙11 = −X12SXH12, (3.26a)
X˙12 = −X12SXH22 +X12A, (3.26b)
X˙21 = −X22SXH12 + AHXH12, (3.26c)
X˙22 = −X22SXH22 +X22A+ AHXH22 +D, (3.26d)
with Xij(1) = X
1
ij, where A, D and S are given in (3.24). Note that S, D and the
initial matrix X122 are Hermitian. From (3.26d), X22(t) is Hermitian for t ∈ (t0, t1).
Therefore, by taking a time shift, W (t) = X22(t+ 1), t ∈ (t0− 1, t1− 1), is the solution
of the Riccati differential equation (RDE):
W˙ (t) = −W (t)SW (t) +W (t)A+ AHW (t) +D,
W (0) = W0,
(3.27)
with W0 = X
1
22.
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Remark 3.6. Suppose that W (t), for t ∈ (t0 − 1, t1 − 1) and t0 − 1 < 0 < t1 − 1, is a
solution of the Riccati differential equation (3.27). Using the fact X22(t) = W (t − 1),
t ∈ (t0, t1), we can get X12(t) for t ∈ (t0, t1) by solving the linear differential equation
(3.26b) with X12(1) = X
1
12. Since X
1
21 = X
1H
12 , it follows from (3.26b) and (3.26c) that
X21(t) = X12(t)
H , for t ∈ (t0, t1). Finally, X11(t) for t ∈ (t0, t1) can be obtained directly
from (3.26a). So, solving IVP (3.9) is equivalent to solving the Riccati differential
equation (3.27).
Riccati differential equations arise frequently throughout applied mathematics, sci-
ence and engineering. In particular, they play an important role in optimal controls
[20, 47, 50, 51, 52, 56] and in two-point boundary value problems [4, 5, 24, 25]. Theo-
retical analysis as well as the monotonicity property of RDEs have been widely investi-
gated in [1, 30, 68]. A family of unconventional numerical methods for solving matrix
Riccati differential equations is developed in [57] that can produce meaningful numer-
ical results even if there are poles in the solution. An important tool in the literature
mentioned above is the use of a relationship between linear differential equations and
Riccati differential equations. This relation has been known at least since the work of
Radon [67].
Theorem 3.8. [1, Radon’s Lemma] Let A, S, D ∈ Cn×n with SH = S and DH = D,
then the following statements hold.
(i) Let W (t) be a solution of RDE (3.27) in the interval (t0 − 1, t1 − 1) containing
zero. If Q(t) is a solution of the IVP
Q˙(t) = (SW (t)− A)Q(t), Q(0) = In (3.28)
and P (t) := W (t)Q(t), then Y (t) ≡ [Q(t)>, P (t)>]> is the solution of the linear
IVP
Y˙ (t) = H˜Y (t), Y (0) =
[
I
W0
]
=
[
I
X122
]
, (3.29a)
where
H˜ =
[ −A S
D AH
]
. (3.29b)
(ii) Let Y (t) ≡ [Q(t)>, P (t)>]> be the solution of (3.29). If Q(t) is invertible for
t ∈ (t0 − 1, t1 − 1) ⊂ R, then W (t) ≡ P (t)Q(t)−1 is a solution of RDE (3.27).
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Remark 3.7. Using the definition of H˜ in (3.29b), it follows from (3.24) that
H˜ = −
[
I 0
0 −I
]
S2HS−12
[
I 0
0 −I
]
. (3.30)
Therefore, if S2HS−12
[
U1
U2
]
=
[
U1
U2
]
Λ, then H˜
[
U1
−U2
]
=
[
U1
−U2
]
(−Λ).
Corollary 3.9. Let Y (t) ≡ [Q(t)>, P (t)>]> and W (t) be the solution of (3.29) and
(3.27), respectively, with W0 = X
1
22. If Q(t) is invertible, for t ∈ (t0 − 1, t1 − 1) and
t0 − 1 < 0 < t1 − 1, then the solutions of (3.26d) and (3.26b) are
X22(t) = W (t− 1) = P (t− 1)Q(t− 1)−1,
X12(t) = X
1
12Q(t− 1)−1,
respectively, for t ∈ (t0, t1). In addition, X21(t) = X12(t)H = Q(t− 1)−HX121.
Proof. From Radon’s Lemma, we obtain that W (t) = P (t)Q(t)−1 for t ∈ (t0−1, t1−1)
is the solution of RDE (3.27). Hence, we have X22(t) = W (t− 1) = P (t− 1)Q(t− 1)−1
for t ∈ (t0, t1) by comparing (3.26d) and (3.27). Note that Q(t) satisfies (3.28) and
d
dt
Q(t)−1 = −Q(t)−1Q˙(t)Q(t)−1. Multiplying Q(t)−1 from both sides of Eq. (3.28), it
is easily seen that Q(t)−1 is the fundamental solution of the equation
R˙(t) = R(t)(A− SW (t)), R(0) = In. (3.31)
Comparing (3.31) and (3.26b), we thus have X12(t) = X
1
12Q(t − 1)−1. Assertion for
X21(t) follows from the fact that X(t) is Hermitian.
Let S1HS−11 =
[
A? S?
D? −AH?
]
. From Corollary 3.3 and a similar calculation as
(3.25), we obtain that X11(t) and X21(t) satisfy
X˙11 = X11D?X
H
11 +X11A
H
? + A?X
H
11 − S?,
X˙21 = X21D?X
H
11 +X21A
H
? ,
(3.32)
with X11(1) = X
1
11 and X21(1) = X
1
21. Similarly, by using the fact that the solution
X11(t) is Hermitian and taking the time shift, t→ t+1, we see that W?(t) = X11(t+1)
is the solution of the RDE
W˙?(t) = W?(t)D?W?(t) +W?(t)A
H
? + A?W?(t)− S?,
W?(0) = X
1
11.
(3.33)
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Let Y?(t) =
[
Q?(t)
P?(t)
]
be the solution of the linear differential equation
Y˙?(t) = H˜?Y?(t), Y?(0) =
[
I
X111
]
, (3.34a)
where
H˜? ≡
[ −AH? −D?
−S? A?
]
= J −1S1HS−11 J . (3.34b)
Suppose that Q?(t) is invertible for t ∈ (t?0 − 1, t?1 − 1) and t?0 < 1 < t?1. By Radon’s
Lemma and Corollary 3.9, the solution X11(t), X21(t) of (3.32) can be formulated by
X11(t) = W?(t− 1) = P?(t− 1)Q?(t− 1)−1,
X21(t) = X
1
21Q?(t− 1)−1, (3.35)
respectively, for t ∈ (t?0, t?1). Comparing (3.30) and (3.34b) yields that H˜? and −H˜ are
similar.
The nonsingularity of Q(t) and Q?(t) plays an important role to determine whether
X22(t) and X11(t) exist, respectively. The following theorem claims that both Q(t) and
Q?(t) are invertible simultaneously.
Theorem 3.10. Let Q(t), P (t), Q?(t) and P?(t) be the matrix functions given in (3.29)
and (3.34), respectively. Then we have
{t ∈ R| det(Q(t)) 6= 0} = {t ∈ R| det(Q?(t)) 6= 0}. (3.36)
In addition, if tˆ ∈ R such that det(Q(tˆ)) = 0, then
limt→tˆ ‖P (t)Q(t)−1‖ = limt→tˆ ‖X112Q(t)−1‖ =∞,
limt→tˆ ‖P?(t)Q?(t)−1‖ = limt→tˆ ‖X121Q?(t)−1‖ =∞.
Proof. Let Π0, Π∞, U ≡ [U1|U0, U∞] and H be defined in Definition 2.2 that satisfy
(3.8). Using the facts that S1, S2 and eHt are symplectic and applying (3.29), (3.30)
and (3.34), we have
Q(t) = [I, 0]
[
Q(t)
P (t)
]
= [I, 0]S2e−HtS−12
[
I 0
0 −I
] [
I
X122
]
= [I, 0]S2e−HtS−12 J
[
X122
I
]
= [I, 0]S2J eHtHSH2
[
X122
I
]
, (3.37)
Q?(t) = [I, 0]
[
Q?(t)
P?(t)
]
= [0,−I]S1eHtS−11 J
[
I
X111
]
= −[0, I]S1eHtJSH1
[
I
X111
]
. (3.38)
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Suppose that tˆ ∈ R such that det(Q(tˆ)) = 0. We first claim that
lim
t→tˆ
‖P (t)Q(t)−1‖ = lim
t→tˆ
‖X112Q(t)−1‖ =∞.
Since [Q(t)>, P (t)>]> = eH˜tˆ[I,X122]
> is of full column rank and Q(tˆ) is singular, it is
easily seen that limt→tˆ ‖P (t)Q(t)−1‖ = ∞. Now, we show that limt→tˆ ‖X112Q(t)−1‖ =
∞. Since Q(t) is continuous and Q(tˆ) is singular, it suffices to show that X112x0 6= 0,
where Q(tˆ)x0 = 0 with x0 6= 0. We prove it by contradiction. Suppose that X112x0 = 0.
Since (M1,L1) ∈ SS1,S2 , Eq. (3.8) can be written in the form[
X112 0
X122 I
]
S2Π0 =
[
I X111
0 X121
]
S1Π∞eH. (3.39)
Using the facts that X112 = X
1H
21 and X
1
12x0 = 0, it follows from the second row of (3.39)
that xH0 [X
1
22, I]S2Π0 = 0. Since Π0[U1, U0] = [U1, U0], we have xH0 [X122, I]S2[U1, U0] = 0.
Using the definition of H in (2.10) yields
xH0 [X
1
22, I]S2eHt = xH0 [X122, I]S2[U1|U0, U∞]
[
eĤt 0
0 I2`
]
[U1|U0, U∞]−1
=
[
0, 0, xH0 [X
1
22, I]S2U∞
]
[U1|U0, U∞]−1,
which is independent of the parameter t. Therefore, we may denote zH0 = x
H
0 [X
1
22, I]S2eHt.
Multiplying x0 from the right of (3.37), it follows that
Q(t)x0 = [I, 0]S2J
(
eHt
HSH2
[
X122
I
]
x0
)
= [I, 0]S2J z0
which is independent of the parameter t. Because Q(0) = I and x0 6= 0, we have
Q(tˆ)x0 = Q(0)x0 6= 0. This contradicts that Q(tˆ)x0 = 0.
Now, we show that
lim
t→tˆ
‖P?(t)Q?(t)−1‖ = lim
t→tˆ
‖X121Q?(t)−1‖ =∞.
Using the fact that X121Q?(t)
−1 = X21(t + 1) = X12(t + 1)H = (X112Q(t)
−1)H , we have
limt→tˆ ‖X121Q?(t)−1‖ =∞. Consequently, Q?(tˆ) is singular. Then limt→tˆ ‖P?(t)Q?(t)−1‖ =
∞ can be proven by the similar argument for limt→tˆ ‖P (t)Q(t)−1‖ = ∞. This proves
the inclusion
{t ∈ R| det(Q(t)) = 0} ⊆ {t ∈ R| det(Q?(t)) = 0}. (3.40)
The conclusion for Eq. (3.40) can be shown accordingly by (3.38). Hence, (3.36) holds
true.
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Now, let
TW = {t ∈ R| Q(t) is invertible}. (3.41)
Theorem 3.10 enables us to write the set TW in an alternative form TW = {t ∈
R| Q?(t) is invertible}. Since det(Q(t)) is analytic, the zeros of det(Q(t)) are isolated.
It follows TW is the set that R subtracts some isolated points, and hence, TW is a union
of open intervals, say
TW =
⋃
k∈Z
(tˆk, tˆk+1). (3.42)
Here detQ(tˆk) = 0 for each k and · · · < tˆ−1 < tˆ0 < tˆ1 < · · · . Since Q(0) = I, it implies
that 0 ∈ TW . For convenience, we may say 0 ∈ (tˆ0, tˆ1). Therefore, from Radon’s
Lemma follows that (tˆ0, tˆ1) is the maximal interval of the RDEs (3.27) and (3.33).
Later in Subsection 3.3, we shall extend the domain of W (t) and W?(t) to whole TW .
3.3 The Extension of Structure-Preserving Flow: the Phase
Portrait on Grassmann Manifolds
Let Gn(C2n) be the Grassmann manifold that consists of n-dimensional subspaces of a
2n-dimensional space, equipped with an appropriate topology (see e.g., [1]). Intrinsi-
cally, Gn(C2n) can be written as
Gn(C2n) =
{
Im
([
A
B
])
| A,B ∈ Cn×n and rank
([
A
B
])
= n
}
.
Here Im
(
[A>, B>]>
)
denotes the column space spanned by [A>, B>]>. It is easily seen
that Cn×n can be embedded into Gn(C2n) by
ψ(W ) = Im
([
I
W
])
.
LetGn0 (C2n) =
{
Im
(
[A>, B>]>
) ∈ Gn(C2n)| A ∈ Cn×n is invertible}. ThenGn0 (C2n) =
ψ(Cn×n) is the image of ψ. Note that the Grassmann manifold Gn(C2n) is a compact
analytic manifold of dimension n2 and that Gn0 (C2n) is an open dense subset of Gn(C2n)
(see e.g., [1]).
Radon’s Lemma leads us to consider a natural extension of the flow defined by the
RDE (3.27) in Cn×n to a flow on the Grassmann manifold Gn(C2n), via the process by
the embedding
ψ(W (t)) = Im
([
I
W (t)
])
= Im
([
Q(t)
P (t)
])
.
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Hence, a flow of RDE (3.27) on Gn(C2n) is just the linear flow of (3.29). Note that the
maximal interval of the linear flow of (3.29) is R. In addition, the representation of
Theorem 3.8(ii) holds not only for all t ∈ (tˆ0, tˆ1) but also for t ∈ TW defined in (3.41).
Hence, the extended solution of RDE (3.27) is
W (t) = P (t)Q(t)−1, for t ∈ TW
where [Q(t)>, P (t)>]> is the solution of (3.29). Here, ψ(W (t)) ∈ Gn0 (C2n) for t ∈
TW . In the case t 6∈ TW , i.e., t = tˆk for some k ∈ Z, W (t) does not exist but
Im
(
[Q(t)>, P (t)>]>
) ∈ Gn(C2n)\Gn0 (C2n). Since det(Q(t)) is an analytic function of t,
W (t) is meromorphic. We note that the unboundedness of TW implies that the limit,
limt→∞W (t), is meaningful. The asymptotic phenomena of the phase portrait of RDE
(3.27) can be investigated by using the extended solution of RDE. This will be done
in Section 4.
Theorem 3.10 shows that Q(t) and Q?(t) are simultaneously invertible, where
Y (t) = [Q(t)>, P (t)>]> and Y?(t) = [Q(t)>? , P (t)
>
? ]
> are the solutions of (3.29) and
(3.34), respectively. From Corollary 3.9 and (3.35), the extended solution, X(t) =
[Xij(t)]16i,j62, of IVP (3.9) can be defined as
X11(t) = P?(t− 1)Q?(t− 1)−1,
X21(t) = X
1
21Q?(t− 1)−1,
X12(t) = X
1
12Q(t− 1)−1,
X22(t) = P (t− 1)Q(t− 1)−1,
(3.43)
for t ∈ TW + 1, where TW + 1 denotes the set
TW + 1 ≡ {t+ 1|t ∈ TW} = {t ∈ R| Q(t− 1) is invertible}. (3.44)
In Remark 3.5, we demonstrate that the maximal interval of IVP (3.9), i.e., the
maximal interval of TW + 1 containing 1, coincides with the connected component
of TX containing 1. In the following theorem we will show that TW + 1 = TX and
(M(t),L(t)) = TS1,S2(X(t)) satisfies (3.14) for t ∈ TW + 1, where X(t) is the extended
solution of IVP (3.9), and vice versa.
Theorem 3.11. Suppose the assumptions of Theorem 3.2 hold.
(i) If X(t), for t ∈ TW +1, is the extended solution of IVP (3.9), then (M(t),L(t)) =
TS1,S2(X(t)) satisfies (3.14) for t ∈ TW + 1;
(ii) TW + 1 = TX where TX is defined in (3.23);
(iii) if (M(t),L(t)) is the solution of (3.14) for t ∈ TX , then X(t) = T−1S1,S2(M(t),L(t))
is the extended solution of IVP (3.9).
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Proof. We first prove assertion (i). Suppose that X(t) = [Xij(t)]16i,j62 for t ∈ TW + 1,
defined in (3.43), is the extended solution of IVP (3.9). Since X22(t) is Hermitian and
X21(t) = X12(t)
H , it holds that
[X21(t), X22(t)] = Q(t− 1)−H [X1H12 , P (t− 1)H ], (3.45)
where [Q(t)>, P (t)>]> is the solution of IVP (3.29). Using the definitions of H and H˜
in (2.10) and (3.30), respectively, we have[
Q(t− 1)
P (t− 1)
]
= eH˜(t−1)
[
I
X122
]
=
[
I 0
0 −I
]
S2U(e−Ĥ(t−1) ⊕ I2`)U−1S−12
[
I
−X122
]
. (3.46)
Since S2 and e−H(t−1) = U(e−Ĥ(t−1) ⊕ I2`)U−1 are symplectic, we have
JS2U(e−Ĥ(t−1) ⊕ I2`)U−1S−12 = S−H2 U−H(eĤ(t−1) ⊕ I2`)HUHSH2 J .
Applying the last equation to (3.46) it follows that
UHSH2
[
P (t− 1)
Q(t− 1)
]
= −(eĤ(t−1) ⊕ I2`)HUHSH2 J
[
I
−X122
]
= (eĤ(t−1) ⊕ I2`)HUHSH2
[
X122
I
]
. (3.47)
Using the fact that (M1,L1) ∈ SS1,S2 satisfying (3.8), definitions of Π0 and Π∞ in
(2.11), we have[
X112 0
X122 I
]
S2U(I2nˆ ⊕ E11) =
[
I X111
0 X121
]
S1U(eĤ ⊕ E22), (3.48)
where E11 and E22 are defined in (3.18a) and nˆ = n − `. Since X1H22 = X122 and
X1
H
21 = X
1
12, it follows from (3.47) and (3.48) that
(I2nˆ ⊕ E11)[V22H ,V21H ]
[
Q(t− 1)
P (t− 1)
]
= (I2nˆ ⊕ E11)UHSH2
[
P (t− 1)
Q(t− 1)
]
= (eĤ(t−1) ⊕ I2`)H(I2nˆ ⊕ E11)HUHSH2
[
X122
I
]
= (eĤ(t−1) ⊕ I2`)H(eĤ ⊕ E22)HUHSH1
[
0
X1
H
21
]
= (eĤt ⊕ E22)HV12HX112,
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where V1 and V2 are defined in (3.18b). We then have
[−(eĤt ⊕ E22)HV12H , (I2nˆ ⊕ E11)V21H ]
[
X112
P (t− 1)
]
= −(I2nˆ ⊕ E11)V22HQ(t− 1).
Combining the last equation and (3.45), we obtain
[X21(t), X22(t)]
[
−V12(eĤt ⊕ E22)
V21(I2nˆ ⊕ E11)
]
= −V22(I2nˆ ⊕ E11).
Therefore, the equality of the second row of (3.19) holds. The equality of the first row
can be accordingly obtained by using the formulas for X11(t) and X12(t) = X21(t)
H
in (3.43) and the solution Y?(t) = [Q(t)
>
? , P (t)
>
? ]
> of the linear differential equation
(3.34). Since (3.19) is equivalent to (3.14) by Lemma 3.5, this proves assertion (i).
Now we prove assertion (ii). From assertion (i), we have TW +1 ⊆ TX . From (3.42)
and (3.44), we obtain that TW + 1 =
⋃
k∈Z(tˆk + 1, tˆk+1 + 1) ⊆ TX . For each k ∈ Z, we
have (tˆk + 1, tˆk+1 + 1) ⊆ TX . Choosing a point tk+1/2 ∈ (tˆk + 1, tˆk+1 + 1), it follows
from assertion (i) that (M(tk+1/2),L(tk+1/2)) = TS1,S2(X(tk+1/2)) is the solution of
(3.14) at t = tk+1/2. A similar argument to Theorem 3.7 and Remark 3.5 shows
that (tˆk + 1, tˆk+1 + 1) is the connected component of TX containing tk+1/2. Hence,
TW + 1 = TX .
Now we prove assertion (iii). From Theorem 3.6 it follows that the solution
(M(t),L(t)) of (3.14) is unique for each t ∈ TX . Therefore, assertions (i) and (ii)
lead to the fact that X(t) = T−1S1,S2(M(t),L(t)) is the extended solution. This com-
pletes the proof.
3.4 Structure-Preserving Flow vs. SDA
Suppose that (M1,L1) ∈ SS1,S2 is a regular symplectic pair with ind∞(M1,L1) 6 1.
Then the structure-preserving flow (M(t),L(t)) = TS1,S2(X(t)) ∈ SS1,S2 with the ini-
tial (M(1),L(1)) = (M1,L1) has been constructed in Theorem 3.2, where X(t) for
t ∈ TX is the extended solution of IVP (3.9). This flow satisfies both the Eigenvector-
Preserving Property and the Structure-Preserving Property. In addition, The-
orem 3.11 shows the phase portrait of this flow is actually the solution curve of (3.14),
i.e., the curve CM1,L1 in (3.22).
The structure-preserving doubling algorithm (SDA) is a powerful tool for solving
CAREs (1.1), DAREs (1.2) and NMEs (1.3). In [59], two special classes of symplectic
pairs, S1 = SI2n,I2n and S2 = S−I2n,J as in (1.6), are considered and SDAs (SDA-1
and SDA-2 shown in (1.4) and (1.5), respectively) are developed for solving CAREs,
DAREs and NMEs such that the iterates, (Mk,Lk) for k = 1, 2, . . ., generated by
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SDA-1 and SDA-2 are in S1 and in S2, respectively. In addition, it has been shown
that the iterate (Mk,Lk) satisfies
MkU0 = 0, LkU∞ = 0 and MkU1 = LkU1eĤ2k−1 (3.49)
for each k ∈ N, where the initial pair (M1,L1) satisfies (2.6) with Ŝ = eĤ. By applying
Theorem 3.6 (iii) to (3.49), we have (Mk,Lk) = (M(2k−1),L(2k−1)) ∈ CM1,L1 defined
in (3.22). Applying Theorem 3.11, we have the following consequence immediately.
Theorem 3.12. Let (M1,L1) ∈ S1 or S2 with ind∞(M1,L1) 6 1. Suppose (Mk,Lk),
k = 1, 2, . . ., is the sequence generated by the SDA. Then, for each k ∈ N, (Mk,Lk) =
(M(2k−1),L(2k−1)), where (M(t),L(t)) = TS1,S2(X(t)) and X(t) is the extended solu-
tion of IVP (3.9). Here, (S1,S2) = (I, I) or (−I,J ) if (M1,L1) ∈ S1 or S2, respec-
tively.
4 Asymptotic Analysis of Structure-Preserving Flows
Using eH t
In this section, we consider the solution of the IVP:
Y˙ (t) =H Y (t), Y (0) =
[
I
W0
]
, (4.1)
where Y (t) ∈ C2n×n, W0 = WH0 and H ∈ C2n×2n is a Hamiltonian matrix. It is
well-known that the solution of IVP (4.1) is
Y (t;H ,W0) ≡
[
Q(t;H ,W0)
P (t;H ,W0)
]
= eH t
[
I
W0
]
. (4.2)
Radon’s Lemma shows that P (t;H ,W0)Q(t;H ,W0)−1, t ∈ TW , is the extended solu-
tion of the RDE
W˙ (t) = [−W (t), I]H
[
I
W (t)
]
,
W (0) = W0.
(4.3)
Here TW is defined in (3.41) depending on H and W0.
We denote by W (t;H ,W0) the solution of RDE (4.3) with H and the initial W0
being parameters of the system. Then, the Hamiltonian matrix H plays the role that
governs how W (t) in (4.3) behaves. Fist, we consider the case W0 = X
1
22 and H = H˜,
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where H˜ is given in (3.30). Applying the relation between H˜ and S2HS−12 in (3.30)
together with Corollary 3.9, the extended solutions of (3.26d) and (3.26b), respectively,
are of the forms
X22(t) = W (t− 1; H˜, X122) = −W (t− 1;−S2HS−12 ,−X122)
= −P (t− 1;−S2HS−12 ,−X122)Q(t− 1;−S2HS−12 ,−X122)−1,
= −P (−t+ 1;S2HS−12 ,−X122)Q(−t+ 1;S2HS−12 ,−X122)−1, (4.4a)
X12(t) = X
1
12Q(−t+ 1;S2HS−12 ,−X122)−1, (4.4b)
for t ∈ TW + 1. On the other hand, if W0 = X111 and H = H˜? ≡ J −1S1HS−11 J ,
then from Theorem 3.10 and (3.35), the extended solutions of (3.26a) and (3.26c),
respectively, are of the forms
X11(t) = W (t− 1; H˜?, X111) = P (t− 1; H˜?, X111)Q(t− 1; H˜?, X111)−1, (4.5a)
X21(t) = X
1
21Q(t− 1; H˜?, X111)−1, (4.5b)
for t ∈ TW +1. Connections between RDEs and SDAs can be made by the terminology
of (4.4) and (4.5).
Lemma 4.1. Let (M1,L1) ∈ S1 or S2 with ind∞(M1,L1) 6 1. Suppose (Mk,Lk),
k = 1, 2, . . ., is the sequence generated by the SDA and denote Xk = [X
k
ij]1≤i,j≤2 ≡
T−1S1,S2(Mk,Lk). Here, (S1,S2) = (I, I) or (−I,J ) if (M1,L1) ∈ S1 or S2, respectively.
Then
Xk22 = −W (−2k−1 + 1;S2HS−12 ,−X122)
= −P (−2k−1 + 1;S2HS−12 ,−X122)Q(−2k−1 + 1;S2HS−12 ,−X122)−1,
Xk12 = X
1
12Q(−2k−1 + 1;S2HS−12 ,−X122)−1,
Xk11 = W (2
k−1 − 1; H˜?, X111) = P (2k−1 − 1; H˜?, X111)Q(2k−1 − 1; H˜?, X111)−1,
Xk21 = X
1
21Q(2
k−1 − 1; H˜?, X111)−1,
for all k = 1, 2, . . ..
Proof. Denote X(t) the solution of (3.9) and (M(t),L(t)) = TS1,S2(X(t)). By Theo-
rem 3.12, we see that (Mk,Lk) = (M(2k−1),L(2k−1)). The fact of Xk ≡ T−1S1,S2(Mk,Lk)
implies that Xk = X(2
k−1). Applying (4.4) and (4.5) to the resulting equation leads
to the assertion.
From (4.4) and (4.5), we conclude that
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(i) the large time behaviors ofX22(t), X12(t) as t→∞ are determined byW (t;S2HS−12 ,−X122)
and Q(t;S2HS−12 ,−X122)−1 as t→ −∞;
(ii) the large time behaviors ofX11(t), X21(t) as t→∞ are determined byW (t; H˜?, X111)
and Q(t; H˜?, X111)−1 as t→∞.
Note that Hamiltonian matrices S2HS−12 and H˜? are symplectically similar. By asser-
tions (i) and (ii) above, we see that the asymptotic behaviors of X22(t), X12(t) and
X11(t), X21(t) as t→∞ are governed by
Y (t;S2HS−12 ,−X122) = S2eHtS−12
[
I
−X122
]
(as t→ −∞), (4.6a)
and
Y (t; H˜?, X111) = J −1S1eHtS−11 J
[
I
X111
]
(as t→∞), (4.6b)
respectively. For both cases in (4.6a) and (4.6b), eHt is involved. Therefore, for a given
Hamiltonian matrix H , we are interested in the study of the asymptotic behavior of
the solution, W (t) = P (t)Q(t)−1, of RDE (4.3) and Q(t)−1 as t→ ±∞.
The convergence results of RDEs, including time variant/invariant as well as Hermitian/non-
Hermitian types, have been studied and generalized in many research works [1, 9, 10,
11, 21, 31, 32, 33, 66]. In [32] an analogous (asymptotic) formula for W (t) has been
derived for RDEs with polynomial coefficients and in [31] the representation formula
and the comparison theorem have been used to derive convergence results in an ele-
gant way for Hermitian RDEs. The influence of the initial value W0 and of the Jordan
structure of H on the corresponding Riccati flow is studied in [33] by using Cramer’s
rule for the explicit representation of P (t)Q(t)−1.
Due to the dependence on the Hamiltonian matrix H , rather than applying a
Jordan canonical form to H , we shall adopt the Hamiltonian Jordan canonical form
for studying the asymptotic behavior of RDEs. The asymptotic formula for P (t)Q(t)−1
can thus be obtained by the column space of Y (t) in (4.6). A canonical form of a
Hamiltonian matrix under symplectic similarity transformations has been investigated
in [58]. For the description of this canonical form, we introduce some notations. Denote
C> := {z ∈ C| <(z) > 0}, where <(z) is the real part of the complex number z. Let
Nk =

0 1
. . . . . .
. . . 1
0
 ∈ Rk×k, Nk(λ) = λIk +Nk (4.7)
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be the k × k nilpotent matrix and the Jordan block of size k with the eigenvalue λ,
respectively, and ek be the kth unit vector.
Theorem 4.2. [58, Hamiltonian Jordan canonical form] Given a complex Hamiltonian
matrix H , there exists a complex symplectic matrix S such that
J := S−1H S =

Rr 0
Re De
Rc Dc
Rd Dd
0 −RHr
0 −RHe
0 −RHc
Gd −RHd

, (4.8)
where the different blocks have the following structures.
1. The blocks with index r have the form
Rr = diag(R
r
1, . . . , R
r
µr), R
r
k = diag(Ndk,1(λk), . . . , Ndk,pk (λk)), k = 1, . . . , µr,
where λk ∈ C> are distinct.
2. The blocks with index e have the form
Re = diag(R
e
1, . . . , R
e
µe), R
e
k = diag(Nlk,1(iαk), . . . , Nlk,qk (iαk)),
De = diag(D
e
1, . . . , D
e
µe), D
e
k = diag(β
e
k,1elk,1e
H
lk,1
, . . . , βek,qkelk,qke
H
lk,qk
),
where for k = 1, . . . , µe and j = 1, . . . , qk we have αk ∈ R are distinct and
βek,j ∈ {−1, 1}.
3. The blocks with index c have the form
Rc = diag(R
c
1, . . . , R
c
µc), R
c
k = diag(Bk,1, . . . , Bk,rk),
Dc = diag(D
c
1, . . . , D
c
µc), D
c
k = diag(Dk,1, . . . , Dk,rk),
where for k = 1, . . . , µc and j = 1, . . . , rk we have
Bk,j =
 Nmk,j(iηk) 0 −
√
2
2
emk,j
0 Nnk,j(iηk) −
√
2
2
enk,j
0 0 iηk
 ,
Dk,j =
√
2
2
iβck,j
 0 0 emk,j0 0 −enk,j
−eHmk,j eHnk,j 0
 ,
ηk ∈ R are distinct and βck,j ∈ {−1, 1}.
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4. The blocks with index d have the form
Rd = diag(R
d
1, . . . , R
d
µd
), Gd = diag(G
d
1, . . . , G
d
µd
), Dd = diag(D
d
1, . . . , D
d
µd
),
where for k = 1, . . . , µd, we have
Rdk =
 Nsk(iγk) 0 −
√
2
2
esk
0 Ntk(iδk) −
√
2
2
etk
0 0 i
2
(γk + δk)
 , Gdk = βdk
 0 0 00 0 0
0 0 −1
2
(γk − δk)
 ,
Ddk =
√
2
2
iβdk
 0 0 esk0 0 −etk
−eHsk eHtk −i
√
2
2
(γk − δk)
 ,
γk 6= δk and βdk ∈ {−1, 1}.
Suppose that the Hamiltonian matrixH in (4.1) has Hamiltonian Jordan canonical
form J in (4.8). Then the solution Y (t) in (4.2) can be reformulated as
Y (t) = SeJtS−1
[
I
W0
]
= SeJt
[
W1
W2
]
, (4.9)
where [W>1 ,W
>
2 ]
> = S−1[I,W>0 ]>.
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4.1 The Structure of eJt
In this subsection, we will describe the structure of eJt, where J has form in (4.8). Since
J is Hamiltonian, it is shown in Theorem A.1 that eJt is symplectic for each t ∈ R. Let
Pk =

0 −1
(−1)2
(−1)k 0
 ,
Φk ≡ Φk(t) = eNkt =

1 t t
2
2!
· · · tk−1
(k−1)!
1 t
. . .
...
. . . . . . t
2
2!
1 t
1
 ,
φk ≡ φk(t) =

tk
k!
...
t2
2!
t
 , ψk ≡ ψk(t) =

t
t2
2!
...
tk
k!
 ,
Γk2k1 ≡ Γk2k1(t) =

tk1
k1!
t(k1+1)
(k1+1)!
· · · tk2
k2!
t(k1−1)
(k1−1)!
tk1
k1!
. . . t
(k2−1)
(k2−1)!
...
. . . . . .
...
t(2k1−k2)
(2k1−k2)! · · · · · · t
k1
k1!
 ,
Φ̂k ≡ Φ̂k(t) = P−1k ΦkPk, Γ̂2k−1k ≡ Γ̂2k−1k (t) = Γ2k−1k Pk,
(4.10)
where Φk, Pk ∈ Rk×k, Γk2k1 ∈ R(k2−k1+1)×(k2−k1+1) with 2k1 > k2 > k1 and φk, ψk ∈ Rk.
Lemma 4.3. Let Nk and Φk, Pk, Φ̂k be as in (4.7) and (4.10), respectively. Then
(i) P−1k = P
H
k = (−1)k−1Pk, P−1k NkPk = −NHk ;
(ii) Φ̂k ≡ P−1k ΦkPk = e−N
H
k t = Φ−Hk ;
(iii) for each λ ∈ C, we have eλtΦk = eNk(λ)t and e−λ¯tΦ̂k = e−Nk(λ)H t.
Proof. The proof is straightforward by direct calculations.
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Lemma 4.4. Let A denote the Hamiltonian matrix
[
Nk(iα) βeke
H
k
0 −Nk(iα)H
]
∈ C2k×2k,
where β ∈ {−1, 1} and α ∈ R. Then for each t ∈ R, eAt has the form
eAt =
[
eiαtΦk −eiαtβΓ̂2k−1k
0 (eiαtΦk)
−H
]
,
where Φk, Γ
2k−1
k , Γ̂
2k−1
k , Pk are defined in (4.10).
Proof. Let Θ = Ik ⊕ (−βPk) ∈ R2k×2k. From Lemma 4.3 it follows that
Θ−1N2k(iα)Θ =
[
Nk(iα) −βekeH1 Pk
0 P−1k Nk(iα)Pk
]
=
[
Nk(iα) βeke
H
k
0 −Nk(iα)H
]
= A.
Therefore,
eAt = Θ−1eN2k(iα)tΘ = eiαtΘ−1
[
Φk Γ
2k−1
k
0 Φk
]
Θ
= eiαt
[
Φk −βΓ2k−1k Pk
0 P−1k ΦkPk
]
= eiαt
[
Φk −βΓ2k−1k Pk
0 Φ̂k
]
=
[
eiαtΦk −eiαtβΓ̂2k−1k
0 eiαtΦ−Hk
]
=
[
eiαtΦk −eiαtβΓ̂2k−1k
0 (eiαtΦk)
−H
]
.
Lemma 4.5. Let A denote the Hamiltonian matrix
[
B D
G −BH
]
, where
B =
 Nm(iγ) 0 −
√
2
2
em
0 Nn(iδ) −
√
2
2
en
0 0 i
2
(γ + δ)
 , G = β
 0 0 00 0 0
0 0 −1
2
(γ − δ)
 ,
D =
√
2
2
iβ
 0 0 em0 0 −en
−eHm eHn −i
√
2
2
(γ − δ)
 ,
β ∈ {−1, 1} and γ, δ ∈ R. Then for each t ∈ R, eAt has the form
eAt =
[
B D
G E
]
≡
[
B(t) D(t)
G(t) E(t)
]
=

[
Φm,n φ
1
m,n
0 ω11
] [
Γ̂2m,2nm+1,n+1 φ
2
m,n
ψ̂1
H
m,n ω12
]
[
0 0
0 ω21
] [
Φ̂m,n 0
ψ̂2
H
m,n ω22
]
 , (4.11)
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where
Φm,n ≡ Φm,n(t) = eiγtΦm(t)⊕ eiδtΦn(t),
Φ̂m,n ≡ Φ̂m,n(t) = eiγtΦ−Hm (t)⊕ eiδtΦ−Hn (t)
:= eiγtP−1m Φm(t)Pm ⊕ eiδtP−1n Φn(t)Pn,
φ1m,n ≡ φ1m,n(t) = −
√
2
2
[
eiγtφm(t)
eiδtφn(t)
]
,
φ2m,n ≡ φ2m,n(t) =
√
2
2
iβ
[
eiγtφm(t)
−eiδtφn(t)
]
,
ψ̂1
H
m,n ≡ ψ̂1Hm,n(t) =
√
2
2
iβ
[
eiγtψ̂Hm(t),−eiδtψ̂Hn (t)
]
:=
√
2
2
iβ
[
eiγtψHm(t)Pm,−eiδtψHn (t)Pn
]
,
ψ̂2
H
m,n ≡ ψ̂2Hm,n(t) = −
√
2
2
[
eiγtψ̂Hm(t), e
iδtψ̂Hn (t)
]
:= −
√
2
2
[
eiγtψHm(t)Pm, e
iδtψHn (t)Pn
]
,
Γ̂2m,2nm+1,n+1 ≡ Γ̂2m,2nm+1,n+1(t) = iβ
(
−eiγtΓ̂2mm+1(t)⊕ eiδtΓ̂2nn+1(t)
)
:= iβ
(−eiγtΓ2mm+1(t)Pm ⊕ eiδtΓ2nn+1(t)Pn) ,[
ω11 ω12
ω21 ω22
]
≡
[
ω11(t) ω12(t)
ω21(t) ω22(t)
]
= 1
2
[
eiγt + eiδt −iβ(eiγt − eiδt)
iβ(eiγt − eiδt) eiγt + eiδt
]
.
(4.12)
Proof. Let
N2m+1(iγ) =
[
Nm+1(iγ) iβem+1e
H
m
0 −Nm(iγ)H
]
, N2n+1(iδ) =
[
Nn+1(iδ) −iβen+1eHn
0 −Nn(iδ)H
]
,
and Θ = Θ1Θ2, where
Θ1 =
[
Im+1 ⊕ (−iβPm) 0
0 In+1 ⊕ iβPn
]
,
Θ2 =

Im 0 0 0 0 0
0 0 −
√
2
2
0 0
√
2
2
iβ
0 0 0 Im 0 0
0 In 0 0 0 0
0 0 −
√
2
2
0 0 −
√
2
2
iβ
0 0 0 0 In 0

are unitary matrices. Then we have
Θ−1
[
N2m+1(iγ) 0
0 N2n+1(iδ)
]
Θ = Θ−12
[
N2m+1(iγ) 0
0 N2n+1(iδ)
]
Θ2
=
[
B D
G −BH
]
= A.
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Since
eN2m+1(iγ)t = eiγt
 Φm φm Γ2mm+10 1 ψHm
0 0 Φm
 , eN2n+1(iδ)t = eiδt
 Φn φn Γ2nn+10 1 ψHn
0 0 Φn
 ,
we have
Ψ2m+1 := [Im+1 ⊕ (−iβPm)]−1eN2m+1(iγ)t[Im+1 ⊕ (−iβPm)]
= eiγt
 Φm φm −iβΓ̂2mm+10 1 −iβψ̂Hm
0 0 Φ−Hm
 ,
Ψ2n+1 := [In+1 ⊕ (iβPn)]−1eN2n+1(iδ)t[In+1 ⊕ (iβPn)]
= eiδt
 Φn φn iβΓ̂2nn+10 1 iβψ̂Hn
0 0 Φ−Hn
 ,
where Γ̂2jj+1 = Γ
2j
j+1Pj and ψ̂
H
j = ψ
H
j Pj for j = m,n. Hence, we obtain
eAt = Θ−1eN2m+1(iγ)⊕N2n+1(iδ)tΘ = Θ−12
[
Ψ2m+1 0
0 Ψ2n+1
]
Θ2
=

eiγtΦm 0 −
√
2
2
eiγtφm −iβeiγtΓ̂2mm+1 0
√
2
2
iβeiγtφm
0 eiδtΦn −
√
2
2
eiδtφn 0 iβe
iδtΓ̂2nn+1 −
√
2
2
iβeiδtφn
0 0 1
2
(eiγt + eiδt)
√
2
2
iβeiγtψ̂Hm −
√
2
2
iβeiδtψ̂Hn −12iβ(eiγt − eiδt)
0 0 0 eiγtΦ−Hm 0 0
0 0 0 0 eiδtΦ−Hn 0
0 0 1
2
iβ(eiγt − eiδt) −
√
2
2
eiγtψ̂Hm −
√
2
2
eiδtψ̂Hn
1
2
(eiγt + eiδt)

=
[
B D
G E
]
,
where B, D, G and E are given in (4.11).
Lemma 4.6. It holds that φHk Φ
−H
k + ψ
H
k Pk = 0, where Φk, φk, ψk and Pk are defined
in (4.10).
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Proof. Using definitions of Φk, φk, ψk, Pk and Φ̂k in (4.10) yield
Φk+1 =
[
Φk φk
0 1
]
=
[
1 ψHk
0 Φk
]
,
Φ̂k+1 = P
−1
k+1Φk+1Pk+1 =
[
0 −P−1k
−1 0
] [
1 ψHk
0 Φk
] [
0 −1
−Pk 0
]
=
[
Φ̂k 0
ψHk Pk 1
]
.
From Lemma 4.3, we have ΦHk+1Φ̂k+1 = Ik+1 and Φ̂k = Φ
−H
k . Hence, it holds that
φHk Φ
−H
k + ψ
H
k Pk = 0.
In Lemma 4.5, if γ = δ =: η ∈ R, we have the corollary.
Corollary 4.7. Let A =
[
B D
0 −BH
]
, where
B =
 Nm(iη) 0 −
√
2
2
em
0 Nn(iη) −
√
2
2
en
0 0 iη
 , D = √2
2
iβ
 0 0 em0 0 −en
−eHm eHn 0
 ,
β ∈ {−1, 1} and η ∈ R. Then for each t ∈ R, eAt has the form
eAt =
[
B D
0 B−H
]
,
where
B ≡ B(t) =
[
Φm,n φ
1
m,n
0 eiηt
]
, D ≡ D(t) =
[
Γ̂2m,2nm+1,n+1 φ
2
m,n
ψ̂1
H
m,n 0
]
,
and Φm,n, φ
1
m,n, φ
2
m,n, Γ̂
2m,2n
m+1,n+1 and ψ̂
1H
m,n are defined in (4.12) in which γ = δ is replaced
by η.
Proof. From (4.12), if η := γ = δ ∈ R, then ω11 = ω22 = eiηt, ω12 = ω21 = 0.
Then the matrix G in (4.11) is a zero matrix. Now, we show that B−H = E, where
B and E are defined in (4.11). Using definitions of Φm,n and Φ̂m,n in (4.12) and
Lemma 4.3 (ii) yield Φ̂m,n = Φ
−H
m,n. From (4.12) and Lemma 4.6, it is easily seen that
φ1
H
m,nΦ̂m,n + e
−iηtψ̂2
H
m,n = 0. Hence, we have
BHE =
[
ΦHm,n 0
φ1
H
m,n e
−iηt
] [
Φ̂m,n 0
ψ̂2
H
m,n e
iηt
]
= I,
i.e., B−H = E. From Lemma 4.5, we complete the proof.
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Combining the previous lemmas and corollary, in Theorem 4.8, we can arrive at
the structure of eJt as in the form of Theorem 4.2, where J in (4.8) is a Hamiltonian
Jordan canonical form.
Theorem 4.8. Given a Hamiltonian Jordan canonical form J as in (4.8), then
eJt =

Rr 0
Re De
Rc Dc
Rd Dd
0 R−Hr
0 R−He
0 R−Hc
Gd Ed

, (4.13)
where the different blocks, Rr ≡ Rr(t), Rx ≡ Rx(t), Dx ≡ Dx(t) for x = e, c, d,
Gd ≡ Gd(t) and Ed ≡ Ed(t) are dependent of t and have the following structures.
1. The blocks with index r have the form
Rr = diag(Rr1, . . . ,Rrµr), Rrk = eλktdiag(Φdk,1 , . . . ,Φdk,pk ), k = 1, . . . , µr,
where λk ∈ C> are distinct and Φdk,j , j = 1, . . . , pk, are defined in (4.10).
2. The blocks with index e have the form (see Lemma 4.4)
Re = diag(Re1, . . . ,Reµe), Rek = eiαktdiag(Φlk,1 , . . . ,Φlk,qk ),
De = diag(De1, . . . ,Deµe), Dek = −eiαktdiag(βek,1Γ̂
2lk,1−1
lk,1
, . . . , βek,qk Γ̂
2lk,qk−1
lk,qk
),
where for k = 1, . . . , µe, j = 1, . . . , qk, αk ∈ R are distinct, Φlk,j , Γ2lk,j−1q , Γ̂2lk,j−1lk,j ,
Plk,j are defined in (4.10) and β
e
k,j ∈ {−1, 1}.
3. The blocks with index c have the form (see Corollary 4.7)
Rc = diag(Rc1, . . . ,Rcµc), Rck = diag(Bk,1, . . . ,Bk,rk),
Dc = diag(Dc1, . . . ,Dcµc), Dck = diag(Dk,1, . . . ,Dk,rk),
where for k = 1, . . . , µc, j = 1, . . . , rk,
Bk,j =
[
Φmk,j ,nk,j φ
1
mk,j ,nk,j
0 eiηkt
]
, Dk,j =
[
Γ̂
2mk,j ,2nk,j
mk,j+1,nk,j+1
φ2mk,j ,nk,j
ψ̂1
H
mk,j ,nk,j
0
]
,
with ηk ∈ R distinct, Φmk,j ,nk,j , φ1mk,j ,nk,j , φ2mk,j ,nk,j , Γ̂
2mk,j ,2nk,j
mk,j+1,nk,j+1
and ψ̂1
H
mk,j ,nk,j
being defined in (4.12), in which γ and δ are replaced by ηk, and β is replaced by
βck,j ∈ {−1, 1}.
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4. The blocks with index d have the form (see Lemma 4.5)
Rd = diag(Bd1, . . . ,Bdµd), Dd = diag(Dd1, . . . ,Ddµd),Gd = diag(Gd1, . . . ,Gdµd), Ed = diag(Ed1, . . . ,Edµd),
where for k = 1, . . . , µd,
Bdk =
[
Φsk,tk φ
1
sk,tk
0 ω11
]
, Ddk =
[
Γ̂2sk,2tksk+1,tk+1 φ
2
sk,tk
ψ̂1
H
sk,tk
ω12
]
,
Gdk =
[
0 0
0 ω21
]
, Edk =
[
Φ̂sk,tk 0
ψ̂2
H
sk,tk
ω22
]
,
with Φsk,tk , Γ̂
2sk,2tk
sk+1,tk+1
, φ1sk,tk , φ
2
sk,tk
, ψ̂1
H
sk,tk
, ψ̂2
H
sk,tk
, ω11, ω12, ω21 and ω22 being
defined in (4.12), in which γ and δ are replaced by γk and δk, respectively, and β
is replaced by βdk ∈ {−1, 1}. Note that in this case, γk 6= δk.
4.2 Asymptotic Analysis of RDE with Elementary Hamilto-
nian Jordan Blocks
It follows from the Radon’s Lemma that the extended solution W (t) of a RDE (4.3)
can be obtained by taking W (t) = P (t)Q(t)−1 for t ∈ TW , where [Q(t)>, P (t)>]> is
the solution of IVP (4.1) and TW is defined in (3.41). Suppose that the Hamiltonian
matrix H in IVP (4.1) is symplectically similar to a Hamiltonian Jordan canonical
form J as in (4.8). Therefore, the solution Y (t) described in (4.9) involves the matrix
eJt. However the structure of eJt in (4.13) is complicated, in this subsection, we first
consider four elementary cases. The general cases will be discussed in Subsection 4.3.
We assume that the Hamiltonian Jordan canonical form J in (4.8) is one of the following
four elementary cases
Jx ≡ J =
[
Rx Dx
Gx −RHx
]
∈ C2n×2n, x = r, e, c, d, (4.14)
where
1. if x = r, then Rr = Nn(λ), Dr = Gr = 0 and λ ∈ C>.
2. if x = e, then Re = Nn(iα), De = βene
H
n , Ge = 0 and α ∈ R, β ∈ {−1, 1}.
3. if x = c, then n = n1 + n2 + 1, η ∈ R, β ∈ {−1, 1}, Gc = 0 and
Rc =
 Nn1(iη) 0 −
√
2
2
en1
0 Nn2(iη) −
√
2
2
en2
0 0 iη
 , Dc = √2
2
iβ
 0 0 en10 0 −en2
−eHn1 eHn2 0
 .
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4. if x = d, then n = n1 + n2 + 1, γ, δ ∈ R with γ 6= δ, β ∈ {−1, 1} and
Rd =
 Nn1(iγ) 0 −
√
2
2
en1
0 Nn2(iδ) −
√
2
2
en2
0 0 i
2
(γ + δ)
 , Gd = β
 0 0 00 0 0
0 0 −1
2
(γ − δ)

Dd =
√
2
2
iβ
 0 0 en10 0 −en2
−eHn1 eHn2 −i
√
2
2
(γ − δ)
 .
The asymptotic analysis of W (t) and Q(t)−1 is given as follows whenever H is one
of these four cases.
Theorem 4.9. Suppose that H in (4.1) has one of Hamiltonian Jordan canonical
forms Jx as in (4.14). Let Y (t) = [Q(t)
>, P (t)>]> and W (t) = P (t)Q(t)−1 for t ∈ TW
be the solution of IVP (4.1) and the extended solution of RDE (4.3), respectively. Note
that [W>1 ,W
>
2 ]
> = S−1[I,W0]> by (4.9).
(i) Suppose that the symplectic matrix S in (4.8) is partitioned as
S =
[
U1 V1
U2 V2
]
, (4.15)
where U1, U2, V1, V1 ∈ Cn×n.
1. If x = r, <(λ) > 0 and U1, W1 are invertible, then
W (t) = U2U
−1
1 +O(e
−2<(λ)tt2(n−1)) and Q(t)−1 = O(e−<(λ)ttn−1),
as t→∞. On the other hand, if V1 and W2 are invertible, then
W (t) = V2V
−1
1 +O(e
−2<(λ)|t||t|2(n−1)) and Q(t)−1 = O(e−<(λ)|t||t|n−1),
as t→ −∞.
2. If x = e and U1, W2 are invertible, then
W (t) = U2U
−1
1 +O(t
−1) and Q(t)−1 = O(t−1),
as t→ ±∞.
(ii) Suppose that the symplectic matrix S in (4.8) is further partitioned as
S =
[
U1 u1 V1 v1
U2 u2 V2 v2
]
∈ C2n×2n, (4.16)
where U1, U2, V1, V2 ∈ Cn×(n1+n2), u1, u2, v1, v2 ∈ Cn and n = n1 + n2 + 1.
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3. If x = c and W2 is invertible, then there exist constants f˜u, f˜v ∈ C with
U1,0 =
[
U1, f˜uu1 + f˜vv1
]
, U2,0 =
[
U2, f˜uu2 + f˜vv2
]
∈ Cn×n and a rank-one
matrix KQ = W
−1
2 ene
H
n U
−1
1,0 such that
W (t) = U2,0U
−1
1,0 +O(t
−1) and Q(t)−1 = e−iηtKQ +O(t−1),
as t→ ±∞, provided that U1,0 is invertible.
4. If x = d and W2 is invertible, then there exist constants fu, fv with U1 =
[U1, fuu1 + fvv1], U2 = [U2, fuu2 + fvv2] ∈ Cn×n, two rank-one matrices
KW , KQ ∈ Cn×n and c ∈ C with |c| = 1 such that
W (t) = U2U
−1
1 +
eiθt
1 + eiθtc+O(t−1)
[
KW +O(t
−1)
]
+O(t−1),
Q(t)−1 =
e−iγt
1 + eiθtc+O(t−1)
[
KQ +O(t
−1)
]
+O(t−1),
as t→ ±∞, provided that U1 is invertible. Here θ = δ − γ.
The proof of assertions 1, 2, 3 and 4 of Theorem 4.9 are given below in Theo-
rems 4.10, 4.11, 4.15, and 4.13, respectively. In assertion 4, those two rank-one matrices
KW and KQ will be explicitly expressed in Theorem 4.13.
Remark 4.1. In assertion 1, we see that the extended solution W (t) forms a hetroclinic
orbit starting from the equilibrium V2V
−1
1 to the equilibrium U2U
−1
1 . In assertion
2, the equilibrium V2V
−1
1 collapses and W (t) becomes a homoclinic orbit that links
U2U
−1
1 itself. In assertion 3, W (t) is also a homoclinic orbit but, Q(t)
−1 tends to a
limit circle. In assertion 4, the extended solution W (t) of the RDE converges with the
rate O(t−1) to a periodic orbit, say W∞(t), with period 2pi/θ whenever θ 6= 0. Here
W∞(t) = U2U−11 +
eiθt
1+eiθtc
KW . We shall prove in Theorem 4.14 that W∞(t) blows up
periodically.
Theorem 4.10. Suppose assumptions in Theorem 4.9 hold. Let Jx = Jr and the
symplectic matrix S have the form in (4.15). If U1 and W1 are invertible, then W (t) =
U2U
−1
1 + O(e
−2<(λ)tt2(n−1)) and Q(t)−1 = O(e−<(λ)ttn−1) as t → ∞, where <(λ) > 0
and U2U
−1
1 is Hermitian. On the other hand, if V1 and W2 are invertible, then W (t) =
V2V
−1
1 +O(e
−2<(λ)|t||t|2(n−1)) and Q(t)−1 = O(e−<(λ)|t||t|n−1) as t→ −∞, where V2V −11
is Hermitian.
Proof. Since Jr = Nn(λ) ⊕ (−Nn(λ)H), we have eJrt = (eλtΦn) ⊕ (e−λ¯tΦ−Hn ), where
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λ ∈ C> and Φn is defined in (4.10). From (4.9), we have
Y (t) ≡
[
Q(t)
P (t)
]
=
[
U1 V1
U2 V2
] [
eλtΦn 0
0 e−λ¯tΦ−Hn
] [
W1
W2
]
=
[
U1 V1
U2 V2
] [
eλtΦnW1
e−λ¯tΦ−Hn W2
]
. (4.17)
From Lemma 4.3 (ii), we have ‖Φ−Hn ‖ = ‖Φ−1n ‖ = O(tn−1). Since <(λ) > 0 and
Q(t) = eλt(U1ΦnW1 + e
−2<(λ)tV1Φ−Hn W2), if U1 and W1 are invertible, then we have
Q(t)−1 = O(e−<(λ)ttn−1) as t → ∞. Using the fact that Φn = eNnt is invertible, we
obtain that for t ∈ TW ,
W (t) = P (t)Q(t)−1
= (U2 + e
−2<(λ)tV2Φ−Hn W2W
−1
1 Φ
−1
n )(U1 + e
−2<(λ)tV1Φ−Hn W2W
−1
1 Φ
−1
n )
−1.
Therefore, W (t) = U2U
−1
1 +O(e
−2<(λ)tt2(n−1)) as t→∞. The matrix U2U−11 is Hermi-
tian because S is symplectic.
Similarly, if V1 and W2 are invertible, it follows from (4.17) again that
Q(t) = e−λ¯t(V1Φ−Hn W2 + e
2<(λ)tU1ΦnW1),
W (t) = (V2 + e
2<(λ)tU2ΦnW1W−12 Φ
H
n )(V1 + e
2<(λ)tU2ΦnW1W−12 Φ
H
n )
−1.
Since <(λ) > 0, we haveQ(t)−1 = O(e−<(λ)|t||t|n−1) andW (t) = V2V −11 +O(e−2<(λ)|t||t|2(n−1))
as t→ −∞.
For given integers k, `, k1 and k2 satisfying 0 6 k, 0 6 `, k 6= ` and 0 < k1 < k2 6
2k1, we denote
Ξk,` ≡ Ξk,`(t) =
{
diag(tk, tk+1, · · · , t`) if k < `,
diag(tk, tk−1, · · · , t`) if k > `,
zk2k1 =

1
k1!
1
(k1+1)!
· · · 1
k2!
1
(k1−1)!
1
k1!
. . . 1
(k2−1)!
...
. . . . . .
...
1
(2k1−k2)! · · · · · · 1k1!
 .
(4.18)
The matrix zk2k1 is invertible (the detailed proof is shown in Theorem A.2). The matrix
Γk2k1 defined in (4.10) can be rewritten in terms of Ξk,` and z
k2
k1
as
Γk2k1 = t
2k1−k2Ξk2−k1,0z
k2
k1
Ξ0,k2−k1 ,
(Γk2k1)
−1 = t−2k1+k2(Ξ0,k2−k1)
−1(zk2k1)
−1(Ξk2−k1,0)
−1,
(4.19)
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for each t 6= 0. In order to investigate the asymptotic behaviors of W (t) and Q(t)−1
when H is symplectically similar to one of Jx in (4.14) for x = e, c and d, we need
the useful Tables 1 and 2 (the detailed proofs of each item in Tables 1 and 2 are given
in Lemmas A.4 and A.5, respectively). Note that Γ2n−1n , Φn, Pn, Γ̂
2n−1
n , Φ̂n Γ̂
2n1,2n2
n1+1,n2+1
,
Φn1,n2 , Φ̂n1,n2 , φ
j
n1,n2
and ψ̂j
H
n1,n2
for j = 1, 2 are defined in (4.10) and (4.12).
(Γ̂2n−1n )
−1 = O(t−1) (Γ̂2n−1n )
−1Φn = O(t−1)
Φ̂n(Γ̂
2n−1
n )
−1 = O(t−1) Φ̂n(Γ̂2n−1n )
−1Φn = O(t−1)
Φ̂n(ΦnW ± Γ̂2n−1n )−1 = O(t−1)
Table 1: The asymptotic behaviors as t→ ±∞.
(Υ + Γ̂2n1,2n2n1+1,n2+1)
−1 = O(t−2) (Υ + Γ̂2n1,2n2n1+1,n2+1)
−1φjn1,n2 = O(t
−1)
(Υ + Γ̂2n1,2n2n1+1,n2+1)
−1Φn1,n2 = O(t
−2) ψ̂j
H
n1,n2
(Υ + Γ̂2n1,2n2n1+1,n2+1)
−1 = O(t−1)
Φ̂n1,n2(Υ + Γ̂
2n1,2n2
n1+1,n2+1
)−1 = O(t−2) ψ̂j
H
n1,n2
(Υ + Γ̂2n1,2n2n1+1,n2+1)
−1Φn1,n2 = O(t
−1)
Φ̂n1,n2(Υ + Γ̂
2n1,2n2
n1+1,n2+1
)−1Φn1,n2 = O(t
−2) Φ̂n1,n2(Υ + Γ̂
2n1,2n2
n1+1,n2+1
)−1φjn1,n2 = O(t
−1)
ψ̂j
H
n1,n2
(Υ + Γ̂2n1,2n2n1+1,n2+1)
−1φkn1,n2 = ψ̂
jH
n1,n2
(Γ̂2n1,2n2n1+1,n2+1)
−1φkn1,n2 +O(t
−1)
Table 2: The asymptotic behaviors as t → ±∞, where j, k ∈ {1, 2}, Υ = Φn1,n2W +
φ1n1,n2w
H and W and w are arbitrary constant matrix and vector, respectively.
In Theorem 4.11, we analyze the asymptotic behaviors of W (t) and Q(t)−1 when
H is symplectically similar to Je. This proves assertion 2 in Theorem 4.9.
Theorem 4.11. Suppose assumptions in Theorem 4.9 hold. Let Jx = Je and the
symplectic matrix S have the form in (4.15). If U1 and W2 are invertible, then W (t) =
U2U
−1
1 +O(t
−1) and Q(t)−1 = O(t−1) as t→ ±∞. Here U2U−11 is Hermitian.
Proof. Using the structure of Je in (4.14) and Lemma 4.4, it follows from (4.9) that
Y (t) ≡
[
Q(t)
P (t)
]
=
[
U1 V1
U2 V2
] [
eiαtΦn −eiαtβΓ̂2n−1n
0 (eiαtΦn)
−H
] [
W1
W2
]
= eiαt
[
U1 V1
U2 V2
] [
ΦnW1 − βΓ̂2n−1n W2
Φ−Hn W2
]
, β ∈ {−1, 1}.
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Since W2 is invertible and Φ
−H
n = Φ̂n (see Lemma 4.3), using Table 1 we see that[
Q(t)
P (t)
]
W−12 (ΦnW1W
−1
2 − βΓ̂2n−1n )−1 = eiαt
[
U1 V1
U2 V2
] [
I
O(t−1)
]
= eiαt
[
U1 +O(t
−1)
U2 +O(t
−1)
]
, as t→ ±∞.
From Table 1, we have
W−12 (ΦnW1W
−1
2 − βΓ̂2n−1n )−1 = W−12 (O(t−1)− βI)−1(Γ̂2n−1n )−1 = O(t−1).
Then it holds that
Q(t)−1 = e−iαtW−12 (ΦnW1W
−1
2 − βΓ̂2n−1n )−1(U1 +O(t−1))−1 = O(t−1),
as t→ ±∞. Consequently, we obtain that
W (t) = (U2 +O(t
−1))(U1 +O(t−1))−1 = U2U−11 +O(t
−1), as t→ ±∞.
Since S in (4.15) is symplectic, this implies that U2U−11 is Hermitian.
Now, we consider the case that the Hamiltonian matrix H has a Hamiltonian
Jordan canonical form Jd or Jc in (4.14). We first prove assertion 4 in Theorem 4.9,
i.e., the case J = Jd. Accordingly, assertion 3 in Theorem 4.9, i.e., the case J = Jc, is
a quick consequence of assertion 4. To this end, we need the following estimates.
Lemma 4.12. Suppose that H in (4.1) has a Hamiltonian Jordan canonical form
Jd in (4.14) and that the symplectic matrix S in (4.8) is of the form in (4.16). Let
Y (t) = [Q(t)>, P (t)>]> be the solution of IVP (4.1) and [W>1 ,W
>
2 ]
> = S−1[I,W0]>.
Suppose that W2 ∈ Cn×n is invertible and
W := W1W
−1
2 =
[
W1,1 w1,2
w2,1 w2,2
]
, (4.20)
where W1,1 ∈ C(n1+n2)×(n1+n2), w1,2,wH2,1 ∈ Cn1+n2 and w2,2 ∈ C. Let iγ, iδ be eigen-
values of H ,[
fu gu
fv gv
]
=
1
2
[
(−1)n1(w2,2 − iβ) (−1)n2(w2,2 + iβ)
(−1)n1(iβw2,2 + 1) (−1)n2(−iβw2,2 + 1)
]
, (4.21a)
and let
U(t) =
[
U1 u1 v1
U2 u2 v2
] I 00 fueiγt + gueiδt
0 fve
iγt + gve
iδt
 ∈ C2n×n (4.21b)
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be a quasiperiodic matrix. Then there exists a nonsingular matrix Ω(t) of the form
Ω(t) =
[
O(t−2) O(t−1)
0 1
]
(4.22)
satisfying
Y (t)W−12 Ω(t) = U(t) +O(t
−1), (4.23)
as t→ ±∞. Furthermore, if w2,2 is real then U(t) is J -orthogonal for each t.
Proof. From Lemma 4.5 and (4.9), we have
Y (t) ≡
[
Q(t)
P (t)
]
= S
[
B D
G E
] [
W1
W2
]
, (4.24)
where
B =
[
Φn1,n2 φ
1
n1,n2
0 ω11
]
, D =
[
Γ̂2n1,2n2n1+1,n2+1 φ
2
n1,n2
ψ̂1
H
n1,n2
ω12
]
,
G =
[
0 0
0 ω21
]
, E =
[
Φ̂n1,n2 0
ψ̂2
H
n1,n2
ω22
]
,
and Φn1,n2 , Φ̂n1,n2 , Γ̂
2n1,2n2
n1+1,n2+1
, φjn1,n2 , ψ̂
jH
n1,n2
and ωij for i, j ∈ {1, 2} are given in (4.12).
Denote
Υn1,n2 = Φn1,n2W1,1 + φ
1
n1,n2
w2,1,
pn1,n2 = Φn1,n2w1,2 + φ
1
n1,n2
w2,2 + φ
2
n1,n2
,
(4.25)
where W1,1, w2,1, w1,2 and w2,2 are defined in (4.20). From (4.16), (4.24) and (4.25),
we have [
Q(t)
P (t)
]
W−12 =
[
U1 V1
U2 V2
][
Υn1,n2 + Γ̂
2n1,2n2
n1+1,n2+1
pn1,n2
Φ̂n1,n2 0
]
+
[
u1 v1
u2 v2
][
ψ̂1
H
n1,n2
+ ω11w2,1 ω11w2,2 + ω12
ψ̂2
H
n1,n2
+ ω21w2,1 ω21w2,2 + ω22
]
.
Let
Ω(t) =
[
(Υn1,n2 + Γ̂
2n1,2n2
n1+1,n2+1
)−1 −(Υn1,n2 + Γ̂2n1,2n2n1+1,n2+1)−1pn1,n2
0 1
]
.
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By a direct computation from Table 2 and (4.25), we obtain that Ω(t) =
[
O(t−2) O(t−1)
0 1
]
and[
Q(t)
P (t)
]
W−12 Ω(t) =
[
U1 V1
U2 V2
] [
I 0
O(t−2) O(t−1)
]
+
[
u1 v1
u2 v2
] [
O(t−1) ω11w2,2 + ω12 − ξ1 +O(t−1)
O(t−1) ω21w2,2 + ω22 − ξ2 +O(t−1)
]
=
[
U1 u1 v1
U2 u2 v2
] I 00 ω11w2,2 + ω12 − ξ1
0 ω21w2,2 + ω22 − ξ2
+O(t−1), (4.26)
as t→ ±∞, where ξj = ψ̂jHn1,n2(Γ̂2n1,2n2n1+1,n2+1)−1(φ1n1,n2w2,2 + φ2n1,n2) for j = 1, 2. Let
Θ =
√
2
2
[ −1 iβ
−1 −iβ
]
, (4.27)
where β ∈ {−1, 1}. Then Θ is unitary. From (4.12) we have[
φ1n1,n2 | φ2n1,n2
]
=
[
eiγtφn1 0
0 eiδtφn2
]
Θ,
[
ψ̂1
H
n1,n2
ψ̂2
H
n1,n2
]
= ΘH
[
−iβeiγtψ̂Hn1 0
0 iβeiδtψ̂Hn2
]
.
Then[
ξ1
ξ2
]
= ΘH
[
ψ̂Hn1 0
0 ψ̂Hn2
][
Γ̂2n1n1+1 0
0 Γ̂2n2n2+1
]−1 [
eiγtφn1 0
0 eiδtφn2
]
Θ
[
w2,2
1
]
= ΘH
[
κn1 0
0 κn2
] [
eiγt 0
0 eiδt
]
Θ
[
w2,2
1
]
, (4.28)[
ω11w2,2 + ω12
ω21w2,2 + ω22
]
= ΘH
[
eiγt 0
0 eiδt
]
Θ
[
w2,2
1
]
,
where κnj = ψ̂
H
nj
(Γ̂
2nj
nj+1
)−1φnj for j = 1, 2. From Theorem A.3, we have 1−κnj = (−1)nj
for j = 1, 2. It follows from (4.27) and (4.28) that[
ω11w2,2 + ω12 − ξ1
ω21w2,2 + ω22 − ξ2
]
= ΘH
[
(−1)n1eiγt 0
0 (−1)n2eiδt
]
Θ
[
w2,2
1
]
=
1
2
[ −1 −1
−iβ iβ
] [
(−1)n1eiγt 0
0 (−1)n2eiδt
] [ −1 iβ
−1 −iβ
] [
w2,2
1
]
=
1
2
[
(−1)n1(w2,2 − iβ)eiγt + (−1)n2(w2,2 + iβ)eiδt
(−1)n1(iβw2,2 + 1)eiγt + (−1)n2(−iβw2,2 + 1)eiδt
]
≡
[
fu gu
fv gv
] [
eiγt
eiδt
]
. (4.29)
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Assertion (4.23) follows from (4.26) and (4.29).
Suppose that w2,2 is real, we show that U(t) is J -orthogonal. Let
z(t) =
[
(fue
iγt + gue
iδt)u1 + (fve
iγt + gve
iδt)v1
(fue
iγt + gue
iδt)u2 + (fve
iγt + gve
iδt)v2
]
.
Since the matrix S given in (4.16) is symplectic, it suffices to show that z(t)HJ z(t) = 0.
From (4.29), we have
z(t)HJ z(t) =
[
fue
iγt + gue
iδt
fve
iγt + gve
iδt
]H [
u1 v1
u2 v2
]H
J
[
u1 v1
u2 v2
] [
fue
iγt + gue
iδt
fve
iγt + gve
iδt
]
= [w2,2, 1]Θ
H
[
(−1)n1e−iγt 0
0 (−1)n2e−iδt
]
Θ
[
0 1
−1 0
]
ΘH
[
(−1)n1eiγt 0
0 (−1)n2eiδt
]
Θ
[
w2,2
1
]
= iβ[w2,2, 1]Θ
H
[
1 0
0 −1
]
Θ
[
w2,2
1
]
= iβ[w2,2, 1]
[
0 −iβ
iβ 0
] [
w2,2
1
]
= [w2,2, 1]
[
0 1
−1 0
] [
w2,2
1
]
= 0,
for each t. Hence, the quasiperiodic matrix U(t) is J -orthogonal for each t.
Remark 4.2. Since the initial matrix W0 of the RDE is Hermitian,[
W1
W2
]H
J
[
W1
W2
]
= [I,W0]S−HJS−1
[
I
W0
]
= [I,W0]J
[
I
W0
]
= 0,
that is, the column space of [W>1 ,W
>
2 ]
> is a Lagrangian subspace. Hence, W defined
in (4.20) is Hermitian and w2,2 is real. Notice that it follows from (4.21a) that fu, fv,
gu and gv are constants and |fu| = |fv| = |gu| = |gv|.
Partition U(t) in (4.21b) as U(t) = [U1(t)
>,U2(t)>]>, where
U1(t) =
[
U1|(fueiγt + gueiδt)u1 + (fveiγt + gveiδt)v1
]
,
U2(t) =
[
U2|(fueiγt + gueiδt)u2 + (fveiγt + gveiδt)v2
]
.
(4.30)
Now we are ready to prove assertion 4 in Theorem 4.9.
Theorem 4.13. Suppose assumptions in Theorem 4.9 hold and W2 is invertible. Let
Jx = Jd and partion the symplectic matrix S as the form in (4.16). Denote
U1 = [U1, fuu1 + fvv1], U2 = [U2, fuu2 + fvv2] ∈ Cn×n,
ζ1 = guu1 + gvv1, ζ2 = guu2 + gvv2 ∈ Cn, (4.31)
53
where Uj, uj, vj, for j = 1, 2, are given in (4.16) and fu, fv, gu, gv are defined in
(4.21a). Then Uj and ζj for j = 1, 2 are independent of t. If U1 is invertible, then
W (t) = U2U
−1
1 +
eiθt
1 + eiθteHn U
−1
1 ζ1 +O(t
−1)
[(
ζ2 −U2U−11 ζ1
)
eHn U
−1
1 +O(t
−1)
]
+O(t−1),
Q(t)−1 =
e−iγt
1 + eiθteHn U
−1
1 ζ1 +O(t
−1)
[
W−12 ene
H
n U
−1
1 +O(t
−1)
]
+O(t−1),
as t→ ±∞, where θ = δ − γ.
Proof. Let θ = δ − γ. From (4.30) and (4.31), we have
U1(t) =
[
U1|(fu + gueiθt)u1 + (fv + gveiθt)v1
]
(I ⊕ eiγt)
= (U1 + e
iθtζ1e
H
n )(I ⊕ eiγt),
U2(t) =
[
U2|(fu + gueiθt)u2 + (fv + gveiθt)v2
]
(I ⊕ eiγt)
= (U2 + e
iθtζ2e
H
n )(I ⊕ eiγt).
From (4.23) it follows that there exist matrix functions M ε1 (t) and M
ε
2 (t) such that
Q(t)W−12 Ω(t)(I ⊕ e−iγt) = (U1 + eiθtζ1eHn ) +M ε1 (t),
P (t)W−12 Ω(t)(I ⊕ e−iγt) = (U2 + eiθtζ2eHn ) +M ε2 (t), (4.32)
where M ε1 (t) = O(t
−1) and M ε2 (t) = O(t
−1) as t→ ±∞. Then
W (t) = P (t)Q(t)−1 =
(
U2 + e
iθtζ2e
H
n
) [
(U1 +M
ε
1 (t)) + e
iθtζ1e
H
n
]−1
+M ε2 (t)
[
(U1 +M
ε
1 (t)) + e
iθtζ1e
H
n
]−1
. (4.33)
Let
Uε1(t) ≡ U1 +M ε1 (t). (4.34)
Since U1 is invertible andM
ε
1 (t) = O(t
−1) as t→ ±∞, Uε1(t) is invertible for sufficiently
large |t| and Uε1(t)−1 = U−11 + O(t−1). Applying the Sherman-Morrison-Woodbury
formula, we have(
Uε1(t) + e
iθtζ1e
H
n
)−1
= Uε1(t)
−1 − e
iθt
1 + eiθteHn U
ε
1(t)
−1ζ1
Uε1(t)
−1ζ1eHn U
ε
1(t)
−1. (4.35)
Since M ε2 (t) = O(t
−1) as t→ ±∞,
M ε2 (t)
[
(U1 +M
ε
1 (t)) + e
iθtζ1e
H
n
]−1
= O
(
t−1eiθt
1 + eiθteHn U
ε
1(t)
−1ζ1
)
. (4.36)
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Plugging (4.35) and (4.36) into (4.33), it turns out
W (t) = U2U
ε
1(t)
−1 + eiθt(ζ2eHn U
ε
1(t)
−1)
− e
iθt
1 + eiθteHn U
ε
1(t)
−1ζ1
eiθtζ2e
H
n
(
Uε1(t)
−1ζ1eHn U
ε
1(t)
−1)
− e
iθt
1 + eiθteHn U
ε
1(t)
−1ζ1
U2
(
Uε1(t)
−1ζ1eHn U
ε
1(t)
−1)+O( t−1eiθt
1 + eiθteHn U
ε
1(t)
−1ζ1
)
= U2U
ε
1(t)
−1 +
eiθt
1 + eiθteHn U
ε
1(t)
−1ζ1
[(
ζ2 −U2Uε1(t)−1ζ1
)
eHn U
ε
1(t)
−1 +O(t−1)
]
= U2U
−1
1 +
eiθt
1 + eiθteHn U
−1
1 ζ1 +O(t
−1)
[(
ζ2 −U2U−11 ζ1
)
eHn U
−1
1 +O(t
−1)
]
+O(t−1),
as t→ ±∞.
From (4.32), we have Q(t)−1 = W−12 Ω(t)(I⊕e−iγt)(Uε1(t)+eiθtζ1eHn )−1, where Uε1(t)
is defined in (4.34). From (4.22), we obtain that Ω(t)(I ⊕ e−iγt) = e−iγteneHn + O(t−1)
as t→ ±∞. Therefore, by (4.35) and (4.36), we have
Q(t)−1 = e−iγtW−12
(
ene
H
n +O(t
−1)
) (
Uε1(t) + e
iθtζ1e
H
n
)−1
=e−iγtW−12 ene
H
n
[
Uε1(t)
−1 − e
iθt
1 + eiθteHn U
ε
1(t)
−1ζ1
(
Uε1(t)
−1ζ1eHn U
ε
1(t)
−1)]
+O
(
t−1eiθt
1 + eiθteHn U
ε
1(t)
−1ζ1
)
=e−iγtW−12 ene
H
n
[
U−11 −
eiθt
1 + eiθteHn U
−1
1 ζ1 +O(t
−1)
(
U−11 ζ1e
H
n U
−1
1 +O(t
−1)
)
+O(t−1)
]
=e−iγtW−12 ene
H
n U
−1
1 −
e−iγteiθteHn U
−1
1 ζ1
1 + eiθteHn U
−1
1 ζ1 +O(t
−1)
[
W−12 ene
H
n U
−1
1 +O(t
−1)
]
+O(t−1)
=
e−iγt
1 + eiθteHn U
−1
1 ζ1 +O(t
−1)
[
W−12 ene
H
n U
−1
1 +O(t
−1)
]
+O(t−1),
as t→ ±∞.
Roughly speaking, Theorem 4.13 shows that if θ 6= 0, then W (t) and Q(t)−1 will
converge in the rate O(t−1), as t → ±∞, to a periodic orbit W∞(t) with period 2pi/θ
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and to a quasiperiodic orbit Q−1∞ (t),
W∞(t) = U2(t)U1(t)−1
= U2U
−1
1 +
eiθt
1 + eiθteHn U
−1
1 ζ1
[(
ζ2 −U2U−11 ζ1
)
eHn U
−1
1
]
, (4.37)
Q−1∞ (t) =
e−iγt
1 + eiθteHn U
−1
1 ζ1
W−12 ene
H
n U
−1
1 ,
respectively, where U1, U2, ζ1 and ζ2 are defined in (4.31) and t ∈ {t ∈ R|1 +
eiθteHn U
−1
1 ζ1 6= 0}. More precisely, for each 0 < ρ  1, this convergence in the
rate O(t−1) is taking t→ ±∞ along the unbounded set {t ∈ R| |1+eiθteHn U−11 ζ1| > ρ}.
Note that the matrices
(
ζ2 −U2U−11 ζ1
)
eHn U
−1
1 and W
−1
2 ene
H
n U
−1
1 are constant (inde-
pendent of t) and are of rank one. In addition, the periodic obit W∞(t) is Hermitian
because Lemma 4.12 shows that U(t) = [U1(t)
>,U2(t)>]> is J -orthogonal. The orbit
W∞(t) blows up when U1(t) in (4.30) is singular (or 1 + eiθteHn U
−1
1 ζ1 = 0). In the
following theorem, we will show that if θ 6= 0 then W∞(t) will periodically blow-up.
Theorem 4.14. With the same notations of Theorem 4.13, suppose that [U1|u1] is
invertible, where U1 and u1 are given in (4.16). If θ = δ − γ 6= 0, then the periodic
matrix U1(t) in (4.30) is singular with period 2pi/|θ|.
Proof. From (4.16), S is symplectic and [U1, u1|V1, v1]J [U1, u1|V1, v1]H = 0 . Since
[U1|u1] is invertible, we have
[Z1|z1] = [U1|u1]−1[V1|v1] ∈ Cn×n
is Hermitian. Here, z1 ≡ [z>11, z>12]> = [U1|u1]−1v1, where z11 ∈ Cn−1 and z12 ∈ R. It
follows from (4.30) that
[U1|u1]−1U1(t)(I ⊕ e−iγt) =
[
I (fv + gve
iθt)z11
0 (fu + gue
iθt) + z12(fv + gve
iθt)
]
.
Since W0 is Hermitian, we have w2,2 is real by Remark 4.2. From (4.21a), we obtain
that fu = g¯u and fv = g¯v. Since z12 is real and θ 6= 0, fu + z12fv = gu + z12gv and
there exists t∗ ∈ [0, 2pi) such that fu + z12fv = (gu + z12gv)eiθt∗ . Hence, U1(t∗+ 2piθ k) is
singular for each k ∈ Z.
We now consider the case that θ = 0, i.e., η := γ = δ and H has Hamiltonian
Jordan canonical form Jc in (4.14). In this case, we show that W (t) and Q(t)
−1 will
converge in the rate O(t−1) to a constant matrix and a periodic orbit, respectively.
This proves assertion 3 in Theorem 4.9.
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Theorem 4.15. Suppose assumptions in Theorem 4.9 hold. Let Jx = Jc and the
symplectic matrix S have the form in (4.16). Suppose that W2 ∈ Cn×n is invertible
and W := W1W
−1
2 has the form in (4.20). Let U1,0 = U1(0) and U2,0 = U2(0), where
U1(t) and U2(t) are defined in (4.30). If U1,0 is invertible, then
W (t) = U2,0U
−1
1,0 +O(t
−1),
Q(t)−1 = e−iηtW−12 ene
H
n U
−1
1,0 +O(t
−1),
as t→ ±∞. Here, U2,0U−11,0 is Hermitian.
Proof. From (4.30), (4.22) and (4.23) with η := γ = δ, we have
Y (t)W−12 Ω(t)(I ⊕ e−iηt) =
[
U1,0
U2,0
]
+O(t−1) and Ω(t) = eneHn +O(t
−1),
as t→ ±∞, where Y (t) = [Q(t)>, P (t)>]>. Since U1,0 is invertible, we have
W (t) = P (t)Q(t)−1 = (U2,0 +O(t−1))(U1,0 +O(t−1))−1 = U2,0U−11,0 +O(t
−1),
Q(t)−1 = W−12 Ω(t)(I ⊕ e−iηt)(U1,0 +O(t−1))−1 = e−iηtW−12 eneHn U−11,0 +O(t−1),
as t → ±∞. Using the fact that W0 is Hermitian, it follows from Remark 4.2 and
Lemma 4.12 that U(0) = [U>1,0,U
>
2,0]
> is J -orthogonal. Hence, U2,0U−11,0 is Hermitian.
Example 4.1. In this example, we show some numerical experiments to demonstrate
above theorems. Consider the Hamiltonian matrix H has a Jordan canonical form
Jx =
[
Rx Dx
Gx −R−Hx
]
. Assume H = SJxS−1, where the symplectic matrix S is
randomly generated and
Rx =

iγ 1 0 0
0 iγ 0 −
√
2
2
0 0 iδ −
√
2
2
0 0 0 i
2
(γ + δ)
 , Dx =
√
2i
2

0 0 0 0
0 0 0 1
0 0 0 −1
0 −1 1 −
√
2i
2
(γ − δ)
 ,
Gx = −1
2
(γ − δ)e4e>4 .
We also randomly generate a complex Hermitian matrix W0 as the initial matrix of
RDE (4.3). Then the solution Y (t) = [Q(t)>, P (t)>]> of IVP (4.1) can be computed
by the formula Y (t) = SeJxtS−1[I,W0]>. The extended solution of the RDE can be
obtained by the formula W (t) = P (t)Q(t)−1 for t ∈ TW , where TW is defined in (3.41).
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1. We consider the case x = d with γ = 7.8340 and δ = 7.2888. Then |θ| =
|δ − γ| = 0.5452. We note from (4.37) that W∞(t) = U2(t)U1(t)−1, where
U1(t) and U2(t) are given in (4.30). In Figure 1, we show the smallest singular
value of U1(t) and ‖W∞(t)‖F , ‖W (t)‖F , ‖Q−1∞ (t)‖F and ‖Q−1(t)‖F plotted by
the log scale for 900 6 t 6 1000. This figure shows that the periodic matrix
U1(t) is singular with period 2pi/|θ| = 11.5248 which coincides with assertions
of Theorem 4.14. Therefore, ‖W∞(t)‖F blows up at each t at which U1(t) is
singular. The asymptotic behaviors of ‖W (t)‖F and ‖Q(t)−1‖F are similar to
that of ‖W∞(t)‖F and ‖Q−1∞ (t)‖F , respectively. The differences, ‖W (t)−W∞(t)‖F
and ‖Q(t)−1 − Q−1∞ (t)‖F , for −1000 6 t 6 0 and for 0 6 t 6 1000, are shown
in Figure 2. We can see that for each 0 < ρ  1, as t → ±∞ along the set
{t ∈ R| |1+eiθteHn U−11 ζ1| > ρ}, W (t) and Q(t)−1 converges to W∞(t) and Q−1∞ (t),
respectively, with the rate O(t−1). It turns out that the curves ‖W (t)−W∞(t)‖F
and ‖Q(t)−1 − Q−1∞ (t)‖F match the curve y = C/t on this set. However, as
t → ±∞ along the set {t ∈ R| 1 + eiθteHn U−11 ζ1 = 0}, that is the poles of
W∞(t) and Q−1∞ (t), W (t) and Q(t)
−1 tend to infinity. This leads to the peaks
appear periodically in Figure 2. Therefore, the curves ‖W (t) − W∞(t)‖F and
‖Q(t)−1 −Q−1∞ (t)‖F blow-up on this set.
2. Let η := γ = δ = 7.8340, i.e., we consider the case x = c. In this case we have
shown in Theorem 4.15 that
(i) W (t) converges at the rate O(t−1) to a constant matrix U2,0U−11,0;
(ii) Q(t)−1 converges at the rate O(t−1) to a periodic orbit, e−iηtW−12 ene
H
n U
−1
1,0,
with period 2pi/|η|.
In Figure 3, we show the difference between W (t) and the constant matrix
U2,0U
−1
1,0 for −1000 6 t 6 0 and for 0 6 t 6 1000. In Figure 4, we show
the Frobenius norm of Q(t)−1 and the difference between Q(t)−1 and Q−1∞ (t) =
e−iηtW−12 ene
H
n U
−1
1,0 for −1000 6 t 6 0 and for 0 6 t 6 1000. We can also see in
Figures 3 and 4 that W (t) and Q(t)−1 have a blow-up at t ≈ −10, even though
we have shown in Theorem 4.15 that W (t) and Q(t)−1 have convergence with the
rate O(t−1).
Note that the matrix J in Example 4.1 is given, and hence, the solution W (t) can be
computed with a good accuracy. For the generalH , a number of algorithms have been
proposed for solving RDEs (4.1) numerically. These include conventional Runge-Kutta
methods and linear multi-step methods [13, 22] if blow-ups are not in the solution. If
the solutions have blow-ups, an efficient numerical method developed by [57] can be
used for solving the RDEs.
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4.3 Asymptotic Analysis of RDE
In this subsection, we will investigate the asymptotic behaviors of W (t) = P (t)Q(t)−1
and Q(t)−1 as t → ±∞, where Y (t) = [Q(t)>, P (t)>]> is the solution of IVP (4.1).
Suppose that S is symplectic such that S−1H S = J is of the form in (4.8), where
H ∈ C2n×2n is the Hamiltonian matrix in (4.1). Since J is the combination of the four
elementary cases in Subsection 4.2, detailed calculations for the asymptotic analysis
are much tedious. However, the procedure is similar to what we have done in Subsec-
tion 4.2. Therefore, we only state the asymptotic analysis for the general cases and
leave the proofs in Appendix.
Denote nr, ne, nc and nd be the sizes of Rr, Re, Rc and Rd in (4.8), respectively. It
holds that nr+ne+nc+nd = n. Let ncd = nc+nd and necd = ne+nc+nd. Partitioning
Wj for j = 1, 2 in (4.9) as
Wj =
[
W j1,1 W
j
1,2
W j2,1 W
j
2,2
]}nr
}necd︸︷︷︸
nr
︸︷︷︸
necd
.
We first make two assumptions:
Assumption A+. Assume that Z
−1
1,+ =
[
W 11,1 W
1
1,2
W 22,1 W
2
2,2
]
is invertible.
Assumption A−. Assume that Z−11,− = W2 is invertible.
Remark 4.3. When we consider four elementary cases mentioned in Subsection 4.2, it
follows from Theorem 4.9 that Assumptions A+ and A− are one of the necessary
conditions for the asymptotic analysis as t→∞ and t→ −∞, respectively.
Under the Assumptions A+ and A−, the matrices Z1,+ and Z1,− exist. We parti-
tion Z1,+ and Z1,− as the block forms
Z1,+ =
[
Z1r,+ Z
1
ecd,+
]}n,︸︷︷︸
nr
︸︷︷︸
necd
Z1,− =
[
Z1r,− Z
1
ecd,−
]}n.︸︷︷︸
nr
︸︷︷︸
necd
(4.38)
From (4.9), we have
Y (t)Z1,+ = SeJt
[
W+1
W+2
]
, Y (t)Z1,− = SeJt
[
W−1
W−2
]
, (4.39)
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where W+j = WjZ1,+ and W
−
j = WjZ1,−, for j = 1, 2, are of the forms
W+1 =
[
Inr 0
W+2,1 W
+
ecd
]
, W+2 =
[
W+1,1 W
+
1,2
0 Inecd
]
, (4.40a)
W−1 =
[
W−1,1 W
−
1,2
W−2,1 W
−
ecd
]
, W−2 =
[
Inr 0
0 Inecd
]
. (4.40b)
In order to investigate the asymptotic behavior of Y (t), we partition the symplectic
matrix S in (4.8) and eJt in (4.13), respectively, as
S = [ Ur Uecd Vr Vecd ] = [ U r1 U ecd1 V r1 V ecd1U r2 U ecd2 V r2 V ecd2
]
(4.41)
and
eJt =

Rr 0 0 0
0 Recd 0 Decd
0 0 R−Hr 0
0 Gecd 0 Eecd
 ≡

Rr(t) 0 0 0
0 Recd(t) 0 Decd(t)
0 0 Rr(t)−H 0
0 Gecd(t) 0 Eecd(t)
 , (4.42)
where Rr = eRrt and Rr is defined in (4.8).
Let r = min{<(diag(Rr))} > 0, where <(z) is the real part of z ∈ C. Then
R−1r = o(e−rttnr), as t→∞,
RHr = o(e−r|t||t|nr), as t→ −∞, (4.43)
i.e., limt→∞ t−nrertR−1r = limt→−∞ |t|−nrer|t|RHr = 0.
Theorem 4.16. Assume that H in (4.1) has Hamiltonian Jordan canonical form J
in (4.8) and the symplectic matrix S in (4.8) is of the form in (4.41). Then
(i) if Assumption A+ holds, then there is a nonsingular matrix
Z2,+(t) = Z1,+(R−1r ⊕ Inecd), (4.44a)
such that
Y (t)Z2,+(t) =
[
Ur, [Uecd|Vecd]
[ Recd Decd
Gecd Eecd
] [
W+ecd
Inecd
]]
+ o(e−rttn), (4.44b)
as t→∞. In particular, if J =
[
Rr 0
0 −RHr
]
, then
Z2,+(t) = o(e
−rttn), Y (t)Z2,+(t) = Ur + o(e−2rtt2n), as t→∞. (4.45)
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(ii) if Assumption A− holds, then there exists an invertible matrix
Z2,−(t) = Z1,−(RHr ⊕ Inecd), (4.46a)
such that
Y (t)Z2,−(t) =
[
Vr, [Uecd|Vecd]
[ Recd Decd
Gecd Eecd
] [
W−ecd
Inecd
]]
+ o(e−r|t||t|n), (4.46b)
as t→ −∞. In particular, if J =
[
Rr 0
0 −RHr
]
, then
Z2,−(t) = o(e−r|t||t|n), Y (t)Z2,−(t) = Vr + o(e−2r|t||t|2n), as t→ −∞. (4.47)
Proof. Suppose that Assumption A+ holds. Since Rr = eRrt is invertible, the matrix
Z2,+(t) defined in (4.44a) is invertible. Plugging (4.40a), (4.41), (4.42) and (4.44a) into
(4.39), it follows from (4.43) that
Y (t)Z2,+(t) = S

Rr 0 0 0
0 Recd 0 Decd
0 0 R−Hr 0
0 Gecd 0 Eecd


R−1r 0
W+2,1R−1r W+ecd
W+1,1R−1r W+1,2
0 Inecd

= S

I 0
o(e−rttn) RecdW+ecd +Decd
o(e−2rtt2nr) o(e−rttnr)
o(e−rttnr) GecdW+ecd + Eecd
 (4.48)
=
[
Ur, [Uecd|Vecd]
[ Recd Decd
Gecd Eecd
] [
W+ecd
Inecd
]]
+ o(e−rttn),
as t→∞. Hence we obtain (4.44b). In particular, if J = Rr⊕ (−RHr ), then (4.45) can
be obtained from (4.48) directly.
Suppose that Assumption A− holds. Since Rr is invertible, the matrix Z2,−(t)
defined in (4.46a) is invertible. Plugging (4.40b), (4.41), (4.42) and (4.46a) into (4.39),
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it follows from (4.43) that
Y (t)Z2,−(t) = S

Rr 0 0 0
0 Recd 0 Decd
0 0 R−Hr 0
0 Gecd 0 Eecd


W−1,1RHr W−1,2
W−2,1RHr W−ecd
RHr 0
0 Inecd

= S

o(e−2r|t||t|2nr) o(e−r|t||t|nr)
o(e−r|t||t|n) RecdW−ecd +Decd
I 0
o(e−r|t||t|nr) GecdW−ecd + Eecd
 (4.49)
=
[
Vr, [Uecd|Vecd]
[ Recd Decd
Gecd Eecd
] [
W−ecd
Inecd
]]
+ o(e−r|t||t|n),
as t → −∞. Hence we obtain (4.46b). In particular, if J = Rr ⊕ (−RHr ), then (4.47)
can be obtained from (4.49) directly.
By (4.45) and (4.47), we have the following consequence.
Corollary 4.17. With the same notations of Theorem 4.16, suppose that Assump-
tions A+ and A− hold and J =
[
Rr 0
0 −RHr
]
. Let Uj = U
r
j , Vj = V
r
j for j = 1, 2
and W (t) = P (t)Q(t)−1, where Y (t) = [Q(t)>, P (t)>]> is the solution of IVP (4.1). If
U1 and V1 are invertible, then
W (t) = U2U
−1
1 +O(e
−2rtt2n), Q(t)−1 = O(e−rttn), as t→∞,
W (t) = V2V
−1
1 +O(e
−2r|t||t|2n), Q(t)−1 = O(e−r|t||t|n), as t→ −∞,
where r = min{<(diag(Rr))} > 0. Here, U2U−11 and V2V−11 are Hermitian.
Let
Yecd,±(t) = [Uecd|Vecd]
[ Recd Decd
Gecd Eecd
] [
W±ecd
Inecd
]
. (4.50)
From (4.44b) and (4.46b), we need to simplify Yecd,±(t) for checking the linear inde-
pendence of its column space, as t→ ±∞. Plugging (4.38) into (4.44a) and (4.46a), it
follows from (4.43) that
Z2,+(t) =
[
o(e−rttnr),Z1ecd,+
]
, as t→∞,
Z2,−(t) =
[
o(e−r|t||t|nr),Z1ecd,−
]
, as t→ −∞. (4.51)
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Partition Z1ecd,± in (4.38), W
±
ecd in (4.40) and Uecd, Vecd in (4.41), respectively, as
Z1ecd,± =
[
Z1e,± Z
1
cd,±
]}n,︸︷︷︸
ne
︸︷︷︸
ncd
W±ecd =
[
W±2,2 W
±
2,3
W±3,2 W
±
cd
]}ne
}ncd︸︷︷︸
ne
︸︷︷︸
ncd
(4.52)
and
Uecd = [Ue, Ucd] =
[
U e1 U
cd
1
U e2 U
cd
2
]
, Vecd = [Ve, Vcd] =
[
V e1 V
cd
1
V e2 V
cd
2
]
. (4.53)
Let [ Rcd Dcd
Gcd Ecd
]
≡
[ Rcd(t) Dcd(t)
Gcd(t) Ecd(t)
]
=
[ Rc ⊕Rd Dc ⊕Dd
0⊕ Gd R−Hc ⊕ Ed
]
, (4.54)
where Rc, Rd, Dc, Dd, Gd and Ed are shown in Theorem 4.8. Then[ Recd Decd
Gecd Eecd
]
=
[ Re ⊕Rcd De ⊕Dcd
0⊕ Gcd R−He ⊕ Ecd
]
,
where Re ≡ Re(t) and De ≡ De(t) are shown in (4.13). Denote
Te,± ≡ Te,±(t) = ReW±2,2 +De, (4.55)
where W±2,2 is given in (4.52). The proof of the following lemma is left in Appendix.
Lemma 4.18. Let Rcd, Dcd, Gcd, Ecd and Te,± be of the forms in (4.54) and (4.55),
respectively. Let
I± = {t ∈ R|Te,± and Rcd(W±cd −W±3,2T −1e,±ReW±2,3) +Dcd are invertible}, (4.56)
where W±cd, W
±
3,2 and W
±
2,3 are given in (4.52). Then there are nonsingular matrices,
Zecd,+(t) for t ∈ I+ and Zecd,−(t) for t ∈ I−, of the forms
Zecd,±(t) =
[
O(t−1) O(t−1)
O(t−1) Incd
]
, as t→ ±∞,︸︷︷︸
ne
︸︷︷︸
ncd
(4.57a)
such that
Yecd,±(t)Zecd,±(t) =
[
Ue, [Ucd|Vcd]
[ Rcd Dcd
Gcd Ecd
] [
W±cd +O(t
−1)
I
]]
+O(t−1), (4.57b)
as t → ±∞, respectively, where Ue, Ucd and Vcd are given in (4.53) and Yecd,±(t) and
W±cd are given in (4.50) and (4.52), respectively.
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Denote
Z3,±(t) = Z2,±(t)(Inr ⊕ Zecd,±(t)), for t ∈ I±.
From Theorem 4.16, Lemma 4.18 and (4.51), we then have the theorem.
Theorem 4.19. With the same notations of Theorem 4.16, where Uecd and Vecd are of
the forms in (4.53). Let r = min{<(diag(Rr))} > 0. Then
(i) if Assumption A+ holds, then there is a nonsingular matrix Z3,+(t) with
Z3,+(t) =
[
o(e−rttnr) O(t−1) Z1cd,+ +O(t
−1)
]︸ ︷︷ ︸
nr
︸︷︷︸
ne
︸ ︷︷ ︸
ncd
(4.58a)
for t ∈ I+ such that
Y (t)Z3,+(t) =
[
Ur + o(e
−rttn),
[
Ue, [Ucd|Vcd]
[ Rcd Dcd
Gcd Ecd
] [
W+cd +O(t
−1)
I
]]
+O(t−1)
]
,
(4.58b)
as t→∞, where Z1cd,+ and W+cd are given in (4.52);
(ii) if Assumption A− holds, then there is a nonsingular matrix Z3,−(t) with
Z3,−(t) =
[
o(e−r|t||t|nr) O(t−1) Z1cd,− +O(t−1)
]︸ ︷︷ ︸
nr
︸︷︷︸
ne
︸ ︷︷ ︸
ncd
(4.59a)
for t ∈ I− such that
Y (t)Z3,−(t) =
[
Vr + o(e
−r|t||t|n),
[
Ue, [Ucd|Vcd]
[ Rcd Dcd
Gcd Ecd
] [
W−cd +O(t
−1)
I
]]
+O(t−1)
]
,
(4.59b)
as t→ −∞, where Z1cd,− and W−cd are given in (4.52).
In the case thatRcd, Dcd, Gcd and Ecd are absent, we have an immediate consequence.
Corollary 4.20. With the same notations of Theorem 4.19, suppose that Assump-
tions A+ and A− hold and
J = Jre ≡

Rr 0 0 0
0 Re 0 De
0 0 −RHr 0
0 0 0 −RHe
 . (4.60)
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Let Uj,+ = [U
r
j , U
e
j ], Uj,− = [V
r
j , U
e
j ] for j = 1, 2 and W (t) = P (t)Q(t)
−1, where
Y (t) = [Q(t)>, P (t)>]> is the solution of IVP (4.1). If U1,+ and U1,− are invertible,
then
W (t) = U2,+U
−1
1,+ +O(t
−1), Q(t)−1 = O(t−1), as t→∞,
W (t) = U2,−U−11,− +O(t
−1), Q(t)−1 = O(t−1), as t→ −∞.
Here, U2,±U−11,± is Hermitian.
Suppose that those submatrices Rd, Dd and Gd of J in (4.8) are absent and that
Jc =
[
Rc Dc
0 −RHc
]
is of the elementary case with the form in (4.14), where Rc and Dc
are submatrices of J. Then Ucd = Uc and Vcd = Vc. Partition
Uc ≡
[
U c1
U c2
]
=
[
U c1,1 u
c
1,2
U c2,1 u
c
2,2
]
, Vc ≡
[
V c1
V c2
]
=
[
V c1,1 v
c
1,2
V c2,1 v
c
2,2
]
. (4.61)
We state the corollary but omit its proof, as it is an easy combination of Theorems
4.15 and 4.19.
Corollary 4.21. With the same notations of Theorem 4.19, suppose that Assump-
tions A+ and A− hold, and
J =

Rr 0 0 0 0 0
0 Re 0 0 De 0
0 0 Rc 0 0 Dc
0 0 0 −RHr 0 0
0 0 0 0 −RHe 0
0 0 0 0 0 −RHc
 , (4.62a)
where [
Rc Dc
0 −RHc
]
is of the elementary case with σ(Rc) = {iη}. (4.62b)
Let f±u , g
±
u , f
±
v and g
±
v be the constants defined in (4.21a) with W being replaced by
W±cd, where W
±
cd is given in (4.52). Denote
Uc,±1,0 = [U
c
1,1, (f
±
u + g
±
u )u
c
1,2 + (f
±
v + g
±
v )v
c
1,2],
Uc,±2,0 = [U
c
2,1, (f
±
u + g
±
u )u
c
2,2 + (f
±
v + g
±
v )v
c
2,2],
where U c1,1, U
c
2,1, u
c
1,2, u
c
2,2, v
c
1,2 and v
c
2,2 are defined in (4.61). Let
Uj,+ = [U
r
j , U
e
j ,U
c,+
j,0 ], Uj,− = [V
r
j , U
e
j ,U
c,−
j,0 ], (4.63)
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for j = 1, 2. If U1,+ and U1,− are invertible, then
W (t) = U2,+U
−1
1,+ +O(t
−1), Q(t)−1 = e−iηtZ1cd,+encde
H
n U
−1
1,+ +O(t
−1), as t→∞,
W (t) = U2,−U−11,− +O(t
−1), Q(t)−1 = e−iηtZ1cd,−encde
H
n U
−1
1,− +O(t
−1), as t→ −∞,
where Z1cd,± is defined in (4.52). Here U2,±U
−1
1,± is Hermitian.
From (4.58b) and (4.59b), we need to simplify the linear independence of the column
space of
Ycd,±(t) = [Ucd|Vcd]
[ Rcd Dcd
Gcd Ecd
] [
W±cd +O(t
−1)
I
]
, (4.64)
as t→ ±∞, respectively. Let
Rcd ≡ Rcd(t) = diag(B1, . . . ,Bµ), Dcd ≡ Dcd(t) = diag(D1, . . . ,Dµ),
Gcd ≡ Gcd(t) = diag(G1, . . . ,Gµ), Ecd ≡ Ecd(t) = diag(E1, . . . ,Eµ), (4.65)
where µ = µc + µd,
B` ≡ B`(t) =
[
Φm`,n` φ
1
m`,n`
0 ω`11
]
, D` ≡ D`(t) =
[
Γ̂2m`,2n`m`+1,n`+1 φ
2
m`,n`
ψ̂1
H
m`,n`
ω`12
]
,
G` ≡ G`(t) =
[
0 0
0 ω`21
]
, E` ≡ E`(t) =
[
Φ̂m`,n` 0
ψ̂2
H
m`,n`
ω`22
]
,
(4.66)
and Φm`,n` , Γ̂
2m`,2n`
m`+1,n`+1
, φ1m`,n` , φ
2
m`,n`
, ψ̂1
H
m`,n`
, ψ̂2
H
m`,n`
, ω`11, ω
`
12, ω
`
21 and ω
`
22 are defined
in (4.12) in which γ and η are replaced by γ` and δ`, respectively, and β is replaced by
βcd` ∈ {−1, 1} for ` = 1, . . . , µ. Note that γ` = δ`, βcd` = βc` when ` 6 µc and γ` 6= δ`,
βcd` = β
d
` when µc < ` 6 µ . Let κ` = m` + n` + 1. Denote
ωˆ`11 ≡ ωˆ`11(t) = 12 [(−1)m`eiγ`t + (−1)n`eiδ`t],
ωˆ`12 ≡ ωˆ`12(t) = 12 [−iβcd` ((−1)m`eiγ`t − (−1)n`eiδ`t)],
ωˆ`21 ≡ ωˆ`21(t) = 12 [iβcd` ((−1)m`eiγ`t − (−1)n`eiδ`t)],
ωˆ`22 ≡ ωˆ`22(t) = 12 [(−1)m`eiγ`t + (−1)n`eiδ`t],
(4.67)
where ` ∈ {1, 2, . . . , µ}.
In the following lemma, we consider the special case with µ = 2, i.e., Rcd, Dcd, Gcd
and Ecd in (4.65) have 2 diagonal blocks. The proof is left in Appendix. For the general
case, a similar result can be obtained by using the same procedure of proof.
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Lemma 4.22. Suppose that
Rcd = B1 ⊕B2, Dcd = D1 ⊕D2, Gcd = G1 ⊕G2, Ecd = E1 ⊕ E2, (4.68)
where Bj,Dj,Gj,Ej ∈ Cκj×κj are defined in (4.66). Let
W =
[
W11 W12
W21 W22
]}κ1
}κ2︸︷︷︸
κ1
︸︷︷︸
κ2
(4.69)
be a constant matrix. Then there is a nonsingular matrix Ω(t) with
Ω(t) =
[
eκ1e
H
κ1 0
0 eκ2e
H
κ2
]
+O(t−1)
such that
[ Rcd Dcd
Gcd Ecd
] [
W
I
]
Ω(t) =

I 0 0 0
0 ωˆ111w11 + ωˆ
1
12 0 ωˆ
1
11w12
0 0 I 0
0 ωˆ211w21 0 ωˆ
2
11w22 + ωˆ
2
12
0 0 0 0
0 ωˆ121w11 + ωˆ
1
22 0 ωˆ
1
21w12
0 0 0 0
0 ωˆ221w21 0 ωˆ
2
21w22 + ωˆ
2
22

+O(t−1),
(4.70)
as t→ ±∞, where wjk = Wjk(κj,κk) ∈ C and ωˆ`jk are given in (4.67) for `, j, k = 1, 2.
Partition W±cd, Z
1
cd,± in (4.52), Ucd, Vcd in (4.53) and identity matrix Incd , respec-
tively, as
W±cd =

W±cd,11 W
±
cd,12 · · · W±cd,1µ
W±cd,21 W
±
cd,22 · · · W±cd,2µ
...
...
...
W±cd,µ1 W
±
cd,µ2 · · · W±cd,µµ

}κ1
}κ2
...
}κµ︸ ︷︷ ︸
κ1
︸ ︷︷ ︸
κ2
︸ ︷︷ ︸
κµ
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Z1cd,± =
[
Z±cd,1 z
±
cd,1 Z
±
cd,2 z
±
cd,2 · · · Z±cd,µ z±cd,µ
]}n,︸︷︷︸
κ1−1
︸︷︷︸
1
︸︷︷︸
κ2−1
︸︷︷︸
1
︸︷︷︸
κµ−1
︸︷︷︸
1
Ucd ≡
[
U cd1
U cd2
]
=
[
U cd1,1 u
cd
1,1 U
cd
2,1 u
cd
2,1 · · · U cdµ,1 ucdµ,1
U cd1,2 u
cd
1,2 U
cd
2,2 u
cd
2,2 · · · U cdµ,2 ucdµ,2
]
,︸︷︷︸
κ1−1
︸︷︷︸
1
︸︷︷︸
κ2−1
︸︷︷︸
1
︸︷︷︸
κµ−1
︸︷︷︸
1
Vcd ≡
[
V cd1
V cd2
]
=
[
V cd1,1 v
cd
1,1 V
cd
2,1 v
cd
2,1 · · · V cdµ,1 vcdµ,1
V cd1,2 v
cd
1,2 V
cd
2,2 v
cd
2,2 · · · V cdµ,2 vcdµ,2
]
,︸︷︷︸
κ1−1
︸︷︷︸
1
︸︷︷︸
κ2−1
︸︷︷︸
1
︸︷︷︸
κµ−1
︸︷︷︸
1
Incd =
[
Icd1 eκ1 I
cd
2 eκ1+κ2 · · · Icdµ encd
]}ncd.︸︷︷︸
κ1−1
︸︷︷︸
1
︸︷︷︸
κ2−1
︸︷︷︸
1
︸︷︷︸
κµ−1
︸︷︷︸
1
Then we denote some constant matrices
Ûcd ≡
[
Û cd1
Û cd2
]
=
[
U cd1,1 U
cd
2,1 · · · U cdµ,1
U cd1,2 U
cd
2,2 · · · U cdµ,2
]
,
Ucd ≡
[
Ucdu,1 U
cd
v,1
Ucdu,2 U
cd
v,2
]
=
[
ucd1,1 u
cd
2,1 · · · ucdµ,1 vcd1,1 vcd2,1 · · · vcdµ,1
ucd1,2 u
cd
2,2 · · · ucdµ,2 vcd1,2 vcd2,2 · · · vcdµ,2
]
,
Ucdu =
[
Ucdu,1
Ucdu,2
]
, Ucdv =
[
Ucdv,1
Ucdv,2
]
,
Eµ ≡
[
0
Iµ
]
∈ Cn×µ,
Z±cd ≡
[
z±cd,1 z
±
cd,2 · · · z±cd,µ
] ∈ Cn×µ,
W±cd ≡

w±cd,11 w
±
cd,12 · · · w±cd,1µ
w±cd,21 w
±
cd,22 · · · w±cd,2µ
...
. . .
...
w±cd,µ1 w
±
cd,µ2 · · · w±cd,µµ
 ,
Pcd ≡
[
Icd1 I
cd
2 · · · Icdµ eκ1 eκ1+κ2 · · · encd
] ∈ Cncd×ncd ,
(4.71)
where w±cd,j` = W
±
cd,j`(κj,κ`) for j, ` ∈ {1, 2, . . . , µ}.
Note that equations (4.58b) and (4.59b) have the over-estimate form
Y (t)Z3,±(t) = [Ure,±, Ycd,±(t)] +O(t−1),
as t→ ±∞, where Ycd,±(t) is defined in (4.64) and
Ure,+ ≡
[
Ure,+1
Ure,+2
]
=
[
U r1 U
e
1
U r2 U
e
2
]
, Ure,− ≡
[
Ure,−1
Ure,−2
]
=
[
V r1 U
e
1
V r2 U
e
2
]
. (4.72)
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By applying the same procedure of proof of Lemma 4.22 to Ycd,±(t), there is a nonsin-
gular matrix Ω±(t) = Inr+ne ⊕
(
diag(eκ1e
H
κ1 , · · · , eκµeHκµ) +O(t−1)
)
as t→ ±∞ and a
permutation matrix Pcd = Inr+ne ⊕ Pcd, where Pcd is given in (4.71) such that
Y (t)Z3,±(t)Ω±(t)Pcd =
[
Ure,±, Ûcd,Ucd∆±(t)
]
+O(t−1),
where Ure,± is defined in (4.72), Ûcd, Ucd and W±cd are given in (4.71),
∆±(t) ≡
[
∆±u (t)
∆±v (t)
]
=
[
diag(ωˆ111, ωˆ
2
11, · · · , ωˆµ11)W±cd + diag(ωˆ112, ωˆ212, · · · , ωˆµ12)
diag(ωˆ121, ωˆ
2
21, · · · , ωˆµ21)W±cd + diag(ωˆ122, ωˆ222, · · · , ωˆµ22)
]
(4.73)
and ωˆ`jk, for j, k ∈ {1, 2}, ` ∈ {1, 2 . . . , µ}, are defined in (4.67). Let Z±(t) =
Z3,±(t)Ω±(t)Pcd. By using the asymptotic behaviors of Z3,+(t) in (4.58a) and Z3,−(t)
in (4.59a), we have
Z+(t) = Z
+
cdE
H
µ +O(t
−1), as t→∞,
Z−(t) = Z−cdE
H
µ +O(t
−1), as t→ −∞, (4.74)
where Z±cd, Eµ ∈ Cn×µ are defined in (4.71). Hence we have the following theorem.
Theorem 4.23. With the same notations of Theorem 4.19. Then
(i) if Assumption A+ holds, then there is a nonsingular matrix Z+(t) of the form
in (4.74) such that
Y (t)Z+(t) =
[
Ure,+, Ûcd,Ucd∆+(t)
]
+O(t−1), (4.75)
as t→∞, where ∆+(t) and Ure,+ are defined in (4.73) and (4.72), respectively,
and Ûcd, Ucd are defined in (4.71);
(ii) if Assumption A− holds, then there is a nonsingular matrix Z−(t) of the form
in (4.74) such that
Y (t)Z−(t) =
[
Ure,−, Ûcd,Ucd∆−(t)
]
+O(t−1), (4.76)
as t→∞, where ∆−(t) and Ure,− are defined in (4.73) and (4.72), respectively,
and Ûcd, Ucd are defined in (4.71).
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Now, we are ready to analyze asymptotic behaviors of W (t) and Q(t)−1. Let
Σωˆ11 ≡ Σωˆ11(t) = diag(ωˆ111, ωˆ211, · · · , ωˆµ11),
Σωˆ12 ≡ Σωˆ12(t) = diag(ωˆ112, ωˆ212, · · · , ωˆµ12),
Σωˆ21 ≡ Σωˆ21(t) = diag(ωˆ121, ωˆ221, · · · , ωˆµ21),
Σωˆ22 ≡ Σωˆ22(t) = diag(ωˆ122, ωˆ222, · · · , ωˆµ22),
Σγ ≡ Σγ(t) = diag((−1)m1eiγ1t, · · · , (−1)mµeiγµt),
Σδ ≡ Σδ(t) = diag((−1)n1eiδ1t, · · · , (−1)nµeiδµt),
Σβcd = diag(β
cd
1 , β
cd
2 , . . . , β
cd
µ ),
(4.77)
where βcdj = β
c
j ∈ {−1, 1} if j 6 µc and βcdj = βdj ∈ {−1, 1} if µc < j 6 µ and ωˆ`jk,
for j, k ∈ {1, 2}, ` ∈ {1, 2 . . . , µ}, are defined in (4.67). Then we have the theorem and
leave the proof in Appendix.
Theorem 4.24. With the same notations of Theorem 4.19, suppose that Assump-
tions A+ and A− hold. Let
U1,± =
[
Ure,±1 , Û
cd
1 ,
1
2
(
Ucdv,1 − iUcdu,1Σβcd
)]
,
U2,± =
[
Ure,±2 , Û
cd
2 ,
1
2
(
Ucdv,2 − iUcdu,2Σβcd
)]
,
∆Ucd1,±(t) = [U
cd
u,1Σωˆ11 + U
cd
v,1Σωˆ21 ]W
±
cdΣ
−1
γ +
1
2
[Ucdv,1 + iU
cd
u,1Σβcd ]ΣδΣ
−1
γ ,
∆Ucd2,±(t) = [U
cd
u,2Σωˆ11 + U
cd
v,2Σωˆ21 ]W
±
cdΣ
−1
γ +
1
2
[Ucdv,2 + iU
cd
u,2Σβcd ]ΣδΣ
−1
γ ,
(4.78)
where for each j, k ∈ {1, 2}, Ure,±j is defined in (4.72), Û cdj , Ucdu,j, Ucdv,j, W±cd are defined
in (4.71) and Σωˆjk , Σγ, Σδ are defined in (4.77). Let W (t) = P (t)Q(t)
−1, where
Y (t) = [Q(t)>, P (t)>]> is the solution of IVP (4.1). If U1,+ and U1,− are invertible,
then
W (t) = U2,±U−11,± + [∆U
cd
2,±(t)−U2,±U−11,±∆Ucd1,±(t) +O(t−1)]
[Iµ + E
H
µ U
−1
1,±∆U
cd
1,±(t) +O(t
−1)]−1EHµ [U
−1
1,± +O(t
−1)] +O(t−1),
Q(t)−1 = [Z±cdΣ
−1
γ +O(t
−1)]
[
Iµ + E
H
µ U
−1
1,±∆U
cd
1,±(t) +O(t
−1)
]−1
EHµ [U
−1
1,± +O(t
−1)] +O(t−1),
as t→ ±∞, where Z±cd, Eµ ∈ Cn×µ are defined in (4.71).
Note that the quasi-periodicity of W (t) is driven by the terms ∆Ucd1,±(t) and
∆Ucd2,±(t) defined in (4.78), in which e
iγjt and eiδjt, j = 1, . . . , µ, are involved; and
the matrices U1,± and U2,± in (4.78) are constant. Let
U1,±(t) = U1,± + ∆U1,±(t), U2(t) = U2,± + ∆U2,±(t), (4.79a)
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where
∆U1,±(t) =
[
0, ∆Ucd1±(t)
]}n, ∆U2,±(t) = [ 0, ∆Ucd2,±(t)]}n,︸︷︷︸
n−µ
︸ ︷︷ ︸
µ
︸︷︷︸
n−µ
︸ ︷︷ ︸
µ
(4.79b)
Denote
W∞,±(t) =U2,±(t)U1,±(t)−1
=U2,±U−11,± + [∆U
cd
2,±(t)−U2,±U−11,±∆Ucd1,±(t)] (4.80)
[Iµ + E
H
µ U
−1
1,±∆U
cd
1,±(t)]
−1EHµ U
−1
1,±,
Q−1∞,±(t) =Z
±
cdΣ
−1
γ
[
Iµ + E
H
µ U
−1
1,±∆U
cd
1,±(t)
]−1
EHµ U
−1
1,±,
for t ∈ {t ∈ R | U1,±(t) is invertible}, where Z±cd, Eµ and Σγ are defined in (4.71) and
(4.77), respectively. Roughly speaking, Theorem 4.24 shows that W (t) and Q(t)−1
converge, respectively, to W∞,±(t) and Q−1∞,±(t) with the rate O(t
−1) as t → ±∞.
More precisely, for each 0 < ρ  1, this convergence with the rate O(t−1) is taking
t → ±∞ along the unbounded set {t ∈ R| σmin(U1,±(t)) > ρ}, where σmin(U1,±(t))
means the smallest singular value of U1,±(t). For the elementary case J = Jd as
mentioned in Theorem 4.13 and comparing (4.80) to (4.37), U2,±U−11,±, [∆U
cd
2,±(t) −
U2,±U−11,±∆U
cd
1,±(t)], [Iµ + E
H
µ U
−1
1,±∆U
cd
1,±(t)]
−1 and EHµ U
−1
1,± play the roles of U2U
−1
1 ,
eiθt
(
ζ2 −U2U−11 ζ1
)
, (1 + eiθteHn U
−1
1 ζ1)
−1 and eHn U
−1
1 , respectively.
Remark 4.4. Suppose thatH in (4.1) has Hamiltonian Jordan canonical form J in (4.8)
and all eigenvalues of H are pure imaginary, that is, the submatrix Rr of J is absent.
Then Assumptions A+ is equivalent to Assumptions A−, and hence Uj,+ = Uj,−,
Z+cd = Z
−
cd, W
+
cd = W
−
cd and ∆U
cd
j,+(t) = ∆U
cd
j,−(t) for j = 1, 2. It follows from (4.79)
and (4.80) that W∞,+(t) = W∞,−(t) and Q−1∞,+(t) = Q
−1
∞,−(t).
Example 4.2. In this example, we show some numerical experiments to demonstrate
above theorems. Consider the Hamiltonian matrix H has a Jordan canonical form
Jcd =
[
Rcd Dcd
Gcd −R−Hcd
]
. Assume H = SJcdS−1, where the symplectic matrix S is
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randomly generated and
Rcd =

iγ1 1 0 0
0 iγ1 0 −
√
2
2
0 0 iδ1 −
√
2
2
0 0 0 i
2
(γ1 + δ1)
⊕
 iγ2 0 −
√
2
2
0 iδ2 −
√
2
2
0 0 i
2
(γ2 + δ2)
⊕ [ iγ3 −√22
0 i
2
(γ3 + δ3)
]
,
Dcd =
√
2i
2


0 0 0 0
0 0 0 1
0 0 0 −1
0 −1 1 −
√
2i(γ1−δ1)
2
⊕
 0 0 10 0 −1
−1 1 −
√
2i(γ2−δ2)
2
⊕ [ 0 1−1 −√2i(γ3−δ3)
2
] ,
Gx = −1
2
(
(γ1 − δ1)e4e>4 ⊕ (γ2 − δ2)e3e>3 ⊕ (γ3 − δ3)e2e>2
)
.
We also randomly generate a complex Hermitian matrix W0 ∈ C9×9 as the initial
matrix of RDE (4.3). Then the solution Y (t) = [Q(t)>, P (t)>]> of IVP (4.1) can be
computed by the formula Y (t) = SeJcdtS−1[I,W0]>. The extended solution of RDE
can be obtained by the formula W (t) = P (t)Q(t)−1 for t ∈ TW , where TW is defined in
(3.41).
Let γ1 = 5.8868, γ2 = 4.8968, γ3 = 2.2337, δ1 = 9.2031, δ2 = 0.7449 and δ3 =
9.7818. Since all eigenvalues of H are pure imaginary, from Remark 4.4, we have
U1(t) ≡ U1,+(t) = U1,−(t), W∞(t) ≡ W∞,+(t) = W∞,−(t) and Q−1∞ (t) ≡ Q−1∞,+(t) =
Q−1∞,−(t), where U1,±(t) is defined in (4.79). We note from (4.80) that the pole of W∞(t)
andQ−1∞ (t) is the number t such that U1(t) is singular. In Figure 5, we show the smallest
singular value of U1(t) and ‖W∞(t)‖F , ‖W (t)‖F , ‖Q−1∞ (t)‖F and ‖Q(t)−1‖F plotted by
the log scale for 990 6 t 6 1000. This figure shows that ‖W∞(t)‖F and ‖Q−1∞ (t)‖F
blow-up at each t, where U1(t) is singular and that the behaviors of ‖W (t)‖F and
‖Q(t)−1‖F are similar to the behaviors of ‖W∞(t)‖F and ‖Q−1∞ (t)‖F , respectively. The
differences, ‖W (t) − W∞(t)‖F and ‖Q(t)−1 − Q−1∞ (t)‖F , for −1000 6 t 6 0 and for
0 6 t 6 1000 are shown in Figure 6. We see that for each 0 < ρ 1, as t→ ±∞ along
the set {t ∈ R| σmin(U1(t)) > ρ}, W (t) and Q(t)−1 converges to W∞(t) and Q−1∞ (t),
respectively, with the rate O(t−1). It turns out that the curves ‖W (t)−W∞(t)‖F and
‖Q(t)−1 −Q−1∞ (t)‖F match the curve y = C/t on this set. However, as t→ ±∞ along
the set {t ∈ R|U1(t) is singular}, i.e., the poles of W∞(t) and Q−1∞ (t), W (t) and Q(t)−1
tend to infinity. This leads to the peaks appearing in Figure 6. Therefore, the curves
‖W (t)−W∞(t)‖F and ‖Q(t)−1 −Q−1∞ (t)‖F blow up on this set.
4.4 Application to the Convergence Analysis of SDA
In this subsection, we shall apply the asymptotic analysis of RDE (4.3) studied in
previous subsections to the asymptotic behavior of SDA. Throughout this subsection,
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we fix (S1,S2) = (I, I) (the S1 class) or (−I,J ) (the S2 class) and letX1 = [X1ij]16i,j62 ∈
H(2n) be given such that the pair (M1,L1) = TS1,S2(X1) ∈ S1 or S2 is regular with
ind∞(M1,L1) 6 1. Let the idempotent matrices Π0 = Π0(M1,L1), Π∞ = Π∞(M1,L1)
and the Hamiltonian matrix H = H(M1,L1) be defined in Definition 2.2. From
Lemma 2.6 it follows that
M1Π0 = L1Π∞eH.
Suppose (Mk,Lk), k = 1, 2, . . ., is the sequence generated by the SDA and denote Xk =
[Xkij]1≤i,j≤2 ≡ T−1S1,S2(Mk,Lk). It is shown in Theorem 3.12 that Xk = X(2k−1), where
X(t) is the extended solution of the IVP (3.9). Therefore, the asymptotic behaviors of
the sequence Xk, as well as the sequence (Mk,Lk), can be analyzed by using Lemma 4.1
as a connection to what we have studied on the RDE in previous subsections.
Suppose that S is a symplectic matrix such that J = S−1HS has the form in (4.8).
Partition S compatibly with J being of the form
S = [ Ur Ue Ucd Vr Ve Vcd ] = [ U r1 U e1 U cd1 V r1 V e1 V cd1U r2 U e2 U cd2 V r2 V e2 V cd2
]
. (4.81)
Let
S− = S2S, S+ = J −1S1S (4.82)
and [
W−1
W−2
]
= S−1S−12
[
I
−X122
]
,
[
W+1
W+2
]
= S−1S−11 J
[
I
X111
]
∈ C2n×n.
Partition W±j for j = 1, 2 as
W±j =
[
W j,±1,1 W
j,±
1,2
W j,±2,1 W
j,±
2,2
]}nr
}necd︸︷︷︸
nr
︸︷︷︸
necd
.
Here nr, ne, nc and nd the sizes of Rr, Re, Rc and Rd in (4.8), respectively. We assume
that
Assumption SDA:
[
W 1,+1,1 W
1,+
1,2
W 2,+2,1 W
2,+
2,2
]
and W−2 are invertible.
From Lemma 4.1, we see that the flows in (4.6) govern the sequence generated by SDA.
Under the Assumption SDA, there exist invertible matrices Z1,± in (4.38) such that[
Q(t;S2HS−12 ,−X122)
P (t;S2HS−12 ,−X122)
]
Z1,− = S−eJt
[
W−1
W−2
]
, (4.83a)[
Q(t; H˜?, X111)
P (t; H˜?, X111)
]
Z1,+ = S+eJt
[
W+1
W+2
]
, (4.83b)
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where H˜? = J −1S1HS−11 J and W±1 , W±2 have the form as in (4.40) and S−, S+ are
defined in (4.82). The asymptotic behaviors of
W (t;S2HS−12 ,−X122), Q(t;S2HS−12 ,−X122)−1, as t→ −∞
W (t; H˜?, X111), Q(t; H˜?, X111)−1, as t→∞
have been studied in Subsection 4.3, and hence, can be used as a fundamental tool for
the convergence analysis of SDA.
As a consequence of Lemma 4.1 and Corollary 4.17, we see that the SDA exhibits a
quadratic convergence whenever none of nonzero eigenvalues of H are pure imaginary.
A similar convergence analysis has been carried out in [12, 41].
Theorem 4.25. Suppose that H has no nonzero pure imaginary eigenvalue, that is,
Uecd and Vecd are absent in (4.81) and J =
[
Rr 0
0 −RHr
]
. Let r = min{<(diag(Rr))} >
0 and [
U1,−
U2,−
]
= S2
[
V r1
V r2
]
,
[
U1,+
U2,+
]
= J −1S1
[
U r1
U r2
]
.
If U1,−, U1,+ are invertible and Assumption SDA holds, then
Xk22 = −U2,−U −11,− +O(e−r2k22nk), Xk12 = O(e−r2k−12nk),
Xk11 = U2,+U
−1
1,+ +O(e
−r2k22nk), Xk21 = O(e
−r2k−12nk),
as k →∞. Here, U2,−U −11,− and U2,+U −11,+ are Hermitian.
Proof. We first prove assertions for Xk22 and X
k
12. Note that (4.83a) holds due to
Assumption SDA. Replacing the matrix S by S− in Corollary 4.17, it follows
W (t;S2HS−12 ,−X122) = U2,−U −11,− +O(e−2r|t||t|2n),
Q(t;S2HS−12 ,−X122)−1 = O(e−r|t||t|n),
as t→ −∞. Therefore we conclude from Lemma 4.1 that
Xk22 = −U2,−U −11,− +O(e−r2
k
22nk) and Xk12 = O(e
−r2k−12nk),
as k →∞. Assertions for Xk11 and Xk21 can be accordingly obtained by using the matrix
S+, (4.83b), Corollary 4.17 and Lemma 4.1. The matrices U2,−U −11,− and U2,+U −11,+ are
Hermitian because S− and S+ are symplectic, respectively.
In a similar manner as the proof of Theorem 4.25, the following theorem can be
obtained by applying Lemma 4.1 and Corollary 4.20. We see that the SDA exhibits a
linear convergence whenever the sizes of Jordan blocks corresponding to nonzero pure
imaginary eigenvalues of H are even. A similar convergence analysis has been proven
in [46].
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Theorem 4.26. Suppose that the sizes of Jordan blocks corresponding to nonzero pure
imaginary eigenvalues of H are even, that is, Ucd and Vcd are absent in (4.81) and J
has the form in (4.60). Let[
U1,−
U2,−
]
= S2
[
V r1 U
e
1
V r2 U
e
2
]
,
[
U1,+
U2,+
]
= J −1S1
[
U r1 U
e
1
U r2 U
e
2
]
.
If U1,−, U1,+ are invertible and Assumption SDA holds, then
Xk22 = −U2,−U −11,− +O(2−k), Xk12 = O(2−k),
Xk11 = U2,+U
−1
1,+ +O(2
−k), Xk21 = O(2
−k),
as k →∞. Here, U2,−U −11,− and U2,+U −11,+ are Hermitian.
For the case that the Hamiltonian Jordan canonical form J of H has the form
in (4.62), the following theorem can be obtained by applying Lemma 4.1 and Corol-
lary 4.21. We see that the sequences, Xk22 and X
k
11, converge linearly to constant
Hermitian matrices and that the sequences, Xk12 and X
k
21, tend linearly to closed obits
that consist of rank-one matrices.
Theorem 4.27. Suppose that Assumption SDA holds and the Hamiltonian Jordan
canonical form J of H has the form in (4.62), that is, Ucd = Uc and Vcd = Vc in (4.81).
Let [
U1,−
U2,−
]
= S2
[
U1,−
U2,−
]
,
[
U1,+
U2,+
]
= J −1S1
[
U1,+
U2,+
]
,
where Uj,− and Uj,+ for j = 1, 2 are defined in (4.63). If U1,−, U1,+ are invertible,
then as k →∞
Xk22 = −U2,−U −11,− +O(2−k), Xk12 = eiη(2k−1−1)X112Z1cd,−encdeHn U −11,− +O(2−k),
Xk11 = U2,+U
−1
1,+ +O(2
−k), Xk21 = e
−iη(2k−1−1)X121Z
1
cd,+encde
H
n U
−1
1,+ +O(2
−k),
where Z1cd,± is defined in (4.52). Here, U2,−U
−1
1,− and U2,+U
−1
1,+ are Hermitian.
The following theorem can be obtained by applying Lemma 4.1 and Theorem 4.24.
Theorem 4.28. Suppose that Assumption SDA holds and the Hamiltonian Jordan
canonical form J of H is of the form in (4.8). Let[
U1,−
U2,−
]
= S2
[
U1,−
U2,−
]
,
[
∆U cd1,−(t)
∆U cd2,−(t)
]
= S2
[
∆Ucd1,−(t)
∆Ucd2,−(t)
]
,[
U1,+
U2,+
]
= J −1S1
[
U1,+
U2,+
]
,
[
∆U cd1,+(t)
∆U cd2,+(t)
]
= J −1S1
[
∆Ucd1,+(t)
∆Ucd2,+(t)
]
,
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where U1,±, U2,±, ∆Ucd1,±(t) and ∆U
cd
2,±(t) are defined in (4.78). If U1,−, U1,+ are
invertible, then there exist four matrices
KW±(k) =
[
∆U cd2,±(±2k−1 ∓ 1)−U2,±U −11,±∆U cd1,±(±2k−1 ∓ 1) +O(2−k)
]
[Iµ + E
H
µ U
−1
1,±∆U
cd
1,±(±2k−1 ∓ 1) +O(2−k)]−1EHµ [U −11,± +O(2−k)],
KQ±(k) =[Z
±
cdΣγ(±2k−1 ∓ 1)−1 +O(2−k)][
Iµ + E
H
µ U
−1
1,±∆U
cd
1,±(±2k−1 ∓ 1) +O(2−k)
]−1
EHµ [U
−1
1,± +O(2
−k)],
such that as k →∞
Xk22 = −U2,−U −11,− −KW−(k) +O(2−k),
Xk12 = X
1
12KQ−(k) +O(2
−k),
Xk11 = U2,+U
−1
1,+ +KW+(k) +O(2
−k),
Xk21 = X
1
21KQ+(k) +O(2
−k),
where Z±cd, Eµ ∈ Cn×µ are defined in (4.71). Here, the ranks of KW±(k) and of KQ±(k)
are at most µ, where µ is the number of Jordan blocks in Rcd.
A Appendix
A.1 Complementary of Section 2
Let R > 1, θ ∈ [0, 2pi) and
DR,θ = {z ∈ C|1/R 6 |z| 6 R}/{z = reiθ| 1/R 6 r 6 R}.
Let Γ denote the boundary of DR,θ. Suppose that A ∈ Cn×n is an invertible matrix
and σ(A) ⊆ DR,θ. We define Log(A) by
Log(A) =
1
2pii
∮
Γ
(zI − A)−1(log z)dz. (A.1)
It has been shown that eLog(A) = A for each invertible matrix A ∈ Cn×n in [45]. Now,
we show that if S ∈ Sp(n) then Log(S) is Hamiltonian and vice versa.
Theorem A.1. Suppose that S ∈ Sp(n) is symplectic. Then Log(S) is Hamiltonian.
Conversely, if H is Hamiltonian, then eH is symplectic.
Proof. Since S is symplectic, then so is SH . Let S have distinct eigenvalues λ1, . . . , λk,
i.e., σ(S) = {λ1, . . . , λk}. Let R > 0 and θ ∈ [0, 2pi) such that σ(S) ∪ σ(SH) ⊆ DR,θ.
Since S is symplectic, we know that for each λj ∈ σ(S), 1/λ¯j ∈ σ(S). Let Γ1, . . . ,Γk ⊆
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DR,θ be small nonintersecting circles with positive orientation in the complex plane
centered at λ1, . . . , λk, respectively, which are symmetric with respect to the unit circle.
Thus the transformation, z → 1/z¯, maps the set of circles Γ1, . . . ,Γk into the set of
circles −Γ1, . . . ,−Γk.
From (A.1), we have
Log(S) = 1
2pii
k∑
j=1
∮
Γj
(zI − S)−1(log z)dz. (A.2)
Make the change of variable z = 1/ξ¯ in the integrals in (A.2) and suppose that Γs →
−Γj. Recall that S−1 = −JSHJ . Then we have
1
2pii
∮
Γs
(zI − S)−1(log z)dz = 1
2pii
∮
−Γj
[(1/ξ¯)I − S]−1(− log ξ¯)(−dξ¯/ξ¯2)
=
−1
2pii
∮
Γj
(I − ξ¯S)−1ξ¯−1 log ξ¯dξ¯
=
1
2pii
∮
Γj
(I − ξS¯)−1ξ−1 log ξdξ
=
1
2pii
∮
Γj
[S¯(I − ξS¯)−1 + ξ−1I] log ξdξ
=
1
2pii
∮
Γj
[(S¯−1 − ξI)−1 + ξ−1I] log ξdξ
=
1
2pii
∮
Γj
[(−JS>J + ξJJ )−1 + ξ−1I] log ξdξ
= J
(
1
2pii
∮
Γj
(ξI − S>)−1 log ξdξ
)
J + 1
2pii
∮
Γj
ξ−1 log ξdξ
The circle Γj does not enclose the origin, thus
∮
Γj
ξ−1 log ξdξ = 0. From (A.2) and using
the fact that Log(S>) = Log(S)>, we have Log(S) = J Log(S)>J = J Log(S)HJ , and
then J Log(S) = −Log(S)HJ . Therefore, Log(S) is Hamiltonian.
For the converse statement, suppose that H is Hamiltonian, then −HH = J −1HJ .
By taking the matrix exponential at each sides of the resulting equation, it leads to
eHJ eHH = J , and hence, eH is symplectic.
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A.2 Complementary of Subsection 4.2
In the following theorem, we show that zk2k1 in (4.18) is invertible, where k1, k2 are
positive integers with 0 < k1 < k2 6 2k1. In order to prove this, we need a useful
formula (Pascal’s law):
P nr − P n−1r = rP n−1r−1 for n, r ∈ N and n > r,
where P nr = n(n− 1) · · · (n− r − 1) = n!(n−r)! .
Theorem A.2. Let k1, k2 be given positive integers satisfying 0 < k1 < k2 6 2k1 and
δ = k2 − k1. Then
det(zk2k1) =
δ!(δ − 1)! · · · 1!
k2!(k2 − 1)! · · · (k1)! ,
where zk2k1 is defined in (4.18). Hence, z
k2
k1
is invertible.
Proof. Let D = diag(k2!, (k2 − 1)!, . . . , (k1)!). Denote
z˜k2k1 ≡ Dzk2k1 =

P k2δ P
k2
δ−1 · · · P k20
P k2−1δ P
k2−1
δ−1 · · · P k2−10
...
...
...
P k1δ P
k1
δ−1 · · · P k10
 ∈ R(δ+1)×(δ+1).
Let ej be the jth column vector of the identity matrix Iδ+1 and Ei,j = Iδ+1 − eieHj .
Using Pascal’s law, we have
Eδ,δ+1 · · ·E2,3E1,2z˜k2k1 =

δP k2−1δ−1 · · · 1P k2−10 0
...
...
...
δP k1δ−1 · · · 1P k10 0
P k1δ · · · P k11 1

=
[
z˜k2−1k1 0
∗ 1
]
diag(δ, (δ − 1), · · · , 1, 1).
It is easily seen that det(z˜k2k1) = δ! · det(z˜k2−1k1 ). We then have
det(z˜k2k1) = δ!(δ − 1)! · · · 1! · det(z˜k1k1)
= δ!(δ − 1)! · · · 1!.
Hence, we obtain
det(zk2k1) =
det(z˜k2k1)
det(D)
=
δ!(δ − 1)! · · · 1!
k2!(k2 − 1)! · · · (k1)! .
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Theorem A.3. Given n ∈ N. Let κn = ψ̂Hn (Γ̂2nn+1)−1φn, where ψ̂Hn = ψHn Pn, φn and
Γ̂2nn+1 are defined in (4.10). Then
κn =
{
0 if n is even,
2 if n is odd.
(A.3)
Proof. Using the definitions of ψ̂Hn = ψ
H
n Pn, φn and Γ̂
2n
n+1 in (4.10), it follows from
(4.19) that κn = x
H
n (z2nn+1)−1yn, where xn = [1, 12! , . . . ,
1
n!
]H , yn = [
1
n!
, 1
(n−1)! , . . . , 1]
H
and z2nn+1 is defined in (4.18). It is easily seen that
z2nn =
[
yn z2nn+1
1 xHn
]
.
It follows from Theorem A.2 that z2nn+1 is invertible. Denote
E =
[
1 0
−(z2nn+1)−1yn I
]
.
Then we have
z2nn E =
[
0 z2nn+1
1− xHn (z2nn+1)−1yn xHn
]
.
From Theorem A.2, we obtain that
n!(n− 1)! · · · 1!
(2n)!(2n− 1)! · · ·n! = det(z
2n
n ) = det(z2nn E)
= (−1)n+2(1− κn)det(z2nn+1)
= (−1)n(1− κn) (n− 1)!(n− 2)! · · · 1!
(2n)!(2n− 1)! · · · (n+ 1)! .
Hence, (−1)n(1− κn) = 1, that is, κn satisfies (A.3).
Lemma A.4. Let n ∈ N. Then
(i) (Γ̂2n−1n )
−1Φn = O(t−1), Φ̂n(Γ̂2n−1n )
−1 = O(t−1) and Φ̂n(Γ̂2n−1n )
−1Φn = O(t−1) ;
(ii) Φ̂n(ΦnW ± Γ̂2n−1n )−1 = O(t−1);
as t→ ±∞, where W ∈ Cn×n is a constant matrix and Φn, Γ̂2n−1n and Φ̂n are given in
(4.10).
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Proof. It follows from (4.10) and (4.18) that (Ξn−1,0)−1 = O(1), (Ξ0,n−1)−1 = O(1) and
(Ξn−1,0)−1Φn = O(1), Φn(Ξ0,n−1)−1 = O(1) as t→ ±∞. By using (4.19), we have
(Γ̂2n−1n )
−1Φn = t−1P−1n (Ξ0,n−1)
−1(z2n−1n )−1
[
(Ξn−1,0)−1Φn
]
= O(t−1),
Φ̂n(Γ̂
2n−1
n )
−1 = t−1
[
P−1n Φn(Ξ0,n−1)
−1] (z2n−1n )−1(Ξn−1,0)−1 = O(t−1),
Φ̂n(Γ̂
2n−1
n )
−1Φn = t−1
[
P−1n Φn(Ξ0,n−1)
−1] (z2n−1n )−1 [(Ξn−1,0)−1Φn] = O(t−1),
as t→ ±∞. This proves assertion (i). Now, we prove assertion (ii). Note that
Φ̂n(ΦnW − Γ̂2n−1n )−1 = Φ̂n
[
(Γ̂2n−1n )
−1ΦnW − I
]−1
(Γ̂2n−1n )
−1.
Using the facts in assertion (i), we have
Φ̂n(ΦnW − Γ̂2n−1n )−1 = −Φ̂n(Γ̂2n−1n )−1 −
∞∑
k=1
Φ̂n
[
(Γ̂2n−1n )
−1ΦnW
]k
(Γ̂2n−1n )
−1
= O(t−1),
as t→ ±∞. Similarly, the rest case Φ̂n(ΦnW + Γ̂2n−1n )−1 = O(t−1) can be proven.
Lemma A.5. Let n1, n2 ∈ N. Then, we have
(Υ + Γ̂2n1,2n2n1+1,n2+1)
−1 = O(t−2), (Υ + Γ̂2n1,2n2n1+1,n2+1)
−1φjn1,n2 = O(t
−1),
(Υ + Γ̂2n1,2n2n1+1,n2+1)
−1Φn1,n2 = O(t
−2), ψ̂j
H
n1,n2
(Υ + Γ̂2n1,2n2n1+1,n2+1)
−1 = O(t−1),
Φ̂n1,n2(Υ + Γ̂
2n1,2n2
n1+1,n2+1
)−1 = O(t−2), ψ̂j
H
n1,n2
(Υ + Γ̂2n1,2n2n1+1,n2+1)
−1Φn1,n2 = O(t
−1),
Φ̂n1,n2(Υ + Γ̂
2n1,2n2
n1+1,n2+1
)−1Φn1,n2 = O(t
−2), Φ̂n1,n2(Υ + Γ̂
2n1,2n2
n1+1,n2+1
)−1φjn1,n2 = O(t
−1),
as t→ ±∞, where j = 1, 2, Γ̂2n1,2n2n1+1,n2+1, Φn1,n2, Φ̂n1,n2, φjn1,n2 and ψ̂j
H
n1,n2
are defined in
(4.12) and Υ = Φn1,n2W +φ
1
n1,n2
wH , W ∈ C(n1+n2)×(n1+n2) and w ∈ Cn1+n2. Moreover,
we also have
ψ̂j
H
n1,n2
(Υ + Γ̂2n1,2n2n1+1,n2+1)
−1φkn1,n2 = ψ̂
jH
n1,n2
(Γ̂2n1,2n2n1+1,n2+1)
−1φkn1,n2 +O(t
−1),
as t→ ±∞, where j, k ∈ {1, 2}.
Proof. Using the definition of Γ̂2n1,2n2n1+1,n2+1 in (4.12), it follows from (4.19) that
(Γ̂2n1,2n2n1+1,n2+1)
−1 = −iβ
[
−e−iγtP−1n1
(
Γ2n1n1+1
)−1 ⊕ e−iδtP−1n2 (Γ2n2n2+1)−1]
= −iβt−2
[
−e−iγtP−1n1 (Ξ0,n1−1)−1
(
z2n1n1+1
)−1
(Ξn1−1,0)
−1
⊕e−iδtP−1n2 (Ξ0,n2−1)−1
(
z2n2n2+1
)−1
(Ξn2−1,0)
−1
]
.
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From (4.10), (4.12) and (4.18), we have
(Γ̂2n1,2n2n1+1,n2+1)
−1 = O(t−2), (Γ̂2n1,2n2n1+1,n2+1)
−1φjn1,n2 = O(t
−1),
(Γ̂2n1,2n2n1+1,n2+1)
−1Φn1,n2 = O(t
−2), ψ̂j
H
n1,n2
(Γ̂2n1,2n2n1+1,n2+1)
−1 = O(t−1),
Φ̂n1,n2(Γ̂
2n1,2n2
n1+1,n2+1
)−1 = O(t−2), ψ̂j
H
n1,n2
(Γ̂2n1,2n2n1+1,n2+1)
−1Φn1,n2 = O(t
−1),
Φ̂n1,n2(Γ̂
2n1,2n2
n1+1,n2+1
)−1Φn1,n2 = O(t
−2), Φ̂n1,n2(Γ̂
2n1,2n2
n1+1,n2+1
)−1φjn1,n2 = O(t
−1),
(A.4)
as t→ ±∞. From (A.4), we have (Γ̂2n1,2n2n1+1,n2+1)−1Υ = O(t−1) as t→ ±∞ and then(
Υ + Γ̂2n1,2n2n1+1,n2+1
)−1
=
(
Γ̂2n1,2n2n1+1,n2+1
)−1
+
∞∑
l=1
(−1)l
[(
Γ̂2n1,2n2n1+1,n2+1
)−1
Υ
]l (
Γ̂2n1,2n2n1+1,n2+1
)−1
.
Hence, the results of this lemma can be obtained accordingly from (A.4).
A.3 Complementary of Subsection 4.3
Lemma A.6. When |t| is sufficiently large, the matrix Te,± in (4.55) is invertible and
T −1e,±Re = O(t−1), R−He T −1e,± = O(t−1), R−He T −1e,±Re = O(t−1), (A.5)
as t→ ±∞.
Proof. From Theorem 4.8, we have Re = ⊕kj=1eiαjtΦlj and De = − ⊕kj=1 eiαjtβej Γ̂2lj−1lj ,
where Φlj and Γ̂
2lj−1
lj
are defined in (4.10), αj ∈ R and βej ∈ {−1, 1} for j = 1, . . . , k.
Since each Γ̂
2lj−1
lj
is invertible, we obtain that De is invertible. From Table 1, we have
D−1e Re = O(t−1) as t → ±∞. Therefore, Te,± = ReW±2,2 + De is invertible for all
sufficiently large values of |t|.
It follows from Lemma 4.3 that R−He = ⊕kj=1eiαjtΦ̂lj , where Φ̂lj is defined in (4.10).
Then using the fact that T −1e,± = D−1e +
∑∞
k=1(−1)k[D−1e ReW±2,2]kD−1e , we obtain (A.5)
directly by Table 1.
Lemma A.7. Let Te,± be the matrix defined in (4.55). Then
(RcdW±cd +Dcd)−1RcdW±3,2T −1e,± = O(t−1),
(GcdW±cd + Ecd)(RcdW±cd +Dcd)−1RcdW±3,2T −1e,± = O(t−1),
(A.6)
as t→ ±∞ and RcdW±cd +Dcd is invertible.
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Proof. From Theorem 4.8 and (4.54), we assume
Rcd = ⊕µ`=1B`, Dcd = ⊕µ`=1D`, Gcd = ⊕µ`=1G` and Ecd = ⊕µ`=1E`, (A.7)
where B`, D`, G` and E` have the forms in (4.66). It follows from (4.12), (4.18) and
(4.19) that
Dd` =
[
Ξm`,1 ⊕ Ξn`,1 0
0 1
]
D`
[
Ξ1,m`Pm` ⊕ Ξ1,n`Pn` 0
0 1
]
,
=: (Ξn`,1m`,1 ⊕ 1)D`(Ξ̂1,n`1,m` ⊕ 1)
where D` ≡ D`(t) = O(1) and Ξj,1, Ξ1,j for j = m`, n` are defined in (4.18). Using the
definitions of B`, E` in (4.66) and equations (4.10), (4.12), yields that
(Ξn`,1m`,1 ⊕ 1)−1B` = O(1), E`(Ξ̂1,n`1,m` ⊕ 1)−1 = O(1). (A.8)
Let Xcd = ⊕µ`=1(Ξn`,1m`,1⊕1) and X̂cd = ⊕µ`=1(Ξ̂1,n`1,m`⊕1). Then X−1cd Rcd = O(1), EcdX̂−1cd =
O(1) and X̂−1cd = O(1). Since Gcd = O(1), it follows from (A.7) and (A.8) that
(GcdW±cd + Ecd)(RcdW±cd +Dcd)−1RcdW±3,2
= [GcdW±cdX̂−1cd + EcdX̂−1cd ][(X−1cd Rcd)W±cdX̂−1cd +⊕µ`=1D`]−1(X−1cd Rcd)W±3,2 = O(1).
From Lemma A.6, we have T −1e,± = O(t−1) as t→ ±∞. Hence, (A.6) holds.
Proof of Lemma 4.18. Let Z1,±(t) =
[ T −1e,± −T −1e,±ReW±2,3
0 Incd
]
for t ∈ I±, where
Te,± and I± are defined in (4.55) and (4.56), respectively. Using the fact that Gcd =
O(1), it follows form Lemma A.6 that Z1,±(t) =
[
O(t−1) O(t−1)
0 Incd
]
and

ReW±2,2 +De ReW±2,3
RcdW±3,2 RcdW±cd +Dcd
R−He 0
GcdW±3,2 GcdW±cd + Ecd
Z1,±(t) =

Ine 0
RcdW±3,2T −1e,± Rcd(W±cd +O(t−1)) +Dcd
O(t−1) O(t−1)
O(t−1) Gcd(W±cd +O(t−1)) + Ecd
 ,
(A.9)
as t→ ±∞. We know that Rcd(W±cd +O(t−1)) +Dcd is invertible for t ∈ I±. Let
Z2,±(t) =
[
Ine 0
−(Rcd(W±cd +O(t−1)) +Dcd)−1RcdW±3,2T −1e,± Incd
]
,
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for t ∈ I±. Since W±cd +O(t−1) = O(1), the consequences of Lemma A.7 also hold true
whenever the matrix W±cd in the statement is replaced by any O(1) matrix. Hence,
from Lemma A.7, we have Z2,±(t) =
[
Ine 0
O(t−1) Incd
]
, as t→ ±∞. Denote Zecd,±(t) =
Z1,±(t)Z2,±(t) for t ∈ I±. It is easily seen that the asymptotic behavior of Zecd,±(t) has
the form (4.57a). Substituting (4.53) into (4.50), it follows from (A.9) that we obtain
(4.57b) as t→ ±∞.
Proof of Lemma 4.22. Let Y (t) ≡
[
Q(t)
P (t)
]
=
[ Rcd Dcd
Gcd Ecd
] [
W
I
]
. From (4.68)
and (4.69), we have
[
Q(t)
P (t)
]
=

B1W11 + D1 B1W12
B2W21 B2W22 + D2
G1W11 + E1 G1W12
G2W21 G2W22 + E2
 . (A.10)
Partition Wjk as Wjk =
[
Wjk11 w
jk
12
wjk21 w
jk
22
]
, where wjk22 = wjk := Wjk(κj,κk) ∈ C, for
j, k ∈ {1, 2} and denote Bj ≡
[
Bj1
bj2
]
:=
[
Φmj ,nj φ
1
mj ,nj
0 ωj11
]
, for j = 1, 2. Let
Υ1 = Φm1,n1W
11
11 + φ
1
m1,n1
w1121,
p1 = Φm1,n1w
11
12 + φ
1
m1,n1
w1122 + φ
2
m1,n1
,
Ω11(t) =
[ (
Υ1 + Γ̂
2m1,2n1
m1+1,n1+1
)−1
−
(
Υ1 + Γ̂
2m1,2n1
m1+1,n1+1
)−1
p1
0 1
]
,
Ω1(t) =
 Ω11(t)
[
−
(
Υ1 + Γ̂
2m1,2n1
m1+1,n1+1
)−1
B11W12
0
]
0 Iκ2
 ,
ζ1jk = ψ̂
jH
m1,n1
(
Γ̂2m1,2n1m1+1,n1+1
)−1
φkm1,n1 , for j, k ∈ {1, 2}.
(A.11)
From Table 2, we have
Ω11(t) =
[
O(t−2) O(t−1)
0 1
]
, Ω1(t) =
[
O(1) O(t−1)
0 Iκ2
]
,
Φ̂m1,n1
(
Υ1 + Γ̂
2m1,2n1
m1+1,n1+1
)−1
B11W12 = O(t
−1),
ψ̂1
H
m1,n1
(
Υ1 + Γ̂
2m1,2n1
m1+1,n1+1
)−1
B11W12 = ζ
1
11[w
12
21,w
12
22] +O(t
−1),
ψ̂2
H
m1,n1
(
Υ1 + Γ̂
2m1,2n1
m1+1,n1+1
)−1
B11W12 = ζ
1
21[w
12
21,w
12
22] +O(t
−1),
(A.12)
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as t→ ±∞, where ζ111 and ζ121 are defined in (A.11). Post multiplying Ω1(t) to (A.10),
it follows from (A.11) and (A.12) that, as t→ ±∞,
Q(t)Ω1(t) =
[
B1W11 + D1 B1W12
B2W21 B2W22 + D2
]
Ω1(t)
=
 I 0O(t−1) $u11 0(ω111 − ζ111)[w1221,w1222] +O(t−1)
B2W21Ω11(t) B2(W22 + ∆) + D2
 , (A.13a)
P (t)Ω1(t) =
[
G1W11 + E1 G1W12
G2W21 G2W22 + E2
]
Ω1(t)
=
 0 00 $d11 0(ω121 − ζ121)[w1221,w1222]
G2W21Ω11(t) G2(W22 + ∆) + E2
+ [ O(t−1)
0
]
, (A.13b)
where ω111−ζ111 = O(1), ω121−ζ121 = O(1), ∆ = W21
[
−
(
Υ1 + Γ̂
2m1,2n1
m1+1,n1+1
)−1
B11W12
0
]
and [
$u11
$d11
]
=
[
ω111 ω
1
12
ω121 ω
1
22
] [
w1122
1
]
−
[
ζ111w
11
22 + ζ
1
12
ζ121w
11
22 + ζ
1
22
]
=
[
ω111 − ζ111 ω112 − ζ112
ω121 − ζ121 ω122 − ζ122
] [
w1122
1
]
.
From (A.12), we have ∆ = O(t−1) as t→ ±∞. Let W˜22 = W22 + ∆. Then
W˜22 =
[
W˜2211 w˜
22
12
w˜2221 w˜
22
22
]
=
[
W2211 w
22
12
w2221 w
22
22
]
+O(t−1).
Similarly, let Υ2 = Φm2,n2W˜
22
11 + φ
1
m2,n2
w˜2221, p2 = Φm2,n2w˜
22
12 + φ
1
m2,n2
w˜2222 + φ
2
m2,n2
,
Ω22(t) =
[ (
Υ2 + Γ̂
2m2,2n2
m2+1,n2+1
)−1
−
(
Υ2 + Γ̂
2m2,2n2
m2+1,n2+1
)−1
p2
0 1
]
,
Ω2(t) =
 Iκ1 0[ −(Υ2 + Γ̂2m2,2n2m2+1,n2+1)−1 B21W21Ω11(t)
0
]
Ω22(t)
 ,
ζ2jk = ψ̂
jH
m2,n2
(
Γ̂2m2,2n2m2+1,n2+1
)−1
φkm2,n2 , for j, k ∈ {1, 2}.
(A.14)
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Then Ω22(t) =
[
O(t−2) O(t−1)
0 1
]
and Ω2(t) =
[
Iκ1 0
O(t−1) O(1)
]
, as t → ±∞. De-
note Ω(t) = Ω1(t)Ω2(t). From (A.12) and (A.14), we have
Ω(t) =
[
eκ1e
H
κ1 0
0 eκ2e
H
κ2
]
+O(t−1), as t→ ±∞.
Using the fact that ω111 − ζ111 = O(1), ω121 − ζ121 = O(1) and from (A.13) and Table 2,
we have
Q(t)Ω(t) =

I 0 0 0
0 $u11 0 (ω
1
11 − ζ111)w1222
0 0 I 0
0 (ω211 − ζ211)w2122 0 $u22
+O(t−1),
P (t)Ω(t) =

0 0 0 0
0 $d11 0 (ω
1
21 − ζ121)w1222
0 0 0 0
0 (ω221 − ζ221)w2122 0 $d22
+O(t−1),[
$u22
$d22
]
=
[
ω211 − ζ211 ω212 − ζ212
ω221 − ζ221 ω222 − ζ222
] [
w2222
1
]
+O(t−1),
(A.15)
as t→ ±∞. Note that wjk22 = wjk := Wjk(κj,κk) for each j, k ∈ {1, 2}.
From the definitions of ζ`jk, for `, j, k ∈ {1, 2}, in (A.11) and (A.14), we have[
ζ`11 ζ
`
12
ζ`21 ζ
`
22
]
= ΘH
[
ψ̂Hm` 0
0 ψ̂Hn`
][
Γ̂2m`m`+1 0
0 Γ̂2n`n`+1
]−1 [
eiγ`tφm` 0
0 eiδ`tφn`
]
Θ,
where Θ in (4.27) is unitary. From Theorem A.3, we obtain that[
ζ`11 ζ
`
12
ζ`21 ζ
`
22
]
= ΘH
[
κm` 0
0 κn`
] [
eiγ`t 0
0 eiδ`t
]
Θ
=
1
2
[
κm`e
iγ`t + κn`e
iδ`t −iβd` (κm`eiγ`t − κn`eiδ`t)
iβd` (κm`e
iγ`t − κn`eiδ`t) κm`eiγ`t + κn`eiδ`t
]
,
where κm` and κn` satisfy (A.3). Using the definitions ω
`
jk, for `, j, k ∈ {1, 2}, in (4.12)
yields that[
ωˆ`11 ωˆ
`
12
ωˆ`21 ωˆ
`
22
]
≡
[
ω`11 − ζ`11 ω`12 − ζ`12
ω`21 − ζ`21 ω`22 − ζ`22
]
=
1
2
[
(−1)m`eiγ`t + (−1)n`eiδ`t −iβd` ((−1)m`eiγ`t − (−1)n`eiδ`t)
iβd` ((−1)m`eiγ`t − (−1)n`eiδ`t) (−1)m`eiγ`t + (−1)n`eiδ`t
]
.
From (A.10) and (A.15), there exists an invertible matrix Ω(t) such that (4.70) holds.
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Proof of Theorem 4.24. Form (4.73) and (4.77), we have ∆±u (t) = Σωˆ11W
±
cd+ Σωˆ12 ,
∆±v (t) = Σωˆ21W
±
cd + Σωˆ22 and ΣβcdΣβcd = I. From (4.67), (4.71) and (4.73), we have
Ucd∆±(t) = Ucdu (Σωˆ11W
±
cd + Σωˆ12) + U
cd
v (Σωˆ21W
±
cd + Σωˆ22)
= Ucdu Σωˆ11W
±
cd + U
cd
u (iΣβcd)(−iΣβcd)Σωˆ12 + Ucdv (Σωˆ21W±cd + Σωˆ22)
= [Ucdu Σωˆ11 + U
cd
v Σωˆ21 ]W
±
cd +
i
2
Ucdu Σβcd(−Σγ + Σδ) +
1
2
Ucdv (Σγ + Σδ)
= [Ucdu Σωˆ11 + U
cd
v Σωˆ21 ]W
±
cd +
1
2
[Ucdv − iUcdu Σβcd ]Σγ +
1
2
[Ucdv + iU
cd
u Σβcd ]Σδ.
Since Σγ is invertible, we obtain
Ucd∆±(t)Σ−1γ =
1
2
[Ucdv − iUcdu Σβcd ] + [Ucdu Σωˆ11 + Ucdv Σωˆ21 ]W±cdΣ−1γ
+
1
2
[Ucdv + iU
cd
u Σβcd ]ΣδΣ
−1
γ .
From (4.75) and (4.76), there exists an invertible matrix Z±(t) such that
Y (t)Z±(t)(In−µ ⊕ Σ−1γ ) =
[
U1,± + ∆U1,±(t)
U2,± + ∆U2,±(t)
]
+O(t−1), (A.16)
as t → ±∞, where for j = 1, 2, ∆Uj,±(t) ≡
[
0,∆Ucdj,±(t)
]
= ∆Ucdj,±(t)E
H
µ and Eµ and
∆Ucdj,±(t) are defined in (4.71) and (4.78), respectively. It follows from the definition of
W (t) and (A.16) that there are matrix functions, M ε1 (t) = O(t
−1) and M ε2 (t) = O(t
−1)
as t→ ±∞, such that
W (t) = P (t)Q(t)−1 = (U2,± + ∆U2,±(t) +M ε2 (t))(U1,± + ∆U1,±(t) +M
ε
1 (t))
−1
=
(
U2,± + ∆Ucd2,±(t)E
H
µ
) [
(U1,± +M ε1 (t)) + ∆U
cd
1,±(t)E
H
µ
]−1
+M ε2 (t)
[
(U1,± +M ε1 (t)) + ∆U
cd
1,±(t)E
H
µ
]−1
. (A.17)
We assume that Uε1,±(t) ≡ U1,±+M ε1 (t) is invertible. Applying the Sherman-Morrison-
Woodbury formula, we have
(Uε1,±(t) + ∆U
cd
1,±(t)E
H
µ )
−1 = Uε1,±(t)
−1
−Uε1,±(t)−1∆Ucd1,±(t)(Iµ + EHµ Uε1,±(t)−1∆Ucd1,±(t))−1EHµ Uε1,±(t)−1. (A.18)
Since U1,± is invertible and M ε1 (t) = O(t
−1) as t→ ±∞, we see that
Uε1,±(t)
−1 = (U1,± +M ε1 (t))
−1 = U−11,± +O(t
−1), (A.19)
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as t→ ±∞. Substituting (A.18) and (A.19) into (A.17), it turns out
W (t) = U2,±Uε1,±(t)
−1 + ∆Ucd2,±(t)E
H
µ U
ε
1,±(t)
−1
−∆Ucd2,±(t)EHµ Uε1,±(t)−1∆Ucd1,±(t)(Iµ + EHµ Uε1,±(t)−1∆Ucd1,±(t))−1EHµ Uε1,±(t)−1
−U2,±Uε1,±(t)−1∆Ucd1,±(t)(Iµ + EHµ Uε1,±(t)−1∆Ucd1,±(t))−1EHµ Uε1,±(t)−1
+M ε2 (t)
[
Uε1,±(t) + ∆U
cd
1,±(t)E
H
µ
]−1
=U2,±U−11,± + ∆U
cd
2,±(t)(Iµ + E
H
µ U
ε
1,±(t)
−1∆Ucd1,±(t))
−1EHµ U
ε
1,±(t)
−1
−U2,±Uε1,±(t)−1∆Ucd1,±(t)(Iµ + EHµ Uε1,±(t)−1∆Ucd1,±(t))−1EHµ Uε1,±(t)−1
−M ε2 (t)Uε1,±(t)−1∆Ucd1,±(t)(Iµ + EHµ Uε1,±(t)−1∆Ucd1,±(t))−1EHµ Uε1,±(t)−1 +O(t−1)
=U2,±U−11,± + [∆U
cd
2,±(t)−U2,±U−11,±∆Ucd1,±(t) +O(t−1)]
[Iµ + E
H
µ U
−1
1,±∆U
cd
1,±(t) +O(t
−1)]−1[EHµ U
−1
1,± +O(t
−1)] +O(t−1),
as t→ ±∞.
From (A.16) we have Q(t)−1 = Z±(t)(In−µ ⊕ Σ−1γ )(Uε1,±(t) + ∆U1,±(t))−1 as t →
±∞. Using (4.74), there exists matrix function, M ε3 (t) = O(t−1) as t → ±∞, such
that Z±(t) = Z±cdE
H
µ +M
ε
3 (t). It follows from (A.18) and (A.19) that
Q(t)−1 = (Z±cdE
H
µ +M
ε
3 (t))(In−µ ⊕ Σ−1γ )(Uε1,±(t) + ∆U1,±(t))−1
=Z±cd
(
[0,Σ−1γ ]U
ε
1,±(t)
−1)− Z±cd ([0,Σ−1γ ]Uε1,±(t)−1∆Ucd1,±(t))[
Iµ + E
H
µ U
ε
1,±(t)
−1∆Ucd1,±(t)
]−1 (
EHµ U
ε
1,±(t)
−1)+M ε3 (t)(Uε1,±(t) + ∆U1,±(t))−1
=Z±cdΣ
−1
γ
[
Iµ − EHµ Uε1,±(t)−1∆Ucd1,±(t)
(
Iµ + E
H
µ U
ε
1,±(t)
−1∆Ucd1,±(t)
)−1](
EHµ U
ε
1,±(t)
−1)+M ε3 (t)(Uε1,±(t) + ∆U1,±(t))−1
=[Z±cdΣ
−1
γ +O(t
−1)]
[
Iµ + E
H
µ U
ε
1,±(t)
−1∆Ucd1,±(t)
]−1 (
EHµ U
ε
1,±(t)
−1)+O(t−1)
=[Z±cdΣ
−1
γ +O(t
−1)]
[
Iµ + E
H
µ U
−1
1,±∆U
cd
1,±(t) +O(t
−1)
]−1
EHµ
[
U−11,± +O(t
−1)
]
+O(t−1),
as t→ ±∞, where Z±cd ∈ Cn×µ is defined in (4.71). This completes the proof.
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Figure 1: The smallest singular value of U1(t), ‖W∞(t)‖F , ‖W (t)‖F , ‖Q−1∞ (t)‖F and
‖Q−1(t)‖F plotted by the log scale.
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Figure 2: ‖W (t) − W∞(t)‖F and ‖Q(t)−1 − Q−1∞ (t)‖F plotted by the log scale for
−1000 6 t 6 0 and for 0 6 t 6 1000.
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Figure 3: ‖W (t)−U2,0U−11,0‖F for −1000 6 t 6 0 and for 0 6 t 6 1000.
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Figure 4: ‖Q(t)−1‖F and ‖Q(t)−1−Q−1∞ (t)‖F for −1000 6 t 6 0 and for 0 6 t 6 1000.
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(b) The Frobenius matrix norm of W  (t)8
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(c) The Frobenius matrix norm of W(t)
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(e) The Frobenius matrix norm of Q(t)-1
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Figure 5: The smallest singular value of U1(t), ‖W∞(t)‖F , ‖W (t)‖F , ‖Q−1∞ (t)‖F and
‖Q(t)−1‖F plotted by the log scale.
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Figure 6: ‖W (t) − W∞(t)‖F and ‖Q(t)−1 − Q−1∞ (t)‖F plotted by the log scale for
−1000 6 t 6 0 and for 0 6 t 6 1000.
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