Abstract. Terrestrial exospheric atomic hydrogen (H) resonantly scatters solar Lyman-α (121.567 nm) radiation, observed as the glow of the H-geocorona. The Two Wide-angle Imaging Neutral-atom Spectrometers (TWINS) satellites are equiped with two Lyman-α line-of-sight Detectors (LADs) each. Since during the past solar minimum conditions the relevant solar control parameters practically did not vary, we are using LAD data between June and September 2008 to create a time averaged hydrogen geocorona model representative for these solar minimum conditions. In this averaged model we assume that the H-geocorona is longitudinally symmetric with respect to the earth-sun line. We find a 3-dimensional H-density distribution in the range from 3 to 8 earth radii which with some caution can also be extrapolated to larger distances. For lower geocentric distances than 3 earth radii a best fitting r-dependent Chamberlain (1963)-like model is adapted. Main findings are larger than conventionally expected H-densities at heights above 5 R E and a pronounced day-to-night side H-density asymmetry. The H-geocorona presented here should serve as a reference H-atmosphere for the earth during solar minimum conditions.
Introduction
The atomic hydrogen (H) in Earth's upper exosphere resonantly scatters solar Lyman-α (121.567 nm) radiation, creating the ultraviolet optical signature known as the Lyman-α geocorona (Kupperian et al., 1959; Carruthers et al., 1976) . Since its earliest measurement by rocket-based instruments, numerous models have been formulated to provide estimates of the neutral exospheric H density (e.g. Johnson, 1961; Chamberlain, 1963; Thomas and Bohlin, 1972; Fahr and Shizgal, 1983; Rairden et al., 1986; Bishop, 1991; Hodges, 1994; Østgaard et al., 2003) .
Two Wide-angle Imaging Neutral-atom Spectrometers (TWINS) (McComas et al., 2009 ) is the first stereoscopic magnetospheric energetic neutral atom (ENA) imaging mission. The TWINS satellites perform simultaneous imaging from two separate spacecraft on widely-separated Molniya orbits. Its ENA imagers observe neutrals produced via charge exchange between magnetospheric ions and exospheric neutrals. Extracting ion density distribution from ENA images requires knowledge of the neutral exospheric H density. For this reason, TWINS instrumentation also includes detectors that register geocoronal ultraviolet light which can be used to quantify the extended neutral H distribution.
Each TWINS spacecraft includes a pair of Lyman-α sensitive broadband photometers, Lyman-α Detectors (LADs), centered at the wavelength 122 nm with a bandwidth of 10 nm, to register line-of-sight (LOS) integrated resonantly scattered Lyman-α intensities of the H-geocorona. Zoennchen (2006) and Nass et al. (2006) proposed specifically for LAD data analysis a simplification of the 144-coefficient model from Hodges (1994) ; the simplified version needs only 12 coefficients. Using this model formulation, the first analysis of TWINS geocoronal data (Zoennchen et al., 2010) provided model H densities for three specific two-day periods during deep quiet conditions. In this paper we use TWINS1-LAD measurements to derive an averaged global H atom distribution using LAD data from June to September 2008. The derived H-density distribution is intended for use during all solar quiet conditions from June 2008 through early 2010. This averaged model, which is based upon the parameterizations already performed for specific case studies (Zoennchen, 2006; Zoennchen et al., 2010; Bailey and Gruntman, 2011) , is an advancement in contrast to the commonly used Rairden et al. (1986) model, in that it introduces important asymmetries that impact the results of extracting ion densities from ENA images through inversion or forward modeling (e.g. Grimes et al., 2010) .
Approach
The LAD measured intensity is the sum of the geocoronal and interplanetary glow. We subtract the interplanetary glow using a representative all-sky map based on SWAN/SOHO measurements (Bertaux et al., 1997) . The interplanetary glow usually accounts for 10-50 percent of the LAD measured intensities.
The extension of the neutral H-geocorona strongly depends on solar activity. Since there were nearly constant solar (quiet) conditions from June to September 2008 it is reasonable to construct an average quiet-time H-density model using TWINS Lyman-α data from this entire three month period. This model fit is assumed to represent the approximately time-invariant neutral exospheric H density distribution under solar minimum conditions. Because such a formulation cannot capture seasonal variations caused by the change of the Earth's polar-zenith angle, and for utility in magnetospheric ion density retrieval, the parameterization uses the GSE coordinate system.
A description of the resonant Lyman-α scattering process within the terrestrial neutral exosphere, the method of enfolding the line of sight integrated TWINS1-LAD data into a 3-D neutral H density distribution and details about the TWINS-LAD instrument can be found in Zoennchen (2006) ; Zoennchen et al. (2010) ; Bailey and Gruntman (2011) .
Observational coverage
Good observational coverage of circumterrestrial space is essential for obtaining reliable exospheric H distributions because the global fitting is constrained by regions with actual measurements. In general, the TWINS observational geometry provides excellent coverage of the Northern Hemisphere, where the orbit apogees are located, but may be limited in the Southern Hemisphere. Observational coverage is further limited by the sun angle, i.e. the orbit's orientation with respect to the seasonal position of the Sun. To avoid possible solar contamination, only those measurements with a detector LOS pointed >90 • from the direction to the Sun are used. Starting in early August 2008, the TWINS1-LAD dayside lines-of-sight became oriented <90 • from the solar direction and therefore had to be excluded.
Our model distribution incorporates geocoronal measurements from geocentric distances in the range 3-8 R E . During each highly-elliptical orbit of the TWINS1 satellite, the geocentric distance of where the LAD instruments LOS makes its closest approach to the Earth (= Earth intersection distance r E.i.d. ) varies from 2.0-6.5 Earth radii (R E ). Below 3 R E , the geocorona deviates substantially from an optically thin condition. Thus, measurements with r E.i.d. < 3 R E are excluded from our present analysis. We also exclude measurements in which the LOS passes through Earth's shadow, approximated by a cylinder (with 1 R E radius) in the antisolar direction. Intrinsic uncertainty in the knowledge of interplanetary glow makes the prediction of H densities at very large distances less reliable.
Coordinate system
The model fit of the neutral H-geocorona uses standard GSEcoordinates. The X-Y-plane is equal to the ecliptical plane, the Z-axis points towards the ecliptic north pole. The geocentric distance r is in R E . The longitudinal angle φ is counted from 0 • (sun direction) counter clockwise to 360 • (with 180 • at the antisolar direction). The latitudinal angle θ is counted from the Z-axis (0 • at the ecliptic north pole) to 180 • (at the ecliptic south pole).
Data selection and processing
To obtain a representative dataset of the solar quiet time between June and September 2008, we selected TWINS1-LAD data of 4 different time sections, namely of 11 June, 22-24 July, 15-17 August and 1-13 September 2008. Every section provides the same amount of valid measurements in order to enforce an equal contribution of each section to the final result. All fitted data passed a data cleaning process before they were used to make sure that invalid data (e.g. caused by reflections, earth shadow passings, invalid spacecraft operations) are ruled out. In addition all lines of sight with earth intersection distances closer than 3 R E are thus removed for fullfilling the optically thin requirement of the used single scattering approximation. Figure 1 shows the measured Lyman-α intensities versus their geocentric earth intersection distance for all used data with a separate color for every time section.
Following Pryor et al. (1998) we obtained the solar Lyman-α line centered flux from the total solar Lyman-α flux as taken from SORCE SOLSTICE (see Sect. 6 and Fig. 2 ) adjusted by a factor of 0.9. The data correction from the contribution of Lyman-α background sources other than the interplanetary medium (e.g. earth albedo Lyman-α glow, bright stars and transcharged fast solar H-atoms) was done in an equal manner as detailed described already in Zoennchen et al. (2010) . The correction of the interplanetary Lyman-α-background radiation is described in Sect. 7.
Solar conditions
From 11 June to 13 September 2008 as the relevant time period of this analysis the solar activity conditions were quite stable and at an extraordinary low level (see Fig. 2 ).
The solar 10.7 cm radioflux, which is an index for the solar activity and correlates to some degree with the solar Lyman-α radiation output, fluctuated only by about ±2.5 % around its average value of ≈68 [10 −22 W m −2 Hz −1 ] in the mentioned time period (see Fig. 2 , lower black curve). At the same time the composite total solar Lyman-α flux measured by TIMED SEE and SORCE SOLSTICE calibrated to UARS SOLSTICE level (Woods et al., 2000) (provided by LASP, Laboratory For Atmospheric And Space Physics, University of Boulder, Colorado) has fluctuations of ±2.2 % around its average value of 3.5 [10 11 photons cm −2 s −1 ] (see Fig. 2 , upper blue curve). Those nearly invariable solar activity parameters in the mentioned time period allow the assumptions of stable, invariant geocoronal resonant scattering conditions and a nearly constant interplanetary Lyman-α backscattering glow (see Sect. 7) in these data analysis.
Interplanetary Lyman-α-background radiation correction
The interplanetary Lyman-α glow which is originating from resonant backscattering of solar Lyman-α radiation by Hatoms of the neutral interplanetary medium needs to be subtracted as a background source from the TWINS1-LAD data.
To do this quantitative correction we use an all-sky-map of the interplanetary Lyman-α radiation (see Fig. 3 ). This map is essentially based on a model fit done by W. Pryor and R. Gladstone (private communication, 2011) with the use of 11 June 2008-data from the SOHO/SWAN instrument (Bertaux et al., 1997) and contains larger (but more realistic) intensities, than used in Zoennchen et al. (2010) . A more detailed description of fitting the interplanetary Lyman-α glow can be also found in Pryor et al. (1992) and Pryor et al. (2008) . Very small fluctuations of the solar (i.e. interplanetary) Lyman-α-radiation from June to September 2008 associated with tiny changes of the solar activity and the parallax effect caused by the earth motion around the sun during the relevant 3 months contribute with an additional systematic error. To investigate these errors introduced by using a single 
Model
Since the geocorona exhibits a transition from optically thick to optically thin around 3 R E (Østgaard et al., 2003) the model is split into 2 segments: Segment (A) is valid for r = R/R E < 3 and Segment (B) is valid for r = R/R E ≥ 3. The two segments provide at the interface distance at r = R/R E = 3 nearly the same H-density of ≈800 cm −3 , so a smooth transition from one segment to the other takes place.
Segment (A): below 3 R E
For geocentric distances r = R/R E < 3 no TWINS1-LAD data are used to obtain the H-density distribution, because that optically thick region is not yet covered by our line of sight calculations, which assume optically thin conditions. For those distances we use a simply r-dependent Chamberlain (1963)-like H-density model (with a critical satellite altitude of 2.5 R E ). Carruthers et al. (1976) calculated Hdensities based on a Chamberlain (1963)-model for distances less than 3 R E , which can be used and fitted into the following, simple approximation (n H (r) in H-atoms per cm −3 ):
We fitted the 2 coefficients to their best numerical values of A = 70.005204 and B = 7.5497632 for geocentric distances between r ≈ 1000 km and r = R/R E < 3.
This approximated Chamberlain (1963) -like H-model delivers (assumed to be within ≈5-20 %) H-densities from geocentric distances r = R/R E < 3 down to ≈1000 km altitude over the Earth surface.
Segment (B): above 3 R E

Mathematical model formulation
For the outer neutral exosphere with r = R/R E ≥ 3 the spherical harmonic representation of the three-dimensional H density is used:
with
where Y lm (θ ) are the spherical harmonic Legendrepolynomials. This 12-coefficient parameterization is based on the simplified version of the Hodges (1994) model that was employed by Zoennchen et al. (2010) . Because this new model excludes seasonal and other timedependent effects, we used a maximum number of l = 2 and neglected all the B lm (r)-coefficients to produce a sunaligned, φ-symmetric structure for the exospheric H distribution as expected for an atmosphere under solar control. The r (in R E ), θ, and φ values are given in GSE-coordinates.
Furthermore the in principle arbitrary r-dependences of the A lm (r)-coefficients were replaced by linear functions A lm = (a lm + b lm · r) × 10 −4 as suggested by fits done with the Hodges-model. To handle particularly the N(r)-term a power law N (r) = p · r −k function was used.
Best model fit representation
Including all selected TWINS1-LAD data of the named 4 time periods between June-September 2008 yields the following values for the 12 model coefficients: Note that this fit was performed with the assumption of isotropic Lyman-α resonant scattering.
Our H-density profiles of both model segments (A) and (B) are presented for the day and the night side separately in Fig. 4 in comparison with the yearly average H-density profile (for solar-zenith-angle 90 • ) from Østgaard et al. (2003) and Rairden et al. (1986) . Figure 5 shows the H-density contours of the geocentric ecliptic equatorial and the geocentric ecliptic meridional (polar) cross section of our model. The fit was done using TWINS lines-of-sight with geocentric intersection distances larger than 3 R E , for the reason to be able to use the optically thin approximation. A Chamberlainlike density model for the lower regions matches quite well at the interface distance 3 R E with the TWINS data fit and will be therefore implemented below 3 R E for altitudes down to 1000 km.
Valid solar conditions: quiet, solar minimum conditions (F 10.7cm < 100)
The fit was done using data from the solar quiet minimum with F 10.7cm ≈ 68 ± 2.5 % [10 −22 W m −2 Hz −1 ] between 11 June and 13 September 2008 and should be used only in situations with comparable solar activity.
Valid time frame of use: between June 2008 until early 2010
Low solar activity prevailed through early 2010, with solar ultraviolet fluxes that were comparable to period JuneSeptember 2008 for which LAD data were gathered. 
Day of year usability
In order to get the neutral H-density for a vector given in an user-defined coordinate system K on a particular day, this K-vector needs simply to be converted in GSE-coordinates for that day before calling the model function n H (r,θ,φ) using the presented coefficients. This delivers trustable results (with errors given below) during the time period June 2008 through early 2010 (as mentioned above, owing to the nearly constant solar minimum conditions). 
Errors
Since the Lyman α intensitiy I of a line-of-sight (LOS) has its main contribution from neutral hydrogen atoms in the region of the LOS's Earth intersection distance (E.i.d.) the relative hydrogen density error at this distance is (more or less) the same as the relative error of the Ly-α intensity reconstructed from the model I Model compared with the TWINSmeasured Ly-α intensity I Data . The relative hydrogen density error at a distance r 0 using a line-of-sight (LOS) with the same Earth intersection distance r E.i.d. = r 0 is therefore representable as: Figure 6 shows the relative hydrogen density errors obtained from the relative error between the model intensities and the measured intensities for geocentric distances between 3-7 R E . The borders of the percentage error ranges (given in percent) as written in Fig. 6 are calculated as the width of the 2σ -interval of a Gaussian fit for each plot in Fig. 6 (i.e. ≈95 % of the LOS-errors are inside the percentage error range). The estimated uncertainty in the obtained H density distribution is nearly constant at 15 % to 20 % from 3 to 7 R E but would then rapidly increase up to a factor of 2 at 10 R E . For lower geocentric distances r < 3 R E (within the region of the Chamberlain-like model) we assume a relative error of ≈5-20 %.
Above 8 R E the errors are ≈ ±30 % and grow larger with increasing distance, to a value at 10 R E , which might be 100 %. So we recommend that use of the model be restricted to r = R/R E ≤ 8, or used with appropriate caution and error analysis outside this range.
Conclusions
LAD measurements from TWINS-1 during the solar minimum conditions between June and September 2008 have been used to obtain a global exospheric H-density distribution for geocentric distances from 3 to 8 R E . For lower geocentric distances, a best fitting r-dependent Chamberlain (1963)-like H-density model has been adapted. The radial dependence of our spherically symmetric distribution, N (r) = p · r −k , is in agreement with the density profiles obtained by Rairden et al. (1986) and Østgaard et al. (2003) . Our global distribution is essentially cylindrically symmetric about the Sun-Earth line, exhibiting an enhancement in the antisolar direction that is consistent with the location of a geotail. Such asymmetry is in general agreement with the findings of Østgaard et al. (2003) or Carruthers et al. (1976) .
