Abstract-ARA-and protograph-based LDPC codes are capable of achieving error performance similar to randomly constructed codes while enjoying several implementation advantages as a result of their structure. LDPC convolutional codes can be derived from these codes through an unwrapping process. In this paper, we review the unwrapping process as well as the pipeline decoder that allows continuous decoding of LDPC convolutional codes. Computer simulations are then used to demonstrate that the unwrapped convolutional codes achieve a "convolutional gain" in error performance. We conjecture that this is due to the concatenation of many constraint lengths worth of received symbols in the pipeline decoding process. The consequences of this improved performance are examined in terms of factors related to decoder implementation: processor size, memory requirements, and decoding delay (latency). Finally, given identical protograph kernels, we compare derived block and convolutional codes based on the above measures.
I. INTRODUCTION
The convolutional counterparts of low-density paritycheck (LDPC) block codes, LDPC convolutional codes, were first proposed in [1] . Analogous to LDPC block codes, LDPC convolutional codes are defined by sparse parity-check matrices, which allow them to be decoded using iterative message-passing algorithms. The socalled pipeline decoder, that is typically used to decode these codes, employs several small identical processors that perform the message-passing decoding iterations in parallel. In [2] , the first two authors presented a general comparison of LDPC block and convolutional codes, investigating several practical encoding and decoding aspects of these codes. In this paper, we extend that work by looking specifically at LDPC convolutional codes derived from ARA-and Protograph-Based LDPC block codes.
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The use of a rate-I accumulator as a precoder dramatically improves the extrinsic SNR behavior of a repetition 3 outer code in the high extrinsic SNR region and hence improves the iterative decoding threshold of the overall code.
An RA code with an accumulator precoder is called an Accumulate-Repeat-Accumulate (ARA) code [4] . An example of a simple rate-1/2 ARA code sponding threshold is shown in Fig. 3 . The in Fig. 3 Fig. 4 . We call ti AR'4'JA due to the repetition by 4 on 1 side of the punctured degree-6 variable n( 
IV. DECODING OF LDPC CONVOLUTI
LDPC convolutional codes can be iteral using a message-passing algorithm. Alth responding Tanner graph has an infinil nodes, the distance between two variab are connected to the same check node the syndrome former memory. This allo) decoding with a decoder that operates on a sliding along the received sequence, simil and its corre-decoder with finite path memory [7] , [8] . The underlying block code along the diagonal in steps of size (c -b) x c. Next, we remove the upper-diagonal portion and paste it to the bottom of the lower-diagonal portion. The resulting diagonal shaped matrix is then repeated indefinitely, giving us the parity-check matrix H,onv of a time-varying convolutional code with period T = ms+ 1. We refer to this cutting and pasting operation as the unwrapping procedure. In general, if we start from an (n, J, K)-regular LDPC block code of length n and rate R > 1 -J/K, we obtain an (ms, J, K)-regular LDPC convolutional code with rate R = b/c = 1 -J/K and syndrome former memory ms = (n/c) -1, i.e., overall constraint length vs = n. This procedure is illustrated in Fig. 6 The unwrapping step size of (c -b) x c produces a rate R = b/c convolutional code. Similarly, a step size of (c -b)k x ck, where 0 < ck < n and k E Z+, produces a rate bk/bc code. The special case of ck = n, for example, corresponds to repeating the original block code indefinitely, and is therefore of no practical significance. On the other hand, this special case helps to show the connection between the block and convolutional codes and illustrates that by decreasing the value of k we arrive at a "more convolutional" structure.
Although the above example uses regular LDPC block codes as the starting point of the unwrapping procedure, there is, in general, no constraint on the row and column weights of the parity-check matrices, and the derived time-varying convolutional code has the exact same node degree distribution as that of the underlying block code. In other words, the unwrapping procedure preserves the degree distribution during the cutting and pasting (and also the repeating) steps, so the same approach can be employed to derive irregular LDPC convolutional codes from irregular LDPC block codes.
VI. DECODING COMPARISONS
In this section, we compare several aspects of decoding LDPC convolutional and block codes. Similarly, the decoding complexity for a rate R > 1 -J/K, (n, J, K)-regular LDPC block code with 'B iterations is given by I00  000  0  0  001  000  000  000  000  000  000  000  000  10  001   00  10  01  00  00  00  00  01  00  00  00  00  00 VII. A BASIS FOR COMPARISON As noted in the previous section, there are many ways to compare possible decoder realizations for LDPC block and convolutional codes. However, no one approach tells the whole story. This is due in part to the very different structures of block and convolutional codes. In fact, even before the LDPC coding era, it has always been a controversial topic to determine how best to compare block and convolutional codes. Notions such as trellis complexity, minimum distance bounds, and error exponents have all been employed to this end. Similarly, it is very hard to determine an ideal basis of comparison between LDPC block and convolutional codes. In the final analysis, any comparison must be a function of the particular application, e.g., while a large storage requirement or processor size might not be problems for mobile communications, a large latency may be undesirable, especially for real-time voice transmission.
In this paper, we choose a comparison method based on decoded bit error rate (BER) performance. For each of the code constructions, we target a specific channel SNR at a fixed distance from the iterative decoding threshold of the employed code family. We then compare LDPC block and convolutional codes that achieve the same BER and/or frame error rate (FER) performance at this SNR based on the criteria presented in the previous section. Fig. 4 by a factor of 4 to remove double edges. This working 'base' graph is given the name AR4JAx4. The construction of two unique1 LDPC convolutional codes is described in Figs. 7(a)(b) . In both cases, a block code is first derived via expansion by a factor of 128, Fig. 7(a) , and expansion by a factor of 125, Fig. 7(b) . The number of rows and columns in the transposed parity-check matrix of each of these block codes is indicated in the figure. Note that permutations associated with the aforementioned expansions (x4, x125, x128) were performed using the well-known progressive edge growth technique [10] . The performance of these two block codes is denoted by the k = 1000 and k = 1024 curves in Fig. 8. 'These convolutional codes are unique, but are constructed to achieve relatively 'comparable' convolutional LDPC codes These two block codes (with k roughly 1000) are 'unwrapped' to form LDPC convolutional codes, again following the parameters denoted in Fig. 7 . For instance, the AR4JAx4x128 (Fig. 7(a) ) block code is broken into sub-blocks of size c = 5 and c -b = 3, while the AR4JAx4x125 (Fig. 7(b) ) block code is broken into subblocks of size c = 20 and c -b = 12. Note that the latter dimensions adhere to those inherent in the AR4JAx4 base graph. An additional factor is that the AR4JA code has all degree-6 nodes punctured (see Fig. 4 ). Therefore, in terms of transmitted nodes, Fig. 7 .CO 1 the code are transmitted and must be buffered in the decoding process. For essentially equal performance the block code requires 6 times less internal observation and edge storage memory and incurs at worst (due to the upper bound of 3 n on block code latency) 2 times less decoding latency. As a result of the extended graph of LDPC convolutional codes, stopping rules are not as obvious as for LDPC block codes. One such stopping rule has been proposed, however, in [12] , where the average number of iterations can be reduced without affecting the error performance. Using this rule, the independent processors in the pipeline decoder can sometimes be put into a "sleep" mode in order to save computations. Adjusting the above computational comparison to take advantage of this pipeline decoding stopping rule is currently being investigated.
We note that the size of a pipeline decoding 'processor' is roughly 1/Ic times that any of the convolutional decoder complexity measures in Table I . Convolutional LDPC codes utilizing a pipeline decoder therefore lend themselves to a fine granularity that allows a trade-off between performance and complexity. The simulation results of Fig. 8 indicate that it is possible to achieve low error rate performance by keeping the processor size vs relatively small while increasing the number of processors IC. (In Fig. 8 , for example, the convolutional code processor is only 1/16 the size of the block code processor.) The resulting cascade of relatively small processors may allow for higher clock frequencies and provide higher throughputs than is possible with a single block decoder. We note that pipelined LDPC block decoders can also be designed to use individual processors, with each processor performing only a fraction of the total number of iterations. In this case, however, the block code would lose the storage memory and decoding latency advantages noted above compared to their convolutional counterparts.
IX. CONCLUSION An advantage of the convolutional structure is that performance can easily be gained by simply adding more constraint length multiples (iterations IC) at the decoder without changing the encoding structure at all. Also, the natural pipeline structure of the convolutional decoder facilitates the realization of low error rates and potentially high throughputs by designing a processor of relatively modest size and replicating it in the pipeline. However, if one has a particular target error rate in mind, designing a dedicated block code achieves the desired result with less latency and reduced memory requirements.
We are currently initiating a practical hardware-based complexity comparison of the LDPC codes presented in this paper. This includes realizations of the LDPC block decoding and pipelined LDPC convolutional decoding architectures on field programmable gate arrays (FPGAs) and application specific integrated circuits (ASICs). These realizations will provide further insight into the comparisons presented in this paper, including determining possible practical implementation bottlenecks in terms of memory and logic element usage.
