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Abstrat: We present preise asymptotis of the odometer funtion for the
internal Diusion Limited Aggregation model. These results provide a better
understanding of this funtion whose importane was demonstrated by Levine
and Peres [3℄. We derive a dierent proof of a time-sale result by Lawler,
Bramson and Grieath [2℄.
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1 Introdution
The internal Diusion Limited Aggregation model was rst introdued by
Diaonis and Fulton in [1℄ gives a protool for building a random set reur-
sively. At eah step, the rst vertex visited outside the luster by a simple
random walk started at the origin is added to the luster. The resulting
limit shape is the eulidian ball, as proved in 1992 by Lawler, Bramson and
Grieath in [2℄.
More reently, however, Levine and Peres [3℄, [4℄ have shown that this
model is related to the rotor-router and divisible sandpile models. In the
former, random walkers are replaed by eulerian walkers. In the latter, eah
vertex an hold 1 unit of mass, and the exess is divided equally among
its neighbors when the vertex topples. Thus an initial mass at the origin
beomes a stable shape after a suitable innite series of topplings.
For eah of these three models, one an dene an odometer funtion,
whih will be the total number of times a walker passes through a given
point (ounting multiple passages of the same walker) for the internal DLA
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and rotor-router model, and the total mass emitted from a given point
in the onstrution of the luster for the divisible sandpile model. This
funtion plays a omparable role in all three models and turns out to be
instrumental in their relation. While the limiting shape of these models is
known to be the Eulidian ball, the behavior of their odometer funtions
in the partiular ase where all the mass is started at the origin remains to
be studied.
This paper provides a loser look at the odometer funtion in the ase of
the internal DLA model, with an almost sure onvergene of the normalized
funtions and asymptotis of this funtion near the origin. These results
provide in turn a new proof of the time sale of the luster introdued in
[2℄.
2 Denitions, main results
Let (Sj)j∈N a sequene of independent simple random walks on Z
d
, and
let us dene the luster A(n) and stopping times (σk)k∈N reursively in the
following way:
σ0 = 0,
A(0) = {0} = {S0(σ0)}, and for all j > 0,
∀j > 0, σj = inf{t ≥ 0 : S
j(t) 6∈ A(j − 1)},
A(j) = A(j − 1) ∪ {Sj(σj)}.
Let ||.|| denote the Eulidean norm on Rd, Br the Eulidean ball of
radius r of Zd, and ωd the volume of the unit ball of R
d
. We will onsider the
luster A(ωdn
d), whih has the same volume as Bn. Lawler, Bramson and
Grieath proved in [2℄ that the normalized luster
1
n
A(
⌊
ωdn
d
⌋
) onverges
to the Eulidean unit ball with probability one. Lawler then improved this
result, dening the inner and outer errors as follows:
δI(n) = n− inf
z 6∈A(⌊ωdnd⌋)
||z||,
δO(n) = sup
z∈A(⌊ωdnd⌋)
||z|| − n.
to get the following bounds, with probability 1:
lim
n→∞
δI(n)
n1/3(lnn)2
= 0, and
lim
n→∞
δO(n)
n1/3(lnn)4
= 0. (2.1)
An important part in the study of this model is played by Green's
funtions for the simple random walk, whih we introdue now, as dened
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in [5℄. Let Sx be a simple random walk started from a point x ∈ Zd, and
ξn be the time at whih S exits Bn, that is :
ξn = inf{t : St /∈ Bn}.
Then we dene for all y ∈ Zd
Gn(x, y) =
ξn∑
t=0
1Sx(t)=y .
This is zero if either x or y lies outside Bn. For d ≥ 3 we dene, for all
x, y ∈ Zd,
G(x, y) =
∞∑
t=0
1Sx(t)=y.
Let z ∈ Rd be a non-zero point in the open unit ball. Let us write
z = (x1, · · · , xd)
Let us dene zn := (⌊nx1⌋, · · · ⌊nxd⌋) .
The odometer funtion un(z) at rank n measures the number of walkers
passing through zn in the proess of building the luster A(⌊ωdn
n⌋). It is
dened as follows:
un(z) :=
⌊ωdnd⌋∑
i=0
σi∑
t=0
1Si(t)=zn
Our results are as follows:
Theorem 2.1 For all non-zero points of the open unit ball z, when n goes
to innity,
un(z)
n2
→||z||2 − 1− 2 ln(||z||) almost surely if d = 2,
un(z)
n2
→||z||2 +
2
(d− 2)||z||d−2
−
d
d− 2
almost surely if d ≥ 3. (2.2)
Remark: In [2℄, the authors estimate the time it takes to build a lus-
ter of radius n, that is to say the total number of steps done by random
walks during the onstrution of the luster. The authors ount these steps
by estimating the number of steps for eah given random walk. Our on-
vergene result 2.1 allows us to take a dierent perspetive on the problem,
and ount the total number of steps as the sum over all points in the luster
of the number of steps through this point.
This leads to a dierent proof of the result of Lawler, Bramson and
Grieath on the time saling of the luster, whih is presented in setion 5.
The funtions in 2.2 vanish when ||z|| tends to 1, and tend to innity
when ||z|| tends to 0. To understand this behavior around the origin, we an
use a dierent saling. Consider a sequene of non-zero points yn suh that
yn
n
onverges to 0 as n tends to innity. If we now onsider the following
sequene of values takes by the n-th odometer at point yn
n
:
un
(yn
n
)
=
⌊ωdnd⌋∑
i=0
σi∑
t=0
1Si(t)=yn
We get the following result:
Theorem 2.2 Let yn be a sequene of non-zero points suh that
yn
n
on-
verges to 0.
• If yn onverges to a point a ∈ Z
d
, d ≥ 3, when n tends to innity,
un(
yn
n
) ∼ ωdn
dG(0, a) almost surely
• If ||yn|| tends to innity, when n goes to innity,
un(
yn
n
)
n2
∼ 4 ln
(
n
||yn||
)
almost surely, if d = 2,
un(
yn
n
)
n2
∼
2
d− 2
(
||yn||
n
)2−d
almost surely, if d ≥ 3.
Remark: The question of the asymptotis of the odometer funtion
near the boundary remains open, and is presumably linked to the diult
problem of the utuations of the luster around its limiting shape.
Let us omment further on Theorem 2.1, and give a heuristi of it when
d ≥ 3 based on the work of Levine and Peres ([3℄) (the two-dimensional
ase is similar if a little more tehnial). In the ase of the divisible sandpile
model, eah site of Z
d
ontains a ontinuous amount of mass. A site with
an amount greater than 1 an topple, that is to say keep mass 1 and
distribute the rest equally between its neighbors. With any sequene of
topplings that topples eah full site innitely often, the mass approahes a
limiting distribution, whih does not depend on the sequene.
The odometer funtion u for this model is dened as the total mass
emitted from a given point. Sine eah neighbor y of a given point x
divides mass equally between its 2d neighbors, the total mass reeived
by x is 1
2d
∑
y∼x u(y). If we dene the disrete Laplaian ∆ as ∆f(x) =
1
2d
∑
y∼x f(y)− f(x), we get that
∆u(x) = ν(x)− σ(x),
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where σ and ν are the initial and nal amounts of mass at x, respetively.
In our ase, the initial mass ωdn
d
is onentrated at the origin, and the
nal mass is 1 in eah fully oupied site of the luster. Hene:
∆un(x) =


n− 1 if x = 0,
−1 if x is a non-zero point in the luster,
0 outside the luster.
To solve this equation, we rst introdue a funtion γn that has disrete
Laplaian σn − 1, in our ase:
γn(z) = −||z||
2 − ωdn
dG(0, z).
Then the odometer funtion un is given by lemma 3.2 of [4℄ as the
dierene between the least superharmoni majorant of γn and γn:
un = sn − γn,
where sn = inf{f(x) suh that f is superharmoni and f ≥ γn}.
Realling the notations z = (x1, · · · , xd) and zn = (⌊nx1⌋, · · · ⌊nxd⌋),
we get:
1
n2
γn(zn)→ γ(z) := −||z||
2 −
2
d− 2
||z||2−d
The funtion γ is radial, and its partiular shape makes it easy to determine
its superharmoni majorant s, as one an see on Figure 1:
s(z) =
{
− 2
d−2
if ||z|| ≤ 1,
γ(z) if ||z|| ≥ 1.
Sine γn onverges to γ, sn should onverge to s. This would mean that
un onverges to s − γ. This method is in fat made rigorous in [3℄, with
the notieable dierene that in the ase onsidered the starting mass has
a bounded density, as opposed to our ase where all of the mass is started
at the origin. The authors then prove that the odometer funtion for the
divisible sandpile model is the expeted value of the odometer funtion
for the internal DLA model, whih gives a heuristi proof of the following
result:
E
(
un(z)
n2
)
→||z||2 − 1− 2 ln(||z||) if d = 2,
E
(
un(z)
n2
)
→||z||2 +
2
(d− 2)||z||d−2
−
d
d− 2
if d ≥ 3.
This analyti method ould probably be rendered rigorous, but we prefer a
more probabilisti approah based on the onvergene of the luster, whih
gives us an almost sure onvergene result.
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Figure 1: The funtions s and γ as radial funtions of z.
3 Proof of Theorem 2.1
The main idea of this proof is to use the fat that the luster is very
similar to a dis when n is large enough to get two inequalities framing
un(z) between random valuations whih do not depend on the shape of the
luster.
Lawler's theorem proves that the following set inequality holds for n
large enough with probability one:
Bn−n1/3(lnn)2 ⊂ A(
⌊
ωdn
d
⌋
) ⊂ Bn+n1/3(lnn)4 ,
Let us dene:
ηI(n) = n
1/3(lnn)2
ηO(n) = n
1/3(lnn)4
Let us dene the stopping time ξjk as the time at whih S
j
leaves a ball
Bk. As a onsequene of the set inequality, we get the following inequality
on stopping times for k large enough, for all j suh that
⌊
ωd(k − 1)
d
⌋
≤
j ≤
⌊
ωdk
d
⌋
, with probability one:
ξj(k−1)−ηI (k−1) ≤ σ
j ≤ ξjk+ηO(k) (3.1)
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We get the following framing of un(z):
n−1∑
k=0
⌊ωd(k+1)d⌋∑
j=⌊ωdkd⌋
ξk−ηI (k)∑
t=1
1Si(t)=zn ≤ un(z) ≤
n∑
k=1
⌊ωd(k+1)d⌋∑
j=⌊ωdkd⌋
ξj
k+ηO(k)∑
t=1
1Si(t)=zn
This inequality holds for n large enough with probability one beause
||zn|| − n||z|| is smaller than a onstant. This ensures that the inequality
(3.1) will start to hold as soon as k beomes greater than n||z||
2
for instane.
All the other terms of the sum are asymptotially zero.
We will now show that the left and right bounds on un(z), whih we
will all un(z)
−
and un(z)
+
, one normalized, onverge almost surely to the
same funtion. In order to do this, we take a look at the following family
of random variables:
χjk,n(z) =
ξk∑
t=1
1Sj(t)=zn
A diret appliation of the Markov property shows that for i ≥ 1, there
exists p0 and p depending on k, n and z suh that:
P(χjk,n(z) = i) = p0p
i−1(1− p)
Sine we know that P(χjk,n(z) = 0) = P(τzn > ξk) where τzn is the
reahing time of zn, and that E(χ
j
k,n(z)) = Gk(0, zn), where Gn is Green's
stopped funtion, a simple omputation shows that:
p0 = P(ξk < τzn)
p = 1−
P(ξn < τzn)
Gk(0, zn)
This determines the parameter of the geometri distribution χjk,n(z)
follows.
We will need the following lemma whih gives an estimate of Gn(0, z):
Lemma 3.1 If z ∈ Bn, z 6= 0, we have
Gn(0, z) =
2
ω2
ln
n
||z||
+O(
1
||z||
) +O(
1
n
) if d = 2, and
Gn(0, z) =
2
d− 2
1
ωd
(||z||2−d − n2−d) +O(||z||1−d),
where the O are uniform on the unspeied variables.
This lemma is due to Lawler and an be found in setion 1.6 of [5℄.
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We will now prove that
1
n2
un(z) onverges almost surely to the limit of
its mean value. We rst ompute the mean value of un(z)
−
, then we will
bound its variane.
Consider the left side of (3):
un(z)
− =
n−1∑
k=0
⌊ω2(k+1)2⌋∑
j=⌊ωdk2⌋
ξk−ηI (k)∑
t=1
1Sj(t)=zn
un(z)
− =
n−1∑
k=0
⌊ω2(k+1)2⌋∑
j=⌊ωdk2⌋
χjk−ηI(k),n(z)
E(un(z)
−) =
n−1∑
k=0
⌊ω2(k+1)2⌋∑
j=⌊ωdk2⌋
Gk−ηI(k)(0, zn)
=
n−1∑
k=⌊||z||n⌋
(
⌊
ωd(k + 1)
2
⌋
−
⌊
ω2k
2
⌋
)Gk−ηI(k)(0, zn)
(3.2)
Let us onsider separately the ase d = 2. In that ase, we have:
E(un(z)
−) =
n−1∑
k=⌊||z||n⌋
(
⌊
ω2(k + 1)
2
⌋
−
⌊
ω2k
2
⌋
)
2
ω2
(
ln
k − ηI(k)
n||z||
+O(
1
n
)
)
E(un(z)
−) =
n−1∑
k=⌊||z||n⌋
(
4k ln
k
n||z||
)
+O(n5/3)
1
n2
E(un(z)
−) =
1
n
n−1∑
k=⌊||z||n⌋
(
4
k
n
ln
k
n||z||
)
+O(n−1/3)
(3.3)
We reognize a Riemann sum, thus :
1
n2
E(un(z)
−) →
∫ 1
||z||
4t ln(
t
||z||
)dt = ||z||2 − 1− 2 ln(||z||)
When d ≥ 3, we get instead the following estimate for E(un(z)
−) :
n−1∑
k=⌊||z||n⌋
(
⌊
ωd(k + 1)
d
⌋
−
⌊
ωdk
d
⌋
)
2
d− 2
1
ωd
((n||z||)2−d−(k−ηI(k))
2−d)+O(n1−d)
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E(un(z)
−) =
1
n
n−1∑
k=⌊||z||n⌋
(
2d
d− 2
kd−1((n||z||)2−d − (k)2−d)
)
+O(n8/3−d)
1
n2
E(un(z)
−) =
1
n
n−1∑
k=⌊||z||n⌋
(
2d
d− 2
((
k
n
)d−1||z||2−d −
k
n
)
)
+O(n2/3−d)
1
n2
E(un(z)
−) →
∫ 1
||z||
2d
d− 2
(td−1||z||2−d − t)dt = ||z||2 +
2
(d− 2)||z||d−2
−
d
d− 2
The same arguments show that
1
n2
E(un(z)
+) has the same limit as its
ounterpart.
We will now give a bound on the variane of these variables. Let us
rst state the following lemma:
Lemma 3.2 The random valuations χjk,n(z) have the following variane,
for all j, k, n ∈ N, z ∈ Zd provided that ||z||n ≤ k:
Var(χjk,n(z)) =
(
1−
P(ξk < τzn)
Gk(0, zn)
)
Gk(0, zn)Gk(zn, zn)
(
2 +
1
Gk(zn, zn)− 1
)
−Gk(0, zn)
2
The proof of this lemma is a straightforward alulation whih relies
only on the knowledge of the law of χjk,n(z).
We will need bounds for Gk(zn, zn). Provided that ||z||n ≥ k, zn is in
the ball of radius k entered at the origin, and it has at least one neighbor
in this same ball, whih proves that Gk(zn, zn) ≥ 1 +
1
4d2
.
When d ≥ 3, we an use the simple upper bound given by Gk(zn, zn) ≤
G(0, 0) <∞.
However, when d = 2, we will use the following bound: Gk(zn, zn) ≤
Gn+k(0, 0). This bound omes from the fat that a random walk started in
zn will exit the ball of radius k entered in 0 before it exits the ball of radius
n+ k entered in zn. When k ≤ n, we will even use Gk(zn, zn) ≤ G2n(0, 0).
We are now ready to bound the variane of un(z)
−
.
Var
(
un(z)
−
n2
)
=
1
n4
n−1∑
k=0
⌊ω2(k+1)2⌋∑
j=⌊ωdk2⌋
Var(χjk−ηI(k),n(z))
≤
1
n4
n−1∑
k=0
⌊ω2(k+1)2⌋∑
j=⌊ωdk2⌋
Gk−ηI(k)(0, zn)Gk−ηI(k)(zn, zn)
(
2 +
1
Gk−ηI (k)(zn, zn)− 1
)
When d ≥ 3, naming Kd a suited onstant depending only on the
dimension d, we get:
Var
(
un(z)
−
n2
)
≤
1
n4
n−1∑
k=0
Kdk
d−1Gk(0, zn)
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This formula is the same as in the estimation of E(un(z)
−) and yields:
Var
(
un(z)
−
n2
)
≤
g(||z||, d)
n2
,
where g is a funtion of ||z|| and d only.
When d = 2, taking a suited onstant K2 gives us:
Var
(
un(z)
−
n2
)
≤
1
n4
n−1∑
k=0
K2kGk(0, zn) ln(n)
2,
whih yields:
Var
(
un(z)
−
n2
)
≤
ln(n)2h(||z||)
n2
,
where h is a funtion of ||z||.
In both ases, the sum
∑
Var
(
un(z)−
n2
)
is nite, whih means
un(z)−
n2
onverges almost surely to limn→∞
E(un(z)−)
n2
. The same set of arguments an
be used to prove that
un(z)+
n2
onverges almost surely to limn→∞
E(un(z)+)
n2
.
Sine limn→∞
E(un(z)−)
n2
= limn→∞
E(un(z)+)
n2
and u−n (z) ≤ un(z) ≤ u
+
n (z)
for all n large enough, we have proved our result.
4 Proof of Theorem 2.2
The proof of the rst assertion relies only on the fat that the following
framing holds for n large enough:
n−1∑
k=⌊lnn⌋
⌊ωd(k+1)d⌋∑
j=⌊ωdkd⌋
ξk−ηI (k)∑
t=1
1Si(t)=yn ≤
⌊ωdnd⌋∑
i=⌊ωd(lnn)d⌋
σi∑
t=0
1Si(t)=yn
≤
n∑
k=1+⌊lnn⌋
⌊ωd(k+1)d⌋∑
j=⌊ωdkd⌋
ξj
k+ηO(k)∑
t=1
1Si(t)=yn
This is true beause the equation (3.1) holds as soon as k is large enough,
whih happens eventually sine k ≥ lnn.
The dierene to the relevant quantity an be bounded using this in-
equality whih holds for n large enough:
⌊ωd(lnn)d⌋∑
i=0
σi∑
t=0
1Si(t)=yn ≤
⌊ωd(lnn)d⌋∑
i=0
ξlnn−ηI (lnn)∑
t=1
1Si(t)=yn
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It is a onsequene of the alulations in the proof of Theorem 2.1 that
the right side tends to zero almost surely one divided by n2.
Just like in the proof of Theorem 2.1, we estimate the expeted value
of our lower bound:
E

 n−1∑
k=⌊lnn⌋
⌊ωd(k+1)d⌋∑
j=⌊ωdkd⌋
ξk−ηI (k)∑
t=1
1Si(t)=yn

 = n∑
k=0
dωdk
d−1G(||yn||) +O(n
2)
= ωdn
dG(a) +O(n2)
The alulation for the upper bound yields the same result.
To nish the proof, we just need to bound the variane of these two
random variables, using lemma 3.2:
Var
(
un
(yn
n
)−)
=
n−1∑
k=0
⌊ωd(k+1)2⌋∑
j=⌊ωdk2⌋
Var(χjk−ηI(k),n(
yn
n
))
≤
n−1∑
k=0
⌊ωd(k+1)2⌋∑
j=⌊ωdk2⌋
Gk−ηI(k)(0, yn)Gk−ηI(k)(yn, yn)
(
2 +
1
Gk−ηI(k)(yn, yn)− 1
)
When d ≥ 3, naming Kd a suited onstant depending only on the
dimension d, we get:
Var
(
un
(yn
n
))−
≤
n−1∑
k=0
Kdk
d−1G(||yn||)
Hene we get:
Var
(
un
(
yn
n
)−
nd
)
≤
K ′dG(a)
nd
When d = 2, taking a suited onstant C2 gives us:
Var
(
un
(yn
n
))
≤
n−1∑
k=0
K2kG(||yn||) ln(n)
2,
whih yields:
Var
(
un(z)
−
n2
)
≤
ln(n)2K ′2G(a)
n2
,
where C ′2 is a suited onstant.
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In both ases, the sum
∑
Var
(
un( ynn )
−
nd
)
is nite. Sine the same al-
ulation an be applied to u+n , we an use the same argument as in the
proof of Theorem 2.1 to say that almost surely, as n tends to innity,
un(
yn
n
)
nd
→ ωdG(a).
The proof of the seond assumption is similar to that of the rst one
and relies on the following estimate: for d = 2,
E

n−1∑
k=0
⌊ω2(k+1)2⌋∑
j=⌊ω2k2⌋
ξk−ηI (k)∑
t=1
1Si(t)=yn

 = n∑
k=0
4k ln
(
||yn||
d−2
k − ηI(k)
)
+O
(
1
||yn||
+
1
n
)
= 4n2 ln
(
n
||yn||
)
+O
(
1
||yn||
+
1
n
)
And for d ≥ 3,
E

n−1∑
k=0
⌊ωd(k+1)d⌋∑
j=⌊ωdkd⌋
ξk−ηI (k)∑
t=1
1Si(t)=yn

 = n∑
k=0
2d
d− 2
kd−1
(
1
||yn||d−2
−
1
(k − ηI(k))d−2
)
+O
(
nd−1
||yn||d−1
)
=
2n2
d− 2
((
n
||yn||
)d−2
−
1
2
)
+O
(
nd−1
||yn||d−1
+
1
n
)
The omputations of the varianes yield, for d = 2,
Var
(
un
(yn
n
))
≤ J2n
2 (lnn)2 ln
(
n
||yn||
)
,
and for d ≥ 3,
Var
(
un
(yn
n
))
≤ Jdn
2
(
||yn||
n
)2−d
,
where J2 and Jd are suitable onstants depending only on d. It follows that
Var

 (un (ynn ))
n2 ln
(
n
||yn||
)

 ≤ J2 ln2(n)
n2 ln
(
n
||yn||
)
Var

 un (ynn )
n2 ln
(
n
||yn||
)

 ≤ Jd
n2
(
||yn||
n
)d−2
These quantities have nite sums, whih proves our result.
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5 Bak to a result of Lawler, Bramson and
Grieath
The result in Theorem 2.1 an be used to derive a dierent proof of an
existing time-sale result by Lawler, Bramson and Grieath.
In [2℄, the authors are interested in the time it takes to build a luster
of radius n, that is to say the total number of steps done by random walks
during the onstrution of the luster. They dene A˜(t) as the internal
DLA luster on the time sale of individual random walks. Namely, if
χ(t) = max{k suh that σ1 + · · ·+ σk ≤ t}
then A˜(t) = A(χ(t)).
Theorem 5.1 (Lawler, Bramson, Grieath, 1992) Let A˜(t) be the in-
ternal DLA luster on the time sale of individual random walks, then for
all ǫ > 0, almost surely,
Bn(1−ǫ) ⊂ A˜(tn) ⊂ Bn(1+ǫ),
where
tn = n
d+2 dωd
d+ 2
.
While the original proof of this theorem studies the time spent by a
given random walk inside the luster, we have studied the time spent in
a given point by all the random walks. This leads naturally to a dierent
approah of the problem, in whih we will sum the odometer funtion over
all the points in the luster.
Let us all t′n the time taken to build the luster A(n). Then
t′n =
∑
z:nz∈Zd∩A(n)
un(z)
Then for all n, ∑
z, nz ∈Bn−ηI (n)
un(z) ≤ t
′
n ≤
∑
z, nz ∈Bn+ηO(n)
un(z)
We an ompute the following asymptotis, as n tends to innity:
∑
z, nz ∈Bn−ηI (n)
un(z) =
n∑
k=1
dωdk
d−1un
(
k
n
)
+ o(nd+2)
= d ωdn
2
n∑
k=1
kd−1f
(
k
n
)
+ o(nd+2), almost surely.
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where f is dened by (2.2). Hene:
∑
z:nz∈Bn−ηI (n)
un(z) = d ωdn
d+2
∫ 1
0
xd−1f(x)dx+ o(nd+2)
= nd+2
(
d ωd
d+ 2
)
+ o(nd+2)
The same asymptotis hold for
∑
z, nz ∈Bn+ηO(n)
un(z), so that we have,
almost surely,
lim
n→∞
t′n
nd+2
=
d ωd
d+ 2
.
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