Let M be a Riemannian manifold which satisfies the doubling volume property. Let be the LaplaceBeltrami operator on M and m(λ), λ ∈ R, a multiplier satisfying the Mikhlin-Hörmander condition. We also assume that the heat kernel satisfies certain upper Gaussian estimates and we prove that there is a geometric constant p 0 < 1, such that the spectral multiplier m( ) is bounded on the Hardy spaces H p for all p ∈ (p 0 , 1].
Introduction and statement of the results
Let m(ξ ) be a bounded measurable function in R n and let T m be the operator defined by T m f (ξ) = m(ξ ) f (ξ), where f denotes the Fourier transform of f .
In [6] Calderón and Torchinsky extending the classical Mikhlin-Hörmander multiplier theorem [14, 25] , proved that if the multiplier m(λ) satisfies the condition of graphs satisfying the doubling volume property and an L 2 -Poincaré inequality. In the present paper we deal with the H p of spectral multipliers in the context of Riemannian manifolds. Let M be an n-dimensional, complete, noncompact Riemannian manifold with C ∞ -bounded geometry. This means that the injectivity radius of M is positive and every covariant derivative of the curvature tensor is bounded [29] .
We denote by d(·,·) the Riemannian distance, by dx the Riemannian measure, by B(x, r) the ball centered at x ∈ M with radius r > 0 and by V (x, r) its volume. We also assume that M satisfies the doubling volume property, i.e. there is a constant c > 0, such that V (x, 2r) cV (x, r), ∀x ∈ M, r > 0.
( Note that p t (x, y) satisfies (1.4) and (1.5) in the case when M satisfies (1.2) and an L 2 -Poincaré inequality [28, 12, 27] . Note also that if Ric(M) 0, then by the Li-Yau gradient estimate of p t (x, y), [19] is valid with γ = 1.
Let us recall that the Laplace-Beltrami operator on M is a positive and selfadjoint operator on L 2 (M). Thus, by the spectral theorem
where dE λ is the spectral measure on M.
If m : R → R is a bounded Borel function, by the spectral theorem we can define the operator
which is a bounded operator on L 2 (M), with m( ) 2→2 m ∞ . The function m is called a multiplier and the operator m( ) is called a spectral multiplier. Let us set
. Let us denote by C A (R) the Lipschitz space of order A > 0, and by H p (M) the Hardy space (see Section 2 for details). Finally, let us fix a function 0 φ ∈ C ∞ (R), with
In the present work we prove the following.
Theorem 1.
Let M be a Riemannian manifold as above and let m(λ), λ ∈ R, be a multiplier satisfying
We note that by interpolation and duality, from Theorem 1 it follows that m( ) is bounded L p (M), for 1 < p < ∞, and on BMO(M). For generalizations of the Mikhlin-Hörmander multiplier theorem to abstract contexts, we refer the reader to [1] [2] [3] [4] 7, 9, 11, 13, [16] [17] [18] [20] [21] [22] [23] [24] 26] and the references therein.
More precisely, as it is already mentioned, if M = R n then (1.1) with |α| n[(
. Finally, as it is mentioned in [15] , Hardy spaces for p < p 0 cannot be defined without the presence of some structure on M.
Next, note that the function m(λ) = λ iβ , β ∈ R, satisfies (1.6). In [24] is proved that iβ is bounded on H 1 . Here, from Theorem 1 we deduce
Throughout this article the different constants will always be denoted by the same letter c. When their dependence or independence is significant, it will be clearly stated.
Preliminaries
In this section we shall recall the basic tools we need for the proof of our results.
L 2 -estimates of the heat kernel
To begin with, let us note that the estimates (1.4) and (1.5) of the heat kernel are similar to those of the Markov kernels in [15] . Proceeding in the same way we obtain the following L 2 -estimates of p t (x, y).
There is a constant c > 0, such that for all y ∈ M and all j ∈ Z,
There are constants c 1 , c 2 > 0, such that for all y ∈ M, for all j, q ∈ Z,
Integrating the estimate (1.5), we get the estimates: There is a constant c > 0, such that for all y, z ∈ M, and all j ∈ Z,
There are constants c 1 ,
Finally, we shall make use of the following estimate proved by Alexopoulos in [2] . As usual we denote by P t the heat operator
and we set A q (y) = B(y,
Then, in [2] , it is proved that there are constants c 1 , c 2 > 0 and η ∈ (0, 1), such that
for all q, j ∈ Z, with q j , all x ∈ A q (y) and |t| η2 (q−j)/2 .
Hardy spaces
Below, we present some basic facts about the atomic Hardy spaces H p (M) for p ∈ (p 0 , 1]. For more details see [8, 15] .
We say that a function a is a p-atom, if there is a ball B(y, r) such that
From (2.6) we get that
We say that a function f belongs in Hardy space
and if there is a sequence (λ n ) ∈ 1 and a sequence of 1-atoms (a n ), such that f = ∞ n=0 λ n a n . Its norm is given by
λ n a n .
We say that a function f belongs in BMO(M) if there is a constant c(f ) > 0 such that for all ball B in M,
where f B is the mean value of f on the ball B. The norm f BMO of f is the smallest constant c(f ) satisfying (2.
8). The space BMO(M) is the dual of H 1 (M).
Note that (2.8) yields as in [10, p. 142] , that there is a constant c > 0 such that for all f ∈ BMO(M) and k > 0,
To define the H p spaces for p < 1, we need first to define the Lipschitz space L α , α > 0. We say that f ∈ L α , if there is a constant c > 0 such that for every ball B and x, y ∈ B, we have
The norm f L α is defined as the smallest of those constants c. L α , equipped with this norm becomes a Banach space.
Then we define H p as the space of those functionals f ∈ L α which can be written as f = ∞ n=0 λ n a n , where (λ n ) ∈ p and (a n ) is a sequence of p-atoms. We set
Note also that for every f ∈ L α , and for every ball B and y ∈ B, we have that
An approximation lemma
In the course of the proof of Theorem 1, we shall make use of the following approximation lemma [1] .
Then for all λ > 0, there is a continuous and integrable function ψ λ and a constant c > 0, independent of λ, and f , such that
Multipliers with compact support
where δ y is the Dirac mass.
Let us recall that Alexopoulos in [2] proves that if with A > D/2, then the kernel K(x, y) of the operator f ( ) is integrable. In this section we shall give estimates of the kernel of compactly supported multipliers as above.
Let us consider a sequence
Note that
Let us denote by K j (x, y) the kernel of the operator f j ( ). Then the following holds.
Lemma 2.
(i) There is a constant c > 0 such that for all q, j ∈ Z and y ∈ M, we have
Proof. Using that f j ( ) = h j (P 2 j )P 2 j , (3.1) and the estimate (2.1) of p 2 j (x, y), we get that
. 
We write
By (2.1), (3.4) and (3.1) we have
Also,
But, for x ∈ A s (y), by the Fourier inversion formula and the fact that ψ j,s is supported in
Note that, by (3.4) ψ j,s ∞ < c and h j ∞ c f j C A . Further since h j is supported in [e −1 , e −1/2 ], by the estimate (2.5), we have that
From (3.6), (3.7) and the doubling volume property we obtain that
From (3.5) and (3.8) it follows that
.
This implies that
and the proof of (3.3) is complete. 2
Lemma 3.
(i) For all q, j ∈ Z, and all y, z ∈ M with d(y, z) 2 j/2 , there exists a constant c > 0 such that
(ii) Furthermore, if q j , then
Proof. The proof is similar to the proof of Lemma 2. We use that
and the estimations (2.3) and (2.4) instead of (2.1). 2
Lemma 4. If A > D/2, then for all j ∈ Z and all y ∈ M there exists a constant c > 0 such that:
(ii) If q j , then
(y, z) (A−D/2) .
Proof. The proof there is similar with the case of graphs. For more details see [15] . 2
H 1 -L 1 boundedness of the multiplier
In this section we shall prove the following.
Proposition 1. If m(λ) is a multiplier as in Theorem
Let us note that the result above is weaker than the H 1 -boundedness of m( ) we prove in Theorem 1, but actually, we make use of Proposition 1 in the proof of Theorem 1.
Let us consider, as in [2] , a C ∞ function φ, satisfying supp(φ) ⊂ 2 −1 , 2 and
We divide the multiplier m into pieces m j , j ∈ Z, by setting We denote by K(x, y) and K j (x, y) the kernels of the m and m j , respectively. Then
As in Section 3, we set
Then the functions h j are compactly supported and h j C A c. Note that
So we can use the results of the previous Section 3 to prove Proposition 1.
Proof of Proposition 1. For the proof of the proposition it suffices to prove that the kernel K(x, y) of the operator m( ) satisfies the following Hörmander condition (cf. [27] ). There is a c > 0 such that for all y, z ∈ M,
Let y, z ∈ M and let us choose j 0 ∈ Z, such that 2 j 0 /2 < d(y, z) 2 (j 0 +1)/2 . We have that
Using claim (i) of Lemma 4 and the fact that d(y, z) 2 (j 0 +1)/2 2 j/2 , for all j j 0 + 1, we obtain that
To estimate the first sum in (4.4), we note that if j j 0 , then d(y, z) 2 j 0 /2 2 j/2 . So, by claim (iii) of Lemma 4 and the fact that
Putting together (4.4)-(4.6) we obtain the integral Hörmander condition which implies the H 1 -L 1 boundedness of the operator m( ). 2
A cancelation property
In this section we shall prove the following cancelation property we need for the proof of Theorem 1. Further for any multi-index α, there is a constant K α > 0, such that
Proposition 2. For every p-atom a, we have
for every m ∈ N (cf. [29] ). We set
where N(R) = {m ∈ N; supp(ϕ m ) ∩ B(y, R) = ∅}. It follows that Φ R is C ∞ and if ζ = 2ε, then
It remains to prove that Φ R is bounded. For that we recall that the Laplacian in local coordinates, is also written as for all x ∈ M, y ∈ B(x, δ) and any multi-index β (cf. [23, p. 138] ). Next, we note that Φ R is supported in S(R) = B(y, R + ζ )\B(y, R − ζ ). Also, by the fact that B(x m , 2ε) have finite multiplicity, it follows that there is an N 0 ∈ N, such that for every x ∈ S(R)
We have
But, by (5.2) and (5.3), we get that
This completes the proof of the lemma. We set
where ψ is a C ∞ function such that Let us now set
Since n ε (λ) is identically 0 for λ η, it is easy to see that satisfies the ( 
This completes the proof of the proposition. 2
Proof of Theorem 1
We shall prove first the boundedness on H p of m( ) for p ∈ (p 0 , 1). Let a be a p-atom supported in a ball B(y, r), y ∈ M, r > 0, and let ψ a compactly supported function on M. By the duality of H p and L α , where α = (1/p) − 1, to prove that m( ) is bounded on H p , for p ∈ (p 0 , 1), it suffices to show that
We have then
By the Cauchy-Schwarz inequality we get that y,4r) ) .
Using (2.7) and (2.11), it follows from the doubling property that 
Proof of Theorem 1 for p = 1
The proof in the case p = 1 is quite similar to the proof of the case p ∈ (p 0 , 1). We have just to replace the term ψ(y), in (6.1) by the mean value φ B of the function φ on the ball B = B(y, r) and then use (2.9) instead of (2.11). We obtain then that there is a constant c > 0 such that for every atom a ∈ H 1 and every function ψ with compact support m( )a, ψ c ψ BMO .
This, combined with the duality H 1 -BMO, implies that m( ) is bounded on H 1 .
