Consider a partial differential operator
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TAKESHI MANDAI distribution null-solutions, see [4] ). This class of operators is defined in terms of four conditions. He gave a conjecture that if the third condition is violated, then there exists a C°° null-solution.
In this article, we construct an asymptotic solution of Pu = 0 in the form for a class of operators wider than that considered in [3] .
Further, using these asymptotic solutions, we prove the conjecture in [3] mentioned above under an additional assumption. The C°° null-solution constructed here is one of the most fastly decaying nontrivial solutions of Pu -0.
In Section 2, we give the statements of the main theorems. After giving some preliminaries in Section 3, we prove the main theorems in Sections 4 and 5.
NOTATIONS:
(i) The set of all integers (resp. nonnegative integers) is denoted by Z (resp. N). Put Ή/q = {p/q :p e N} for a positive integer q, and put Z/q similarly.
(ii) Put & : = td t .
(iii) For a bounded domain Ω in C", we denote by Θ{Ω) the set of all holomorphic functions on Ω.
(iv) The space of the Schwartz distributions on U is denoted by $)'(U). First, we assume the following condition.
(A-l) For all μ e S(P), there exist no (j, a) e I u (P) such that a Φ 0. for μ > 0 is weaker than the condition (A-2; 0), and (A-2;0) is equivalent to (A-2) in [3] . Now, the following is one of the three main theorems in this article. 
such that the following holds.
For an arbitrarily given v OQ (x) e O(Ω Q ), there exists v ιp (x)
<Ξ Θ(Ω 0 ) (/ > 0; 0
is an asymptotic solution of Pu = 0. 77ιa£ is, /or every N ^ N f/i^re /ιo/<is This theorem shall be proved in Section 4. We shall also give a proposition which corresponds to the case of μ 0 = 0 and M = -1.
Remark 2.6. Even if μ 0 ^ S(P) but ^0 ^ N/#, we can retake another q such that μ 0 ^ N/q and (A-0) is satisfied. Hence, we can always apply this theorem with this new q. Remark 2.7. In this section, we define only the conditions (A-0), (A-l), (A-2; μ), and (A-6;^). This apparently strange numbering is for the consistency with [3] . We shall introduce another condition (A-3) in Section 5.
Next, we consider the following condition for μ ^ S(P).
Using the theorem above, we can show the existence theorem of smooth null-solutions, which is the second of the main theorems. Finally, let us consider a typical example. EXAMPLE 2.10. First, we consider the following ordinary differential operator decomposed into first order operators.
where tn, r, d e N, 0 < r < tn, kj e N(l < < r) and λ j9 λ t e C°°([0, 71 
for // e S(Po) with μ> 0, where /z(μ) is the number of /c/s that satisfy /c^ < μ. In this section, we give some preliminaries for the proofs of the main theorems.
Let P be an operator (1.1) satisfying (A-0). By
= ($) ; , we can easily show the following lemma, which is useful in our arguments. 
Further, the condition (A-l) is stated as follows :
Under (A-l), there holds It is convenient to consider the operator in the form (3.1) rather than the form (1.1). 
Δ(P)

The upper part of the dotted line is Δ(P).
The upper part of the real line is Δ(P'). 
S(P <Λί+1) ).
(e) S(P (M+1) ) ΓΊ [0, j Mo) = {0}.
(f) d o (P m+ϊ) ) = 1 and P <Λί+1> sαίts/ϊes (A-2; 0).
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The upper part of the dotted line is Δ(P) = Δ(P (0) ).
The upper part of the real line is Δ(P ω ) (1 < j < M).
The upper part of the bold real line is Δ(P (M+1) ). then by Lemma 3.3, the operator P is also an operator of the form (1.1) on [0, 7] X Ω λ and satisfies the following:
(a) The operator P satisfies (A-0) and (A-l).
By (f), we have <g u [1] If we put
then by Lemma 3.3 and by d β [1] (P ) = 1, the operator P is also an operator of the form (1.1) and satisfies the following:
(a) The operator P (2) satisfies (A-0) and (A-l). Hence, (3.4) is equivalent to In this section, we prove Theorems 2.8 and 2.9.
First, we introduce another condition (A-3).
(A-3) If μ e S(P) and μ > 0, then all the non-zero roots λ of ^[P](0; λ) = 0 satisfy Re λ < 0. From the results in [3] , we easily get the following theorem, which shall be used later. By an argument similar to and easier than that in the proof of Lemma 3.3, the https://www.cambridge.org/core/terms. https://doi.org/10.1017/S0027763000006139
