We consider a class of semilinear parabolic evolution equations subject to a hysteresis operator and a Bochner-Lebesgue integrable source term. The underlying spatial domain is allowed to have a very general boundary. In the first part of the paper, we apply semigroup theory to prove well-posedness and boundedness of the solution operator. Rate independence in reaction-diffusion systems complicates the analysis, since the reaction term acts no longer local in time. This demands careful estimates when working with semigroup methods. In the second part, we show Lipschitz continuity and Hadamard differentiability of the solution operator. We use fixed point arguments to derive a representation for the derivative in terms of the evolution system. Finally, we apply our results to an optimal control problem in which the source term acts as a control function and show existence of an optimal solution.
Introduction
In this paper we analyze semilinear parabolic evolution equations of the form d dt y(t) + (A p y)(t) = (F [y])(t) + u(t) in X for t > 0,
y(0) = 0 ∈ X.
In this context X is a product of dual spaces and A p is an unbounded operator on X.
The non-linearity F is a Nemytski operator, i.e.
(F [y])(t) = f (y(t), W[Sy](t))
. S is a linear operator which transforms the vector valued function y into a scalar valued map.
W is a scalar stop operator. One way to represent the value of z = W[v] is as the unique solution of the variational inequality (ż(t) −v(t))(z(t) − ξ) ≤ 0 for ξ ∈ [a, b] and t ∈ (0, T ), (2) z(t) ∈ [a, b] for t ∈ [0, T ], (3) z(0) = z 0 (4) [4] . The forcing term u ∈ L q (J T ; X) may for example serve as a control. Our choice for the notation in equation (1) is motivated by the application of our results to optimal control theory. The major focus of this paper are well-posedness of (1) and Hadamard directional differentiability of the solution operator G which maps each u to the corresponding solution y of (1) . General semilinear parabolic problems with Lipschitz continuous non-linearities f (t, y(t)) and with a forcing term u(t) which is Bochner-Lebesgue integrable have, for instance, been analyzed in [10] . Differentiability of the solution mapping is discussed in [11] . Abstract evolution equations with (locally) Lipschitz continuous right-hand sides f (t, y(t)) and without an additional forcing term are for instance treated in [9, 12] and [10] . In these cases, the non-linearity f is local in time.
The main novelty of this paper comes from the hysteresis W, which is non-local in time. This adds a new challenge to the question of well-posedness since W[Sy](t) depends not only on t but on the whole time history of y in [0, t] . Furthermore, W is non-smooth so that differentiability of the solution operator to (1) is not clear at all. Because we can not expect Fréchet differentiability [5] , we turn to the concept of Hadamard directional differentiability. This work is organized as follows. In Section 2 we collect results from the literature and state the main assumption. We do not consider product spaces of L p (Ω)-functions for X because we include very general domains Ω. The right side of equation (1) therefore takes its values only in a product of dual spaces. It is not easy to find a fully elaborated description of the functional setup for our problem. We do our best to provide a precise framework which includes all the required results. In Section 3 we show well-posedness of equation (1) with u ∈ L q ((0, T ); X). Theorem 3.1 is the first main result of this work. After defining Hadamard directional differentiability, Section 4 contains a proof that the solution operator for (1) in u has this property. Theorem 4.7 is our second main result. In Section 5 we apply Theorem 3.1 and Theorem 4.7 to an optimal control problem where the state equation takes the form of (1) . Existence of an optimal control is shown in Theorem 5.4. The results from Section 3 and Section 4 are also valid if A p is replaced by a more general sectorial operator T p which does not necessarily have to satisfy maximal parabolic Sobolev regularity. In this case y is a continuous function with values in a fractional power space. Equation (1) has to be interpreted in the sense of mild solutions then. The scalar stop operator W can be replaced by a general hysteresis operator with appropriate properties, cf. Remark 4.5. In this paper, we focus on the operators A p and W in order to give an illustration right away.
We write L(X, Y ) for the space of linear operators between spaces X and Y and L(X) for the space of linear operators on X. We also abbreviate the duality in X by x, y X * ,X = x, y X .
Preliminaries and assumptions

Sobolev spaces including homogeneous Dirichlet boundary conditions
The setting and the theory of this section is strongly based on results from [8] . We recall several definitions, results and assumptions from this work. All Sobolev spaces are defined on a bounded domain Ω ⊂ R d with d ≥ 2. The boundary regularity is defined in Assumption 2.2. We only consider real valued functions. • W 1,p (U) denotes the usual Sobolev space of functions ψ ∈ L p (U) whose weak partial derivatives exist in L p (U). The norm in W 1,p (U) is
• For a closed subset M of U we define C
Operators and their properties
In this subsection, we define the required Sobolev spaces of vector valued functions and introduce the operators A p . Our notation differs from the one in [8] . This is done in order to provide a structured framework for the construction of A p and to highlight the spaces on which each particular operator acts. Results from the literature assure that A p satisfies the properties which we need for the analysis of (1) 
(Ω).
For p ∈ (1, ∞) we denote its (componentwise) dual by W
(Ω). We also define the operators
Now we can define the operators A p and state the associate properties:
Definition 2.9. Let the constants d 1 , · · · , d m > 0 be given diffusion coefficients and
For p ∈ (1, ∞) we set
We define the unbounded operator
where ran (I p ) stands for the range of I p . (Ω). There is a constant c > 0 such that for all p ∈ J and λ ∈ C + := {z ∈ C : Rez ≥ 0} the resolvent estimate
holds true and −A p generates an analytic semigroup of operators on W
Remark 2.11. Let p ∈ J with J from Theorem 2.10. We equip dom(A p ) with the graph norm (Ω). In X θ we use the norm
Also for z ∈ {ζ ∈ C : Re(ζ) We will not need the theory of purely imaginary powers in the rest of this paper. However, we will use the fact that A p + 1 has bounded purely imaginary powers for p ∈ J ∩ [2, ∞) in order apply an existing result, which allows us to represent the spaces X θ by complex interpolation spaces for θ ∈ (0, 1), see Remark 2.13 below.
We introduce the notion of maximal parabolic regularity [11, Definition 2.7] or [2, Definition 11.2]. This property allows us to improve the regularity of the mild solution y of our evolution equation. Definition 2.12. For p, q ∈ (1, ∞) and (t 0 , T ) ⊂ R, we say that
The time derivative is taken in the sense of distributions [2, Definition 11.2] . We abbreviate
Remark 2.13. The following properties go along with maximal parabolic regularity:
1. Maximal parabolic regularity is independent of q ∈ (1, ∞) and of the interval (t 0 , T ) so that we just say that A p satisfies maximal parabolic regularity on W
2. If A p satisfies maximal parabolic regularity on W 
The following embedding properties will be used several times [1, Theorem 3]:
Remark 2.14. Let p ∈ J with J from Theorem 2.10. With q ∈ (1, ∞) one has
and
for every 0 < θ < η < 1−1/q and 0 
Moreover for each θ ≥ 0, according to [9, Theorem 1.4.3] , there is some
The constants C θ are bounded if θ is contained in any compact subinterval of (0, ∞) and also for θ ↓ 0.
Main assumption and notation
We collect several assumptions and introduce some short notation for the spaces and functions.
Assumption 2.16. We always suppose that Assumption 2.2 and Assumption 2.6 hold. Moreover we assume:
• d ≥ 2 and with J from Theorem 2.10 there holds p ∈ J ∩ [2, ∞) and 2
Note that S belongs to [X θ ] * for all θ ≥ 0 because of the embedding
(Ω). We assume S = 0.
• We will need a fractional power space with exponent strictly smaller than one. This fact is highlighted by a new parameter α instead of θ ∈ [0, ∞) from above. Assume that for some α ∈ (0, 1) the function f :
(Ω) is locally Lipschitz continuous with respect to the X α -norm.
This means that for every y 0 ∈ X α there is a constant L(y 0 ) and a neighbourhood
for every y 1 , y 2 ∈ V (y 0 ) and all
Moreover, f is assumed to have at most linear growth along solutions, i.e.
for some constant M > 0.
In the setting of Assumption 2.16 we collect the notation for the rest of the work:
• For the particular p from Assumption 2.16 we set
(Ω) from Definition 2.8. We sometimes identify elements v ∈ X * with their Riesz representation in W
∀y ∈ X.
• The operators A p and the spaces
are defined as in Definition 2.9 and Remark 2.11.
• The spaces Y q and Y q,t are defined as in Definition 2.12.
• W is the scalar stop operator. This operator is represented by (2)-(4). Other representations can for example be found in [13, Chapter III.3] .
• We abbreviate J T = (0, T ).
Regularity of the stop operator
The stop operator W which is represented by (2)- (4) is Lipschitz continuous as an operator on C(J T ) according to [13 
W is also bounded and weakly continuous on
3 Well-posedness of the evolution equation
We recap equation (1) from the introduction which is
where (F [y])(t) := f (y(t), W[Sy](t)).
We recall that X is a product of dual spaces. In this section we show well-posedness of the problem. The first aim is to show that for every u ∈ L q (J T ; X) with q ∈ 1 1−α , ∞ problem (1) has a unique mild solution y ∈ C(J T ; X α ), where α is fixed by Assumption 2.16. In particular, this means that (F [y])+u is contained in L 1 (J T ; X) and that y solves the integral equation
[10, Definition 7.0.2]. Afterwards we prove that the unique mild solution even belongs to Y s,0 where s = q if q < ∞ and with s ∈ (1, ∞) arbitrary if q = ∞.
is locally Lipschitz continuous. G is linearly bounded with values in C(J T ; X α ), i.e. for some C = C(T ) > 0 there holds
for all u ∈ L q (J T ; X) and C is independent of u. All statements remain valid if C(J T ; X α ) is replaced by Y s,0 where s = q if q < ∞ and s ∈ (1, ∞) arbitrary if q = ∞.
Proof. We prove the theorem as in [10, Theorem 7.1.3] by a fixed point argument. Several estimates can be found in [11, Appendix A] in a similar form. We extend the results in [10] and [11] by allowing for non-linearities which are only locally Lipschitz continuous and not Lipschitz continuous on bounded sets. Moreover, non-locality of the hysteresis operator in time requires additional work in several steps. We prove the theorem directly for u ∈ L q (J T ; X) as it is done in [10, Theorem 7.1.3]. In [11, Appendix A] the corresponding statement is first shown for smooth right hand sides and afterwards extended by a density argument. In the following, c always denotes a generic constant which is adapted during the proof. Note that for β > −1 there holds
The proof is divided into five steps.
1. We show the existence of local solutions of problem (1).
Moreover, since q ′ < α −1 , we have by (5) and (9) 
Let δ > 0 be small enough so that f is Lipschitz continuous in
We apply Assumption 2.16 and (6) to estimate
for all y 1 , y 2 ∈ B C(J T ;X α ) (0, δ) and t ∈ J T .
The mapping
is well defined on C(J T ; X α ). This is shown as in [11, Appendix A (ii)].
For y 1 , y 2 ∈ B C(J T ;X α ) (0, δ) we have by (5), (9) and (11) that
for T small enough.
Consequently, in this case Φ u is a 1 2 -contraction.
Using this result together with (5) and (9) we obtain for y ∈ B C(J T ;X α ) (0, δ)
Because Φ u then maps B C(J T ;X α ) (0, δ) into itself and since B C(J T ;X α ) (0, δ) is a closed subset of C(J T ; X α ), Banach's fixed point theorem yields a unique fixed point y of Φ u in B C(J T ;X α ) (0, δ).
This fixed point defines a (local) mild solution of problem (1) 2. We show that global mild solutions for problem (1) exist and boundedness of the solution mapping G.
This part requires some cautiousness because the hysteresis operator is non-local in time.
Remember that the local mild solution y of (1) takes the form (7). With Assumption 2.16 and the second estimate in (6) we estimate
Moreover, by (5) there holds
We combine those three observations to obtain a bound for the norm of y(t) for all t ∈ J T in the form
where c 0 (T ), c 1 (T ) > 0 are constants which depend on T (and on q ′ and the fixed value α). As in the proof of [12, Theorem 6.3.3] note that if the solution of (1) exists on [0, T [ it can be continued as long as y(t) X α remains bounded with t ↑ T .
Clearly this is the case if
for some C(T ) > 0.
It is not hard to show that the function t → sup
We prove that for t ∈ J T the function
is monotone increasing.
Let t 0 ∈ J t and δ > 0 be given. Then by a shift of the integration interval we obtain
Because g is monotone increasing we can take the supremum in (12) on both sides to get
By Gronwall's Lemma this implies
for C(T ) > 0 and for all t ∈ J T [12, Lemma 6.7] , which proves (13).
3. Local Lipschitz continuity of the solution mapping is shown in a similar way as global existence but we have to be careful because f is only locally Lipschitz continuous and not Lipschitz continuous on bounded sets as is the case in [11] .
The function (y(·), v) → f (y(·), v) is locally Lipschitz continuous from C(J T ; X α ) × R to C(J T ; X) with respect to the C(J T ; X α )-norm. To see this, note first that the set y(J T ) ⊂ X α is compact for given y ∈ C(J T ; X α ) by continuity of y and since the interval J T ⊂ R is a compact set. Moreover, y(J T ) equipped with the subspace topology in X α is separable, again because y is continuous and since J T is separable. Let {x i } i∈N ⊂ X α ∩y(J T ) be a dense subset of y(J T ). The function (ỹ, v) → f (ỹ, v) is locally Lipschitz continuous from X α × R to X. So one can find constants ε(
with a modulus given by the maximum of the Lipschitz constants on
is locally Lipschitz continuous from C(J T ; X α ) × R to C(J T ; X) with respect to the C(J T ; X α )-norm. Moreover, there even holds the pointwise estimate
for all y 1 , y 2 ∈ V y , v 1 , v 2 ∈ R and t ∈ J T and for some L(y) > 0.
Lipschitz continuity of W, see Subsection 2.4, together with Assumption 2.16 yields that also y → F [y] is locally Lipschitz continuous from C(J T ; X α ) to C(J T ; X) and for y ∈ C(J T ; X α ) there exists a neighbourhood V y of y and a constant L(y) > 0 such that the pointwise estimate
holds for all y 1 , y 2 ∈ V and t ∈ J T . Let y = G(u) be the solution of problem (1) corresponding to u. Moreover, let δ > 0 be small enough so that F is Lipschitz continuous in B C(J T ;X α ) (y, δ) with modulus L(y).
For R > 0 to be chosen letũ ∈ B L q (J T ;X) (u, R) be arbitrary. There holds y(0) = G(ũ)(0) = 0. Continuity of y and G(ũ) yields that we can find some τ > 0 such that
With (5), (6), (9), (15) and Assumption 2.16 we obtain
for t ∈ [0, τ ) and constants c(T, y), c > 0.
Similar as in
Step 2 one can use Gronwall's Lemma to prove that there is some C(T, y) > 0 such that sup
if R is chosen small enough, sinceũ ∈ B L q (J T ;X) (u, R). Repeating the argument shows that sup
for some appropriate R > 0 and allũ ∈ B L q (J T ;X) (u, R). This implies that G maps B L q (J T ;X) (u, R) into B C(J T ;X α ) (y, δ) and F is Lipschitz continuous on this set. A similar computation yields a constant C(T, y) > 0 such that for arbitrary
This proves that G is Lipschitz continuous in B L q (J T ;X) (u, R).
So we have shown local Lipschitz continuity of G from L q (J T ; X) to C(J T ; X α ).
Uniqueness of the mild solution follows by local Lipschitz continuity of G if one inserts
5. The last statement of the theorem follows from maximal parabolic Sobolev regularity of A p , cf. Remark 2.13. One applies (
respectively, see also [11, Proposition 2.8] . Note that this is the only step of the proof in which we must assume p ∈ J ∩ [2, ∞) with J from Theorem 2.10. In the previous steps also p ∈ J would have been sufficient.
Hadamard directional differentiability 4.1 Definition and properties
We want to show differentiability of the solution mapping G for problem (1) . Because the hysteresis operator is not smooth we can not expect a Fréchet derivative. Therefore we consider a weaker form of differentiability, the Hadamard directional derivative [3, 5] . To start with, we define directional differentiability of a mapping g : U ⊂ X → Y from an open set U ⊂ X of a normed vector space X into a normed vector space Y [3, Definition 2.44]:
Definition 4.1. Let X, Y be normed vector spaces. We call g directionally differentiable at x ∈ U ⊂ X in the direction h ∈ X if
Using this definition we introduce the concept of the Hadamard directional derivative:
If g is directionally differentiable at x ∈ U and if in addition for all functions r : [0, λ 0 ) → X with lim
for all directions h ∈ X, we call g ′ [x; h] the Hadamard directional derivative of g at x in the direction h. Note that g(x + λh + r(λ)) is only well defined if λ is already small enough so that x + λh + r(λ) ∈ U.
We will frequently use the following properties of the concept of Hadamard directional differentiability: with the affine linear transformation
Hadamard differentiability of the stop operator
Then for piecewise monotone input functions v with a monotonicity partition 0 = t 0 ≤ · · · ≤ t k = T and for z(t i ) := P r (T (v))(t i ), z(0) = z 0 we obtain inductively
. By extension to more general input functions it follows P r • T = P. Differentiability of T and Hadamard directional differentiability of P r together with the chain rule yield Hadamard directional differentiability for P and then also for W.
Remark 4.5. As already mentioned in the introduction, all our results hold if we replace the stop operator by P or by another hysteresis operator with appropriate properties. The main reason why we decided for W is the following: In Section 5, we apply our results to an optimal control problem in which (1) is the state equation. We will derive an adjoint system for this problem in a forthcoming paper. This is achieved by a regularization of (2)-(4).
Hadamard differentiability of the solution operator for the evolution equation
We want to prove Hadamard directional differentiability of the solution operator for problem (1).
Assumption 4.6. In addition to Assumption 2.16 we assume that f is directionally differentiable and therefore Hadamard directionally differentiable.
The statement of the following theorem is almost equal to [11, Theorem 3.2] , but the proof is different due to the hysteresis operator and because our function f is only locally Lipschitz continuous. Also, in Step 2 of the following proof we show a statement which is very similar to [11, Lemma 3.1], but again the proof has to be different in our setting.
Theorem 4.7. Let Assumption 4.6 hold. For any q ∈
where
and to Y q,0 with a modulus of continuity c = C(G(u), T ).
Proof. We show the theorem in five steps.
First we prove that the functionF : C(J
is Hadamard directionally differentiable. We want to use Lemma 4.4.
(a) We show thatF is well-defined. Since q > 1 we have for
given. Measurability ofF (y, v) follows from measurability of y and v and from continuity of f in both components. Furthermore, for a.e. s ∈ J T we estimate
(b) We show thatF is locally Lipschitz continuous with respect to the C(J T ; X α )-norm. As in Step 3 in the proof of Theorem 3.1 note that (y(·), v) → f (y(·), v) is locally Lipschitz continuous from C(J T ; X α ) × R to C(J T ; X) with respect to the C(J T ; X α )-norm. For y ∈ C(J T ; X α ) let B C(J T ;X α ) (y, δ) × R be given such that this function is Lipschitz continuous with modulus L(y). Consider any y 1 , y 2 ∈ B C(J T ;X α ) (y, δ) and
. By (14) we obtain for a.e. s ∈ J T
Minkowski's inequality and
(c) We show thatF is directionally differentiable. To this aim, consider y ∈ C(J T ; X α ) from Step 1 (b) and any v ∈ L q (J T ). Let (h, l) ∈ C(J T ; X α ) × L q (J T ) be arbitrary and λ 0 > 0 small enough so that y + λh ∈ B C(J T ;X α ) (y, δ) for all λ ∈ (0, λ 0 ]. For each λ ∈ (0, λ 0 ] we define the differential quotient
For a.e. s ∈ J T we have that
because f is directionally differentiable by Assumption 2.16. We can also estimate for a.e. s ∈ J T and λ 0 small enough
and the right side is contained in L q (J T ). It follows by Lebesgue's dominated convergence theorem thatF λ converges to the function
in L q (J T ; X) as λ → 0, which implies directional differentiability ofF . This step is actually analogous to the proof of [11, Lemma 3.1] . The other steps needed some additional work. 
) be defined as in Theorem 3.1. We show that F is Hadamard directionally differentiable [11, Lemma 3.1] .
Because the identity mapping Id on C(J T ; X α ) and S : C(J T ; X α ) → C(J T ) are linear and continuous they are Fréchet differentiable with derivatives Id and S. is Hadamard directionally differentiable from C(
Applying Lemma 4.3 another time and using Step 1 we conclude that F is Hadamard directionally differentiable with
for y, h ∈ C(J T ; X α ) and a.e. t ∈ J T .
From
Step 3 in the proof of Theorem 3.1 we know that F is locally Lipschitz continuous from C(J T ; X α ) to C(J T , X) and therefore also from C(J T ; X α ) to L q (J T ; X). Lemma 4.4 implies that for any y ∈ C(J T ; X α ) the mapping h → F ′ [y; h] is Lipschitz continuous from C(J T ; X α ) to L q (J T ; X).
3. We have seen in the end of Step 2 that F is locally Lipschitz continuous from C(J T ; X α ) to C(J T , X) with a pointwise estimate of the form (15). 4 . We show that for any y ∈ C(J T ; X α ) and h ∈ L q (J T ; X) the integral equation
has a unique solution ζ(h) in C(J T ; X α ) and that for fixed y the mapping h → ζ(h) is Lipschitz continuous with a modulus C = C(y, T ).
Similar to Theorem 3.1, this together with (5) and (9) implies that for any 0 <T ≤ T the function
is well-defined on C([0,T ]; X α ) and Lipschitz continuous with a modulus of the form
This observation together with Gronwall's Lemma already implies the statement about Lipschitz continuity for fixed y, provided that the fixed point mapping h → ζ(h) is well-defined.
We show by induction that g has a fixed point in C(J T ; X α ). Let k ∈ N be large enough
and set t j := jT k for 1 ≤ j ≤ k.
We prove that g has a fixed point in C(
To this aim we define H(t) := By definition we have g(0) = H.
We obtain a unique fixed point
Inductively, we set N j := 2N j−1 + N 0 for 2 ≤ j ≤ k and define
assuming that the unique fixed point ζ j−1 of g j−1 exists from the previous step. We show that g j has a fixed point.
Note that g j (0) = ζ j−1 (t j−1 ) + H − H(t j−1 ) ∈ C(J t j , X α ) and that g j is a -contraction on C(J t j ; X α ). So we are left to show that g j maps B C(Jt j ;X α ) (H, N j ) into itself.
Let ζ ∈ B C(Jt j ;X α ) (H, N j ) be given. On [0, t j−1 ] we can estimate
So indeed g j maps B C(Jt j ;X α ) (H, N j ) into itself and we obtain a unique fixed point
We have
for t ∈ J t 1 and
Inductively, it follows ζ j = g(ζ j ) for all j ∈ {1, · · · k} which shows that ζ = ζ(h) := ζ k is the unique solution of the integral equation
e. a fixed point of g.
5.
We now come to the proof of the statement of the theorem.
Let any u ∈ L q (J T ; X) be given and y = G(u). For h ∈ L q (J T ; X) and λ > 0 we denote y λ := G(u + λh). Let ζ = ζ(h) ∈ C(J T ; X α ) be the function from Step 4.
Similar as in [11, Theorem 3 .2] we estimate with (5) and (9), Step 2 and Step 3 and for λ > 0 small enough
The first term converges to zero with λ → 0 by Step 2. The estimate of the second term holds because of (15) in Step 3, which was the local Lipschitz continuity of F , and by local Lipschitz continuity of G from L q (J T ; X) to C(J T ; X α ) (see Theorem 3.1).
We take the supremum sup 0≤τ ≤t on both sides and apply Gronwall's Lemma to see that
converges to ζ in C(J T ; X α ). So we find that ζ is the directional derivative of G at u in direction h.
Local Lipschitz continuity of G and Lemma 4.4 imply that the solution mapping for problem (1) is Hadamard directionally differentiable from L q (J T ; X) to C(J T ; X α ).
The statement for Y q,0 follows with Remark 2.13 just as in the proof of [11, Theorem 3.2].
Application to an optimal control problem
In this section, we apply the results from Theorem 3.1 and Theorem 4.7 to an optimal control problem. We consider either distributed controls in
or Neumann boundary controls in
Moreover, we will define continuous operators B i :Ũ i → X for i ∈ {1, 2}, see Assumption 5.1.
With u ∈ U i , Theorem 3.1 implies well-posedness of the following state equation:
Note that (18) implies z = W[Sy]. For i ∈ {1, 2} and given κ > 0 consider the optimal control problem
subject to (17), (18).
Assumption 5.1. In addition to Assumption 4.6 we assume:
. This assumption is needed in the proof of Lemma 5.3.
• B 1 is defined by
Since 2 ≥ p 1 − is continuous.
• The desired state y d in (19) is in U 1 and κ > 0 is given. so that a subsequence y n k weakly converges in Y 2,0 to some y. By Remark 2.14 we know that Y 2,0 is compactly embedded into C(J T ; X α ) so that the convergence is strong in this space. We also have that Sy n k converges weakly to Sy in H 1 (J T ) because S ∈ X * . From Subsection 2.4 we know that W is weakly continuous on H 1 (J T ) so that weak convergence of Sy n k implies weak convergence of z n k to W[Sy] = z in H 1 (J T ) and then also strong convergence in C(J T ). Weak continuity of For n k large enough we obtain by strong convergence of y n k in C(J T ; X α ) and by local Lipschitz continuity of f f (y n k , z n k ) − f (y, z) C(J T ;X) ≤ L(y)( y n k − y C(J T ;X α ) + z n k − z C(J T ) ) so that f (y n k (·), z n k (·)) converges to f (y(·), z(·)) in C(J T ; X). We pass to the limit in (1) and conclude that y = G(B i u) and z = W[Sy]. Uniqueness of the limit implies (weak) convergence of the whole sequence. The statement about strong convergence if {u n } converges to u strongly in U i follows because in this case
and since the right side then converges to zero.
Theorem 5.4. Let Assumption 5.1 hold. Then for i ∈ {1, 2}, there exists an optimal control u ∈ U i for the optimal control problem (17)-(19). This means that u, together with the optimal state y = G(u), which solves (17), are a solution of the minimization problem (19). The solution of (18) is given by z = W[Sy].
Proof. The proof uses Lemma 5.3 and is analogous to the proof of [11, Proposition 2.11].
Remark 5.5. In a forthcoming paper we derive an adjoint system and optimality conditions for problem (17)-(19). The differences between the control problem for U 1 and U 2 will become obvious during this analysis. We will first derive optimality conditions for problem (17)-(19) with either distributed or boundary controls, i.e. i ∈ {1, 2}. Since B 1 has dense range we are able to improve those for i = 1. We can also show uniqueness of the adjoint system for the case of distributed controls.
