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We describe and analyse three simple efficient algorithms with good probabilistic 
behaviour: two algorithms with run times of O(n(logn)*) which almost certainly find 
directed (undirected) Hamiltonian circuits in random graphs of at least cn log r~ edges, 
and an algorithm with a run time of O(n log n) which almost certainly finds a perfect 
matching in a random graph of at least cn log n edges. Auxiliary propositions regarding 
conversion between input distributions and the “de-randomization” of randomized 
algorithms are proved. A new model, the random access computer (RAC), is introduced 
specifically to treat run times in low-level complexity. 
1. INTRODUCTION 
The main purpose of this paper is to give techniques for analysing the probabilistic 
performance of certain kinds of algorithms, and hence to suggest some fast algorithms 
with provably desirable probabilistic behaviour. The particular problems we consider 
are: finding Hamiltonian circuits in directed graphs (DHC), finding Hamiltonian circuits 
in undirected graphs (UHC), and finding perfect matchings in undirected graphs (PM). 
We show that for each problem there is a simple randomized algorithm which is extremely 
fast (O(n(log n)“) for DHC and UHC, O(n log n) for PM) and which with probability 
tending to one finds a solution in randomly chosen graphs of sufficient density. These 
results contrast with the known [2, 151 NP- completeness of the first two problems 
(even for such dense inputs) and the best worst-case upper bound known of O(na.5) 
for the last [9]. 
We consider two different distributions for n node random graphs following [8]: 
(i) G,: graphs of n nodes where each edge is present with probability p, independent 
of other edges, and (ii) GN: graphs of n nodes and exactly N edges, each graph with 
equal probability. Conditions for the intertranslation of results for the two models 
are given in Section 3 which show that it suffices to prove our results in just one of the 
models. 
* This research was supported by a grant from the Science Research Council. A preliminary 
version of this paper was presented at the Ninth ACM Symposium on Theory of Computing, 
Boulder, Colorado, U.S.A., May 2-4, 1977. 
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The form of our results is the following: for any n, if N 2 cn log n then given a 
graph from GN the algorithm will find a solution with probability 1 - O(n-a). Further- 
more, a: may be arbitrarily increased at the expense of increasing c and the constant 
multiplicative factor of the run time. It is known that for any l > 0 if N < (+ - ,)n log n 
then GN contains isolated points with probability tending to one [6]. Since graphs with 
isolated points cannot contain Hamiltonian circuits or perfect matchings, it follows 
that the edge density N required for our results cannot be improved by more than a 
constant factor. 
We now summarize some of the previous work on these problems. Let n be the number 
of nodes, let Q be any function such that Q(n) * 00 as n -+ co, and let c be a (sufficiently 
large) constant. Almost certainly will mean “with probability -+ 1 as n -+ co.” 
Perepelica [22] presented O(n2) algorithms for almost certainly finding Hamiltonian 
circuits in directed and undirected graphs of at least cn3i2(log n)V edges. P&a [23] 
showed that almost all undirected graphs of cn log n edges possess a Hamiltonian circuit; 
subsequently Komlos and Szemeredi [17] state that the required density may be reduced 
to Q(n log n + n log log n + Q(n)) edg es. P&a’s proof does not rely explicitly on an 
algorithm, but various algorithms can be derived for finding undirected Hamiltonian 
circuits almost certainly, that are based on his central lemma. Independently, KorHunov 
[19] showed that a random undirected graph of at least $(n log + n log log n + Q(n)) 
edges almost certainly has a Hamiltonian circuit, the proof being via the construction 
of an algorithm which almost certainly finds Hamiltonian circuits in such graphs. The 
algorithm described in [19] is for a density of 3n log n edges and can be made to have 
a run time of O(n2(log n)“). 
Concerning Hamiltonian circuits in directed graphs, the results appear to be fewer. 
Perepelica’s O(n2) algorithm for density cn3j2(log n)lj2 edges was mentioned above. 
Wright [28] proved that almost all directed graphs with Q(n) . n3/2 edges have a Hamil- 
tonian circuit; his proof is nonalgorithmic. 
For the existence of perfect matchings in undirected n-node graphs (n even), Erdijs 
and Renyi [7’j showed that a random graph with 4n log n + Q(n) edges almost certainly 
contains a perfect matching. Guimady and Perepelica [13] state the existence of an 
algorithm with a run-time of O(9) which almost certainly finds a perfect matching 
in a graph from G, with p > 2 log n/n (i.e., about n log n edges). 
Surveys of other probabilistic results in the field of efficient asymptotically exact 
algorithms for combinatorial problems may be found in Karp [16] and Guimady, Glebov 
and Perepelica [ 121. 
Perhaps our main result is our O(n(log n)a) algorithm for almost certainly finding 
a Hamiltonian circuit in a random directed graph of a cn log n edges. By an easy reduc- 
tion, an algorithm for UHC of the same complexity follows. As a separate result we 
give a direct algorithm for UHC that has a similar complexity. For the PM problem 
we can improve the run-time to O(n log n); this result has as a consequence an O(n log n) 
expected time algorithm for determining (with certainty) the existence of PMs in such 
graphs. 
These algorithmic results of course imply the almost certain existence of solutions 
in random graphs of the indicated density. In the case of DHC this existence result 
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appears to be new and does not follow from the result for UHC. The theorems of Wright 
[29] and Koriunov [18] allow one easily to transfer these results for labelled graphs 
to unlabelled graphs of the same density. 
In comparing our results with previous ones the following generalizations appear 
to be valid: (i) Our three algorithms resemble “elegant heuristics” for the appropriate 
problems and no concession is made to complicate the algorithm in order to make the 
proofs easier. (ii) The run times are all O(n(log n)“) as compared with at least n2 for all 
corresponding previous ones. (iii) The proof technique consists of a set of simple lemmas 
that can be applied fairly systematically to a wide class of algorithms. Deriving the 
multiplicative factor in the threshold density is not our objective here. For that objective 
it is possible that some of the above three virtues would have to be sacrificed. 
The reader will note that the algorithms as described in Section 3 are all randomized 
(i.e., make random decisions [24, 271). A s we show in Section 9, however, they can be 
translated into deterministic algorithms that simulate randomness by abstracting the 
necessary random bits from unused parts of the random input graph. This translation, 
while rather generally applicable, appears to be primarily of theoretical interest, since 
for practical use the randomized versions are preferable. 
We wish to express the run times of our algorithms so as to reflect their performance 
on random access computers of the kind presently in common use. Because of the apparent 
absence from the literature of a model suitable to this purpose, we have chosen to define 
a new class of models. We believe that this may be a convenient one on which to 
standardize in general for expressing results in low-level complexity. 
We are concerned here primarily with the computational problem of eficienfl>l finding 
instances of solutions to the given problem. This kind of question appears in general 
to be more difficult than the problem of simply determining the existence of a solution. 
For example, for the clique problem in G, with p = $, it is known that a clique of 
size (2 - c) log, n almost certainly exists, but no polynomial time algorithm is known 
for almost certainly finding one [Ill. In a non-probabilistic context this dichotomy 
between finding solutions and determining their existence is present in extreme forms 
in problems where the existence of a solution is certain and hence requires no com- 
putation. In some cases, of course, the proof of certainty does yield a fast algorithm 
(e.g., Dirac’s proof [4] of the existence of an UHC in graphs where all nodes have degree 
at least n/2 implies an O(n2) algorithm for finding one.) In others, however, this is 
apparently not the case (e.g., the problem of finding the prime factorization of an n-digit 
integer.) In the case of NP-complete problems, such as DHC and CHC, it is known 
that the worst-case complexities of determining the existence of a solution and of finding 
one are polynomially related. 
In conclusion we note the desirability and regrettable absence of available results 
in the probabilistic analysis of combinatorial problems, that relate not only to specific 
problems but have significant wider application. It is therefore perhaps worth mentioning 
that a technique introduced by Levin [21, 251 can be used to show that for a wide class 
of computational problems of the kind we consider here, and for most machine models, 
one can construct for each time complexity class an algorithm that has at least as good 
probabilistic behaviour as any algorithm in a slightly smaller complexity class. 
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2. PRELIMINARIES 
A graph G is an ordered pair (V, E) where V is the set of nodes and E is the set of 
edges. We will always assume that there are n nodes labelled by 1,2,..., n. G is a directed 
graph if E _C {(v, w) 1 v # w; ~1, w E V}, where (a, b) denotes the ordered pair of a and b. 
G is an undirected graph if E _C {{v, w} 1 v # w; v, w E V}. In either case we denote the 
cardinality of E by N. We sometimes write e E G for e E E. 
A Hamiltonian path (HP) from u to a in a directed graph is a directed path from u 
to v that visits every node of G exactly once. In the case u = v such a path is called a 
Hamiltonian circuit (HC). Hamiltonian paths and circuits are defined analogously in 
the undirected case. A perfect matching (PM) in an undirected graph with n = 2k nodes 
is a set of k edges e, , ea ,..., e, such that e, u e2 v ... v ek = V. 
Following [8] we introduce random variables G, and GN (D, and &) that range 
over undirected (directed) graphs with n nodes. (Explicit dependence on n is suppressed 
for readability and will be clear from context.) G, is defined by the property that 
Pr({ti, V> E G,) = p f or each of the (2”) possible edges, mutually independently. GN is 
defined to take values that have exactly N edges in such a way that all graphs with n 
nodes and N edges have the same probability. The definitions of D, and DN are identical 
to these except that in this case there are n(n - 1) possible edges (u, v). 
For brevity we shall frequently denote a finite sequence “x1, xs ,..., xi” by “xi” 
schematically. Unless otherwise indicated, all logarithms are to the base e. 
We shall use the following inequalities: 
PROPOSITION 2.1. For all real x, 1 -f- x < e”. 
PROPOSITION 2.2. For all integral n, k with 1 < k < n 
PROPOSITION 2.3. !lK > 0 tin, p with n > 0, 1 > p > 0, and np integral 
( 1 n> pnp(l - p)n-*p >, Kn-li2 
PROPOSITION 2.4. Vn, p, p with 0 < P < 1, 0 < p < 1 
(a) “‘$:“( 1) p”( 1 - p)“-” d exp(--P2nP/2) 
(b) k=,($e)n,,(;) PYl -P)“-” < exP(--P2np/3) 
Propositions 2.2 and 2.3 follow from Stirling’s approximation for the factorial function, 
and Proposition 2.4 from Chernoff’s bound [S, p. 171. 
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To express the run times of our algorithms we define a model of computation called a 
random access computer (RAC). Details of the model and some comparisons with other 
models may be found in Appendix 1. Here we present an overview and motivation 
of the model for the convenience of the reader. 
The problem addressed by the model is that of reconciling meaningfully the idea 
of jinite length words with that of asymptotic run times expressed in terms of the input 
length n. The solution we propose is simply that the word length should be dependent 
on n. 
An RAC is a fixed program machine. In any particular computation, its memory consists 
of a finite number of words all of the same finite length (in bits). RAC programs resemble 
programs for RAMS [3] except that they may involve a much richer set of instructions, 
e.g., +, -, +, f, shifting, bitwise Boolean operations, jumping on zero, indirect 
addressing. Each such instruction is executed on a whole word (or words) and takes 
unit time. The input is assumed to be present in memory at the start of a computation, 
or equivalently, can be read into memory in unit time. For any instruction set we 
distinguish between a deterministic RAC and a randomized RAC (r-RAC) with that 
instruction set; the latter has an additional instruction which generates a wordful of 
“random bits.” 
The above suggests a family of models. For definiteness, we select one of these, which 
we describe in the Appendix. Essentially it has a set of standard arithmetic and Boolean 
instructions, and word length k log n. The justification for the latter is that while we 
need at least log, n bits to address every word of the input, k log n is sufficient for anv 
fixed polynomial space computation (for some constant k). 
3. INPUT DISTRIBUTIONS 
It has been observed repeatedly in the literature on random graphs that most of the 
results that can be obtained for G, can also be obtained for GN and vice versa. In this 
section we give some sufficient conditions for translating results between G,(D,) and 
GN(DN) that are general enough to encompass all the applications we require. We also 
indicate a method for transferring certain kinds of results for D, to G, . 
A mapping f from the set of all undirected graphs into the interval [0, l] will be called 
a graph function. A mapping f is a graph predicate iff f is a graph function which takes 
no values other than 0 and 1. A graph function f is monotonic iff whenever G = (I’, E), 
G’ = (V, E’), and E C E’ then f(G) < f (G’). 
For example: 
f(G) = ]; 
if G has a HC 
otherwise 
is a monotonic graph predicate, while 
g(G) = Pr(UHC algorithm succeeds on G) 
is a graph function which is not in general monotonic, 
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Let j be a graph function and X be a random variable taking values in the set of 
undirected graphs. We let s(j, X) denote the final outcome of the experiment of first 
drawing G from X and then drawing 1 with probability j(G) and 0 with probability 
1 -f(G)- 
Propositions 3.1 and 3.2 will show that the fixed N and fixed p models are inter- 
translatable even if monotonicity is not satisfied. Proposition 3.3 strengthens 3.2 under 
the assumption of monotonicity. Obvious analogues of these results hold for directed 
graphs. 
PROPOSITION 3.1. If N(n) is any junction such that (log n)/N(n) -+ 0 as n + co 
and if f is any graph function such that 
then 
N 2 N(n) * Pr(s(j, GN) = 1) = 1 - O(nV) (1) 
p > p(n) + Pr(s( j, G,) = 1) = 1 - O(n+) 
ifp(n) = (N(n)/(,“))(l + V(n)) and B(n) = (Pa 1% WWW"~ 
Proof. The conditions on p imply that N(n) < p(,“)/(l + 2fi(n)) < (1 - p(n)) p(z) 
for large enough n. Hence by Proposition 2.4(a), 
Pr(G, has < N(n) edges) < exp ( -#3(n))S p (;)) < ra. (2) 
Thus, abbreviating “Gp has N edges” by “Q,,,“: 
Wf, G,) = 1) b c Pr(s(f, G,) = 1 I QN) . Pr(QN) (3) 
N>N(n) 
and it is clear in general that 
Pr(s(f, G,) = 1 I QN) = Pr(G GN) = 1). (4) 
Substituting (l), (2), and (4) into (3) gives the desired result. 1 
PROPOSITION 3.2. If j is a graph junction such that 
p > p(n) + Pr(s(j, G,) = 1) = 1 - O(n-m) (5) 
then 
N > (I)$(@) +- Pr(s(j, GN) = 1) = 1 - O(n1-a). 
Proof. Given N > (2”) p(n), let p = N/(i). By Proposition 2.3 there exists a constant 
K > 0, independent of n and N, such that 
Pr(G, has N edges) > K/n. (6) 
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But from (4): 
Pr(s(f, GN) = 0) < Pr(s(f, G,) = O)/Pr(G, has N edges) 
Hence by (5) and (6) 
Pr(s(f, G,,,) = 0) < (n/K) cn+ = O(nl+). 1 
The loss of a factor of n may be avoided if we consider only monotonic graph functions 
and restrict iV more. The following generalizes Theorem 3 of [23]: 
PROPOSITION 3.3. Let f be a monotonic graph function and suppose that p(n) is such 
that (log n)/(p(n)(i)) -+ 0 as n + 00. Then if 
then 
p = p(n) =+- Pr(s(f, G,) = 1) = 1 - O(nP) 
N 2 N(n) 2 Pr(s(f, GN) = 1) = 1 - O(n-m) 
if N(n) = (FJ P(n)(l + B(n)) and B(n) = ((3~ 1s 4/G) PW>>““. 
Proof. Define random variables X and Y as follows: select a graph G = (V, E) 
according to G, and let X = G. If G has more than N edges then let Y = *. Otherwise, 
add N - ) E 1 edges to G at random and let Y take the resulting value. 
From Proposition 2.4(b) and the assumptions about N, Pr(Y = *) = O(n-a). By 
construction and the monotonicity off: 
But 
Pr(s(f, GN) = 1) = Pr(s(f, Y) = 1 / Y # *) 
> Pr(s(f, X) = 1 j Y # *). 
Pr(s(f, X) = 1 1 Y # *) > 1 - Pr(s(f, X) = 0) - Pr(Y = *) 
= 1 - O(npa). 1 
Finally we observe that the following reduction may be used to derive from the DHC 
algorithm described in Section 4 an alternative algorithm for UHC. Note that this 
reduction assumes the availability of random elements for probabilities p and $ (see 
Section 11 and Section 12). 
PROPOFITION 3.4. If we select G according to G, and perform the following randomized 
procedure on it to produce G’, then G’ will be distributed according to D,,,,: 
(i) if {i, j} is an edge of G then with probability 
4 - p/4 set (i, j) E: G’ and (j, i) $ G’ 
+ - p/4 set (i, j) $ G’ and (j, i) E G’ 
p/4 set (i, j) E G’ and (j, i) E G’ 
p/4 set (i, j) $ G’ and (j, i) 6 G’ 
(ii) if {i, j} is not an edge of G, then set (i, j) 6 G’ and (j, i) 6 G’. 
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Proof. It is easy to verify that for any pair {i, j} 1 < i # j < n we have 
Pr((i, j) E G’ and (j, i) & G’) = p( 1 - p/2)/2 
Pr((i, j) & G’ and (j, i) E G’) = p( 1 - p/2)/2 
Pr((i, j) E G’ and (j, i) E G’) = p2/4 
Pr((i, j) $ G’ and (j, i) $ G’) = (1 - ~/2)~. 
Furthermore these probabilities are independent of the results for all other pairs, From 
this it may be deduced that for any directed graph H with N edges 
Pr(G’ = H) = (~/2)~(1 - p/2)n(+1)-N. 4 
Since any HC in the graph G’ constructed above can be made into a HC in the original 
G by undirecting its edges, a randomized reduction from the UHC problem to the 
DHC problem is implied. 
4. ALGORITHMS AND MAIN RESULTS 
In this section we give a high-level description of our three principal algorithms 
and state the main results about their probabilistic performance on inputs from DN 
or GN . These algorithms all work equally well on D, or G, according to the translations 
presented in Section 3. The algorithms described are randomized. In Section 11 we 
show how to make them deterministic, and in Section 12 we analyse the run times of 
implementations of them on RACs and r-RACs. 
The variable G will initially be the graph which is presented as input to the algorithm, 
and will change during the course of the computation as edges are deleted from it. 
The algorithms all use the following procedure for selecting an edge randomly from 
a given node u of G and deleting it: 
procedure SELECT(u) 
begin if Vu E V (u, V) $ G then return “*” 
eZse select at random with equal probabilities one of the edges (11, V) c G, 
delete (u, w) from G, and return the value o; 
end 
(N.B. For the case of undirected graphs we replace (u, w) by {u, w} in the above.) 
DHC Algorithm 
As input the algorithm takes a directed graph G of n nodes, together with two specified 
nodes s and t (which may be the same). The algorithm attempts to find a directed HP 
from s to t in G. If it succeeds, it returns “success,” otherwise it returns “failure.” 
During execution it maintains a partial path P which consists either of a simple directed 
path, or of the disjoint union of a simple directed path and a simple directed cycle. 
In either case the terminal endpoint of the path is kept in a variable called ndp (for 
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next departure point) and the algorithm attempts to extend P by calling SELECT to 
explore edges at random out of the node ndp. 
Figure 1 depicts the nodes of G and the value of P at various stages in the algorithm. 
procedure DHC(G, s, t) 
begin 
1. ndpts, Pt o 
2. (comment: P consists of a directed path from s to ndp) 
(a) If P includes every node of G (except t, in the case s # t) and if we 
previously explored and deleted (ndp, t) from G, then add (ndp, t) to P and 
return “success.” 
\ 
ndp 
5 
tb) 
previous ndp 
edge chosen by last call of SELECT 
deleted or ignored edge 
FIGURE 1 
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(b) w t SELECT(ndp) 
(i) If o = “*” then return “failure.” 
(ii) If er # t and er is not in P then add (ndp, V) to P, ndp t v, and go 
to 2 (Fig. l(a)). 
(iii) If v # s and v E P and there are at least n/2 nodes in P between v 
and ndp (inclusive) then 
begin 
u c predecessor of v in P, 
delete (u, V) from P, 
add (ndp, n) to P, 
ndp +-- u, 
go to 3 
end (Fig. l(b)). 
(iv) Otherwise (i.e., if v = s or v = t or cycle is too small) go to 2. 
u%* l(C)) 
3. (comment: P consists of a directed path from s to ndp, and a disjoint directed 
cycle of at least n/2 nodes.) 
(a) w c SELECT(ndp) 
(i) If ZI = “*” then return “failure.” 
(ii) If w # t and v is not in P then add (ndp, V) to P, ndp t v, and go 
to 3. (Fig. l(d)) 
(iii) If v is in the cycle part of P then 
begin 
u t predecessor of v in P, 
delete (u, n) from P, 
add (ndp, V) to P, 
ndp + u, 
go to 2 
end 
end (Fig. l(e)). 
(iv) Otherwise go to 3 (Fig. l(f)). 
DHC THEOREM 4.1. Va 3M, c VN 3 cn log n Vs, t (1 < s, t < n) the probability 
that DHC(D, , s, t) returns “success” before SELECT has been called Mn log n times is 
1 - O(V). 
This theorem is proved in Section 6 and Section 7. In Section 11 and Section 12 
an O(n(log n)a) time bound is deduced for an implementation on a RAC. 
PM Algorithm 
The algorithm takes as input an undirected graph G of ti nodes, where n is an even 
integer. It attempts to find a perfect matching in G, returning “success” if it succeeds, 
and “failure” otherwise. It maintains a partial matching P (i.e., a perfect matching 
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on a subset of the nodes) and tries randomly to augment it by exploring new edges 
until it either fails for lack of edges or succeeds in finding a PM. 
procedure PM(G) 
begin 
1. PtG 
2. (a) If P. 1 d mc u es all the nodes of G, then return “success” 
(b) Otherwise, ndp +-- least-numbered node not in P, and go to 3 
3. v t SELECT(ndp) 
(a) If z’ = “*” then return “failure” 
(b) If v is not in P then add {ndp, v} to P and go to 2 
(c) If 21 is in P then 
begin 
end 
u +- unique node such that {u, v} E P, 
delete {u, V} from P, 
add {ndp, ZJ> to P, 
ndp c u, 
go to 3 
end 
PM THEOREM 4.2. 'da 3&i, c VN 3 cn log n the probabiZity that PM(GN) returns 
“success” before SELECT has been &led Mn log n times is 1 - O(n-a). 
The proof of this theorem is given in Sections 6, 8, 9. In Section 11 and Section 12 
time bounds are deduced of O(n log n) on a r-RAC and O(n(log n)“) on a RACY. 
COROLLARY 4.3. There is an algorithm PM’ with the following properties: 
(i) Given any undirected graph PM’ outputs a perfect matching if one exists and 
“failure” otherwise. 
(ii) X, c Vn, N > cn log n the expected run time of PM’(G,) is less than Kn log n 
on a r-RAC, Kn(log n)2 on a RAC. 
Proof. PM’ consists of first running PM and if this fails, then running a worst-case 
O(np) time algorithm for the same problem (e.g., [S, 91). If K and c are chosen large 
enough that the probability of failure of PM is O(W~) where 01 > K - 1 then PM’ 
will have the claimed expected run time. 1 
UHC Algorithm 
As input the algorithm takes an undirected graph G of n nodes and two specified 
nodes s and t (which may be the same). It attempts to find a HP from s to t, returning 
“success” if it succeeds and “failure” otherwise. It maintains a partial path P which 
consists of a simple path with s as one endpoint. The other endpoint is kept in the variable 
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ndp. The algorithm attempts to extend P by calling SELECT to explore edges at random 
out oft ndp. 
procedure UHC(G, s, t) 
begin 
1. ndpts, Pt o. 
2. (comment: P consists of a path from s to ndp.) 
(a) If P includes every node of G (except t, in the case s # t), and if 
we previously deleted {ndp, t> from G, then we add {ndp, t) to P and 
return “success.” 
(b) v t SELECT(ndp) 
(i) If o = “*” then return “failure.” 
(ii) If v # t and w is not in P then add {ndp, v} to P, ndp +- v, 
and go to 2. 
(iii) If v # t and v is in P then 
begin 
end 
u c the neighbour of v in P which is closer to ndp, 
delete (21, v} from P, 
add {ndp, v} to P, 
ndp + u, 
go to 2 
end 
(iv) Otherwise (i.e., if v = t) go to 2. 
UHC THEOREM 4.4. Va 3M, c VN > cn log n Vs, t (1 < s, t < n) the probability 
thut UHC(G, , s, t) returns ccsuccess” before SELECT has been called Mn log n times is 
1 - O(n-a). 
The proof of this theorem is indicated in Sections 6, 8, 10. In Section 11 and Section 12 
an O(n(log n)“) implementation is deduced for a RAC. 
5. SUMMARY OF PROOFS 
The basic form of all three algorithms in Section 4 is similar: they start at some node, 
jump at random to one of the neighbours of the node (deleting the edge used), accordingly 
adjust some data-structure that determines which node is to be jumped from next, 
then jump at random to one of the neighbours of this node, and so on, until all the nodes 
have been visited in this way (possibly with some further, similar, processing to form a 
path or cycle). If instead at each step we simply selected at random and equiprobably 
one of the 7t nodes of the graph then the result of the “Coupon Collector’s Problem” 
[lo, p. 2251 says we should expect to make n log n selections in order to visit every 
node. This is essentially the phenomenon exploited in the proofs of the DHC, PM, 
and UHC Theorems. 
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Below we give informal outlines of the proofs using the same variables as appear 
in the formal proofs. 
Outline of DHC Proof 
At each choice by DHC, every node not hitherto arrived at from the current departure 
point is equally likely to be arrived at next (EP Lemma, 7.1). The probability that a 
given node is not arrived at during Kan log n choices made by DHC is thus 
<(l - l/n) K ntoan 2 or O(n-%). Thus, for K, sufficiently large, the probability that 
DHC runs for K,n log n choices and fails to visit every node is negligible (B Lemma, 7.4). 
Given ill > Ka what is the probability that DHC fails before making Mn log n 
choices ? This happens only if DHC exhausts all of the edges leaving some node. For 
any fixed K we may neglect graphs in which some node has fewer than K log n edges 
leaving it by taking the density sufficiently large (Sociability Lemma, 6.1). So we would 
like to show that the probability that DHC departs from some node more than K log n 
times in the first Mn log n choices is negligible. We do this as follows: 
For a given node, DHC’s departures from it fall into groups; in each group, DHC 
first makes the node the departure point, and then repeatedly makes choices from the 
node until some choice allows DHC to “escape” to a new departure point. Since each 
choice has a probability of about 4 of permitting DHC to “escape,” we would expect 
that the number of choices made from a given node to be about twice the number of 
times that node is made the departure point. The probability that this expected value 
is much exceeded is negligible (J Sublemma, 7.8). 
A given node is made the departure point only when DHC arrives at it or at a specific 
neighbour of it (as determined by the current value of the partial path). Provided that 
no node has had very many choices made from it, each such arrival has probability 
bounded by about l/n. Thus in Mn log n choices we expect a given node to be made 
the departure point about M log n times, and we show that the probability that this 
expected value is much exceeded is negligible (H Sublemma, 7.7). 
Combining this bound on the number of times a node is made the departure point 
with the bound on the ratio between the number of choices made from a node and the 
number of times it is made the departure point, we get a bound of K, log n for the 
number of choices made from any node (A Lemma, 7.6). Taking K large with respect 
to Kl , we may neglect the probability that DHC exhausts the edges leaving some node 
before making Mn log n choices. 
The remaining possibility for how DHC may fail is that it may run for Mn log n 
choices, having arrived at every node by the (K,n log n)th choice, but without, in the 
(M - K&z log n remaining choices, being able to “close” the path via an edge from 
the departure point in a “path” state to the designated endpoint t. 
The probability of remaining in the “path and cycle” state is about + at each choice, 
so we expect about half the remaining (M - K&n log n choices to be made from 
departure points in the “path” state; the probability that this expected value much 
exceeds the actual value is negligible. Thus K,n log n choices from the “path’ state 
may be guaranteed, for any fixed K3 , by choosing M large enough with respect to K2 
and K, (C Lemma, 7.5). 
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At each choice in the “path” state either DHC terminates successfully because it has 
previously found an edge between the departure point and t, or it arrives at t (which 
causes successful termination at the next choice), or it fails to arrive at t. Failure to 
arrive at t has a probability of ,((l - l/n), so for the Ksn log n choices guaranteed 
from the “path” state, the probability that DHC fails to close the path is 
<(l - l/n)%nrosn = 0 _ (n-x3), which is negligible for K, sufficiently large (D Lemma, 
7.3). 
Outline of PM and UHC Proofs 
We first use the Sociability Lemma, 6.1, to neglect those graphs in which the degree 
of any node is less than K log n (K a fixed constant to be determined later). 
The Almost Equiprobability Lemma, 8.2, states that if an expedition has not used 
more than some fixed fraction of K log n edges at any node, then every node not hitherto 
arrived at from the current departure point is almost equally likely to be arrived at next. 
Using the fact that each departure in PM or UHC from a given node must be preceded 
by an arrival at a specific destination (either the given node or a particular neighbour 
of it, depending on the value of the current partial matching or partial path), and that 
each such arrival has probability about l/n, we show that the probability that PM or 
UHC visits any node more than Kl log n times within the first Mn log n choices is 
negligible for Kl chosen large enough with respect to M, and K with respect to Kl 
(Lemmas 9.2, 10.2). 
For PM it then suffices to note that for M chosen large enough the probability that 
PM runs for Mn log n choices without visiting every node is negligible, since visiting 
every node gives a perfect matching (Lemma 9.3). 
For UHC we show not only that it is highly probable that every node is visited within 
the first K,n log n choices (Lemma 10.3), but also that the algorithm then continues 
running long enough ((M - K,) n o n choices) to terminate the path successfully 1 g 
at node t (Lemma 10.4). 
6. BASIC LEMMAS 
We call v a neaghbour of u in G if G is undirected and (u, v} is an edge of G or if G 
is directed and (u, v) is an edge of G. Assuming a particular value of n given by context 
we define S(d) = {G 1 G is an n node graph in which every node has at least d neigh- 
bours}. The implied graphs are directed or undirected according to context. Also, we 
denote either of the events GN c S(K log n) or DN E S(K log n) by Z(K). 
SOCIABILITY LEMMA 6.1. VOW, K 3c VN 2 cn log n 
Pr(Z(K)) = I - O(+ 
fm both GN and DN . 
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Proof. By Proposition 3.2 it suffices to prove this result for G, with p >, (C log n)/n. 
Given LY, K we let c = 2(& + K + 1). If v is any node, the probability that w has fewer 
than K log n neighbours can be bounded by O(n-a-1) by applying Proposition 2.4(a). 
The result follows by summing over the n choices of ZI. fi 
The following result on conditional probabilities we shall also use widely. It can 
be verified by induction on m and k. 
BOTTLENECK LEMMA 6.2. Suppose Xl ,X2 ,..., X, are random variables taking values 
in a$nite set S. Let Q be any event. Let 
U = {P 1 si E S for i = 1, 2,..., rn: 
Suppose Y C U bus the property that there exist probabilities p, , p, ,..., p, such that for 
each y” E Y there exist integers il < iz < ... < i, such that 
where 
Pr(X,, E C,( yi’-l) / Xij-l = yij-r A Q) < pi 
C,(zi) = (s E S / 3~” E Y with yi = zi and yi+l = s) 
(that is, Cr(zi) is th e set of continuations of zi that keep it in Y). Then 
Pr(XmEY\Q) <p,-p,*+...p,. 
This result may be visualized with the aid of a rooted tree of depth m and uniform 
1 S /-way branching. A path from the root to a node at depth d represents in the obvious 
fashion a possible outcome of drawing values for X1 , X, ,..., X, . The set Y corresponds 
to a set of paths from the root to certain of the leaves of the tree; we will imagine all 
of the nodes in these paths to be coloured green. The condition on Y specifies that 
along each path of Y there exist k nodes (“bottlenecks”) such that at the ith such node 
the conditional probability of drawing a green successor is at most pi . 
Note. Here, as in the remainder of the paper, we could avoid conditioning on the 
empty event by adding an appropriate further hypothesis. To avoid unnecessary com- 
plication we have omitted such hypotheses throughout; they may be supplied without 
difficulty by the reader. 
7. PROOF OF THE DHC THEOREM 
The values of n, N, s, t will be fixed by context; we shall omit unnecessary references 
to them. We consider the experiment of drawing a graph from the distribution D, and 
then running the DHC algorithm on this graph. The random variable G will denote 
the graph chosen, and the random variables Tl , T, ,..., Tn(a-l) will record the random 
selections of edges so that Tt = * if DHC returns before calling SELECT i times, and 
Ti = the value returned by the ith call of SELECT otherwise. 
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We define w” to be an expedition iff either k = 0 or 1 < k < n(n - 1) and 
Pr(Tk’ = w”) > 0. If wk is an expedition, then we may simulate DHC up to the (k + 1)th 
call of SELECT (or return, if this occurs earlier) using wi as the value returned by the 
ith call of SELECT, even without knowing the value of G. In this context, wk will be 
called jinished if DHC returns before the (k + 1)th call of SELECT, otherwise it will 
be called unfinished. If wk is unfinished then P(wk) and ndp(wO”) will be the values of 
the variables P and ndp at the (k + 1)th call of SELECT, and, if Pr(G = H A 
Tk = w”) > 0, G(H, w”“) will be the value of the graph G at the (k + 1)th call of 
SELECT if G = H initially. 
We note that if Pr(G = H A Tk = wk) > 0 then in consequence of the random 
selection of edges 
Pr( T,,, = w~,+~ 1 G = H A Tk = wk) = I/d if wk is unfinished and w~+~ is one of 
the d > 0 neighbours of ndp(w”) in 
G(H, w”) 
1 if wkfl = x and either wk is finished 
or ndp(wk) has no neighbours in 
G(K w”) 
0 otherwise. 
Let wk be an expedition. For each j, 1 < j < k, let Vj = ndp(wi-l) if wj-l is un- 
finished, and vj = * otherwise. For v E I’ and i = 1, 2,..., k we have the following 
definitions: 
(i) (vi , wi) is the ith step of wk 
(ii) wk departs from v at step i iff v = vi 
(iii) wk arrives at v at step i iff v = wi 
(iv) wk makes v the departure point at step (i - 1) iff either i = 1 and v = vr 
or i > 1 and v = vi while a # viwl . (“step 0” is a slight anomaly in this phrasing.) 
(v) wk has a chance to close at step i iff wi--l is unfinished and P(wi-‘) consists 
of a simple directed path containing all the nodes (except t in the case s # t). 
(vi) wk returns “success” (“failure”) iff DHC simulated with wk returns “success” 
(“failure”) before calling SELECT k + 1 times. 
We define wk departs from v m times iff m = j(i 1 We departs from v at step i}I and 
similarly for (iii), (iv), (v). We say also: Q(w”) within tke$rst m steps iff Q(w”), where 
m < k, and Q is an appropriate predicate (e.g. returns “success.“) 
We next give a fundamental lemma that states that the random selection of edges 
by DHC makes each possible continuation of an expedition that has not exhausted 
the edges out of its next departure point equally likely. 
EQUIPROBABILITY (EP) LEMMA 7.1. Let d be a positive integer such that dn < N. 
Suppose that wk is an unfinished expedition with u = ndp(wk) and suppose that wk departs 
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from u exactly b times where b < d. Then for any node z such that (u, z) is not a st+ of W’ 
WTk+l = z~Tk=w”~G~S(d))=l/(n-b-l). 
Proof. By symmetry. (N.B. In contrast to the undirected case, where conditioning 
problems arise (see Section 8) the result here is immediate.) 1 
For simplicity we abbreviate Tncn-l) and wn(+l) to T and w in the remainder of this 
section. We define for any M > 0 
F, = {w / w is an expedition which does not return success 
within the first Mn log n steps}. 
The DHC Theorem, 3.1, is then equivalent to the following: 
THEOREM 7.2. VU 3, M VN > cn log n 
Pr( T E FIM) = O(rW). 
Proof. First note that for all Kr 
Pr(T EF.J < (1 - Pr(Z(fG))) + Pr(T EFM I Z(W). 
The Sociability Lemma 6.1, can be used to bound the first term. To bound the second 
we introduce the following sets of expeditions, which are defined in terms of n, M, 
Kr , Ks , Ks (here regarded as general variables): 
A = {w 1 wi departs from some node at least Kr log 12 times, where i = Mn log n} 
B = {w / w 4: A and wi does not arrive at every node other than s, 
where i = Ksn log n} 
chances to close within the first Mn log n step 
D=F,-(AuBuC). 
Clearly F,,,, c A u B u C u D for all n, M, KI , K, , 
Pr( T E F, 1 Z(K,)) < Pr( T E A 
K3 and therefore 
W-Q) 
+Pr(TEBlZ(KJ) 
+ Pr(T E C I WG)) 
+ Pr(T E D 1 Z(KJ). 
For each of the quantities on the right hand side we prove a lemma to bound it: 
D LEMMA 1.3. Va 3K, VK, , K, VM >, K3 
Pr(TE D / Z(K,)) = O(n-&). 
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B LEMMA 7.4. VW 3K, VKr VM > KS 
Pr( 2’ E B 1 Z(K,)) = O(r”). 
Hence for any OL we can find K, and K3 satisfying the above two lemmas simultaneously, 
for all Kl and for all M 2 K, , K, . 
C LEMMA 7.5. Va, K, , KS 3M 2 max(K, , K,) VKl 
Pr( 2’ E C 1 Z(K,)) = O(n-=). 
Hence we can find a suitable M(ol, K, , KS) also. 
A LEMMA 7.6. Va, M 3K, 
Pr(T E A 1 Z(K,)) = O(n-@). 
Hence we can find an appropriate Kl(ol, M). Finally, by the Sociability Lemma 6.1, 
we can choose a C(OL, Kl) such that N > cn log n guarantees that 
Pr(Z(K,)) = 1 - O(n-a). 
This establishes the theorem. It remains to prove the four lemmas. a 
Proof of A Lemma 7.6. Define the following two sets of expeditions: 
H = {w 1 for some i < Mn log 71, wi departs from each node <K, log n times, 
and makes some node the departure point >K log n times} 
J = {w 1 for some i < Mn log n, wi makes each node the departure point 
\cK log n times and departs from some node >K, log n times}. 
The reader can easily verify that for all K, Kl , and M, A C (H u A. It therefore suffices 
to prove the following results: 
H SUBLEMMA 7.7. ‘6, M 3K VKl 
Pr( 2” E H ) Z(K,)) = O(n-=). 
J SUBLEMMA 7.8. Va, M, K 3K, 
Pr( T E J I Z(K,)) = O(ra). 
Clearly for all 01 and M we can find a K(oL, M) by the H Sublemma and hence a .Ki(ol, M) 
by the J Sublemma such that both are satisfied simultaneously. The A Lemma therefore 
follows. 1 
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P~oofofHSubZemma7.7. LetX=(Y!YG{l,...,Mnlogn}andIY/ =Klogn). 
ForvEV-{s}andYEXdefine 
H(o, Y) = (w E W j for each i E Y, w makes o the departure point at step i, 
and wi departs from each node <K, log n times}. 
Then 
H = u H(v, Y) 
WV 
YEX 
and hence 
Pr(T E H I -Wl)) < c Pr(T E H(w, Y) I z(G)) 
WV 
YEX 
Fix V, Y, w E H(v, Y), and i E Y. Clearly wi-l is unfinished and there are two pos- 
sibilities:, 
(i) Assume w r$ P(w”-l). Then if z, is made the departure point at step i, w must 
arrive at z, at step i (i.e., Ti = w). Hence, by the EP Lemma, 7.1, 
Pr( Ti = w ( Ti-l = wi-l A Z(K,)) < 1 /(YZ - ICI log 12 - 1). 
(ii) Assume w E P(wi-l). Then there is a unique node y such that (w, y) E P(wi-l). 
and if w is to be made the departure point at step i, then it must be that T, = y. Hence 
by the EP Lemma 7.1, 
Pr(T, = y 1 Ti-l = wf-l A Z(K,)) < l/(n - Kr log 12 - 1). 
In either of these cases, the probability of a continuation of wi-l which remains in 
H(w, Y) is at most l/(n - X1 log n - 1). Since this holds for every i E Y it follows 
by the Bottleneck Lemma 6.2, that 
Pr( T E H(w, Y) / Z(K,)) < (n - Kl log n - l)-X1ogn 
Summing over all w E V and YE X and appealing to Proposition 2.2 gives 
Pr(T E H I Z(K,)) < n (Tlznn) (n - Kl log n - I)-Krosn 
’ ( 
< n JWl + 41)) 
K 
Iz(K,))~~~~~ 
where h(K,) -+ 1 as )z + CO for any fixed K1. Choosing K > max{oL + 1, Me2} gives 
the result. fi !!J 
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Proof of J Sublemma 7.8. Let 
X = (m, ,..., 
I 
m,)/l <r<Klogn,eachn~~isa 
positive integer, and c mi = [Kl log n] . 
I 
ForanyerEVand YEXlet 
J(o, Y) = (w E J 1 Y = (ml ,..., m,) and there exist s, ,..,, s, such that for each 
j = 1, 2,..., r, w makes v the departure point at step si and 
departs from v at steps si + l,..., sj + m, . Furthermore, 
wi departs from each node <K, log n times, where i = s, + m, - l}. 
Clearly 
J = U Jb 0 
VOV 
IEX 
Fix v E V, YE X and w E J(v, Y). Suppose Y = (mr ,..., m,). The first Kl log n 
departures from v appear in Y groups: 
Sl + l,..., sl + m, ; s2 + I,..., s2 + m2 ;*a-; 5 + l,... , s, + m, ; 
Fixjwithl <j<randassumethatmj > l.Letibesuchthatsj+ 1 <i<sj+mj. 
Then wi-r is unfinished and departs from each node fewer than KI log 7t times. There 
are two cases: 
(i) Suppose P(w’-1) consists of a simple path from s to v. Let 
F = {y ( y = t or y is in P(w”-1) and there are fewer than 
n/2 nodes between y and v in P(wi-l)}. 
Clearly 1 F 1 < n/2 + 1 and wi-1 will depart again from v at step i + 1 (which it must 
do to remain in J(v, Y)) iff Ti E F. By the EP Lemma 7.1, 
Pr( Ti E F j Ti-1 = wi--l A ii’(&)) ,( (1 + 42) (n - ICI log n - 1) * 
(ii) Suppose P(wi-l) consists of a path from s to v and a cycle of &z/2 nodes. Let 
F = {y 1 y = t or y is in the path from s to v}. 
Clearly 1 F 1 < 1 + n/2 and wi-l will depart again from v at step i + 1 only if Ti E F. 
By the EP Lemma 7.1, 
Pr(Ti E F ( Tf-1 = wi--l A Z(Q) < (1 + 42) 
(n - Kl log n - 1) ’ 
Thus, in either case, the.probability of a continuation of d-l which remains in J(v, Y) 
is bounded by h(K,)(l + o(l))/2 where h(K,) + 1 as n + CO for any fixed KI . Since 
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there are >,(K, - K) log it distinct values of i for which this holds, it follows by the 
Bottleneck Lemma 6.2, that 
Pr(T E J(q Y) 1 Z(Q) < (h(K,)(l + o(1))/2)‘K’K’10g” 
Summing over v E V and YE X and noting that provided 
Kl log n 
1-T w%q Klogn) 
and that this can be bounded by Proposition 2.2, we have 
Kl 3 X 
Pr(T E J 1 Z(K,)) < Kn log it (T)K1ogn ( ’ ‘2o(1) h(K,)) 
KllO!Jla 
This will be O(n-a) provided Kl is chosen large enough with respect to 01, K. 1 
Proof of B Lemma 7.4. Given 01 choose K, > (Y + I, and suppose that M > K, 
and Kl is arbitrary. For each v E V, v # s, let 
B(v) = {w E B ( v is the least numbered node other than s such that 
wi does not arrive at v, where i = I&n log n}. 
Clearly 
B = u B(v). 
WV 
Fix v E V (v # s) and w E B(v). For 1 Q i < K,n log n, wi clearly cannot return 
“success,” since it has not visited v. Also, we may ignore the possibility that wi returns 
“failure,” for in that case w 4 A and M > K, imply that Pr(T = w ( Z(K,)) = 0. 
Therefore we may assume wi-l is unfinished and hence by the EP Lemma 7.1, 
Pr(T, # v 1 T*-l = wi--l A Z(K,)) < 1 - 1 /n. 
Thus the probability of a continuation of wi-l remaining in B(v) is 61 - I/n for each i, 
and hence, by the Bottleneck Lemma 6.2, 
Pr( T E B(v) 1 Z( Kl)) < (1 - 1 /TZ)~@“~~ 
Summing over v and using Proposition 2.1 gives 
Pr(T E B / Z(K,)) < nevKzlogn = O(n-“). 1 
Proof of C Lemma 7.5. Let 
X = {Y C (1,2 ,..., (M - K,)n log n} / / Y 1 = K,n log n}. 
For YEXlet 
C(Y) = {w E C 1 for each i with 1 < i < (M - K&z log n, 
if w has a chance to close at step (; + K,n log n) then i E Y). 
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Clearly I 
c = u C(Y) 
YEX 
Fix YE X and w E C(Y). Let 
w = {1,2,..., (M - K&z log n} - Y 
and suppose that (i + 1 - Kp log n) E W. Since CC FIM , wifl does not return 
“success.” We may assume that wi+l does not return “failure,” because w #A implies 
that Pr(T = w 1 Z(K,)) = 0. S ince w $ B, we know that wi arrives at every node other 
than s. By our choice of i, w does not have a chance to close at step i + 1, which implies 
that P(w”) consists of a path and a cycle. To analyse the probability of P(w”“) consisting 
of a path and a cycle we consider the two possible cases: 
(i) Assume that P(wi-l) consists of a simple path. If F is the set of all nodes y 
in P(w”-i) such that there are >n/2 nodes between y and ndp(d-l) then it follows 
from the EP Lemma, 7.1, that 
Pr( Ti E F / Ti-l = WI-I A Z(K,)) < (n/2)/(n - Kl log ti - 1). 
(ii) Assume that P(wi-I) consists of a path and a cycle an/2 nodes. If F is the set 
of all the nodes that are not in the cycle then it follows from the EP Lemma 7.1, that 
Pr( Ti E F / Ti-l = wi-l A Z(K,)) < (n/2)/(n - Kl log n - 1). 
Thus in either case the probability of a continuation remaining in C(Y) is at most 
WG)( 1 + 4 I))/2 (where WJ -+ 1 as n ---f co for any Kl > 0), for each of the 
(M - K, - K&J log n values of i such that ((i + 1) - K,n log n) E W. By applying 
the Bottleneck Lemma 6.2, summing over YE X, and applying Proposition 2.2, 
pr(T E C / Z-K,)) < (CM ;8+;;;g “) . (h(K,) . ’ +20(1))(M-X.-4,~10g* 
,( 
( 
2(M --3Kz) e )-logn . p.) . 1 +20(l)~(M-Kz)nlogn 
which is O(cE) for iVI sufficiently large with respect to a, K, , and K, , for any Kr . 1 
ProojojD Lemma 7.3. Let 01 be given and choose K, > (Y. Let Kl , Kz , and M > K, 
be given. Suppose w E D. Then w $ C ensures that for some set (ir ,..., i,} such that 
1 < i1 < iz ... < i, < Mn log n where r = K,n log n, w has a chance to close at each 
step ij . Fix m = ij for some 1 < j < r.’ Since w E FM - A, we need consider only 
the case when w”-r is unfinished. If u = ndp(wm-r) then (u, t) cannot be a step of wm 
for otherwise wm would return “success.” Then by the EP Lemma 7.1, 
Pr(T, # t 1 Tm-l = w--l A Z(K,)) < 1 - l/n 
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and by the Bottleneck Lemma 6.2, and Proposition 2.1: 
Pr( T E D 1 Z(K,)) < (1 - l/n)@logn = O(n”) 
by our choice of K3 . 1 
8. BASIC LEMMAS FOR UNDIRECTED ANALYSIS 
We first modify the definitions of Section 7 for the case of undirected graphs, and 
then prove the Almost Equiprobability (AEP) Lemma, which serves as the analogue 
of the EP Lemma in the undirected case. 
The EP Lemma 7.1, does not hold in the case of undirected graphs, since edges 
can be explored in either direction, so that the results of explorations from z, will in 
general condition the probability of arriving at w. 
We consider the experiment of drawing a graph from the distribution GN and then 
running the algorithm PM (UHC) on it. The definitions and remarks in Section 7 up 
to the EP Lemma 7.1, then hold with the following changes: 
(b) (l) for n(n - 1) 
(c) PM (UHC) for DHC 
(d) items (iv) and (v) do not apply. 
Further, we now say that the expedition wk visits v at step i iff either We departs from v 
at step i or wB arrives at v at step i. 
The following two lemmas hold for both the PM and the UHC algorithm, and also 
for any other similar algorithm in which (i) new edges are explored by calling SELECT 
from an ndp, and (ii) at each step the ndp is determined uniquely by the expedition 
and independent of the graph. 
The first lemma bounds the decrease in probability of a particular expedition in a 
given graph when the degree of a node is increased by one. (Straightforward generaliza- 
tions to larger perturbations can be derived easily.) 
PERTURBATION LEMMA 8.1. Suppose that Gl and G, are graphs, that wk is a possible 
expedition on both G, and G, , and that for some node ‘t’, 
degree(v in G,) = 1 + degree(w in GJ = 1 + d, 
and degree(u in G,) < degree(u in G,) Vu + o, and that wk visits ‘L’ at most b times. Then 
where K = exp(b/(d - b + 1)). 
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Proof. The initial relations between the degrees of nodes of Gr and G, are preserved 
throughout the expedition, since the same edges are explored and deleted in both graphs. 
If w”I-r is unfinished and ndp(wub-l) = v and the degree of v in G(G, , wi-l) is f then 
Pr(T, = wi j Ti-1 = wui-l A G = GJ = 1 If 
and 
Pr(T, = wi 1 Tf-l = wi-l A G = GJ = l/(f + 1) 
while for any other value of ndp(w+-l) 
Pr(Ti = wi 1 Ti-1. = wi-l A G = GJ < Pr( Ti = W; 1 Tie1 = wi-l A G = G,). 
Hence we have 
f’r(Tk = wk 1 G = G,) = $ *.. 
1 
$gl 
1 
Pr(Tk = wk 1 G = G,) = d, + 1 -...‘Q2 
4 + 1 
where wk departs from v r times and dI ,..., d, are the degrees of v in Gr at the successive 
departures, and Qi < Qa . Thus the ratio of the two probabilities is bounded by 
(1 + l/Q) .-a (1 + l/d,) < exp(+,). 
Since Y < b and d, > d - b + 1 the result follows. 1 
The proof makes it evident that the result still holds when the hypothesis 
degree(v in G,) = l+degree(v in Gr) is replaced by degree(v in G,) < 1 +degree(v in GJ. 
ALMOST EQUIPROBABILITY (AEP) LEMMA 8.2. Suppose wk is an unfinished expedition, 
with u = ndp(wk). Suppose wk visits each node at most r log n times and z is a node such 
that z # II, and neither (u, z) nor (z, u) is a step of wk. Then 
(1 -I! f)n ~Pr(Tk+~=aIT’=w”~Z(K))~~-f~o+g:-- 
if K > r, c > 2K, N 3 en log n and n is su@%ntly large, where 
1 + E = (c/(c - KN exp(rlW - r)>. 
Proof. Let z, and z, be any two of the at least 1z - r log n - 1 possible arrival 
points (i.e. nodes satisfying the hypotheses on z above). We must bound the relative 
probabilities of arriving at x1 and z2. Let 
and 
R = l/(Pr(T” = wk A Z(K))) 
g(% H) = pr(Tk+l = x A T” = evk A G = H). 
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Then for i = 1,2 
where 
Pr(T,,, = zi 1 Tk = wk A Z(K)) = R 1 g(q) H) 
HEAi 
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(1) 
Ai = (HE S(K log n) ) Pr(T” = wk A G = H) > 0 and {u, zJ is an edge of H). 
LetS,=A,--A,,S,=A,--A,,S,=A,nA,.Clearly,forallHES,,g(z,,H)= 
g(za , H) and hence 
c .d% t HI = & .d% > w (2) 
HES3 s 
Let 
and 
B1 = {HE S, / degree(z,) in H is exactly K log n) 
c, = s, - Bl . 
Each member H of C, can be mapped to a distinct member H* of S, by replacing the 
edge {u, 23 by the edge {u, za}. Since this mapping H t-, H* satisfies the hypotheses 
of the Perturbation Lemma 8.1, then for each H E Cl 
Pr(T* = wk 1 G = H) < Kr Pr(T” = wk 1 G = H*) 
where K1 = exp(r/(K - r)). Also for each HE Cl , g(z, , H) = g(z, , H*). So 
(3) 
It remains to bound the contributions of HE B, . For each HE B, we define: 
Q(H) = ((w, x) ( {w, x} E H; (o, x) and (x, w) are not steps of w”; 
degree(x)inH>Klogn+ 1;~ #z,,z,;(w,z,}~H~ 
F(H) = (J ) J can be obtained from H by choosing some (w, X) E Q(H) and then 
replacing {u, zl} by (u, za} and replacing (w, X} by {w, zi] in H}. 
Let HE Bl and JEF(H) be arbitrary. Clearly J E S, and the degree of just one node, 
namely za , may be larger (by at most one) in J than in H. Thus 
Pr(T,+, = xi I Tk = U? A G = H) < Pr(Tk+, = a2 / Tk = wk A G = J) 
and also H and J satisfy the hypotheses of the Perturbation Lemma 8.1, so 
Pr(Tk=wk\G=H)<KK,Pr(Tk=&/G= J) 
where Kl was defined above to be exp(r/K - r). From these two inequalities we may 
conclude 
AZ1 t H) G K&z, 3 J)- 
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We shall now show that for all HE Bl , J E S, and large enough n, 
and 
I FWI 3 (c - K)n log n - I-P log2 n (4) 
It will then follow that 
[ F-l( J)[ < (n - K log n)K log tt. (5) 
((c - K) n log n - K2 log2 n) 1 g(x, , H) 
HEBl 
Proof of (4). wL uses fewer than K log n edges from each node. Hence K log n edges 
can be set aside at each node, including all those explored by we, and still at least 
(c - K)n log 7t edges remain. Of these, at most S(K log n + 2)2 can have both endpoints 
in the set (a1 , a2 , neighbours of z, in H}. This gives a lower bound for 1 Q(H)I. Since 
clearly 1 Q(H)] = 1 F(H)\, result (4) follows. 
Proof of (5). The only way of recovering from JEF(B~) a value H EF-~(J) is the 
following: 
(i) select one of the K log n nodes z, such that {v, x1} E J 
(ii) select one of the at most n - K log n nodes x which is not a neighbour of u in J 
(iii) replace (u, z2> by (u, zr} and {er, zi} by (w, x}. 
We now combine results (2), (3), and (6) and use the facts that A, = S, u S, and 
A, = S, u Cl w Bl to give 
H;A s&l > HI G fG(c/(c - WI 1 &, 9 W 
1 HEA, 
Applying (1) shows that all the (at least (n - r log 1z - 1)) possible arrival points have 
probabilities differing from each other by a factor of at most 1 + E. The result follows. a 
9. PROOF OF PM THEOREM 
T and w will denote T(;’ and wC3 throughout. For any M > 0 define 
F, = {w 1 w is an expedition which does not return 
“success” within the first Mn log n steps}. 
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The PM Theorem 4.2, is then equivalent to 
THEOREM 9.1. VOW 3M, c VN > cn log n 
Pr(T EFM) = O(n-m). 
Proof. For any K we have 
Pr(TEF,) <(I -P~(Z(K)))+P~(TEF,]Z(K)). (1) 
For any M and Kl define 
A = (w 1 w is an expedition such that wOi visits some 
node >K, log n times, where i = Mn log n> 
B = (w \ w is an expedition, w $ A, and wi fails to 
visit some node, where i = Mn log n}. 
Once the algorithm visits a node, the node remains in the partial matching unless the 
algorithm exhausts all of the edges incident to the node and returns “failure.” If and 
when the algorithm visits the last remaining unvisited node for the first time, it com- 
pletes a perfect matching and returns “success.” Thus F,,, $ A u B for any M and Ki . 
Hence for any M, K; K,: 
Pr(TcF,IZ(K)) <Pr(TeAjZ(K))+Pr(TEB/Z(K)). (2) 
Below we shall prove the following two Lemmas: 
LEMMA 9.2. VCL, M 3K,, K’, rl VK >, K’, N > r,Kn log n 
Pr(T E A j Z(K)) = O(n-a). (3) 
LEMMA 9.3. Vor 3M VK, 3K”, ra VK > K”, N 3 r&z log n 
Pr(T E B j Z(K)) = O(n-=). (4) 
Thus, given (Y, we may choose M to satisfy Lemma 9.3. For this 01 and M we may choose 
Kl , K’, ri to satisfy Lemma 9.2. For the specified c1 and M and this Kl we may choose 
K”, ~a to satisfy Lemma 9.3. We then choose K 3 K’, K”. The Sociability Lemma 6.1, 
guarantees that we may choose c > r&7, r,K so that N 3 cn log n implies Pr(Z(K)) = 
1 - O(n-a). Combining this with (l), (2), (3), and (4) we conclude that for the chosen 
values of M and c, and for all N > cn log n, Pr( T E FM) = O(n-a). [ 
Proof of Lemma 9.2. Let c1 and M be given. Fix Ki and decompose A according 
to the first Kl log n “too frequent” visits as follows: Let 
x = {Y c (1, 2,..., Mnlogn} / / Y 1 = K,logn} 
D = (0, p- 
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For each WE V, YEX, dED let 
A(w, Y, d) = {ru E A 1 for each i E Y, wi visits each node at most Kr log n times; 
w visits r~ at step i, and the visit is an arrival if dj = 0, 
and a departure if dj = 1, where i is the jth smallest element of Y>. 
Then 
A = u A@, Y, d). 
v.Y,d 
Fix o E V, YE X, d E D, w E A(w, Y, d) and i E Y, where i is the jth smallest element 
of Y for some j > 1. We consider the two possible cases for dj: 
(i) dj = 0. Th en w must arrive at z, at step i. By the AEP Lemma 8.2, 
Pr(T, = 0 j Ti-i = wi-l A Z(K)) < 1-t-E 
n-Kilogn-1 
provided K > KI , c 2 2K, N 3 cn log n, where 
1 + 6 = (cl@ - K)) exp(W(K - KJ). 
(ii) dj = 1. Th en w must depart from w at step i. Since j > 1, w visits w before 
step i. In order to depart from a previously visited node, PM must arrive at the mate 
of the node in the current partial matching at the preceding step. That is, there is a 
unique node z # w such that (w, a} E P( wi-“) and z is the only continuation of wide 
which remains in A(w, Y, d). Applying the AEP Lemma 8.2, 
Pr(T,-, = z 1 Ti-2 = wi-2 A Z(K)) < ’ + ’ 
n-KIlogn-1 
under the same provisos as in case (i). 
Since the node x in case (ii) is distinct from w, we have shown that for at least 
KI log n - 1 distinct values of i, the probability of a continuation of wi which remains 
in A(w, Y, d) is at most (1 + l )/(n - KI log n - I). Applying the Bottleneck Lemma 6.2: 
MT E A(w, Y, d) I Z(K)) < ( n _ il Lin _ 1 )K1logn-’ 
Summing over a, Y, d and applying Proposition 2.2: 
Pr(Tc A [ Z(K)) < n ( ~~~~,“) 2K110gn (n _ iILl, _ 1 )410gc1 
d n2h(Kl) ( 
2Mc exp(K/(K - Kr)) ‘llogn 
(c-K)Kl ) 
where h(K,) --t I as n -+ 03 for any fixed KI . This last bound will be O(n-=) for Kr 
chosen sufficiently large with respect to iVl, K with respect to KI , and c with respect 
to K, for all N exceeding en log n. 1 
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Proof of Lemma 9.3. Let OL be given. Fix M and Kl . For each v E V define 
B(v) = {w E B / wi fails to visit v, where i = Mn log n}. 
Clearly 
B = u B(v). 
EV 
Let v E V, w E B(v) and consider any i with 1 < i < Mn log n. Since w E B, wi-l cannot 
return “success.” If wi-l returns “failure,” then Pr( T = w j Z(K)) = 0 provided 
K > Kl , because w # A implies that wi-l visits no node more than K, log n times. 
Thus we may assume wi-l is unfinished. If u = ndp(wi-l) then neither (u, v) nor (v, u) 
can be a step of wi-l, so by the AEP Lemma 8.2, we have: 
Pr(T, f v I Ti-l = wi--l A z(K)) < (1 - (1 : ~) 71 1 
provided K 3 Kl , c >, 2K, , N > cn log n, where 
1 + E = (c/(c - K)) exp(K,/(K - JG)). 
Applying the Bottleneck Lemma 6.2, summing over v, and applying Proposition 2.1: 
Pr(T E B 1 Z(K)) < n (1 - (1 +l~) 12 jMnlogn 
< exp(( 1 - M/( 1 + c)) . log n) 
which will be O(n-ti) provided M is sufficiently large with respect to a, for any Kl , 
provided K is sufficiently large with respect to Kl , and c with respect to K, for all 
N 3 cn log n. 1 
10. OUTLINE OF PROOF OF UHC THEOREM 
In this section we give the decomposition Lemmas for the proof of the UHC Theorem; 
the Lemmas may be proved by further decompositions and case arguments as in 
Section 9. We denote T(g) and w(t) by T and w throughout this section. For any M > 0 
define : 
F,w = {w ( w is an expedition which does not return 
“success” within the first Mn log n steps). 
The UHC Theorem 4.4, is reformulated as: 
THEOREM 10.1. Va 3M, c VN > M log n 
Pr( T E FIM) = O(n-=). 
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Proof. For any K 
Pr(TeF,) < (1 - Pr(Z(K))) + Pr(TgF,) Z(K)). 
For any M, Kl , K, define: 
(1) 
A = {w [ w is an expedition and wi visits some node 
more than Kl log n times, where i = Mn log n} 
B = (w 1 w is an expedition, w $ A, and wi does not 
visit every node, where i = K,n log n} 
C=F,---(AuB). 
Pr( T E F, 1 Z(K)) < Pr( T E A [ Z(K)) 
+ Pr(TEB I Z(K)) 
+ Pr( T c C 1 Z(K)). 
Lemmas bounding each of these quantities are stated below; their proofs are omitted. 
LEMMA 10.2. ‘#a, M 3K, , K’, r, VK > K’, N 3 qKn log n 
Pr(T E A 1 Z(K)) = O(n+). (3) 
LEMMA 10.3. KY SK, VKl 3K”, r, VK 2 K”, M > K, , N > r,Kn log n 
Pr( T E B / Z(K)) = O(n-+). (4) 
LEMMA 10.4. Va, K, ilM 3 K, VKl 3K”, r3 VK > K”, N 3 r,Kn log n 
Pr( T E C 1 Z(K)) = O(n+). (5) 
Thus, given 01 we choose K, to satisfy 10.3. For this 01 and K, we choose M > K, 
to satisfy 10.4. For OL and M we choose Kl , K’, r, to satisfy 10.2. For 01, K, , M, Kl we 
then choose K” and rs to satisfy 10.3. We choose K > K’, K”, K”’ and, using the 
Sociability Lemma 6.1, we choose a value of c > r,K, r,K, r3K such that N > m log n 
implies that Pr(Z(K)) = 1 - O(nea). For th ese values of K, M, and c we combine 
(112 (a (3), w and (5) to show that N > m log n implies Pr( T EF~) = O(ra). 1 
11. DERANDOMIZATION 
The foregoing analysis was facilitated by the fact that we were dealing with randomized 
algorithms. The purpose of the present section is to show that each of the main algorithms 
can in principle be “derandomized” so as to become a deterministic algorithm. The 
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idea is simply to use some otherwise unused parts of the random input graph to provide 
the necessary random decisions in the algorithm. This derandomization process appears 
to serve only the theoretical purpose of making direct comparisons with deterministic 
algorithms possible. 
We shall discuss derandomization of the DHC algorithm for input distribution D, 
with (c log n)/n < p < 1 - (c log n)/n. (The case of the remaining, extremely dense, 
graphs will be discussed at the end of this section.) The same method can be easily 
applied to the PM and UHC algorithms. By invoking Propositions 3.1 and 3.2 the 
derandomized results for all three problems for D, or GN follow immediately. 
The deterministic DHC procedure works as follows. Let 
L = {1,2,..., \?2/2J} 
u = ([n/2] + l,..., ?z} 
t,=max{j~Ljj#land(j,n)~G} 
t,=min{j~Ujj#nand(j,l)~G}. 
(The algorithm returns “failure” in the unlikely event that either of these latter two 
sets is empty.) Simulate DHC twice, once on the subgraph of G induced by L, with 
s = 1 and t = t, , and once on the subgraph of G induced by U, with s = n and t = t, , 
The success of both of these clearly yields a HC in G. Edges of G going between L' = 
L-{l}andU’=U-{} n are independent of the two induced subgraphs; we indicate 
how to use these edges as a source of the random bits required in the two simulations 
of DHC. 
Considering the pairs in L' x U' we can regard their appearance or non-appearance 
as edges of G as at least An2 probability p Bernoulli trials (k a fixed positive constant 
arbitrarily near to a). If we divide these trials up into pkn2 segments of l/p bits each, 
then with high probability at least some fixed fraction y > 0 of the segments will contain 
exactly one 1, and the position of the 1 within the segment will provide about log,(l/p) 
random bits (i.e., probability 4 Bernoulli trials). Hence at least ykcn(log n)” random 
bits can be expected, and it is highly probable that this will be enough for m log n edge 
selections, provided c is large with respect to E. (We note that if p = (c log n)/n then 
O(n log n log log n) bits suffice.) This description applies in the case p < + . In the 
alternative case, one proceeds similarly, but looking for O’s instead of 1’s. 
We formalize these claims in the following Lemmas, which may be verified using 
Propositions 2.2 and 2.4. 
The first Lemma ensures that the algorithm can be specified without knowing p. 
It suffices to use an approximation $ which is the ratio of the number of edges of G 
in U' x L' to the cardinality of U’ x L'. (Note that the edges in U' x L' are inde- 
pendent of those in L' x U'.) 
LEMMA 11.1. Vor 3d > 0 
Pr(j p - $1) >, d(p log n)l/s/n = O(n-=). 
We choose the segments of the source to be of length [l/j]. 
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LEMMA 11.2. 3y > 0 Vd 
1 p - $1 < d(p log n)l/a/n 3 Pr(any giwen segment has exactly one 1) > y 
for all st@ciently large n. 
LEMMA 11.3. 36 > 0 VCL d 
IP-$1 <d(Plogn) V2 i n * Pr( fewer than 8ny log,( I/$) 
bits can be generated from the source 
by the method described) = O(n-m). 
Since the quantity 4 log,( l/j) is minimized for $ E [(c log n)/n - d(p log n)l/a/n, 
& + d(p log r~)~/~/n] at the lower endpoint, for 12 sufficiently large the claimed G’m(log n)2 
random bits can be expected with appropriate probability, for some fixed 8’ > 0. We 
leave to Section 12 the task of analyzing the complexity of extracting these random bits. 
The only case we have not considered is that of very dense graphs. If p > 1 - 
(c log n)/n then we may not have enough “randomness” in the input graph to apply 
the above method. However, at this density nearly any sensible deterministic method 
will work with overwhelming probability, since we can afford to test for the presence 
of named edges (“(u, V) E G ?“) with little probability of failure. It is not difficult to 
show that there is a simple procedure which will find a HC with probability 1 - O(n+) 
in D p , provided p(n) is bounded below by some positive constant, and which can be 
implemented to run in time O(n log n) on a RAC for adjacency-list representation of 
the input graph. 
12. IMPLEMENTATION 
We shall now outline possible implementations of the three main algorithms, first 
for r-RACs, and then, with the aid of derandomixation, for RACs. We emphasize that 
for practical purposes we would recommend the randomized versions of the algorithms 
in conjunction with a random number generator. The deterministic implementations 
are included only for the theoretical purpose of making direct comparisons with other 
deterministic algorithms possible. 
Representation of Inputs 
In the directed case we assume that G = (V, II) is given in adjacency list form. Each 
list L, = (r~ 1 (v, ru) E E} is stored in increasing order in the RAC memory. Also the 
value of n = 1 V / is available in a word, and there are two length n vectors SA[w] and 
LEN[s] giving respectively the start address and length of L, for w = 1,2,..., n. 
In the undirected case the representation is similar, with lists L, = {w [ {w, w} E E). 
However the two copies of (w, ru} (i.e., in L, and L,) are doubly-linked so that they 
can be easily deleted together. 
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Whenever an edge (v, w) is deleted the entry for w is removed from L, by moving 
the last entry in L, to take its place (provided the entry for w is not last on the list) and 
decrementing LEN[w] by one. In the undirected case both entries must be deleted 
from their respective lists, the lists made compact (adjusting pointers where necessary), 
and both lengths decremented. 
When calling SELECT(u) we fail if LEN[u] = 0. Otherwise we call on the random 
element of the r-RAC and extract the number x represented by the first [log, LEN[u]] 
bits of the random word. Repeating this operation we generate a succession of values s 
until we find one in the range 1 < x < LEN[u]. Then if w is the xth entry for L, we 
delete the edge (v, w) (or (w, w>) as described in the preceding paragraph and return 
w as the value of SELECT. 
During a single call of SELECT each call upon the random element has a probability 
of at least 6 of producing an x in the appropriate range. Thus in Mn log n calls of SELECT 
the probability that the random element must be called on more than (say) 4Mn log n 
times is exponentially decreasing in n (i.e. O(n-a) for any a). 
For the DHC and UHC algorithms we need to represent paths and cycles. For the 
DHC algorithm we need the following operations: 
(i) adding a node to the end of a list 
(ii) determining the ordinal position of a node within a list 
(iii) splitting a list (to form a path and cycle or rejoin a path and cycle) 
(iv) concatenating a list. 
Each of these operations can be carried out in O(logn) time if balanced trees (e.g., 
2-3 trees [l]) are used to represent paths and cycles. For the UHC algorithm we need 
(i), (iii), and (iv), and, in add ition, the operation of list reversal. If “reversible 2-3 trees” 
[20] are used then this set of operations still requires only O(log n) steps per operation. 
(Reversible 2-3 trees are essentially 2-3 trees with an additional bit of information 
at each node indicating in which direction the associated subtree is to be traversed.) 
We therefore conclude: 
THEOREM 12.1. ‘v’or 3M, c Vs, t E V, N >, cn log n the probability that DHC(D, , s, t) 
returns “success” z&thin time bound Mn(log n)2 on a r-RAC is 1 - O(n-m), and similarly 
for UHC(G,,z , s, t). 
Remark. Proposition 3.1 ensures that this Theorem holds for the corresponding 
D, and G, . 
For the PM algorithm we represent the partial matching P as an n-vector P[u] where 
P[zl] = w if (~1, w} E P and P[v] = 0 if o is not in P. It is clear that after each call of 
SELECT the updating of P that must be performed in the remainder of step 3 can be 
done in constant time. Furthermore, since the values of ndp chosen by successive 
executions of step 2(b) are monotonically increasing, it suffices to remember the last 
such value and scan P forwards from that point at each execution of 2(b). Hence the 
total time spent in step 2 is O(n). We can therefore conclude the following Theorem 
as well as its analogue for G,: 
57x/18/2-6 
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THEOREM 12.2. Va 3M, c VN > cn log n the pobabiZity that PM(G,) returns 
“success” within time Mn log n on a r-RAC is 1 - O(n-a). 
Implementation on a RAC 
It remains to analyse the complexity of the algorithms in the case that the random 
element of the RAC is replaced by a supply of random bits obtained by derandomization. 
The derandomization process is implemented by searching the appropriate parts 
of the adjacency lists linearly. For successive segments of length h = [I/$] of the integers 
we can thus count the number of edges that occur in the segment, identifying those 
which will generate [log, hj random bits according to the derandomization procedure. 
By applying Proposition 2.4(b) to bound the number of edges searched, it follows that 
with probability 1 - O(+ the time spent in derandomization is O(n(logn)2). (Note: 
the worst case for this procedure occurs at p = 3, when only about one random bit 
is generated from each “successful” segment. If p = O(n+ for some E > 0 then we get 
Q(logn) bits from each such segment, and the time spent in derandomization can be 
taken to be O(n log n).) 
By means of further applications of Propositions 3.1 and 3.2 we conclude the following, 
as well as analogues for D, and G,: 
THEOREM 12.3. Theorem 12.1 holds for RACs. 
Since the complexity of derandomization dominates that of PM we get: 
THEOREM 12.4. Theorem 12.2 holds for RACs provided either that the additional 
restriction N = O(n2-c) is added or that the time bound is increased to Mn(log n)“. 
Finally we note that the algorithm for UHC obtained by reduction via Proposition 3.4 
to DHC also has a derandomized version with the same time bound. The original 
undirected graph is broken in two, and the connecting edges are used as a random 
source both for generating the directed graphs (edge by edge, on demand) and for 
running DHC on them. It is clear that the source can supply at constant cost random 
bits not only of probability 4 , as already shown, but also of probability exactly p, as is 
required. 
13. CONCLUSION 
We have shown that in the particular context of Hamiltonian circuits and matchings 
in random graphs rigorous probabilistic analysis is possible for a family of simple, 
efficient algorithms. Since the proof techniques formalize some fairly intuitive notions, 
we hope that they will be of wider application. 
Concerning the particular problems we have addressed several lines of enquiry 
immediately recommend themselves: 
(i) It is possible that a rich variety of other algorithms for these problems have 
probabilistic behaviour which is provably as good or better. 
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(ii) It is likely that the particular algorithms we give can be made more efficient 
in practice by various “heuristic” modifications. (For example, some preliminary 
experiments suggest that it might be better not to delete edges as they are explored.) 
(iii) Because of our imprecision about constant factors, it is possible that the given 
algorithms perform much better than the analysis would suggest. There remains 
considerable scope for clarifying the relationships between the constant parameters by 
both analysis and experimentation. 
(iv) Perhaps (in the spirit of Korgunov’s work on UHCs [19]) a more complicated 
algorithm could be used to identify more accurately the threshold of density at which 
Hamiltonian circuits exist almost certainly in directed graphs. 
14. APPENDIX: RANDOM ACCESS COMPUTERS 
The Random Access Computer model is intended to reconcile the notion of having 
operations on only Jinite words with that of expressing complexities as asymptotic run- 
times. The key device used is that of making the word size dependent on the input 
size n. We first define a schema of such models. We then take a particular instance 
of it that appears a realistic one, in relation to present day computers, for expressing 
the run-times of combinatorial algorithms of low complexity. In fact for the vast majority 
of published algorithms the asymptotic run-times claimed would be unchanged if 
programmed for this particular model. In some sense we are therefore merely making 
concrete intuitions that already pervade the literature. A related model has, indeed, 
been treated explicitly by Slisenko [26]. 
A RAC,(/\) is an abstract machine with word size h(n) and fixed instruction set I, where 
n denotes the input size (i.e. the number of words occupied by the input) for the com- 
putation under consideration. (N.B. Each element of I can be regarded as a schema 
specifying the instruction for each possible value of h(n).) A RAC is controlled by a 
$xed program (independent of n) consisting of a finite sequence of instructions from 
the set I. The store consists of M = 21\(“) words, numbered from 0 to M - 1, each 
containing a string of h(n) binary bits (i.e. a string from (0, ljA). The time-complexity 
of a computation is the number of instructions executed. Here we shall deal only with 
the special case in which the store is initialized to zero. [N.B. The function A(n) will be 
abbreviated to X]. 
For each RAC,(X) there is an associated randomized RAC, denoted by r-RAC,(/\), 
that is obtained by having an additional random element instruction that in one step 
generates a random X-bit binary word. 
In the paper we have standardized implicitly on the RAC,(K log, n), where J is the 
set described in Table 1, and k is some constant (e.g. K = 3 is sufficient.) J represents 
a useful set of instructions, and is not intended to be minimal in any sense. By varying 
k we can allow the .machine to compute any polynomial-space computable function. 
Also, K has to be at least one if all the input is to be in store. [N.B. By making h much 
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larger e.g. X(n) N n or x(n) N 2” we could discuss in a unified way some alternative 
machine architectures that allow much more parallel processing.] 
Let 2, = (0, 1 ,..., M - 11. In defining J we regard the contents of a word according 
to context either as a string from {0, l}^, OY as the integer i E 2, which the string represents 
in binary. Also, we denote the “current contents” of the word numbered j by (j). 
TABLE I 
Instruction Set J 
Instruction 
W, +- m 
wi +- wj + Wk 
wi +- w, - w, 
FETCH (Wi , W,) 
STORE (WC, W,) 
JUMPTOmIF W, = 0 
READ (W,) 
WRITE (WJ 
wi+-lw, 
w, - w, A w, 
wi +- w, * w, 
w, +- WjlW, 
HALT 
Meaning 
(i> + m (mod M) 
<i> + <j> + <k> (mod M) 
<i> + <j> - <k> (mod M) 
<i> + <<j>> 
<<i>> +- <i> 
Transfer control to mth instruction 
if (i> = 0 
For m = l,..., n: 
<(i) - 1 + m> + next input word 
output <i> 
<i> + bitwise negation of <j> 
<i> + bitwise conjunction of (j> and <k> 
<i> + <j> * <k> (mod M) 
<i> + made E ZU I 4 * <k> < <.i>l 
Note that since the READ instruction reads ail the input in a single step we can assume 
that the input is effectively resident in memory. 
The following three propositions relate RACs to log-cost RAMS [I, 31 and Turing 
machines. 
PROPOSITION 14.1. For any k a program of complexity T(n) on a RAC,(h logs n) can be 
simulated by a log-cost RAM program of complexity 0( T(n)(log n)2 + n log n). 
Proof. In the simulation the RAM first reads the entire input sequence (assumed 
to have a special terminator) and deduces the value of n, X = [k log n], and M = 2A. 
All this takes O(n log n) time. 
In the remainder of the simulation the store of the RAC is represented by an array 
A[i] where i = 0, l,..., M - 1, such that for each i A[;] will contain (i). It remains 
to show that each instruction in J (other than READ) can be simulated with O((log n)“) 
cost. 
To implement instructions we represent data either as numbers stored in a single 
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word, or alternatively as bit strings stored in a list of X consecutive words, with one bit 
in each. Conversion between the two can be done in O((log n)2) time in both directions, 
as can be easily verified. This allows direct O((log n)s) implementations of all the instruc- 
tions. For example, for Wi t Wj * W, we use the school algorithm, treating the 
multiplicand as a number and the multiplier as a bit-string. We shift the multiplicand 
by doubling, O(log n) times, and accumulate these numbers according to the bits of 
the multiplier. The final result is trimmed (mod M) by comparisons with a table of 
the first U powers of 2, and subtraction. In a similar way the school algorithm for long 
division suffices for Wi c WJW, . 1 
Note that if the instruction set of the RAC is restricted to the first eight then the 
(log n)a factor in the above proposition can be replaced by log n. For this the use of 
bit-strings is omitted entirely, numbers being brought into the correct range, if neces- 
sary, by means of comparisons and additions or subtractions. 
We say that a RAM program runs in polynomial space if there is a polynomial p(n) 
such that for all inputs of size n the sum of the lengths of the binary representations 
of all the nonzero numbers in store is less than p(n) throughout the computation. 
PROPOSITION 14.2. Suppose P is a log-cost RAM that runs in polynomial space and 
time T(n). Then for some A it can be simulated by a RAC,([k log, n]) in time O(T(n)). 
Proof. To deal with th e variable-length registers of a RAM we employ a simple 
storage allocation scheme. At any time it maintains a linked list of free blocks (of say 
two words each) and a pointer to the beginning of “unused” memory. An allocation 
request causes it to remove (and return) the first block from the free list, or if that is 
empty, to create (and return) a new block from the beginning of unused memory. A 
de-allocation request presents a block which is simply threaded into the free list. 
The usual methods of linked list representation then allow us to represent the contents 
of a RAM register as a doubly-linked list of RAC words, one for the sign of the number 
and one for each bit of the base two representation of the absolute value of the number. 
When an assignment is made to a variable the list representing its old value is de-allocated 
block by block, and a new list allocated. 
In order to address words that already have values, a tree representing lexicographically 
their binary RAM addresses is used. The leaves of the tree point to the lists representing 
their values. 
It is easy to see that with these structures each RAM instruction can be simulated 
in time proportional to its cost on a log-cost RAM assuming appropriate input-output 
conventions. 1 
Finally we observe the following: 
PROPOSITION 14.3. If P is a deterministic multi-tape Turing machine with time com- 
plexity bounded by T(n) >, TZ log n, where T(n) is some polynomial in n, then for some k 
it can be simulated by some RAC,(k log n) in time O(T(n)/log T(n)). 
PYOO~. The analogous simulation in Theorem 5 in [14] is valid here also. 1 
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