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Abstract
Let F be a field of characteristic /=2, HF =
(
a,b
F
)
the quaternion division ring over F . This paper
discusses the similarity of polynomials over HF . By using polynomials over HF , this paper proves that
every square matrix over HF is similar to a uniquely generalized Jordan canonical form, and a quaternion
matrix A is similar to a matrix over F if and only if A is similar to A∗ via a Hermite similarity transformation,
or if and only if A is product of two quaternion Hermite matrices.
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1. Introduction
Let F be a field of characteristic /=2 and F ∗ = F\{0}. Let
(
a,b
F
)
:=F ⊕ Fi ⊕ Fj ⊕ Fij be
the quaternion division ring over F , where a, b ∈ F ∗, a = i2, b = j2, and ij = −ji. Moreover,
we have αα¯ /= 0 for all 0 /= α ∈
(
a,b
F
)
, where α¯ = a0 − a1i − a2j − a3ij is the conjugate of
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α = a0 + a1i + a2j + a3ij ∈
(
a,b
F
)
. Let  = F ⊕ Fi be a maximal subfield of
(
a,b
F
)
. Then(
a,b
F
)
=  ⊕ j . In particular, H :=
(−1,−1
R
)
is the real quaternion field (real quaternion division
ring), where R is the field of real numbers. We write HF :=
(
a,b
F
)
for short. On the construction
of quaternion algebra, one can refer to Chapter III of [19].
Let HF [λ] be the polynomial ring in an indeterminate λ over HF . For polynomial f (λ) =∑n
i=0 aiλi ∈ HF [λ], let f¯ (λ) =
∑n
i=0 aiλi be the conjugate of f (λ). For f, g ∈ HF [λ], clearly
we have f f¯ = f¯ f , f + g = f¯ + g¯, fg = g¯f¯ , and =f = f.
Definition 1.1. Two polynomials f, g ∈ HF [λ] are said to be similar [1], in symbol f ≈ g, if
there exist h, h′ ∈ HF [λ] such that f h = h′g, where f, h′ are left coprime, and g, h are right
coprime. Note that f ≈ g implies that deg(f ) = deg(g), and one can take deg(h) < deg(g).
We know that the quaternion algebra plays an important role in algebra, geometry and ap-
plied mathematics. Thus we are interested in the quaternion algebra and quaternion matrices.
On the similarity reduction and eigenvalues of a real quaternion matrix, there are many works
(cf. [7–13,28,21]). In this paper, by using the quaternion polynomial, we discuss the similarity
transformation for generalized quaternion matrix.
Let R be a ring, R[λ] the polynomial ring in an indeterminate λ over R. Denote by Rm×n[λ]
(resp. Rm×n) the set of all m × n matrices over R[λ] (resp. R), by GLn(R) the set of all n × n
invertible matrices over R. For A,B ∈ Rn×n[λ], We write A ∼= B if A is associated to B, i.e. there
exist P,Q ∈ GLn(R[λ]) such that PAQ = B. For A,B ∈ Rn×n, we write A∼B if A is similar
to B, i.e. there exists a P ∈ GLn(R) such that P−1AP = B. Suppose A = (aij ) ∈ Hm×nF [λ], let
AT be the transpose matrix of A, A = (aij ) be the conjugate matrix of A, and A∗ = AT be the
transpose conjugate matrix of A. Let A = (aij ) ∈ Hn×nF . If A∗ = A, then A is called a Hermite
matrix.
In a ring R with 1, an element is called an atom (or irreducible) if it is a non-unit and cannot
be written as a product of two non-units. We say that a ∈ R divides b ∈ R (written a|b) if there
are c, d ∈ R such that b = ca = ad . Let D be a division ring, F the center of D. An element
a ∈ D[λ] is called a total divisor of b ∈ D[λ], in symbol a‖b, if there exists c ∈ F [λ] such that
a|c|b. An element of F [λ] will be called an F-atom if it is an atom within F .
If p = λn + a1λn−1 + · · · + an−1λ + an ∈ D[λ], then the companion matrix of p is defined
by
Cp =
⎛
⎜⎜⎜⎜⎜⎝
0 1 0 · · · 0
0 0 1 · · · 0
...
...
...
.
.
.
...
0 0 0 · · · 1
−an −an−1 −an−2 · · · −a1
⎞
⎟⎟⎟⎟⎟⎠ ∈ D
n×n.
It is well-known that (cf. Theorem 5.4.1 of [24])
λI − Cp ∼= diag(1, . . . , 1, p). (1.1)
Let N = En1 be the n × n matrix whose (n, 1)-entry is 1 and all other entries are 0’s. For
monic atom p ∈ R[λ] and deg(p) = n, let
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Jpm =
⎛
⎜⎜⎜⎜⎝
Cp N
Cp
.
.
.
.
.
. N
Cp
⎞
⎟⎟⎟⎟⎠ ∈ Hmn×mnF , (1.2)
where Cp is the companion matrix of polynomial p. The Jpm is called a generalized Jordan block
belonging to pm. We have (cf. Theorem 5.3.3 of [24])
λI − Jpm ∼= λI − Cpm. (1.3)
In particular, if p = λ − λ0, then
J(λ−λ0)m =
⎛
⎜⎜⎜⎜⎝
λ0 1
λ0
.
.
.
.
.
. 1
λ0
⎞
⎟⎟⎟⎟⎠
is the Jordan block belonging to (λ − λ0)m.
On the similarity reduction of matrix over a ring, there are many works (cf. [1–4,15–18,24–27]).
We recall some results.
Lemma 1.2 (cf. Lemma 11.4.5 of [5]). Let R be a ring with 1, and let A,B ∈ Rn×n. Then A ∼ B
if and only if there exist P,Q ∈ GLn(R[λ]) such that P(λI − A)Q = λI − B.
Lemma 1.3 (cf. [2–4])). Let D be a division ring, and let A ∈ Dn×n. Then
λI − A ∼= diag(1, . . . , 1, ϕ1, . . . , ϕr ),
where ϕi is monic polynomial in D[λ], and ϕi‖ϕi+1, i = 1, . . . , r − 1. Moreover, the ϕi, i =
1, . . . , r are uniquely determined up to similarity.
In Lemma 1.3, the ϕ1, . . . , ϕr are called the invariant factors of A, and the ϕr is called the
last invariant factor of A. Invariant factors of A are not uniquely determined in form. Cohn
[3,4] discussed the rational canonical form of A: he showed that by decomposing cyclic right
R-module R/ϕiR into indecomposable cyclic right R-module R/ϕi1R, . . . , R/ϕi,miR, then
ϕi1, . . . , ϕi,mi , i = 1, . . . , r are unique up to order and similarity by the Krull-Schmidt theorem.
The ϕi1, . . . , ϕi,mi , i = 1, . . . , r are called the elementary divisors [3,4] of A. Each bounded
elementary divisorα ofA is a product of similar atoms, sayα = p1p2 · · ·ps , wherepi(1  i  s)
are monic and p1 ∼ pi , then
Cα ∼
⎛
⎜⎜⎜⎜⎝
Cp1 N
Cp2
.
.
.
.
.
. N
Cps
⎞
⎟⎟⎟⎟⎠ . (1.4)
Thus we obtain a rational canonical form ofA. For quaternion division ring, by using the properties
and method of quaternion polynomial, we can obtain better results, and prove the following the
generalized Jordan canonical form of a square quaternion matrix.
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Theorem 1.4. If A ∈ Hn×nF , then there exists a P ∈ GLn(HF ) such that
P−1AP =
⎛
⎜⎝
J
p
n1
1
.
.
.
Jpnss
⎞
⎟⎠ :=JA, (1.5)
where J
p
ni
i
is the generalized Jordan block of A belonging to pnii and pi is a monic atom in
HF [λ], i = 1, . . . , s. Moreover, JA is uniquely determined by A up to order and similarity of
generalized Jordan blocks.
In Theorem 1.4, the JA is called the generalized Jordan canonical form of A. The pn11 , . . . , pnss
are called the elementary divisors of A. The elementary divisors of A are determined by A up to
similarity of polynomials.
Let D be a division ring with center F , and let A ∈ Dn×n. If there exists B ∈ Fn×n such
that A ∼ B, then A is said to be centralizable. A centralizable matrix A over a division ring
has many good properties (cf. [17,25–27]), for instance, the invariant factors ϕ1, . . . , ϕr of A
are polynomials in F [λ] and they are uniquely determined in form. However, it is not easy to
confirm whether a matrix over a division ring is centralizable. We know that a complex matrix
A is similar to a real matrix if and only if A is a product of two Hermite complex matrices (cf.
Theorem 4.1.7 of [6]). Thus, a natural question is whether any product of two Hermite matrices
over HF is centralizable. Recently, by using the Jordan canonical form of real quaternion matrix,
we have proved that a real quaternion matrix A is centralizable if and only if A is a product of
two Hermite matrices over H [8]. But, the method of proof in [8] does not apply to the case of
generalized quaternion matrix. In this paper, we prove the following theorem on centralizable
quaternion matrix.
Theorem 1.5. Let A ∈ Hn×nF . Then the following statements are equivalent:
(i) A is centralizable, i.e. A is similar to a matrix over F.
(ii) A is Hermite similar to A∗, i.e. there exists an invertible Hermite matrix Q ∈ Hn×nF such
that Q−1AQ = A∗.
(iii) A = BD, in which B,D ∈ Hn×nF are Hermite matrices with at least one invertible.
(iv) A = BD, in which B,D ∈ Hn×nF are Hermite matrices.
The paper is organized as follows: In Section 2, we discuss the minimum multiple over F ,
maximum factor over F , and similarity of polynomials in HF [λ]. In Section 3, using the properties
and method of quaternion polynomial, we discuss the structure of the generalized Jordan canonical
form of a square matrix over HF , and prove Theorem 1.4. In Section 4, we prove Theorem 1.5.
2. Polynomials over quaternion division ring
If ϕ(λ) ∈ HF [λ], then there exists a unique monic polynomial ϕ	(λ) ∈ F [λ] of minimum
degree such that ϕ(λ)|ϕ	(λ), and there exists a unique monic polynomial ϕF (λ) ∈ F [λ] of
maximum degree such that ϕF (λ)|ϕ(λ). The ϕ	(λ) is called the minimum multiple of ϕ(λ) over
F , and the ϕF (λ) is called the maximum factor of ϕ(λ) over F . If k ∈ F ∗, then it is clear that
ϕ	 = (kϕ)	 and ϕF = (kϕ)F .
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If A ∈ Hn×nF , then there exists a unique monic polynomial qA(λ) ∈ F [λ] of minimum degree
such that qA(A) = 0, the qA(λ) is called the minimal polynomial of A over F , or the minimal
polynomial ofA for short. IfA andB are similar, thenA andB have the same minimal polynomial.
Example 2.1. If α ∈ HF , and p is a monic atom in HF [λ], then (cf. [23])
(λ − α)	 =
{
(λ − α¯)(λ − α) = λ2 − (α¯ + α) + α¯α, if α /∈ F,
λ − α, if α ∈ F. (2.1)
p	 =
{
p¯p if p /∈ F [λ],
p, if p ∈ F [λ]. (2.2)
If ϕ(λ) ∈ HF [λ], then ϕ(λ) can be uniquely written as ϕ(λ) = ϕ1(λ) + ϕ2(λ)j , where ϕi(λ) ∈
[λ]. We define the representation matrices of ϕ(λ) over  by
(ϕ(λ)) =
(
ϕ1(λ) ϕ2(λ)
bϕ2(λ) ϕ1(λ)
)
. (2.3)
Let A = (aij (λ)) ∈ Hm×nF [λ]. We define the representation matrices of A over  by
A = ((aij (λ))) ∈ 2m×2n[λ]. (2.4)
Clearly, the mapping A → A induces a canonical representation [14] and faithful matrix repre-
sentation [17] of matrices over HF . we have: (AB) = AB, (A + D) = A + D, (A−1) =
(A)
−1 : =A−1 , (f (λ)A) = f (λ)A, for all f (λ) ∈ F [λ]. If ϕ(λ) ∈ HF [λ], then it is clear that
det(ϕ(λ)) = ϕ(λ)ϕ¯(λ) = ϕ¯(λ)ϕ(λ) ∈ F [λ]. (2.5)
For A,B ∈ Hm×nF [λ], we write A
∼= B if A is associated to B over , i.e. there exist
P ∈ GL2m() and Q ∈ GL2n() such that PAQ = B. For A,B ∈ Hn×nF , we write A
∼B
if A is similar to B over , i.e. there exists a P ∈ GL2n() such that P−1AP = B.
Lemma 2.2 (cf. [16, or Theorem 1 of [18]]). Let A ∈ Hn×nF . Then
λI − A ∼= diag(1, . . . , 1, ϕ1, . . . , ϕr ), (2.6)
where ϕi is monic polynomial over HF , and ϕi |ϕi+1. Moreover, we have
qA(λ) = ϕ	r (λ).
Lemma 2.3 (cf. Corollary 1 of [15]). If A,B ∈ Hn×nF , then A and B are similar if and only if A
and B are similar over , i.e. there exists a P ∈ GL2n() such that P−1AP = B.
Lemma 2.4 ([25]). Let p(λ) ∈ F [λ] and p(λ) = p1(λ)p2(λ), where p1(λ), p2(λ) ∈ HF [λ].
Then
p(λ) = p1(λ)p2(λ) = p2(λ)p1(λ). (2.7)
Theorem 2.5. If ϕ(λ) ∈ HF [λ] is monic, then
ϕ	(λ) = ϕ¯(λ)ϕ(λ)
ϕF (λ)
, or ϕ¯(λ)ϕ(λ) = ϕF (λ)ϕ	(λ). (2.8)
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Proof. Let ϕ(λ) = ϕ1(λ) + ϕ2(λ)j , where ϕi(λ) ∈ [λ]. By (2.3), we have
det(ϕ(λ)) = ϕ¯(λ)ϕ(λ).
Since ϕF |ϕi , ϕF is the greatest common divisor of ϕ1, ϕ2, ϕ¯1, and bϕ¯2. Thus, there exist invertible
P , Q ∈ 2×2[λ] such that
(ϕ(λ)) = P
(
ϕF 0
0 ϕ¯(λ)ϕ(λ)
ϕF (λ)
)
Q. (2.9)
Since λI − Cϕ ∼= diag(1, . . . , 1, ϕ), we have
(λI − Cϕ)
∼= diag(1, . . . , 1, ϕ)
∼= diag
(
1, . . . , 1, ϕF ,
ϕ¯ϕ
ϕF
)
, (2.10)
thus ϕ¯ϕ
ϕF
∈ F [λ] is the minimal polynomial of (Cϕ) with the usual definition over a field. It is
easy to see that ϕ¯ϕ
ϕF
is the minimal polynomial of Cϕ over F (or by using Theorem 2 in [14]). By
Lemma 2.2, we have (2.8). 
Corollary 2.6. Let ϕ(λ) ∈ HF [λ] be momic. If ϕ(λ) = ϕF (λ)ψ(λ), then
ϕ	(λ) = ϕF (λ)ψ¯(λ)ψ(λ).
Theorem 2.7. Let t (λ), ϕ(λ) ∈ HF [λ]. If t (λ)ϕ¯(λ) ∈ F [λ] and ϕ(λ) = ϕF (λ)ϕ1(λ), then there
exists p(λ) ∈ F [λ] such that
t (λ) = p(λ)ϕ1(λ). (2.11)
Proof. Since t (λ)ϕ¯(λ) ∈ F [λ], by Lemma 2.4 we have t (λ)ϕ¯(λ) = t (λ)ϕ¯(λ) = t¯ (λ)ϕ(λ), thus
t (λ)ϕ¯(λ) = t (λ)ϕF (λ)ϕ¯1(λ) = t¯ (λ)ϕ1(λ)ϕF (λ). Therefore
t (λ)ϕ¯1(λ) = t¯ (λ)ϕ1(λ) ∈ F [λ].
By (ϕ1)F = 1 and Theorem 2.5, we have ϕ	1 (λ) = ϕ1ϕ1 = ϕ1ϕ1. By ϕ	1 ‖t (λ)ϕ¯1(λ), there exists
a p(λ) ∈ F [λ] such that t (λ)ϕ¯1(λ) = p(λ)ϕ1ϕ¯1. Thus we obtain that t (λ) = p(λ)ϕ1(λ). 
We recall the following terminologies of [1–4].
Definition 2.8. In HF [λ], a polynomial c /= 0 is said to be decomposable [1] if it has two proper
factorizations c = ab = b′a′ which are left and right coprime. If c is not decomposable and a
non-unit, it is said to be indecomposable.
Definition 2.9. In HF [λ] a relation ab = b′a′ is comaximal if there exist c, d, c′, d ′ ∈ HF [λ]
such that da′ − cb = ad ′ − b′c′ = 1 ([1,2]), in the sense that a, b′ have no common left factor
and a′, b no common right factor (apart from units). In HF [λ], a pair of elements a, b (in the
order) is said to be comaximally transposable [1] if there exist a′, b′ ∈ HF [λ] such that ab = b′a′
is a comaximal relation.
Definition 2.10. In HF [λ], two polynomials a, b are said to be totally coprime [1] if no non-unit
factor of a is similar to a factor of b, i.e. if cyclic right R-modules R/aR and R/bR have no
isomorphic factors apart from 0, where R = HF [λ].
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Lemma 2.11 (cf. Theorem 1.5.1 of [2]). Let R = HF [λ], a, a′ ∈ R. Then the following conditions
are equivalent:
(i) a ≈ a′.
(ii)
(
1
a
)
∼=
(
1
a′
)
.
(iii) R/aR ∼= R/a′R, i.e. cyclic right R-modules R/aR and R/a′R are isomorphic.
Lemma 2.12 (cf. [1, Proposition 6.5.7]). In HF [λ], each indecomposable element is a product
of similar atoms. Let p be an atom. Then a product q = p1 · · ·pe of atoms similar to p is
indecomposable if and only if q	 = (p	)e.
By Lemma 2.12, it is easy to see that
Lemma 2.13. If an indecomposable element f ∈ HF [λ] \ F [λ] is a product of r similar atoms
and of atoms similar to p, then (f )F = 1 and f 	 = (p¯p)r .
Lemma 2.14 (cf. [1, Lemma 6.5.3]). A polynomial in HF [λ] can be comaximally transposed with
any polynomial totally coprime to it.
By Lemma 2.14 we have
Lemma 2.15. Let ϕ ∈ HF [λ] be a monic polynomial. Then ϕ = p1p2 · · ·pr, where pi is a
product of similar atoms, i = 1, . . . , r, and pi and pj (i /= j) are totally coprime.
Lemma 2.16. If f, g ∈ HF [λ] are totally coprime and monic, then
Cfg ∼
(
Cf
Cg
)
. (2.12)
Proof. By Lemma 2.14, f and g are comaximally transposed. By Lemma 3.4.3 of [1], there exist
x, y ∈ HF [λ] such that xf − gy = 1. Thus we have(
f 0
0 g
)
∼=
(
f 0
1 g
)
∼=
(
0 fg
1 g
)
∼=
(
1 0
0 fg
)
.
It follows that λI − Cfg ∼= λI − diag(Cf , Cg). By Lemma 1.2, we have (2.12). 
Theorem 2.17. If polynomials ϕ,ψ ∈ HF [λ], then the following statements are equivalent:
(i) ϕ ≈ ψ.
(ii) ϕF = ψF and ϕ	 = ψ	.
(iii) ϕF = ψF and ϕ¯ϕ = kψ¯ψ, for some k ∈ F ∗.
Proof. Without loss of generality, we assume that polynomials ϕ,ψ are monic, thus k = 1 in
(iii). By (2.10) we have
(λI − Cϕ)
∼= diag(1, . . . , 1, ϕ)
∼= diag(1, . . . , 1, ϕF , ϕ	),
(λI − Cψ)
∼= diag(1, . . . , 1, ψ)
∼= diag(1, . . . , 1, ψF ,ψ	).
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By Lemma 2.11 and (1.1), ϕ ≈ ψ ⇐⇒ Cϕ ∼ Cψ . Thus by Lemma 2.3 and the theory of matri-
ces over a field, we have Cϕ ∼ Cψ ⇐⇒ (Cϕ) ∼(Cψ) ⇐⇒ (λI − Cϕ)
∼= (λI − Cψ) ⇐⇒
ϕF = ψF and ϕ	 = ψ	. Thus, we have (i) ⇐⇒ (ii).
By Corollary 2.6, it is easy to see that (ii) ⇐⇒ (iii). 
By Theorem 2.17, we have
Corollary 2.18. If ϕ(λ) ∈ HF [λ], then ϕ(λ) ≈ ϕ¯(λ).
Corollary 2.19. Let both f ∈ H [λ] and g ∈ F [λ] be monic. If f ≈ g, then f = g.
Proof. Since g ∈ F [λ] is monic, thus gF = g = g¯. By f ≈ g and Theorem 2.17, we have fF = g
and f f¯ = g2. Since g|f and g|f¯ , we have f = g. 
Theorem 2.20. If ϕ1, ϕ2 ∈ HF [λ] and ϕ1 is an atom, then there exist ϕ′1, ϕ′2 ∈ HF [λ] such that
ϕ′1 ≈ ϕ1 and ϕ1ϕ2 = ϕ′2ϕ′1.
Proof. We can assume thatϕ2 = p1p2 · · ·pr , wherepi is a product of similar atoms, i = 1, . . . , r ,
and pi and pj (i /= j ) are totally coprime. If ϕ1 is similar to an atom of p1, then ϕ1 and
p2 · · ·pr are totally coprime, and we can assume that p1 = q1ϕ′′1, where ϕ1′′ ≈ ϕ1. Then by
Lemma 2.14, ϕ1′′p2 · · ·pr = hϕ′1, where ϕ′1 ≈ ϕ1′′ ≈ ϕ1. Thus ϕ2 = q1ϕ1′′p2 . . . pr = q1hϕ′1,
and ϕ1ϕ2 = ϕ1q1hϕ′1 :=ϕ′2ϕ′1. If ϕ1 is not similar to any atom of p1, then ϕ1 and p1 is totally
coprime, thus By Lemma 2.14, ϕ1p1 = p′1ϕ′′1, where ϕ′′1 ≈ ϕ1, thus ϕ1ϕ2 = p′1ϕ′′1p2 · · ·pr .
Similarly to the proof above, and we can prove that the Proposition holds. 
3. Generalized Jordan canonical form of quaternion matrix
Let F be a field. In F [λ], if p ∈ F [λ] is an atom, then pm is indecomposable in F [λ].
Surprisingly, this character cannot extend to the polynomials over any division ring. For example,
let D be the division hull of the Weyl algebra C〈u, v〉 with the relation uv − vu = 1. Then
f = (λ − u)2 has two distinct right roots u, u − v−1 (cf. Example 8.3 of [20]). Since f is right
(left) indecomposable if and only if f has a unique atomic right (left) factor up to left (right)
associates (see Proposition 3.6.9 of [2]), thus f = (λ − u)2 is decomposable in D[λ]. But, this
character can extend to the polynomials over HF .
Theorem 3.1. Letϕ(λ) ∈ HF [λ] be monic.Thenϕ(λ) is indecomposable if and only if there exists
a monic atom p ∈ HF [λ] such that ϕ(λ) ≈ pm. In particular, if ϕ(λ) ≈ pm, where p ∈ F [λ] is
a monic atom in HF [λ], then ϕ(λ) = pm.
Proof. Suppose ϕ(λ) ≈ pm is monic, where p ∈ HF [λ] is a monic atom. By Corollary 2.19
and Lemma 2.12, we may assume without loss of generality that p /∈ F [λ] so that we have
p	 = p¯p = pp¯.
We prove that pm is indecomposable by induction on m. The case m = 1 is clear. We suppose
that the result is valid for m − 1(m  2). For pm, we have (pm)	|(p	)m. By the inductive
hypothesis, pm−1 is indecomposable, thus by Lemma 2.12, (pm−1)	 = (p	)m−1. Note that
(pm−1)	|(pm)	|(p	)m. Suppose that (pm)	 = (p	)m−1, then there exists g¯ ∈ HF [λ] such that
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pmg¯ = pm−1p¯m−1. Thus we havepg¯ = p¯m−1 andpm−1 = gp¯. Ifm = 2, thenp = gp¯. It follows
that g = 1 and p = p¯, a contradiction. If m > 2, since p /= p¯ and pm−1 = pm−2p = gp¯ is
indecomposable, g and p is not left coprime (otherwise, pm−2p = gp¯ is a comaximal rela-
tion, thus pm−1 is decomposable, a contradiction). Thus, p is a left factor of g. Let g = pg2.
Then pm−2 = g2p¯. Since pm−2 is also indecomposable, we can prove similarly that pm−3 =
g3p¯, . . . , p = gm−1p¯. It follows that gm−1 = 1 and p = p¯, a contradiction. Thus, (pm)	 /=
(p	)m−1, i.e. there exists f1 ∈ F [λ] with degf1  1 such that (pm)	 = (p	)m−1f1. Suppose
that (pm)	 /= (p	)m, by (pm)	|(p	)m, there exists f2 ∈ F [λ] with degf2  1 such that (p	)m =
(pm)	f2 = (p	)m−1f1f2, hence f1f2 = p	. Since p	 is an F -atom, a contradiction. Thus we
have (pm)	 = (p	)m. By Lemma 2.12, pm is indecomposable.
Conversely, if ϕ ∈ HF [λ] is monic and indecomposable, by Lemma 2.12, ϕ is a product
of similar atoms. Let ϕ = p1 · · ·pm, where pi , i = 1, . . . , m, are similar monic atoms. Then
by Lemma 2.12, ϕ	 = (p	1 )m. If p1 ∈ F [λ], then by Corollary 2.19, it is clear that ϕ = pm1 .
If p1 /∈ F [λ], by the result above, pm1 is indecomposable and (pm1 )	 = (p	1 )m = (p¯1p1)m. By
Lemma 2.13, ϕF = (pm1 )F = 1. Thus Theorem 2.17 implies that ϕ ≈ pm1 .
In particular, if ϕ ≈ pm, where p ∈ F [λ] is an atom in HF [λ], then by Corollary 2.19 we have
ϕ = pm. 
Remark 3.2. Let f = (λ − i)(λ − j) ∈ HF [λ]. Then f ≈ (λ − i)2, thus f is indecomposable.
But, for any α ∈ HF , f /= (λ − α)2. Therefore if p is an atom, then in a general way, f ≈
pmf = pm.
Theorem 3.3. Let ϕ ∈ HF [λ] be a product of n similar atoms. Then
ϕ ≈ (p¯p)kpn−2k,
and ϕF = (p¯p)k, where p ∈ HF [λ] is an atom, and 2k  n.
Proof. We can assume that ϕ is a product of atoms similar to p. If p ∈ F [λ], then ϕ = ϕF = pn.
If p /∈ F [λ], then it is clear that p	 = p¯p and there exists a k such that ϕF = (p¯p)k . By Theorem
2.17, it is clear that ϕ ≈ (p¯p)kpn−2k . 
Corollary 3.4. Let ϕ ∈ HF [λ] be a product of n similar atoms and of atoms similar to p ∈
HF [λ] \ F [λ]. If (p¯p)k|ϕ and (p¯p)k+1ϕ, then ϕF = (p¯p)k and
ϕ ≈ (p¯p)kpn−2k.
Corollary 3.5. If f, g ∈ HF [λ] are totally coprime, then
(fg)F = fF gF and (fg)	 = f 	g	.
Proof. Without loss of generality, we may assume that both f and g are monic. By Lemma 2.2,
(fg)	, f 	 and g	 are the minimal polynomial of Cfg, Cf and Cg over F , respectively. By Lemma
2.16, (fg)	 is the lowest common multiple of f 	 and g	 over F . Since f 	 and g	 are totally
coprime over F , we have (fg)	 = f 	g	. It follows that
f¯ f g¯g
(fg)F
= f¯ f
fF
· g¯g
gF
.
Therefore, we have (fg)F = fF gF . 
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Lemma 3.6. If ϕ = (p¯p)kpm, where p ∈ HF [λ] is monic atom, k  1, and p /∈ F [λ], then ϕ is
decomposable, and
Cϕ ∼
(
Cpk
Cpm+k
)
∼
(
Jpk
Jpm+k
)
. (3.1)
Proof. Clearly, ϕF = (p¯p)k and ϕ	 = (p¯p)m+k . By (1.1) and (2.10), we have
(λI − Cϕ)
∼= diag(1, . . . , 1, ϕ)
∼= diag(1, . . . , 1, (p¯p)k, (p¯p)m+k). (3.2)
Similarly, we have
(λI − diag(Cpk , Cpm+k ))
∼= diag(1, . . . , 1, (pk), (pm+k))
∼= diag(1, . . . , 1, (p¯p)k, (p¯p)m+k). (3.3)
Thus by Lemmas 1.2 and 2.3, we have (3.1). 
Now, we prove Theorem 1.4 as follows.
Proof of Theorem 1.4. Let A ∈ Hn×nF . Then we have
λI − A ∼= diag(1, . . . , 1, ϕ1, . . . , ϕr ), (3.4)
where ϕi is monic polynomial over HF , and ϕi‖ϕi+1, i = 1, . . . , r − 1. By (1.1), clearly we have
A ∼ diag(Cϕ1 , . . . , Cϕr ). (3.5)
By Lemma 2.15, we can assume that ϕi = ϕi1 · · ·ϕi,mi , where ϕij is a product of similar atoms,
j = 1, . . . , mi , and ϕij and ϕik (j /= k) are totally coprime, i = 1, . . . , r . By Lemma 2.16, we
have
Cϕi ∼ diag(Cϕi1 , . . . , Cϕi,mi ), i = 1, . . . , r. (3.6)
If ϕij ∈ F [λ], then ϕij = pnijij , where pij ∈ F [λ] is an atom in HF [λ]. It follows that Cϕij ∼
J
p
nij
ij
.
If ϕij /∈ F [λ], then by Theorem 3.3, we have ϕij ≈ (pijpij )kij pnij−2kijij , where pij is an atom
in HF [λ] and pij /∈ F [λ]. By Lemma 3.6, we get that
Cϕij ∼
⎛
⎝Cpkijij
C
p
nij+kij
ij
⎞
⎠ ∼
⎛
⎝Jpkijij
J
p
nij+kij
ij
⎞
⎠ . (3.7)
Thus, we have
A ∼
⎛
⎜⎝
J
p
n1
1
.
.
.
Jpnss
⎞
⎟⎠ :=JA, (3.8)
where J
p
ni
i
is the generalized Jordan block belonging to pnii and pi is monic atom in HF [λ],
i = 1, . . . , s. By Theorem 3.1, all pnii , i = 1, . . . , s, are indecomposable. By the Krull-Schmmidt
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theorem on decompose of module, JA is uniquely determined by ϕ1, . . . , ϕr up to order and
similarity of generalized Jordan blocks in JA. By Lemma 1.3, ϕ1, . . . , ϕr are uniquely determined
by λI − A up to similarity, thus JA is uniquely determined by A up to order and similarity of
generalized Jordan blocks in JA. According to Cohn’s definition [3,2], the pn11 , . . . , p
ns
s are the
elementary divisors ofA. The elementary divisors ofA is uniquely determined byAup to similarity
of polynomials. 
Since each atom is linear in H[λ], by Theorem 1.4 we have
Corollary 3.7. If A ∈ Hn×n, then
A ∼ diag(J(λ−λ1)n1 , . . . , J(λ−λr )nr ) := JA,
where λ1, . . . , λr ∈ H. Moreover, JA is uniquely determined by A up to order of Jordan blocks
and similarity of λi.
In Corollary 3.7, the JA is called the Jordan canonical form of A ∈ Hn×n.
4. Centralizable quaternion matrices
Let 〈n〉 = {1, . . . , n}. For nonempty index sets α, β ⊆ 〈n〉, let A[α|β] be the submatrix of
A(λ) ∈ Hn×nF lying in the rows indicated by α and the columns indicated by β. We write the
submatrix A[α|α] as A[α]. For A(λ) ∈ Hm×nF [λ], the largest among the orders of the non-zero-
divisor submatrices of A(λ) is called the rank of A(λ), in symbol rank(A(λ)). A(λ) ∈ Hn×nF [λ] is
called non-singular if rank(A(λ)) = n. The properties of rank of matrices over HF [λ] is similar
to the properties of rank of matrices over F [λ](cf. [24]).
Lemma 4.1 (c.f. [22, p. 77 and 88]). If ϕ ∈ F [λ] is monic, then there exists a symmetric matrix
S ∈ Fn×n such that Cϕ = S−1CTϕ S.
Lemma 4.2. Let D be a division ring with center F, and let A ∈ Dn×n. Then A is centralizable
if and only if λI − A ∼= diag(1, . . . , 1, ϕ1, . . . , ϕr ), where ϕi ∈ F [λ] is monic polynomial, and
ϕi |ϕi+1, i = 1, . . . , r − 1.
Lemma 4.3. Let A∗ = A ∈ Hn×nF be not invertible. Then there exists an invertible P ∈ Hn×nF
such that
P ∗AP =
(
A1 0
0 0
)
, (4.1)
where A∗1 = A1 is invertible.
Proof. Since A is not invertible, there exists 0 /= X1 ∈ HnF such that AX1 = 0. We extend X1
to an invertible matrix P1 = (X2, X1), then P ∗1 AP1 =
(
X∗2AX2 0
0 0
)
. We repeat the process on
X∗2AX2 similarly, if necessary. 
Lemma 4.4 (see Corollary 3 of [17]). Let D be a division ring and let A ∈ Dn×n. Then the matrix(
A C
0 0
)
over D is centralizable if and only if A is centralizable.
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Lemma 4.5 (see Theorem 5 of [17]). Let D be a division ring, A ∈ Dm×n, and B ∈ Dn×m. Then
AB is centralizable if and only if BA is centralizable. 
Lemma 4.6. Let all ϕ, ϕi, ti , qi , i = 1, . . . , k, be monic polynomials over HF , where ϕ1‖ϕ2‖ · · ·
‖ϕk‖ϕ. If⎛
⎜⎜⎜⎝
ϕ1 t1
ϕ2 t2
...
ϕk tk
⎞
⎟⎟⎟⎠ =
⎛
⎜⎜⎜⎝
q1ϕ
q2ϕ
...
qkϕ
⎞
⎟⎟⎟⎠ , (4.2)
then either ϕk ∈ F [λ] or there exists a g ∈ HF [λ] with deg(g)  1 and pi ∈ HF [λ] such that⎛
⎜⎜⎜⎝
t1
t2
...
tk
⎞
⎟⎟⎟⎠ =
⎛
⎜⎜⎜⎝
p1
p2
...
pk
⎞
⎟⎟⎟⎠ g. (4.3)
Proof. Let ϕk = (ϕk)F ϕ′k . Assume that ϕk /∈ F [λ], then deg(ϕ′k)  1. Since ϕ	k ‖ϕ, there exists
an hk ∈ HF [λ] such that ϕ = ϕ	k hk . By Corollary 2.6, ϕ	k = (ϕk)F ϕ′kϕ′k = ϕkϕ′k . Thus, qkϕ =
ϕ	k qkhk = ϕkϕ′kqkhk . Let ϕ′k = rkϕ′′k , where rk is an atom which is non-unit. By Theorem 2.20,
there exist pk, r ′k ∈ HF [λ] with r ′k ≈ rk such that ϕ′kqk = rkϕ′′kqk = pkr ′k . Thus we have
qkϕ = ϕkϕ′kqkhk = ϕkpkr ′khk.
Let g = r ′khk . Then deg(g)  1 and qkϕ = ϕkpkg. By ϕktk = qkϕ we have tk = pkg. Since
ϕk−1‖ϕ	k−1‖ϕk , thus ϕ	k−1‖(ϕk)F . Let (ϕk)F = ϕ	k−1fk−1, where fk−1 ∈ F [λ]. Then ϕk =
(ϕk)F ϕ
′
k = ϕ	k−1fk−1ϕ′k . Thus we have
ϕ = ϕ	k hk = ϕ	k−1fk−1ϕ′kϕ′khk.
Sinceϕ′k = rkϕ′′k and r ′k ≈ rk , thusϕ′kϕ′k = ϕ′′kϕ′′krkrk = ϕ′′kϕ′′kr ′kr ′k . Letgk = ϕ′′kϕ′′kr ′k . Then
ϕ′kϕ′k = gkr ′k . Hence
ϕ = ϕ	k−1fk−1gkr ′khk = ϕ	k−1fk−1gkg, (4.4)
and
qk−1ϕ = ϕ	k−1qk−1fk−1gkg. (4.5)
By ϕk−1 tk−1 = qk−1ϕ and (4.5), there exists a pk−1 such that tk−1 = pk−1g. By ϕiti = qiϕ,
i = 1, . . . , k − 2, (4.4), and ϕ	1 |ϕ	2 | · · · |ϕ	k−1, it is easy to see that there exist a pi ∈ HF [λ] such
that ti = pig, i = 1, . . . , k − 2. Then we have (4.3). 
Theorem 4.7. Let A ∈ Hn×nF . Then A is centralizable if and only if AE is Hermite similar to A∗,
i.e., there exists an invertible Hermite matrix Q ∈ Hn×nF such that Q−1AQ = A∗.
Proof. Necessity. If A is centralizable, then λI − A ∼= diag(1, . . . , 1, ϕ1, . . . , ϕr ), where ϕi ∈
F [λ] is monic polynomial, and ϕi |ϕi+1, i = 1, . . . , r − 1. Let B = diag(Cϕ1 , . . . , Cϕr ) ∈ Fn×n.
Then it is easy to see that λI − A ∼= λI − B. Thus there exists an invertible matrix P ∈ Hn×nF
such that P−1AP = B. By Lemma 4.1, there exists symmetric matrix Si ∈ Fn×n such that Cϕi =
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S−1i CTϕi Si , i = 1, . . . , r . Let S = diag(S1, . . . , Sr ). Clearly, P−1AP = B = S−1BT S.
By P ∗A∗(P−1)∗ = B∗ = BT , we have P−1AP = S−1BT S = S−1P ∗A∗(P−1)∗S, and
(PS−1P ∗)−1A(PS−1P ∗) = A∗. Let Q = PS−1P ∗, then Q = Q∗ and Q−1AQ = A∗.
Sufficiency. If A is Hermite similar to A∗, then there exists an invertible Hermite matrix
Q ∈ Hn×nF such that Q−1AQ = A∗. Thus
λI − A∗ = Q−1(λI − A)Q. (4.6)
By Lemma 1.3, there exist P1, P2 ∈ GLn(HF [λ]) such that
λI − A = P1diag(1, . . . , 1, ϕ1, . . . , ϕr )P2, (4.7)
where ϕi is positive degree polynomial and monic, i = 1, . . . , r , and ϕ1‖ϕ2‖ · · · ‖ϕr . Thus
λI − A∗ = P ∗2 diag(1, . . . , 1, ϕ¯1, . . . , ϕ¯r )P ∗1 , (4.8)
By (4.6)–(4.8), we have
P ∗2 diag(1, . . . , 1, ϕ¯1, . . . , ϕ¯r )P ∗1 = Q−1P1diag(1, . . . , 1, ϕ1, . . . , ϕr )P2Q.
Let T = P ∗1 Q−1P−12 = (tij ). Then T is invertible, and we have
diag(1, . . . , 1, ϕ¯1, . . . , ϕ¯r )T = T ∗diag(1, . . . , 1, ϕ1, . . . , ϕr ).
Thus ⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
t11 · · · t1,n−2 t1,n−1 t1,n
...
...
...
...
tn−r,1 · · · tn−r,n−2 tn−r,n−1 tn−r,n
ϕ¯1tn−r+1,1 · · · ϕ¯1tn−r+1,n−2 ϕ¯1tn−r+1,n−1 ϕ¯1tn−r+1,n
...
...
...
...
ϕ¯r−1tn−1,1 · · · ϕ¯r−1tn−1,n−2 ϕ¯r−1tn−1,n−1 ϕ¯r−1tn−1,n
ϕ¯r tn,1 · · · ϕ¯r tn,n−2 ϕ¯r tn,n−1 ϕ¯r tn,n
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
=
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
t¯11 · · · t¯n−r+1,1ϕ1 · · · t¯n−1,1ϕr−1 t¯n,1ϕr
t¯12 · · · t¯n−r+1,2ϕ1 · · · t¯n−1,2ϕr−1 t¯n,2ϕr
...
...
...
...
t¯1,n−3 · · · t¯n−r+1,n−3ϕ1 · · · t¯n−1,n−3ϕr−1 t¯n,n−3ϕr
t¯1,n−2 · · · t¯n−r+1,n−2ϕ1 · · · t¯n−1,n−2ϕr−1 t¯n,n−2ϕr
t¯1,n−1 · · · t¯n−r+1,n−1ϕ1 · · · t¯n−1,n−1ϕr−1 t¯n,n−1ϕr
t¯1n · · · t¯n−r+1,nϕ1 · · · t¯n−1,nϕr−1 t¯n,nϕr
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
:=M.
Without loss of generality, we assume that tij , i, j = 1, . . . , n are monic polynomials.
Since T is invertible (unimodular), there exists an invertible (unimodular) (n − r + k) × (n −
r + k) submatrix of T [〈n − r + k〉|〈n〉]. Let 〈α〉 ⊆ 〈n〉 with |〈α〉| = n − r + k, k = 1, . . . , r . For
any submatrix T [〈n − r + k〉|〈α〉] of T , If j > k and n − r + j ∈ 〈α〉, then we have⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
t1,n−r+j
...
tn−r,n−r+j
ϕ¯1tn−r+1,n−r+j
...
ϕ¯ktn−r+k,n−r+j
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
=
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
t¯n−r+j,1ϕj
...
t¯n−r+j,n−rϕj
t¯n−r+j,n−r+1ϕj
...
t¯n−r+j,n−r+kϕj
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
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We show ϕk ∈ F [λ], k = 1, . . . , r as follows. Suppose that ϕk /∈ F [λ]. Since ϕ¯1‖ · · · ‖ϕ¯k‖ϕj , by
Lemma 4.6, there exists a gj ∈ HF [λ] with deg(gj )  1 and pi ∈ HF [λ], 1  i  n − r + k,
such that⎛
⎜⎜⎜⎜⎜⎜⎝
t1,n−r+j
...
tn−r,n−r+j
...
tn−r+k,n−r+j
⎞
⎟⎟⎟⎟⎟⎟⎠
=
⎛
⎜⎜⎜⎜⎜⎜⎝
p1
...
pn−r
...
pn−r+k
⎞
⎟⎟⎟⎟⎟⎟⎠
gj .
Thus the submatrix T [〈n − r + k〉|〈α〉] is not invertible. Then T [〈n − r + k〉|〈n − r + k〉] is the
unique invertible (unimodular) submatrix of T [〈n − r + k〉|〈n〉]. Clearly,
T [〈n − r + k〉|〈n − r + k〉]
=
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
t11 · · · t1,n−r+k−1 t1,n−r+k
...
...
...
tn−r,1 · · · tn−r,n−r+k−1 tn−r,n−r+k
ϕ¯1tn−r+1,1 · · · ϕ¯1tn−r+1,n−r+k−1 ϕ¯1tn−r+1,n−r+k
...
...
...
ϕ¯k−1tn−r+k−1,1 · · · ϕ¯k−1tn−r+k−1,n−1 ϕ¯k−1tn−r+k−1,n−r+k
ϕ¯ktn−r+k,1 · · · ϕ¯ktn−r+k,n−r+k−1 ϕ¯ktn−r+k,n−r+k
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
=
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
t¯11 · · · t¯n−r+k−1,1ϕk−1 t¯n−r+k,1ϕk
t¯12 · · · t¯n−r+k−1,2ϕr−1 t¯n−r+k,2ϕk
...
...
...
t¯1,n−r+k−2 · · · t¯n−r+k−1,n−r+k−2ϕk−1 t¯n−r+k,n−r+k−2ϕk
t¯1,n−r+k−1 · · · t¯n−r+k−1,n−r+k−1ϕk−1 t¯n−r+k,n−r+k−1ϕk
t¯1,n−r+k · · · t¯n−r+k−1,n−r+kϕk−1 t¯n−r+k,n−r+kϕk
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
.
Then we have
ϕ¯ktn−r+k,n−r+k = t¯n−r+k,n−r+kϕk ∈ F [λ].
By Lemma 2.4, we have tn−r+k,n−r+kϕ¯k = ϕ¯ktn−r+k,n−r+k . Let ϕk = (ϕk)F ϕ′k . By Theorem 2.7,
there exists a p′k ∈ HF [λ] such that tn−r+k,n−r+k = p′kϕ′k . Since ϕ¯i‖ϕ	i ‖(ϕk)F , i = 1, . . . , k − 1,
there exists a qi ∈ HF [λ] such that (ϕk)F = ϕ¯iqi , i = 1, . . . , k − 1. Thus, we have
t¯n−r+k,n−r+iϕk = (ϕk)F t¯n−r+k,n−r+iϕ′k = ϕ¯iqi t¯n−r+k,n−r+iϕ′k, (4.9)
i = 1, . . . , k − 1. By (4.9) and ϕ¯i tn−r+i,n−r+k = t¯n−r+k,n−r+iϕk , i = 1, . . . , k, we have
tn−r+i,n−r+k = qi t¯n−r+k,n−r+iϕ′k, i = 1, . . . , k − 1.
Let p′i = qi t¯n−r+k,n−r+i . Then⎛
⎜⎜⎜⎜⎜⎜⎝
t1,n−r+k
...
tn−r,n−r+k
...
tn−r+k,n−r+k
⎞
⎟⎟⎟⎟⎟⎟⎠
=
⎛
⎜⎜⎜⎜⎜⎜⎝
p′1
...
p′r
...
p′k
⎞
⎟⎟⎟⎟⎟⎟⎠
ϕ′k.
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Thus, by the invertibility of T [〈n − r + k〉|〈n − r + k〉], we must have ϕ′k = 1. Since ϕk =
(ϕk)F ϕ
′
k , we have ϕk ∈ F [λ], a contradiction. Thus, we have ϕk ∈ F [λ], k = 1, . . . , r , i.e. A
is centralizable. 
Now, we prove Theorem 1.5 as follows.
Proof of Theorem 1.5. First, by Theorem 4.7 we have (i) ⇐⇒ (ii). Next, assume that (ii) holds
and write P−1AP = A∗ with P = P ∗ ∈ Hn×nF . Then P−1A = A∗P−1, and A = P(A∗P−1) is
the product of two Hermite matrices P and A∗P−1, thus (iii) holds. Conversely, if (iii) holds,
let A = BD, where B and D both are Hermite matrices with at least one is invertible. Without
loss of generality, we assume that B is invertible. Then B−1AB = DB = (BD)∗ = A∗, thus (ii)
holds. Thus, we have (ii) ⇐⇒ (iii).
It is clear that (iii) ⇒ (iv). Conversely, if (iv) holds, then A = BD, where B and D both are
Hermite matrices. Without loss of generality, we assume that B is not invertible. By Lemma 4.3,
there exists an invertible P ∈ Hn×nF such that
B = P ∗
(
B1 0
0 0
)
P,
whereB∗1 = B1 is invertible. ThusA = BD = P ∗
(
B1 0
0 0
)
PD. By Lemma 4.5,A is centralizable
⇐⇒
(
B1 0
0 0
)
PDP ∗ is centralizable. Let PDP ∗ =
(
D1 D2
D∗2 D4
)
. Then we have(
B1 0
0 0
)
PDP ∗ =
(
B1D1 B1D2
0 0
)
.
Since B1 and D1 both are Hermite matrices with B1 is invertible, by (i) ⇐⇒ (ii) ⇐⇒ (iii), B1D1
is centralizable. By Lemma 4.4,
(
B1D1 B1D2
0 0
)
is centralizable, so A is centralizable. Hence we
obtain (iii) ⇐⇒ (iv). 
Corollary 4.8. If A ∈ Hn×nF is a Hermite matrix, then A is centralizable.
By
(
A D
−D∗ B
)
=
(
I
−I
) (
A D
D∗ −B
)
and Theorem 1.5, we have
Corollary 4.9. Let A ∈ Hn×nF , B ∈ Hm×mF be two Hermite matrices, D ∈ Hn×mF . Then(
A D
−D∗ B
)
is centralizable.
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