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Abstract
Process optimization for industrial applications aims to achieve performance enhance-
ments while satisfying system constraints. A major challenge for any such method lies
in the problem of uncertainty stemming from model mismatch and process disturbances.
Classical approaches such as model predictive control usually handle the uncertainty by
repeatedly solving the optimization problem on-line, which may prove a rather computa-
tionally demanding task nonetheless and cause serious delays for fast dynamic systems.
Existing approaches for mitigating the on-line computational burden via off-line opti-
mization include multi-parametric programming and NCO-tracking. Multi-parametric
programming aims to generate a mapping of control strategies as a function of given pa-
rameters; whereas NCO-tracking involves tracking the necessary conditions of optimality
(NCOs) based on a precomputed control switching structure, which enables a dynamic
real-time optimization problem to be transferred into an on-line tracking problem using a
feedback controller. A methodology, called multi-parametric (mp-)NCO-tracking is devel-
oped in this thesis, whereby multi-parametric dynamic optimization and NCO-tracking
methods are combined into a unified framework.
An algorithm for the design of mp-NCO-tracking controllers for continuous-time, linear-
quadratic optimal control problems is presented in Chapter 2. The off-line step defines the
multi-parametric control structure mapped to given uncertain (measurable) parameters
in terms of so-called critical regions and feedback laws. Specifically, each critical region
corresponds to a unique control switching structure in terms of the sequence of active
constraints. The on-line step involves determining the current critical region once the
parameter value has been revealed, and then applying the corresponding feedback control
laws in a receding horizon manner. The mp-NCO-tracking approach provides a means for
relaxing the invariant switching structure assumption in NCO-tracking by constructing
critical regions for various switching structures. Moreover, addressing the problem directly
in continuous-time can potentially reduce the number of critical regions compared with
standard multi-parametric programming based on a time discretization and a control
vector parameterization. The methodology and its benefits are illustrated for a number
of simple case studies.
To obtain the mathematical representation of the generally nonlinear critical regions,
Chapter 3 investigates a machine learning model as a classifier, based on deep neural net-
work. This feed-forward network is selected for its representational power as a universal
approximator for arbitrary continuous functions. Here, the classifier takes the unknown
parameter as input and maps the corresponding critical regions in terms of their switching
structures. An algorithm for training the classifier is presented, which involves generating
the training data set, setting up a neural network architecture, and applying optimiza-
tion based training. By using a Softmax classifier in the output layer of the network, a
normalized probability distribution is obtained, which consist of a vector with as many
elements as the total number of critical regions, and each element representing the likeli-
hood for a region to be the correct one. The classifier is conveniently embedded into the
multi-parametric NCO-tracking controller for choosing the real-time switching structure
in on-line control.
Lastly, a robustification of the mp-NCO-tracking methodology is developed in Chapter 4,
where constraints are guaranteed to be satisfied under all possible uncertainty scenarios,
which leads to a min-max formulation. A robust counterpart formulation of the multi-
parametric dynamic optimization problem is presented, which considers both additive or
multiplicative time-varying disturbances. The approach involves backing-off the path and
terminal constraints of the linear-quadratic optimal control problem based on a worst-case
uncertainty propagation computed using either interval or ellipsoidal reachability tubes.
The uncertain system state is decomposed into a nominal reference and a perturbed
component, and a convex enclosure of the reachable set for the perturbed component is
precomputed via some auxiliary differential equations. Conservative constraint back-offs
are obtained from the precomputed reachability tubes, which enables the controller design
procedure in the nominal case to be directly applied for the robust control problem, and
to retain the same computational effort as in the nominal case. These developments are
demonstrated by numerical case studies, and ways of extending this approach to more
general, nonlinear optimal control problems are discussed in Chapter 5.
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Chapter 1
Introduction
1.1 Dynamic real-time optimization
On-line optimization and real-time control have received much attention over the past
few decades because of the need to improve performance and reduce economic costs in
industrial processes [1]. Many such industrial applications involve fast dynamic systems
operated under constraints, typically reflecting physical operation bounds and/or safety
requirements. To obtain the optimal operation, optimization should be applied to make
decisions on the best control action without violating certain constraints. The optimal
control action can be obtained by solving optimization problems based on dynamic model
of the system involving objective function and constraint functions of state and input
variables. An illustrative mathematical representation for dynamic optimization problem
considered in this thesis with u(t) as control and x(t) as system states can be written as
follows:
min
u(t),x(t),
t0≤t≤tf
J(x(t), u(t))
s.t. x˙(t) = f(x(t), u(t)) = Fxx(t) + Fuu(t) + f0
g(x(t), u(t)) = Gxx(t) +Guu(t) + g0 ≤ 0
h(x(tf)) = Hxx(tf) + h0 ≤ 0
x(t0) = x0 ,
(1.1)
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where t0 and tf are the initial and final times; J(x(t), u(t)) denotes some performance in-
dex that needs to be optimized by choosing the control policy, which is chosen as quadratic
objective function J = 1
2
x(tf)
TQfx(tf) +
∫ tf
t0
1
2
x(t)TQx(t) + 1
2
u(t)TRu(t) dt with weighting
matrices Qf  0, Q  0, and R ≻ 0; f(x, u) denotes some linear system dynamics with
initial condition x(t0); g(x(t), u(t)) and h(x(tf)) denotes the path and terminal constraints
for the process which are linear functions of the state and control variables; and all the
other notations denote some constant matrices or vectors. The uncertain parameters con-
sidered in this thesis lie in linearly in the dynamics, initial conditions and both path and
terminal constraints. Besides, robust control is investigated with additive and multiplica-
tive disturbances in the linear dynamics f(x(t), u(t)), such that feasibility is guaranteed
for all possible scenarios.
A great variety of algorithms have been investigated for solving dynamic optimization
problem, which are generally categorized as indirect methods (variational methods) and
the direct methods based on discretization. The former transfers the optimization problem
into an infinite-dimensional boundary value problem using the corresponding optimality
conditions [2, 3]. In the context of direct approach, the catagary includes simultaneous
and sequential methods. The simultaneous approach converts the dynamic optimization
problem into a finite dimensional nonlinear program by a discretizaiton of both control
and state variables, resulting in a set of algebraic qualities and inequalities, where or-
thogonal collocation is a popular technique [4–6]. In sequential approach, discretization is
achieved via control vector parameterizaiton based on some basis functions that depend
on a finite number of decision parameters in the master nonlinear program, which can
be subdivided into single shooting and direct multiple shooting methods with continuity
constraints for state variables between adjacent time elements [7–9]. The problem with
inequality constraints can be solved via either the interior point method [10–12] or sequen-
tial quadratic programming [13]. For dynamic optimization, determining global minimum
can prove extremely demanding [14] and local optimization techniques are competitive in
terms of the computational effort with appropriate variable bounds and good initialization
strategies [15].
The standard control scheme in many process industries decomposes a plant’s economic
optimization into two layers, the real time optimization (RTO) determines optimal plant
operation among all feasible steady-states to minimize the economic objective while satis-
8
fying all the constraints [16–18], and the advanced control layer tracks the best set point
where model predictive control (MPC) is widely employed [19, 20]. The corresponding
hierarchical structure from the planning and scheduling layer to process control layer is
shown in Figure 1.1.
process control
real time optimization
scheduling
planning
Figure 1.1: Illustration of hierarchical operation
The main drawbacks of a two layer control structure include inconsistent models and
economics in the dynamic layer, which may lead the set point for steady state to be
unreachable for the dynamic layer [16, 21, 22]. Since the control law designed under
hierarchical structure usually overlooks the issue of transient costs, the control actions
applied to the dynamic systems may be suboptimal by just steering the system to desired
state with minimum transition time, yet without considering the economic performance
during transient operations. Instead of splitting the control structure into two layers of
equilibrium calculation and set point tracking, dynamic RTO (D-RTO) directly optimizes
the economic objective to obtain the optimal control actions [23, 24]. The corresponding
structure of dynamic RTO is shown in Figure 1.2, where the two-layers are merged into
one centralized decision-making layer, and its the synthesis structure can be formulated
as economically-oriented MPC.
Dynamic
Real-Time Optimization
Real Process
inputs
outputs
State & Parameter
Estimation
Figure 1.2: An illustration of dynamic-RTO control scheme
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A major challenge for process control is the problem of uncertainty stemming from model
mismatch and process disturbances where measurement-based method or robust control
method needs to be applied. In real applications, uncertainty resulting from model mis-
match or disturbances leads the plant to deviate from optimal operation by only imple-
menting the nominal control action. Optimization-based methods that repetitively solve
for the optimal control should be applied to optimize system performance while satisfying
all the constraints. This can be realized by solving the optimal solutions on-line or resort-
ing to some novel techniques such as multi-parametric programming and NCO-tracking
(tracking the necessary conditions of optimality). The rest of the chapter first presents
a brief background on model predictive control and some advanced techniques for re-
ducing the on-line computational burdens, including multi-parametric programming and
NCO-tracking method. Afterwards, the methodology of the research, multi-parametric
NCO-tracking, is introduced alongside a summary of the main contributions, followed by
the structure of the thesis.
1.2 Model predictive control
For the current practice in process industry, model predictive control has been widely
applied, and the optimal control of industrial plants with stability analysis has reached
a solid theoretical foundation [25–27]. Model predictive control, also known as receding
horizon control, aims to optimize the system performance in the presence of constraints
[16, 28]. It handles the prediction of system dynamic behaviour and constraints at the
same time naturally and can accommodate multi-inputs multi-outputs systems as well.
Normally, the on-line control implies iteration between parameter estimation and opti-
mization problem solving, while in some real applications, the mathematical modelling
used for optimization should be updated on-line via parameter estimation. Economic
model predictive control is a recently developed technique for optimizing the economic
performance of a system subject to operational constraints [16, 17, 29], which falls into the
category of dynamic RTO, where dynamic operation is implemented in a receding horizon
manner. Classical MPC stability theory usually assumes a cost function that penalizes
deviations from a desired steady state to prove stability of the closed-loop system, while
in economic MPC, the cost function may not be strictly decreasing along the closed loop
trajectory and the average cost is guaranteed to be no worse than that of the best steady
10
state under specific periodic state-feedback law [30].
Given the current state of the system, an implicit control law u = κ(x) can be obtained
by repetitively solving an optimization problem online as in the form of (1.1) to compute
a virtual optimal control sequence in a predictive time horizon ut = [u0, u1, . . . , uN ], as
shown in blue dashed lines of input in Figure 1.3 [29, 31]. To compute the optimal
control sequence, the dynamic model of the process is used to predict the future dynamic
behaviour over a finite time horizon, which might be a couple of minutes or hours, or in
infinite time horizon, as shown in blue dashed lines of output in Figure 1.3.
time
input
time
output
constraint
constraint
tk tk+1
Figure 1.3: MPC: virtual optimal input sequence for tk
The cost function to be minimized can be defined in the form:
VN(x, u) = f(xN) +
N−1∑
i=0
l(xi, ui)
where f(xN) and l(xi, ui) denote the terminal cost and stage cost, and N denotes the
number of time steps for the finite time horizon.
The optimization problem can be written in the following form:
Φ = min
u,x
VN(x, u)
s.t. xi+1 = f(xi, ui)
(xi, ui) ∈ Z ∀i ∈ I0:N−1
x0 = xt
xN ∈XN
where xt denotes the initial condition, which is usually obtained from current state feed-
back; ui denotes the input sequence as operating variables and xi denotes the resulting
11
state sequence; Z denotes admissible set for the path andXN for the terminal constraints
to guarantee the feasibility of the system.
After the virtual control sequence is obtained, only the first element is applied to the
system for the current time interval, i.e. κ(xt) = u0, as shown in blue solid line in
Figure 1.4.
time
input
time
output
constraint
constraint
tk tk+1
Figure 1.4: MPC: apply optimal input from tk to tk+1
For the next shifted time horizon starting from tk+1, x(tk+1) is taken as the initial condi-
tion, i.e. in the following optimization problem, x0 = x(tk+1), and the new virtual control
sequence is computed as shown in black dashdotted lines in Figure 1.5.
time
input
time
output
constraint
constraint
tk tk+1
Figure 1.5: MPC: new virtual optimal input sequence for tk+1
1.3 Towards off-line computations
The strategy employed in MPC entails the repeated solution of an optimal control problem
that predicts the system’s future behaviour over a finite, receding time-horizon, using the
current state measurements or estimates as initial conditions [32]. The optimized control
12
strategy is implemented until the next measurements become available, and it is the
repetition of this process that creates a feedback control. This may prove to be a rather
computationally demanding task nonetheless and cause serious delays for fast dynamic
systems, thereby leading to performance deterioration or even infeasibility [33, 34].
The computational burden associated to the on-line solution of optimization problems in
MPC could be mitigated by solving optimization problems off-line, such as using multi-
parametric programming and NCO-tracking, which are introduced in this section. The
former method computes the optimal input in an explicit scheme by solving optimization
problem off-line [35–37]. For the latter case, instead of solving optimization problem
on-line, optimal input is updated directly from system feedback by tracking necessary
conditions of optimality corresponding to the optimization problem [38–41].
In the multi-parametric programming paradigm [42–44], solving optimization problem is
performed off-line, resulting in an explicit mapping of the control strategies as a function of
the initial state of system. For continuous-time systems, this approach gives rise to multi-
parametric dynamic optimization (mp-DO) problems, which may either be transformed
into finite-dimensional multi-parametric programs via full discretization (direct approach)
or handled directly using optimal control theory (indirect approach). In addition, the
explicit solution can be applied in MPC, which is referred to as mp-MPC or explicit
MPC, and an indicative list of key publications is given in Table 1.1.
Table 1.1: Publications on multi-parametric/explicit model predictive control
Multi-parametric MPC Pistikopoulos (1997, 2000), Pistikopoulos and
Morari (2002), Bemporad et al. (2002),
Johansen and Grancharova (2003)
Multi-parametric continuous time MPC Kojima and Morari (2004), Sakizlis et al.
(2005)
Hybrid multi-parametric MPC Bemporad et al. (2000), Sakizlis et al. (2001,
2003), Borrelli et al. (2005)
Robust multi-parametric MPC Bemporad et al. (2001), Kakalis (2001),
Sakizlis et al. (2004), Mayne et al. (2006)
Multi-parametric nonlinear MPC Johansen (2002), Bemporad (2003),
Sakizlis et al. (2007), Dominguez and
Pistikopoulos (2010 ,2012), Ziogou et al. (2013)
Besides, a data-driven framework for mp-MPC was proposed based on surrogate modelling
and data-classification [45], where the parameter space is divided into regions by using
Support Vector Machine [46, 47], and in each region, the first input value of mp-MPC
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is expressed as an approximate function of states. Thus, the on-line control problem
can be computed efficiently by substituting the explicit pre-computed solution mapping
for on-line repetitively optimization. Comparison of the closed-loop control profile by
directly solving optimization problem on-line and solving off-line using multi-parametric
programming is shown in Figure 1.6 (a)(b), where blocks linked with dashed lines denote
off-line calculation and blocks linked with solid lines denote on-line updating. The multi-
parametric programming approach provides solutions as piecewise affine functions of the
parameters, but the resulting solution map usually consists of very large number of critical
regions. With the increase on the scale of optimization problems or constraints, the
number of critical regions increases significantly.
Process
Solving Optimization
Problem Online
control action feedback
Process
Multi-parametric
Solution
Multi-parametric
Programming
solution mapping
control action feedback
Process
NCO-tracking
Controller
Numerical
Optimization
solution model
control action feedback
(a) (b) (c)
Figure 1.6: Comparison between solving on-line and off-line
Another approach to reduce the computational burden in MPC involves tracking the
necessary conditions for optimality (NCO), namely NCO-tracking [40, 48]. In continuous-
time, NCO-tracking starts by characterizing the optimal switching structure of the control
trajectories. Under the assumption that this switching structure remains unchanged in
the presence of uncertainty, feedback laws are then constructed for tracking the active
constraints and zero gradient conditions along each arc, and the comparison with on-line
optimization is shown in Figure 1.6 (a)(c). A key limitation with the current NCO-
tracking methodology nonetheless lies in the fact that the underlying optimal control
switching structure might change in the presence of uncertainty; thus, this research aims to
close the gap between multi-parametric and NCO-tracking approach for enabling changing
switching structures.
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1.4 Contribution and overview
This thesis presents a methodology for combining multi-parametric programming and
NCO-tracking into a unified framework, for which we coin the name multi-parametric
NCO-tracking control. By taking advantage of both methods, dynamic real-time opti-
mization is transferred into an on-line tracking problem using feedback controller. Such
a combination is especially promising in that multi-parametric programming provides a
means for relaxing the fixed switching structure assumption in NCO-tracking, thereby
paving the way towards a theoretical justification for NCO-tracking. In addition, the
use of feedback laws tracking the optimality conditions inside multi-parametric controller
could provide a means for reducing the number of critical regions compared with classical
mp-MPC controllers based on control vector parameterization, where the critical region
for each multi-parametric switching structure can be regarded as an union of all critical
regions in the discrete time case sharing the same switching structures, i.e. the same
sequence of active constraints.
In Chapter 2, an algorithm for characterizing the corresponding multi-parametric solu-
tion structure in terms of the exact critical regions and nonlinear feedback control laws
was proposed for linear-quadratic optimal control problems. A review for both multi-
parametric programming and NCO-tracking is first presented in Chapter 2, followed by
the detailed presentation of the proposed mp-NCO-tracking control based on the neces-
sary conditions of optimality. By solving the mp-DO problem for continuous-time linear
dynamic system, the feasible regions, which might be characterized by the initial condi-
tions of the systems or some model parameters, are divided into different critical regions.
Each region corresponds to an unique control switching structure, i.e. the sequence of
arcs, with regard to either active constraints or sensitivity conditions.
The on-line step by using the parametric controller involves determining the critical re-
gions containing the measured parameter and applying the corresponding feedback law
until next measurement is available. This control framework is readily applied in the
receding horizon control. Estimates of states and model parameters can be obtained via
on-line estimation approach, enabling the solution structure to be updated by locating
the parameter into the corresponding critical region. At the end of the chapter, the
framework is illustrated in several case studies for both mp-DO solutions and closed-loop
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simulations, where parameter jumps between different critical regions.
For implementation of mp-NCO-tracking control, a potential difficulty exists in character-
ization of the critical regions, where explicit expressions can not be obtained in general.
This is due to the fact that the critical regions in mp-DO may be non-convex and closed-
form expressions describing their boundaries may not be avaialable in general. Based on
fast-developing field of machine learning for classification, data-driven method is applied
for the characterization of critical regions in Chapter 3. Among the classification methods
in machine learning, neural network is chosen as the model for critical region classification
for its ability to represent non-linearities of arbitrary complexity.
The algorithm for training a classifier comprises setting up a neural network model, gener-
ating sample data and performing optimization of the network off-line. Once the training
process is completed, training data can be completely discarded, and the classifier is em-
bedded into the mp-NCO-tracking controllers. The architecture of fully-connected neural
network model is presented followed by training the model, where optimization is used for
choosing the parameters that characterize the network. Afterwards, an algorithm for the
implementation of mp-NCO-tracking is presented, from model set up to trained classifier.
Finally, the developments are illustrated by case studies at the end of the Chapter 3.
Both classical and multi-parametric MPC controllers are often implemented without con-
sidering external disturbances or model mismatch. When large disturbances occur, the
constraints can nonetheless become violated, thereby calling for the development of robust
control schemes. Thus, a robustification of the mp-NCO-tracking approach is presented
in Chapter 4 by extending the multi-parametric controllers for continuous-time linear dy-
namic systems subject to bounded uncertainty. The approach involves backing-off the
path and terminal constraints based on a worst-case uncertainty propagation, and it is
computed based on either interval or ellipsoidal reachability tubes. The uncertain state
is decomposed into a nominal reference and a disturbed component, and the effect of
disturbance is incorporated into the dynamics of the disturbed component, enclosed by a
reachability tube which is centred at the nominal reference trajectory.
A robust-counterpart formulation of the mp-DO problem is formulated considering both
additive and multiplicative time-varying uncertainty. Here, the robust formulations retain
tractability of the mp-NCO-tracking design problem, thus enabling the direct application
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of the controller design procedure as in the nominal case and making the off-line computa-
tional effort independent of the number of uncertain parameters. The result of backing-off
the constraints is a modification of the size of the critical regions and possibly the number
of critical regions as well—either removing or adding extra regions. The applicability of
the approach is demonstrated by case studies for closed-loop simulations.
1.5 Structure of the thesis
The rest of the thesis is organized as follows: Chapter 2 presents the multi-parametric
NCO-tracking methodology based on solving the mp-DO problem and the control algo-
rithm; Chapter 3 focuses on training a classifier for characterization of critical regions
corresponding to the multi-parametric switching structures used for point location em-
bedded in the mp-NCO-tracking controller; Chapter 4 develops robust mp-NCO-tracking
control based on a robust-counterpart formulation of the mp-DO problem for both addi-
tive and multiplicative time-varying uncertainty, considering worst-case scenarios based
on set-propagation techniques; Finally, Chapter 5 concludes the thesis and discusses the
future directions.
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Chapter 2
Multi-parametric NCO-tracking
control for linear dynamic system
2.1 Introduction
Optimization has played a crucial role in process control over the past years. Optimal
control strategies can be determined by solving constrained optimization problems based
on a dynamic model of the system. One major challenge with this approach is how to
effectively manage uncertainty stemming from model mismatch and process disturbances,
as optimal operation needs to be decided on-line using real-time feedback. The strategy
employed in classical model predictive control (MPC) [32] handles this uncertainty by
repeatedly solving the optimization problem on-line in order to update the optimal inputs.
This is often a rather computationally demanding task that may cause serious delays
especially for systems with fast dynamics, leading to suboptimal performance or even
infeasibility.
In the multi-parametric programming paradigm, the optimization is performed off-line,
resulting in a priori explicit mapping of the solutions, effectively control strategies, as
a function of measurable quantities [42]. For continuous-time systems, this approach
calls for the solution of multi-parametric dynamic optimization problems (mp-DO) [49].
Another approach to reducing the on-line computational burden involves tracking the
necessary conditions for optimality, namely NCO-tracking [40, 41, 48]. There, an optimal
control policy is obtained indirectly by forcing the NCOs to zero. This process requires
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knowledge of the switching structure of the optimal control, based on which feedback
control laws can be derived on account of the available output measurements, effectively
converting an optimal control problem into a set of self-optimizing feedback control laws
[40, 50]. However, a key assumption for this controller to enable optimal or even feasible
operation is that the switching structure should remain unchanged, which may not be the
case when large uncertainty is present.
This chapter presents a methodology for combining mp-DO and NCO-tracking into a uni-
fied framework for model predictive control, for which we coin the name multi-parametric
NCO-tracking control. Such a combination is especially promising in that multi-parametric
programming provides a means for relaxing the fixed switching structure assumption in
NCO-tracking, while the use of feedback laws by NCO-tracking enables the number of
critical regions compared to classical mp-MPC controllers based on control vector param-
eterization to be dramatically reduced.
The rest of the chapter is organized as follows. Section 2.2 provides some background for
both multi-parametric programming and NCO-tracking method. Section 2.3.2 presents
the multi-parametric NCO-tracking methodology, including the use of mp-DO for map-
ping subregions of the uncertain parameters to various switching structure and the imple-
mentation of the corresponding NCO-tracking controllers in a receding horizon manner.
Several numerical examples are given in Section 2.4 to illustrate the approach. Finally,
Section 2.5 concludes the paper.
2.2 Background
2.2.1 Review of multi-parametric programming
Multi-parametric (mp) programming is a technology that allows determining the optimal
solution as a function of parameters [37], which provides a means for computing the so-
lution mapping of an optimization-based control problem off-line based on a model of the
dynamic system. The optimal control trajectory is expressed as a function of given param-
eters, usually some uncertain measured quantities, thus avoiding the need for repeatedly
solving optimization problems on-line when these parameters vary [35–37, 43, 44]. The
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multi-parametric solution calls for the solution of multi-parametric dynamic optimization
problems (mp-DO) for continuous-time systems. In practice, such mp-DO can either be
transformed into a finite-dimensional multi-parametric program via control vector pa-
rameterization [49] or handled directly into its native infinite-dimensional form using
the corresponding optimality conditions. In the context of solving the finite-dimensional
multi-parametric program, numerous publications exist [35, 37, 42, 51–53], whereas solv-
ing the infinite-dimensional counterpart has received relatively little attention [49]. The
continuous-time solutions ask for nonlinear critical regions as opposed to its discrete-
time counterpart. Thus, the standard techniques for generating linear critical regions can
not be applied, and multi-parametric solution can hardly be obtained in general with-
out considering the switching structures, which resort to the concept of NCO-tracking.
The general theory and algorithms of multi-parametric programming and its applica-
tions has been studied in the books [43, 44], and publications in various algorithms of
multi-parametric programming are well summarized in [37, 51]. Overall, the procedure
for obtaining multi-parametric solution includes generating critical regions and piecewise
affine functions. However, the detailed algorithms may vary based on different types of the
optimization problem, which might be linear or nonlinear, with only continuous variables
or with integer variables.
Parametric optimal solutions for the infinite-dimensional problem can be obtained by
sensitivity analysis, also known as neighbouring extremal (NE) control. In this approach,
a feedback law is derived in the neighbourhood of a nominal solution, where the switching
structure—namely, the sequence of active path and terminal constraints—remains the
same [54–57]; see also [55, 58, 59] for a discussion of the differentiability and stability
of parametric solutions. For constrained linear-quadratic optimal control problems in
particular, Sakizlis et al. [49] have shown that the mp-DO can be written as a multi-
parametric boundary value problem using the Pontryagin Minimum Principle [2, 60, 61].
The continuous-time optimal control trajectory is expressed as a time-varying function
of selected parameters, which provides a means for determining the control switching
structure using standard multi-parametric programming techniques.
In the context of MPC, multi-parametric programming can be used to obtain the optimal
solution of control action as explicit functions of system state feedback or other estimated
parameters [37, 42]. A comparison of the control framework of MPC and mp-MPC is
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shown in Fig. 2.1. Instead of repeatedly solving the optimization problem during run-
time as in MPC, mp-MPC computes a mapping between the uncertain parameters and
their corresponding optimal solutions off-line, and then simply selects the pre-computed
control law at run-time after the uncertainty is revealed. The main steps for generating the
explicit parametric controller is as follows [42]: develop a high fidelity model of real system
and make suitable approximation by system identification or model reduction; design a
robust explicit controller; implementation and validation of the designed controller.
Model
Numerical
Optimization
Process
Output
Input
Disturbances
(a) (classical) MPC
Model
Multi-parametric
programming
Multi-parametric
solution
Explicit solution mapping
Process
Output
Input
Disturbances
(b) mp-MPC
Figure 2.1: Framework of receding horizon control. Dashed lines: off-line task. Solid
lines: on-line task.
In the multi-parametric solution based on control vector parameterization, the parameter
space is partitioned into a number of critical regions, and the optimal input variable, u,
is described by a given function of the parameters, θ, as
u(θ) =


κ1(θ) if θ ∈ CR1,
κ2(θ) if θ ∈ CR2,
...
κn(θ) if θ ∈ CRn.
θ1
θ2
CR1
CR2 · · ·
CRn
(2.1)
with the critical region illustrated by a two-dimensional parameter space. Here, u(θ) is
a finite-dimensional vector that only depends on θ in each critical regions. Each critical
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region corresponds to a unique combination of active constraints and an uniquely defined
control law. The boundary of the critical region can be computed from sensitivity analysis
of the KKT conditions by keeping the inactive constraints non-binding and the multipliers
associated with the active constraints non-negative.
A basic procedure for determining the critical regions is the following [37]:
0. Define the uncertainty domain Θ, and set N = 0.
1. Select a feasible point θ in the region Θ \ ∪Ni=1CRi. If no such point exists, stop;
else, set N ← N + 1.
2. Construct the critical region CRN around θ, wherein the active constraints are the
same, e.g. using sensitivity analysis of the KKT conditions.
3. Return to step 1.
4. Unify the regions and solutions for a more compact representation.
On termination, this procedure returns the number N of critical regions contained in the
initial domain Θ. In step 2 for the critical region construction, let gˇ(u, θ) denote inactive
constraints and λˆ(u, θ) denotes the Lagrangian associated with active constraints; then
the critical regions including the feasible point selected can be defined as:
CRN :=


gˇ(u, θ) ≤ 0
λˆ(u, θ) ≥ 0
For linear problems involving multi-parametric linear programming (mp-LP) and multi-
parametric quadratic programming (mp-QP), there exist exact solutions [35], and details
about formulating the problems can be found in [62]. The main result of multi-parametric
programming is the solution mapping of the control problem, where the input can be
expressed as a linear function of parameters u = a1θ + a0. A linear mp-MPC problem is
presented later in the following paragraphs to illustrate the procedure based on solving a
mp-QP problem (2.3). The same example is used throughout the theoretical part of this
chapter to illustrate the developments.
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Illustrative example We consider the problem to steer the state x(t) of the following
second-order system to zero, by manipulating the bounded input u(t) ∈ [−2, 2]:
x˙(t) =

−3 −2
1 0


︸ ︷︷ ︸
Fx
x(t) +

1
0


︸︷︷︸
Fu
u(t) . (2.2)
The mp-MPC problem obtained by discretizing the dynamics on N time intervals along
the time horizon 0 ≤ t ≤ 1 reads
min
u,x
xTNQfxN +
1
N
N−1∑
k=0
xTkQxk + u
2
k (2.3)
s.t. xk+1 = F xxk + F uuk, k = 0 . . . N − 1
− 2 ≤ uk ≤ 2, k = 0 . . . N − 1
x0 = θ,
where the parameters θ ∈ [−2, 2]2 corresponds to the initial state; the matrices F x and
F u in the discretized system are given by
F x = exp (FxT ) and F u =
[∫ T
0
exp (Fx(T − t)) dt
]
Fu ,
with the sampling time T := 1/N ; and the weighting used in the objective function is as
follows
Qf =

0.8198 0.8198
0.8198 10.82

 , Q =

10 0
0 10

 , and R = 0.1 .
Numerical solution of the mp-QP (2.3), here using the PAROC framework [52], provides
expressions of the optimal controls u = [u0, . . . , uN−1] as explicit functions of the initial
conditions θ, in the form (2.1). The critical regions for the optimal solution are shown in
Fig. 2.2(a) in the case N = 10, whereby each region CRi corresponds to a piecewise affine
functions u = Kiθ + ki, with Ki ∈ R
N×2 and ki ∈ R
N . Here, the region labelled CR08
in the central part corresponds to the case that none of the input constraints are active.
The regions above CR08 correspond to the input lower bound being active for one or more
time intervals, and the number of active constraints increases as the distance from CR08
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increases. Likewise, the regions below CR08 correspond to the input upper bound being
active for one or more time intervals.
(a) N = 10
(b) N = 20
Figure 2.2: Critical regions for the mp-QP (2.3).
For comparison, critical regions in the case N = 20 are shown in Fig. 2.2(b). Here
again, the region in the center corresponds to unconstrained solution and other regions,
either above or below it, correspond to input constraints being active for the first few
time intervals. The multi-parametric solution becomes more accurate due to the use of
a smaller sampling time, but at the same time the number of critical regions increases
significantly, thereby defining a trade-off between accuracy and computational tractability.
In contrast, the approach proposed in this paper removes the need for discretizing the
dynamics and the control trajectories, in order to reduce the number of critical regions.
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2.2.2 Review of NCO-tracking
NCO-tracking is a measurement-based optimization approach to enforce optimality in
the presence of uncertainty via tracking of the necessary conditions for optimality (NCO)
[40, 63]. This way, a dynamic optimization problem is transformed into a feedback control
problem, which may lead to a large reduction of the on-line computational effort by
avoiding the repeated solution of an optimal control problem.
The design of the NCO-tracking controllers starts by detecting the switching structure
of the optimal control in order to formulate a feedback strategy via appropriate pair-
ing between the input and output variables—the so-called solution model [39, 41], see
Fig. 2.5(a). In the feedback loop, input is updated directly by enforcing the system to
meet the corresponding necessary conditions in solution model. A specific switching struc-
ture is characterized by a unique sequence of arcs and the solution model involves the
types of each arc and the switching times [39], which normally comes from the concept
of minimum principle. For the solution of a dynamic optimization problem, the optimal
trajectory corresponds to a unique sequence of active path constraints and active terminal
constraints, which can be characterized by solving the first-order NCO for the problem.
More details can be found in [2, 39, 64], and the corresponding equations of optimal con-
ditions for the dynamic optimization problem considered in this thesis consists of (2.6) -
(2.19) in section 2.3.2.1.
An illustration of a sequence of arcs and switching times in solution structure can be
found in Figure 2.3, where u1, u2, u3 denote different arcs that specific optimal conditions
need to be satisfied between time intervals defined by switching times t1, t2. The switching
times as well as the parameters in parameterized input profiles are the decision variables
to be adjusted through NCO-tracking.
Along each arc, a certain combination of inputs may be used for tracking the active path
constraints, whereas the remaining inputs are adapted for forcing stationary conditions
(gradients) to zero. This latter forcing usually calls for approximation techniques, such as
neighboring-extremal control [38, 65–67] or extremum-seeking control [68, 69]. The sen-
sitivities of the control variables with respect to the uncertain parameters are obtained
through variation of the first-order NCO at the nominal solution [70, 71]. For singular
problems, by the singular value decomposition to split input profiles into nonsingular and
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u2
u3
t0 t1 t2 tf
Figure 2.3: A switching structure with three arcs
singular parts, the latter can be determined form additional differentiation [72]. Combin-
ing NCO-tracking and self-optimizing together is discussed in [73], where both represent
first-order approximations to the classical two-step approach of RTO [74]. It is sometimes
possible to arrive at a fully decentralized control scheme, for instance using directional
information [40, 50, 75]. In order to steer process to the optimal operation, the online
feedback controller requires reliable estimates of NCO parts which are possible for path
constraints but not for terminal constraints or sensitivity arc, where model based predic-
tion is needed for making decision.
It may be noted that the sequence of arcs in solution model actually contains the same
information as the critical region in the context of multi-parametric programming. The
unique combination of active constraints in multi-parametric programming also corre-
sponds to a sequence of active constraints in the time domain, which can be considered
as a certain switching structure with several arcs.
An example of emulsion copolymerization of styrene/α-methylstyrene in a batch reactor
[50] is presented here to explain the solution structure as a sequence of arcs. The reactor
temperature T (t) is manipulated to minimize the batch time while satisfying the bounded
constraints on reactor and jacket inlet temperature as well as some performance demand.
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The optimization problem based on the dynamic model in [76] for this case is as follows
min
T (t),tf
tf
s.t. x˙(t) = f(x(t), u(t))
x(0) = x0
Tmin ≤ T (t) ≤ Tmax
Tjinmin ≤ Tjin(t)
X(tf ) ≥ Xfd
Mn(tf ) ≥Mnfd
where the first constraint is the tendency model for the process, including state variables
like monomer concentration and reactor and jacket temperature. The following constraints
correspond to bounds on the reactor temperature, the jacket inlet temperature, the final
conversion and number average molecular weight, respectively. The optimal operation of
reactor temperature, as shown in Figure 2.4, consists of a sequence of four arcs, each cor-
responds to some active constrains or sensitivities conditions: arc 1 – reactor temperature
is maintained at its maximal value Tmax to accelerate the nucleation, i.e. the third con-
straint of its upper bound is active; arc 2 – reactor temperature takes value between Tmax
and Tmin to avoid shorter polymer chains and lower molecular weights by imposing lowest
jacket inlet temperature Tjinmin , i.e. the four constraint on its lower bound is active; arc
3 – temperature is maintained at some optimal constant value, for any increase will lead
to smaller average molecular weight; finally arc 4 – the last step without monomer supply
and the reactor temperature should be increased to compensate for a drop in reaction
rate with the increasing slope α as a decision variable, with the initial temperature fixed
at the temperature of arc 3. Besides, the two terminal constraints are forced to be active
for the batch to be optimal. In total, there are three jumps between arcs at switching
times t1, t2 and t3, where optimal control policy switches to meet the specific operating
conditions corresponding to each arc.
A key limitation with the current NCO-tracking methodology nonetheless lies in the fact
that the underlying optimal control switching structure is known in advance and assumed
to keep unchanged, but it might change in the presence of uncertainty. As a result, the
NCO-tracking controller may be suboptimal and could even lead to infeasible operation
due to constraint violation. Although the assumption of a constant structure is often
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tf
Figure 2.4: Nominal optimal reactor temperature profile
satisfied in batch process optimization applications [77], it is not well suited for MPC
applications where constraints frequently activate or deactivate.
It has been suggested that the control switching structure could be monitored by some
supervisory system [38]. The developments in this chapter provide the foundations for
such an approach to handling a varying optimal switching structure, such that process
operation remains feasible and optimal. The operation relies on the mapping between
uncertain parameters and optimal switching structures using mp-DO, and the subsequent
formulation of optimal control laws that can be applied in a receding horizon manner,
namely multi-parametric NCO-tracking controllers.
2.3 Methodology for multi-parametric NCO-tracking
control
2.3.1 Problem statement
The main contribution of this chapter is a methodology for the derivation of multi-
parametric NCO-tracking controllers for constrained linear-quadratic optimal control prob-
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Figure 2.5: Principle of NCO-tracking methodology
lem in the form:
Φ(θ) := min
u(t),x(t),
t0≤t≤tf
1
2
x(tf)
TQfx(tf) +
∫ tf
t0
1
2
x(t)TQx(t) +
1
2
u(t)TRu(t) dt
s.t. x˙(t) = f(x(t), u(t)) := Fxx(t) + Fuu(t) + Fθθ + f0
g(x(t), u(t)) := Gxx(t) +Guu(t) +Gθθ + g0 ≤ 0
h(x(tf)) := Hxx(tf) +Hθθ + h0 ≤ 0
x(t0) = Bθθ + b0 ,
(2.4)
where Φ is the optimal value function; x(t) ∈ Rnx and u(t) ∈ Rnu are the state variables
and input variables, respectively, at a given time t; t0 and tf are the initial and final
times; g : Rnx × Rnu → Rng and h : Rnx → Rnh define the path and terminal inequality
constraints; and Qf  0, Q  0, and R ≻ 0 are given weighting matrices. We assume
that the uncertain parameters θ ∈ Rnθ appear linearly in the initial conditions, dynamics,
path constraints, and terminal constraints of problem (2.4).
The proposed methodology involves two steps, as depicted in Fig. 2.5(b):
• The first (off-line) step defines the multi-parametric control structure, namely map-
ping the optimal control structure to given measurable quantities, such as the uncer-
tain initial conditions, using mp-DO. This results in a partitioning of the uncertain
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parameter domain into a number of critical regions, each corresponding to a unique
sequence of active path constraints and active terminal constraints. As well as giv-
ing a set of conditions for characterizing each critical region, mp-DO determines
feedback control laws in the form:
u(t) = K(i)
(
t, θ, t
(i)
1 (θ), . . . , t
(i)
N
(i)
t
(θ)
)
, (2.5)
where the junction times t
(i)
1 (·), . . . , t
(i)
N
(i)
t
(·) in the optimal switching structure for
critical region CRi are themselves dependent on θ.
• In the subsequent (on-line) step, the multi-parametric NCO-tracking controller is
applied in a receding horizon manner. This involves determining the critical regions
containing the measured parameters θ and applying the corresponding feedback law
until a new measurement becomes available at the next sampling time. Because the
switching time functions t
(i)
k (·) are typically defined implicitly in practice, even for
constrained linear-quadratic control problems, one can either derive fully explicit
feedback laws by approximating this functional dependency, or else apply a Newton
iteration to compute the t
(i)
k for given values of θ at each sampling time.
Both steps are detailed subsequently.
Notation Dαxf denotes the α-th partial derivative of a function f with respect to x and
f (j), the j-th order derivative of with respect to t. The path constraint gi is said to be of
order (or degree) σi ≥ 0 if Dug
(j)
i ≡ 0 for j = 0 . . . σi− 1 and Dug
(σi)
i 6= 0, or equivalently,
Gx,iF
σi−1
x Fu 6= 0 and Gu,i = Gx,iFxFu = · · · = Gx,iFxF
σi−2Fu = 0 .
For simplicity, we introduce the notation
g
(j)
i (x, u) := G
(j)
x,ix+G
(j)
u,ix+G
(j)
θ,iθ + g
(j)
0,i ,
where the row vector G
(j)
x,i , G
(j)
u,i, G
(j)
θ,i and scalar g
(j)
0,i can be expressed in terms of Fx, Fu,
Fθ, fθ, Gx, Gu, Gθ and g0, for each j = 1 . . . σi. We also make use of the notation
g(σ)(x, u) := G(σ)x x+G
(σ)
u u(t) +G
(σ)
θ θ + g
(σ)
0 ,
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with G(σ)x :=


G
(σ1)
x,1
...
G
(σng )
x,ng

 , G(σ)u :=


G
(σ1)
u,1
...
G
(σng )
u,ng

 ,
G
(σ)
θ :=


G
(σ1)
θ,1
...
G
(σng )
θ,ng

 , g(σ)0 :=


g
(σ1)
0,1
...
g
(σng )
0,ng

 .
Finally, by a slight abuse of the notation, an over-bar is used to indicate subsets of the
terminal or path constraints that are active along a given arc, such as g¯(x(t), u(t)) =
G¯xx(t) + G¯uu(t) + G¯θθ + g¯0 ≤ 0 and µ¯(t).
Besides, a list of the notations used for developing multi-parametric solutions in the
following sections can be found in Table 2.1.
Table 2.1: List of notations
x(t) continuous-time state variable
u(t) continuous-time control variable
p(t) continuous-time co-state variable
S switching structure
Nt the number of arcs
tk switching times
µ(t) multipliers for path constraint
ν multipliers for terminal constrains
H Hamiltonian function
π multipliers at points of discontinuity of p(t)
ACk sets of active path constraints along the kth arc
NACk sets of inactive path constraints along the kth arc
ACf sets of active terminal constraints
NACf sets of inactive terminal constraints
ENk sets of path constraints activating at tk
EXk sets of path constraints deactivating at tk
COk sets of path constraints contacting at tk
2.3.2 Multi-parametric dynamic optimization
2.3.2.1 Solution structure
For each instance of the parameters θ, the optimal solution of problem (2.4) exhibits a
certain switching structure, denoted by S(θ). The sequence of active path constraints
and active terminal constraints can be characterized by solving the first-order NCO for
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Problem (2.4), which come in the form of a multi-point boundary value problem [2]. Under
the assumption that the number of arcs Nt(θ) is finite for each parameter value [78], we
denote by tk(θ), k = 1 . . . Nt − 1(θ), the sequence of junction times for each arc in S(θ),
with t0(θ) = t0 and tNt(θ) = tf . These times correspond to the activation or deactivation
a particular path constraint or to a touch-and-go point for a higher order path constraint.
We denote the sets of path constraints activating, deactivating, or contacting at tk(θ) by
ENk(θ), EXk(θ) and COk(θ), respectively. Moreover, ACk(θ) and NACk(θ) denote the
sets of active/inactive path constraints along the kth arc, t+k−1(θ) ≤ t ≤ t
−
k (θ); and ACf(θ)
and NACf(θ), the sets of active/inactive terminal constraints.
Besides its switching structure, characterizing an optimal solution involves determining:
(i) the quadruplet of trajectories (u(t), x(t), p(t), µ(t)) along each arc, where p(t) ∈ Rnx are
the co-state (adjoint) variables, and µ(t) ∈ Rng , the multipliers for the path constraints;
(ii) the values of the multipliers ν ∈ Rnh for the terminal constraints; and (iii) the values
for the multipliers πjk,i for j = 1 . . . σi − 1, i = 1 . . . ng, k = 1 . . . Nt(θ) − 1 at points of
discontinuity of the co-state trajectories p(t) (if any). Provided certain controllability
and regularity assumptions hold (see below), the following conditions must be satisfied at
an optimal solution of Problem (2.4), according to the indirect adjoining approach [61]:
(i) Along each arc t+k−1(θ) ≤ t ≤ t
−
k (θ), for k = 1 . . . Nt(θ):
x˙(t) =
∂H
∂p
(u(t), x(t), p(t), µ(t)) = Fxx(t) + Fuu(t) + Fθθ + f0 (2.6)
p˙(t) = −
∂H
∂x
(u(t), x(t), p(t), µ(t)) = −Qx(t)− FTx p(t)−G
(σ)
x
T
µ(t) (2.7)
0 =
∂H
∂u
(u(t), x(t), p(t), µ(t)) = Ru(t) + FTu p(t) +G
(σ)
u
T
µ(t) (2.8)
0 = µi(t)gi(x(t), u(t)) = µi(t) (Gx,ix(t) +Gu,iu(t) +Gθ,iθ + g0,i) (2.9)
(−1)jµ
(j)
i (t) ≥ 0 ≥ gi(x(t), u(t)) = Gx,ix(t) +Gu,iu(t) +Gθ,iθ + g0,i , (2.10)
for each i = 1 . . . ng and each j = 1 . . . σi, and with the Hamiltonian function
H(u, x, p, µ) :=
1
2
xTQx+
1
2
uTRu+ pT(Fxx+ Fuu+ Fθθ + f0)
+ µT
(
G(σ)x x+G
(σ)
u u+G
(σ)
θ θ + g
(σ)
0
)
.
(2.11)
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(ii) At the terminal time tf = tNt(θ)(θ):
p(tf) = Qfx(tf) +H
T
x ν (2.12)
0 = νihi(x(tf)) = νi (Hx,ix(tf) +Hθ,iθ + h0,i) (2.13)
νi ≥ 0 ≥ hi(x(tf)) = Hx,ix(tf) +Hθ,iθ + h0,i , (2.14)
for each i = 1 . . . nh.
(iii) At each junction time tk(θ), for k = 1 . . . Nt(θ)− 1:
H(u(t−k ), x(tk), p(t
−
k ), µ(t
−
k )) = H(u(t
+
k ), x(tk), p(t
+
k ), µ(t
+
k )) (2.15)
p(t−k ) = p(t
+
k ) +
ng∑
i=1
σi∑
j=1
πjk,iDxg
(j)
i (x(tk), u(t
+
k )) = p(t
+
k ) +
ng∑
i=1
σi∑
j=1
πjk,iG
(j)
x,i
(2.16)
0 = πjk,igi(x(tk), u(t
+
k )) (2.17)
πjk,i


≥ (−1)σi−1µ
(σi−1)
i (t
+
k ), if i ∈ ENk(θ) ∪ COk(θ) and j = 1
= (−1)σi−jµ
(σi−j)
i (t
+
k ), if i ∈ ENk(θ) and j > 1
= 0 otherwise
(2.18)
µ
(σi−j)
i (t
−
k ) = 0, if i ∈ EXk(θ) ∪ COk(θ) and 0 ≤ j ≤ σi − 2, (2.19)
for each i = 1 . . . ng and each j = 1 . . . σi.
Note that the multipliers π may only appear in the optimal conditions for problems with
pure state path constraints of order 1 or higher; they can be discarded in problems having
mixed control-state path constraints only, where the adjoint trajectories are continuous
at junction times.
In general, the foregoing optimality conditions (2.6)-(2.19) are only necessary under the
additional assumptions that: (i) the pair (Fx, Fu) is controllable, which precludes ab-
normality [79]; and (ii) both the active path and active terminal constraints are regular
[61],
rank
[
G¯
(σ)
u g(x(t), u(t))
]
= ng, t
+
k−1(θ) ≤ t ≤ t
−
k (θ), k = 1 . . . Nt(θ), and
rank
[
Hx h(x(tf))
]
= nh .
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Moreover, under the extra assumption of strict complementarity slackness for the multi-
pliers ν, πjk,i and µ(t) along each arc t
+
k−1(θ0) ≤ t ≤ t
−
k (θ0) for a given parameter value
θ0, and by strict convexity of the objective function and linearity of the dynamics and
constraints, the optimal trajectories u(t), x(t), p(t), µ(t) for t+k−1(θ0) ≤ t ≤ t
−
k (θ0), opti-
mal multipliers ν and πjk,i, and optimal switching/contact times tk describe differentiable
functions in an (open) neighborhood of θ0 [57–59]; see also [49]. Expressions for these
functions are established in the following subsection.
2.3.2.2 Feedback control laws
Using the previous optimality conditions, explicit feedback control laws can be derived
along each arc of the optimal solution. Using condition (2.8), together with the fact that
g¯(σ)(x(t), u(t)) = G¯
(σ)
x x(t) + G¯
(σ)
u u(t) + G¯
(σ)
θ θ + g¯
(σ)
0 = 0 along an arc, we have
µ¯(t) =
[
G¯(σ)u R
−1 G¯(σ)u
T
]−1 [
G¯(σ)x x(t)− G¯
(σ)
u R
−1FTu p(t) + G¯
(σ)
θ θ + g¯
(σ)
0
]
(2.20)
u(t) = −R−1
[
FTu p(t) + G¯
(σ)
u
T
µ¯(t)
]
(2.21)
which are both well-defined under the assumption that G¯
(σ)
u is full rank. In turn, the state
and co-state equations (2.6)-(2.7) can be rewritten in the form

x˙(t)
p˙(t)

 =

Φ(k)xx Φ(k)xp
Φ
(k)
px Φ
(k)
pp


︸ ︷︷ ︸
A(k)xp

x(t)
p(t)

+

Φ(k)xθ
Φ
(k)
pθ


︸ ︷︷ ︸
A
(k)
θ
θ +

ϕ(k)x0
ϕ
(k)
p0


︸ ︷︷ ︸
a
(k)
0
(2.22)
with: Φ(k)xx := Fx − FuR
−1 G¯(σ)u
T
[
G¯(σ)u R
−1 G¯(σ)u
T
]−1
G¯(σ)x
Φ(k)xp := −
[
Fu − FuR
−1 G¯(σ)u
T
[
G¯(σ)u R
−1 G¯(σ)u
T
]−1
G¯(σ)u
]
R−1FTu
Φ
(k)
xθ := Fθ − FuR
−1 G¯(σ)u
T
[
G¯(σ)u R
−1 G¯(σ)u
T
]−1
G¯
(σ)
θ
ϕ
(k)
x0 := f0 − FuR
−1 G¯(σ)u
T
[
G¯(σ)u R
−1 G¯(σ)u
T
]−1
g¯
(σ)
0
Φ(k)px := −Q− G¯
(σ)
x
T
[
G¯(σ)u R
−1 G¯(σ)u
T
]−1
G¯(σ)x
Φ(k)pp := − Φ
(k)
xx
Φ
(k)
pθ := − G¯
(σ)
x
T
[
G¯(σ)u R
−1 G¯(σ)u
T
]−1
G¯
(σ)
θ
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ϕ
(k)
p0 := − G¯
(σ)
x
T
[
G¯(σ)u R
−1 G¯(σ)u
T
]−1
g¯
(σ)
0 .
This way, we may express x(t) and p(t) at each t ∈ [t+k−1(θ), tk(θ)
−], and therefore also
u(t) and µ(t), as parametric functions of the uncertainty θ, the junction times tk, and the
state/co-state values at tk:

x(t)
p(t)

 = exp (A(k)xp [t− tk−1(θ)])

x(tk−1(θ))
p(t+k−1(θ))

+∫ t
tk−1(θ)
exp
(
A(k)xp [t− τ ]
) [
A
(k)
θ θ + a
(k)
θ
]
dτ .
(2.23)
In the case that A
(k)
xp is nonsingular, we have:

x(t)
p(t)

 =exp (A(k)xp [t− tk−1(θ)])



x(tk−1(θ))
p(t+k−1(θ))

+ (A(k)xp )−1 [A(k)θ θ + a(k)θ ]


−
(
A(k)xp
)−1 [
A
(k)
θ θ + a
(k)
θ
]
.
(2.24)
When A
(k)
xp is singular, an explicit expression can be obtained by considering the normal
Jordan form of A
(k)
xp instead.
At this point, parametric expressions for the terminal and interior-point constraint mul-
tipliers ν and πk can be obtained by piecing together (2.23) on [t0, tf ] and exploiting the
equality conditions in (2.12)-(2.13) and (2.16)-(2.19). In the case of mixed state-input
path constraints only, the optimal state and co-state trajectories are both continuous at
the junction times. Then, since H¯x is full rank, and provided that A
(k)
xp is invertible on
each arc, parametric expressions for the active terminal constraint multipliers ν¯, terminal
state x(tf) and initial adjoint p(t0) can be obtained from the following linear system:
0 = H¯xx(tf) + H¯θθ + h¯0 (2.25)
 x(tf)
Qfx(tf) + H¯
T
x ν¯

 = exp

Nt(θ)∑
k=1
A(k)xp [tk(θ)− tk−1(θ)]



Bθθ + b0
p(t0)

 (2.26)
+
Nt(θ)∑
k=1
exp

 Nt(θ)∑
j=k+1
A(j)xp [tj(θ)− tj−1(θ)]


[
exp
(
A(k)xp [tk(θ)− tk−1(θ)]
)
− I
] (
A(k)xp
)−1 [
A
(k)
θ θ + a
(k)
0
]
.
(In the case of a single control arc, Nt(θ) = 1, the term
∑Nt(θ)
j=k+1A
(j)
xp [tj(θ)− tj−1(θ)] in the
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right-hand side of (2.26) cancels to zero.)
Overall, for a given structure S(θ), the solution of Problem (2.4) can therefore be expressed
in parametric form as
(u(t), x(t), p(t), µ(t), ν, π) = FS(θ)
(
t, θ, t1(θ), . . . , tNt(θ)−1(θ)
)
. (2.27)
Naturally, this construction can be automated in a practical implementation. One could
also exploit the remaining optimality conditions (2.15) in order to determine parametric
expressions of the junction times tk as a function of θ alone. Explicit expressions are
often not possible, however, due to the inherent nonlinearity of the parametric state/co-
state expressions (2.23) in tk and θ. In practice, one may either use approximate explicit
expressions for tk(θ), or compute these junction times on-line using a Newton iteration.
These considerations are discussed further in Section 2.3.3.
2.3.2.3 Critical regions
Each critical region corresponds to a subset of the uncertain parameter domain Θ ⊆ Rnθ ,
whereby the corresponding optimal control solutions all share the same switching struc-
ture in terms of the sequence of active path constraints and active terminal constraints.
Formally, given the switching structure S comprised of Nt arcs with corresponding index
sets ENk, EXk, COk, ACk, NACk, ACf , and NACf , the critical region CRS associated
with S is defined as
CRS :=


θ ∈ Θ
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∃x(·), u(·), p(·), µ(·), ν, π, t1, . . . , tNt−1 :
(u(t), x(t), p(t), µ(t), ν, π) = FS (t, θ, t1, . . . , tNt−1)
t0 ≤ t1 ≤ · · · ≤ tNt−1 ≤ tf
H(u(t−k ), x(tk), p(t
−
k ), µ(t
−
k )) = H(u(t
+
k ), x(tk), p(t
+
k ), µ(t
+
k )) , k = 1 . . . Nt − 1
(−1)jµ
(j)
i (t) ≥ 0, i ∈ ACk, t ∈ [t
+
k−1, t
−
k ], k = 1 . . . Nt
gj(x(t), u(t)) ≤ 0, j ∈ NACk, t ∈ [t
+
k−1, t
−
k ], k = 1 . . . Nt
π1k,i ≥ (−1)
σi−1µ
(σi−1)
i (t
+
k ) if σi > 0, i ∈ ENk ∪ COk, k = 1 . . . Nt − 1
νi ≥ 0, i ∈ ACf
hj(x(tf)) ≤ 0, j ∈ NACf


(2.28)
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The boundary between two critical regions thus corresponds to either an inactive terminal
or path constraint activating, or an active terminal or path constraint inactivating, or two
subsequent junction times becoming equal.
Similar to the procedure outlined in Section 2.2.1 for the construction of critical regions in
mp-MPC, a systematic procedure for constructing critical regions in mp-DO is as follows:
0. Define the uncertainty domain Θ ⊂ Rnθ , and set N = 0.
1. Select a point θ ∈ Θ \ ∪Ni=1CR
(i) that is feasible for (2.4). If no such point exists,
stop; else, set N ← N + 1.
2. Compute a solution to the control problem (2.4), and characterize the corresponding
switching structure S(N) := S(θ).
3. Define the new critical region CR(N) := CRS(θ), with corresponding feedback laws
F (N) := FS(θ).
4. Return to step 1.
On termination, this procedure returns the number N of critical regions contained in the
initial domain Θ, together with the solution structure S(i) and the feedback laws F (i) in
each region CR(i), i = 1 . . . N , as defined implicitly by (2.28). A number of remarks are
in order regarding the practical implementation of this procedure:
• The selection of a point θ ∈ Θ \∪Ni=1CR
(i) in step 1 is a difficult problem in general,
since (2.28) may describe non-convex subsets. Suppose, without loss of generality,
that the critical regions can be written in the form CR(i) = {θ ∈ Θ |Γ
(i)
j (θ) ≤ 0, j =
1 . . .M (i)}, for given inequality constraint functions Γ
(i)
1 , . . . ,Γ
(i)
M(i)
. Then, finding
a point θ ∈ Θ \ ∪Ni=1CR
(i) amounts to finding a feasible point for the disjunctive
constraint
N∧
i=1

M(i)∨
j=1
Γ
(i)
J (θ) > 0

 ∧ (θ ∈ Θ) = true . (2.29)
In particular, techniques based on complete search have become available in recent
years to address such constraint satisfaction problems; see, e.g., [80]. More and
more constraints are appended as the number of critical regions found increases,
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and the problem eventually becomes infeasible when the parameter region has been
exhausted.
• Step 2 involves solving the constrained dynamic optimization problem (2.4) and
characterizing its underlying solution structure. A numerical solution can be com-
puted using direct solution methods [81], which discretize the control and/or state
variables in order to arrive at an approximate, finite-dimensional optimization prob-
lem. In the present case, this approximate problem is a convex QP for which efficient
and reliable large-scale solvers are available. Moreover, such direct solution meth-
ods can be used in combination with adaptive structure detection techniques, as
discussed e.g. in [39, 82].
The computation of critical regions and characterization of the corresponding feedback
laws is now illustrated for the linear mp-MPC problem first considered in Section 2.2.1.
Illustrative example (continued) We consider a mp-DO problem for the second-
order dynamic system (2.2) in the form of Problem (2.4), with
Fx =

−3 −2
1 0

 , Fu =

1
0

 , Gu =

−1
1

 , g0 =

−2
−2

 , Bθ =

1 0
0 1

 ,
and Fθ, f0, Gx, Gθ, Hx, Hθ and h0 all zero. This mp-DO aims to solve the same
optimization-based control problem as in (2.3), yet in continuous-time form—that is,
without discretizing the time horizon and the dynamics. The solution for Θ = [−2, 2]2
using the approach described in this subsection yields N = 3 critical regions, as shown in
Fig. 2.6:
• The optimal control strategy for an initial state in the critical region CR01 is com-
prised of a unique unconstrained arc, which is therefore identical to classical uncon-
strained LQR;
• For an initial state in CR02, the optimal solution structure is comprised of two
arcs, namely a constrained arc with the input at its lower bound followed by an
unconstrained arc;
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• For an initial state in CR03 likewise, the optimal solution consists of a constrained
arc with the input at its upper bound followed by an unconstrained arc.
Expressions for the feedback laws F (i) in each region CR(i), i = 1 . . . 3 are derived as
follows:
• We start with the point θ = (0, 0), whose corresponding optimal control solution is
unconstrained. We denote by S(1) this solution structure, which is comprised of a
single arc (N
(1)
t = 1). Expressions for the state and adjoint trajectories as a function
of θ are obtained directly from (2.24), with the missing initial adjoints determined
from (2.26) as

x(t0)
p(t0)

 =


1 0
0 1
1.6396 1.6396
1.6396 21.6396

 θ .
An expression of u(t) follows from (2.21) as
u(t, θ) =
[
−8.198 −8.198
]
θ exp(−10.198t), (2.30)
Finally, an implicit characterization of the critical region CR(1) corresponding to
S(1) is obtained from (2.28) which, in the absence of active constraints, corresponds
to values of θ for which both input constraints remain inactive:
CR(1) :=

 θ ∈ [−2, 2]2
∣∣∣∣∣∣

 1 1
−1 −1

 θ ≤

0.2440
0.2440



 .
• The point θ = (1, 1) happens to be in the uncertainty domain Θ, yet outside CR(1).
The structure S(2) of the optimal control at this point is comprised of two arcs
(N
(2)
t = 2), namely a boundary arc corresponding to an active lower input bound,
followed by an interior arc. The determination of an explicit feedback control law
starts by computing the adjoint initial condition p(t0) as a function of θ from (2.26),
then expressing the state/co-state trajectories as a function of θ by (2.24), and
finally using (2.21). In this specific case, an explicit expression of the switching
time function t1(θ) can be obtained by expressing continuity of the optimal control
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at t1 as
t1(θ) = 0.5 ln(0.8039(1 + θ1 + θ2)) ,
and an expression of the feedback control u(t) is given by
u(t, θ) =


−2, if t ≤ t1(θ)
−2 exp(−18.396[t− t1(θ)]), otherwise
An implicit characterization of this critical region is obtained from (2.28) as
CR(2) :=
{
θ ∈ [−2, 2]2
∣∣∣ [−1 −1] θ ≤ −0.2440 } .
• The point θ = (−1,−1) happens to be in the uncertainty domain Θ, yet outside
CR(1) ∪ CR(2). The structure S(3) of the optimal control at this point is also com-
prised of two arcs (N
(3)
t = 2), namely a boundary arc corresponding to an active
upper input bound, followed by an interior arc. The determination of an explicit
feedback control law and the characterization of CR(3) are similar to the previous
case:
u(t, θ) =


2, if t ≤ t1(θ)
2 exp(−18.396[t− t1(θ)]), otherwise
with t1(θ) = 0.5 ln(0.8039(1− θ1 − θ2)), and
CR(3) :=
{
θ ∈ [−2, 2]2
∣∣∣ [1 1] θ ≤ −0.2440 } .
• At this point, we have CR(1) ∪ CR(2) ∪ CR(3) = Θ and the procedure terminates
with a total of three critical regions.
For instance, the open-loop optimal trajectories for the initial states θ(1) = (1,−0.8) ∈
CR01 and θ(2) = (1, 1) ∈ CR02 are shown in Fig. 2.7(a) and 2.7(b), respectively. Note
that an explicit expression for the switching time t1 in both CR02 and CR03 as a function
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of the initial conditions θ can also be found for this simple problem as
t1(θ) :=


0.5 ln(0.8039(1 + θ1 + θ2)), θ ∈ CR02
0.5 ln(0.8039(1− θ1 − θ2)), θ ∈ CR03
Figure 2.6: Critical regions
The critical regions of the mp-DO problem are closely related to those of the discretized
mp-MPC problem in Fig. 2.2. First of all, the central region CR01 in Fig. 2.6 matches the
central regions CR08 and CR15 in Fig. 2.2(a) and 2.2(b), respectively, and all three feed-
back laws correspond to the same unconstrained LQR strategy, u(t) = [8.198 8.198]x(t).
The rest of the critical regions in Fig. 2.2 have their first few control stages either at
the upper bound or at the lower bound, and the farther the central region, the larger the
number of time intervals with active constraints. This behavior is fully consistent with the
switching time t1 between the upper/lower bound and the interior arc in the continuous-
time optimal control increasing in moving further away from CR01. By construction,
the feedback laws corresponding to the critical regions other than the central region in
Fig. 2.2 are approximations of the feedback laws computed for the critical regions CR02
and CR03 in Fig. 2.6. The finer the discretization, the closer the approximate feedback
laws to the continuous-time ones; but this comes at the price of a significant increase in
the number of critical regions in order to better capture the variations in switching time,
about double the number from N = 10 to N = 20.
In this interpretation, mp-DO thus provides a means of reducing the number of critical
regions by accounting for the underlying switching structure and introducing the switching
times in the feedback law parameterization. This reduction becomes more effective as
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(a) θ(1) = (1,−0.8) ∈ CR01
(b) θ(2) = (1, 1) ∈ CR02
Figure 2.7: Optimal solution of mp-DO in illustrative example.
certain arcs in the mp-DO solution spans many time intervals in the discretized mp-MPC
problem.
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2.3.3 Multi-parametric NCO-tracking controller
The critical regions CR(1), . . . ,CR(N) and their corresponding feedback laws F (1), . . . ,F (N)
define a multi-parametric NCO-tracking controller for the problem (2.4) at hand. At this
point, we like to reiterate that the feedback laws are determined off-line via a (continuous-
time) mp-DO formulation, whereas the closed-loop mp-NCO-tracking controller selects
the appropriate control law after the uncertainty has been revealed and applies them in
a receding horizon manner. In this respect, mp-QP and mp-MPC are the discrete-time
counterparts of mp-DO and mp-NCO-tracking, respectively.
The application of the mp-NCO-tracking controller, in a receding horizon manner, involves
determining the critical region corresponding to the uncertainty revealed at the current
sampling time. Checking whether or not θ ∈ CR(i) for a given i = 1 . . . N can be done in
two steps:
1. Given the feedback laws F (i), determine the switching times t1(θ), . . . , tN(i)t (θ)−1
(θ)
satisfying the Hamiltonian continuity conditions (2.15);
2. Test whether all the auxiliary inequalities defining CR(i) as in (2.28) are satisfied.
Once the correct critical region CR∗ has been identified, the controller simply applies the
associated feedback law F∗ until the following sampling time.
In this approach, the switching times may be computed using a Newton iteration (or a
robustified variant such as the dog-leg method). The on-line computational burden can be
reduced by initializing the switching times with the values at the previous sampling time.
This warm-starting strategy is most effective when the sampling frequency is fast, so the
variations in switching times between two sampling times remain small. Moreover, since
only the first part of the optimal feedback law is applied in a receding horizon strategy,
the same control law may be applied several times when not foreseeing any switching time
nearby. Detection of such instances can lead to large computational-time reductions. An
alternative approach involves approximating the functional dependency of the switching
times with respect to the uncertainty, for instance using linear or polynomial functions
in θ. These extra laws can be determined via parametric programming too, possibly
after further partitioning of the critical regions for keeping the approximation level under
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control.
The application of a multi-parametric NCO-tracking controller for the same linear mp-
MPC problem as in Section 2.2.1 is presented below.
Illustrative example (continued) We follow the steps presented in Section 2.3.2.3 in
order to determine the critical regions in the uncertainty domain Θ := [−2, 2]2.
The critical regions shown in Fig. 2.6 define a multi-parametric NCO-tracking controller
for the linear system (2.2). The application of this controller in a receding horizon scheme
is illustrated in Fig. 2.8, for a sampling period of T = 10−2 and from the initial state
θ(2) = (1, 1) ∈ CR02. The control and state trajectories in the noise-free case (Fig. 2.8(a))
closely match those of the nominal, open-loop case in Fig. 2.7(b). A difference here is
the value of the switching time t1, which is postponed with the closed-loop controller
due to the finite sampling period. The closed-loop trajectories for the same problem,
now with Gaussian white noise with signal-to-noise ratio of 50dB added to the state
measurements at each sample time, are shown in Fig. 2.8(b) for comparison. Recall also
that explicit expressions of the switching time t1 as a function of θ can be obtained in
both critical regions CR02 and CR03, so no Newton iteration or approximation is needed
in this instance.
2.3.4 Computational aspects
The computational burden for the proposed multi-parametric NCO-tracking framework
involves two distinct components, namely the off-line controller design and its on-line
application. The former is dominated by the solution of an mp-DO problem, where all
the variables are linear functions of the parameters, but the switching times. Because
of this nonlinearity, the critical regions do not describe convex polytopes anymore, but
yield general non-convex regions. Even though the explicit characterization of a region’s
boundary is not needed, the enumeration procedure in Section 2.3.2.3 calls for the appli-
cation of complete search methods in order to find a new critical region or to establish
that all the critical regions have been mapped already, which can be computationally de-
manding (if at all tractable) [80]. In practice, one can apply model reduction techniques
for reducing the order of the dynamic model and improve the computational tractability
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(a) Noise-free case
(b) With Gaussian white noise
Figure 2.8: Control and response of the multi-parametric NCO-tracking controller in
illustrative example.
of the mp-DO problem, yet without causing too big a performance loss for the resulting
controllers [83, 84].
With regards to the on-line application aspects, mp-NCO-tracking controllers provably
reduce the number of critical region compared with their discretized mp-QP counter-
parts. Nonetheless, the on-line computational burden with mp-NCO-tracking is typically
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dominated by the determination of the switching times corresponding to the measured
uncertainty θ, e.g. using a Newton iteration. In practice, efficient warm-starting strate-
gies could be developed for minimizing this burden, especially for short sampling periods.
Whether or not such strategies will make mp-NCO-tracking competitive with simple look-
up table evaluation in discretized mp-QP despite a possibly much larger number of critical
regions will be explored as part of future work.
2.4 Numerical case studies
The objective of the numerical case studies in this section is two-fold: (i) illustrate the
computation of mp-DO critical regions for problems with first- and higher-order state
path constraints along with terminal constraints, thereby complementing the foregoing
illustrative example with simple bound constraints only (Sects. 2.4.1 and 2.4.2); and (ii)
present the mp-DO construction and the corresponding multi-parametric NCO-tracking
controller for a more challenging FCC unit with multiple inputs (Section 2.4.3). The
computational effort for solving the mp-DO problem mainly depends on the complexity
of the multi-parametric switching structures, which corresponds to the critical regions.
For the following case studies, the numbers of the critical regions are no more than 11
and all the computations for the multi-parametric solutions are completed within a few
seconds.
46
2.4.1 Critical regions in mp-DO problem with first-order state
path constraints
We consider the following problem:
min
u(t),x1(t),x2(t),
0≤t≤1
1
2

x1(1)
x2(1)

T

0.1242 0.0846
0.0846 0.9854



x1(1)
x2(1)


+
∫ 1
0
1
2

x1(t)
x2(t)

T

1 0
0 0.8



x1(t)
x2(t)

 0.01
2
u(t)2 dt
s.t.

x˙1(t)
x˙2(t)

 =

1.5 −0.5
1 0



x1(t)
x2(t)

+

1
0

 u(t)

x1(0)
x2(0)

 =

θ1
θ2


1.5x1(t) + x2(t) ≤ 2 ,
(2.31)
where the path constraint g(x) := 1.5x1 + x2 − 2 ≤ 0 is of first order with respect
to dynamics. Moreover, the uncertainty is in the initial state conditions only, and the
corresponding uncertainty domain is chosen as Θ := [−8, 8]× [−10, 0].
Figure 2.9: Critical regions of the mp-DO problem (2.31).
Two critical regions found on application of the algorithm in Section 2.2.1 are shown
in Fig. 2.9, where part of the uncertainty domain is discarded due to infeasibility. The
structure of the optimal control solutions in the critical region CR1 consist of a unique
interior arc, whereas those solutions in CR2 are comprised of three arcs, an interior arc,
followed by a boundary arc where the path constraint is binding, and a final interior arc
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Figure 2.10: Optimal solution of the mp-DO problem (2.31) for θ = (5,−9) ∈ CR2.
constrained arc sharing the same control law as in CR1. Here, the boundary between CR1
and CR2 consists of those optimal control solutions where the path constraint activates
at a single critical point along the time horizon [0, 1], and turns out to be nonlinear. For
illustration, the optimal control and response trajectories along with the path constraint
profile are shown in Fig. 2.10 for the uncertainty realization θ = (5,−9) in the critical
region CR2; the path constraint is active over the time interval [0.2465, 0.4205].
2.4.2 Critical regions in mp-DO problem with second order state
constraints
We now consider the following problem:
min
u(t),x1(t),x2(t),
0≤t≤1
∫ 1
0
1
2
u(t)2 dt
s.t.

x˙1(t)
x˙2(t)

 =

0 1
0 0



x1(t)
x2(t)

+

0
1

 u(t)

x1(0)
x2(0)

 =

 0
θ2


− θ1 ≤ x1(t) ≤ θ1
x1(1) ≤ 0, x2(1) ≤ θ2 ,
(2.32)
where the path constraints are of second order. Here, uncertainty θ ∈ Θ := [0, 1]× [−1, 1]
is present both in the initial conditions and the path/terminal constraints.
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Figure 2.11: Critical regions of the mp-DO problem (2.32).
(a) θ(1) = (0.15, 0.8) ∈ CR2
(b) θ(2) = (0.1, 0.8) ∈ CR4
Figure 2.12: Optimal solution of the mp-DO problem (2.32).
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A total of five critical regions is obtained for this mp-DO problem on application of the
method presented in Section 2.2.1, as shown in Fig. 2.11. It turns out that this par-
tition could in fact be extended to the entire right-half plane {θ1 ≥ 0}. The critical
region CR1 corresponds to unconstrained optimal solutions. In CR2 and CR3, the solu-
tions are comprised of two interior arcs separated by a touch-and-go point for the path
constraints x1(t) ≤ θ1 and x1(t) ≥ −θ1, respectively, a behaviour characteristic of higher-
order path constraints; this behaviour is illustrated for the optimal control solution for
θ = (0.15, 0.8) ∈ CR2 on Fig. 2.12(a), where the terminal constraint x1(1) ≤ 0 is also seen
to be active. Finally, in CR4 and CR5, the optimal solutions are comprised of three arcs,
the first and last ones unconstrained and the middle one binding for the path constraints
x1(t) ≤ θ1 and x1(t) ≥ −θ1, respectively; this behaviour is illustrated for the optimal con-
trol solution for θ = (0.1, 0.8) ∈ CR4 on Fig. 2.12(b), where the path constraint x1(t) ≤ 0.1
remains active along the time interval [0.375, 0.625].
2.4.3 Multi-parametric NCO-tracking control of an FCC unit
This final case study considers a fluidized catalytic cracking (FCC) unit operated in
partial combustion mode [85]. The objective is to steer the system to a given operating
point, defined in terms of the mass fraction of coke on regenerated catalyst, Crc, and
the regenerator dense bed temperature, Trg. The manipulated variables are the flow rate
of air sent to the regenerator, Fa, and the catalyst flow rate, Fs. A linear input-output
dynamic model is obtained via linearization and reduction of a first-principles nonlinear
model around the equilibrium point C∗rc = 5.207 × 10
−3, T ∗rg = 965.4K, T
∗
ro = 776.9K,
T ∗cy = 988.1K, and T
∗
f = 400K, where Tf denotes the feed oil temperature. The control
and state variables in this linear dynamic system are
x(t) :=

Crc(t)− C∗rc
Trg(t)− T
∗
rg

 , and u(t) :=

Fs(t)− F ∗s
Fa(t)− F
∗
a

 .
50
The optimization-based control problem is given by
min
u(t),x(t),y(t)
1
2
x(tf)
TQfx(tf) +
∫ 10
0
1
2
x(t)TQx(t) +
1
2
u(t)TRu(t) dt
s.t. x˙(t) = Fxx(t) + Fuu(t) + Fθθ3
g(x(t), u(t)) ≤ 0
x(0) = (θ1, θ2)
(2.33)
with:
Qf =

3.011× 107 1334
1334 1.260

 , Q =

108 0
0 1

 , R =

1 0
0 1

 ,
Fx =

−2.55× 10−2 1.51× 10−6
227 −4.10× 10−2

 , Fu =

3.29× 10−6 −2.60× 10−5
−2.8× 10−2 7.80× 10−1

 ,
Fθ =

6.87× 10−7
2.47× 10−2

 ,
(2.34)
and the path constraints g(x(t), u(t)) ≤ 0 given by:
∀t ∈ [0, 10],

−100
−15

 ≤ u(t) ≤

100
15

 and

−10−3
−20

 ≤ x(t) ≤

10−3
20

 .
The parameters θ in this mp-DO formulation correspond to uncertainty in Crc, Trg, and
Tf .
We solve the mp-DO problem (2.33) with the approach presented in Section 2.2.1, for the
uncertainty set Θ := [−10−3, 10−3]× [−20, 20]× [−10, 10]. Overall, 11 critical regions are
obtained, as shown in Fig. 2.13 – both in a 3-d plot (Fig. 2.13(a)) and the corresponding
2-d projections for the parameter value θ3 = 0 (Fig. 2.13(b)); the discretized mp-QP
counterparts for the latter will be presented later on (Fig. 2.15).
• The critical region CR1 corresponds to unconstrained optimal controls; for instance,
the optimal solution shown in Fig. 2.14(a) with θ(1) = (5× 10−4, 5, 0) ∈ CR1.
• The solutions in both CR2 and CR7 are comprised of two arcs, a boundary arc where
u2 reaches its lower bound or its upper bound, respectively, followed by an interior
arc. This situation is illustrated in Fig. 2.14(b) for θ(2) = (10−4, 20, 0) ∈ CR2.
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• The solutions in both CR6 and CR11 are comprised of three arcs, with a boundary
arc where x1 reaches its upper bound or its lower bound, respectively, located in
between an initial interior arc and a final one. In both CR5 and CR10, the solutions
have the same constrained arc as CR6 and CR11, respectively, yet without the final
interior arc as the state constraint remains active until the terminal time.
• The solutions in CR3 and CR8 combine the previous two cases in CR2+CR6 or
CR7+CR11, and give rise to four arcs, starting with a boundary arc for u2 (as in
CR2 or CR7), followed by an interior arc, a boundary arc for x1 (as in CR6 or
CR11), and another interior arc; this case is illustrated in Fig. 2.14(c) for θ
(3) =
(6 × 10−4, 20, 0) ∈ CR3. The solutions in CR4 and CR9 present the same structure
as CR3 and CR11, respectively, but lack the final interior arc after the boundary arc
where x1 is active.
For comparison, the critical regions shown in Fig. 2.15 are for the discretized mp-QP
counterparts of (2.33) with either N = 20 or N = 50 time subintervals and for θ3 = 0. In
both cases, the central regions correspond to unconstrained solutions, like CR1 in Fig. 2.13;
all the other critical regions contain one or more active constraints along certain time
subintervals, thereby approximating the six critical regions CR2-CR11 in Fig. 2.13 and the
nonlinear feedback control laws thereof in terms of affine control laws only. The actual
switching structure gets better approximated as the time discretization is refined, but
this also leads to a significant increase in the number of critical regions, namely 175 with
N = 20 and 1687 with N = 50. In sum, the comparison with a classical mp-QP approach
confirms the clear benefit offered by a continuous-time mp-DO approach in terms of a
lesser number of critical regions, along with the ability to capture the underlying nonlinear
feedback control nature.
Closed-loop responses of the FCC unit based on the multi-parametric NCO-tracking con-
troller derived from mp-DO problem (2.33) are shown in Fig. 2.16, starting from the
uncertainty scenario (8 × 10−4, 15, 0) ∈ CR6 at t = 0. A sampling period of ∆T = 10
−2
and signal-to-noise ratios of 50dB (Gaussian white noise) are considered in both cases,
yet with different scenarios for the feed temperature. In the left plot (Fig. 2.16(a)), a
nominal feed temperature T/rmf is used, so θ3 = 0 at all times; whereas the right plot
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(Fig. 2.16(b) correspond to multiple step changes in the value of θ3 as
θ3 =


0 if 0 ≤ t ≤ 5
5 if 5 ≤ t ≤ 10
−5 if 10 ≤ t ≤ 15
0 if t ≥ 15 .
The resulting control and response trajectories (solid lines) present a good control per-
formance compared to the nominal case (dashed lines: noise-free and infinite sampling).
2.5 Conclusions
This chapter has introduced a framework for multi-parametric NCO-tracking that exploits
the multi-parametric solution structure of an uncertain optimal control problem, without
the need for applying a time discretization. The methodology involves two steps, the first
off-line step that defines the multi-parametric control switching structure based on solving
mp-DO problem, which results in a partitioning of the uncertain parameter domain into
a number of critical regions, each corresponding to a unique sequence of active path
constraints or active terminal constraints; the second on-line step involves locating the
parameter into critical regions and applying the corresponding feedback laws.
In the the special case of linear-quadratic optimal control problems, an algorithm has
been proposed for characterizing the corresponding multi-parametric solution structure
in terms of the exact critical regions and nonlinear feedback control laws. In practice,
these feedback laws can be applied in a receding horizon manner, effectively resulting in
a closed-loop, multi-parametric NCO-tracking controller for the system.
In comparison to classical NCO-tracking, this approach no longer requires the assump-
tion of an invariant active set in the presence of uncertainty and extends the scope of
NCO tracking to receding horizon control; whereas addressing the uncertain optimal con-
trol problem in its native, continuous-time form may lead to a dramatic reduction in
the number of critical region compared to the classical mp-QP approach based on time
discretization, due to the ability to capture the underlying nonlinear feedback control
nature.
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These properties have been illustrated with several examples throughout the paper, in-
cluding the two-input control problem of an FCC unit. The critical regions and their
corresponding switching structures are shown for examples with different orders of con-
straints. In the closed-loop simulation of the final case study, the parameter switches
between different critical regions, which corresponds to the update of the control switch-
ing structures.
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(a) Full parameter space
(b) Projections for θ3 = 0
Figure 2.13: Critical regions of the mp-DO problem (2.33).
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(a) θ(1) = (5× 10−4, 5, 0) ∈ CR1
(b) θ(2) = (10−4, 20, 0) ∈ CR2
(c) θ(3) = (6× 10−4, 20, 0) ∈ CR3
Figure 2.14: Selected optimal control and response trajectories of the mp-DO problem (2.33).
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(a) N = 20
(b) N = 50
Figure 2.15: Critical regions of discretized mp-QP counterparts of problem (2.33) for θ3 = 0.
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(a) θ3 = 0 all the time and 50dB signal-to-noise ratio
(b) θ3 with step changes and 50dB signal-to-noise ratio
Figure 2.16: Closed-loop response of the multi-parametric NCO-tracking controller for
problem (2.33).
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Chapter 3
Multi-parametric NCO-tracking
control based on data-driven
classification
3.1 Introduction
This chapter presents a systematic procedure for characterizing the critical regions in
continuous-time mp-DO problems and for searching a critical region during on-line exe-
cution. The critical regions in mp-DO may be non-convex and closed-form expressions
describing their boundaries may not be available in general. This contrasts with explicit
NLP, e.g. based on mp-QP, for which powerful detection and mapping of the critical
regions are available, including geometrical techniques [35, 86, 87], combinatorics [88–90],
and, more recently, graph-theoretic approaches [91, 92]. Herein, we investigate the use of
data classifiers based on deep learning [93, 94] in order to characterize the critical regions
in mp-DO. Such classifiers take the control problem parameters as inputs and map the
corresponding critical regions in terms of their switching structures. Similar applications
of machine learning within explicit MPC have been proposed for approximating the so-
lution of both linear and nonlinear MPC [45, 95]. Another feature of data classification
lies in its ability to estimate the likelihood of a given parameter value to belong within
a certain critical region, thus providing a basis for the point-location problem during the
on-line execution of mp-NCO-tracking.
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An algorithm for training such classifiers is presented, involving building the classification
model based on neural networks, generating training data and applying optimization
based training for parameters of the network. We first introduce the general classification
category, and then present a step-wise procedure for training a classifier for the mp-NCO-
tracking control. The architecture of the classification model based on neural networks
is introduced first, from a single neuron to a layer-wise structure. Afterwards, details
are given on the definitions of score function for mapping input data to class scores
and loss function for quantification of the prediction, which is to be minimized in the
following training process. The sample data are labelled with the corresponding switching
structures, and softmax classifier is chosen as the output layer of the neural network that
minimizes the cross entropy between the predictions and the ground truth labels. By
training a classification model based on the labelled sample data corresponding to different
switching structures, a classifier is obtained representing the critical regions as partition
of the parameter space. Taking a measurement from the dynamic system as input, the
classifier computes a probability distribution on labels corresponding to critical regions
and also provides a way to handle misclassification. The resulting classifier is conveniently
embedded into the mp-NCO-tracking controller for locating the parameters into their
corresponding critical regions.
The rest of the chapter is organized as follows. Section 3.2 presents an overview of
the general classification methods in the field of machine learning. Section 3.3 presents
the algorithm of training classifiers for the implementation on mp-NCO-tracking control
problem, including building a classification model with a layer-wise architecture of a fully
connected deep neural network, generating sample data and performing the optimization
based training. Two numerical case studies are given in Section 3.4 to illustrate the
approach, including training neural network based classifiers and their applications in the
on-line feedback control problem. Finally, Section 3.5 concludes the chapter.
3.2 Classification category
A classifier is defined as an algorithm that implements classification, especially in a con-
crete implementation that maps input data to a category. Classifying data is a common
task in machine learning, and a model is trained based on sample data and performs as a
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predictor for a new input. The problem critical region partitions in this research belongs
to supervised multiclass classification that produces a model from a labelled training set.
A category of the common algorithms for multiclass classification problem includes [93]:
1. Neural networks: multilayer architecture of neural networks provides a natural ex-
tension to the multiclass problem by approximating function models with arbitrary
complexity, where the output layer can have multiple neurons leading to multiclass
classification.
2. Support vector machines: support vector machines are based upon maximizing the
margin between classes, i.e. maximizing the minimum distance from the separating
hyperplane to data. In the extension for multiclass from its binary counterpart,
additional parameters and constraints are added to the optimization problem to
handle the separation.
3. k-Nearest Neighbor: kNN is considered among the oldest non-parametric classi-
fication algorithms, where the distance from the example to every other training
example is measured. The class label is chosen as the most represented among the
k classes with smallest distances. It is space inefficient and expensive for predicting.
4. Naive Bayes: Naive Bayes is a successful classifier based upon the principle of max-
imum a posteriori, and it is naturally extensible to the case of multiple classes and
was shown to perform well in spite of the underlying simplifying assumption of
conditional independence.
5. Decision trees: the tree aims to infer a split the training data from available feature
values, and an example is classified by following a path from the root node to a leaf
node, by performing a test on some feature at each node.
Training a classifier is based on a data-driven approach, which relies on first accumulating
a dataset of labelled sample points, which is referred to as a training set. The main
steps for training a classifier include obtaining training set and pre-processing, setting
up a model, training based on the training set, and finally, evaluation on the quality of
the classifier for prediction, i.e. the match between the predicted and the ground truth
labels for new data. It is common to use the accuracy, which measures the fraction of
correct predictions, as an evaluation criterion. Moreover, the test time efficiency for on-
line recognition is more important than the training efficiency off-line. Neural networks
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are expensive to train, but once the training is completed, it is very cheap to classify
new data, which is much more desirable in practice. With high accuracies, it allow us
to completely discard the training set once after the training process and only keep the
learned parameters for quickly evaluating new examples.
3.3 Implementation on mp-NCO-tracking
A central, and particularly arduous, task for the application of the mp-NCO-tracking
methodology is detecting all the critical regions of the mp-DO problem (3.1), and repre-
senting those regions in a form that can be easily exploited in the on-line point location
problem. Because the critical regions are generally non-convex and lack a closed-form
representation, classification methods from the fast-developing field of machine learning,
where the task is to predict a discrete class for a given input, represent a powerful al-
ternative. In the context of mp-NCO-tracking, multinomial classifiers [93] can provide
the desired mapping between the control problem parameter θ and the set of possible
switching structures {S1, . . . ,SNC}.
Our focus in this chapter is on multilayer perceptron (MLP) [94], a class of neural net-
works featuring multiple (hidden) layers and non-linear activation functions, which has
the ability to distinguish data sets that are not linearly separable. The MLPs of interest
comprise exactly NC neurons in their output layers, each one corresponding to the unique
switching structure for some θ ∈ Θ. A natural objective for MLP training is minimizing
misclassification with respect to the training data set. In particular, we use a so-called
softmax function, whose output P := [p1, . . . , pNC ] is a vector representing the probabil-
ity for each switching structure. The normalized probabilities returned by the softmax
classifier can subsequently be exploited on-line in the point location problem, where it can
guide the search for the correct switching structure and thereby avoid a na¨ıve enumera-
tion; see Step II in Section 3.3.1. Other loss functions which can only recognize the class
with the highest score, such as support vector machines, are not suitable in this context,
which is discussed in Section 3.3.2. The specifics of MLP training for their application
in mp-NCO-tracking are detailed in Section 3.3.3. Although the focus is on MLP and
softmax classifiers, the methodology could of course be transposed to other classification
techniques.
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First, we briefly review the definition of critical regions and the corresponding conditions
needs to by satisfied for a certain solution structure in [96]. The main components for
training MLP for classification of critical regions include building a model, which consists
of setting up the layer-wise architecture of the network and preprocessing the labelled
sample examples as training data, optimization based training process to obtain the cor-
responding parameters and finally the evaluation for generalized performance.
3.3.1 Review of critical regions
Before presenting the classifier, we provide an overview of mp-DO as shown in (3.1) and
the critical regions for mp-NCO-tracking control introduced in Chapter. 2.
Φ(θ) := min
u(t),x(t),
t0≤t≤tf
1
2
x(tf)
TQfx(tf) +
∫ tf
t0
1
2
x(t)TQx(t) +
1
2
u(t)TRu(t) dt
s.t. x˙(t) = f(x(t), u(t)) := Fxx(t) + Fuu(t) + Fθθ + f0
g(x(t), u(t)) := Gxx(t) +Guu(t) +Gθθ + g0 ≤ 0
h(x(tf)) := Hxx(tf) +Hθθ + h0 ≤ 0
x(t0) = Bθθ + b0 ,
(3.1)
where x ∈ Wnx1,2 denotes the state response; u ∈ U := {u ∈ L
nu
2 | ∀t ∈ [t0, tf ], u(t) ∈ U}
with U ∈ KnuC , the control input; θ ∈ Θ with Θ ∈ K
nθ
C , the parameter; w ∈ W := {w ∈
L
nw
2 | ∀t ∈ [t0, tf ], w(t) ∈ W} with W ∈ K
nw
C , the time-varying uncertainty; and Qf ∈ S
nx
+ ,
Q ∈ Snx+ , and R ∈ S
nu
++ are given weighting matrices.
Each critical regions Θi ⊆ Θ, i = 1 . . . NC of the mp-DO problem (3.1) is comprised of
those parameter values θ ∈ Θi whose corresponding optimal control solutions all share a
common switching structure S i. An explicit parameterization of the optimal solutions in
a critical region can be obtained by exploiting the equality conditions in the parametric
NCOs, and comes in the form
∀θ ∈ Θi, (u(t), x(t), λ(t), µ(t), ν, π) = Ki
(
t, θ, t1(θ), . . . , tN it−1(θ)
)
. (3.2)
The remaining inequality conditions in the parametric NCOs yield an implicit description
of the boundary of a critical region. The boundary between two critical regions thus
corresponds to either an inactive terminal or path constraint activating, or an active
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terminal or path constraint inactivating.
The mp-NCO-tracking methodology proposed in Chapter. 2 proceeds in two steps:
(I) The off-line step defines the multi-parametric control structure, which entails a
partitioning of the parameter domain Θ intoNC critical regions, Θ1∪· · ·∪ΘNC ⊆ Θ,
each corresponding to a unique switching structure S1, . . . ,SNC .The feedback laws
in each critical region are furthermore expressed in the parameterized form (3.2).
The partitions of the critical regions can be saved in a classifier by training sample
data, where its input is the parameter and its output is the label of the region Θi.
Details of the algorithm for training the classifier will be presented in the following
sections.
(II) The on-line step applies the feedback laws (3.2) in a receding horizon manner. Each
sampling time entails the location of the critical region Θi containing the current
parameter values θ. For a given switching structure candidate S i, this step starts by
computing the switching times t1(θ), . . . , tN it−1(θ) so as to enforce continuity of the
Hamiltonian function at these times, for instance by applying a Newton iteration.
A verification that θ is contained within Θi then consists of a simple check that all
of the primal and dual feasibility conditions are satisfied under the feedback law
Ki, which is implemented until next update.
3.3.2 Build classification model
This section focuses on building a neural network model as a classifier for critical regions.
The input of the classifier is the system parameter θ, and the output is a vector with as
many elements as the total number of critical regions denoting a normalized probability
distribution, i.e. P := [p1, . . . , pNC ], and each element pi representing the possibility of
a region Θi to be the correct one. The dimension with the highest score is taken as
the first choice of predicted class label corresponding to the input parameter. When the
input lies around the region boundaries, the class label with highest probability in output
layer might not be correct. In the case of such a misclassification, a second choice with
successive highest probability is readily available as the successive choice, and so on for
the following ones. This approach provides a way for the recognition of the ground truth
label based on a probability distribution.
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3.3.2.1 Architecture of model
A M-P neuron model receives input signals from other n neurons, which are passed by
weighted connections, and the total input is passed into an activation function for gen-
erating the output from the neuron. Mathematically, a neuron computes a dot product
and adds a bias, followed by a nonlinear activation function as output, and it is arranged
into layers in a neural network.
The output of a single neuron can be written in the following form:
yi(x) = f(Wx+ bi) (3.3)
where x ∈ Rn denotes the input signals; W ∈ R1×n is the weighting row vector and bi
is a bias scalar. The activation function f(·) then takes the single value y and performs
certain mathematical operation on it. It is usually a simple continuous and differentiable
function, such as Sigmoid: σ(z) = 1/(1 + e−z), which squashes a real-valued input to
the range [0,1], but may saturate and kill gradients or introduce undesirable zig-zagging
dynamics in the gradient updates for parameters; Tanh: tanh(z) = 2σ(2z) − 1, which
squashes a real-valued input to the range [-1, 1]; ReLU: f(z) = max(0, z), where the
activation is simply threshold at zero; Leaky ReLU: f(z) = I(z < 0)(αz) + I(z >= 0)(z);
Maxout: max(wT1 x + b1, w
T
2 x + b2), as a generalization of both ReLU and Leaky ReLU.
It is very rare to mix different types of neurons in the same network, even though there
is no fundamental problem with that.
Note that, a single neuron can work as a linear classifier, with the capacity of activation
near one as true or near zero as false for certain linear regions and an loss function. It can
be tuned into a binary softmax classifier (also known as logistic regression) with Sigmoid
as activation function or a binary SVM with a max-margin hinge loss.
The neural networks considered in this chapter are modelled as collections of neurons
that are connected in an acyclic graph and organized into distinct layers of neurons. For
regular neural networks, the most common layer type is the fully-connected (FC) layer,
where neurons between two adjacent layers are fully pairwise connected, while neurons
within a single layer share no connections. The architecture of a fully connected multi-
layer feed-forward neural network is shown in Fig. 3.1, consisting of an input layer I with
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n neurons, two hidden layers H each with i neurons and an output layer P with NC
neurons, which are used to represent the final class scores for classification.
...
...
... ...
I1
I2
In
H1,1
H1,i
Hh,1
Hh,i
P1
P2
PNC
Input layer Hidden layers Ouput layer
Figure 3.1: Layer-wise organization of a fully connected neural network
The forward pass of a fully-connected layer corresponds to one matrix multiplication
followed by a bias offset and an activation function evaluation. For a layer withm neurons,
the output of the layer is a vector obtained by a linear mapping combined with activation
functions,
yout = f(Wz + b) (3.4)
where z ∈ Rn is the output vector from its previous layer; each row of the weight matrix
W ∈ Rm×n is associated with a single neuron and b ∈ Rm is a bias vector for this
layer. The weighting matrix and a bias vector, which are free parameters to be chosen in
training process such that the correct class has a score higher than the scores of incorrect
classes. Together, these choices define the form of the score function, which is extended
from simple linear mappings to arbitrary complex nonlinear computations by introducing
layer-wise architectures..
This makes it simple and efficient (parallel for all training data) to evaluate using matrix
vector operations for neural networks with a layer-wise structure. The neurons in the
output layer most commonly do not have an activation function, because the last output
layer is usually taken to represent the class scores in classification or some real-valued
target in regression. Overall, a neural network performs a sequence of linear mappings
with interwoven nonlinearities.
From the mathematical point of view, neural networks with fully-connected layers can be
regarded as a family of functions organized in a layer-wise connected structure that are
parameterized by the connection weights. Neural network with at least one hidden layer
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are universal approximators for any continuous functions [94, 97]. Given any continuous
function f(x) and some ǫ > 0, there exists a neural network g(x) with one hidden layer
with a reasonable choice of non-linearity such that ∀x, |f(x) − g(x)|< ǫ, i.e. the neural
network can approximate arbitrary continuous functions.
Although a two-layer neural network can be a universal approximator, the fact that
deeper networks with multiple hidden layers can work better than a single-hidden-layer
networks is an empirical observation, despite the fact that their representational powers
are equal. The capacity of the network increases with the size and number of layers, and
together the space of representable functions grows. Since the neurons can collaborate
to express different functions, larger neural networks can represent more complicated
functions. Increasing the depth of network is more powerful, since it also increases the
cascade layers of function embeddings. Although the capacity of a model increases as
its complexity increases, an excessively complex network might come cross the problem
of overfitting. One should use as big of a neural network as the computational budget
allows, and use other regularization techniques to control overfitting coming from noises
in the data for better generalization in prediction. In addition, the development in cloud
computing and big data has made the computing ability been dramatically improved, and
the risk of overfitting can be reduced by increasing the training data size.
After the architecture of the network is chosen, the parameters need to be initialized
before training process, commonly by using small random numbers from a zero mean,
unit standard deviation Gaussian, further calibrating the variances of the weights and
batch normalization [98–100]. There are many hyperparameters to define for training
the neural networks, including the initial learning rate, learning rate decay schedule and
regularization [101]. The sizes of the intermediate hidden layers are also hyperparameters
of the network, and random search often give better performance than grid search [101].
3.3.2.2 Loss function definition
For the supervised classification problem considered in this chapter, training data are
given and fixed, and the optimization procedure is to minimize the loss function subject
to the parameters of a neural network based on the labelled data set. A classifier has two
major components, a score function for computing the class scores and a loss function
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that quantifies the agreement between the predicted scores and the ground truth labels,
which can be treated as the cost function of an optimization problem with respect to the
adjustable parameters in the score function. Thus, a better prediction is equivalent to a
smaller loss function.
To define the loss function, we first define a data set of sample points {xi} ⊂ R
D, i ∈ [1, N ]
and each associated with a ground-truth label yi ∈ [1, K]. Let s(xi) denote the class
scores vector for xi, where sj(xi) is the score of the j-th class for xi. The score function
f : RD → RK is the mapping from data to class scores by forward passing through passing
through all connected layers. Finally, a score for each class is obtained as a function of
all the weights and bias vectors as follows:
s(xi) = f(xi,W1, . . . ,WN , b1, . . . , bN) (3.5)
Afterwards, the loss function representation is chosen to character the match between
prediction and the ground truth label, and two most common choices are support vector
machine and softmax classifiers, which are introduced as follows:
(a) Support vector machines (SVMs) aim to find the maximum-margin hyperplanes that
separate two sets, and the resulting classifier is also known as maximum-margin clas-
sifier [102]. Multiclass SVMs are designed to make the score of the correct class higher
than all the other scores by at least a margin of delta. If any class has a core higher
than the lower bound, there will be accumulated loss, otherwise the loss is zero. The
objective of optimizing the model is to simultaneously satisfy the constraints for the
training data set and minimize the total loss.
The multiclass SVM loss for xi is defined as [103]
Li =
∑
j 6=yi
max(0, sj(xi)− syi(xi) + ∆) (3.6)
By a substitution of the linear score function (3.5), Li can be written as
Li =
∑
j 6=yi
max(0,W T(j,:)xi −W
T
(yi,:)
xi +∆) (3.7)
The threshold at zero max(0,−) is called hinge loss, and it is very common to use
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the form max(0,−)2 that penalizes violated margins more strongly, which is referred
to as L2-SVM. Nonlinear classifiers can be developed by applying kernel tricks to
the maximum-margin hyperplanes, where each dot product is replaced by a nonlinear
kernel function [102]. Other commonly used forms for multiclass SVM include one-
vs-all, lone-vs-one, or all-vs-all strategies, which are based on training binary SVM.
(b) Softmax classifier is a generalization to multiple classes based on the binary logis-
tic regression classifier. By interpreting the score functions (3.5) as normalized log
probabilities for each class, the cross-entropy loss takes the form as
Li = − log
(
esyi∑
j e
sj
)
= −syi + log
∑
j
esj (3.8)
where sj denotes the j-th element of class scores s; yi denotes the correct label corre-
sponding to xi.
The softmax function
fk(s) =
esk∑
j e
sj
(3.9)
takes the vector of class scores s and squashes it to a vector of values between zero and
one that sum to one, thus generating an output as normalized class probabilities. From
the information theory point of view, the cross-entropy between a true distribution p
and an estimated distribution q
H(p, q) = −
∑
x
p(x) log q(x) (3.10)
is minimized by a Softmax classifier based on the estimated class probabilities (qi =
esyi∑
j e
sj ) and the true distribution of classes (pi = [0, . . . , 1, . . . , 0] with 1 at yi-th posi-
tion). From the probabilistic point of view,
P (yi|xi) =
esyi∑
j e
sj
(3.11)
can be interpreted as the normalized probability assigned to the correct label yi given
the input data xi, i.e. the optimization of classifier aims to minimize the negative
log-likelihood of the correct class, as performing maximum likelihood estimation.
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For numeric stability, a normalization is usually applied as follows:
esyi∑
j e
sj
=
Cesyi
C
∑
j e
sj
=
esyi+logC∑
j e
sj+logC
(3.12)
where the value of C is usually chose as logC = −maxj sj, which is equivalent as to
shift the class score by subtracting the highest value.
The full loss function J to be minimized consists of the data loss L and a regularization
term R as follows:
J = L+ αR(W ) (3.13)
where the regularization penalty is appended to the loss function weighted by hyper-
parameter α, which is usually obtained by hyper-parameter tuning. Note that, due to the
regularization penalty, the loss function can never be exactly zero.
The data loss function is defined over all individual data loss Li for each sample point xi
as follows:
L =
1
N
∑
i
Li (3.14)
Regularization term is added for controlling the capacity of neural networks, such as
L1/L2 regularization, max norm constraints or Dropout, but it should not be too large
to overwhelm the data loss [104]. In practise, it is most common to use a single global L2
regularization as follows:
R(W ) =
∑
k
∑
n
W 2k,n (3.15)
which prefers smaller and more diffuse weight vectors. Thus, the classifiers are encouraged
to take into account all input dimensions with small amounts rather than a few input
dimensions strongly, which helps to improve the generalization performance and lead to
less overfitting [105]. The regularization does not include bias b, so the influence of an
input dimension is not controlled.
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The full loss of a SVM with L2 regularization penalty can be written as
L =
1
N
∑
i
∑
j 6=yi
max(0, sj(xi)− syi(xi) + ∆) + α
∑
k
∑
n
W 2k,n (3.16)
where the hyper-parameters ∆ and α control the same trade-off between the data loss
and the regularization loss in the objective, and it is safe to always set ∆ = 1.0.
The full loss of a Softmax classifier with L2 regularization penalty can be written as
L =
1
N
∑
i
(−syi + log
∑
j
esj) + α
∑
k
∑
n
W 2k,n (3.17)
where the regularization term can be interpreted as coming from a Gaussian prior over
the weight matrix W , as performing maximum a posteriori estimation.
It can be seen that SVM uses the max-margin loss to compute uncalibrated and not easy
to interpret scores for all classes, while softmax uses the cross-entropy loss to compute
probabilities for all labels, which can be interpreted as the confidence in each class. But
the diffusion of these probabilities also depends on the regularization penalty, such that
the same unnormalized log-probabilities distributions may lead to different normalized
outputs by different regularization strength α. In practice, SVM and softmax are usually
comparable, the performance difference are usually very small. However, SVM does not
consider the details of the individual scores, while softmax classifier is always trying to
assign correct class a higher probability and the incorrect classes lower probabilities, such
that the loss is always getting smaller.
Therefore, softmax classifier is a suitable choice for the classification problem concerned
in this research. A probability distribution for potential switching structures not only
predicts the class with the highest score, but also gives a rank for all the other classes to
handle the case of misclassification. In fact, due to the continuity of the parameter space
and no gap existing between adjacent regions, sample points belongs to different regions
may position very close in the boundary region. And it might happen for a point that
the class scores for its neighbouring regions are higher than that for the correct region.
In case of a point is misclassified by the first choice, successive choices can be made to
obtain a correct label.
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3.3.2.3 Generating sample data
Generating labelled sample data is a key step for the supervised classification problem.
In this research, the labeling of samples calls for detecting the switching structure of
the optimal control solution corresponding to every sample θ(1), . . . , θ(M). This detec-
tion can be made from the numerical solution of the optimal control problem (3.1). On
parameterizing the control trajectory, u(t) = φ(ν), where ν is a finite set of parame-
ters and the parameterization φ corresponds to a piecewise constant or linear function,
and discretizing the path constraint as interior-point constraints, one can approximate the
infinite-dimensional problem in (3.1) with a convex quadratic program (QP) for which fast
and reliable solvers are available. The active constraints in the QP solution correspond to
active path constraints at given times and active terminal constraints. The structure of
the actual optimal control can then be inferred by inspection of the KKT multipliers and
collecting the adjacent active times for the path constraints, as described in [39]. Labels
for sample data is defined such that each label corresponds to a unique switching structure
Sk, the target (ground-truth output) of the network is then y(θ) = [0, . . . , 1, . . . , 0] with
the k-th element to be 1 and others 0.
Sampling is a very important aspect for building an effective and economical data gen-
eration. For the efficiency of global representation over the entire parameter space, an
essential consideration is the trade-off between the exploration and exploitation [106, 107].
The former focuses on distribution of the data points over the complete domain so as to
fill up and spread as evenly as possible. While exploitation favours the regions that are
identified as potentially interesting, thus to make larger information gain. Since the dis-
tribution information for critical regions are not known, sample data collection should be
selected iteratively and guided by previously evaluated samples and their output values,
which calls for the process of adaptive sampling, also know as active learning.
Adaptive sampling avoids generating superfluous data by putting emphasis on the most
important boundary areas with more variance, which belongs to sequential sampling de-
signs [108–110]. For the classification problem for critical regions, the areas with high
variance represent the boundaries of the critical regions, discontinuity only happens when
crossing the boundaries and all the interior points of a critical region share the same
output value. Thus, the information gain is much higher in the boundary regions where
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higher density sampling should be generated.
In the training process, we use adaptive sampling strategy to improve the training effi-
ciency and accuracy, such that more sample points are generated in the areas with higher
variance or nonlinearities. The initial sampling can be performed based on some space
filling techniques, such as Sobol or Latin Hypercube sampling that cover the feasible
region as uniformly as possible [111, 112]. Afterwards, more data points are added in
a sequential way partially based on the importance of the local regions, using outputs
calculated from intermediate model as prior information to guide the sampling process.
After each iteration, the points with incorrect prediction by the neural work or with a
maximum value in output elements under certain level are labelled as reference points
for finer sampling. The neighbours of these reference points denote more uncertain areas
or regions with low confidence, and more sample points in these areas are added to the
training set. With this adaptive sampling strategies, the total number of samples can be
reduced substantially.
Moreover, to account for the exploration aspect, independent random points in the entire
domain are added for increasing the global density and randomness. For the balance of
the structure, the number of data for each class is also monitored, if it is too less, extra
data points around the existing samples of that class are generated and used for training
the network. Although not generating the exactly boundary points, the biased sampling
strategies help to improve the information gain towards the more interested regions and to
improve the efficiency to achieve the desired accuracy. At the same time, the distributed
computing could be possibly applied for computations in sample data generations and the
following training process [113].
After labelled samples are generated, data preprocessing is an important step before fit-
ting them into an optimizer for training, and it is a very common practice to always
perform normalization of input features to approximately the same scale for each dimen-
sion. Besides, data set is usually divided into training set, validation set and testing set.
When the lack of training data is a concern, cross-validation can be used to help estimate
the hyper-parameters. Here, the testing set is generated independently from the training
set and is only used for evaluation of generalized performance of the model.
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3.3.3 Training model
Training a neural network model aims to minimize the loss function that measures the
quality of a particular set of parameters based on agreement between the predicted class
scores and their ground truth counterparts. It can be considered as an optimization
problem with loss function as the objective function with respect to the parameters of the
score function, i.e. W and b involved in (3.13). After training process for the parameters
is completed, only the matrix W and the vector b are stored and all the training set can
be discarded. For computing a prediction, the new data is forwarded through the score
function and classified based on the class scores.
3.3.3.1 Optimization based learning
The learning procedure aims to find the the optimal values of the parameters and hyper-
parameters that minimize the loss function. Although training a neural network is gener-
ally a large-scale nonlinear optimization problem and there may exist lots of local minima,
practical implementations show that the performance of some local solutions are good
enough for the demanding tasks.
The optimization approaches for training neural networks is still currently a very active
research area and the most common methods includes [101, 114–118]: first order gradient
decent method, such as mini-batch gradient descent, stochastic gradient descent and mo-
mentum update; second order method based on Newton’s method, such as quasi-Newton
methods; adaptive learning rate methods, such as Adagrad, RMSprop and Adam. Fur-
thermore, the quantities that should be monitored during learning process usually include
loss function, validation/training accuracy (insights into overfitting) and ratio of update
magnitudes to the value magnitudes.
Gradient descent method is the most common way at the core of all neural network
libraries, which repetitively evaluates the gradient and preforms a parameter update as
p← p+∆p (3.18)
The step size for update is called learning rate, one of the most important hyper-parameters
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settings in training a neural network. During the procedure of parameter update, decaying
the learning rate over the period of the training helps to stabilize the system iterations. In
practice, only gradient for the parameters are usually computed, but gradient on training
data can still be useful sometimes for the purposes of visualization or interpreting the task
of neural network. Gradient can be calculated numerically or analytically, and a gradient
check is usually performed for analytic gradient compared with numerical gradient by
relative error. Since the loss functions are generally non-differentiable, subgradient is also
widely used instead.
Automatic differentiation efficiently computes the gradients on the connections of the
neural network with respect to the loss function [119, 120], where gradient can be calcu-
lated analytically using the chain rule for efficiently optimizing relatively arbitrary loss
functions that express all kinks of neural networks. Based on the the back accumulation
on local gradient recursively, any compound expression can be decomposed into simple in-
terpretations by breaking down the forward pass into stages that are easily back-propped
through. After the forward pass is finished, a gate eventually learns about the gradient
of its output value on the final output of the entire network during backpropagation.
Breaking down the forward pass into stages that are easily backpropped through is re-
ferred to as stages backpropagation. Each stage can be differentiated independently and
expressions of the gates should have easy local gradients and can be chained together with
least amount of efforts. Any kind of differentiable function can act as a gate, and multiple
gates can be grouped into a sing gate or one function can be decomposed into multiple
gates whenever it is convenient. The most commonly used patterns of gates in neural
networks are add gate that distributes gradient of output equally to all inputs), max gate
that equals 1.0 for highest input and 0 for others, and multiply gate that swaps inputs
for multiplication with gradient of output. Magnitude of the gradient of the parameters
depends on the scale of the data, such as multiply gate Wx with W as weights, thus data
preprocessing is important for training a network.
3.3.3.2 Evaluation of accuracy
Since the objective of the classifier concerned in this research is to predict the correct class
label for a given measurement, the performance of a network is referred to the accuracy on
prediction. For a sample set D = {(xi, yi)}, i ∈ [1, n], by comparing the prediction yˆ(xi)
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with the ground-truth label yi, the generalization error and accuracy rate are defined as
follows:
Error rate: E(yˆ;D) =
1
m
m∑
i=1
I(yˆ(xi) 6= yi)
Accuracy: Acc(yˆ;D) =
1
m
m∑
i=1
I(yˆ(xi) = yi) = 1− E(f ;D)
where I(·) is the indicator function.
For a classifier with an error rate ǫ, the probability that m out of n samples are misclas-
sified is
P (m|ǫ, n) =

n
m

 ǫm(1− ǫ)n−m , (3.19)
which is the probability of obtaining a testing error rate ǫˆ = m/n, and it satisfies the
Binomial distribution. Thus, binomial test can be used to estimate the true error of
classifier from the testing error rate. If the testing error rate ǫˆ < ǫ¯, such that
ǫ¯ = max ǫ s.t.
n∑
m=ǫ0×n+1

n
m

 ǫm(1− ǫ)n−m < α , (3.20)
the assumption of ǫ < ǫ0 is accepted with confidence 1− α. Thus, given the testing error
rate ǫˆ and the sample size, an estimation of the generalized prediction accuracy with
confidence can be obtained based on the inverse cumulative density function, such that
ǫ0 = ǫ0(ǫˆ, α, n). The higher the confidence, the lower the estimated accuracy is obtained.
The criterion for stopping the MLP training compares an estimate of the true classifier
error rate derived from the binomial distribution, with the actual misclassification rate
in the testing set. The confidence level 1 − α used in this hypothesis testing is usually
set to 95%. Notice that such a termination criterion for the MLP training ensures that
the test is statistically significant provided the testing set is sufficiently large, but it does
not provide any guarantee that the trained MLP will describe the mp-DO critical regions
to a desired accuracy. The ability of an MLP to describe a large number of nonconvex
critical regions can only improve with an increasing number of hidden layers and number
of neurons in these layers. The caveat is of course that a greater (off-line) computational
burden is necessary for training a bigger MLP and for labelling the samples in a larger
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training set T .
3.3.3.3 Algorithm
The off-line training of an MLP requires a labelled training set, learning from this training
set, and checking the evaluation accuracy against a certain reference, possibly within an
iteration loop. This overall procedure is summarized in Algorithm 4.1 below. The outcome
is a trained MLP, which encapsulates a compact representation of the critical regions for
the mp-DO problem at hand, and can be passed to the mp-NCO-tracking controller for
on-line use.
A few remarks are in order. The initial sample set in Step 1 can be generated with a space
filling technique, such as Sobol or Latin Hypercube sampling. Setting up the network
includes choosing the layer structure and functions for neurons, as well as training data
preprocessing, such as normalization. The learning process in Step ii aims to minimize a
softmax function representing the mismatch between the predicted and actual switching
structures across the entire training set. Here, Adam algorithm is used for optimization
of the parameters in the neural networks in the framework of TensorFlow [121, 122], while
there exist lots of additional resources for construction and optimization of the networks.
A regularization term is normally added to this softmax criterion, e.g. the sum of squared
weights in the MLP, in order to diffuse the weights throughout the MLP neurons and
prevent over-fitting. The generalized performance of the classifier is computed based on
(3.20), where each pair of the desired true error rate with a confidence level corresponds to
a testing error rate over an independent testing set of certain size. Thus testing accuracy
can be used directly as the stopping criterion, and the estimation on the true error rate
is calculated by using the inverted cumulative density function of Binomial distribution.
Lastly, the aim of the adaptive sampling strategy in Step iii is to improve the training
efficiency and accuracy. This can be done by adding more samples in subdomains where
the rate of misclassification is higher. In mp-DO, these subdomains typically correspond
to the boundaries between critical regions. Here, more points are added around those
ones whose predicted labels are not correct or not with high enough confidence. The new
points are generated randomly in an area with certain radius centred at those reference
points, that approximately accounting for the region between the chosen reference points
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Algorithm 4.1 MLP training procedure for mp-NCO-tracking.
Input: Uncertainty domain Θ ⊂ Rnθ ; Confidence level 1 − α on
a true classifier error rate ǫ; Number and size of hidden
layers H > 0 in MLP.
Main loop:
i. Select an initial sample {θ(1), . . . , θ(M)} ∈ Θ. Then, label each
point i = 1 . . .M with ek(i) ∈ {0, 1}
K , where k(i) ∈ {1, . . . , K} is
the (unique) matching switching structure, and K ≤ NS denotes
the number of switching structures detected on the sample. Form
the labeled training set T := {(θ(1), ek(1)), . . . , (θ
(M), ek(M))}.
ii. Set-up an MLP with H hidden layers and K neurons in the out-
put layer, and train it with the labeled set T . If the evaluation of
testing error rate is lower than the true classifier error rate with
confidence 1− α, stop.
iii. Expand the training set T by adding extra points i = M + 1 . . .
based on the adaptive sampling strategy. Then, label these extra
points with ek(i) ∈ {0, 1}
K , and update the number K of detected
switching structures accordingly. Return to Step ii.
Return: Trained MLP for mp-DO problem (3.1)
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and their neighbours. For our specific model type, the highest probability being under
certain level indicates that the label is probably incorrect or near the region boundaries.
Besides, additional randomly generated Sobol points are added into the new training set
to to increasing the density and randomness from the global exploration aspect. There is
furthermore no guarantee that all of the possible switching structures within the parameter
set Θ have been uncovered, such that unexplored switching structures might exist in some
very small area that totally enclosed by the recognized region and far from its boundaries.
The possibility of any existence of unexplored regions may be decreased by applying a
finer sampling density globally. Another way to guarantee the exploring entire critical
region may be by solving the nonlinear problem (2.29). Furthermore, analysis based on
the real physical systems might be considered to avoid such a situation happening from
a system specific perspective.
3.3.4 On-line implementation of classifier
For the procedure of on-line control, the classifier is embedded into the mp-NCO-tracking
controller for point location. A system parameter θ is taken as as an input to the trained
MLP obtained by Algorithm 4.1, and the output is computed as a distribution for the
potential critical regions y(θ) = [p1, . . . , pk, . . . , pK ]; afterwards, the correct switching
structure S i is chosen based on value of pk and its correspond switching times tk are
calculated as in step (II) in Section 3.3.1. In the case that the predicted class label with
the highest score is not correct, such that the switching times obtained do not agree with
the underlying switching structure, successive choices among the remaining class labels
are made based on the probability distribution, with the order of choices based on pk from
high to low. Due to the computational accuracy restriction, the generalized prediction
accuracy can not be guaranteed to be exactly 1.0. With the definition of critical regions
having a physical meaning, all inaccuracies normally exist around the regions boundaries.
In such a way, θ is mapped into Θi, which corresponds to the feedback laws K(i), which
is applied to the system until next update is available.
Furthermore, another advantage of the developed classifier lies in the fact it can perform
parallel learning task separately from working as predictor. Also, in case of the parameter
falls into an undetected region, where all the existing switching structures are incorrect,
one may considering solving the QP for this specific parameter and recognize the corre-
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sponding switching structure. Additionally, this can be taken as a new sample example
and the existing MLP model needs to be updated and further training, which should be
done parallel with usage the model. In such a way, the accuracy and reliability should be
improved with more training data feeding and validation, thus the generalization perfor-
mance can be monotonically improving as time evolves.
3.4 Case studies
3.4.1 An FCC system
We consider a fluidized catalytic cracking (FCC) unit operated in partial combustion
mode [85]. The objective is to steer the system to a given operating point, defined in
terms of the mass fraction of coke on regenerated catalyst, Crc, and the regenerator dense
bed temperature, Trg. The manipulated variables are the flow rate of air sent to the
regenerator, Fa, and the catalyst flow rate, Fs. A linear input-output dynamic model is
obtained via linearization and reduction of a first-principles nonlinear model around the
equilibrium point C∗rc = 5.207 × 10
−3, T ∗rg = 965.4K, T
∗
ro = 776.9K, T
∗
cy = 988.1K, and
T ∗f = 400K, where Tf denotes the feed oil temperature. The control and state variables
in this linear dynamic system are
x(t) :=

Crc(t)− C∗rc
Trg(t)− T
∗
rg

 , u(t) :=

Fs(t)− F ∗s
Fa(t)− F
∗
a

 .
This optimization-based control problem is given by
inf
x,u
1
2
∫ 10
0
x(t)TQx(t) + u(t)TRu(t) dt+
1
2
x(T )TQfx(T )
s. t. x˙(t) = Fxx(t) + Fuu(t) + Fθθ3 + f0
g(x(t), u(t)) ≤ 0
x(0) = (θ1, θ2).
(3.21)
where detailed values for the matrices can be found in Section. 2.4.3. The parameters θ
correspond to uncertainty in the initial values of Crc, Trg and Tf , with Θ = [−10
−3, 10−3]×
[−20, 20]× [−5, 5].
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We apply Algorithm 4.1 to construct an MLP that describes the switching structures
of the mp-DO (3.21). Here, all the data points are prepossessed to be in [−1, 1] in each
dimension. The selected MLP is a fully connected neural network Cθ, with one input layer,
two hidden layers and one output layer layer. Each hidden layer contains twenty neurons
with tanh(x) as the sigmoid activation functions in each neuron, and softmax function is
used in the output layer. Upon termination of Algorithm 4.1, the trained MLP represents
11 critical regions, corresponding to the eleven neurons in the output layer of the neural
network, and the details for different switching structures can be found in Section. 2.4.3.
We start with an initial Sobol set with 1000 sample points with an initial output vector
of dimension 9 and testing accuracy 96.8%. Afterwards, two sampling strategies are
applied for iteratively adding sample points in training set until the desired accuracy is
reached. For comparison, the same testing set of 1000 points generated independently
from training set is used for estimating the generalized true accuracy, such that two
different classifiers aims to reach the same accuracy level. First, we add a fixed number of
200 randomly generated Sobol points across the entire domain in each iteration as a brute
force exploration, and a final training set with 3800 points is obtained. The projection of
resulting sample set on (θ1, θ2) is represented in Fig 3.2(a), using a different color for each
switching structure. Such labelling is done by parameterizing the control trajectories as
piecewise constant and discretizing the path constraints at interior points over 100 stages,
and then solving the resulting QP problems using Gurobi. Next, the method of adaptively
training is used based on the initial sample set, where more sample points in subdomains
are generated and added to the training set. These subdomains, corresponding to areas
with high nonlinearities, are chosen as the local regions within certain radius centred at
selected training points, which are either misclassified or with a low value of the maximum
element in output vector. Besides, additional 100 Sobol points are added to the training
set to increase randomness and density for the space filling. The second training set with
1960 sample points in Θ is generated iteratively, which is shown in Fig 3.2(b). In this way,
the total number of training set is smaller than the simply non-biased sampling method
while still reaching the same accuracy level.
The testing accuracy is ǫˆ = 99.9% when taking into consideration the structure with
highest probability in the softmax classifier for the test set with 1000 sample points, which
is a Sobol set with uniform distribution. Thus, an estimation of generalized prediction
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accuracy ǫ = 99.7% is accepted with confidence of 95% based on the prediction of highest
probability. Furthermore, there is no misclassification in the testing set after taking into
consideration the structure with second highest probability as well. This indicates that
in the case of misclassification, a second solution is correct for the sample data in test set.
Additional calculation of the testing accuracy of two independent testing sets with 500
and 2000 points are performed for illustration on accuracy test, with 1.0 for the former and
99.9% for the later, which corresponds to prediction accuracy ǫ = 99.75% with confidence
95%. It can be shown that, the generalized performance is an estimation jointly from
the testing accuracy and size of the testing size, and the 1.0 accuracy on one testing
set does not indicate the exact true accuracy. Since the space is continuous, the global
generalization performance can be only estimated with certain confidence statistically.
For the on-line control, the classifier takes the parameter θ as input and gives an output
denoting the probability distribution Y (θ) = [y1, . . . , y11], where yi corresponds to critical
region CRi. The switching structure Si is then selected and the corresponding control
laws Eq. 3.2 is applied until next feedback of the parameter.
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Figure 3.2: Sample data for training neural network
For the parameter value θ = (9 · 10−4, 14, 0), the structure with highest probability pre-
dicted by the softmax classifier is Θ6 (99.99%). The corresponding switching structure
is comprised of three arcs, with a boundary arc x1 reaching its upper bound located in
between an initial interior arc and a final arc. In turn, we can use the corresponding feed-
back laws K6 given in (3.2) to compute the switching times t1(θ), t2(θ), and check that
all of the corresponding primal and dual feasibility conditions are satisfied. The resulting
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optimal control trajectory is shown on Fig. 3.3.
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Figure 3.3: Trajectory for θ ∈ CR6 by mp-DO solution
One of the misclassified samples in the training set is obtained for the parameter values
θ = (9.2 × 10−4, 13, 5). The structure with highest probability that is predicted by the
softmax classifier is again Θ6 (55.53%). But in calculating the optimal switching times, we
find that the switching between the second and final arcs should now occur at t2 ≈ 10.012,
which is beyond the time horizon T = 10. Therefore, this point does not belong to Θ6.
The structure with second highest probability is Θ5 (44.47%), which does not present
the final interior arc, and turns out to be the correct one. The resulting optimal control
trajectory is shown on Fig. 3.4.
3.4.2 A series of chemical reactors
Consider a system of two well mixed, non-isothermal continuous stirred tank reactors
CSTRs operating in series [123], as shown in Fig. 3.5, where three parallel irreversible
elementary exothermic reactions of the form A
k1−→ B, A
k2−→ U , and A
k3−→ R take place. A
is the reactant species, B is the desired product and U and R are undesired byproducts.
The feed to the first reactor consists of flow rate F0 with pure A, molar concentration
CA0 and temperature T0, and the output of the first reactor is fed to the second reactor.
Another fresh feed to the second reactor consists of flow rate F3 with pure A, molar
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Figure 3.4: Trajectory for θ ∈ CR5 by mp-DO solution
concentration CA03 and temperature T03.
Figure 3.5: System of two CSTRs operating in series
The mathematical model of the process derived from material and energy balances is in
Eq. (3.22), where T , CA, Q and V denote the temperature of the reactor, the concentration
of species A, the rate of heat input/removal from the reactor, and the volume of reactor,
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respectively, with subscript j denoting CSTRj.
dCA1
dt
=
F0
V1
(CA0 − CA1)−
3∑
i=1
Ri(CA1, T1)
dT1
dt
=
F0
V1
(T0 − T1) +
3∑
i=1
−∆Hi
ρcp
Ri(CA1, T1) +
Q1
ρcpV1
dCA2
dt
=
F0
V2
(CA1 − CA2) +
F3
V2
(CA03 − CA2) +
3∑
i=1
Ri(CA2, T2)
dT2
dt
=
F0
V2
(T1 − T2) +
F3
V2
(T03 − T2) +
3∑
i=1
−∆Hi
ρcp
Ri(CA2, T2) +
Q2
ρcpV2
(3.22)
where Ri(CAj, Tj) = ki0exp(
−Ej
RTj
)CAj, j = 1, 2; ∆Hi, ki, Ei, i = 1, 2, 3, denote the en-
thalpies, pre-exponential constants and activation energies of the three reactions, respec-
tively; cp and ρ denote the heat capacity and density of the fluid. Values of other constant
parameters can be found in Table 3.1.
Table 3.1: Parameters for two CSTRs system
F ∗0 = 4.998 m
3/hr F ∗3 = 30.0 m
3/hr
V1 = 1.0 m
3 V2 = 3.0 m
3
T0 = 300 K T03 = 300 K
C∗A0 = 4.0 kmol/m
3 C∗A03 = 3.0 kmol/m
3
∆H1 = −5.0× 10
4 kJ/kmol ∆H2 = −5.2× 10
4 kJ/kmol
∆H3 = −5.4× 10
4 kJ/kmol k10 = 3.0× 10
6hr−1
k20 = 3.0× 10
5hr−1 k30 = 3.0× 10
5hr−1
E1 = 5.0× 10
4 kJ/kmol E2 = 7.53× 10
4 kJ/kmol
E3 = 7.53× 10
4 kJ/kmol R = 8.314 kJ/kmolK
ρ = 1000.0 kg/m3 cp = 0.231 kJ/kgK
The control objective is to steer system to an unstable steady state (C∗A1, T
∗
1 , C
∗
A2, T
∗
2 ) =
(3.59 kmol/m3, 388.57 K, 2.55 kmol/m3, 429.24 K), with Q1 = 0 and Q2 = 0, while
simultaneously maintaining reactant concentration and avoiding high temperatures in
the presence of input actuations. Constraints for the input and state variables are
|F0−F
∗
0 |≤ 4.998 m
3/hr, |Q1|≤ 1×10
7 kJ/hr, |F3−F
∗
3 |≤ 30.0 m
3/hr, |Q2|≤ 3×10
7 kJ/hr,
|CAj − C
∗
Aj|≤ 0.1 and |Tj − T
∗
j |≤ 20 K, j = 1, 2. The manipulated inputs are cho-
sen as F0, Q1, F3, Q2. A linear input-output dynamic model is obtained via lineariza-
tion and reduction of a first-principles nonlinear model around the equilibrium point
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(C∗A1, T
∗
1 , C
∗
A2, T
∗
2 ). The control and state variables in this linear dynamic system are
x(t) :=


CA1(t)− C
∗
A1
T1(t)− T
∗
1
CA2(t)− C
∗
A2
T2(t)− T
∗
2

 , u(t) :=


F0(t)− F
∗
0
Q1(t)
F3(t)− F
∗
3
Q2(t)

 .
The optimization-based control problem complies with the formulation in (3.1), with the
terminal time tf = 5. The non-zero matrices in the objective function and linear dynamic
system of the optimal control problem are:
Qf =


2.71 −6.64× 10−4 3.40× 10−1 −2.44× 10−5
6.64× 10−4 −1.23× 10−5 3.74× 10−4 4.47× 10−8
−3.40× 10−1 3.74× 10−4 1.39× 10 1.15× 10−3
−2.44× 10−5 −4.47× 10−8 1.15× 10−3 4.28× 10−5

 ,
Q = diag
[
1.00× 102, 2.50× 10−3, 1.00× 104, 1.56× 10−1
]
,
R = diag
[
2.00× 102, 1.00× 10−12, 5.00× 10−4, 2.50× 10−14
]
,
Fx =


−5.57 −8.15× 10−2 0 0
1.23× 102 1.26× 10 0 0
1.67 0 −1.41× 10 −2.05× 10−1
0 1.67 5.34× 102 3.27× 10

 ,
Fu =


4.09× 10−1 0 0 0
−8.86× 10 4.33× 10−3 0 0
3.48× 10−1 0 1.51× 10−1 0
−1.36× 10 0 −4.31× 10 1.46× 10−3

 .
The path constraints g(x(t), u(t)) for the linearized system is


−4.998
−1× 107
−30
−3× 107

 ≤ u(t) ≤


4.998
1× 107
30
3× 107

 ,


−0.1
−20
−0.1
−20

 ≤ x(t) ≤


0.1
20
0.1
20

 .
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The parameters θ correspond to uncertainty in the initial values of state variables x(0),
with Θ = [−0.1,−20,−0.1,−20] × [0.1, 20, 0.1, 20]. The four dimensional space can not
be visualized in general and the partition of the critical regions is represented by the
classification model. A classifier is trained based on a neural network with an input
layer containing 4 neurons, five hidden layers each containing 20 neurons with tanh(x) =
(1 − e−2x)/(1 + e−2x) as activation function and an output layer containing 17 neurons.
This means that there are 17 critical regions in total, and the direct output of the classifier
for θ is a vector Y (θ) = [y1, . . . , y17]. We start with an initial Sobol set with 5000 sample
points as the training set and iteratively adding sample points in training set. The testing
data is generated independently from the training set by a Sobol set with 5000 uniformly
distributed points, each attached with a label from 1 to 17. A final training set with
16294 points is obtained by 5 iterations. The labelling of the sample points is again by
parameterizing the control trajectories as piecewise constant and discretizing the path
constraints at interior points over 50 stages, and then solving the resulting QP problems
using Gurobi. Next, the method of adaptively training is used based on the initial sample
set, where more sample points in subdomains are generated and added to the training
set.
Based on the the label corresponding to the highest probability, the testing accuracy
99.78% is obtained. When choosing a confidence of 95%, an estimation of the generalized
accuracy of 99.66% is calculated based on binomial distribution. To illustrate the esti-
mation of generalized accuracy, another independent testing of a Sobol set of 4000 shows
an testing accuracy 99.80%, thus the corresponding estimation is with confidence of 95%
is 99.68%, which also shows that the generalization performance is jointly estimated by
the testing accuracy and size of the testing size. Among all the critical regions, the active
constrains include saturations of the fourth input u4 and the first state x1 reaching its
lower and upper bounds. Detailed description of the switching structures for each critical
region is as follows:
• The critical region CR1 corresponds to unconstrained optimal controls.
• The solutions in CR2 and CR3 are comprised of two arcs, a boundary arc where u4
reaches its lower and upper bound, respectively, followed by an interior arc.
• The solutions in CR4 and CR5 are comprised of three arcs, with a boundary arc
where x1 reaches its upper and lower bound, respectively, located in between an
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initial interior arc and a final one.
• The solutions in CR6, CR7, CR8 and CR9 combine the previous two cases in CR2+CR4
or CR2+CR5 or CR3+CR4 or CR3+CR5, and give rise to four arcs, starting with a
boundary arc for u4 (like CR2 or CR3), followed by an interior arc, a boundary arc
for x1 (like CR4 or CR5), and a final interior arc.
• The solutions in CR10 ∼ CR13 are comprised of four arcs, which are similar as for
CR6 ∼ CR9, except that the second arc corresponds two active constraints, u4 and
x1 reaching their lower or upper bounds which are compatible with the first or third
arc.
• The solutions in CR14 ∼ CR17 are comprised of four arcs, where the first three arcs
contains a boundary arc for u4 (like CR2 or CR3) with the second arc also contains
a boundary arc for x1 (like CR4 or CR5), followed by a final interior arc.
Take the initial state θ = [0.095, −19, 0.05, 10] as the input of classifier, an output
vector is obtained with the fouth element being the largest value, which indicates that
θ ∈ CR4. And the input and state reference trajectories originating form θ based on the
corresponding swithcing structure are shown in Fig. 3.7, where there are three arcs and
the state variable x1 reached its upper bound in the second arc.
Choose another parameter θ = [−0.095, 19, 0.09, −18], and the largest element of the
output of classifier is y8. The corresponding input and state reference trajectories origi-
nating form θ ∈ CR8 are shown in Fig. 3.7, where the input variable u4 reached its upper
bound in the first arc and the state variable x1 reached its lower bound in the third arc
followed by the final interior arc.
The closed-loop simulations for the initial state θ = [−0.095, 19, 0.09, −18] by applying
controller with ∆T = 1 are shown in Fig. 3.8. When a parameter θ is given to the classifier,
the corresponding swithcing structure is obtained based on the probability distribution
for the critical regions. Here, the system input variables are calculated based on the
linear system and closed-loop responses are obtained by simulations of the original non-
linear dynamic system. The controller keeps the response following the optimal switching
structures jumping from CR8 to CR5 to CR1, and finally the system is stabilized at the
desired steady state.
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Figure 3.6: Optimal solution by mp-DO for CSTRs system in CR4
3.5 Conclusion
This chapter presents an algorithm on training a classifier for recognition of critical re-
gions to be integrated into the mp-NCO-tracking controller. The principal objective is
the use of data classifiers based on deep learning to approximate the critical regions in
continuous-time mp-DO problems, and subsequently search for a critical region during
on-line execution. A neural network based model is selected for the classification problem
due to its representational power as universal approximator for continuous functions. The
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Figure 3.7: Optimal solution by mp-DO for CSTRs system in CR8
detailed layer-wise architecture and mathematical formulation of the model are presented,
including the definition of the score function for computing class scores and the loss func-
tion. The objective for training the model is to minimize the loss function defined by the
cross entropy between the prediction and the ground truth labels. In the output layer of
the network, softmax classifier is used to generate a normalized probability distribution
on all the critical regions, given a parameter of the control problem as input. And it
also has the potential ability to handle the case of misclassification. General steps for
setting up the model and training based on optimization are discussed, and evaluation of
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Figure 3.8: Closed-loop response of the mp-NCO-tracking controllers for CSTRs system.
the generalized accuracy on prediction of the classifier is performed based on uniformly
distributed random data.
The algorithm for the implementation of the mp-NCO-tracking controller is presented in
a step-wise procedure. This calls for a training set with labelled points, a neural network
based classification model with a layer-wise structure and an optimizer to compute the
value of parameters for the neural network, namely, the weights and bias that character-
ized the classification model. After the training, sample data can be completely discarded,
and the classifier is used for locating the measurement of the systems parameter into criti-
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cal regions for on-line control. Estimation of the true accuracy of the network is computed
based on a binomial distribution, and the situation that points around region boundaries
are misclassified is also considered by taking the highest few candidate classes obtained
directly from the output layer. Finally, these developments are illustrated by case studies
of an FCC system and a system of two CSTRs operated in series, where classifiers are
trained for reaching a certain accuracy on the prediction and applied in the closed-loop
control of the dynamic systems.
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Chapter 4
Robust multi-parametric
NCO-tracking control
4.1 Introduction
This chapter extends the mp-NCO-tracking approach to enable robust multi-parametric
controllers for continuous-time linear dynamic systems. One limitation within the frame-
work of mp-NCO-tracking is that the controllers are based on a certainty-equivalence
principle, whereby the future of the system is optimized as if neither external disturbances
nor model mismatch were present, despite the fact that such disturbances and mismatch
are the reason why feedback is needed in the first place. This situation is similar to clas-
sical MPC [32, 124] and is a clear call for the development of robust mp-NCO-tracking
controllers.
Popular approaches to designing robust MPC controllers for linear systems rely on the
construction of ancillary feedback laws using linear matrix inequalities (LMI) and min-
max optimization [125–127]; the propagation of robust forward invariant tubes enclosing
the state trajectories for all possible disturbance realizations [128–133]; and the refor-
mulation of MPC as a multi-stage optimization problem using dynamic programming
and subsequent robustification of the subproblems [134]. The approach developed in this
chapter for robustifying mp-NCO-tracking controllers is inspired by tube-based MPC. It
involves backing-off the path and terminal state constraints based on a worst-case un-
certainty propagation determined using either interval analysis or ellipsoidal calculus.
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An important advantage of this approach is that it retains the same complexity as with
nominal mp-NCO-tacking controllers. Preliminary results have been presented in [135],
which are extended herein by introducing ancialiry feedback laws in order to reduce the
conservatism.
The focus herein is on constructing robust mp-NCO-tracking controllers, which can guar-
antee feasibility in the worst-case scenario for the time-varying uncertainty w(t). The
main objective is to develop robust formulations that are amenable to numerical solution
within the same computational effort as the nominal mp-NCO-tracking controllers in [96],
i.e. with Fw = 0. This way, the developments in Chapter 2 and chapter 3 are ready to be
applied in the robust control. The system state is decomposed into two parts, a nominal
reference component and a disturbed component. The dynamics of disturbed component
evolves separately from the nominal dynamics, and convex enclosure of the uncertain
dynamics is computed off-line for the worst-case scenario based on interval or ellipsoidal
reachability tubes centred at the nominal reference trajectory. This way, the correspond-
ing back-offs on constraints based on these reachability tubes can be computed prior to
solving the mp-DO problem, thus enabling the direct application of the controller design
procedure. Finally, the robust counterpart of the control problem with unknown distur-
bances is formulated by backing-off the constraints. To reduce conservatism and stabilize
the reachability tubes, additional linear state feedback input with respect is added to the
nominal input for the reference trajectory. These developments are illustrated with the
case studies of a fluidized catalytic cracking (FCC) unit operated in partial combustion
mode and a series of chemical reactors.
The rest of the chapter is organized as follows: Section 4.2 lists a couple of notations
which are essential for the formulation of robust counterpart of the control problem;
Section 4.3 presents the formulation of the robust control problem studied in this chapter;
Section 4.4 develops robust mp-NCO-tracking controllers based on a robust-counterpart
formulation of the mp-DO problem, considering both additive and multiplicative time-
varying uncertainty, and training classifiers for critical regions; results for the numerical
case studies of a fluidized catalytic cracking (FCC) unit and a series of chemical reactors
are presented in Section 4.5; finally, Section 4.6 concludes the chapter.
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4.2 Notations
The sets of compact and convex subsets of Rn are denoted by Kn and KnC. The set of n-
dimensional symmetric positive semi-definite (resp. positive definite) matrices is denoted
by Sn+ (resp. S
n
++).
An interval vector is denoted by
[
yL, yU
]
, and its radius and midpoint are defined as:
mid
([
yL, yU
])
:=
(
yU + yL
)
2
,
rad
([
yL, yU
])
:=
(
yU − yL
)
2
.
An ellipsoid with center q ∈ Rn and shape matrix Q ∈ Sn+ is given by
E(q,Q) :=
{
q +Q
1
2v
∣∣∣ v ∈ Rn, vTv ≤ 1} .
The support function V [Z] : Rn → R of a set Z ∈ Kn is
∀c ∈ Rn, V [K](c) := max
z
{cTz | z ∈ Z} .
In particular, the support functions of the interval
[
yL, yU
]
and the ellipsoid E(q,Q) are
defined for each c ∈ Rn as
V [E(q,Q)](c) = cTq +
√
cTQc
V [yL, yU](c) = cTmid
([
yL, yU
])
+ abs (c)T rad
([
yL, yU
])
with abs (c) := (|c1|, . . . , |cn|)
T.
The i-th row (resp. column) of a matrix A ∈ Rn×n is denoted by A(i,·) (resp. A(·,i)).
The m × n-matrix with zeros in all its entries is denoted by 0m×n or 0n if m = n. The
n-dimensional identity matrix is denoted by In.
Let I ⊂ R, Lnu2 (I) denotes the set of L2-integrable vector-valued functions of dimension
nu on I, andW
nx
1,2(I), the set of nx-dimensional weakly differentiable functions on I, whose
weak derivative is L2-integrable.
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Let Dixf denotes the i-th partial derivative of a function f with respect to x and f
(j), the
j-th order derivative of with respect to t.
A path constraint gi = Gx,ix+Gu,iu+Gθ,iθ+ g0,i is said to be of order (or degree) σi ≥ 0
if Dug
(j)
i ≡ 0 for j = 0 . . . σi − 1 and Dug
(σi)
i 6= 0. For simplicity, we use the notation as
in Chapter 2
g
(σ)
i (x, u) := G
(σ)
x,i x+G
(σ)
u,i x+G
(σ)
θ,i θ + g
(σ)
0,i ,
We also make use of the notation for g = [g1, . . . , gng ]
T, such that
g(σ)(x, u) := G(σ)x x+G
(σ)
u u(t) +G
(σ)
θ θ + g
(σ)
0 ,
with G(σ)x :=


G
(σ1)
x,1
...
G
(σng )
x,ng

 , G(σ)u :=


G
(σ1)
u,1
...
G
(σng )
u,ng

 , G(σ)θ :=


G
(σ1)
θ,1
...
G
(σng )
θ,ng

 , g(σ)0 :=


g
(σ1)
0,1
...
g
(σng )
0,ng

 .
An over-bar is used to indicate subsets of constraints that are active, such as g¯(x(t), u(t)) =
G¯xx(t) + G¯uu(t) + G¯θθ + g¯0 ≤ 0 and the Lagrangian multiplier µ¯(t).
4.3 Problem Formulation
We consider constrained linear-quadratic optimal control problems under uncertainty, in
the form:
inf
x,u
1
2
∫ T
0
x(t)TQx(t) + u(t)TRu(t) dt+
1
2
x(T )TQfx(T )
s. t. x˙(t) = Fxx(t) + Fuu(t) + Fθθ + Fww(t) + f0
x(0) = B0θ + b0
Gxx(t) +Guu(t) +Gθθ + g0 ≤ 0
Hxx(T ) +Hθθ + h0 ≤ 0 .
(4.1)
Besides the standard notations defined previously, x ∈ Wnx1,2 denote the state response;
u ∈ U := {u ∈ Lnu2 | ∀t ∈ [0, T ], u(t) ∈ U} with U ∈ K
nu
C , the control input; θ ∈ K
nθ
C , the
problem parameters; w ∈ W := {w ∈ Lnw2 | ∀t ∈ [0, T ], w(t) ∈ W} with W ∈ K
nw
C , the
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time-varying uncertainty; and Qf  0, Q  0, and R ≻ 0 are given weighting matrices.
We shall often use the short-hand notations f(x(t), u(t), θ), g(x(t), u(t), θ), h(x(T ), θ) and
J(x, u) to denote the ODE right-hand side, path constraint, terminal constraint and cost
functions, respectively.
The focus of the chapter is on constructing robust mp-NCO-tracking controllers, in order
to guarantee feasibility in the worst-case scenario for the time-varying uncertainty w(t).
The objective is to develop robust formulations that are amenable to numerical solution
with the same computational effort as the nominal mp-NCO-tracking controllers in [96],
i.e. with Fw = 0.
4.4 Robust mp-NCO-Tracking Controllers
This section develops a robustification of the mp-NCO-tracking methodology by [96],
whereby worst-case uncertainty propagation [80] is applied to back-off the terminal and
path constrained in order for the feedback controller to guarantee feasibility under all
possible uncertainty scenarios. Furthermore, the conservatism of the open-loop solutions
can be reduced by adding an additional state feedback control function v : R×Rnx → Rnu
to the open-loop solution, which in the case of a linear feedback gainK leads to an ancillary
state feedback law in the form
u(t, x) :=

 uˆ(t) if t ∈ [0, ts)uˆ(t) +K [x(t)− xˆ(t)] if t ∈ [ts, T ] (4.2)
where xˆ(t) ∈ Rnx and uˆ(t) ∈ Rnu are the state and control values of the nominal system
that generates the reference trajectory at time t; and K ∈ Rnu×nx is a linear feedback gain
matrix; and ts > 0 is the sampling period. In particular, this formulation distinguishes
the first sampling period, during which the control actions are essentially in open loop.
For the purpose of reducing conservatism and stability, the feedback gain K is chosen
so as for the reachability tube for the disturbed component to be small enough and be
controlled invariant at terminal time.
For simplicity, we shall use the following notations
F˜x := Fx + FuK
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G˜x := Gx +GuK
throughout the developments in this chapter, and both matrices are directly affected by
the value of the gain matrix K.
Regarding the uncertain system with disturbances, by substitution of u(t) with (4.2), the
closed-loop dynamics of the uncertain system in (4.1) are thus described by
x˙(t) = Fxx(t) + Fuu(t, x) + Fθθ + Fww(t) + f0
=

 Fxx(t) + Fuuˆ(t) + Fθθ + Fww(t) + f0 if t ∈ [0, ts)F˜xx(t)− FuKxˆ(t) + Fuuˆ(t) + Fθθ + Fww(t) + f0 if t ∈ [ts, T ]
For a given uncertainty reference wˆ(t) ∈ W , we may then split the state and the distur-
bance into nominal and perturbed components as
x(t) = xˆ(t) + dx(t) , (4.3)
w(t) = wˆ(t) + dw(t) , (4.4)
so that the dynamics of the state reference xˆ are given by
˙ˆx(t) = Fxxˆ(t) + Fuuˆ(t) + Fθθ + Fwwˆ + f0 (4.5)
with xˆ(0) = B0θ + b0 .
and the dynamics of the perturbation dx are given by
d˙x(t) =

 Fxdx(t) + Fwdw(t) if t ∈ [0, ts)F˜xdx(t) + Fwdw(t) if t ∈ [ts, T ] (4.6)
with dx(0) = 0 .
Observe that the initial value problem (4.6) is independent of the nominal control uˆ and
the parameter θ. By linearity, a unique solution to the initial value problem (4.6) exists
for all w ∈ W , denoted by δ(·, w) subsequently, and the reachability tube ∆ : [0, T ] →
K
nx describing the solution set of (4.6) for all possible realizations of the time-varying
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uncertainty w is given by
∆(t) := {d ∈ Rnx | ∀t ∈ [0, T ], ∃w ∈ W : d = δ(t, w)} . (4.7)
An illustration for the enclosure of reachability tubes is shown in Fig 4.1.
x(t)
time
xˆ(t)
xˆ(t) + dx(t)
{xˆ(t)} ⊕∆(t)
Figure 4.1: Enclosure of reachability tubes
The path constraints g(x(t), u(t)) can be formulated as
g(x(t), u(t, x)) = Gxx(t) +Guu(t, x) +Gθθ + g0
=

 Gxx(t) +Guuˆ(t) +Gθθ + g0 if t ∈ [0, ts)G˜xx(t) +Guuˆ(t)−GuKxˆ(t) +Gθθ + g0 if t ∈ [ts, T ]
Finally, the nominal dynamics, path and terminal constraints can be re-written as
˙ˆx(t) = Fxxˆ(t) + Fuuˆ(t) + Fθθ + Fwwˆ + f0
g(x(t), u(t, x)) =

 Gxxˆ(t) +Guuˆ(t) +Gθθ + g0 +Gxdx(t) if t ∈ [0, ts)Gxxˆ(t) +Guuˆ(t) +Gθθ + g0 + G˜xdx(t) if t ∈ [ts, T ].
h(x(T )) = Hxxˆ(T ) +Hθθ + h0 +Hxdx(t)
(4.8)
The additional terms Gxdx(t), G˜xdx(t) and Hxdx(t) in the above equations will potentially
change the constraints compared to the nominal case, thus changing the types and shapes
of the critical regions compared to the nominal case, since they are defined based on
sequence of active constraints. Due to the constraints not remaining the same, following
which the NCO conditions are different as well, nominal feedback laws will potentially
change in each region based on the new constraints. For example, pure inputs constraint
now become state-input constraints, and the admissible region shrinks as well.
It can be seen that the feedback gain K has a direct effect in perturbation dynamics
99
and constraints through (4.6) and (4.8), such that the robust solution of the nominal
component will rely on the choice of K. A smaller gain might result in more conservative
solutions, while a larger gain might keep the perturbation relatively smaller but with
the price of more aggressive control actions. Thus a trade-off exists for the closed-loop
performance with state feedback inputs, and the overall performance also rely on the
postpone realization of the disturbances, which may lead to smaller deviations than in
the worst-case scenarios.
Provided that a compact reachable-tube enclosure ∆¯(t) ⊇ ∆(t) is available on [0, T ], a
conservative robust counterpart to the problem (4.1) that minimizes the nominal cost
may be formulated as [136]
inf
xˆ,uˆ
1
2
∫ T
0
xˆ(t)TQxˆ(t) + uˆ(t)TRuˆ(t) dt+
1
2
xˆ(T )TQf xˆ(T )
s. t. ˙ˆx(t) = Fxxˆ(t) + Fuuˆ(t) + Fθθ + Fwwˆ + f0
xˆ(0) = B0θ + b0
max
δ∈∆(t)
Gxxˆ(t) +Guuˆ(t) +Gθθ + g0 ≤ −δG
max
δ∈∆(T )
Hxxˆ(T ) +Hθθ + h0 ≤ −δH ,
(4.9)
with
δG :=


max
δ∈∆¯(t)
Gxδ if t ∈ [0, ts)
max
δ∈∆¯(t)
G˜xδ if t ∈ [ts, T ]
and δH := max
δ∈∆¯(T )
Hxδ .
An inherent advantage of this formulation is that the developments in [96] apply readily to
the problem (4.9) in order to devise a robust mp-NCO-tracking controller. It is nonethe-
less clear that the back-off terms on the right-hand side of the robustified constraints will
modify the boundary of the critical regions, and possibly the number and type of the
critical regions too. Such changes in activation level of the constraints will furthermore
propagate through the optimality conditions of the robustified mp-DO problem, thereby
resulting in different feedback laws in those critical regions where path or terminal con-
straints are active. Provided the nominal controlled system being asymptotically stable
at the origin and the enclosure of the reachable set being robustly controlled invariant,
the closed-loop system is ultimately bounded in ∆¯(T ), which serves as the ‘origin’ of the
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uncertain controlled system [137].
In addition to a direct effect on the back-off terms of the robustified path constraints in
(4.9), the gain matrix K will also have an indirect effect on the spread of the reachability
tube enclosure ∆¯. In general, any set-valued function ∆¯ : [0, T ] → KnxC satisfying the
following generalized differential inequality for every c ∈ Rnx ,
a. e. t ∈ [0, ts), V˙ [∆¯(t)](c) ≥ max
d,w

cT (Fxd+ Fww)
∣∣∣∣∣∣
cTd = V [∆¯(t)](c),
d ∈ ∆¯(t), w ∈ W


a. e. t ∈ [ts, T ], V˙ [∆¯(t)](c) ≥ max
d,w

cT
(
F˜xd+ Fww
) ∣∣∣∣∣∣
cTd = V [∆¯(t)](c),
d ∈ ∆¯(t), w ∈ W


with V [∆¯(0)](c) ≥ 0, yields a valid enclosure of the reachable tube (4.7); see, e.g., [138].
The special cases of tractable interval and ellipsoidal enclosures are treated below, after
which we discuss an approach to computing the gain matrix K.
4.4.1 Case of Interval Tube Enclosures
An interval enclosure ∆(t) :=
[
dLx(t), d
U
x (t)
]
⊇ ∆(t) can be precomputed via the following
system of auxiliary ODEs:
a. e. t ∈ [0,ts), ∀i ∈ 1, . . . , nx,
d˙Lxi(t) =minδx

 Fx(i,·)δx
∣∣∣∣∣∣
δxi = d
L
xi
(t)
δx ∈ ∆¯(t)

+minδw { Fw(i,·)δw ∣∣ δw ∈ W ⊖ {wˆ(t)} } ,
d˙Uxi(t) =maxδx

 Fx(i,·)δx
∣∣∣∣∣∣
δxi = d
U
xi
(t)
δx ∈ ∆¯(t)

+maxδw { Fw(i,·)δw ∣∣ δw ∈ W ⊖ {wˆ(t)} } ,
a. e. t ∈ [ts, T ], ∀i ∈ 1, . . . , nx,
d˙Lxi(t) =minδx

 F˜x(i,·)δx
∣∣∣∣∣∣
δxi = d
L
xi
(t)
δx ∈ ∆¯(t)

+minδw { Fw(i,·)δw ∣∣ δw ∈ W ⊖ {wˆ(t)} } ,
d˙Uxi(t) =maxδx

 F˜x(i,·)δx
∣∣∣∣∣∣
δxi = d
U
xi
(t)
δx ∈ ∆¯(t)

+maxδw { Fw(i,·)δw ∣∣ δw ∈ W ⊖ {wˆ(t)} } ,
with dLxi(0) = d
U
xi
(0) = 0 .
(4.10)
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It follows that the robust counterpart problem (4.1) can be rewritten as
inf
xˆ,uˆ
1
2
∫ T
0
xˆ(t)TQxˆ(t) + uˆ(t)TRuˆ(t) dt+
1
2
xˆ(T )TQf xˆ(T )
s. t. ˙ˆx(t) = Fxxˆ(t) + Fuuˆ(t) + Fθθ + Fwwˆ + f0
xˆ(0) = B0θ + b0
Gxxˆ(t) +Guuˆ(t) +Gθθ + g0 ≤ −δG(t)
Hxxˆ(T ) +Hθθ + h0 ≤ −δH ,
(4.11)
with the back-offs δG(t), 0 ≤ t ≤ T , and δH taken as
δGi(t) :=

 abs
(
Gx(i,·)
)
rad
(
∆(t)
)
if t ∈ [0, ts)
abs
(
G˜x(i,·)
)
rad
(
∆(t)
)
if t ∈ [ts, T ]
i = 1 . . . ng ,
δHi := abs
(
Hx(i,·)
)
rad
(
∆(T )
)
, i = 1 . . . nh .
4.4.2 Case of Ellipsoidal Tube Enclosures
Under the assumption that the time-varying uncertainty w(t) is bounded within the ellip-
soid E(wˆ(t), Qw(t)), an ellipsoidal tube enclosure ∆¯(t) := E(Qx(t)) ⊇ ∆(t), parameterized
by the matrix-valued function Qx : [0, T ]→ S
nx
+ , can be precomputed by solving the aux-
iliary ODEs:
a. e. t ∈ [0, ts],
Q˙x(t) = FxQx(t) +Qx(t)F
T
x + κ(t)Qx(t) +
1
κ(t)
FwQwF
T
w
a. e. t ∈ [ts, T ],
Q˙x(t) = F˜xQx(t) +Qx(t)F˜
T
x + κ(t)Qx(t) +
1
κ(t)
FwQwF
T
w
with Qx(0) = 0 ,
for any given function κ : [0, T ] → R++. For instance, κ may be chosen to minimize the
trace of Q˙x(t),
κ(t) :=
√
Tr (FwQwFTw )
Tr (Qx(t)) + ǫ
, (4.12)
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for some finite tolerance ǫ > 0.
Therefore, an alternative choice for the back-offs δG(t), 0 ≤ t ≤ T , and δH in the robust
counterpart problem (4.9) is
δGi(t) :=


√
Gx(i,·)Qx(t)GTx(i,·) if t ∈ [0, ts)√
G˜x(i,·)Qx(t)G˜Tx(i,·) if t ∈ [ts, T ]
i = 1 . . . ng ,
δHi :=
√
Hx(i,·)Qx(t)HTx(i,·) , i = 1 . . . nh .
In practice, the choice of ellipsoidal reachable tubes instead of interval tubes may be
dictated by the fact that the former are more efficient at mitigating the wrapping effect,
thereby reducing the overall conservativeness. The case of a time-varying uncertainty w(t)
which is bounded within an interval vector [wL(t), wU(t)] can be treated likewise, e.g. by
regarding this interval vector as the Minkowski sum of nw one-dimensional ellipsoids [136].
4.4.3 Selection of the Linear Gain Matrix
For the uncertain system to be ultimately bounded in ∆¯(T ), the enclosure of the reachable
set should be robustly controlled invariant. For the continues-time system of (4.6) with
uniqueness of solution, the set ∆¯ is robustly invariant for dx(t) if and only if
δ˙ ∈ T∆(δ) , ∀δ = ∂∆ , ∀w ∈ W (4.13)
where T∆(δ) is the tangent cone to ∆ in δ, and the sub-tangentiality condition is mean-
ingful only on the boundary. Note, the F˜ in (4.6) includes the effect of the closed-loop
control, thus the closed and convex set ∆ is controlled invariant if there exist u = u(δ)
such that the above condition is satisfied. And for the two special cases of polyhedral
and ellipsoidal sets, sufficient conditions for the invariance can be satisfied when the sub-
tangentiality condition on the vertices or the entire boundary, respectively, such that δ˙
points inside the set on the boundary.
The trade-off in the choice of the gain matrix K in (4.2) is that a larger gain will reduce
the conservativeness inherent to a robust counterpart formulation, effectively approaching
the performance of the nominal system in the limit, but this will come at the price of a
more aggressive controller and thus a higher sensitivity to measurement noise.
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In the case of an uncertain dynamic system, choosing K such that [Fx+FuK] is Hurwitz
can prevent the reachable tube (4.7) from growing exponentially as time advances; but a
stable tube may still be impractically large depending on the amount of uncertainty. By
analogy to the target set in robust tube MPC [128, 131], a better choice for K instead is
one for which the reachable set ∆¯(T ) is minimal robustly positively invariant (mRPI) for
the linear system (4.6). In the case of ellipsoidal tubes, we may choose K as a (global)
optimum of the problem
min
K,Qx
||K||2
s.t. a. e. t ∈ [0, ts),
Q˙x(t) = FxQx(t) +Qx(t)F
T
x + κ(t)Qx(t) +
1
κ(t)
FwQw(t)F
T
w
a. e. t ∈ [ts, T ],
Q˙x(t) = F˜xQx(t) +Qx(t)F˜
T
x + κ(t)Qx(t) +
1
κ(t)
FwQw(t)F
T
w
Qx(0) = 0, Q˙x(T )  0 ,
(4.14)
with the weights κ(t) as in (4.12) above. Notice that such problems are nonconvex in
general, thus rendering the determination of K a difficult task. A further complication in
the case of interval tubes is that the dynamic may be nonsmooth.
4.4.4 Extension to Multiplicative Uncertainty
As an extension to the additive uncertainty case in problem (4.1), we consider the broader
class of uncertain dynamic systems with uncertain state coefficient matrix such that
x˙(t) = (Fx + F(t))x(t) + Fuu(t) + Fθθ + Fww(t) + f0 ,
where the matrix F(t) :=
∑p
j=1 P
jωj(t) are uncertain, with some given scaling matrices
P 1, . . . , P p. Notice that a further extension to problems where the matrices Fu and Fθ are
also affected by uncertainty is also possible, for instance by invoking similar arguments
as in [125].
Applying a similar splitting of the state and the disturbance into nominal and perturbed
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components as in (4.3) and define
F(t) = Fˆ + dF(t)
with Fˆ =
∑p
j=1 P
jωˆj as its nominal part and dF(t) =
∑p
j=1 P
jdωj(t) as its perturbed
part. For simplicity of exposition and without loss of generality, we shall assume here
that the uncertainty is bounded within the unit ball, dω(t)
Tdω(t) ≤ 1, i.e. dω ∈ E(Ip) .
The dynamics of state reference xˆ become
˙ˆx(t) = (Fx + Fˆ)xˆ(t) + Fuuˆ(t) + Fθθ + Fwwˆ + f0
with xˆ(0) = B0θ + b0 .
The dynamics of the state perturbation dx become
d˙x(t) =

 (Fx + Fˆ)dx(t) + dF(t)(xˆ(t) + dx(t)) + Fwdw(t) if t ∈ [0, ts)(F˜x + Fˆ)dx(t) + dF(t)(xˆ(t) + dx(t)) + Fwdw(t) if t ∈ [ts, T ] (4.15)
with dx(0) = 0 ,
and are now dependent on the control u and the parameter θ via the nominal state tra-
jectory xˆ. Therefore, a similar strategy as for additive uncertainty, whereby reachability
tubes can be precomputed for the state disturbances, will rely on the availability of a con-
servative enclosure Xˆ(t) ∈ Knx for the nominal state. For instance, such enclosures can
be obtained using state-of-the-art set-valued integrators [80, 136]. The matrix F˜ takes
the same form as in the case of additive uncertainty, and the feedback gain K can be
computed using the same equations.
Here, an interval tube enclosure ∆(t) :=
[
δLx (t), δ
U
x (t)
]
⊇ ∆(t) can be precomputed by
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solving the auxiliary ODEs:
a. e. t ∈ [0,ts), ∀i ∈ 1, . . . , nx,
d˙Lxi(t) = minδx,δw,ξ


[
Fx(i,·) +
p∑
j=1
P j(i,·)ωˆj
]
δx
+
p∑
j=1
P j(i,·)δωj [ξˆ + δx]
+ Fwδw
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
δxi = d
L
xi
(t),
δx ∈ ∆¯(t),
δω ∈ E(Ip),
δw ∈ W ⊖ {wˆ(t)},
ξ ∈ Xˆ


d˙Uxi(t) = maxδx,δw,ξ


[
Fx(i,·) +
p∑
j=1
P j(i,·)ωˆj
]
δx
+
p∑
j=1
P j(i,·)δωj [ξˆ + δx]
+ Fwδw
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
δxi = d
U
xi
(t),
δx ∈ ∆¯(t),
δω ∈ E(Ip),
δw ∈ W ⊖ {wˆ(t)},
ξ ∈ Xˆ


a. e. t ∈ [ts,T ], ∀i ∈ 1, . . . , nx,
d˙Lxi(t) = minδx,δw,ξ


[
F˜x(i,·) +
p∑
j=1
P j(i,·)ωˆj
]
δx
+
p∑
j=1
P j(i,·)δωj [ξˆ + δx]
+ Fwδw
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
δxi = d
L
xi
(t),
δx ∈ ∆¯(t),
δω ∈ E(Ip),
δw ∈ W ⊖ {wˆ(t)},
ξ ∈ Xˆ


d˙Uxi(t) = maxδx,δw,ξ


[
F˜x(i,·) +
p∑
j=1
P j(i,·)ωˆj
]
δx
+
p∑
j=1
P j(i,·)δwj [ξˆ + δx]
+ Fwδw
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
δxi = d
U
xi
(t),
δx ∈ ∆¯(t),
δω ∈ E(Ip),
δw ∈ W ⊖ {wˆ(t)},
ξ ∈ Xˆ


with dLxi(0) = d
U
xi
(0) = 0 .
(4.16)
A matrix-valued function Qx : [0, T ]→ S
nx
+ describing an ellipsoidal tube enclosure of ∆(t)
may be precomputed likewise. One approach involves determining ellipsoidal enclosures
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for the uncertainty-dependent terms in (4.15) using ellipsoidal calculus [139, 140],
∀(dx, dw, xˆ) ∈ E(Qx(t))× Γ× Xˆ(t),
dF(t)(xˆ(t) + dx(t)) + Fwdw(t) ∈ E(Q(t)) ,
and then propagating Qx through the auxiliary ODEs:
a. e. t ∈ [0, ts],
Q˙x(t) = (Fx + Fˆ)Qx(t) +Qx(t)(Fx + Fˆ)
T + κ(t)Qx(t) +
1
κ(t)
Q(t)
a. e. t ∈ [ts, T ],
Q˙x(t) = (F˜x + Fˆ)Qx(t) +Qx(t)(F˜x + Fˆ)
T + κ(t)Qx(t) +
1
κ(t)
Q(t) (4.17)
with Qx(0) = 0 and κ(t) :=
√
Tr(Q(t))
Tr (Qx(t)) + ǫ
.
Another, potentially tighter, approach to propagating Qx is based on the recent work on
linear control system with multiplicative uncertainty by [141]. Assume a general ellipsoidal
enclosure for (4.15) is in the form:
Q˙x(t) =

 (Fx + Fˆ)Qx(t) +Qx(t)(Fx + Fˆ)
T + Ωt(t, Qx,Γ, Xˆ) if t ∈ [0, ts)
(F˜x + Fˆ)Qx(t) +Qx(t)(F˜x + Fˆ)
T + Ωt(t, Qx,Γ, Xˆ) if t ∈ [ts, T ]
with Qx(0) = 0
(4.18)
For the multiplication of two terms with ellipsoidal uncertainty, such that
x+ = Px ,
where P ∈
{∑p
j=1 Piδi
∣∣∣δ ∈ Rp, δTδ ≤ 1} with some scaling matrices Pi and x ∈ E(Q), an
ellipsoidal enclosure for x+ ∈ E(Q+) can be computed using [141]
Q+ = P (I ⊗ S−1)PT (4.19)
for any positive definite scaling matrix S ∈ S++ with I − Q
1
2SQ
1
2 ≻ 0, and P =
[P1, . . . , Pp].
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Moreover, for the case of continuous-time linear dynamics with multiplication of ellipsoidal
uncertainty
ξ˙(t) = (F + P)ξ(t) with x(0) = 0
where the uncertainty set P ∈
{∑p
j=1 Piδi
∣∣∣δ ∈ Rp, δTδ ≤ 1} with some scaling matrices
Pi and ξ ∈ E(Q), an ellipsoidal enclosure for the state of the uncertain dynamic system,
such that ξ(t) ∈ E(Q(t)), can be computed as
Q˙(t) = FQ(t) +Q(t)FT +Q(t)S−1Q(t) + P (I ⊗ S)PT
for any S ≻ 0 and P = [P1, . . . , Pp].
Rewrite the dynamics for disturbed component (4.6) as in the form
d˙x(t) =

 (Fx + Fˆ + dF)dx(t) + dF(t)xˆ(t) + Fwdw(t) if t ∈ [0, ts)(F˜x + Fˆ + dF)dx(t) + dF(t)xˆ(t) + Fwdw(t) if t ∈ [ts, T ]
with dx(0) = 0 ,
An ellipsoidal enclosure for the disturbed component can be computed by taking Ωt in
(4.18) as
Ωt(Qx,Γ, Xˆ) = Qx(t)S
−1Qx(t) + P (I ⊗ S)P
T
+ κQx(t) +
1
κ
Qa + ηQx(t) +
1
η
FwQwF
T
w
(4.20)
for P = [P 1, . . . , P p], any S ≻ 0, κ > 0 and η > 0. Here, the parameters S ≻ 0, κ > 0
and η > 0 are chosen such that
S := argminTr
(
Qx(t)S
−1Qx(t) + P (I ⊗ S)P
T
)
,
κ(t) :=
√
Tr (Qa)
Tr (Qx(t)) + ǫ
, and η(t) :=
√
Tr (FwQwFTw )
Tr (Qx(t)) + ǫ
.
Here, Qa in (4.20) represents the enclosure for dF(t)xˆ(t) computed following (4.19) such
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that
Qa = P (I ⊗ S˜
−1)PT
for any positive definite scaling matrix S˜ ∈ S++ with I −Q
1
2
xˆ S˜Q
1
2
xˆ ≻ 0, where S˜ is chosen
to minimize Tr (Qa).
Finally, the gain matrix K can be computed similar as in (4.14) except that the dynamics
of Qx(t) propagates by (4.18).
4.5 Numerical case studies
In this section, we demonstrate the implementation of robust mp-NCO-tracking controller
for an FCC unit and a system with two CSTRs in series.
4.5.1 An FCC system
Here, we continue with a fluidized catalytic cracking (FCC) unit system as in Sec-
tion. 2.4.3. And the uncertainty is considered in two cases, i.e. additive and multiplicative
disturbances. The objective is to steer the system to a given operating point, defined in
terms of the mass fraction of coke on regenerated catalyst, Crc, and the regenerator dense
bed temperature, Trg. The manipulated variables are the flow rate of air sent to the
regenerator, Fa, and the catalyst flow rate, Fs. A linear input-output dynamic model is
obtained via linearization and reduction of a first-principles nonlinear model around the
equilibrium point C∗rc = 5.207 × 10
−3, T ∗rg = 965.4K, T
∗
ro = 776.9K, T
∗
cy = 988.1K, and
T ∗f = 400K, where Tf denotes the feed oil temperature. The control and state variables
in this linear dynamic system are
x(t) :=

Crc(t)− C∗rc
Trg(t)− T
∗
rg

 , u(t) :=

Fs(t)− F ∗s
Fa(t)− F
∗
a

 .
First, we consider the case with additive uncertainty, the feed oil temperature is taken as
disturbances that varies around the nominal value. The corresponding optimization-based
109
control problem is given by
inf
x,u
1
2
∫ T
0
x(t)TQx(t) + u(t)TRu(t) dt+
1
2
x(T )TQfx(T )
s. t. x˙(t) = (Fx + F)x(t) + Fuu(t) + Fww(t) + f0
g(x(t), u(t)) ≤ 0
x(0) = θ.
with all matrices the same as in (2.34) except that
Fw =

6.87× 10−7
2.47× 10−2

 .
The path constraints g(x(t), u(t)) are given by:

−100
−15

 ≤ u(t) ≤

100
15

 ,

−10−3
−20

 ≤ x(t) ≤

10−3
20

 .
The parameters θ correspond to uncertainty in the initial values of Crc and Trg, with
Θ = [−10−3, 10−3]× [−20, 20]. And we consider the feed oil temperature as the additive
disturbance is w(t) ∈ W := [−10, 10], with reference value wˆ = 0. Despite a stable state
coefficient matrix Fx ≺ 0, the cross-section of the open-loop reachability tube enclosures
in Figs. 4.2 & 4.3 grow significantly over time due to the cumulated uncertainty. The
gain matrix K∗ is computed by the optimization problem (4.14) with ts = 1 so that
∆¯(t) is mRPI at t = 10. The corresponding reachability tube enclosure in Fig. 4.4(a) is
significantly smaller. An intermediate tube enclosure with feedback gain taken as 0.2K∗
is also shown in Fig. 4.4(b) for the sake of comparison.
Having precomputed the reachability tube enclosures for a given gain matrix K, the next
step entails mapping the critical regions in the robust mp-DO counterparts. The plots
in Fig. 4.5 compare the critical regions of the robust mp-DO problems to those of the
nominal mp-DO problem (Fw = 0), for the gain matrices K
∗ and 0.2K∗ and ellipsoidal
tube enclosures. Eleven regions are obtained in both cases, as described in Section. 2.4.3.
By setting up a fully connected neural network Cθ with two hidden layers and each layer
containing twenty neurons with tanh(x) = (1 − e−2x)/(1 + e−2x) as activation function
in the hidden layer and Softmax classifier for output layer, and training it until a testing
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Figure 4.2: Interval reachability tubes without K – Case of additive disturbance.
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Figure 4.3: Ellipsoidal reachability tubes without K – Case of additive disturbance.
accuracy of ǫˆ = 99.9% based on the highest probability for evaluation and testing is
achieved. By using a testing set of 1000 points with uniform distribution, the actually
accuracy ǫ = 99.7% is accepted with confidence of 95% based on the prediction of highest
probability. The discrepancy between robust case and nominal case is reduced as the
feedback gain K increases. With the reduced gain 0.2K∗, the main effect of the back-offs
is seen in the lower-left and upper-right corners, where the regions CR4, CR5, CR9 and
CR10, and to a lesser extend the regions CR3, CR6, CR8 and CR11, are enlarged due to the
state constraints being tightened. The solutions structures can be kept almost the same,
but the input can be varied a lot from the nominal value due to the existence of Kdx.
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Figure 4.4: Ellipsoidal reachability tubes – Case of additive disturbance.
The effect of using different back-offs compared with solution without taking back-offs
(nominal) are shown in Fig. 4.6, where the state x1 is seen to remain away from its upper
bound of 10−3.The other plots with color lines denote using the feedback gains: with
K∗, 0.2K∗ and without K, respectively. The larger the feedback gain, the closer to the
robustified reference stay around the nominal trajectory. Among the robust solutions, for
case (K=0) the back-offs are too large such that the switching structure is changed to
contain two arcs, compared to the other cases all with three arcs. With a larger gain,
the back-offs are smaller and results are less conservative. Note, the inputs shown here
112
are the reference solution uˆ(t), whereas the closed-loop input trajectories may vary from
this based on different realizations of disturbances, which can be seen in the following
closed-loop simulations.
Closed-loop simulations by applying both nominal and robust mp-NCO-tracking con-
trollers in MPC scheme with different time periods ∆T based on ellipsoidal reachability
tube are shown in Fig. 4.7 - Fig. 4.9.
The closed-loop responses with ∆T = 1 for a realization of disturbance jumps as w(t) =
5 + 5H(t − 2) − 15H(t − 4) − 5H(t − 6) + 10H(t − 8) + 5H(t − 10) + 5H(t − 12) −
15H(t− 14)− 5H(t− 16) + 10H(t− 18) with H(t) as a unit step function, are shown in
Fig. 4.7, for the cases as follows: (1) using nominal controllers without constraint back-off;
(2-4) using robust controller based on K∗, 0.2K∗ and without K; (5) using the nominal
controllers assuming w(t) can be measured, respectively. All scenarios eventually switch
from CR6 to CR1. It can be seen that the robust controller keeps the response feasible
at all times, whereas constraint violations exist with the nominal controller. Simulations
with a larger ∆T = 2 is shown in Fig. 4.8 for the case with nominal and robust controller
with corresponding K∗. Compared with the case of ∆T = 1, it can be seen that a
smaller sampling time leads to less conservative responses, which is shown in Fig. 4.9 as
comparison for the responses with K∗ based on both robust controllers.
Finally, we illustrate the applicability of the methodology in the case of multiplicative
uncertainty. In addition to the additive disturbance as in the previous case, multiplicative
uncertainty is added with four P j, j ∈ [1, 4], each with one unique non-zero element taken
as the value of corresponding element of 0.1|Fx|. Here, the feedback gain K
∗ is computed
as in the case of additive disturbances based on (4.14) with ts = 1. A breakdown of the
parameter space into 11 critical regions is obtained for the robust mp-DO problem with
K∗, similar as shown in Fig. 4.5.
The pre-computed ellipsoidal reachability tubes are shown in Fig. 4.10, all centred at
a zero reference trajectory. Here, ellipsoidal reachability tubes are found to be much
less conservative than their interval counterparts nonetheless, due to the inability of the
latter to handle the wrapping effect during the enclosure propagation. With feedback
input, the tubes becomes smaller and stops growing. A set of robust control and response
trajectories for the initial state x(0) = [8× 10−4, 14] ∈ CR6 are shown in Fig. 4.11, where
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the back-offs are derived from ellipsoidal reachability tubes. The effect of using different
back-offs, using feedback gains K∗, 0.2K∗ and without K, are compared with solution
without taking back-offs (nominal), where the state x1 is seen to remain away from its
upper bound of 10−3 for robust solutions.
Corresponding closed-loop simulations obtained by applying both the nominal and robust
mp-NCO-tracking controllers with a sampling period of ∆T = 1 are shown in Fig. 4.12,
for a given random disturbance including both additive and multiplicative disturbances,
where where the solution structures switch from CR6 to CR1. The cases shown are based
on using nominal controllers without constraint back-off and using robust controller with
feedback gain K∗, respectively. Like previously, the robust controller keeps the response
feasible at all times, whereas the nominal controller fails to guarantee feasibility.
4.5.2 A series of chemical reactors
Consider the system of two well mixed, non-isothermal continuous stirred tank reactors
CSTRs operating in series [123], as shown in Fig. 3.5, where three parallel irreversible
elementary exothermic reactions of the form A
k1−→ B, A
k2−→ U , and A
k3−→ R take place. A
is the reactant species, B is the desired product and U and R are undesired by-products.
The feed to the first reactor consists of flow rate F0 with pure A, molar concentration
CA0 and temperature T0, and the output of the first reactor is fed to the second reactor.
Another fresh feed to the second reactor consists of flow rate F3 with pure A, molar
concentration CA03 and temperature T03. The mathematical model of the process derived
from material and energy balances can be found in Section 3.4.2, where T , CA, Q and V
denote the temperature of the reactor, the concentration of species A, the rate fo heat
input/removal from the reactor, and the volume of reactor, respectively, with subscript j
denoting CSTRj.
The control objective is to steer system to an unstable steady state (C∗A1, T
∗
1 , C
∗
A2, T
∗
2 ) =
(3.59 kmol/m3, 388.57 K, 2.55 kmol/m3, 429.24 K), with Q∗1 = 0 and Q
∗
2 = 0, while si-
multaneously maintaining reactant concentration and avoiding high temperatures in the
presence of input actuations. Manipulated inputs are chose as F0, Q1, F3, Q2. A lin-
ear input-output dynamic model is obtained via linearization and reduction of a first-
principles nonlinear model around the equilibrium point (C∗A1, T
∗
1 , C
∗
A2, T
∗
2 ). The control
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and state variables in this linear dynamic system are
x(t) :=


CA1(t)− C
∗
A1
T1(t)− T
∗
1
CA2(t)− C
∗
A2
T2(t)− T
∗
2

 , u(t) :=


F0(t)− F
∗
0
Q1(t)
F3(t)− F
∗
3
Q2(t)

 .
and the disturbance w(t) := [CA0 − C
∗
A0, T0 − T
∗
0 , CA03 − C
∗
A03, T03 − T
∗
03]
T. The
optimization-based control problem complies with the formulation in (4.1), and the matri-
ces all take the same value as in Section 3.4.2 except that Fw = diag(4.998, 4.998, 10, 10).
The parameters θ correspond to uncertainty in the initial values of state variables x(0),
with θ ∈ Θ := [−0.1,−20,−0.1,−20]× [0.1, 20, 0.1, 20] and the additive disturbance w(t)
is time-varying in W := [−0.1,−5,−0.1,−5]× [0.1, 5, 0.1, 5] with wˆ = 0. The gain matrix
K∗ is computed by the optimization problem (4.14) with ts = 1.
There are 17 critical regions for both the nominal case (with Fw = 0) as in 3.4.2 and the
robust case (with w(t) ∈ W ) with feedback gain K3. Among all the critical regions, the
active constrains include saturations of input u4 and the first state x1 reaching its lower
and upper bounds. Detailed description of the switching structures for each critical region
can is presented in Section 3.4.2. A classifier for the critical regions of θ with accuracy
99.64% with confidence 95% is trained, estimated from testing accuracy of 99.76% for a
random Sobol set of 5000 points. And the network is based on a neural network with an
input layer containing 4 neurons, five hidden layers each containing 20 neurons and an
output layer containing 17 neurons.
The input and state reference trajectories originating form the initial state x(0) = (−0.095,
19, 0.09,−18) ∈ CR8 for the nominal case is shown in Fig. 4.13, where the worst-case tra-
jectories based on reachability tube without using feedback in input is compared with
the reference solution. It can be seen that, since the steady state is unstable, enclosures
for disturbed state component will grow rapidly lead to infeasibility. Robust solution
of optimal reference trajectory based on using feedback gain K∗ is shown in Fig. 4.14,
compared with the worst-case scenarios based on ellipsoidal enclosures for each input and
state variable. Constraints back-offs for x1 reaching its lower bound and u4 reaching its
upper bound can be observed, which coming from the effect of disturbed component dx(t).
By using state feedback input, the system response lies within local region around the
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reference trajectory and remains feasible.
The closed-loop simulations for the initial state x(0) = (−0.095, 19, 0.09,−18) by applying
both the nominal and robust control with ∆T = 1 for a realization of disturbances
w(t) = wi1[i,i+1)(t) with 1A(t) as an indicator function, are shown in Fig. 4.15, where the
sequence of wi for disturbances in closed-loop simulation is w0 = [−0.05,−5, 0.05, 5]
T,
w1 = [−0.05, 5,−0.05, 5]
T, w2 = [0.05,−5,−0.05,−5]
T, w3 = [0.05, 5, 0.05,−5]
T, w4 =
[−0.05,−5,−0.05,−5]T. The inputs are calculated based on the linear system and closed-
loop responses are obtained by simulations of the original nonlinear dynamic system. The
robust controller keeps the response feasible, but the nominal controller lead to serious
constraint violations, x1 exceeding its lower bound, which is plotted in grey dashed line
in Fig. 4.15.
4.6 Conclusion
This chapter has presented an extension to the mp-NCO-tracking approach for the design
of robust multi-parametric controllers for continuous-time linear dynamic systems subject
to time-varying uncertainty. This extension involves backing-off the path and terminal
state constraints based on a worst-case uncertainty propagation in the form of interval
and ellipsoidal reachability tubes, where state feedback input is used for stability and
reducing overestimation of the tubes.
An inherent advantage of the approach is that the back-offs can be computed prior to
solving the mp-DO problem, thus enabling the direct application of the controller design
procedure, as in Chapter 2, and making the off-line computational effort independent of
the number of uncertain parameters. The off-line computation is based on the decompo-
sition of the uncertain system state into two parts, namely, the nominal and disturbed
components, where the dynamics of the disturbed component evolves separately from the
reference trajectory and can be enclosed by interval or ellipsoidal reachability tubes. The
robust counterpart of the control problem is then formulated, while inheriting the linearity
from its nominal counterparts and retaining tractability of the nominal mp-NCO-tracking
design problem.
The effect of backing-off the constraints is a modification of the size of the critical regions,
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and possibly the number of critical regions by either removing or adding extra regions.
The applicability of the approach has been demonstrated by the case studies, considering
either additive or multiplicative uncertainty. These developments are illustrated with the
case studies of a fluidized catalytic cracking (FCC) unit operated in partial combustion
mode and a system two CSTRs in series, where the applications of interval and ellipsoidal
reachability tubes are compared, and the responses of different feedback gains are also
studied in closed-loop simulations. By using the robust formulation for unknown distur-
bances, the robust controller keeps the system responses feasible at all times, whereas the
nominal controller fails to guarantee feasibility.
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Figure 4.5: Critical regions of the mp-DO. Black lines: nominal regions; Blue lines: robust
regions.
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Figure 4.7: Closed-loop performance of the mp-NCO-tracking controllers with ∆T = 1 –
Case of additive disturbance.
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Figure 4.10: Ellipsoidal reachability tubes – Case of multiplicative disturbance.
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Figure 4.14: Robust mp-DO and worst case enclosure for CSTRs system with additive
disturbance.
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Figure 4.15: Closed-loop performance of the robust mp-NCO-tracking controllers for
CSTRs system.
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Chapter 5
Conclusions and future directions
In this thesis, the methodology of multi-parametric NCO-tracking has been proposed, by
combining multi-parametric dynamic optimization and NCO-tracking for continuous-time
linear dynamic systems. The multi-parametric solution structure of an optimal control
problem with uncertainty for linear dynamic systems is explored, enabling relaxation of
the fixed switching structure assumption in NCO-tracking and a dramatic reduction in
the number of critical regions by the continuous-time form compared with classical mp-
MPC controllers due to its ability to capture the underlying nonlinear feedback control
nature.
An algorithm has been presented for characterizing the corresponding multi-parametric
solution structure in terms of the exact critical regions and nonlinear feedback control laws,
and the algorithm is readily applied in receding horizon control. The uncertain parameter
domain is partitioned into a number of critical regions, each corresponding to a unique
sequence of arcs, i.e., the sequence of active constraints or sensitivity conditions. The
online application of the parametric controller involves determining the critical regions
containing the measured parameter and applying the corresponding feedback law by the
updated solution structure. By this approach, the optimal solution consists of different
control switching structures and parameter jumps between different critical regions in the
closed-loop control, which corresponds to changes of solution structures and has been
illustrated in the numerical case studies.
For characterization of the critical regions, the boundary of which is generally nonlin-
ear and nonconvex, we resort to the data-driven method for classification. By taking
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advantage of this well-studied area in machine learning, a classifier is trained oﬄine for
mapping a parameter into its corresponding critical region. The model of the classifier is
constructed based on fully connected multi-layer neural networks for its representational
power on non-linearities of arbitrary complexity. An algorithm is presented for adap-
tively training the classifier, which involves building a neural network model, generating
the sample data and optimization-based training. The architecture of the classifier con-
sists of an input layer of the same dimension as the uncertain parameter, multiple hidden
layers used to mimic the continuous function denoting region boundaries, and an output
layer with each neuron corresponding to one critical region. By using a softmax classifier
in the output layer of the network to minimize the cross entropy between the prediction
and ground truth labels, a normalized probability distribution for each critical region is
obtained. The distribution is represented by a vector with each dimension corresponding
to one critical region, and regions with highest scores are chosen as the candidates, which
also manages the cases of misclassification. There exist numerous choices for training the
classification in the existing publications by which the model can be built and trained.
Once the training process is completed, the training set can be completely discarded, and
locating the parameter only requires very simple function evaluations. The entire proce-
dure is illustrated by the case studies of an FCC system and a series of chemical reactors,
in which classifiers with an estimated accuracy with certain confidence based on binomial
distribution are applied.
Finally, a robust mp-NCO-tracking approach is presented by extending the multi-parametric
controller for continuous-time linear dynamics systems subject to bounded additive and
multiplicative time-varying uncertainty. The uncertain system state is decomposed into
two components, namely, the nominal and disturbed components, which enables splitting
the system dynamics into two parts. The disturbance only exists in the dynamics of the
disturbed component, which evolves via some auxiliary ODEs separately from the nominal
part. Thus, a convex enclosure can be computed using interval or ellipsoidal reachability
tubes by implementation of the continuous-time set propagation methods. As a result,
the uncertain system state is enclosed by a continuous-time reachability tube centred at
the nominal reference trajectory. The robust counterpart of the control problem is then
formulated by backing off the path and terminal constraints based on a worst-case uncer-
tainty propagation, in which the support functions for interval or ellipsoidal reachability
tubes are used for computing the back-offs for the constraints. Furthermore, additional
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state feedback input can be used for stability and reducing conservatism of the tube.
The resulting robust formulations inherit the linearity and retain the tractability of the
nominal mp-NCO-tracking design problem. In this way, the design procedure of the nom-
inal case can be applied directly to its robust counterpart with the oﬄine computational
effort independent of the number of uncertain parameters. Backing off the constraints
may lead to a modification of the size of the critical regions and possibly the number of
critical regions as welleither removing or adding extra regions. The approach has been
demonstrated by the case studies, by adding either additive or multiplicative uncertainty,
and feasibility is guaranteed at all times by using the robust controllers.
Based on the robust control framework, a similar strategy might be applied towards the
mp-NCO-tracking control for continuous-time nonlinear dynamic systems in the future.
Techniques for developing approximate linear surrogate models may be applied, and the
gap between the nonlinear model and linear models may be computed based on bounded
set propagation techniques. For guarantee feasibility, constraint back-offs can be taken
into account for the model mismatch rather than the disturbances as in the robust case,
while both have the effect of deviating the system responses from the nominal predictions.
Moreover, disturbances can be still added to the system dynamics and evolve as model
mismatch. In such a way, the design problem should be amendable to the developed robust
mp-NCO-tracking design problem with the same computational effort, in which a nonlin-
ear counterpart formulation can be developed for the nonlinear control systems similar as
in the robust case. The surrogate model can be developed based on model identification
techniques with the corresponding states taken as the nominal reference, and the control
switching structure is calculated based on the approximate model. To guarantee feasibility
of the original nonlinear dynamic system under uncertainty, a robust formulation needs
to be defined for the worst-case model mismatch between the uncertain nonlinear system
and the surrogate linear model. By using the advanced set propagation techniques for
the nonlinear system, reachability tubes may be computed for the nonlinear responses, in
which additional state feedback input can also help shrink the tube as in the robust case
for linear dynamics. A potential improvement on controlling the reachability tube for the
nonlinear model compared to the case with unmeasured disturbances in the linear case
might lie in that, given high fidelity model of the nonlinear dynamic, a prediction can be
obtained for the difference between the linear approximation and the nonlinear response,
and more information about the systems is known for developing feedback control, which
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is applied to the original system for rejecting the effect of model mismatch. Further work
will include applying more complex bounding techniques for the uncertainty propagation
of nonlinear dynamic systems. Applications to higher-dimensional problems will also be
considered, in which model reductions techniques may be used to reduce the order of the
dynamic systems subject to some acceptable performance loss. Another direction is to in-
vestigate a more general form of the dynamic optimization problem towards an economic
objective, based on which derivation of the corresponding NCOs is performed. After-
wards, multi-parametric switching structure may be characterized based the methods as
proposed in the thesis, by which mp-NCO-tracking control may be applied.
Further developments based on the classifier might be considered by building a hierarchical
pipeline of models based on the neural networks. In the procedure for training, only the
information of labels for critical regions is used for generating the training data, while
other information is discarded. In the process of generating training data, the structure
detection may be taken one step further to estimate the switching times. Thus, a two-layer
structure of networks might be constructed, with the first layer a classifier and the second
layer consisting of different regression models for the switching times corresponding to each
critical region. The efficiency of the sampling for training the classification model might be
further explored. For adaptive sample data generation, more advanced techniques might
be applied to fill the complete domain of interest while minimizing the cost. Further
effort may be put on estimation of high variance regions by ranking points compared to
the neighbouring samples, and on choosing the best candidates for new points around
the selected reference points to optimally represent the local area. In the classification
problem, system parameters are assumed to be identically distributed over the complete
domain, while other distribution can be considered and biased sampling can be further
calculated based on the corresponding statistical distributions. Moreover, the training
process might benefit from the high performance distributed computing, such that the
sample data can be generated by parallel computing and parallel training can be performed
for different models in which suitable scheduling in a cluster or grid might be built into
the training framework.
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