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PREFACE
This report presents the papers written by the 11 participants in the 2006 Summer Undergraduate
Research Fellowships in Oceanography (SURFO) program at the Graduate School of Oceanography
(GSO), University of Rhode Island (URI).  This past summer represented the 20th year in which the
program has been coordinated and extended through the several disciplines in oceanography and ocean
engineering at URI's Narragansett Bay Campus.  The 2006 program continued excellence beyond the
official duration of the program with at least two projects presented at the annual ASLO national
meeting..
During the fall of 2005 advertisements were sent to physics, chemistry, biology and geology departments,
including faculty advisors at a number of minority colleges.  Flyers and overheads were provided to
colleagues presenting invited talks at various undergraduate institutions.  The SURFO web site has
continued to be updated and more useful links describing possible research programs at GSO/URI have
been added.  We received 88 applications for the program, and about 97% of these applicants used the
electronic application form.  This represents a significant increase in electronic applications from ~two-
thirds in previous years to the present 97%.  Eleven students were selected for the program with a
breakdown by oceanographic discipline as follows: 4 Geological, 3 Physical, 2 Chemical, 1 Biological, 1
Astrobiological.  The gender break-down was a female majority (8 female, 3 male) and one participant
was from an under-represented group in science.
The duration of the SURFO program for the summer of 2006 was decrease from 11 to 10 weeks as a
means to avoid scheduling conflicts with students attending undergraduate institutions on the trimester
plan.  This change allowed us to delay the start of the program, so nearly all of the students could
participate in the full 2-week orientation period.  The orientation period began with a breakfast to
welcome the new students and introduce them to the GSO campus community, and was followed by a
tour of the campus and facilities.  For the first 5 work days, daily background/introductory seminars were
presented by faculty and graduate students from the various sub-disciplines of oceanography.  The
seminars included overviews of the history of oceanography, biological oceanography, marine and
atmospheric chemistry, marine geology & geophysics, and physical oceanography.  One of the SURFOs
spent the first month of the program at sea, so many of the issues covered in the orientation were revisited
by the PI after the cruise.  During the remainder of the program on Tuesdays, GSO faculty members or
marine scientists presented weekly seminars on “hot topics” in oceanography.  We were fortunate this
year to have 3 new female faculty members (part of the NSF ADVANCE initiative) present their
research.  On Thursdays of each week, a professional development workshop or discussion was held to
round-out the students experience.  Topics such as “learning/research styles”, “scientific writing and
effective presentations”, “hands-on modeling methods”, and “science ethics” were provided.
We continued an informal round-table meeting with several faculty members, graduate students and
SURFOs to discuss how to get into graduate school and what will be expected of them.  We also
conducteed a similar round-table format to discuss possible careers in oceanography and other STEM
fields.  Our exit questionnaires revealed that students found these seminars interesting and very useful,
and the exposure to a wide range of disciplines/research topics helped students identify additional areas of
interest.  Other undergraduates (NOT affiliated with the SURFO program) and even graduate students at
GSO also attend many of these seminars.  The SURFO students also participated in additional seminars
provided by Dr. Padma Venkatram an of the Student Diversity Office at URI who invited researchers
from under-represented groups to give formal science lectures and informal round-table discussions about
careers in the sciences.  Several of the students also attended a series of Metcalf Lectures given by notable
environmental science journalists.
iii
Included in the summer events was our annual day of kayaking on Ninigret Salt Pond, led by Bob Sand,
to investigate the flora and fauna of a salt pond lagoon.  We also had a rather invigorating experience with
a fast-moving thunderstorm while on the salt pond to round-out our interdisciplinary field experience.  A
subset of SURFOs also participated in a series of field days funded by other projects where water
sampling and fish trawls were made at several locations in Narragansett Bay and Rhode Island Sound.
We also continued with our tradition of having informal noon-time barbecues everyother Friday for the
SURFOs on the Knauss Quad.  This provided the SURFOs with a taste of graduate-student life in an
informal setting where they were able to meet with GSO faculty, graduate students and staff.  The annual
SURFOs vs ADVISORS softball game was won by the advisors, which continued the advisors
undefeated streak.
One measure of success of our program is if fellows continue on with graduate studies in science and,
specifically, in oceanography or ocean engineering.  The exit questionnaire and follow-up conversations
indicate that 11 of 11 the students definitely plan to continue on with graduate studies in
science/engineering.  Of these, 8 said they are seriously considering oceanography.
The participants in the 2006 SURFO program are grateful to the Department of Defense ASSURE
Program and the National Science Foundation REU program for their support of the program through
grant OCE-0552606.  The NASA Astrobiological Institute at GSO/URI (Steve D’Hondt, David Smith and
Art Spivack) also provide supplemental funds for Dana Reznik.  Yang Shen also provided additional
support for Robert Dubuc III to participate in the SURFO program with funding from his NSF grant
OCE-0241655.
The SURFO participants and I would like to thank all of those individuals at URI who contributed to the
program's success including those who advised the students and who gave SURFO seminar presentations.
In addition, our thanks to Rhonda Kenny and Kim Carey for their assistance in the preparation of this
report as well as the administrative, financial and recruitment tasks.  Finally, we would like to thank
Cristin Ashmankas who served as a graduate coordinator for the program, Bob Sand for guiding the
kayak trip, and Dr. Scott Rutherford and Brooke Longval for participating in the kayak trip.
Robert A. Pockalny
SURFO Site Director
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  1Now at the University of Maine
A coastal deglacial diatom-bound δ15N record from Palmer Deep, Antarctica
Katie J. Clegg,1 and Rebecca S. Robinson
Graduate School of Oceanography, University of Rhode Island, Narragansett, Rhode Island
Abstract.  Here we measured diatom-bound δ 15N as a measure of nutrient consumption in the surface Antarctic in a
sediment core from Palmer Deep.  Palmer Deep is a small basin near the Antarctic Peninsula.  This high-resolution
core contains a record of environmental changes within the seasonal ice zone during the deglaciation and through
the Holocene. We compare the diatom-bound δ  15N to magnetic susceptibility, opal, diatom assemblage changes, and
bulk sedimentary δ15N downcore in ODP Site 1098 from Palmer Deep.  The early Holocene is marked by high
inputs of lithogenics, high levels of productivity, stratification, and surface nutrient depletion.  The mid Holocene
experienced longer open-ocean periods, decrease in stratification, and an increase in upwelling of nutrient-rich
water. During the late Holocene, nutrient consumption rose slightly with an increase in the deposition of lithogenics
and a decrease in productivity, suggesting that nutrient supply was diminished.
1.  Introduction
In the Southern Ocean sea-ice is one of the main
ecosystem drivers (Tynan, 1998; Smith and Nelson, 1986).
The Seasonal Ice Zone is defined as the region where the
surface ocean is covered by ice during the winter and has
open water for some period during the summer months
(Fig. 1). When the ice edge melts back, a thin layer of
fresher melt water serves to stabilize the surface ocean,
light limitation is relieved, and iron that has accumulated
with dust on the ice surface is potentially added.  These
highly favorable growth conditions result in ice-edge
diatom blooms during the summer months (Smith and
Nelson, 1986; Sedwick and DiTullio, 1997).   High degrees
of nutrient consumption have been observed in the
stratified surface layer in conjunction with the diatom
blooms.
One of the primary goals of this project was to evaluate
the relative changes in nutrient consumption under varying
amounts of seasonal ice cover.  To do so, we measured the
N isotopic composition of diatom-bound organic matter as
a measure of nutrient consumption, in ODP Site 1098, from
Palmer Deep.  Palmer Deep is a small basin 10km offshore
of the western edge of the Antarctic Peninsula (Fig. 2).  It
has a sill depth of about 200m, has high sediment
accumulation rates on the order of 260 cm/ky (Shipboard
Scientific Party, 1999), and contains a continuous record
through the Holocene (Domack et al., 2001).  Palmer Deep
is within the seasonal ice zone and is only ice-free for about
4 months a year (Shipboard Scientific Party, 1999).
There are several water masses that influence the Palmer
Deep region off the Antarctic Peninsula.  Antarctic Surface
Water resides in the upper 100-150m of the water column
and is characterized by high oxygen concentrations and
lower nutrient concentrations (Smith et al., 1999).  Below
this at about 200m is the Upper Circumpolar Deep Water
(UCDW) characterized by low levels of oxygen and high
nutrient concentrations.  This located at about the sill depth
of Palmer Deep so it is possible that at times it may be
influenced by this low oxygen-high nutrient water mass
(Smith et al., 1999).
Sedimentary N isotope records may allow for the
reconstruction of nitrate consumption at the sea surface
through time.  Isotope fractionation occurs when organisms
Figure 1: Map of the seasonal ice zone around Antarctica
(yellow) as well as the Antarctic Polar Front (blue) and Sub
Antarctic Front (Red).
Figure 2.  Bathymetric map of Ocean Drilling Project Leg
178.  Study site for this project is 1098, Palmer Deep, a
small basin off the Antarctic Peninsula. (www.-
odp.tamu.edu).
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take up nitrate (NO3-).  Diatoms preferentially take up
14NO3- so that as the nitrate pool is drawn down, it is
becoming enriched in 15NO3-.   A parallel increase occurs in
the organic N that is produced and spatial variations in
nitrate consumption have been shown to be mirrored by the
surface sedimentary δ 15N. δ 15N is calculated by,
δ 15N = (15N/14Nsample)/(15N/14Nstandard)*1000
where the standard used is atmospheric N2.  In this study,
diatom-bound δ 15N is measured instead of the more
standard bulk sedimentary δ 15N.  Bulk measurements
record the δ 15N of the entire food web and have the
potential to be altered over time by chemical or biological
processes (Robinson et al., 2004; Sigman et al., 1999).  The
δ 15N values can be changed, either being increased or
decreased falsely, and it is impossible to know that if there
is diagenetic effect if it was constant over space and time,
so it is not possible to correct for it.  Diatom-bound is
measured to eliminate the risk of diagenesis while at the
same time measuring the δ 15N of the surface ocean where
diatoms live.  The draw back to diatom-bound
measurements is that it is not yet known if diatom
assemblage changes alter the δ 15N measurements.  In the
second part of this paper, we will compare the bulk and
diatom-bound δ 15N records from Palmer Deep.  Since
sedimentation rates at Palmer Deep are extremely high and
its core contains relatively high concentrations of organic
material the diatom-bound and bulk δ 15N records were
expected to be quite similar. This is true for the lower
portion of the record but not for the upper third.
2.  Materials and Methods
The diatom-bound δ 15N was measured from a sediment
core retrieved from Palmer Deep, Antarctica (65°S, 66°W).
This core represents a high-resolution record of the
Holocene from the Last Glacial Maximum (LGM).  It is
observed to have primary laminations indicating that it is
relatively undisturbed by benthic organisms giving us a
continuous, undisturbed record of the Holocene.
The diatoms were physically separated via a protocol
adapted from Robinson et al., 2004.  The <63 µm opal
fractions were treated with a series of chemical cleanings to
remove both metals and exterior organic N that may be on
the outside of the diatom opal (Robinson et al., 2005).  A
reductive cleaning using sodium dithionite is followed by
an oxidation with 30% hydrogen peroxide in a boiling
water bath and then with perchloric acid at 100°C.
2.1.  Measurements
Once clean and dry, the diatoms are oxidized with an
alkaline potassium persulfate reagent that converts organic
nitrogen (ON) to nitrate (NO3-).  NO3- concentrations are
measured to determine the N content of the opal.  Finally,
the NO3- sample is utilized for the isotopic measurement
where denitrifying bacteria convert the NO3- to N2O
(Robinson et al., 2004).  Isotope analyses were
standardized to the potassium nitrate reference IAEA-N3
(4.70/00).  Corrections were also made to each sample to
account for the persulfate blank.
The age model we used is based on data from Domack et
al., 2001. We used Domack’s 39 14C age dates from Site
1098.  A polynomial was fit to the age versus depth (in
mcd) curve and the age of our samples was calculated from
the polynomial.
3. Results
The δ 15N profile from Palmer Deep is shown in Figure
3, and it has been fit to an age model adapted from Domack
et al., 2001.  The profile shows higher δ 15N values at the
beginning of the Holocene after deglaciation, followed by a
low, and then a slight increase towards the present.  The
bulk δ 15N and opal data are also shown (Dunbar, personal
communication) (Fig. 4).  The bulk δ 15N shows a similar
trend to the diatom-bound δ 15N data, with the exception of
the late Holocene interval.  The opal data, an indicator of
primary productivity, shows extremely high levels of
Figure 3.  Diatom-bound δ 15N from Palmer Deep.
Figure 4.  Diatom-bound δ 15N, Magnetic Susceptibility,
Opal Content, and bulk δ 15 N from Palmer Deep, separated
into Early, Mid, and Late Holocene.
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productivity in the early Holocene, continued high levels
during the mid Holocene, and decreased levels of
productivity in the late Holocene towards present.  The
magnetic susceptibility (MS) data in Figure 4 was adapted
from Acton et al., 2001.  It shows high inputs of lithogenics
in the early Holocene, lower lithogenic deposition in the
mid Holocene, and an increase in lithogenics in the late
Holocene towards present.
4. Discussion
4.1 Early Holocene
For discussion purposes we have defined three episodes
in the Holocene history of Palmer Deep: the early, mid, and
late Holocene (Fig. 4) based upon the variation observed in
the diatom-bound δ 15N and MS records, primarily.  In the
early Holocene, the δ 15N show higher 15N during this
period, indicating higher nutrient consumption. MS and
opal fluxes are also higher during this period.  Thus it
seems that the early Holocene was a time of relatively high
surface productivity with high inputs of lithogenic material
from land.  The elevated lithogenic content has been
interpreted previously as an indication of high rates of
erosion due to significant amounts of ice along the
Peninsula (Acton et al., 2001).  In addition, this period of
the Holocene is also marked by higher numbers of
Chaetoceros spores.  Chaetoceros spores are indicative of
high productivity, nutrient depletion, sea-ice, melt water,
and thus stratification (Leventer et al., 2002).   There are
also high levels of the ice-loving diatom species F. curta
and low levels of the open-ocean diatom species F .
kerguelensis (ODP Leg 178 Shipboard Scientific Party,
1999).  The evidence for the presence of ice, high
productivity, and relatively high degrees of nutrient
utilization indicate that the surface waters overlying Palmer
Deep were likely near the retreating ice edge for a
significant portion of the summer months such that strong
stratification occurs, establishing prime conditions for
large-scale diatom blooms.
4.2.  Mid Holocene
Following the early Holocene, the mid Holocene
exhibits lows in δ 15N indicating less nutrient consumption.
The MS also exhibits very low values, indicating a much
lower input of lithogenics.  Productivity remained relatively
high during this period as shown in the opal data.  There is
also an increase in the presence of the open-ocean diatom
F. kerguelensis and a decrease in both Chaetoceros spores
and the ice-loving diatom F. curta.  This leads to the
inference of prolonged periods of open-ocean and a
decrease in ice-cover during this period.  Since there is far
less nutrient depletion in the mid-Holocene relative to the
early Holocene but still relatively high levels of
productivity, there must have been an increase in the supply
of nutrients.  We attribute this to weaker or less prolonged
stratification of the surface ocean and an increase in the
upwelling of nutrient-rich water, possibly from the UCDW,
because UCDW occurs at a depth at about 200m (Smith et
al., 1999) and Palmer Deep has a sill depth of the same
depth it is possible that these waters made it into the basin
and carried with them low oxygen levels and high nutrient
concentrations.
4.3.  Late Holocene
The late Holocene shows a slight increase towards the
present in δ 15N, indicative of either nutrient depletion or a
decrease in nutrient quality.  There was an increase in
lithogenics to the area as indicated in the increase in MS
that may indicate a return of the influence of ice.  However,
unlike the high MS episode during the early Holocene, the
latest Holocene was a time of very low productivity, as
indicated by the opal accumulation data.  In addition, there
are still more open-ocean diatoms, F. kerguelensis relative
to the Chaetoceros spores and ice-loving species.  The
evidence for enhanced consumption of nutrients despite
lower overall demand (lower production) suggests that
nutrient supplies were weaker. This, taken with the
evidence for more ice, suggests that perhaps supply of
nutrients was cut off due to surface stratification but that
somehow bloom conditions were not met.  On the other
hand, the presence of open ocean diatoms indicates that
stratification can not have been the dominant surface
condition.  At present, we are not sure what was happening
during the late Holocene.
4.4.  Bulk Vs Diatom-Bound δ 15N Measurements
The diatom-bound and bulk measurements seem to
correlate well for the early and mid Holocene.  Figure 5
shows the bulk and diatom-bound profiles; they both show
an elevated δ15N at the early Holocene followed by a
decrease in the mid Holocene.  The bulk profile shows a
continuing decrease into the late Holocene, while the
diatom-bound shows an increase in δ15N.  This difference
may be due to diagenetic alteration of the bulk isotopic
signal.  Since the interval that shows some difference in the
general trend is also the interval of lowest opal and overall
accumulation rates, one could infer that under lower flux
conditions the bulk is more likely to be altered (Robinson et
al., 2005).  Since the bulk measurements may undergo
diagenesis, diatom-bound measurements have a potential to
be more accurate and indicative of surface
biogeochemistry.  More comparisons of diatom-bound and
bulk measurements need to be made to prove the accuracy.
Figure 5.  Comparison of diatom-bound and bulk δ 15N
profiles at Palmer Deep. (Bulk from Dunbar, pers. comm..).
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5.  Conclusions
The diatom-bound δ 15N along with MS and opal data
gives insights in to nutrient status changes at Palmer Deep
throughout the Holocene.  The profile shows the greatest
nutrient utilization during the early Holocene, and is
accompanied by the highest opal fluxes and lithogenic
input, likely related to the presence of sea ice.  Surface
stratification due to the seasonal ice retreat is though to
have primed conditions for large diatom blooms and the
extensive draw down of NO3-.  During the mid Holocene,
nutrient consumption was lower but production was still
relatively high suggesting that the supply of nutrients to the
region must have been greater.  Conditions during the late
Holocene are not yet fully understood, more data from
coastal locations are needed to understand the full picture
as well as comparisons of bulk and diatom-bound data.
Diatom-bound measurements have the potential to increase
the accuracy of δ 15N profiles, however more work needs to
be done to be certain of its accuracy. This preliminary work
in Palmer Deep sets the stage for more diatom-bound work
within the coastal region adjacent to Antarctica.
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The effects of slab composition and mantle processes in magma generation at
the Indonesian Subduction Zone
Alicia Colabella1 and Katie Kelley
Graduate School of Oceanography, University of Rhode Island, Narragansett, Rhode Island
Abstract.  At subduction zones, H2O driven from the subducting plate plays a major role in magma production and
is thought to be the main cause of arc volcanism in these regions. Recent studies, however, increasingly favor
pressure-release from upward mantle flow as a secondary driver of mantle melting.  Direct studies of H2O in
subduction zone magmas are made possible through igneous phenocrysts, which often trap a small portion of the
early magma (i.e., melt inclusions) during crystallization prior to the eruptive degassing that removes H2O from the
melt.  Examining melt inclusions from island arcs worldwide reveals original magmatic H2O contents up to 6-8
wt.%, coincident with enrichments in fluid-mobile trace elements derived from the subducting slab.  Island arc
basalts in Indonesia are unique because their melt inclusions reveal that this region has unusually low primary H2O
contents of ~0.5-2 wt.%.  These low H2O contents are similar to mid-ocean ridge basalts and may indicate pressure-
release as an independent cause of mantle melting.  This study used the Laser Ablation Inductively-Coupled Plasma
Mass Spectrometer (LA-ICPMS) to analyze the trace element chemical composition of olivine-hosted melt
inclusions found in scoria and tephra from two volcanoes in Indonesia (Galunggung and Tambora).  Here we show
that rare earth element patterns and Nb/Y ratios in these melt inclusions, paired with existing H2O data, constrain
several important features of the melting process beneath Indonesia. These new data illustrate the main differences
between the two volcanoes, namely variability of slab additions along the arc and evidence of different mantle
sources present beneath these volcanoes.  Our data also clearly display the extent to which slab-derived H2O has
contributed to mantle melting beneath Indonesia. Ultimately we were able to establish a  resolvable distinction
between water flux and decompression melting in Galunggung and Tambora.
1.  Introduction
The processes that lead to mantle melting at subduction
zones are complex.  Magma generation in these regions is
largely thought to be caused by water influx from the
dehydrating, subducting slab into the overlying wedge of
mantle (Figure 1).  The added water lowers the mantle
melting temperature, in a fashion similar to the way salt
lowers the melting temperature of ice (i.e., solidus
depression). Water therefore acts as a flux in the mantle
wedge, allowing the mantle to melt when it otherwise
would not (Figure 2, top).  Recent melt inclusion data from
subduction zone volcanoes show high water contents (~6-8
wt.%) coincident with enrichments of fluid mobile
elements, further supporting the flux melting hypothesis
(e.g., Roggensack et. al. 1997; Wallace, 2005).  Previous
studies of melt inclusions from Indonesia, however, reveal
much lower water contents of <0.5-2 wt.%, similar to the
water contents found in mid-ocean ridge basalts and back
arc basins (Sisson and Bronto, 1998; Stolper and Newman,
1994; Michael, 1988).  These low water contents are
significant because they indicate that the magma generation
occurring in this “dry” arc can not be solely attributed to
H2O-flux melting and there is likely a second type of
melting occurring in these regions (Sisson and Bronto,
1998). This alternate melting is similar to the process that
creates magma beneath mid-ocean ridges, whereby
upwelling mantle crosses the anhydrous mantle solidus
through adiabatic decompression and causes melting in the
absence of elevated H2O (Figure 2 also, bottom).
This study focuses on the composition of olivine-hosted
melt inclusions from two volcanoes, Galunggung volcano
in western Java and Tambora volcano in Sumbawa.  Melt
inclusions often trap samples of the original magma before
it degases upon eruption, preserving the concentrations of
H2O and CO2 in the magma before these volatiles are lost
(Lowenstern, 2003).  Melt inclusions are the only means by
which we may directly study the concentrations of
dissolved volatiles in magma.  These tiny inclusions may
also preserve the composition of the magma before magma
Figure 1. Cross section of a subduction zone. Black arrows
indicate relative plate motions.  Shaded arrows indicate
processes leading to mantle melting and magma formation.
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Figure 2. The top diagram shows the necessary conditions
under which a mantle that has experienced water additions
will melt.  Water addition expands the conditions under
which the mantle will melt.  The bottom diagram shows the
anhydrous mantle solidus and the upwelling path by which
normal, “dry” mantle crosses the dry solidus through
decompression in order to melt.  The star and arrow
represent an adiabatic path approaching the dry solidus.
chamber pooling or crystal fractionation (Lowenstern,
1995).  Because of these characteristics, melt inclusions
provide us with a means by which to examine and compare
the original magmatic volatile and trace element
composition in order to evaluate the specific relationship of
volatiles to melting processes occurring at the Indonesian
subduction zone.
This study used a set of pre-existing ion probe volatile
data (H2O, CO2) to confirm previously recorded low water
contents in Indonesia, and here we present new laser
ablation inductively coupled plasma mass spectrometer
(LA-ICPMS) trace element data for these same melt
inclusions.  This work uses these new data to assess
compositional differences between these two Indonesian
volcanoes and to evaluate the cause of mantle melting,
independent of slab additions, in the unique, “dry”
Indonesian subduction zone.
2.  Samples and Methods
2.1. Samples
The samples used in this study were collected from
Galunggung and Tambora volcanoes, located at opposite
Figure 3. Location map of Indonesia indicating the
positions of Galunggung and Tambora volcanoes.
ends of the Indonesian arc (Figure 3).  Basaltic scoria
samples from Galunggung volcano (samples G2 and
Gal20298) were collected in real-time by Sutikno Bronto
during a volcanic eruption in 1983, and these samples also
provided melt inclusions that were subject to prior study
(Sisson and Bronto, 1998).  Fine-grained basaltic tephras
(samples TB-188, -185, -183) from Mt. Tambora were
collected by Haraldur Sigurdsson from the Black Sands
unit, a glass-rich phreatomagmatic deposit. Olivine crystals
were hand-picked from crushed and sieved samples, and
crystals containing melt inclusions were identified in a
mineral oil immersion and removed for further analysis.
We focus on olivine crystals for this study because they
form early in basaltic magmas, trapping in their melt
inclusions the most primitive magma.
2.2. Preparatory Methods
We sorted through volcanic tephra samples from
Galunggung and Tambora using a binocular microscope to
identify olivine phenocrysts containing melt inclusions. We
then placed inclusion-bearing crystals on individual 1”
circular glass slides with a thin coating of vacuum grease.
The crystals were oriented to place the face of the crystal
closest to the melt inclusion(s) towards the greased side of
the slide.  We piled one eyedropper full of orthodontic resin
powder onto the crystal followed by approximately 5-6
drops of orthodontic resin liquid.  This combination creates
a solution that hardens in approximately ten minutes and
can be easily slid off the slide with a razor.  Each mounted
crystal was then polished using 40, 30, 15, 9, 6, 3, and 1
µm Al2O3 polishing papers until the melt inclusion became
exposed and polished at the surface.  To determine when a
melt inclusion is exposed it is helpful to utilize a
petrographic microscope with reflected light capability, as
the contrast between the crystal and inclusion glass exposed
at the surface are highlighted using reflected light.  Melt
inclusions appear darker than their surrounding olivine host
when exposed and polished, and the glass usually acquires
a smoother polish than the olivine.  Final polishing was
performed using a grinding wheel and 0.3 µm loose
alumina grit.  We then removed crystals from the resin by
using a fine point soldering iron set at 375o F, which melts
the surrounding resin.  Once a suite of melt inclusions was
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prepared, we remounted all exposed inclusions together in
one 1” round resin mount. This final mount was then
polished to reveal a smooth surface ready for the laser
ablation inductively coupled plasma mass spectrometer.
2.3. Analytical Methods
The UP-213 Laser Ablation System (New Wave
Research) and the X-SeriesII ICP-MS (Thermo Electron
Corporation) were used to analyze melt inclusion
compositions.  We tuned the ICP-MS using a piece of
NIST-612 glass to ensure optimum sensitivity and stability.
After tuning, we analyzed three standard USGS glasses
with known compositions (BIR-1G, BCR-2G, and BHVO-
2G), which were used to calibrate the LA-ICPMS signal for
the elements of interest.
For melt inclusion analysis, we set the laser to drill a 30
µm spot continuously for 60 seconds, and we set the ICP-
MS to collect data for two minutes (30 seconds of
background prior to laser on, 60 seconds of laser ablation
on the sample, and 30 seconds of washout after laser off;
see Figure 4).  We acquired data before and after drilling in
order to eliminate the effects of washout from the ablation
of previous samples and also to factor out the instrumental
background signal.  We used these methods to acquire LA-
ICPMS data for 40 major and trace elements in the melt
inclusions (Li, Be, Mg, Si, Ca, Sc, Ti, V, Cr, Mn, Co, Ni,
Cu, Zn, Rb, Sr, Y, Zr, Nb, Cs, Ba, La, Ce, Pr, Nd, Sm, Eu,
Tb, Gd, Dy, Ho, Er, Yb, Lu, Hf, Ta, Pb, Th, and U).
2.4. Data Treatment
The raw laser data from the standard glasses and melt
inclusions are transformed into concentrations using a
multi-step method.  First, we examine the readouts and
determine where the background and melt inclusion signal
begin and end.  When identifying the background we are
sure to avoid washout from the laser in our calculations and
we pay special attention to Mg when determining the signal
to avoid including signal from the host olivine if the laser
has drilled through the melt inclusion and into the crystal
(see Figure 4).  Next we average together the background
time slices and the signal time slices.  We then subtract the
average background from the average signal to remove
additions to the signal from the ambient instrumental
background.  We then normalize the background-subtracted
counts for each element to 47Ti. For the USGS glasses, we
then multiply these normalized counts by the known TiO2
concentrations of the glasses, and plot these values for a
given element against the known concentrations of the
element in each glass, forming a three-point linear
calibration curve for each element.  For the unknowns, we
multiplied by an assumed TiO2 concentration, forcing MgO
to yield an arbitrary value of ~8 wt.%.  This assumption
introduces significant error into our final concentration
data, since the MgO content of the melt inclusions is
unknown and may vary from one inclusion to another. We
mostly discuss ratios in this study, however, which
eliminates this source of error.  After this step, we use the
linear relationships from the standard calibrations to
calculate the element concentrations in the melt inclusions.
Standard calibration curves were linear (r>.999) and repeat
Figure 4. Time-resolved laser data acquisition for melt
inclusion TB-188-11. Bold lines indicate the background
signal, the time at which the laser turned on, the ablation
signal in the melt inclusion, ablation signal in the host
olivine, and the time at which the laser switched off.  The
Mg signal clearly illustrates the point at which the laser
drilled through the back of the melt inclusion and into the
host olivine crystal. These data were acquired using a 30
µm spot setting with a 10 Hz repeat rate, at 0.75 mJ/pulse
beam energy (Kelley et al., 2003).
laser analysis on BHVO-2G show reproducibility of
<2.7%rsd for La and <3.6% rsd for U.
3.  Results and Discussion
3.1 Results
Here we present the new LA-ICPMS data in
combination with the existing volatile data set.  Our data
show that, in general, Tambora has higher H2O than
Galunggung, although both have low H2O contents
compared to other arcs (Figure 5).  Both samples contain
many inclusions with relatively high CO2 levels (>50 ppm),
confirming that many of these melt inclusions were trapped
before extensive degassing took place. CO2 is less soluble
than H2O and thus degasses almost completely before H2O
degassing begins (Figure 5). Because of this characteristic,
the presence of significant CO2 in a melt inclusion indicates
that H2O has likely not significantly degassed. This
indicates then that the low H2O contents are primary and
not a result of rapid degassing during eruption (Sisson and
Bronto, 1998).
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Figure 5. H2O vs. CO2 in olivine-hosted melt inclusions
from Galunggung (diamonds and squares) and Tambora
(triangles, crosses, and stars).
Figure 6. Chondrite-normalized rare earth element
diagram, showing REE patterns from representative melt
inclusions from both Galunggung (G2) and Tambora (TB-
188). A normal mid-ocean ridge basalt (MORB; Niu and
Batiza, 1997) and typical arc basalt (Agrigan, Marianas,
Elliott et al., 1997) are shown for reference.
Figure 7. Nb/Y vs. H2O/Y in Indonesian melt inclusions.
The bold line is the nominally anhydrous mantle array, as
defined by NMORB, EMORB, and OIB (Cervantes and
Wallace, 2003). Mariana trough points are also as shown
by Cervantes and Wallace (2003). Arc melt inclusions from
the Mexican subduction zone are plotted as well (Cervantes
and Wallace, 2003).
The rare earth element (REE) patterns of these melt
inclusions illustrate the overall extent of trace element
variability between these two volcanoes. Trace element
differences between Galunggung and Tambora are clearly
evident in their REE patterns (Figure 6). Both volcanoes
are enriched in light REE relative to normal mid-ocean
ridge basalt, and show smoothly sloping patterns that are
more like typical arc basalts (See Figure 6). Tambora,
which has higher water concentrations than Galunggung,
also is more enriched in light REE and has more steeply
sloping REE patterns than Galunggung. Based on these
observations, there are two interpretations that may explain
the trace element variations here. Either these differences
are a feature of the mantle beneath these volcanoes or they
result from variable slab additions. In the following section,
we distinguish between these two possible sources using
trace element ratios.
3.2. Discussion
There are two plausible reasons for the variation and
enrichment in rare earth elements in the Indonesian melt
inclusions. Either the mantle source in these regions is
more enriched or slab recycling is contributing to the rare
earth element abundance in this area (e.g., Figure 6).  In
order to distinguish between these two sources we examine
the relationship of Nb/Y to H2O/Y (Figure 7).  Niobium is a
highly incompatible element during mantle melting, and as
such it favors being in the melt.  Yttrium is a mildly
incompatible element meaning that it also prefers melt over
the solid mantle, but not as strongly as Nb. As a result of
the variation in the incompatibilities of these elements, Y in
the mantle is less affected than Nb by the continual removal
of melt.  This causes the ratio of Nb/Y to vary significantly
based on subtle differences in the progressive depletion of
the mantle over geologic history. Both of these elements
are fluid immobile, and we therefore assume neither has
been added to the mantle from the subducting slab. These
characteristics make the Nb/Y ratio highly sensitive to the
mantle composition and independent of slab additions to
the mantle. Higher Nb/Y indicates that the mantle is either
more primitive (i.e., less depleted) or enriched (Cervantes
and Wallace, 2003). H2O/Y, on the other hand, clearly
increases as H2O is added to the arc mantle by the slab
(Cervantes and Wallace, 2003).
The first inference to be made from Figure 7 is the
obvious difference in mantle sources beneath these two
volcanoes.  Galunggung has a mantle source that is more
similar to MORB and Tambora appears to more enriched,
closer to EMORB. Figure 7 further shows that Tambora
and Galunggung receive different contributions from the
slab. Surprisingly, despite the higher overall H2O content of
Tambora melts, it is Galunggung that has larger H2O
addition from the slab (see Figure 7).  This suggests that
Galunggung obtains most of its low H2O from the slab
while Tambora’s composition indicates that its higher H2O
is an inherent property of the mantle.  As previously
mentioned, water additions have a huge impact on mantle
melting processes.  As such, this variation that we see in
slab additions between Galunggung and Tambora implies
unique mantle melting processes occurring beneath the
volcanic front in this region. Samples that plot below or on
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the anhydrous mantle line are a result of pure pressure-
release melting, while points above this line show the
increasing importance of H2O-flux melting because points
above the line contain excess water from the subducting
slab.  Points below the line contain no slab-derived water,
requiring an alternate type of melting (i.e., pressure-
release).  Decompression and H2O-flux are thus both
present and important beneath both of these volcanoes.
Both melting processes are present, and the relative
importance of slab-derived H2O compared to other arcs is
less.  Decompression melting here appears as important as
it is beneath back-arc basins.  Without the presence of
decompression melting, it is possible that H2O-flux melting
in these regions would not be substantial enough to create
these volcanoes.
4.  Conclusions
Our data confirm that Indonesia is an unusual arc,
distinguished from others by its low H2O contents.  Our
new LA-ICPMS data for olivine-hosted melt inclusions
show that two Indonesian volcanoes, Galunngung in the
west and Tambora in the east, show relative enrichment in
the rare earth elements compared to MORBs and other
island arcs, despite low overall H2O.  Furthermore, our new
data demonstrate that the mantle sources beneath Tambora
and Galunggung are distinct from each other.  Coupling the
new trace element data with existing H2O data, we show
that Galunggung has more slab-derived H2O than Tambora,
despite its lower overall H2O concentrations.  Finally, these
data show that both flux melting and pressure release
melting contribute to the magmas formed beneath
Indonesia, and that pressure release is a major mechanism
driving melting independent of slab-derived H2O.
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The Coupling of Tsunami and Seismic Energy
Robert Dubuc III1, and Yang Shen
Graduate School of Oceanography, University of Rhode Island, Narragansett, Rhode Island
Abstract.  Uncharacteristic long-period ground motions were observed at the Diego Garcia and Cocos
Islands seismic stations after the 2004 Sumatra-Andaman earthquake and preceded the arrival of the
tsunami wave itself.  As a tsunami wave propagates across the open ocean, it is relatively uninfluenced by
the ocean bottom.  Once it reaches a rise in sea floor, it interacts with the bottom and looses energy.  A
portion of this energy is assumed to be converted into the elastic deformation of the sea floor.
Deformation of the sea floor in a long period fashion could produce the long-period seismic waves that
were recorded.  A 2 dimensional finite-difference code was used to study this possibility.  The interaction
between tsunami waves and induced seismic waves at the water/ocean crust boundary is simulated on a
simple rectangular gridded model.  Parts of the code were modified so that the changes in pressure on the
sea floor from a propagating tsunami were portrayed by point sources.  These point sources correspond to
gravitational pressure from a propagating tsunami and were located on top of the grid.  Gravitational
pressure associated with the tsunami was translated into ground displacement and served as parameters
for the point sources.  Synthetic long period waveforms were recorded that resembled observed data.
Local bathymetry and geology had to be left out due to the limitations of the program.  With further
investigation, real time tsunami warning could be improved immensely.
1.  Introduction
T he December 26th, 2004 the Sumatra-Andaman
earthquake created one of the most destructive tsunamis
known to human kind.  After the earthquake
uncharacteristic long-period waveforms were observed at
the Diego Garcia and Cocos Island seismic stations (Shen
et al., 2006).  As tsunami waves interact with a sharp rise in
sea floor, they loose energy to reflection, bottom friction,
and turbulence.  The assumption is made that a portion of
this energy is translated into the elastic deformation of the
sea floor.  This, in turn, induces the long period seismic
waves that were recorded.  Travel time anomalies between
the actual tsunami waves and seismic waves correlate to a
sharp rise in sea floor at both seismic stations which
validate this assumption. (Shen et al., 2006).  The period
and dispersive characteristics of the seismic records also
correlate to the tsunami records at near co-located tidal
gauges and suggest that the ground motions were induced
by the tsunami waves (Shen et al., 2006) (Fig. 1).
Changes in pressure associated with the propagating
tsunami could inhibit a loading and unloading effect on the
ocean bottom which would produce seismic waves.  In this
project the deformation of sea floor associated with
gravitational pressure from propagating tsunami waves was
explored.  Since tsunami's are infrequent and there is not an
abundance of tools in the field which measure tsunami
waves and there implications, computers are needed to
model this interaction.  Synthetic seismic surface waves
induced from point sources on the top of a rectangular 2
dimensional model are the focus of study for this paper.
The point sources, located on the synthetic sea floor, are to
be representative of the changing gravitational pressure
from over head tsunami waves.  These point sources
display the loading and unloading effect the ocean bottom
would endure as tsunami waves propagate over head.
Figure 1. The real seismograms and tidal gauges recorded
at Diego Garcia and Cocos Islands. Notice the difference in
time between the tsunami arrival at the tidal guages and the
beginning of the long period waveforms on the
seismograms. Compare the seismograms to figures 10-11.
2.  Methods
ELA2D, a 2D finite difference code written in Fortran,
was used to simulate seismic activity on the sea floor.
ELA2D was designed by Joachim Falk to model elastic
isotropic media and uses elastodynamic equations for wave
propagation.  The code creates a rectangular 2D model
consisting of grids which can each be assigned p and s-
wave velocities, and density values.  The model was set up
so that the z-axis was depth into the interior of the earth,
and the x axis was distance in the direction of the
propagating tsunami.  Where z = 1 a free surface condition
was put into effect so that surface waves would propagate
along the top of the model.  The model was 1000 X 800
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with spacings of 58300 m in order to satisfy stability
conditions.  Matlab was used to view snapshots of wave
propagation and synthetic seismograms (Fig. 2).  The
model represented ridged sea floor without water present
and every grid was given the same p-wave velocity, s-wave
velocity and density values of 3100 m/s, 1800 m/s and
2925 kg/m3 respectively.
Parts of the code were modified so that multiple point
sources on the top of the grid could be triggered in
succession, each with different characteristics.  The point
sources simulate sea floor displacement resulting from
propagating tsunamis which induce seismic waves.  The
time of triggering and the distance between each point
source are characterized by the velocity of the tsunami at a
certain point and the spacing of grids.  The point sources
trigger one after another so they reflect propagating
tsunami wavelets passing over head.  The velocity of the
tsunami waves when wavelength is much greater than
ocean depth is given by the equation,
c = (gh)0.5 (1)
where g is gravity and h is the depth of the ocean (Lay and
Wallace, 1995).
Synthetic seismic waves induced from the hypothetic
tsunami waves have wavelengths ranging from 792,000 m
to 2,790,000 m.  The model was modified to withstand
such large waveforms given certain stability conditions.
These include that there must be at least 10 grid points per
wavelength and that,
Vp * (dt / dx) < 1/(2)0.5 (2)
where Vp (3100 m/s) is P-wave velocity, dt (13.3 s) is the
time step and dx (58300 m) is distance between grids
(Virieux, 1986).  Four different tsunami waveforms were
picked with periods of 900s, 710s, 600s, and 440s to be the
point source's origin of energy.  Each point source moves
up and down sinusoidally four times in a row to reflect
those different period tsunami wavelets.  Each point source
is slightly different and reflects how the four different
tsunami wavelets change as the tsunami propagates.
     Since the grid spacing was so large, bathymetric features
could not be included into the model.  Therefore, the top of
the model was assumed to be a gently rising sea floor with
a slope of .393 degrees.  Point sources are placed 1-3 grid
space away (the last 6 point sources are always 1 grid space
apart) from one another and represent the loading effect the
sea floor would endure as tsunami waves pass by (Fig. 3).
Each of the nine point sources displays movement for 2640
s and since they are close to one another, multiple point
sources will display movement at the same time.  The
hypothetic tsunami interacts with the sea floor over a
distance of approximately 700000 m.  This creates
superposition of synthetic waveforms and can be seen in
the synthetic seismograms.  The synthetic seismograms are
located 1 to 17 grid spaces away from the last point source.
The tsunami itself is not represented in the model, only
point sources that would be induced by a tsunami are
present on the very top of the model.  A hypothetic tsunami
must be formulated in order to explain the specifications of
each point source.  The tsunami waves are assumed to be
linear long surface-gravity waves and non-linear effects are
Figure 2. Z component snap shot from Matlab. Model is
1000 X 800 with grid spacing of 58.3 km. The Z
component is vertical into the earth, and the X component
is horizontal distance in the direction of the propagating
tsunami. Point sources trigger left to right on top of the
model.
Figure 3. The slope hypothetic tsunami waves were
climbing. In reality the point sources (red dots) were
located horizontally on top of the model. The first and
second grid points (4000 m, 3600 m) were located 2-3 grid
points away, the second and third were located 1-2 grid
points away, and the rest of the point sources were located
next to one another.
not taken into consideration for this project.  Tsunami
wavelets in 4 km of water with periods of approximately
1000 s and less travel at different velocities (Lay and
Wallace, 1995).  Once these different wavelets propagate
into shallower water, wavelengths become relatively much
greater than water depth and the waves propagate at the
same velocity which depends on (1)  (Mark Wimbush,
personal communication).  Once the four hypothetical
tsunami wavelets reach where the first point source occurs
and start rising from 4 km, the assumption is made that they
travel at the same speed.  The periods of these 4 wavelets
were chosen so that this assumption was a good
approximation of linear-theory tsunami propagation.
An arbitrary wave train was constructed with these
wavelets in order to very roughly resemble the actual
tsunami that was formed after the Sumatra-Andaman
earthquake (Fig. 4).  The hypothetic tsunami wavelets were
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Figure 4. The hypothetical tsunami wave. Y-axis is
displacement in meters. These amplitudes reflect
amplitudes the tsunami would have at the first point source.
X-axis is in minutes. The wave would propagate left to
right. The four different period tsunami wavelets are
assumed to have aligned themselves in this fashion over the
deep ocean at the first point source. The periods are
retained throughout all of the point sources and all 4
waveforms are assumed to travel at the same speed as they
travel up slope.
Figure 5. Differences in gravitational pressure on the sea
floor resulting from the propagating tsunami induces
ground displacement. Ground displacement has the same
period as the tsunami and propagates at the same speed.
The point sources display vertical displacement and imitate
this ground displacement over time at a point on the sea
floor.
formed at approximately the same distance from Diego
Garcia to the source of the earthquake and some shift in
time between the 4 wavelets was allowed since the
earthquake had a 500 s long rupture period (Yang Shen,
personal communication).  The 900 s, 710 s, 600 s, and 440
s periods were given velocities in the open ocean of 198
m/s, 190 m/s, 181 m/s, and 171 m/s respectively (Lay and
Wallace, 1995).  The arbitrary wave train was put together
so that at the first point source had a smooth, continuous,
decaying sinusoidal shape.  The point source displacements
are exactly out of phase with the tsunami water
displacements.  They both have the same period but
different amplitude (Fig. 5).
Each successive point source is located in the model at a
location that corresponds to a point on the sea floor which
is 400 m shallower than the previous point source (Fig. 3).
As tsunami waves propagate upward they couple with the
sea floor, slow down, and change in shape.  Velocity,
which controls when to activate successive point sources, is
given by c = (gh)0.5 = λ/T where T is period and λ  is
wavelength.  T is conserved in propagating waves so λ
changes with changing velocity (Mark Wimbush, personal
communication).  The amplitude of the tsunami wave,
which in turn effects the amplitude of the point source
displacement, is given by the relation a ~h-0.25 where a is
amplitude and h is the depth of the ocean (Lighthill, 1978).
At the location of the first point source, which corresponds
to the initial rise in sea floor at 4km, the tsunami wavelets
were given initial amplitudes of 0.5m, 0.4m, 0.3m, and
0.2m (Fig. 4).  This is relative to the real Indian Ocean
tsunami which had its biggest amplitude in the open ocean
of approximately 0.5 m (Mckee, 2005).
The tsunami's amplitude is the gravitational driving
force which induces sea floor displacement.  The amplitude
above and below the mean sea level creates sinusoidal
loading and unloading, which corresponds to mass excess
and deficit at a specific point.  The amplitude of each point
source is assumed to correspond only to this gravitational
loading and unloading.  Excess pressure on the sea floor
from the peak of the tsunami wave is given by P = pga
where p is density of water, g is gravity and a is the tsunami
amplitude.  Pressure is then integrated to obtain force for
every tsunami wavelet at each location.  Sea floor
displacement is then calculated from force.  If 1/2
wavelength is less than the grid spacing (58300m), only
positive values for pressure are integrated within the grid
space interval.  This is so the point source receives the
correct amount of force from positive pressure and the
negative pressure corresponding to the tail of the tsunami
within the grid spacing doesn't effect the maximum
displacement of the point source.  Since the point source is
really not a point, but rather a 58.3 km line, this
approximation gives a realistic answer for the maximum
amount of force given a pressure curve over distance.  If
1/2 wavelength is greater than 58300 m, the sine function is
integrated from 0 to 58300 m, so that the point source
doesn't experience more load than it should over the grid
space interval (Fig. 6).
F = P ⋅ sin(2π x / λ)dx∫ c = (gh)0.5 (3)
{0, 1/2 λ, if 1/2 λ < 58300} or
{0, 58300, if 1/2 λ ≥ 58300}
This value gives us force due to excess pressure from the
tsunami's amplitude, over the width of a grid space.  The
equation,
w = FX2(L-X/3)/2D, (4)
is then used to find w, sea floor displacement, where F is
force over a grid space, X is 1/4 λ, L is 1/2 λ and D is a
stiffness constant relating Lame' coefficients and the
thickness of the lithosphere.  This equation was derived to
find the amount of displacement on a beam with fixed ends,
length L, a thickness h, and force at a specific point X
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Figure 6.  Force is integrated from positive pressure only
over the length of the grid. If the length of positive pressure
from the tsunami (1/2 _) is greater than the length of the
grid, force is integrated only over the length of the grid.
Ground displacement is then found from the force value.
The value obtained for ground displacement becomes an
amplitude for each point source. Each point source has 4 of
these amplitudes, corresponding to each tsunami wavelet.
(Turcotte and Schubert, 2005).  D, a stiffness coefficient is
equal to
D = Eh3 / 12 * (1 - v2) (5)
where h is the thickness and is given the value 100 km, and
E and v are Young's and Poison's ratios.  The values for
Young's and Poisson's were derived from the Lamé
coefficients which were derived from the equations
b = (M/ p)0.5 (6)
a = (( L + 2M) / p)0.5 (7)
where b is s-wave velocity, M is the rigidity modulus, p is
density, L is a Lamé parameter, and a is p-wave velocity.
L is set to be 1/2 v since the pressure from the tsunami is
sinusoidal and has roots every 1/2 wavelength.  The load is
said to be in the middle of a beam (x = 1/4 λ) which
corresponds to the maximum sea floor displacement given
a certain wavelet and location.  The maximum sea floor
displacement is then set to be an amplitude for the point
source function.  Each point source has 4 different
maximum sea floor displacements which correspond to
each of the 4 tsunami wavelets (Fig. 7).  Since L is a
function of wavelength, and w is proportional to L, the
displacement due to load actually decreases as the tsunami
further travels up slope and slows down.  Force is also
proportional to w but the decrease in L is more than the
increase in F as the hypothetical tsunami travels upward
(Fig. 8).  Excess pressure on the sea floor from the tsunami
wavelet produces a negative displacement on the sea floor
with the same period as the propagating tsunami.  The point
sources trigger in accordance to the tsunami's velocity and
change as a function of depth.
Figure 7. Point source, displacement vs. time. Y axis is in
meters and X axis is in minutes. Each point source displays
the same periods, but the amplitudes change relative to the
values for ground displacement (Fig. 8).
3. Results and Discussion
The rough, long period, sinusoidally shaped observed
seismic waveforms closely resemble the shape of synthetic
seismic waveforms with certain fluctuation.  The 9 point
sources, once triggered, created an overlapping of seismic
waves which superimposed with one another to create the
rough sinusoidally shaped seismogram.  The initial waves
on the synthetic seismogram from the main run are the
largest in amplitude, period, and are the smoothest
waveforms in the seismogram.  It seems that these first
smooth waveforms correspond to the first few point sources
which had the largest displacement in the synthetic
seismogram (Fig. 8).  Following the initial waves are low
amplitude superimposed surface waves, which have much
rougher characteristics than the initial surface waves.  They
do, however, also retain large periods and resemble
observed seismic records.
The characteristics of the synthetic seismogram from the
main run resembles the Diego Garcia records quite well
with larger, smoother waveforms initially, and lower
amplitude, rougher waveforms following (Fig. 9).  This
could be because the area of coupling for the tsunami as it
approaches the Deigo Garcia seismic station is spread out
compared to Cocos, and has many bathymetric bumps (Fig.
10).  Perhaps the complex sea floor bathymetry near Diego
could have effected the induced surface waves and the
smooth initial seismic waveforms were relatively
unaffected by super-positioning.
The synthetic waveforms on the seismogram after the
initial smooth waveforms looks more like the waveforms
recorded at Cocos Island (Fig. 10).  This last part of the
synthetic seismogram seems to be an area of more complex
super-positioning due to the overlapping of many induced
seismic waves.  The area of interaction of the tsunami and
the sea floor as it approaches Cocos Island is a relatively
smooth, steep rise in sea floor.  The tsunami could have
influenced the sea floor many times as it traveled up this
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Figure 8. Ground displacement, wavelength, force,
amplitude, and pressure at different point sources. The
color lines reprsent 900 s wavelet (blue), 710 s wavelet,
(pink),  the 600 s wavelet (yellow), and the 440 s wavelet
(light blue). Ground displacement decreases as the
hypothetic tsunami propagates into shallower water.
Figure 9. Water depth the tsunami traveled over vs
longitude or latitude at Diego Garcia and Cocos Island
respectively.
Figure 10.  Synthetic seismograms from the main run
which resemble the Diego Garcia seismic recordings. The
first and second point source were located 3 spaces away
from one another. The second and third point source were
located 2 spaces away from one another. All other point
sources were located next to one another.
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Figure 11. Synthetic seismograms which resemble Cocos
Island seismic records. The point sources displayed
dispersive characteristics as the hypothetic tsunami went
upslope. In order to physically explain this, non-linear
wave theory would need to be considered.
sharp slope (Fig. 9).  More super-positioning of seismic
waves could create rougher waveforms with less variance
in amplitude like the recorded Cocos Island waveforms
(Fig. 1).  In fact, during one run of the program the point
sources were set up so that the tsunami would have
displayed dispersive characteristics as it went up slope.
The first point source was one large period waveform, the
second point source had two smaller period waveforms and
this went on until the sixth and final point source had six
small period waveforms (Fig. 11).  These point sources,
however, were not backed up by physics and non linear
theory would need to be taken into account to describe this
behavior.  In reality, tsunami waves do display non linear
characteristics as they travel into shallower waters and can
disperse (Rivera, 2006).  Non-linear behavior of tsunami
waves is not within of the scope of this project and linear
approximations were used to simplify the justification of
point source characteristics.
The amplitude of the real seismograms versus the
synthetic seismograms is approximately an order of
magnitude apart from one another.  The synthetic
seismograms show ground movement characteristic to the
sea floor rather than ground motion on land.  Since Diego
Garcia and Cocos Island are islands protruding from the
deep ocean, the amplification of seismic waves could have
taken place as they travel towards the top of the island
structures.  Also, in the real seismograms no vertical
displacement was recorded and only tangential and radial
displacements were observed.  Since the model is only 2
dimensional, this type of situation could not be explored.
This could also be a product of local geology and
bathymetry inherent to the island structures.
The period of the synthetic waveforms also seem to
reflect the period of the point sources.  The first two major
waveforms in the synthetic seismograms have periods of
approximately 12 to 15 minutes.  The first point source
displacement had a period of 15 minutes (Figs. 7 and 10).
In the real seismograms the first two waveforms have
periods of 15 - 25 minutes.  Perhaps the period of the
seismic waveforms reflect the period of the tsunami itself,
although it can't be inferred from this project.  Within the
model, though, the period of synthetic point source surely
effects the period of the synthetic seismic waveform and in
fact almost matches it.
The model was set up to be a simple 2D representation
of how gravitational pressure from tsunami waves might
induce seismic waves on the sea floor and many more
details could be taken into effect.  The synthetic results do,
however, validate the assumption that a tsunami interacting
with the sea floor can induce seismic waveforms with very
long periods.  The exact numbers used for pressure, force,
and displacement could differ from reality since
approximations discussed earlier were put in place to give
displacement values for each point source.  The shape of
the seismic waveform, however, does not change
drastically when you change these numbers.  As long as
tsunami waves induce long period displacements on the sea
floor, long period seismic waves should result.
4. Conclusion
The theory of tsunami waves influencing seismic waves
has many implications.  The exploration of this idea could
eventually result in better real time tsunami warnings and
also help better the understanding tsunami waves
themselves.  In the future, this project would have to be
considered as a three dimensional problem and bathymetric
and geological factors would be entered into the model.
Since ELA2D is only 2 dimensional and has various
limitations, only the conclusion that long period seismic
waveforms can result from tsunami waves loading and
unloading in the form of point sources on the sea floor can
be made.  The point sources do, however, mimic the
tsunami's loading and unloading due to pressure quite well
given the limitations of the code.  More grid points with
much less grid spacing would be very helpful to further
investigate these phenomena.
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The effect of density stratification and a cape in a baroclinic western
boundary current separation experiment
Xue Fan1, Peter Cornillon, Andrew Eichmann and Vitalii Sheremet
Graduate School of Oceanography, University of Rhode Island, Narragansett, Rhode Island
Abstract.  The physics of separation of western boundary currents from coastlines of mid latitude ocean basins has
long been a mystery for physical oceanographers. In separation regions, complicated flow patterns and gyres are
produced. They exchange and mix different water masses, drawing considerable interest from their impact on global
climate regulation and nutrient cycles. For the Gulf Stream in particular, different factors such as the coastal shape
(Cape Hatteras, North Carolina), inflow and outflow location, wind stresses, continental shelf slope, and shallow
underwater plateaus (Grand Banks, Newfoundland) potentially play separate and important roles in separating the
Gulf Stream from the coast. In order to study these factors, we set up a circular tank of water rotating on a spinning
table. Sloping planes for the upper and lower boundaries of the enclosed tank create the β-effect. Water is pumped
through gaps in the tank, producing a western boundary current. An artificial cape is introduced into the system,
mimicking the geometry of Cape Hatteras at the Gulf Stream’s point of separation. A baroclinic, 2-layer system is
used to study the effects of stratification on the point of separation. The results of varying different parameters (flow
rate, density difference between layers) are compared with observations of the Gulf Stream and output from a
numerical model mimicking the experimental setup, developed by Vitalii Sheremet. Results show that position of
the inflow and outflow gaps controls the separation point. Density differences alone do not significantly affect the
separation point.  High flow rates tend to create more modes of oscillation and a moving separation point.  A cape at
high density difference and low flow rate deflects the western boundary current flow more so than any other setup.
1. Introduction
Western boundary currents are intensified jets found on
western edges of major ocean basins. A large portion of
their length follows continental boundaries, transporting
heat and nutrients.  The separation point between the
western boundary current and the coast has been a hot spot
in oceanographic research, as it is important to ocean and
current predictions.
The Gulf Stream, found in the Atlantic ocean basin,
flows along the North American continent from the Gulf of
Mexico to Cape Hatteras, North Carolina, where it is then
deflected seaward, crossing over the Mid-Atlantic ridge and
heading toward Europe.  The mechanisms involved in Gulf
Stream separation are not well understood.
A two-layer model of the ocean basin is used in our
study of the Gulf Stream.  This idealization of the ocean's
density stratification allows us to experiment physics
involving a free, parabolic interface.  Inflow and outflow
locations provide a way to control the separation point in
our artificial western boundary current.  Experiments with a
cape are used to determine the impact of geological
features.  The results of various setups are compared to
output of a numerical model made to mimic the parameters
of our tank.  The model essentially solves the stream
function given the boundary conditions of the tank until
steady state is reached.  The creation of a two-layer system
and the cape is described in section 2.  The results of
varying different parameters compared with the model are
displayed in section 3, along with important features of
certain experiments worth emphasizing.  Section 4
summarizes the conclusions drawn from our experiments.
2. Methods
2.1. Tank Setup
A 1m diameter cylindrical tank is used to create the
western boundary current needed for our experiment.  The
tank is centered on a rotating table and has three
compartments: an active region, a northern outflow
collection region, and a southern input area.  An aerial view
of the tank is shown in Figure 1a.  The outer tank walls rise
to 45 cm in height.  For all experiments, the rotation rate of
the tank was set at 1 rad/s.  A north-south gradient in the
thickness of the water column is created by sloping bottom
Figure 1. a) Vertical cross section through the tank from
north to south. b) plan-view of the tank setup.
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and top lids in the tank's active area. These slopes create
the β-effect, which simulates the effect of latitudinal
dependence of the Coriolis force. The bottom lid begins at
the southern point of the active region, sloping at +0.05.
The top lid is added to prevent a parabolic surface from
forming in a freely rotating non-lid experiment, and allows
for the β-effect to act upon the top layer of a baroclinic
experiment.  The top lid also begins at the southern point,
and slopes at -0.05, so that the height of the water column
in the active region ranges from 14 cm at minimum (north
end) to 24 cm at maximum (south end). Lines of constant
depth run east-west.  The sloped bottom is marked with
radial lines every 15 degrees arc and concentric lines from
the midpoint at 5 cm increments.
Both the inflow and outflow gaps into and out of the
active tank region are 8 cm wide and are cut out from the
first 10 cm layer under the top lid. The inflow and outflow
compartments are lined carefully with sponges, taking care
to not disturb the flow in or around the gap regions.  The
sponges serve to diffuse the flow.  A digital pump takes
water from the northern outflow area, and puts it into the
southern inflow compartment, thus creating a pressure
difference, and causing water to be pushed into the active
tank region.
Neutrally buoyant dye was used to trace time-averaged
currents in the active region of the tank.  A series of small
holes was drilled into the top lid of the tank along radial
lines at 180, 225, and 270 degrees, concentrated toward the
outer rim of the tank. Needles were inserted about 5 cm
down from the top lid, and were connected to micro-pumps
to inject the dye at a slow rate (20 ml/h).  A remote-
controlled camera was mounted above the active region of
the tank.  Its output was sent by wireless transmitter to a
television monitor as well as recorded within the camera.
2.2. Baroclinic System and cape
To create a stable baroclinic system for experimentation,
we create a seawater solution to our desired density.  This
layer is allowed to equilibrate to a uniform distribution of
temperature and density.  The temperature of all water used
is kept constant at room temperature to avoid any currents
produced by a vertical temperature gradient.  The densities
tested ranged from 1025 kg/m3 (pure seawater from
Narragansett Bay) to 1002.5 kg/m3 (diluted seawater).  We
define δ=Δρ/ρ , where Δρ is the difference in densities
between the bottom and top layers, and ρ is the density of
the top layer (fresh water having ρ=1000 kg/m3).  A setup
with a bottom layer density of ρ=1025 kg/m3 gives
_=0.025. A “high density difference” setup refers to a two-
layer system with high δ  (δ=0.025 for pure seawater),
whereas a “low density difference” refers to a setup with
low δ (δ=0.0025 for seawater diluted such that for a given
volume, there will be 1/10 the amount of seawater
compared to pure seawater).  Testing the extremes of the
density range allows us to gauge to what extent the density
difference has an effect on separation point. The denser
solution is attached to an inflow tube that rotates with the
table.  Fresh water is put in the tank while the table is
stationary – the quantity is measured such that when the
tank is completely full with the two-layer system, the
denser liquid will rise to the bottom of the inflow and
outflow gaps, shown in the vertical section in Figure 1b.
Once the fresh water is filled to the marked height, the
tank is spun up until solid body rotation is achieved
(usually 10 to 15 minutes).  The denser seawater solution is
then slowly pumped into the lowest part of the active tank
region (the southern point). Neutrally buoyant dye
matching the top layer density was injected into the bottom
of the tank.  This dye would rise through the denser fluid
until it reached the interface between layers, allowing us to
visually monitor the boundary height. In less dense
solutions, dye was used to color the denser solution so that
the interface between the bottom and top layer could be
monitored more easily.  Once the dense water layer is at the
correct height, the water pump begins to push the flow.
An artificial cape was made to imitate the presence of
Cape Hatteras.  It was fit so that its protruding point would
line up vertically with the due-west (270 degrees) line of
the tank at all heights of the active region, and both sides of
the cape were smooth and vertical.  Figure 2 shows the
shape and dimensions of the cape insert.
2.3. Numerical Model
The numerical model, developed by Vitalii Sheremet,
was made to mimic the parameters of the tank setup,
including a new addition of a baroclinic, two-layer fluid
having a parabolic interface.  The model finds a numerical
solution to the Shallow Water Equations in the cylindrical
coordinates of our rotating tank system.  It tracks the
progress of the stream function with trapezoidal time
stepping until steady state is reached.  In the case of the
baroclinic system, the bottom layer is assumed to be at rest
with respect to the rotating table.  Contours of the stream
function are plotted in the tank's coordinate system.
3. Results and Discussion
3.1. Gap Placement
The inflow gap was kept at the southern-most point.
Outflow gaps varied from the northern edge to the middle
of the tank.  Geostrophic contours of constant depth run
east-west, and waves and current tend to propagate along
these lines in a rotating fluid. The outflow gap is used to
simulate the underwater plateaus found at Grand Banks,
Newfoundland.  The global geostrophic contour at which
these features are located is hypothesized to affect the Gulf
Figure 2. Cape insert.
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Stream separation point. From our experimental results, we
see that the point of separation is determined by the
placement of the gaps.  Figure 3 shows model output for
two different gap placements compared to experimental
results at given flow rates.
3.2. Density Stratification
By defining the flow rate, Q, to be the amount of water
moved through the pump per unit time (in cm3/s), we can
compare the effects of density differences between layers at
fixed flow rates.  Figure 4 shows results from both high and
low density difference runs at two different flow rates.  The
dye lines have been digitally enhanced to emphasize the
path and separation point of each run.  Dye experiments at
varying densities exhibit little variation in separation point.
This same observation can be made at different flow rates.
Figure 3. Black brackets designate gaps. Image a shows a
barotropic model output for a gap at the north end of the
active region. Image b shows the results of the experiment
in this setup. Image c is the barotropic model output for a
gap in the middle region of the active tank. Image d shows
the experimental result of this setup.
Different values of Q allow us to examine the effect that
varying flow rate has on a given density stratification.  Dye
runs for a given density difference are shown in Figure 4e
and 4f.  Again, paths of dye are manually highlighted.  At
low flow rates, the separation point is easily visible with
dye experiments.  When the flow rate is increased, dramatic
shifts in the point of separation occur, as if the high flow
rate is causing the separation point to drift.  Many different
modes of oscillation make the ink path difficult to map.
This observation can be made for different densities.
Therefore, flow rate has rather ambiguous effects on the
separation point, and further study is needed by more
accurate methods.  A comparison between instantaneous
velocity fields at a number of times may be more useful in
the case of high-oscillation flow rates.
Discrepancies between the model output and the
experimental setup are shown in Figure 5.  The model
predicts a separation point much lower than what is
observed in the lab, even at different flow rates.  The
experimental setup more closely mimics model outputs of a
barotropic system, where there is no velocity change with
respect to height of the water column.  This can be
explained by the baroclinic model's assumption that the
lower, denser layer rotates with the tank with a zero relative
velocity.
Experimental tests with neutrally buoyant dye matching
the lower level density show that at sufficient flow rates,
Figure 4. Image results for experiments at
a) Q=10cm3/s and δ=0.0025, b) Q=10cm3/s and δ=0.025,
c) Q=20cm3/s and δ=0.0025, d) Q=20cm3/s and δ=0.025,
e) Q=40cm3/s and δ=0.0025, f) Q=40cm3/s and δ=0.025.
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Figure 5. Image a shows the numerical model (colored
lines) superimposed over data from an experimental run at
Q=10cm3/s and δ=0.0025.  Image b shows the same for
Q=20cm3/s and δ=0.025.
there is a considerable amount of flow exhibited by the
bottom layer, which was previously assumed stationary
with respect to the tank.  We hypothesize that the bottom
layer flow generated enough energy to flow into the
outflow gap.  At this gap, water from the lower layer was
being sucked up and into the outflow compartment.  This
generated a low-level flow that was less energetic than its
upper-layer counterpart.  However, the effect was enough
to make the system substantially more barotropic, and thus
pushing the separation point more northward to match flow
patterns predicted and observed in a barotropic equivalent
of the setup.
3.3. Cape
The cape was tested at multiple density differences and
flow rates.  Figure 6 shows the results of runs with the cape
compared to those without the cape.  At the low density
difference extreme, the cape deflects very little water, and
the western boundary current literally curls along the cape,
back to the side of the tank, and separates at the same point
it would have separated had there not been a cape.  The
cape's ability to deflect the western boundary current seems
greatest at a high density difference, low flow rate
situation.  This effect can be contributed to the balance
between the Rossby waves traveling west from the outflow
gap along the geostrophic contour and the western
boundary current’s originally intended separation path.   In
a more baroclinic system, the upper layer Rossby waves
tend to be weaker, thus pushing the current less westward.
This allows the current to be deflected away from the tank
side more easily.
3.4.  “Virtual” Cape
In experimenting with different methods of dye
pumping, we had drilled a radial row of 2mm-wide holes
Figure 6. Image a shows results from an experiment at
Q=10cm3/s and δ=0.0025 with the cape insert. Image b
shows results at Q=10cm3/s and δ=0.025 with the cape
insert. Image c shows results of the same setup as in a ,
without the cape. Image d shows results of the same setup
as in b, without the cape.
left unplugged, this allows for a free surface at those points,
creating a potential vorticity barrier. The western boundary
current essentially wrapped around this barrier, and
reattached to the side of the tank after crossing the due-west
line.  A different sort of “cape” can be created, taking
advantage of this pressure line effect.  This sort of fake
cape allows for an entirely different boundary condition at
the cape face.  It creates a free surface on which waves and
other effects may form, and changes the no-slip condition
of a rigid surface.
Because the shape of the current has a dependence on
Rossby wave size, the velocity of the flow affects the path
of the current around the virtual cape.  When we vary the
flow rate, differences in the current’s path occur.
According to Figure 7, at low flow rates, a larger, rounder
“bump” appears around the virtual cape than at high flow
rates.  At higher flow rates, the current reconnects with the
side of the tank earlier and more abruptly. At our highest
flow rate, Q=60cm3/s, there is little effect on the current by
the potential vorticity barrier.
Figure 7.  Results showing the deflected current due to the
virtual cape at δ=0.0025.  The drilled holes forming the
potential vorticity barrier are large white dots.  Image a was
run at Q=30cm 3/s, image b was run at Q=40cm3/s, and
image c was run at Q=60cm3/s.
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4. Conclusions
The Gulf Stream was modeled as a two-layer baroclinic
system to examine the impact of different density
stratifications on the artificial boundary current.  In creating
a baroclinic setup, different parameters were adjusted.
These included density differences between layers, gap
inflow and outflow restriction, flow rate, and presence of a
cape.  The separation point of the western boundary current
from the tank edge was closely examined under each of the
different tank setup circumstances.
As seen by the result shown in Figure 3, the separation
point of an artificial western boundary current in a
barotropic (one-layer) system is easily controlled by
moving the location of the outflow gap in the active area of
the tank.  Disturbances propagating along geostrophic
contours tend to affect the western boundary current's
movement.  This effect simulates the Gulf Stream flow
around Grand Banks, Newfoundland.
The introduction of the two-layer system is a better
approximation of the density stratification found in the
ocean.  It allows for examination of the effects of extreme
density differences in the layer and of a parabolic free
surface at the interface.  At both extremes of very low
density difference between layers and very high density
differences, results (shown in Figure 4) suggest that the
densities of a two-layer system do not affect the separation
point in a meaningful way.  At high flow rates, this effect is
even less obvious, because the flow develops oscillations in
the separation point.  The baroclinic setup we have created
here is not perfectly baroclinic, however – the bottom layer
shows movement, which may explain the discrepancies
between the model output and the experimental outcome.
A more barotropic system tends to push the separation
point further north than a baroclinic system.
A cape insertion is placed due west in the active region
to mimic the presence of Cape Hatteras, North Carolina.
As seen in Figure 6, the cape has little or no effect on the
separation point at low density difference setups.  However,
at a high density difference, there seems to be a clear
deflection of the western boundary current from its
originally intended path.  This suggests that under certain
circumstances, interactions between the current and
westward Rossby waves are balanced such that the cape
does play a role in diverting the western boundary current
from the continent.
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Sea Surface Height Variability in the Kuroshio Extension
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Abstract.  As part of the Kuroshio Extension System Study, an array of current and pressure recording inverted
echo sounders (CPIES) was moored in a 600 km X 600 km region centered near 35N 146E off the eastern coast of
Japan.  This array measured bottom pressure and currents as well as round trip acoustic echo time from the seafloor
to the surface from May 2004 through June 2006.  With this array, we can calculate sea surface height (SSH), and
thereby track currents, its meanders, the eddies it forms, and how they interact.  The acoustic echo time is used to
calculate the steric, or heat-content, variations in SSH.  Bottom pressure is used to calculate the mass-loading
variations in SSH.  Satellite altimeters also monitor SSH and here we compare these measurements with CPIES
derived SSH.  There is a mapped product with a resolution of 3.5 days which combines all satellite data and
interpolates over space and time.  We also used Jason-1 along track data, with a temporal resolution defined by the
satellite repeat of 10 days.  Standard deviations and correlations were computed for both parts of SSH, as well as the
total SSH measured by the CPIES and the altimeter.  It was found that the correlation between the altimeter SSH and
CPIES SSH is best where the signal amplitude and variance is highest.  The correlations improve when SSH is low-
pass filtered with a 40 day cutoff.  The Jason-1 along track data provides better correlations to CPIES sites directly
on its tracks, with an average value of r = 0.914, than the mapped altimeter data which had an average value of r =
0.886.
1.  Introduction
Off the east coast of Japan, the Kuroshio western
boundary current forms a vigorously meandering free jet
known as the Kuroshio Extension.  The Kuroshio
Extension separates the cold northern waters from the
warm, southern, subtropical waters of the recirculation
gyre.  The difference in sea surface height across the width
of the current can be greater than a meter.  This region is
very active.
As part of the Kuroshio Extension System Study
(KESS), the first cruise in May 2004 deployed an array of
37 current and pressure recording inverted echo sounders
(CPIES) and 9 pressure recording inverted echo sounders
(PIES).  They array was located in a 600 km X 600 km
region centered near 35N 146E as seen in Figure 1.  This
array measured bottom pressure and currents as well as
round trip acoustic echo time from the seafloor to the
surface from May 2004 through June 2006.  During June
2005, a mid-experiment cruise used pulse delay telemetry
to retrieve the first year’s data from the instruments.  The
recovery cruise in June 2006 retrieved the CPIES.  Here we
compare SSH derived from the CPIES array to two satellite
SSH products.
2.  Data
2.1.  CPIES data
This study utilizes the first year of data from 35 CPIES
and 9 PIES within the KESS array (Figure 1).  The time
series are about 400 days long.  All of the instruments were
bottom mounted at depths between 5000m and 6000m.
The daily average round trip acoustic echo time (τ) and
daily average bottom pressure (P) were recorded and
telemetered during the second cruise.
2.2.  Satellite altimeter data
Satellite altimeter products were produced by
Ssalto/Duacs and distributed by Aviso, with support from
Cnes.  The gridded absolute dynamic topography maps
with resolution of 3.5 days were correlated with the CPIES
measured SSH.  The gridded products during this time
period combine data from ERS, Jason-1, and
Topex/Poseidon.  The gridded data is every third of a
degree.  The Jason-1 along-track data was also used to
Figure 1. KESS Observing Array.  Diamonds indicate
locations of CPIES.  Gridded black lines indicate Jason-1
ground tracks.  Contour lines are mean surface dynamic
height in dyn~cm (Teague et al., 1990).  The 2000 and
4000~m isobaths are shaded dark and light gray,
respectively.  The stars are moored profilers from Woods
Hole Oceanographic Institution.  The triangle is the
Kuroshio Extension Observatory from the National
Oceanic and Atmospheric Administration’s Pacific Marine
Environmental Laboratory.
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compare to sites located on those lines.  These
measurements were also absolute dynamic topography,
with temporal resolution defined by the satellite repeat
every 10 days.  The Jason-1 satellite tracks are every 0.03
degrees longitude and 0.05 degrees latitude.
3.  Methods
3.1.  Computing sea surface height
3.1.1.  Steric effects.  Using measured τ values, GEM
lookup tables provide temperature and salinity as a function
of pressure that are used to calculate the geopotential height
anomaly, Φ (Meinen and Watts, 2000).  The steric part of
SSH is then calculated as Φ/g, where g is gravity.
3.1.2.  Mass-loading effects and the ‘common mode’.
The mass-loading contribution to SSH is P/(ρg), where P is
the leveled deep pressure at a reference pressure of 5000
dbars and ρ is the density.  There was a ‘common mode’
with ~0.2dbar range on 2 to 30 day timescales in the deep
pressure values caused by atmospheric forcing.  The
common mode was removed from the mass-loading part of
SSH.
3.2.  Comparing CPIES SSH to altimeter SSH
The values of steric and mass-loading sea surface
heights are then interpolated to the same times as the
AVISO SSH maps and along-track data.  Total sea surface
height (η) is then computed, and is given by:
η = Φ/g + P/(ρg) (1)
Standard deviations are computed for each part of SSH, the
CPIES total SSH, and the altimeter SSH measurements.
Correlation coefficients between all of these are computed
as well.
4.  Results
The major part of SSH is steric.  The mass-loading
effects can have important contributions, but always have a
much smaller amplitude than the steric effects.
Figures 2A and 2B show the standard deviations of the
Figure 2.  A. Standard deviation of altimeter SSH in cm.  B. Standard deviation of CPIES total SSH in cm.  C. Correlation
coefficient of altimeter and CPIES SSH.  D. Correlation coefficient of 40 day low-pass filtered altimeter and CPIES SSH.
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satellite SSH signals and CPIES SSH signals, respectively.
The highest values are in the middle of the array, which is
where the Kuroshio Extension is meandering for most of
the year.  The lower variances, and consequently lower
standard deviations, are in the northern and southern
sections of the array.  The two maps agree well with the
exception of the southwest corner.  In this region, the
altimeter has higher variance than the CPIES SSH.  This
stronger signal can be seen in the time series of site F1,
shown in Figure 3A.
The correlation coefficient (r) between the altimeter
measurements of SSH and the CPIES measurements of
SSH is shown in Figure 2C.  The higher correlations are in
areas which also have a higher variance.  In the middle of
the array, there is one site (E5), which has a lower r value,
but had a high standard deviation.  When examining the
time series (Figure 3B), during the first 100 days of the
deployment there is a higher frequency signal that the
CPIES is detecting that the altimeter is missing.  The next
step was to low-pass filter the SSH data with a second
order Butterworth filter and try to separate out the higher
frequency signal.  A 40-day cutoff for the Butterworth filter
was used.  Correlation coefficients were again computed
between the altimeter and CPIES data.  The results of this
filtering are shown in Figure 2D.  The correlations
improved at E5, as well as in the northern section of the
Figure 3. A. Time series of site F1, which is the site on the
left which is circled on the schematic of the KESS array.
B. Time series of site E5, which is the site on the right
which is circled on the schematic of the KESS array.
array.  However, it still didn’t improve the southern tip of
the array, where there were the lowest standard deviations.
Most of the CPIES in the array lay on Jason-1 ground
tracks (Figure 1).  These sites were also correlated directly
to the Jason-1 along-track data.  Figure 4 shows the
correlated values with the along-track product and the
gridded product.  The average correlation for sites directly
on these lines compared with the along-track product is
0.914.  The average for the same sites array when
compared with the gridded data product is 0.886.  Points
off of Jason-1 tracks have an average correlation of only
0.869.  However, these correlation values are all much
higher than those found in the Gulf of Mexico, which had
an average correlation of 0.77 for the 5 sites which were
coincident with the Jason-1 ground tracks (Donohue et al.,
2006).
5.  Conclusions
The altimeter measurements of SSH agree well with the
CPIES measurements.  This correlation is best when the
variance in SSH is high.  Low-pass filtering both the
altimeter and CPIES data improves the agreement when the
variance is high.  Using sites along the Jason-1 ground
tracks and comparing this data directly to the Jason-1 data
has better correlations than comparing these sites with the
Figure 4. Correlations for sites that are coincident with
Jason-1 ground tracks: A.  with along-track altimetry data.
B. with gridded altimetry data.
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gridded altimeter product.  In the future, studies may
evaluate gridded products after Topex/Poseidon ceased to
record data, and evaluate the seasonal influences on SSH
signal amplitude.  Knowing that the altimeter is measuring
SSH well is important because this data extends back 20
years and covers all of the oceans, and is assimilated into
current models and forecasts.
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PCR Optimization and Comparative Sequence Analysis of Metabolic Genes
between Isolates of the Diatom Ditylum brightwellii
Graham E. Lau,1 and Tatiana A. Rynearson
Graduate School of Oceanography, University of Rhode Island, Narragansett, Rhode Island
Diatoms are unicellular algae that contribute significantly to the photosynthesis conducted in the global ocean.  It
has been seen that variability occurs among diatom blooms, and this variability may partially be in response to
genetic variations within an individual diatom species.  This study sought to determine the genetic variability in five
specific gene sequences in four isolates of the diatom Ditylum brightwellii.  Four of the gene sequences chosen for
this study are involved in metabolic pathways within the diatom cell; they include the gene for nitrate reductase
(NR), the gene which codes for the D1 subunit of PSII (psbA), the gene coding for cytochrome oxidase 1 (CO1),
and the genes coding for silicon transporters (SITs).  The novel isolation and characterization of the four metabolic
genes within this species, using the primers and methods described herein, required multiple rounds of PCR
optimization to produce single sequence fragments of the expected length.  The internal transcribed spacer 1 (ITS1)
region of eukaryotic rDNA was also characterized in this study.  PCR optimization and sequencing was successful
for psbA and ITS1 gene sequences in three D. brightwellii isolates from Narragansett Bay, RI.  PCR reactions for
NR, CO1, and SIT genes have not yet been fully optimized.  Here we report our method of PCR optimization and
sequence analysis for the selected genes in isolates of D. brightwellii.
1.  Introduction
Diatoms are unicellular phytoplankton that generate up
to 40% of the primary production in the sea each year
(Armbrust et al 2004).  Diatoms are the primary silicifying
organisms on this planet (Thamatrakoln and Hildebrand
2005), utilizing silica in their cell wall formation
(Thamatrakoln et al 2005).  Like most planktonic species,
diatoms undergo rapid increases in cell abundance and
population size when conditions are favorable (Rynearson
et al 2006).  These increases are known as blooms.  It has
been difficult to explain the spatial and temporal variability
that occurs among blooms based solely on environmental
conditions.  It appears that genetic variation within
individual species may also contribute to the variation in
bloom dynamics.  For example, Rynearson et al (2006)
have shown that genetically different populations of the
diatom Ditylum brightwellii form blooms under varying
environmental conditions.  One population in Puget Sound,
WA bloomed early in the spring (February through April),
referred to as population A, whereas another population
bloomed later in the spring (May and June), referred to as
population B.  Rynearson et al (2006) show that varying
physical and chemical factors apply to the two populations.
Population A bloomed during heightened levels of
orthosilicic acid (Si(OH)4) in the water and during lower
levels of solar exposure than population B (Rynearson et al
2006).
Considering that different populations of D. brightwellii
bloom under varying physical and chemical conditions,
metabolic variation may be a primary source of variability
in bloom timing between populations.  Differences at the
genetic level of metabolic pathways may reveal why
populations, some of which are separated by little or no
geographical and chemical barriers, have such variable
bloom dynamics.  Genes involved in nitrogen metabolism,
photosynthesis, electron transport, and silicon transport
were determined to be good indicators, when taken
together, of how metabolic pathways may differ between
populations.  This study was conducted to determine if
variations may exist between four selected genes involved
in metabolism between representative isolates of the diatom
Ditylum brightwellii.
Primary production in the global ocean is largely
regulated by the rate and magnitude of nitrogen uptake by
planktonic organisms (Allen et al 2005).  Nitrate, the
environmental source of nitrogen for diatom cells is
reduced to nitrite by the assimilatory nitrate reductase
enzyme.  This enzyme is coded by the NR gene, which is a
single-copy gene located in the nuclear genome (Allen et al
2005, Song and Ward 2004).
As photosynthetic organisms, diatoms require the ability to
harness solar radiation as a form of energy.  Photosynthesis
occurs through two protein complexes, known as
Photosystems I and II.  Photosystem II is involved in the
light-driven reduction of plastoquinone and the transport of
electrons across the thylakoid membrane (Alfonso et al
2000, Tyystjärvi et al 2002).   The gene psbA codes for the
D1 subunit of the Photosystem II protein complex.  The D1
subunit, along with the D2 subunit, forms the reaction
center of the complex (Alfonso et al 2000), to which redox
active components of photosynthesis bind (Tyystjärvi et al
2002).  The psbA gene is located on the chloroplast
genome (Morton 1994, Alfonso et al 2000, Tyystjärvi et al
2002, Stabile et al 1995).  It has been reported by Stabile et
al (Stabile et al 1995) that diatoms of the genera
Skeletonema, Cyclotella, and Coscinodiscus have two
copies of the psbA gene in their chloroplast genomes,
possibly the result of gene inversion; however diatoms of
the genus Odontella have only one copy of the gene.  The
chloroplast genome of Ditylum brightwellii has not yet
been sequenced, so it is unknown if the psbA gene exists as
a single-copy or a multi-copy gene in these diatoms.
The electron transport chain in the mitochondria of
eukaryotic cells is the key to oxidative phosphorylation,
driving the synthesis of adenosine triphosphate (ATP, the
primary energy molecule of cells) through the production
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of the proton motive force (Siedow and Umbach 1995).
Cytochrome oxidase is the terminal protein complex in the
electron transport chain.  This protein complex oxidizes
reduced cytochrome c and functions as a proton pump,
aiding in the creation of the proton motive force.  The CO1
gene codes for the cytochrome oxidase 1 enzyme and is
located in the mitochondrial plasmid (Siedow and Umbach
1995, Hebert et al 2003).  Sequence variation in CO1 has
been used to identify closely related species and thus has
been considered a successful barcoding gene (Hebert et al
2003, Morgan and Blair 1998, Smith et al 2005).
Diatoms construct their cell walls from silica, which is
biologically precipitated from orthosilicic acid (Si(OH)4,
the primary form of silicon in the global ocean
(Thamatrakoln and Hildebrand 2005)).  Silicic acid
transport and silica deposition are tightly bound to the cell
cycle and may serve as important growth regulators
(Thamatrakoln et al 2005, Martin-Jézéquel et al 2000).
Silicon transporters (known as SITs) are enzymes which act
as mediators for the transport of silicic acid across the cell
wall and membrane of diatoms.  It has been shown that
different species of diatoms may posses a different number
and different types of silicon transporters (Thamatrakoln et
al 2005, Thamatrakoln and Hildebrand 2005, Martin-
Jézéquel et al 2000).  Silicon transporters are multi-copy,
nuclear genes (Thamatrakoln et al 2005).
Along with comparative sequence analysis of the NR,
psbA, CO1, and SIT genes, it was determined in this
research that internal transcribed spacer 1 (ITS1) sequences
should also be utilized for comparative analysis between
representative isolates of Ditylum brightwellii.  ITS1 is a
region of the eukaryotic, nuclear rDNA (Coleman 2003,
Armbruster and Korte 2006).  This non-coding region has
become one of the primary regions of interest in modern
phylogenetic analyses (Coleman 2003, Armbruster and
Korte 2006).
ITS1 sequence data has been reported for Dity lum
brightwellii isolates from Puget Sound in Washington,
USA (Rynearson et al 2006).  CO1 sequence data has been
used for species-level phylogenetic analyses between D.
brightwellii and seven other model diatom species (Ehara et
al 1999), but has never before been used for subspecies
comparisons of D. brightwellii isolates.  The PCR primers
used for CO1 isolation and amplification in this study had
not been used before to amplify CO1.  The NR, psbA, and
SIT genes have not been isolated, amplified, or sequenced
before in this species.  Due to the novelty of the
characterization of these genes in D. brightwellii, this study
consisted of PCR optimization and sequence analysis to
determine the specificity of newly designed primers and to
compare sequence variation among isolates.
2.  Methods
2.1  Collection and Culture of Isolates:
Three isolates of D. brightwellii were collected from
Narragansett Bay, Rhode Island (41o29’32”N,
71o25’08”W), on December 6th, 2005.  One isolate was
obtained from the Provasoli-Guillard Center for the Culture
of Marine Phytoplankton (CCMP).  This isolate, CCMP
2227, was collected from Avery Point, Connecticut
(41o31’96”N, 72o06’70”W) on November 16th, 2001.
Representative isolates were cultured in f/2 media at 14oC
and with a 16:8 light:dark cycle.
2.2  DNA Extraction:
Cultures of exponentially growing isolates were filtered
in volumes of 7mL and 15mL, based upon visual inspection
of culture growth.  Total genomic DNA was extracted
using the DNeasy Plant Mini Kit from Qiagen (Valencia,
CA) and following the manufacturer’s protocol.  Extracted
genomic DNA was then stored at –20oC.
2.3  PCR primers and Conditions:
Primers and initial thermal cycling conditions for PCR
were determined for each gene of interest.  NR was
amplified with a nested PCR, with the primers NRPt907F
and NRPt2325R (Allen et al 2004) used in the first round,
and the primers NRPt1000F and NRPt1389R (Allen et al
2004) used in the second, nested round.  Primers for the
PCR of the psbA gene, entitled psbA F-1 and psbA R-1,
were designed based upon alignments of the psbA gene in
other diatoms and closely related organisms.  The initial
PCR annealing temperature was 56oC, 4oC lower than the
calculated melting temperature of the primer pair.  CO1
PCR primers, titled CO1 C-F and CO1 C-R, were also
designed based upon alignments with closely related
organisms.  The initial annealing temperature for the CO1
PCR was 45oC, 4oC lower than the calculated melting
temperature of the primer pair.  SIT genes were initially
amplified using degenerate primers and initial PCR
conditions in Thamatrakoln et al (2006).  The primers
SITdegF1, SITdegR1, and SITdegR2 were used in this
study.  The ITS1 primers 1645F and Dit5.8SR and thermal
cycling conditions designed by Rynearson et al (2006) were
used for ITS1 PCR.
2.4  PCR Optimization and Sequencing Preparation:
PCR’s were optimized using the 12-buffer SureBand
PCR Optimization Kit with Bio-X-Act Short enzyme from
Bioline (Randolph, MA) and corrections in thermal cycling
conditions.  PCR products were analyzed for expected-
length fragments through gel electrophoresis with 1%
agarose gels.  HyperLadder II (50bp to 5kbp
range)(Bioline) and Hi-Lo Ladder (50bp to 10kbp
range)(Bionexus, Inc., Oakland, CA) were used as
molecular weight standards.  Gels were stained with
ethidium bromide or SYBR Green and were visualized
using a UV imaging system.  If optimized, 50µL PCR
reactions were conducted on all isolates for each gene or
sequence of interest.  50µL reactions consisted of 7.50µL
of extracted DNA, 1× PCR buffer mix (containing dNTPs,
variable concentrations of MgCl2, additives, PCR
enhancers, and reaction buffers)(Bioline), 5 units of Bio-X-
Act Short enzymes (Bioline), and 0.32nmol of each of the
relative forward and reverse primers.
PCR products from 50µL reactions were cleaned using
the MiniElute PCR Purification Kit from Qiagen (Valencia,
CA) and measured using the Qubit Quantitation Platform
with the Quant-it dsDNA Broad Range assay (Invitrogen;
Carlsbad, CA).
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2.5  Sequencing and Analysis:
Samples that had been successfully optimized were sent
to the Genomics and Sequencing Center (GSC) at the
University of Rhode Island and/or to the W.M. Keck
facility at Yale University.  Sequencing was conducted
using the Beckman-Coulter CEQ 8000 platform and
software at the GSC.  Sequencing at the W.M. Keck facility
was carried out on Applied Biosystems 3730 capillary
instruments.  Samples were sequenced in both forward and
reverse directions.  Sequence data analyses were conducted
using the CLC Gene Workbench software, including
phylogenetic analysis using neighbor joining methods with
100 bootstraps.
3.  Results
3.1  PCR Optimization:
The first round of the nested NR PCR began with the
full range of 12 buffers, following the thermal cycling
conditions from Allen et al (2005).  Initial results showed
multiple-banding patterns with some of the buffers
amplifying fragments at the expected length of ~1418bp
(Figure 1).  After three rounds of PCR optimization, Buffer
I was determined to be the optimal PCR buffer and
conditions were reached which produced favorable results,
though multiple bands still appeared (Table 1).  Buffer I
was then used in the second round of the nested NR PCR,
with the product from the first round used as the template
for the second round.  NR PCR optimization was successful
for all four isolates; one fragment band was produced of the
expected length at ~389bp (Table 1).
The initial psbA PCR showed multiple banding
patterns (Figure 2A).  Single bands of the expected length
of
  1     2     3    4      5    6     7     8     9    10   11   12   13   14
Figure 1.  Photograph of NR PCR gel taken after 2nd round
of PCR optimization using NRPt907F and NRPt2325R
primers.  Lanes 1 and 8 contain 6µL of Hi-Lo Ladder
(Bionexus, Inc., Oakland, CA).  Lanes 2-7 contain PCR
products from reactions using Buffers A, C, F, G, I, and L
(Bioline), respectively, with reaction annealing temperature
of 56oC. Lanes 9-14 contain PCR products from reactions
using Buffers A, C, F, G, I, and L (Bioline), respectively,
with reaction annealing temperature of 59.9oC.  Lanes 2-7
and 9-14 were loaded with 3.5µL of sample and 1µL of 5×
loading buffer.  Samples run on a 1% agarose gel at 100
volts for 60 minutes.
~700bp were observed after two rounds of PCR (Figure
2B), by using Buffer J and 56oC as the annealing
temperature (Table 1).  Optimization, showing single
banding at the expected fragment length (~700), was
successful for the three isolates from Narragansett Bay, but
not for the isolate from Avery Point, which showed a
second band around ~1400bp (Figure 2B).
CO1 PCR optimization was not successful using the 12-
buffer optimization system.  At the writing of this paper,
single banding patterns of the expected fragment length had
only been observed in one of the isolates from Narragansett
Bay, but not in the other two or in the isolate from Avery
Point.
SIT PCR optimization was also not achieved.  SIT PCR
using primers SITdegF1 and SITdegR1 revealed multiple
 1    2     3    4    5     6    7    8    9   10  11  12   13  14
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Figure 2.  Photographs of psbA PCR gels taken after initial
PCR (A) and after optimization for four isolates of Ditylum
brightwellii (B).  Samples were loaded at 5µL volumes
with 1µL of 5× loading buffer.  Both are 1% agarose gels
run at 100 volts for ~60 minutes.  (A) Well 1 contains a
blank, well 2 contains 4µL of HyperLadder II (Bioline,
Randolph, MA), wells 3 through 14 contain PCR products
from reactions using buffers A through L, respectively,
with DNA from Avery Point, CT isolate as the template
(B) Wells 1 through 3 each contain one of three different
reaction products from psbA PCR of DNA from isolates
from Narragansett Bay, RI, well 4 contains PCR product
from isolate sampled from Avery Point, well 5 contains a
blank, and well 6 contains 6µL of Hi-Lo Ladder (Bionexus,
Inc., Oakland, CA).
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Table 1.  PCR optimization conditions for ITS1, psbA, CO1, nested NR, and SIT sequences.
PCR
Reaction
Forward
Primer
Reverse
Primer
Expected
Length (bp)
PCR Bufferα Thermal Cycling Conditionsβ
ITS1 1645F DIT5.8SR 700 L 36 × (95oC, 30 s; 65oC, 30 s; 72oC, 1 min.)
psbA psbA F-1 psbA R-1 700 J 37 × (94oC, 30 s; 56oC, 30 s; 72oC, 3 min.)
CO1* CO1 C-F CO1 C-R 580 L 41 × (95oC, 30 s; 57.5oC, 30 s; 72oC, 45 s)
NR Nested
(1st Round)
NRPt907F NRPt2325R 1418 I 37 × (94oC, 30 s; 56oC, 30 s; 72oC, 3 min.)
NR Nested
(2nd Round)
NRPt1000F NRPt1389R 389 I 35 × (94oC, 30 s; 53oC, 30 s; 72oC, 3 min.)
SIT1* SIT deg F1 SIT deg R1 880 A 11 × (94oC, 30 s; 71oCχ, 2 min.; 72oC, 2 min)
40 × (94oC, 30 s; 52-54oC, 2 min.; 72oC, 2 min.)
SIT2 SIT deg F1 SIT deg R2 1020 A 11 × (94oC, 30 s; 71oCχ 2 min.; 72oC, 2 min)
40 × (94oC, 30 s; 52-54oC, 2 min.; 72oC, 2 min.)
α One of twelve buffers (A through L) from SureBand PCR Optimization Kit (Bioline, Randolph, Ma)
β ITS1 and CO1 PCR began with 95oC, 2 min. hot starts, psbA and NR PCR began with 94oC, 3 min. hot starts, and SIT PCR
began with a 94OC, 2 min. hot start.  All PCR reactions included a final extension step at 72oC for 10 minutes.
χ Annealing temperature for SIT PCR “touchdown” decreased by 2oC after every cycle.
* PCR optimization was not achieved for CO1 and SIT targets.  Buffer and conditions listed may not be optimal.
χ Annealing temperature for SIT PCR “touchdown” decreased by 2oC after every cycle.
* PCR optimization was not achieved for CO1 and SIT targets.  Buffer and conditions listed may not be optimal.
banding after three rounds of PCR optimization and had not
been optimized further.  After seven rounds of PCR
optimization for the SIT PCR using primers SITdegF1 and
SITdegR2, the PCR reactions had begun to produce double
or single banding patterns.  Buffer A was determined to be
the optimal buffer, however annealing temperature had not
yet been completely optimized (Table 1).  When two bands
were produced, one at the expected length of ~1020bp and
one at ~500bp were produced.  When single bands were
produced, a fragment of the expected length of ~1020bp
had been seen, suggesting optimization.  However, at the
time of the writing of this paper, SIT PCR had not been
conducted in 50µL reactions with the four isolates of D.
brightwellii from the study.
ITS1 PCR optimization was successful for the three
Narragansett Bay isolates, but not for the Avery Point
isolate.  After two rounds of PCR optimization, it was
determined that Buffer L and an annealing temperature of
65oC were the most suitable for amplification of the ITS1
sequence in these isolates (Table 1).  Single band fragments
of the expected length of ~700bp were seen for all four
isolates, however the Avery Point isolate PCR reaction
sample had become contaminated during the procedure.
3.2  Sequencing analysis:
Initial sequence results for the NR PCR product showed
overlapping trace files and thus were too poor for further
analyses.  The psbA gene is 1056bp in length (Morton and
Levin 1997).  The psbA sequencing yielded 532bp of the
700bp amplicon.  The psbA fragments from the three
isolates from Narragansett Bay had identical sequence.
The full-length ITS1 region, 638bp, was sequenced for all
three isolates from Narragansett Bay.  The DNA sequence
among the three isolates was identical.  ITS1 sequence data
from the three Narragansett Bay isolates were aligned with
ITS1 sequence data from isolates of Ditylum brightwellii
from Puget Sound, WA (Rynearson et al 2006) (Figure 3).
Alignment revealed homology of the Narragansett Bay
isolates with the isolates of Population A from Puget
Sound.
4.  Discussion
532bp of the 1056bp psbA gene were sequenced for the
three Narragansett Bay isolates.  100% sequence homology
for the psbA gene between the three Narragansett Bay
isolates may show that these isolates are all from the same
clonal lineage.  It is likely that isolates that share complete
sequence homology, with even the third codon for each
Figure 3.  Phylogenetic tree developed from CLC Gene
Workbench alignment of three isolates of Ditylum
brightwellii from Narragansett Bay, RI and twelve isolates
sampled from Puget Sound, WA.  Numbers at nodes
correspond to replicate bootstraps returning with reported
divergence.  Scale bar indicates the percent genetic
divergence.
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residue being completely identical, must be very closely
related.  Though the homology between the three isolates
for this gene may show relatedness of the isolates to each
other, it also relates to the conservation of this gene, which
is essential for photosynthesis and energy production.
The ~1400bp band which showed up in the psbA PCR
of the Avery Point isolate (Figure 2B) is interesting to note.
The expected length of the psbA PCR fragment is ~700 for
the primer set used.  The second band in the Avery Point
sample is around twice the length of the expected fragment.
It may be possible that a sequence inversion or a second
copy of the psbA gene exists in the isolate from Avery
Point; the same as has been seen in diatoms of the genera
Skeletonema, Cyclotella, and Coscinodiscus (Stabile et al
1995).  Further analysis of the larger band must be
conducted for continued speculation.
All 532bp of the ITS1 region were successfully
amplified through PCR and sequenced for the three
Narragansett Bay isolates.  The ITS1 sequence is believed
to have been successfully amplified for the Avery Point
isolate, however, due to sample contamination, this
sequence must be amplified again before sequencing and
analysis can be completed.  The genetic homology in ITS1
sequence between the three isolates from Narragansett Bay
further shows their close relatedness to one another.  The
three isolates had been collected from the same sampling
location, at the same time, and on the same day.  With this
in consideration, it is fairly certain that the three isolates are
all representative of a single population in Narragansett
Bay.
Isolates of Ditylum brightwellii from Puget Sound, WA
had been aligned by Rynearson et al (2006) to reveal two
populations, A and B (Figure 3).  When ITS1 sequences
from the three Narragansett Bay isolates were aligned with
the isolates from Puget Sound, sequence comparisons
revealed that the three isolates from the Narragansett Bay
are more related to the isolates in Population A than to
those in Population B.
Global dispersal theories may conclude that isolates
from Population A, due to geographical or chemical
barriers, are more dispersed into the global ocean than
Population B, and thus there is such strong sequence
homology with isolates from the east coast of North
America.  Perhaps the sample size was too small; three
isolates taken from the same location and at the same time
may not be representative of the total D. brightwellii in
Narragansett Bay.  Other theories may include the
possibility that representative isolates from Population A
were transferred from east coast to west coast or vice versa
due to human interference (i.e. shipping or aquaculture).
The nested PCR for the NR gene sequence appears to
have been successfully optimized for all four isolates.  The
poor sequencing results for the nested NR PCR products
may be due to multiple fragments in the sequencing
sample, showing that optimization of PCR had not occurred
or that some level of sample contamination had occurred.
Further amplification and sequencing of this gene from the
four isolates is required to further the study.
Unfortunately, the sequences for the CO1 and SIT genes
were not successfully sequenced for this study.  CO1 PCR
had been optimized in one isolate from Narragansett Bay
out of the four isolates.  This may show that some variation
exists between even the isolates for the CO1 sequence.
With the implications of CO1 as a barcoding sequence, it is
hopeful that variations in the CO1 sequence will illuminate
even interspecies differences.
SIT PCR optimization has appeared within reach.
Further annealing temperature adjustments using the
primers SITdegF1 and SITdegR2 and using the methods
described here may allow for successful amplification and
sequencing of SIT genes in Ditylum brightwellii.
Sequencing data and work from Thamatrakoln et al (2006)
suggests that internal gene duplication or dimerization of
two identical monomers may have occurred in the
evolution of silicon transporters.  The double band patterns
seen in many of the SIT PCRs of this study (using the
SITdegF1 and SITdegR2 primers) show one band at the
expected length of ~1020bp and one band at around 500bp.
It is possible that the smaller fragment is the result of
amplification of the single monomer-coding sequence
rather than the complete SIT sequence.
Conclusions as to the nature of genetic variations in the
metabolic genes chosen for this study between
representative isolates of Ditylum brightwellii cannot be
inferred at this time due to the lack of sequence
information.  Further optimization and purification of PCR
products will be required for continued analysis.
To gain a better understanding of the genetic variations
in metabolism between populations of Ditylum
brightwellii, multiple representative isolates from multiple
sampling locations across the globe should be studied with
methods similar to those used in this study.  The
incorporation of further metabolic gene targets would allow
for increased sequence comparison data.  Other genes
involved in metabolic pathways, such as phosphate
metabolism, or other genes involved in the pathways
chosen for this study, such as psbD, which codes for the D2
subunit of Photosystem II, may be of interest in further
studies.  With the continued expansion of genomic
technology, future research will include whole genome
approaches to characterizing variation at the species and
subspecies level.  This variation can then be examined in
the context of bloom dynamics. Considering diatom
contributions to global primary production and the
biological cycling of silica, knowing the full extent of
variation within a species provides better understanding of
the ecological potential of these organisms.
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Behavior of Ice Formaldehyde Mixtures under Simulated Polar Conditions
Stephanie Luberda,1 and Brian Heikes
Graduate School of Oceanography, University of Rhode Island, Narragansett, Rhode Island
Abstract.  The process by which formaldehyde is transferred from vapor to solid ice was studied in three separate
experiments.  These were conducted in order to understand sample preservation, mass transfer of formaldehyde from
high to low concentration ice and the process by which formaldehyde is deposited into snow.  A simple series of
cool and cold chambers were used to grow the snow within a cold finger. The samples were melted and the
formaldehyde was measured using a fluorometer.  Our studies at -20°C showed that formaldehyde will decompose
over time within an ice sample and formaldehyde was transferred from a high to low concentration ice through air.
During snow growth, the quasi-liquid layer is inferred to play an important role in the deposition of formaldehyde
into snow.
1.  Introduction
Formaldehyde is a common trace component in Earth’s
atmosphere.  It is readily soluble in water and is found in
ran and snow.  This implies that it is deposited into snow as
it forms within the atmosphere and accumulates upon the
ground.  In Polar Regions, this snow continues to build up
over tens of years and eventually turns to ice.  By studying
this ice, scientists are hoping to get a glimpse into past
chemical climates and how the chemistry in the atmosphere
works.  There is one major set back that keeps scientists
from achieving this; air-snow chemistry of formaldehyde in
polar climates remains poorly understood (for example,
Couch et al., 2000; Jacobi et al., 2006).  The process of
formaldehyde deposition to an ice crystal from a vapor is
uncertain.  Prior research cannot seem to match the
formaldehyde levels found in nature.  The artificial snow
made in laboratories seems to have less formaldehyde than
natural snow.  Another phenomenon scientists are unable to
solve is why new snow and older snow that has been sitting
for years have very different amounts of formaldehyde.  It
is these small mysteries; we have attempted to gain insight
into this summer.
We performed three separate experiments designed to
dig deeper into the process in which formaldehyde is
deposited into snow from a vapor.  The first was to test the
stability of formaldehyde in frozen samples and how well it
is preserved within the ice over time.  This would be
important to storing ice samples over time and whether or
not the formaldehyde would stay within the ice.  The
second experiment was to find out if there is a mass
transfer of formaldehyde from a high concentration ice to a
low concentration ice through vapor.  This experiment was
to try and explain why new snow and old snow have
different levels of formaldehyde.  The third and final
experiment was to grow ice from moving air that is
saturated with water and formaldehyde vapor.  Knowing
the process in which formaldehyde is deposited into ice is
important to understanding how this relates to processes
happening in nature.
There are several possible ways that formaldehyde is
transferred from vapor to solid ice.  Figure 1 demonstrates
the ways we hypothesize formaldehyde will move to ice.  It
can either deposit directly from the vapor into ice already
formed, possibly involving a subsequent reaction to form a
di-alcohol.  However formaldehyde may enter the ice
matrix through a quasi-liquid layer present on the ice
surface.  This liquid layer is a very thin layer of water that
has not formed into the rigid ice lattice.  This layer gets
thicker as the temperature is closer to 0°C and helps
explain why ice is slippery.  We hypothesize that the quasi-
liquid layer plays the more important role in how
formaldehyde is deposited into ice.  Formaldehyde enters
liquid water very easily so it would be able to enter the
quasi-liquid layer and then be brought into the ice matrix.
This process would be much easier than formaldehyde
trying to enter an ice matrix that is already formed.  It also
runs contrary to the view of Crouch et al. [2000].
2.  Methods
All samples of formaldehyde solutions were measured
using a fluorometer.  This required the samples be mixed
with reagents.  The reagents consisted of Formaldehyde
Dehydrogenase (FDH), Nicotinamide dinucleotide
(NAD+), Disodium hydrogen phosphate (Na2HPO4) and
MilliQ water.  To prepare the reagents, 4.578g of Na2HPO4
were dissolved completely into 500mL of water.  The pH
was then adjusted to 8 with approximately 2mL
Hydrochloric acid (HCl) using an Orion pH meter Model.
Figure 1.  Possible Ways Formaldehyde Moves from
Vapor to Ice
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290A.  Finally, both 113mg of NAD+ and 50 units of FDH
were added
The fluorometer pulls both the sample solution and
reagents through a peristaltic pump to mix them together
within a mixing T.  Air is then added at measured intervals
to help maintain segmented flow through the reaction delay
coil.  Before the solution is pumped to the fluorometer, the
air is released and the solution continues into the
fluorometer.  A computer then measures the signal, in volts,
given off by the fluorometer.
2.1 Sample Preservation Experiment
We used two solutions for this experiment: 13ÌM and
0.013M formaldehyde concentration.  Four separate trays,
each containing ten 7mL Teflon containers, were
assembled.  Two trays were used for each concentration,
one meant to be left open while the other was to be capped.
After filling each container with 5mL of the appropriate
solution, one tray of each concentration was closed with
Teflon caps.  All four trays were then placed into a freezer
at -20°C.  After one week, two containers were taken from
each tray and left to melt.  The formaldehyde concentration
was then measured using a fluorometer.  Four containers
were measured after three weeks and four more after six
weeks.
2.2 Formaldehyde Transfer Experiment
This experiment was conducted using a deviled egg
container.  This container allowed for two separate
solutions to be exposed to each other while maintaining a
closed environment.  Eight divots, used for holding a egg,
was filled with 5mL of MilliQ water for a blank and eight
were filled with 5mL of 0.013M formaldehyde solution.
The cover was put over the container and it was placed into
a freezer.  It was allowed to sit for 6 weeks, with the
expectation that formaldehyde would transfer from the high
concentration ice through the vapor into the blank ice.  The
formaldehyde concentration was again measured using a
fluorometer.
2.3 Snow Growth Experiment
Three solutions were used during this experiment: 13
µM, 26 µM and 39 µM Formaldehyde.  Snow was also
grown using MilliQ water as blanks.  The snow was grown
using a system of cold chambers and shown schematically
in Figure 2.  One chamber was used to saturate the air.
Pure air was generated by an Aadco Pure Air generator and
pumped into a concordant flow air/water mixing coil.  The
formaldehyde solution was also pumped to the coil by a
peristaltic pump where the air and solution were allowed to
mix.  The coil was placed into a cool bath at 20°C to allow
for saturation.  The saturated air was then pumped to a cold
finger, while the excess water was pumped to a waste
container.  The cold finger condenser was placed into a
cold chamber at -10°C for three hours to allow for adequate
snow growth.  Three snow samples were grown from each
concentration.  The snow was then allowed to melt and the
formaldehyde concentration was measured using the
fluorometer.
The experiment was repeated using dry ice to form the
ice at -78°C.  Using a vacuum flask as the cold chamber,
Figure 2.  Experimental Setup to Grow Snow
dry ice was packed into the flask around the cold finger.
Every 30 minutes or so, we checked the dry ice and added
more if it was needed.  Time permitted that only two snow
samples be grown from each concentration.
2.4 Signal Processing
The fluorometer generates a continuous signal.  Each
sample was run for 10 minutes and because of system
response time, only the center 3 minutes were used to
quantify each formaldehyde sample.  Fluorescence blanks
were run between each sample.  The signal for each sample
was a 3 minute average of 1 second data taken from the
center of the signal line.  From this average, a blank was
subtracted.  The sample blank was interpolated from the
two blanks surrounding each sample.  The resulting signal,
in volts, represented the concentration of formaldehyde
within the sample.  Using a calibration equation determined
from known standard concentrations, the concentration of
each unknown sample was found.
3.  Results
The results of the sample preservation experiment are
presented in Figure 3.  Week 1 of the 0.013M concentration
ice is missing due to the fact that the fluorometer was
saturated and unable to read over 10 volts.  This lead to the
realization that high concentration solutions needed to be
diluted 1:1000mL.  The closed containers in both
concentrations show a slight but significant decrease as
time progressed.  The open containers of the low
concentration, 13 µM, showed a significant increase in
formaldehyde over six weeks.  The open containers of the
high concentration, 0.013M formaldehyde, showed a slight
decrease.  Using a t-test, with a 95% confidence level, the
mean value from each week shows a significant change
between the open and closed containers.
The formaldehyde transfer experiment showed that
formaldehyde moved from the high concentration, 0.013M,
solution to the blanks.  As shown in Figure 4, the ice
concentration mean value of the blanks was 81.28 µM
which is a significant increase starting from zero.  The high
concentration solution also shows a decrease in
formaldehyde after six weeks.
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Figure 3.  Data showing sample preservation over time.
Barbs at top of columns show one standard deviation of the
three replicates.
The snow growth data were analyzed using the
procedure outlined in Burkhart et al. [2002].  Figure 5
shows the value plus standard deviation for each source-
snow concentration pair.  The linear trend with source
concentration demonstrates the data are behaving ideally.
KD is the Henry’s Law constant, within our experiment,
determined from the ratio of the final bulk ice
concentration to the gas-phase concentration and has units
of molar per atmosphere.  The Henry’s Law constant
results are presented in Figure 6 as a log10 of KD for each
temperature by the star.  Using Burkhart’s method, the
value we found for KD at -10°C was 2.23 mol L-1 atm-1.
The value for KD at -78°C was 2.56 mol L-1 atm-1.  Figure 6
is modified from Burkhart et al. [2002] and shows their
laboratory values and those for firn snow from Hutterli et
al. [1999].
4.  Discussion
The sample preservation experiment illustrated several
points.  First, the trend of the closed containers in both
concentrations may be due to the decomposition of
formaldehyde within the ice.  Since the containers were
closed, it’s most likely that the formaldehyde wasn’t given
off to the air by the ice but decomposed.  Secondly, the low
concentration ice seems to have collected formaldehyde
from the surrounding air.  This may have been an attempt
to equilibrate the partial pressures within the ice to the air
by Henry’s Law.  We think this is because the two ice
Figure 4.  Data from transfer experiment showing the mass
transfer from high to low concentration ice over a period of
6 weeks.  Barbs at of columns show one standard deviation
of the three replicates.
Figure 5.  Snow growth at both -10°C and -78°C show a
linear trend in accordance with Henry’s Law.
Figure 6.  Graph taken from Burkhart et al. [2002] with
expanded axes and our points added as the stars.  Burkhart
et al.’s data (diamonds) and Hutterli et al.’s data (black
circles) are comparing laboratory and field KD values.
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solutions were trying to equilibrate through the vapor.
Thirdly, the high concentration ice seems to have given off
formaldehyde to the air.  The concentrations are trending
downward in an attempt to equilibrate to the air.  It seems
that the high concentration ice is giving off formaldehyde
to the air and the low concentration ice is collecting it from
the air.
The transfer experiment results confirmed the earlier
statement of formaldehyde transferring from the higher
concentration ice to the lower concentration ice.  The
increase in the blanks was significant.  The higher
concentration ice also seems to have a trend downward
over time, signifying a loss of formaldehyde.  There seems
to be a definite transfer of formaldehyde through the air
within the container.
These trends may very well be occurring within nature
and could explain the difference between old and new snow
in nature.  As the snow sits over time, the formaldehyde is
decomposing within the snow pack and formaldehyde
levels would be decreasing.  As new snow falls on top of
the old snow it puts the system out of equilibrium.  The
newer, higher concentration snow may start releasing
formaldehyde to the air while the old snow would collect it
until they were in equilibrium with each other.  All the
while, the formaldehyde would be decomposing within all
the snow, new and old.
These trends show the samples of snow may not be very
stable in storage.  If the formaldehyde is decomposing
within the ice, storing the ice for long periods of time may
lead to less formaldehyde levels.  This would imply that the
samples would be inaccurate if left in storage.
The snow growth experiment seemed to follow nature
more so than Burkhart et al.  While performing our
experiment, we took into account the quasi-liquid layer
during the formation of snow.  The formaldehyde was able
to enter the liquid layer before becoming trapped within the
ice matrix.  Our snow was formed straight from air
containing water vapor and formaldehyde vapor, allowing
co-condensation mediated by an evolving quasi-liquid
layer.  Whereas Burkhart et al. moved formaldehyde air
through a tube filled with pre-existing snow.  The
formaldehyde was trying to break into an already existing
ice matrix and this may restrict the formaldehyde from
entering the snow.   This may have been why Burkhart et
al. data were lower in concentration than Hutterli et al.’s
natural snow values.  Our datum point at -10°C seems to fit
right into the field data from Hutterli et al.  This gives
evidence that the quasi-liquid layer plays a role in the
deposition of formaldehyde into snow.  Our datum point at
-78°C doesn’t fit into the natural snow trend. This may be
an artifact from the way we conducted this portion of the
experiment.  We packed the dry ice around the cold finger
but after about 30 minutes, the dry ice had sublimated away
from the finger leaving a gap of air between the finger and
ice.  This air may have been warmer than the dry ice and
have skewed our results.
If we were to perform these experiments again, there are
several things we would do differently.  We would perform
the sample preservation in different temperatures to see if
the formaldehyde would still transfer from the high to low
concentration ice.  It would also be useful to know if the
formaldehyde would decompose at lower temperatures.
This would also lead to checking sample preservation in the
refrigerator.  If formaldehyde decomposes within ice in the
freezer, it may very well decompose in samples stored in
the refrigerator.  Another change we would make would be
to have the dry ice in an ethanol, acetone or methanol slurry
so the temperature would be constant at -78°C.  This would
prevent the air pocket from forming beside the cold finger
and possibly skewing the data.  I would also try to grow the
snow under different temperatures to add more data points
to the graph.  This would help to confirm the quasi-liquid
layer as being an important part of formaldehyde deposition
within ice.  Should it not be a straight line this is an
indication that other processes could be in play and a
decreasing role of the quasi-liquid layer as temperature
decreases.
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Characterizing Flow Processes in Narragansett Bay Using Reciprocal
Transmission Sonar
Elizabeth Petrik,1 and David S. Ullman
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Abstract. This June, a reciprocal transmission sonar system was deployed off the University of Rhode Island
Graduate School of Oceanography (GSO) pier to study flow patterns in Narragansett Bay.  In particular, the system
was to be used to quantify the turbulent intensity and its relationship to forcing mechanisms present in the bay.
Simultaneous coded pings were transmitted between two transmitter/receiver transducers, and the difference
between the times of flight in each direction, along with an estimated sound speed, was used to calculate the path-
averaged current velocity along the acoustic path. The phase of the code received by each transducer gave a very
precise (~0.01 µs) measurement of the time of flight, with an unknown but apparently constant offset. The system’s
high ping rate, high carrier frequency, and capacity to acquire long data series under a variety of conditions allowed
for resolution of a wide array of processes. We examined low-frequency, tide-driven changes in the mean current
and compared them to current measurements taken using an acoustic Doppler current profiler (ADCP). Apart from a
constant offset, the two methods showed agreement within the measurement uncertainties. We also took 1000-
second spectra and found a persistent peak at approximately 0.1 Hz consistent with swell. The height and frequency
time series of this peak were found to correlate with swell data from a National Oceanographic and Atmospheric
Administration (NOAA) buoy off Montauk Point. At slightly lower frequencies (~0.01 Hz), we saw spectral
evidence of small-scale (<10 m) velocity fluctuations or scintillations caused by turbulent eddies. These, however,
defied a quantitative analysis using Kolmogorov’s k-5/3 law.
1. Introduction
Turbulence is a three-dimensional, vortical, dissipative,
chaotic process that is an important mechanism for
distributing heat, salt, oxygen, pollutants, nutrients, and
biomass throughout the ocean. The anoxic conditions that
caused the 2001 Greenwich Bay fish kill, for instance, were
a consequence of density stratification due to inadequate
turbulent mixing. The original aim of this project was to
use acoustic scintillation techniques developed by Farmer
and Di Iorio [1994, 1998] to increase our understanding of
turbulent processes in Narragansett Bay by quantifying the
turbulent intensity and correlating it with forcing
mechanisms, such as tidal currents.
Since the apparatus was capable of taking relatively long
series of measurements, we also sought to corroborate our
calculation of the mean current by a comparison with
acoustic Doppler current profiler (ADCP) tidal current data.
Furthermore, spectral analysis of the velocity allowed
measurements of oceanic swell at the GSO pier.
In an ideal study of acoustic scintillations using
reciprocal transmission, two travel times are
simultaneously measured for opposite paths. This permits
the separation of fluctuations (or “scintillations”) in the
travel velocity caused by vector (fluid velocity) and scalar
(sound speed) components, as demonstrated by Di Iorio
and Farmer  [1998]. In our experiment, however, an
unknown offset in the measurement of the travel time
forced us to focus solely on the velocity fluctuations. We
made independent measurements of the sound speed and
assumed that it remained relatively constant for the
duration of a data series. Nonetheless, the precise
measurement of the time difference between the two paths
permitted by the phase of the received signals allowed us to
see relatively low-energy perturbations in the mean current.
2. Materials and Methods
2.1. Apparatus and Setup
Our apparatus consisted of a pair of sonar tripods
deployed off the GSO pier in mid-June. They were
stationed at about 100 m from the pier, separated by 57 ± 4
m2, and oriented north to south. The water depth at this
location is about 10±1 m, depending on the tide, and the
transducers used in this experiment were positioned 3.09 ±
3 m above the bay floor. A sea cable connected to a router
on the pier provided real-time control of the sonar system.
A pair of transmitter/receiver sonar transducers, one on
each tripod, was used in reciprocal transmission mode, as
described by Di Iorio and Gargett [2005]. Both were fired
by the same computerized signal to ensure simultaneity. In
order to resolve relatively small, transient flow structures,
the transducers transmitted at a carrier frequency of 120
kHz and were set to ping at 10 Hz. In receiving mode, the
sonar system sampled at 4 times per cycle, or 480 kHz,
after counting a specified number of “blank” samples in the
time before the arrival of the signal. Due to an unresolved
problem with the data acquisition software, however, an
unspecified amount of time was allowed to pass between
the end of the transmission and the beginning of the
counting of blank samples, and we were consequently
unable to determine the absolute travel time from these
measurements.
In order to obtain estimates for the sound speed, we also
took weekly salinity, temperature, and pressure profiles at
the tripod location using a conductivity, temperature, and
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depth sensor (CTD), and computed the sound speed from
an empirical formula.
An ADCP positioned a few meters northeast of the
northern tripod was also used for independent verification
of the reciprocal transmission system’s current data, as well
as to find the current normal to the acoustic path and to
obtain time series of the water pressure.
2.2. Data Acquisition and Processing
In order to improve the signal-to-noise ratio and the
accuracy of the travel time measurement, the sonar carrier
frequency was phase-modulated with a 7-bit pseudorandom
code of bit length 4 cycles. Binary m-sequences were used
for the coding, where a phase of 0 corresponded to a bit
value of 1, and a phase of ! corresponded to a value of 0.
In the data processing program, the raw signal was
demodulated into two components (Fig. 1). The origin of
time was set at the beginning of the received signal, and the
components of the signal in phase with 120 kHz cosine and
sine waves were arbitrarily designated as the in-phase and
quadrature components, respectively. The demodulated
signal was then low-pass filtered to extract the in-phase and
quadrature components of the original code. We next found
the covariance between a template of the transmitted code
and the demodulated, filtered signal at each sampling point
in the received signal. The correlation amplitude at each
point is defined by
 
A = < I
rec
> ⋅ < I
trans
> + < Q
rec
> ⋅ < I
trans
> (1)
where Irec is the in-phase component of the received signal,
Itrans is the in-phase component of the transmitted code
template, and Qrec is the quadrature component of the
received signal. (The transmitted code is has no quadrature
component.) A has its maximum at the point τrough nearest
the start of the received signal. A quadratic interpolation
performed on the values of A at the points above and below
τrough gives a better estimate (τinterp) of the lag time. Ideally,
τinterp should be accurate to within 1 sampling period, or
1/480 kHz≈2 µs, but in reality, it is regularly off by about a
carrier frequency cycle, and it occasionally jumps tens of
cycles when the maximum of A does not correspond to the
beginning of the received signal.
The phase of the transmitted signal, defined as
 
φ = arctan
< Qrec > ⋅ < Itrans >
< I
rec
> ⋅ < I
trans
>
⎛
⎝⎜
⎞
⎠⎟
(2)
where “arctan” is the four-quadrant inverse tangent
function, is much more precise.  The phase at τinterp was
interpolated from the values at the sampled points above
and below τinterp. The phase in units of fractional cycles is
added onto the integer number of cycles in τinterp. When this
is done for consecutive pings, a smooth time series of τ
with an uncertainty of ~0.1 µs (estimated by eye) is
obtained.
In practice, a few extra steps are required to get an
accurate value for τ . A transmitted ping reaches the
receiver not only by the straight-line path, but also by
Figure 1.  Steps in processing a raw sonar signal. The
transmitted signal is a 120 kHz carrier frequency phase-
modulated by the m-sequence 0100111 at 4 cycles per bit.
This code is transmitted twice in a row. a.) Unprocessed
“ping.” The signal amplitude is related to the transducer
voltage, and the sampling rate is 480,000 samples per
second.  The x-axis represents the number of recorded
samples. b.) The signal is demodulated into in-phase (dark)
and quadrature (light) components by multiplying it by a
120 kHz cosine and sine wave, respectively. c.) The
demodulated signal is low-pass filtered and is shown with a
template of the transmitted code (dashed) superposed at
τrough.  d.) The un-normalized correlation amplitude has its
highest peak at τrough, where the received code starts. The
secondary peak occurs where the second transmission of
the code is received.
reflections off the sea surface and floor. These signals reach
the receiver at a time delay of order one code length after
the direct path, and can interfere with the original signal,
degrading the correlation amplitude. To combat this
problem, we transmitted the original 7-bit code with one
repetition, called a guard sequence. Since m-sequences
have very high, narrow autocorrelation peaks, the guard
sequence ensured that the covariance would remain low
between the points at which the transmitted code matched
up with the first received code and when it matched up with
the guard sequence. Since the correlation with the guard
sequence was occasionally higher than with the first code,
we programmed the data processing script to find all the
local maxima in the covariance and choose the correlation
peak closest to the value of τ for the previous ping.
Even after this adjustment, the time series of τ still
showed some spikes, so we applied a filter first to eliminate
values of τ whose correlation amplitude A was more than 2
standard deviations below the mean value for the series,
and then to eliminate remaining values of τ that were more
than 2.5 standard deviations from the mean.  In most cases,
this eliminated large spikes, although some persistent
jumps to different offset values remained.
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3. Theoretical Background
3.1. Fluid Velocity
For the setup diagrammed in Fig. 2, the travel times of
sonar signals transmitted in either direction are
 
t
mr
= L
c + v
,  t
rm
= L
c − v
(3)
where tmr  is the travel time from the main to the remote
tripod, t rm is the travel time from the remote to the main
tripod, c is the path-averaged sound speed, L is the distance
between the tripods, and v is the path-averaged northward
current. Because of the data acquisition software
ambiguity, we do not know trm and tmr but only the
difference between them, trm-tmr=τrm-τmr=Δτ.  Therefore, to
find the current, we solved Eq. (3) for v in terms of Δτ, c,
and L. The result is shown in Eq. (4).
 
v =
L
Δτ
1− 1−
Δτ( )2 c2
L2
⎛
⎝
⎜
⎜⎜
⎞
⎠
⎟
⎟⎟
(4)
In using this formula, we have assumed that the effect of
the fluctuations in the sound speed on Δτ over the course of
a data series were negligible compared to the effect of the
velocity fluctuations. This assumption is justified by an
analysis of the effects of short-term fluctuations in c and v
on representative values of Δt.
3.2. Turbulence
The following is an overview of the equations used in
our turbulent analysis.  A detailed discussion of the
derivation of the rate of viscous dissipation and of
Kolmogorov’s law can be found in Kundu [1990].
When a vortical eddy is advected across the acoustic
path, as diagrammed in Figure 2, the mean current
undergoes a periodic fluctuation. It reaches a maximum
when the angular velocity of the vortex u’ is parallel to v,
decreases to its original value when the u’ is orthogonal to
v, and reaches a minimum when u’ is antiparallel to v.
Taylor’s hypothesis states that for sufficiently high current
velocities normal to the acoustic path, we can make the
approximation that the advected eddies are frozen, which
leads to a relationship between the current speed |u| across
the acoustic path, the frequency f of the fluctuation in v,
and the wave number k associated with an eddy of size
l=2!/k.
 
k =
2π f
u
 (5)
Applying a fast Fourier transform to the time series of v
and multiplying each term in the Fourier series by its
complex conjugate gives a spectrum S  in units of velocity
variance/frequency or m2/s2/s-1. The rate of viscous
dissipation of turbulent kinetic energy is called ε and is a
consequence of strain produced by velocity shear. The
Figure 2.  Experimental setup. The northward direction is
indicated. The northward current is represented by v, the
westward current by u, the vortex speed by u’, and the
distance between the tripods by L.
dimensions of S  are m2/s3. In 1941, Kolmogorov argued
that the variance spectrum of eddies that are much smaller
than the boundary layer are independent of the energy in
the largest scales. He further postulated that the variance
spectra of eddies that are much larger than the scale on
which molecular interactions dissipate energy are
independent of the fluid viscosity. In this band of eddy
sizes, called the inertial subrange, Kolmogorov suggested
that S could be written as a function of k and ε alone, where
ε enters because energy must be transferred from the
largest to the smallest scales across the inertial subrange.
Dimensional analysis gives the relation known as
Kolmogorov’s law.
 S = Aε
2
3 k
−5
3 (6)
The constant of proportionality for this relationship has
been experimentally determined to be ≈1.5 for all turbulent
flows.
In the inertial subrange, the logarithm of the spectrum as
a function of the logarithm of the wave number is therefore
a line of slope -5/3 for point measurements of the velocity.
Our apparatus, however, path-averages the velocity, so the
multiple small eddies crossing the acoustic path at any
given moment tend to cancel each other out. This results in
an attenuation of the spectrum by a factor of 1/k, so that the
final spectrum is proportional to k-8/3. The full formula for
the path-averaged velocity variance spectrum has been
derived by Di Iorio and Farmer [1998].
In order to arrive at a quantitative characterization of the
turbulent intensity, we first apply a Fourier transform to our
path-averaged velocity data to obtain a variance spectrum
as a function of f. We can then use the value of u  estimated
from ADCP measurements and Eq. (5) to transform the
spectrum into wave number space.  The spectrum obtained
should be proportional to k-8/3 in the inertial subrange,
which is bounded on the upper end by the depth of the
water, about 10 m. We can then use Eq. (6) to find a value
for ε , which tells us how fast turbulent kinetic energy is
being turned into heat.
3.3. Uncertainty Analysis
The quantities used in Eq. (4) to obtain the current are L,
c, and Δτ.  To a first order approximation, the errors in each
quantity can be propagated by multiplying the derivative of
v with respect to each by the estimated error.  Thus, the
errors in v as a result of ΔL, Δc, and Δ (Δτ) are
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Δvc =
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L L − L2 − Δτ( )2 c2⎛⎝⎜
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⎠⎟
Δτ( )2 L2 − Δτ( )2 c2
Δ Δτ( )( )
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respectively.
The distance L between the tripods was determined
using a global positioning system (GPS) at the site of the
buoys secured to the tripods, and we estimate its
uncertainty to be ~4 m. This error is consistent for all our
measurements; therefore, it does not affect time-dependent
characteristics like the spectral energy distribution.  For the
representative current value v=0.2 m/s, ΔvL from Eq. (7) is
about 0.014m/s, or 7%.
Based on the sound speed profiles from CTD casts (Fig.
3), it appears that c changes by about 4 m/s from week to
week as water temperatures increase. Although we have no
measurements of higher frequency fluctuations in c, it
seems reasonable to assume that the sound speed does not
vary by more than 4 m/s for a data series of only a few
days. Using Eq. (8) with Δc=4 m/s, the estimated value of
Δvc for v=0.2 m/s is 0.001 m/s, or about 0.5%.
The highest frequency variations in v must be from
statistical noise in the measurement of Δτ. We therefore
estimate the uncertainty in v caused by Δτ by examining the
high frequency noise in the velocity variance spectrum
(Fig. 4). The spectrum flattens into ~10-7 m2/s2/Hz white
noise at a frequency of about 0.5 Hz. The area under this
part of the spectrum gives the velocity variance, whose
square root is the standard deviation. We therefore
calculate ΔvΔτ__ to be 2
.√[(5-0.5) Hz_10-7 m2/s2/Hz≈0.0013
m/s, or about 0.7% for v=0.2 m/s.
4. Results
4.1. Reliability of Method
In order to confirm the accuracy of our measurement of
the current, we compared the northward current data
obtained using Eq. (4) and the reciprocal transmission
measurement of Δτ to the ADCP’s data for the northward
current 3 m off the sea floor. The ADCP takes localized
measurements of the current velocity and averages them in
one-minute ensembles, whereas the reciprocal transmission
system takes path-averaged measurements at 10 Hz. Some
statistical differences between the results of the two
methods were therefore expected.
As shown in Figure 5, the current obtained using the
reciprocal transmission method tracked the overall shape of
the ADCP current very well for the two-tidal cycle
Figure 3.  Sound speed profiles from weekly CTD casts.
The vertical axis is in decibars, where 1 db≈1 m below the
surface.  The transducer height is 3 m above the maximum
depth for each cast, except July 17, when the cast did not
reach the bay floor.  Significant stratification is seen on
July 17 and 31, whereas almost no stratification is seen on
July 10 and July 24.
Figure 4.  Average velocity variance spectra for data
collected at high low flood and ebb tides.  The dotted lines
show a -8/3 slope in the expected inertial subrange;
however, the actual data show poor agreement with the
projected slope.  The plots are indistinguishable except that
ebb tide carries significantly more energy in the low
frequency (<0.05 Hz) part of the spectrum than any other
part of the tidal cycle.  All the plots show a swell peak at
about 0.1 Hz and a harmonic of this peak at about 0.2 Hz,
and all the plots trail off into white noise at about 0.5 Hz.
measuring period, but with an increase in overall
magnitude of 3.7(5)% and an offset of -6.83(9) cm/s. From
the analysis in the uncertainty section, the magnitude
discrepancy can be explained by the uncertainty in L. The
offset, however, points to an unexplained measurement bias
in Δτ.  Although this bias prevents our determining the
value of the current along the acoustic path, if it is constant,
it will not affect the time-dependent characteristics of the
current measurement.  Thus, the spectra of the data are not
compromised by these errors.
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Figure 5.  Scatter plot of one minute ensembles of
northward current velocities measured by the reciprocal
transmission as a function of the ADCP current ensembles
for a period of two tidal cycles.  The expected best fit,
plotted as a black line, is x=y; however, we found both a
constant offset and a slope discrepancy in the measured
data.  The actual best fit is plotted in gray, and its equation
is shown on the chart.
4.2. Swell Signal
Fourier transforms were performed on 28 segments of
reciprocal transmission current data from eleven different
days to study the distribution of velocity fluctuations in
frequency space. In each segment, ten 1000 s sections of
data, each overlapping the previous section by 500 s, were
transformed and averaged together. The resulting spectra
consistently showed a peak around 0.1 Hz, or 7-12 s, which
is approximately the frequency of swell waves recorded by
a National Oceanographic and Atmospheric Association
(NOAA) buoy off Long Island’s Montauk Point (Fig. 6).
After data with multiple peaks were removed, the swell
peak period from the reciprocal transmission method
showed a positive correlation with the NOAA buoy’s
measured swell period for the same time (Fig. 7).  With an
r2 value of 0.52, however, the linear fit was not good
enough to make any quantitative observations about the
changes in swell frequencies from Montauk to the GSO.
The fact that the slope is less than one, however, indicates
that lower frequency components of the swell dominate our
signal compared to the NOAA buoy’s.
To confirm that the spectral peak was a surface wave
signature, we set the ADCP to measure the water pressure
at about 1.8 s intervals.  Since the pressure is directly
proportional to the height of the water column, we expected
to see a peak in the pressure spectrum at the same
frequency as the peak in the reciprocal transmission
spectrum.  As shown in Figure 8, multiple peaks appear in
the pressure spectrum, one of which corresponds to the 12 s
peak in the sonar spectrum measured over the same time
period.
4.3. Turbulence
We next sought to apply Kolmogorov’s law with the
path-averaging correction described in the turbulent theory
Figure 6.  Swell data from a NOAA buoy off Montauk
Point, Long Island. NOAA measures wave spectra for one
hour and reports the average height of the tallest 1/3 of
swell waves and the peak period of the swell containing the
most energy. The horizontal lines demarcate the times at
which reciprocal transmission data were collected.  It is
notable that the period is of order 0.1 Hz for most of the
measured times
Figure 7.  Swell period measured by the NOAA buoy
plotted as a function of the peak period of the reciprocal
transmission spectrum.  This plot shows a weak positive
correlation between the swell periods.
section to characterize the turbulent intensity.  The spectra
from high, low, flood, and ebb tides were separately
averaged together as shown in Figure 4, and the -8/3 slope
predicted by the theory was superimposed on the plot.  For
each section of the tidal cycle, however, the actual slope
was shallower than predicted.
One possible reason for this is that the current speed u
normal to the acoustic path was too small and inconstant
for Eq. (5) to apply.  The average speed of this current is
about 10 cm/s compared to the along-path current v, and it
contains fluctuations of order .001 Hz (about the length of a
data segment used to produce one spectrum) that are large
compared to its amplitude over a tidal cycle.  The westward
current speed can therefore vary from 0 to 0.2 m/s during
the course of a single spectrum. Thus, Eq. (5) may not
represent an accurate conversion from frequency to wave
number space either because Taylor’s hypothesis does not
apply for small values of u or because u is too variable for
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Figure 8.  Pressure and velocity spectra measured over the
same time period.  Peaks in the spectra are marked with a
dotted line.  The pressure spectrum shows two main peaks,
the second of which corresponds to the .08 Hz swell peak
in the velocity spectrum.
its mean value to serve as a good conversion factor.  If f is
not proportional to k for a given spectrum, then the slope of
log(S) with respect to log(f) will not be the same as the
slope of log(S) with respect to log(k), and Kolmogorov’s -
5/3 law cannot be applied.
An alternate explanation is that the water column may be
too stratified to find an inertial subrange. Several of the
sound speed profiles in Figure 3 show values of c that
change significantly with depth, indicating that
temperatures decrease by several degrees from the surface
to the bottom. Kolmogorov’s law requires that the
turbulence be isotropic; therefore, it does not apply where
vertical layering may give eddies a preferred axis.
A third possible explanation is that the swell peak
dominates in the inertial subrange part of the spectrum.
Eddies with the swell’s frequency of about 0.1 Hz advected
through the acoustic path at the average cross-path current
speed of 0.1 m/s would be of order 1 m in diameter, which
should be well within the inertial subrange at our
measurement site.
5. Discussion and Future
The good agreement between the ADCP and reciprocal
transmission values for the current along the acoustic path,
except for the constant offset, shows that reciprocal
transmission is useful for measuring the path-averaged
along-path current (v) with very high resolution. The low
noise level in the high frequency range confirms that the
method of maximizing the correlation amplitude and
adding the phase provides a precise measurement of very
small (~1 mm/s) fluctuations in the path-averaged along-
path current velocity.
Once the software problem causing the offset error is
resolved, the travel times tmr and trm will be very accurately
measurable, and Eq. (3) will able to be solved for c and v
separately.  It would be interesting to study the relative
effects of current velocity and speed of sound fluctuations
on the travel times.
The consistent ~0.1 Hz spectral peak indicates that swell
from the Atlantic is a significant part of the fluid motion in
Narragansett Bay. Further studies could improve our
understanding of how the swell period and amplitude
changes upon entering the bay, what features and
conditions of the bay determine its behavior, and whether
swell is an important source of the energy that is dissipated
in turbulent mixing. In order to study turbulence without
the interference of this swell peak, however, we suggest
that in future deployments, the tripods be oriented west-to-
east, across the mouth of the bay.  Since the swell waves
travel primarily from south to north, this should attenuate
their effect on the spectrum.  Since tidal currents also run
primarily north and south, this west-east orientation would
provide sustained time periods when the current across the
acoustic path is strong and in one direction.  The
application of Taylor’s hypothesis would then be justified,
and Eq. (5) could be used to convert from frequency to
wave number space during strong flood and ebb tides.
Although the spectra we saw did not fit the Kolmogorov
k-5/3 law, the ebb tide spectra contained more energy in the
lower frequency (f < 10-2 Hz) part of the spectrum than did
other parts of the tidal cycle. This indicates that the strong
ebb currents produce more mixing than is present at other
times.  If this mixing behaves according to Kolmogorov’s
law, we hope that a future deployment with an east-west
tripod orientation will allow us to find a value for ε.
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The search for hydrogenase activity in Psychromonas kaikoae, a piezophilic,
facultative anaerobic, marine bacterium
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Abstract.  It has been argued that, due to the anaerobic nature and low levels of metabolically available energy,
deeply buried marine sediments can serve as an analog for modeling habitability on extraterrestrial planets.
Therefore, microorganisms inhabiting this subsurface anaerobic environment are of particular interest to
microbiologists and astrobiologists.  H2 is an important intermediate in anaerobic metabolism and its utilization by
microorganisms is mediated by the enzyme hydrogenase.  Hydrogenase may be a proxy for microbial activity in
subsurface habitats with extremely low metabolic rates.  Currently, a tritium-based assay is used to quantify
hydrogenase activity in samples retrieved from the subsurface.  Despite the fact that microorganisms inhabiting the
deep subsurface have evolved to function at high pressure, the assays are performed at one atmosphere and the effect
of pressure has yet to be taken into account. In an attempt to find a model organism to study hydrogenase activity as
a function of pressure, the piezophilic bacterium Psychromonas kaikoae was grown anaerobically under pressure
and tested for the presence of hydrogenase.  Even though the results of this study were inconclusive, the methods
outlined by this paper will allow for the investigation of additional piezophilic isolates to be investigated for
hydrogenase activity in the same fashion.  In the future, a piezophilic microorganism will aid in our ability to
determine the effects of pressure on hydrogenase activity and therefore, a more accurate view of microbial activity
in the marine subsurface.
1.  Introduction
Aquatic sediments that contain microbial communities
play an essential role in the carbon cycle.  Microbial
activity in these areas has been investigated using
metabolic assays.  These assays determine the rates of
change of substrates and products.  Metabolic rates are
often determined with the use of radiolabeled substrates
given the extreme sensitivity of quantifying radioisotopes.
H2 has been studied because it is an important metabolic
intermediate in anaerobic microbial communities in the
subsurface seafloor.  This gas is produced by carbohydrate
and fatty acid fermentation and is used by sulfate-reducers,
homoacetogens, and methanogens (Schink, 1997).
Hydrogenases are expressed by all bacteria that consume
or produce hydrogen.  These enzymes are of a large,
diverse family and have been extensively researched.
Hydrogenase activity may be a proxy for microbial activity
in subsurface habitats with very low metabolic rates.  This
enzyme has been measured in vivo using a radiometric
assay under anoxic conditions.  The enzymatic reaction:
H2 + E+ ↔ E:H + H+
 (where E = enzyme and H = hydrogen) demonstrates how
hydrogenase catalyzes isotopic exchange between
dissolved hydrogen gas (containing 3H) and the hydrogen
in water molecules.  Quantification of hydrogenase activity
from sediments from the deep-sea floor has been performed
using a tritium-based assay (Soffientino et al., 2005).
However, the tritium-based assay is currently designed to
be conducted at 0.1 MPa.
Samples retrieved during deep-sea coring of the
subsurface are brought to atmospheric pressure (0.1 MPa).
The sediments and microbial communities in these cores
are removed from their normal high-pressure environment
and assayed at atmospheric pressure and therefore the
hydrogenases are not assayed at in situ pressures.  A model
organism may facilitate the detection of changes in
hydrogenase activity at pressures greater than atmospheric
pressure.
Piezophilic bacteria have been isolated and studied in
order to determine the association between the deep-sea
environment and its microbial population.  Piezophiles are
differentiated from other bacteria on the basis of enhanced
growth at pressures greater than 0.1 MPa (Yayanos, 1995).
Psychromonas kaikoae may be an ideal bacterium to
discover the effects of pressure on hydrogenase activity.  P.
kaikoae is a halophillic, psycrophillic, and piezophilic
Gram-negative rod-shaped facultative anaerobe with
optimal growth conditions at 3% NaCl, 10°C, and 50 MPa
(Nogi et al., 2002).  The purpose of this research was to
bring P. kaikoae into culture anaerobically and test for the
presence of hydrogenase activity at different pressures, (0.1
MPa, 25 MPa, and 50 MPa).
In addition to quantifying hydrogenase expression,
primers directed towards NiFe hydrogenases (Wawer and
Muyzer, 1995) and Fe-only hydrogenases (Ozkan et al .
2001) are used in the polymerase chain reaction (PCR) with
DNA extracted from P. kaikoae.   
2.  Materials and Methods
2.1.  Culturing Conditions
Psychromonas kaikoae (ATCC #) was brought into
culture using modified OF medium (Nogi et al ., 2002).
The medium was comprised of 3.6% Instant Ocean, 0.5%
peptone, 0.1% yeast extract, 1% glucose, 0.5% low-melting
point agar, and 0.003% bromthymol blue in distilled water.
The medium was sparged with nitrogen after autoclaving
and inoculated with P. kaikoae.  The inoculum was taken
up into sterile 3 mL syringes.  All bubbles were removed
by slight tapping, capped, and sealed with Parafilm.  The
syringes were incubated at 50 MPa and 10°C for five days
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in a pressure reactor seen in Figure 1. P. kaikoae syringes
colonies grew separately within the agar and can be seen in
Figure 2.
2.2 Hydrogenase Assay
Hydrogenase activity from the syringes with
Psychromonas kaikoae colonies and medium was
quantified using a tritium-based hydrogenase assay
(Soffientino et al., 2005).
2.3 DNA Extractions
Genomic DNA was extracted from an agar culture of P.
kaikoae using Lyse-N-GoTM PCR Reagent (Pierce).
Genomic DNA was also extracted from Clostridium
pasteurianum, Desulfovibrio vulgaris, and a formalin-fixed
culture of Psychromonas kaikoae using the DNeasy Tissue
Kit (Qiagen).
2.4  Polymerase Chain Reaction
Initial PCR amplifications were performed with a
Mastercycler ep System (Eppendorf ).  10 µL of purified
DNA was added to a 40 µL master mix comprised of Taq
PCR Master Mix (Qiagen), appropriate primers, and
purified PCR water.  Two sets of primers were used to
amplify different gene sequences.  Primers Hyd2F and
Hyd2F were used to amplify a 2,067 bp fragment of a NiFe
hydrogenase gene (Wawer and Muyzer, 1995).  Another set
of primers, named Ozkan148F and Ozkan148R, used was
specific for an Fe-only hydrogenase gene fragment that is
148 bp long (Ozkan et al., 2001).  See Table 1 for
sequences.  PCR amplifications using the extracted DNA
from the formalin-fixed P. kaikoae used 5 mL of DNA and
45 mL of the master mix mentioned above.
Amplified DNA from PCR was placed into wells of 1%
and 2% agarose gels.  A 1% gel was used for the Wawer
and Muyzer primer set PCR, while the 2% agarose gel was
used for the Ozkan et al. primers.
3.  Results
3.1 Tritium-based Hydrogenase Assay
Hydrogenase activity is determined by the slope of the
regression line as a function of time.  There is no
significant difference among the live, Hg-killed control and
the blank as seen in Figure 3.  Therefore it was concluded
that there was no significant hydrogenase activity
expressed by P. kaikoae under these culture conditions
Table 1.  Forward and Reverse Primer Sequences
Primers Direction Primer Sequence
Wawer & Forward 5'-CCGG(C/T)TGCCCGCC(G/C)AACCC-3'
Muyzer Reverse 5'-CGCAGGCGATGCA(G/C)GGGTC-3'
Ozkan. Forward 5-GGTTTTGAAATCCTACTATGC-3’
and others Reverse 5-TAGAACAACATCCACATCAGG-3’
Figure 1.  The pressure reactor sat on the floor of the cold
room (10°C) while the high pressure generator was
mounted to a table.  The high pressure generator was a
manually operated using a screw pump that causes a piston
to be compress liquid within a small volume to develop
pressure (HiP, High Pressure Equipment Company). 
Figure 2.  On the left is an image of a 3 mL syringe
with suspended colonies of Psychromonas kaikoae.
The right picture is a P. kaikoae colony up close.
REZNIK AND SMITH: HYDROGENASE ACTIVITY IN PSYCHROMONAS KAIKOAE 45
Figure 3.  Data of P. kaikoae grown under pressure in
anaerobic conditions.  Hydrogenase activity catalyzes
isotopic exchange between dissolved hydrogen gas and the
hydrogen in water molecules.  The rate of isotopic
exchange measures hydrogenase activity in a sample.  This
rate can be measured by adding tritium as a tracer in the
dissolved gas, and measuring its rate of transfer into water
over time.  Disintegrations/min from the liquid scintillation
counter (LSC) is plotted above against time.  Linear
regression lines are also imposed on the graph on the left
with their corresponding equations.  The graph on the right
compares the slopes of the regression lines.  The error bars
represent the 95% confidence intervals.  By comparing the
three CI’s, it is revealed that the slope of the live sample is
not significant.  This is true because all the CI’s overlap,
the live sample is not significant.
3.2 PCR
No bands other than the positive control in the gel on the
left were apparent.  The boxes in Figure 3 show the
locations where bands could have been present if the
organism’s genomic DNA contained a hydrogenase gene
recognized by the primers.  This implies that there was no
amplification during the PCR reaction.  Also, the positive
control for the Ozkan et al. primers was not seen.
4.  Discussion
4.1 Tritium-based Hydrogenase Assay
The simplest explanation for these results is that P.
kaikoae does not produce hydrogenase.  Because the
tritium-based assay is very sensitive, it is unlikely that the
levels of hydrogenase produced in culture were below the
detection limit of the assay.  On the other hand,
hydrogenase may have been expressed at 50 MPa but is not
functional at 0.1 MPa and therefore would not have been
detected by the asssay.  Another possible explanation for
the lack of hydrogenase activity is that the culture
conditions used in this experiment did not induce
hydrogenase production.
In the future, hydrogenase assays conducted at pressures
above 0.1 MPa need to be designed.  This will require
implementing containment precautions for the tritium gas
while in the pressure vessel.  Additional piezophile isolates
may possibly be surveyed for hydrogenase using the
materials and methods established by this study.  Because
this bacterium grew well under the conditions outlined in
this paper, the search for a model to show the difference of
hydrogenase activity at diverse pressures can continue.
Also, by using the syringe/low-melting point agar method,
further piezophiles from deep sediments can be isolated and
investigated for biochemical properties.
4.2 PCR
As with the tritium-based assay, one can assume that this
bacterium does not have any hydrogenase genes.  However,
this assumption may not be correct when dealing with PCR
analysis.  It is possible that the genome of P. kaikoae
contains a hydrogenase gene that is not recognized by the
primers used in this study (NiFe and Fe-only
hydrogenases).  Psychromonas kaikaoe may have another
type of hydrogenase that would not have a similar sequence
to the aforementioned hydrogenases.  PCR conditions were
not optimized either.  The initial colonies used for PCR
were grown in agar which can inhibit PCR reactions.  In
addition, because the PCR conditions were not listed in
Ozkan et al. (2001) the times and temperatures used were
based on the primers’ Tm’s and base pair length.  It is also
possible that the Lyse-N-Go Reagent did not extract
enough or any DNA from the cells as well.  This method
does not purify the DNA as well which may cause PCR
reagents to stop functioning.
The gel in Figure 4 was improved by removing agar.  P.
kaikoae cells that had been fixed with formalin were used
for DNA extraction.  Also, positive controls of
Desulfovibrio and Clostridium were used to confirm that
the primers and other PCR reagents were functioning
properly.  The Desulfovibrio positive control functioned
very adequately.  A band was seen in the 2 kbp range.
Because no bands were seen from any other well, one can
presume that P. kaikoae does not have the NiFe
hydrogenase gene.  However, the Clostridium positive
control did not produce a 148 bp band.  This implies that
the ideal PCR conditions for those primers were not met.
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Figure 4.  PCR gels.  The gel on the left consisted of 1%
agarose and was used to visualize the amplification of the
NiFe hydrogenase gene described by Wawer and Muyzer in
1995 with a 1k bp ladder (L).  The gel on the right
consisted of 2% agarose and was used to visualize the
hydrogenase sequence described by Ozkan et al. in 2001
with a 50 bp ladder (L).  H- P. kaikoae, HB- blank, L-
ladder, DH- Desulfovibrio, CH- Clostridium, O1- P.
kaikoae with annealing temp. of 48 oC, O5- P. kaikoae with
annealing temp. of 51.4oC, O7- P. kaikoae with annealing
temp. of 55.4oC, DO- Desulfovibrio, CO- Clostridium.
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Analysis of the historical nutrient input to Greenwich Bay, RI: Geochemical
evidence for trends in eutrophication from sediment cores
Corin M. Schowalter1, Danielle Cares, Clifford W.  Heil, Mark Cantwell, John W. King
Graduate School of Oceanography, University of Rhode Island, Narragansett, Rhode Island
Abstract.  In August, 2003, the large fish-kill in Greenwich Bay, RI involving the death of approximately one
million juvenile menhaden brought attention to patterns and repercussions of the eutrophication in the area (Mastrati
2003).  In an effort to understand historical eutrophication, which threatens the local fishing industry and tourism,
we conducted a sediment study of Greenwich Bay to determine the historical record of organic deposition.
Sediment cores from Greenwich Bay and Greenwich Cove were analyzed to determine patterns in metal deposition
(e.g. Pb, Cu, Cr), trends in nutrient loading (e.g., TN wt. %, TC wt. %, C/N), and fluxuation between nutrient
sources (e.g., δ15N, δ13C).  Trends all provide supporting evidence that anthropogenic activity is promoting algae
production, leading to eutrophication.  This data will assist in future management of the Greenwich Bay ecosystems.
1. Introduction
Tracking variation in anthropogenic nutrient input to
Greenwich Bay is a key issue in the maintenance of Rhode
Island’s coastal fishing industry and tourism.  Increasing
nutrient availability may lead to eutrophication (Schramm,
1996).  Eutrophication is a process of increased plant mass
production in marine environments.  Consequences include
decreases in seagrass photosynthesis due to poor light
penetration through blooms as well as decreases in
dissolved oxygen concentrations due to the decomposition
of high quantities of organic material for the system
(Schramm 1996).  Extreme cases may result in hypoxic or
anoxic conditions leading to shellfish kills and even fish
kills.  Increased plant productivity increases the deposition
of dead material on beaches, decreasing the aesthetic
quality of the coastline.  Assessing the past and present
sources and input of nutrients to Greenwich Bay will
enable future control over the occurrence of eutrophication
as it will serve as a baseline prior to advancements in the
proposed wastewater treatment facility upgrades and
stormwater management that aim to restore dissolved
oxygen concentrations to “fishable” standards by the year
2015 (Nutrient, 2004).  Eutrophication in Greenwich Cove
is a continual issue as hypoxic/anoxic events occur
periodically (Deacutis).
2. Materials and Methods
Push cores were obtained from our sample locations on
July 12, 2006 (Table 1).  The Greenwich Bay coring site
was located by GPS coordinates in close proximity to
Jeffrey M. Corbin’s sample location (Corbin 1989).
Greenwich Cove coring site GB2006-3 was chosen for its
proximity to the point source of effluent discharge by the
East Greenwich Wastewater Treatment Facility
(EGWWTF) (Fig. 1).  The EGWWTF is responsible for the
input of 29 of the 135-234 total metric tons of nitrogen
entering Greenwich Bay annually (Granger, 2000).  The
Greenwich Bay coring site GB2006-1 provides data
reflecting the background conditions for the whole
Figure 1.  Map of Greenwich Bay.
Table 1. Description of core locations.
Greenwich Bay region.  Samples of 2 cm length were taken
from the cores at 2 cm intervals for 1-19 cm below the
interface, at 4 cm intervals for 25-81 cm below the
interface, and at 8 cm interevals from 89 cm below the
interface and downcore.
Core Date Lat. ˚N Lon. ˚W Depth
(m)
Type Length
(cm)
GB2006-
1
7-12-06 41 40.550 71 25.402 4.57 Push 208.5
GB2006-
3
7-12-06 41 41.445 71 26.664 1.98 Push 175.0
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Cores were digitally imaged and logged with the
GeoTek Multi Sensor Core Logger to obtain bulk density
and magnetic susceptibility.  The digital image was broken
into three bands of color (red, green, and blue).  The red
component was then charted to display the location of a
change in color upcore.  Total Pb, Cu, and Cr
concentrations were obtained using a PERKIN ELMER
Zeeman AA Spectrometer 4100ZL.  Nitrogen and Carbon
isotope compositions are reported in per mil (‰) notation
relative to Pee Dee Belemnite and urea standards
respectively.  Total δ15N, δ13C, percent total carbon and
percent total nitrogen values were calculated from data
provided by a VG Optima IRMS using VG Isotech
software.  The Greenwich Bay core was dated by
comparing downcore metal profiles with radiometrically
dated profiles (Figs. 2, 3) (Corbin 1989).  A grain-size
analysis was conducted with a Malvern Mastersizer 2000 to
determine the percent composition of sand, silt, and clay
components.  Because there was no significant increase in
the sand component above the depth of the background
metal compositions for either core, it was unnecessary to
normalize the metals data against the sand concentration.
3. Results
3.1. Metal Deposition
Metal deposition to Greenwich Bay reached a maximum
during the 1930s before metal concentrations decrease
upcore to the interface (Fig. 4a).  Metal deposition to
Greenwich Cove reached two maximums, one at
approximately 65 cm depth and a more recent peak upcore
at approximately 15 cm depth (Fig 4b).  The concentrations
of metal seen in Greenwich Cove samples compared to
metal concentrations of Greenwich Bay samples indicate a
greater metal input in Greenwich Cove.
3.2. Core Imaging and Logging
GeoTek core imaging and logging data reveal a recent
change in the ecology of Greenwich Bay (Fig. 5a).  Around
1906 at Greenwich Bay, red intensity exhibits a decrease
and magnetic susceptibility exhibits an increase upcore.
Concurrently, sample density decreases upcore.  The
Greenwich Cove core exhibits similar trends in decreased
red intensity, increased magnetic susceptibility, and
decreased density upcore from about 45 cm depth (Fig. 5b).
The Greenwich Cove sediment color change is not so
clearly defined as that from Greenwich Bay.  This is likely
due to the natural occurrence or higher nutrient deposits to
Greenwich Cove, resulting in a less drastic transition upon
the affects of anthropogenic disturbance.  Bulk density and
magnetic susceptibility decrease and increase respectively
at the sediment color change for the Greenwich Cove core,
providing supporting evidence of a new trend in nutrient
input to the cove.
3.3. Carbon and Nitrogen Input
         3.3.1.  C/N.    C/N values showed no major change in
Greenwich Bay and values indicate that marine and
terrestrial sources contribute similar quantities of organic
matter (Fig. 6).  C/N values indicate a transition to
Figure 2.  Core samples from a previous M.S. research
project by Jeffrey M. Corbin in 1989 have been dated by
radiometric analysis.  Radiometrically dated downcore
chromium profile from Greenwich Bay (left) is correlated
to metal  downcore profiles from Greenwich Bay GB2006-
1 (Corbin ,1989).  Year to depth ratios determined by the
five reference points indicated by grey lines were averaged
to calculate an average correlation of 2.72 ± 1.13 yr/cm for
the Greenwich Bay core.
Figure 3.  Depth versus age model.  The R 2 value near 1
indicates that the linear relationship is a good fit for the
data.  Data points represent the five reference points used to
develop a dating scale for Greenwich Bay core GB2006-1
(Fig. 2).
increasing quantities of organic sediments from terrestrial
sources in Greenwich Cove beginning at 15 cm depth (Fig.
7).  The total nitrogen mass composition component
increased upcore from approximately from 0.15% to 0.40%
since the 1400s to present in Greenwich Bay and from
approximately 0.3% to 0.7% in Greenwich Cove.  The total
carbon mass composition component increased
approximately from approximately 1.5% to 3.5 % in
Greenwich Bay and approximately from 3% to 8% in
Greenwich Cove.
         3.3.2.      δ15    N      .  Historical δ15N values display an increase
upcore by approximately 0.75 per mil in Greenwich Bay
from about 7 to 7.75‰, indicating a trend of increasing
algal component in bay sediments over terrestrial plant
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Figure 4.  a. Metal deposition in Greenwich Bay from
GB2006-1.  b. Metal Deposition in Greenwich Cove from
GB2006-3.
material.  A history of greater algal than terrestrial plant
component in Greenwich Cove sediments in which δ15N
values average about 7.75‰ is shown in the Greenwich
Cove historical δ15N record.  Nitrogen isotope ratios may
differentiate between nitrogen sources to plant components
of marine sediments.  Algae obtain most of their nitrogen
from dissolved NO3-, leading to (+7‰ < δ15N < +10‰)
(Meyers 2001).  Terrestrial plants obtain their nitrogen
from N2, resulting in (δ15N = 0‰) (Meyers, 2001).
         3.3.3.       δ13    C      .  Increasing upcore nutrient input around
1938 at Greenwich Bay and 25 cm depth at Greenwich
Cove indicates phytoplankton to be the main carbon source.
The trend shared by both Greenwich Bay and Greenwich
Cove cores indicates fluctuation between phytoplankon and
terrestrial or lake bottom plants in contribution to the
greatest percent of carbon to the sediment.  Carbon isotope
ratios reflect historical nutrient availability and therefore
marine productivity (Meyers 2001).  Increasing and
decreasing δ13C values indicate increased and decreased
productivity respectively (Meyers 2001).  The δ13C values
also vary with respect to the source.  Organic sediments
produced from phytoplankton lead to (-33‰ < δ13C < -
22‰) while those produced from terrestrial or lake bottom
plants lead to ( -22‰ < δ13C < -8‰) (Meyers 2001).
Increased nutrient input such as nitrates to marine
environments increases plant productivity and biological
Figure 5.  GeoTek Multi Sensor Core Logger date for bulk
density, magnetic susceptibility, and red intensity display a
trend of increasing organic material in recent years for a.
Greenwich Bay and b. Greenwich Cove.  A sediment color
change, identified by the steep decrease in red intensity at
approximately 0.4 m depth, is a result of the presence of
increased levels of organic carbon (Berner, 1981).  The
sediment color change located at approximately 0.45 m
depth is less defined by the red intensity plot for Greenwich
Cove is due to a historical trend of greater organic input to
Greenwich Cove.
processes can afford to favor 12C, producing less negative
δ13C values in the plant material (Meyers 2001).  Average
Greenwich Bay δ13C values display a trend of decreasing
negativity upcore until 1843 to about -19‰, increase
negativity upcore until 1938 to about -20.75‰, and then
decrease negativity upcore again to reach a current value of
about -19.5‰.  Average Greenwich Cove δ13C values
display a similar pattern, growing less negative upcore until
65 cm depth to about -19.25‰, increasing negativity
upcore until 25 cm depth to about -22‰, and then
decreasing negativity to reach a current value of about -
20.5‰.
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4. Discussion of Eutrophication
4.1. Physical Proxies
Core imaging and logging data indicate a drastic
increase in organic matter to Greenwich Bay around 1906.
Bulk density decrease may be attributed to the low density
of organic material.  Magnetic susceptibility increases at
this same time, reflecting an increase of magnetic deposits,
characteristic of industrialization (Thompson 1986).  The
Greenwich Cove sediment color change occurs at
approximately 45 cm downcore.  At this depth, red
intensity decreases, similarly reflecting a trend in
increasing levels of reduced iron.  Increased concentrations
of reduced iron serves as a proxy for historical
eutrophication.  Sediments containing high concentrations
of organic carbon provide anaerobic conditions due to
decomposition by aerobic bacteria, which consume O2
(Bennington 1999).  In marine environments, reduced iron
(Fe2+), soluble under anoxic conditions, is exposed to
sulfide to produce a disulfide, pyrite (FeS2), which is
insoluble in water (Berner 1981).  Sediment coloration
reflects the oxidation state of iron.  Oxidized iron is red
while reduced forms of iron such as pyrite are black (Lynn
2000).  At approximately 1906, the Greenwich Bay core
exhibits a sharp red intensity decreases, suggesting an
increase in reduced iron content.
4.2. Chemical Proxies
The greater concentration of metal deposition to
Greenwich Cove over Greenwich Bay may be attributed to
the site’s proximity to the EGWWTF, which is also
responsible for large quantities of nutrients input compared
to other nutrient sources for Greenwich Bay.  Sewerline
pipes may be the source of much of the metal.  Higher
concentrations of copper in Greenwich Cove, which are
increasing, may also result from marine antifoulant paints,
composed of 20-76% copper, that coat the hulls of boats
docked at the adjacent marina (Schiff 2003).  For a boat,
about 95% of the copper mass is passively leached into the
water as opposed to during hull cleaning (Schiff 2003).
Copper is highly toxic to marine organisms.  The
Greenwich Cove metal concentration maximum at 65 cm
depth is also visible at lower concentrations in Apponaug
Cove cores around 1900 suggesting that the the metal
entered the bay at Greenwich Cove, then dispersed (Corbin
1989).  This quantity of metal likely entered Greenwich
Cove following the beginning of American industrialization
(1865-1889), but prior to 1900 although the source is
unknown (Smithsonian).
4.2. Anthropogenic Sources
Carbon and Nitrogen data show a trend toward an
increase in terrestrial material entering Greenwich Bay and
Greenwich Cove.  Terrestrial sources likely stem from
human disturbances including erosion and agricultural
runoff and sewage inputs from wastewater treatment
facilities.
5. Conclusion
Human activity threatens the Greenwich Bay ecological
sustainability.  Environmental laws regulating metal input
have been effective in the Greenwich Bay region as
concentrations continue to decrease upcore.  Terrestrial
nutrient input is not decreasing, however and the increase
in primary production in the system fluctuates annually,
threatening marine life most commonly during summer
months (Schramm 1996).
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Variability in coastal groundwater radium activity: Implications for radium-
derived residence time and groundwater flux
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Abstract.  Short-lived radium isotopes 223Ra (t1/2 = 11.4 d) and 
224Ra (t1/2 = 3.66 d) as well as longer-lived 
226Ra (t1/2 =
1600 yr) and 228Ra (t1/2 = 5.75 yr) have been increasingly used as geochemical tracers to constrain water residence
time and submarine groundwater discharge (SGD) in coastal waters. An important question is: to what extent does
variability in pore-water radium influence estimates of water mass residence time and SGD? To address this
question, the distribution of groundwater radium was determined at a shoreline site and along a transect through
subaqueous sediments in a temperate coastal embayment; Ninigret Pond, RI. Radium activities were found to vary
significantly with depth (~1-40 times) and distance from the shoreline (~1-30 times). These data were combined
with results from previous studies to calculate residence times that varied from <1–11 d and SGD from ~ 4-45 L-1 m-
2 d-1. The implication is that variability in groundwater radium is important when using these tracers to estimate
water mass age and SGD in coastal ecosystems.
1.  Introduction
Submarine groundwater discharge plays an important
role in the transport of nutrients and chemicals into coastal
waters (Johannes 1980; Valiela et al. 1990; Burnett et al.
2001). Anthropogenic sources are often major contributors
of nutrients to coastal aquifers, with elevated nutrient flux
potentially affecting a range of ecological processes
(Valiela et al. 1990). The residence time of water within a
coastal embayment has significant implications for water
quality, including denitrification and nutrient transport
(Nixon 1996; Dettmann 2001). Accurate quantification of
water residence time and groundwater discharge in coastal
embayments is necessary for developing an improved
understanding of coastal ecological processes.
The estimation of submarine groundwater discharge into
coastal waters is an inherently difficult process, due
primarily to the diffuse and variable nature of groundwater
flow. Short-lived radium isotopes, 223Ra (t1/2 = 11.4 d) and
224Ra (t1/2 = 3.66 d), as well as longer-lived 226Ra (t1/2 =
1600 yr) and 228Ra (t1/2 = 5.75 yr) are naturally occurring
geochemical tracers suitable for calculating water residence
time and spatially and temporally variable submarine
groundwater discharge (Scott 1998; Charette et al. 2001;
Kelly and Moran 2002; Abraham et al. 2003; Charette et al.
2003; Hougham 2006). Radium-tracer techniques used to
study groundwater discharge largely remain independent of
problems related to aquifer heterogeneity when using
methods such as seep meters and hydrologic models
(Burnett et al. 2002). Submarine groundwater discharge can
be estimated by balancing the input of elevated 226Ra
activity from a coastal aquifer with the subsequent tidal
removal of 226Ra from the embayment. The 3.66 d to 1600
yr range in isotopic half-lives also enables examination of
water circulation on a wide range of time-scales, with 223Ra
and 224Ra providing insight on water residence on the scale
of a few days to several weeks (Hougham 2006).
Determination of representative groundwater Ra
activities has been recognized as a source of uncertainty in
calculating submarine groundwater discharge, though many
Ra-based studies of SGD provide only limited information
on the variability in groundwater radium distributions.
This study focuses on the variability in the distribution of
223Ra, 224Ra, 226Ra, 228Ra within subaqueous sediment pore-
water of a coastal embayment.  The implications of these
data are discussed with regard to estimation of coastal
submarine groundwater flux and water residence time.
2.  Methods
2.1.  Study Area
Ninigret Pond is a shallow lagoon located along the
coast of southern Rhode Island (Fig 1). This embayment
has an average depth of 1.2 m, a surface area of 6.45 km2,
and a watershed area of 28.48 km2 (RIGIS 2001). A
permanent breachway allows an average tidal range of 0.14
m with Block Island Sound, and otherwise remains
enclosed by a barrier beach (Lee 1980; Lee and Olsen
1985).
Two groundwater sample sets were collected in this
study. One set included two shoreline sites, A and B,
separated by 5 m and located along the northern shoreline
of Ninigret Pond. The second sample set comprised five
sites extending along a North-South transect perpendicular
Figure 1.  Map of Ninigret Pond, RI.
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from the landward shoreline of Ninigret Pond. Each site (C,
D, E, F, G) is separated by ~200 m.
2.2.  Sample collection and analysis
In July 2006, sediment pore-water for Ra isotopic
analysis was collected using a drivepoint sampler. This
stainless steel tube with slotted inlet was connected to a
Cole-Parmer Masterflex E/S peristaltic pump. Samples
were recovered at 10 cm increments to a maximum
sediment depth of 50 cm. An adjustable stopper on the
shaft of the drivepoint sampler was utilized to ensure
proper sample depth. Pore-water (0.2-5.6 L) was filtered
through a 47 mm Whatman GF/B filter (1 µm nominal pore
size) to remove suspended solids. During sampling, filters
were replaced as necessary to maintain flow rates (≤1
L/min). The pore-water was then passed through MnO2-
coated acrylic fiber cartridges (≤1 L/min), which
quantitatively removed radium from pore-water (Moore
1973). Radium-extracted pore-water samples were
recovered for subsequent volume measurement. Pore-water
samples independent of radium extraction were collected in
glass bottles for salinity analysis.
MnO2-coated acrylic fiber was partially dried with
compressed air and analyzed three times for 223Ra and
224Ra activity using a Ra delayed-coincidence counter
(Moore and Arnold 1996). Fiber was ashed at 500°C for 16
hours, packed into counting vials, and capped with epoxy
to prevent 222Ra loss (Scott 1998; Charette 2001; Kelly
2001). Samples were allowed 14 d for 226Ra to reach
secular equilibrium with its daughter 214Pb before analysis
of 226Ra (214Pb peak at 351 keV) and 228Ra (228Ac peak at
911 keV) with a Canberra pure germanium well-type
gamma spectrometer (Model GCW 3023). Salinity samples
were analyzed using a Guildline Autosal 8400 salinometer.
3.  Results
3.1.  Shoreline sites
Radium activity and salinity for shoreline sampling sites
are presented in Table 1. Salinity increases with depth at
site A whereas site B has the inverse relationship. Site A
and B both exhibit increasing activity with depth for all
four isotopes. 226Ra activity varied significantly with depth
at individual sites as well as between sites (Fig 2). 226Ra
activity ranged from 1.5-6.1 dpm L-1 at site A and from 1.1-
13.4 dpm L-1 at site B. At 10 cm depth, the 226Ra activity
for sites A and B were observed to be very similar (1.5 and
1.1 dpm L-1), but activity differences between sites
increased with depth to 50 cm where activities differed by
over a factor of two (6.1 and 13.4 dpm L-1).
3.2.  Transect
Transect 223Ra and 224Ra activity and salinity data are
found in Table 2. 223Ra increased with depth at site C and
E, but did not vary significantly with depth at the other
transect points. On the transect overall, 223Ra and 224Ra
increased with increasing depth and distance from the
northern, landward shoreline (Fig. 3). 224Ra activity
increased with depth at site E and did not vary significantly
elsewhere on the transect. The depth profiles of sites closest
to the northern shoreline, C and E, exhibited larger ranges
of 223Ra activity (5.6 dpm L-1and 12 dpm L-1) in relation to
the sites closest to the barrier beach, F and G.  Inadequate
pore-water collection prevented radium and salinity
analysis at site D.
4.  Discussion
4.1.  Variability in groundwater radium activity
Radium activity did not display an apparent relationship
Table 1.  Shoreline sampling site measurements. 223Ra and 224Ra activities reported as average ±
standard deviation of triplicate analyses.
Site Depth 223Ra 224Ra 226Ra 228Ra Salinity
(cm) (dpm L-1) (dpm L-1) (dpm L-1) (dpm L-1) (psu)
A 10 7.6±2.7 30.5±4.2 1.5±0.1 11.8±0.3 28.20
20 21.8±8.9 50.3±5.0 2.3±0.1 31.0±0.6 28.31
30 31.2±3.5 64.0±6.2 3.3±0.2 53.1±0.8 28.43
40 32.1±5.8 84.4±1.7 4.6±0.1 56.2±0.5 28.50
50 63.7±3.9 69.5±11.4 6.1±0.2 75.5±1.0 28.61
Average 31.3±18.5 59.8±18.3 3.6±1.8 45.5±24.6 28.4±0.16
B 10 2.4±0.7 14.3±0.1 1.1±0.1 6.1±0.3 27.19
20 7.2±1.7 28.7±2.5 1.2±0.1 9.1±0.3 26.25
30 6.8±1.3 28.3±4.4 1.9±0.1 13.4±0.4 25.31
40 11.4±1.3 30.4±2.6 3.2±0.1 23.2±0.3 24.24
50 13.3±1.7 68.0±6.4 13.4±0.8 58.9±2.5 26.90
Average 8.2±3.8 34.0±18.0 4.2±5.2 22.1±21.5 26.0±1.21
High 63.7±3.9 84.4±1.7 13.4±0.8 75.5±1.0 28.61
Low 2.4±0.7 14.3±0.1 1.1±0.1 6.1±0.3 24.24
Average A-B 19.8±18.6 46.8±23.4 3.9±3.7 33.8±25.0 27.19±1.52
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Figure 2.  Depth versus 226Ra activity at shoreline sites A
and B.
with salinity for 223Ra, 224Ra, 226Ra, or 228Ra (Fig 4). All
radium isotopes demonstrated variability with depth and
site location. 226Ra varied with depth by a factor of 12 at
site A, and, though located only 5 m apart, Site A and B
226Ra activities differed by up to a factor of two at the same
depth. 224Ra activity exhibited a forty-fold increase from
10-50 cm depth at site E and varied by 30 times between
site E and F.
Differences in ground and pondwater mixing
interactions within the subaqueous sediments may result in
the observed variability in pore-water radium activities. At
sites A-E, radium activities increase with depth and relative
proximity to the radium enriched aquifer. Sites F and G
display little variation with depth and have activities similar
to the pond surface water. At these two sites, groundwater
and pondwater may be in equilibrium, or the sediments
may not contribute radium to the pond. Also, the interface
between the aquifer and pondwater may be deeper than
sampling conducted in this study. Also, sediment
Table 2. Transect site measurements. Ra data reported as
average ± standard deviation of triplicate analyses. N/A
designates insufficient pore-water volume for analysis.
Site Depth
(cm)
223Ra
(dpm L-1)
224Ra
(dpm L-1)
Salinity
(psu)
C 10 N/A N/A N/A
20 10.0±2.9 87.4±9.7 N/A
30 N/A N/A N/A
40 13.5±5.8 80.1±7.4 27.17
50 15.6±5.6 80.3±7.0 26.72
 Average 13.0±2.8 82.6±4.1 26.95±0.32
E
10 0.6±0.4 3.7±0.3 28.02
20 1.4±2.2 24.2±3.8 N/A
30 7.4±9.6 34.0±5.4 27.50
40 7.6±3.5 94.8±19.4 N/A
50 12.6±5.2 151.4±27.1 N/A
Average 5.9±5.0 61.6±60.6 27.76±0.36
F
10 1.9±1.2 12.2±2.3 27.46
20 0.2±0.1 1.8±0.5 27.75
30 1.6±1.6 3.5±4.2 N/A
40 N/A N/A N/A
50 1.9±1.1 4.8±1.6 28.00
Average 1.4±0.8 5.6±4.6 27.73±0.29
G
10 1.6±1.4 6.7±1.2 N/A
20 1.8±0.9 7.8±0.9 26.72
30 1.6±0.7 7.8±0.3 26.63
40 1.0±0.2 10.3±1.6 27.31
50 1.3±0.7 8.1±1.7 27.54
Average 1.5±0.3 8.2±1.3 27.05±0.45
Average
C-G
4.8±5.2 36.4±44.8 27.34±0.49
Figure 3.  Depth versus 224Ra activity along the transect sites C (far left) through G (far right).
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Figure 4.  224Ra activity versus salinity for sites A-G.
composition may influence these mixing interactions. On
the transect, sites B and C are located in a muddy, shallow
lagoon bottom, whereas sites E  and F consist of more
permeable sandy overwash sediments.
4.2.  Calculation of water residence time
Using 223Ra and 224Ra, residence time may be estimated
by first determining the excess radium activity relative to
the ocean end-member (Block Island Sound for this study)
using (Krest et al. 2000),
 
Ram = f ( Rao ) (1)
where Ram is modeled 223Ra or 224Ra activity of pond, f is
the fraction of ocean end-member water composing the
sample, and Rao is the activity of the ocean end-member
temporally corresponding to the embayment water
sampling. The ocean end-member fraction, f, is determined
by
 
f =
Ss
S
o
(2)
where Ss represents the embayment sample salinity and So
represents the ocean-end member salinity. Excess radium
within embayment water sample is defined as (Hougham
2006),
 
Raex = Ra − Ram (3)
where Ra is 223Ra or 224Ra embayment water activity, and
 Raex is the excess activity of the corresponding isotope.
Residence time, t (d), can be calculated using the equation
(Hougham 2006),
 
t =
ln
224 Ra
3Ra
⎡
⎣
⎢
⎤
⎦
⎥
ex
− ln
224 Ra
3Ra
⎡
⎣
⎢
⎤
⎦
⎥
init
λ
224
− λ
223
(3)
where [224Ra/223Ra]ex is the surface water excess activity
ratio, [224Ra/223Ra]init is the pore water activity ratio, and
λ223 and λ224 represent the respective decay constants for
Table 3.  Radium-derived water residence time and
groundwater fluxes in Ninigret Pond.
This Study Hougham
2006
Low High Average
Water residence time
(d)
<1 11±4 4±3 8±5
Groundwater flux
(L m-1 d-1)
4±2 45±27 13±14 130±110
223Ra (0.0606 d-1) and 224Ra (0.189 d-1). Use of short-lived
radium isotopes for residence time estimation necessitates
several assumptions (Moore 2000): that the pore-water
activity ratio, [224Ra/223Ra]init, is spatially and temporally
constant, mixing and decay are the only radium addition or
subtraction after introduction into the embayment, and the
ocean end-member contains negligible radium.
Pore-water activity ratios on the transect ranged from a
high of 17.12 to a low of 2.17 with a mean of 7.22 ± 3.97.
Calculation of water residence time with these values
results in a range of <1–11 d, with an average of 4 ± 3 d.
This average residence time differs by a factor of two from
a previous study that estimated an 8 ± 5 d average
residence time in August 2002 (Table 3; Hougham 2006).
Because of the more spatially extensive pore-water
sampling conducted in the present study, these results may
be considered to provide a more representative average
pore-water activity and accurate residence time estimate.
4.3.  Estimation of submarine groundwater discharge
Groundwater flux estimation using 226Ra or 228Ra mass
balance first requires calculation of excess surface water
radium activity,  Raex  ( Eq 3). Integrated flux of 
226Ra or
228Ra from groundwater into the embayment surface water,
JRa, can be calculated using,
 
J Ra =
Raex ×V
τ × A
(5)
where  Raex  is average excess radium, V is the
embayment’s exchangeable volume, τ is the residence time,
and A  is the embayment area. Groundwater flux is
estimated using (Hougham 2006),
 
JGW =
J Ra
Ra
PW
⎡⎣ ⎤⎦
(6)
where 
 
RaPW⎡⎣ ⎤⎦  is the average 
226Ra or 228Ra pore-water
activity and JGW is the groundwater flux, or submarine
groundwater discharge. This calculation assumes that pore-
water 226Ra and 228Ra activities are spatially and temporally
constant. Integrated flux values, JRa, obtained in August
2002 by a previous study of Ninigret Pond were used in
226Ra calculation of groundwater flux for this study
(Hougham 2006).
The high, low, and average 226Ra pore-water activities
(13.4, 1.1, 3.9 dpm L-1 respectively), from sites A and B
were used in calculation of groundwater flux. This
produced a 4-45 L m-2 d -1 range for submarine groundwater
discharge, with an average of 13 L m-2 d-1.  Surface and
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pore-water 226Ra activity data from a previous Ninigret
Pond study resulted in calculation of an average August
2002 groundwater flux of 130 L m-2 d-1, an order of
magnitude higher than in this study (Hougham 2006).
While annual variations in aquifer recharge can influence
the magnitude of submarine groundwater discharge, the
significant groundwater flux estimation disparity between
studies suggests that sampling strategy may significantly
influence radium-derived groundwater flux estimates.
5.  Conclusion
Significant spatial variability in pore-water 223Ra, 224Ra,
226Ra, and 228Ra activities was observed within the sub-
aqueous sediments of Ninigret Pond, RI. Radium activities
varied both with depth and location within the embayment.
This variability substantially influences the radium-derived
water residence time and groundwater flux results.
Estimates of submarine groundwater discharge differed by
12 times when using two pore-water samples from a single
sampling site. Calculation of residence time using 223Ra
and 224Ra activity ratios resulted in estimates that varied by
over a factor of 11. By comparison, the groundwater flux
calculated from a previous study using radium isotopes in
Ninigret Pond was an order of magnitude higher than the
average value from this study, and the residence time
estimate varied by a factor of two. The observed range in
groundwater flux and residence time estimates due to
coastal groundwater radium variability highlights the
importance of determining representative groundwater
activity for such calculations.
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