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Abstract
We prove surjectivity result in Fre´chet spaces of Nash-Moser type.
That is, with uniform estimates over all seminorms.
Our method works for functions, which are only continuous and strongly
Gaˆteaux differentiable.
We present the results in multi-valued setting exploring the relevant
notions of map regularity.
The key to our method is in geometrising the tameness estimates and
thus reducing the problem to a spectrum of problems on suitable Banach
spaces. For solving the latter problems we employ an abstract iteration
scheme developed by the authors.
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1 Introduction
Theorem of Nash and Moser is a useful tool for studying solvability of certain
nonlinear problems with infinitely smooth data. If the corresponding local linear
problem is solvable and some uniform estimates are available, then the original
problem is also solvable. In this setting, since the spaces of infinitely smooth
functions are not Banach, the usual Inverse Theorems may not work. The
monograph [1] contains a good overview of the subject.
The proof of Nash-Moser Theorem relies on Newton method to overcome
the so called loss of derivatives. Thus, it works for twice smooth functions and
with additional assumptions; see [2].
Often, the injectivity part of Nash-Moser Inverse Theorem is not interesting
for applications. What is important is to have some solution for a given right-
hand side, that is, surjectivity. See, for example, [1, p.145].
The work [3], which is one of the inspirations for the present one, shows
that certain surjectivity can be proved for functions, which are only Gaˆteaux
differentiable. The method used is an application of Ekeland Variational Princi-
ple to suitably constructed Banach space resembling l1. However, the estimate
obtained there is for one chosen norm of the Fre´chet space (more precisely, for
linear combination of the norms, but with non-canonic coefficients), while in the
original Nash-Moser Theorem all seminorms are estimated.
The results of [3] were further extended – with different proofs, but using
some of the ideas – to the more difficult case of non-autonomous tameness
estimates in [4]. An application to a classical problem is given there.
Also, because the method of [3] does not require second derivatives, it can
be extended to multi-valued mappings; see, e.g., [5].
Here, we further the above development by proving surjectivity result for
multi-valued mappings with estimates for all semi-norms. It readily renders
to the case of strongly Gaˆteaux differentiable function, see Theorem 8 below.
In place of Gaˆteaux differential we use a slight modification of the contingent
variation defined in [6].
The key to our method is considering suitable Banach spaces (resembling
l∞) that fit the structure of the problem. In other words, we geometrize the
tameness estimates through the parallelograms Πs, see (2), which then serve as
unit balls of Banach spaces.
Working with multi-valued maps, we highlight the relationship of Nash-
Moser Theorem to one of the central concepts in Variational Analysis, namely
metric regularity; see, e.g., [7]. Of course, such relationship is already shown in
[5]. In short, we show that the standard assumptions of Nash-Moser Theorem
imply a kind of weak metric regularity of the map. It is interesting that the
latter in turn implies metric regularity in one of the possible metrics for the
Fre´chet space.
In the important case of the spaces of infinitely smooth functions, the con-
clusions are more tight: in fact, as tight as might be reasonably expected, for
example we get regularity instead of weak regularity.
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It is a feature of our method that it makes crucial the use of the abstract
iteration scheme developed in [8].
However, non-autonomous tameness estimates, as in [4], will be subject of
future work.
The reader may get some immediate flavour of the results presented here by
looking at Theorem 8 and comments there. Theorem 8 is fashioned after [3,
Theorem 1], so it is easy to compare the result to what is already established.
The article is organized as follows.
In the next section, we give the precise statements of all our main results.
In Section 3, we establish the technical tools we will be using. In Section 4,
we recall the iteration method we use for approximately solving the equations.
Finally, the proofs are given in Section 5.
2 Statements of the Main Results
Generally speaking, a Fre´chet space is a complete locally convex topological
vector space whose topology can be generated by a translation-invariant metric.
Then taking Minkowski functions of a countable local base of convex symmetric
neighbourhoods of zero, we obtain countable family of seminorms, which also
define the topology, see for details [9, pp.110-114].
In the context of Nash-Moser-Ekeland theory, however, a set of seminorms
is given in advance and the estimates are in terms of the given seminorms.
Therefore, when the seminorms are fixed, we simply say that Fre´chet space
(X, ‖·‖n) is a linear space X with a collection of seminorms ‖·‖n, n = 0, . . . ,∞,
which is separating, that is, ‖x‖n = 0, ∀n, if and only if x = 0; and, moreover,
equipped with the metric
ρX(x, y) := max
n≥0
2−n‖x− y‖n
1 + ‖x− y‖n
(1)
(X, ρX) is complete metric space.
Denote (as somewhat standard)
R
∞
+ := {(si)
∞
i=0 : si ≥ 0},
that is, R∞+ is the cone of all positive sequences indexed from 0 on.
For s ∈ R∞+ , s = (si)
∞
i=0, define
Πs(X) := {x ∈ X : ‖x‖n ≤ sn, ∀n ≥ 0}. (2)
Perhaps, the most used example of Fre´chet space is X = C∞(Ω), where Ω
is a compact domain in Rn. Such spaces are ’tame’ in many aspects. The one
we focus on, see Corollary 3, is that Πs are compact for all s ∈ R∞+ . For a proof
see Proposition 14.
Definition 1. Let (Mi, ρi), i = 1, 2, be linear metric spaces,
F : M1 ⇒M2
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be a multi-valued map, and A ⊂ M1 be a non-empty set. For (x, y) ∈ GrF :=
{(x, y) : y ∈ F (x)} define D′F (x, y)(A) ⊂M2 by
v ∈ D′F (x, y)(A) ⇐⇒ ∃tn ↓ 0 : lim
n→∞
inf ρ2(F (x+ tnA), y + tnv)
tn
= 0.
The above notion – which essentially is defined in [6] – extends the so called
contingent, or graphical, derivative, see [7, pp.163, 202].
It is immediate from the definition that
D′F (x, y)(tA) = tD′F (x, y)(A), ∀t > 0.
For a point y and a non-empty set C inM2, let us define [y, y+C] := {y+tc :
c ∈ C, t ∈ [0, 1]}.
We are ready to formulate our first cornerstone result.
Theorem 2. Let (X, ‖ · ‖n) and (Y, | · |n) be Fre´chet spaces and let
F : X ⇒ Y
be a multi-valued map with closed graph.
Let U ⊂ X and V ⊂ Y be open and such that GrF ∩ (U × V ) 6= ∅.
Assume that for some s ∈ R∞+ and some non-empty set C ⊂ Y it holds that
D′F (x, y)(Πs(X)) ⊃ C, ∀(x, y) ∈ (U × V ) ∩GrF.
Then,
clF (x+Πs(X)) ⊃ y + C
for all (x, y) ∈ GrF such that x+Πs(X) ⊂ U , and [y, y + C] ⊂ V .
It easily follows that, if Πs(X) is compact, then the conclusion of Theorem 2
holds without closure as we prove in the following corollary.
Corollary 3. Let the assumptions of Theorem 2 hold and let, moreover, Πs(X)
be compact.
Then,
F (x+Πs(X)) ⊃ y + C
for all (x, y) ∈ GrF such that x+Πs(X) ⊂ U , and [y, y + C] ⊂ V .
We use closed balls, soBX is the closed unit ball of the Banach space (X, ‖·‖),
that is, BX := {x ∈ X : ‖x‖ ≤ 1}, while for a metric space (M,ρ)
Bρ(x; r) := {y ∈M : ρ(x, y) ≤ r}.
To motivate the following definitions, let us recall Definition 2.35 from [7]: if
(Mi, ρi), i = 1, 2 are metric spaces, then the multi-valued map F : M1 ⇒M2 is
said to be restrictedly γ-open at linear rate on (U, V ) for sets U ⊂M1, V ⊂M2,
and extended real-valued function γ on M1 assuming positive values (possibly
infinite) if there is an r > 0 such that
F (Bρ1 (x, t)) ⊃ Bρ2(y, rt) ∩ V
whenever (x, y) ∈ GrF , x ∈ U , y ∈ V and t < γ(x). Restricted γ-openness at
linear rate of F is equivalent to its restricted γ-metric regularity (see [7]).
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Definition 4. Let (X, ‖ ·‖n) and (Y, | · |n) be Fre´chet spaces and let U ⊂ X and
V ⊂ Y be nonempty and open.
The multi-valued map F : X ⇒ Y is said to be Π-surjective on (U, V ) if there
is a constant κ > 0 such that whenever (x, y) ∈ (U ×V )∩GrF and s ∈ R∞+ are
such that x+Πs(X) ⊂ U , it holds that
F (x +Πs(X)) ⊃ {y + κΠs(Y )} ∩ V.
We will need also the following straightforward weakening of the above no-
tion.
Definition 5. Let (X, ‖ ·‖n) and (Y, | · |n) be Fre´chet spaces and let U ⊂ X and
V ⊂ Y be nonempty and open.
The multi-valued map F : X ⇒ Y is said to be weakly Π-surjective on (U, V )
if there is a constant κ > 0 such that whenever (x, y) ∈ (U × V ) ∩ GrF and
s ∈ R∞+ are such that x+Πs(X) ⊂ U , it holds that
clF (x+Πs(X)) ⊃ {y + κΠs(Y )} ∩ V.
It is not clear whether weak Π-surjectivity is equivalent to Π-surjectivity.
However, we have the following implication.
Theorem 6. Let (X, ‖ · ‖n) and (Y, | · |n) be Fre´chet spaces and let U ⊂ X and
V ⊂ Y be nonempty and open.
If the multi-valued map F : X ⇒ Y with closed graph is weakly Π-surjective
on (U, V ) then there is θ > 0 such that
F (BρX (x; r)) ⊃ BρY (y; θr) ∩ V,
∀(x, y) ∈ GrF ∩ (U × V ), ∀r : 0 < r < mU (x),
where
mU (x) := dist(x,X \ U).
That is, F is restrictedly γ-open at liner rate on (U, V ) for γ(x) = mU (x).
In this context, Theorem 2 easily yields another of our main results, namely
Theorem 7. Let (X, ‖ · ‖n) and (Y, | · |n) be Fre´chet spaces and let
F : X ⇒ Y
be a multi-valued map with closed graph.
Let U ⊂ X be open and let V ⊂ Y be open and convex. Assume that for
some κ > 0
D′F (x, y)(Πs(X)) ⊃ κΠs(Y ), ∀(x, y) ∈ (U × V ) ∩GrF, ∀s ∈ R
∞
+ .
Then, F is weakly Π-surjective on (U, V ) with constant κ.
If, moreover, Πs(X) are compact for all s ∈ R
∞
+ , then F is Π-surjective on
(U, V ) with constant κ.
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Finally, we present a corollary for the case of function, that is, single-valued
map.
We call the space X compactly graded if X = ∩∞0 Xn, where (Xn, ‖ · ‖n) are
nested Banach spaces: Xn+1 ⊂ Xn and the identity operator from Xn+1 into
Xn is compact. We mostly have in mind C
∞(Ω), where Ω ⊂ Rn is compact
domain.
The function f : M1 → M2, where (Mi, ρi) are metric spaces, is called
strongly Gaˆteaux differentiable at x ∈M1 if there exists a bounded linear oper-
ator f ′(x) :M1 →M2 such that
lim
t↓0
ρ2(f(x+ th)− f(x), tf
′(x)(h))
t
= 0, ∀h ∈M1.
Any strongly Gaˆteaux differentiable function f :M1 →M2 is Gaˆteaux differen-
tiable, i.e.
lim
t↓0
ρ2
(
f(x+ th)− f(x)
t
, f ′(x)(h)
)
= 0, ∀h ∈M1.
Theorem 8. Let X = ∩∞0 (Xn, ‖·‖n) and Y = ∩
∞
0 (Yn, |·|n) be compactly graded
spaces. Let f : X → Y be continuous, strongly Gaˆteaux differentiable and such
that f(0) = 0.
Assume that there are c > 0 and d ∈ {0} ∪N, such that for each x ∈ X and
v ∈ Y
∃u ∈ X : f ′(x)u = v and ‖u‖n ≤ c|v|n+d, ∀n ≥ 0.
Then for each y ∈ Y there is x ∈ X such that
f(x) = y and ‖x‖n ≤ c|y|n+d, ∀n ≥ 0.
Comparing this statement to [3, Theorem 1], we note that our assumptions
onX and the differentiability of f are more restrictive. Nonetheless, they include
the most important cases of infinitely smooth functions on compacts. On the
other hand, we do not bound the norms of the derivatives and do not require
the existence of left inverse of these derivatives.
The most significant difference is that in the conclusion we have estimates
for all norms simultaneously.
Note that by a different method the above statement is proved for merely
Gaˆteaux differentiable function in [10].
3 Preliminaries
We recall for future use
Ekeland variational principle (e.g. Phelps [11, p.45]). Let f be a proper
lower semicontinuous function from a complete metric space (M,ρ) into
R ∪ {+∞}. Let f be bounded below and ε > 0, λ > 0 and yˆ be such that
f(yˆ) < +∞ and f(yˆ) ≤ inf f + ελ. Then there is xˆ ∈ dom f such that:
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(ı) λρ(xˆ, yˆ) ≤ f(yˆ)− f(xˆ),
(ıı) ρ(xˆ, yˆ) ≤ ε, and
(ııı) λρ(x, xˆ) + f(x) ≥ f(xˆ) for all x ∈M .
The next statement is a basic exercise in Functional Analysis.
Lemma 9. Let (X, ρ) be a locally convex space with shift-invariant metric ρ.
Then, for each fixed x¯ ∈ X \ {0} there is an equivalent shift-invariant metric ρ¯
such that
ρ¯(0, tx¯) = |t|, ∀t ∈ R.
Proof. Let x¯ ∈ X \ {0}.
Since X is locally convex, by Hahn-Banach Theorem (see e.g. [12]) there is
a continuous linear functional p on X such that p(x¯) = 1. Define
ρ¯(0, x) := |p(x)| + ρ(0, x− p(x)x¯),
and ρ¯(x, y) := ρ¯(0, x − y). Then ρ¯ is shift-invariant by construction and it is
easy to check that ρ¯(0, tx¯) = |p(tx¯)| = |t||p(x¯)| = |t|.
Since p is continuous, it is clear that if ρ(0, xn)→ 0 then ρ¯(0, xn)→ 0.
Conversely, if ρ¯(0, xn) → 0 then from the definition of ρ¯ it is clear that
p(xn)→ 0 and ρ(0, xn − p(xn)x¯)→ 0.
Since ρ(0, xn) ≤ ρ(0, p(xn)x¯) + ρ(0, xn − p(xn)x¯) and ρ(0, p(xn)x¯)→ 0 (be-
cause the scalar multiplication is continuous), ρ(0, xn)→ 0.
Definition 10. For s ∈ R∞+ set
supp s := {n ≥ 0 : sn > 0},
|s| := max
n≥0
2−nsn
1 + sn
.
For a Fre´chet space (X, ‖ · ‖n) and a given s ∈ R
∞
+ also define (recall (2))
Πs(X) := {x ∈ X : ‖x‖n ≤ sn, ∀n ≥ 0},
and
Xs :=
⋃
t≥0
tΠs(X). (3)
We will now discuss some properties of the structure thus introduced to be
used in the sequel.
What is obvious is that, if x ∈ X and s = (‖x‖n)
∞
i=0, then
|s| = ρX(0, x),
where ρX is defined by (1).
The following is one of the key relations in the approach we present.
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Lemma 11. If (X, ‖ · ‖n) is Fre´chet space and ρX is defined as in (1), then
cΠs(X) ⊂ BρX (0; c|s|)
for any s ∈ R∞+ and any c ≥ 1.
Proof. Fix arbitrary s ∈ R∞+ and c ≥ 1.
Set
g(t) :=
t
1 + t
, t ≥ 0,
so ρX(0, x) = maxn≥0 2
−ng(‖x‖n) and |s| = maxn≥0 2
−ng(sn). From the con-
cavity of g and g(0) = 0 it follows that g(t) = g(c−1(ct)) ≥ c−1g(ct), since
c−1 ∈ ]0, 1[ . Therefore,
g(ct) ≤ cg(t), ∀t ≥ 0, (4)
which, of course, can be checked just as well directly.
If x ∈ cΠs(X) then ‖x‖n ≤ csn and then g(‖x‖n) ≤ g(csn), because g is
increasing. From (4) it follows that g(‖x‖n) ≤ cg(sn) and, therefore, ρX(0, x) =
maxn≥0 2
−ng(‖x‖n) ≤ maxn≥0 2−ncg(sn) ≤ c|s|.
It is easy to check that Πs(X) is closed in X , because of
lim
k→∞
ρX(xk, x) = 0 ⇐⇒ lim
k→∞
‖xk − x‖n = 0, ∀n ≥ 0,
so the inequalities ‖ · ‖n ≤ sn are preserved by ρX -convergence.
We will need the following estimate.
Lemma 12. Let (X, ‖ · ‖n) be a Fre´chet space and ρX be defined as in (1). Let
s ∈ R∞+ . Then,
lim
t↓0
sup ρX(0, tΠs(X)) = 0.
Proof. If t > 0, then x ∈ tΠs(X) ⇐⇒ ‖x‖n ≤ tsn, ∀n ≥ 0.
Let ε > 0. Fix N > 1/ε. Since 2−N < ε, we have for all x ∈ tΠs(X)
ρX(0, x) ≤ max
0≤n≤N
2−ntsn
1 + tsn
+ ε < t max
0≤n≤N
sn + ε < 2ε
for t small enough.
Lemma 13. Let (X, ‖ · ‖n) be a Fre´chet space, let s ∈ R∞+ be such that
supp s 6= ∅ and let Xs be defined by (3). For x ∈ Xs define
‖x‖s := sup
{
‖x‖n
sn
: n ∈ supp s
}
.
Then, Πs(X) is the unit ball of the norm ‖·‖s and (Xs, ‖·‖s) is a Banach space.
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Proof. Clearly, ‖ · ‖s is a norm on Xs and that its unit ball is Πs(X).
To prove that (Xs, ‖ · ‖s) is a Banach space, let us take a ‖ · ‖s-Cauchy
sequence (xk)
∞
k=1 in Xs, that is,
lim
k,m→∞
‖xk − xm‖s = 0.
Then, (xk)
∞
k=1 is ‖ · ‖s-bounded and by multiplying it by suitable positive con-
stant we may assume without loosing generality that (xk)
∞
k=1 ⊂ Πs(X).
For any t > 0 and for all k and m large enough xk − xm ∈ tΠs(X). From
Lemma 12 it follows that (xk)
∞
k=1 is also ρX -Cauchy and, therefore, convergent
in (X, ρX). Since Πs(X) is ρX -closed in X , there is x¯ ∈ Πs(X) such that
lim
k→∞
ρX(x¯, xk) = 0.
Fix ε > 0 and N ∈ N such that ‖xm − xk‖s < ε for all k > m > N . Fix some
m > N . The sequence (xm − xk)∞k=m+1 is in the ρX -closed set εΠs(X) and
ρX -converges to xm − x¯. This means that xm − x¯ ∈ εΠs(X), or, equivalently,
‖xm − x¯‖s ≤ ε for arbitrary m > N . That is, ‖xk − x¯‖s → 0.
The next result is straightforward.
Proposition 14. Let X be a compactly graded space. Let X = ∩∞0 Xn, where
(Xn, ‖ · ‖n) are nested Banach spaces with compact embedding Xn+1 →֒ Xn.
Then (X, ‖ · ‖n) is a Fre´chet space and, moreover, Πs(X) is compact for each
s ∈ R∞+ .
Proof. If a sequence is Cauchy in X then it will be Cauchy and, therefore,
convergent in each of Xn’s, so also convergent in X . Therefore, X is complete.
Clearly,
Πs(X) =
⋂
n≥0
snBXn
is closed. We will show that it has finite ε-net for each ε > 0.
To this end fix ε > 0 and let k be so large that for
ρk(x, y) := max
0≤n≤k
2−n‖x− y‖n
1 + ‖x− y‖n
, ∀x, y ∈ Xk,
and ρX defined by (1) it is fulfilled that
|ρk(x, y)− ρX(x, y)| < ε, ∀x, y ∈ X. (5)
Since ‖ · ‖k is stronger than ‖ · ‖1, . . . , ‖ · ‖k−1, the metric ρk(x, y) defines the
same topology on Xk. Since by assumption sk+1BXk+1 is a compact subset
of Xk, there is a finite ε-net to sk+1BXk+1 in (Xk, ρk). That is, there are
a′1, . . . , a
′
m ∈ Xk such that
sk+1BXk+1 ⊂
m⋃
i=1
B(Xk,ρk)(a
′
i, ε).
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Since Πs(X) ⊂ sk+1BXk+1 , a
′
1, . . . , a
′
m is an ε-net to Πs(X) in (Xk, ρk). Let
I := {i ∈ {1, . . . ,m} : B(Xk,ρk)(a
′
i, ε) ∩ Πs(X) 6= ∅}.
Obviously, (a′i)i∈I is a ε-net to Πs(X) in (Xk, ρk). For each i ∈ I chose
ai ∈ B(Xk,ρk)(a
′
i, ε)∩Πs(X). By triangle inequality (ai)i∈I is a 2ε-net to Πs(X)
in (Xk, ρk). From (5) it follows that (ai)i∈I is a 3ε-net to Πs(X) in (X, ρX).
The following can be derived from [7, Theorem 2.55], but we present a proof
for reader’s convenience.
Lemma 15. Let (M1, ρ1) and (M2, ρ2) be complete metric spaces. Let F :
M1 ⇒ M2 be a multi-valued map with closed graph. Let U ⊂ M1 and V ⊂ M2
be open and such that GrF ∩ (U × V ) 6= ∅.
Let for some α > 0 it hold that
clF (Bρ1(x; r)) ⊃ Bρ2(y;αr) ∩ V,
for all (x, y) ∈ GrF ∩ (U × V ) and r < mU (x) := dist(x,M1 \ U). Then for
β ∈]0, α[ it holds that
F (Bρ1(x; r)) ⊃ Bρ2(y;βr) ∩ V,
∀(x, y) ∈ GrF ∩ (U × V ), ∀r < mU (x),
that is, F is restrictedly γ-open at linear rate on (U, V ) for γ(x) = mU (x).
Proof. Fix arbitrary (x0, y0) ∈ GrF ∩ (U × V ).
Let r > 0 be such that r < mU (x0), so Bρ1(x0, r) ⊂ U . It is clear that
M := (U × V ) ∩GrF
is complete in the product metric
ρ((x, y), (u, v)) := max{ρ1(x, u), α
−1ρ2(y, v)}.
Take arbitrary β ∈]0, α[.
Fix arbitrary ξ ∈ Bρ2(y0;βr) ∩ V . Define g :M → R by
g(x, y) := ρ2(y, ξ).
Then g ≥ 0 and g(x0, y0) ≤ βr. By Ekeland Variational Principle (with λ = β
and ε = r) there is (x1, y1) ∈M such that
ρ((x1, y1), (x0, y0)) ≤ r ⇒ ρ1(x1, x0) ≤ r, ρ2(y1, y0) ≤ αr,
g(x, y)− g(x1, y1) ≥ −βρ((x, y), (x1, y1)), ∀(x, y) ∈M, (6)
and
βρ((x0, y0), (x1, y1)) ≤ βr − g(x1, y1) = βr − ρ2(y1, ξ).
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Set p := ρ2(y1, ξ). From the latter we have that p ≤ β(r − ρ1(x1, x0)).
Suppose that p > 0. Take r′ such that r < r′ < mU (x0). Then for any
x ∈ Bρ1(x1;α
−1p+ r′ − r) we have that
ρ1(x, x0) ≤ ρ1(x, x1) + ρ1(x1, x0) ≤ α
−1p+ r′ − r + ρ1(x1, x0)
≤ α−1β(r − ρ1(x1, x0)) + r
′ − r + ρ1(x1, x0)
= βα−1r + (1 − βα−1)ρ1(x1, x0) + r
′ − r ≤ r′,
using that ρ1(x1, x0) ≤ r.
So, Bρ1(x1;α
−1p+r′−r) ⊂ Bρ1(x0; r
′) ⊂ U and hence α−1p+r′−r≤mU (x1).
Therefore, α−1p < mU (x1).
By assumption, clF (Bρ1(x1;α
−1p)) ⊃ Bρ2(y1; p) ∩ V .
Since ξ ∈ Bρ2(y1; p) ∩ V , the latter implies ξ ∈ clF (Bρ1(x1;α
−1p)).
This means that there is a sequence (uk, vk)
∞
1 ∈ M such that ρ1(x1, uk) ≤
α−1p and ρ2(vk, ξ)→ 0. Thus we can substitute (x, y) = (uk, vk) in (6) to get
ρ2(vk, ξ)− ρ2(y1, ξ) ≥ −βmax{ρ1(uk, x1), α
−1ρ2(vk, y1)}.
Taking into account that ρ2(vk, ξ) → 0, ρ2(y1, ξ) = p and
ρ2(vk, y1) → ρ2(ξ, y1) = p, we get −p ≥ −βα−1p. But β < α, hence p = 0
and we get a contradiction.
Therefore p = 0, that is, y1 = ξ, so ξ ∈ F (x1) ⊂ F (Bρ1(x0; r)).
Since ξ ∈ Bρ2(y0;βr) ∩ V was arbitrary, we conclude that
F (Bρ1(x0; r)) ⊃ Bρ2(y0;βr) ∩ V
and the proof is completed.
4 LOEV Principle
In [8] we have established the so called Long Orbit or Empty Value (LOEV)
Principle and we have used it there for getting surjectivity results in Banach
spaces.
Let (M,ρ) be a complete metric space.
Let S : M ⇒ M be a multi-valued map. We say that S satisfies the
condition (∗) if x /∈ S(x), ∀x ∈ M , and whenever y ∈ S(x) and limn xn = x,
there are infinitely many xn’s such that y ∈ S(xn).
The following slight modification of LOEV Principle is proved here by a
minor alteration of the original proof in [8]. We give this proof only for the sake
of completeness.
Theorem 16. Let (M,ρ) be a complete metric space and let S : M ⇒ M
satisfy (∗). Let M ′ ⊂M be such that
S(x) 6= ∅, ∀x ∈M ′.
11
If x0 ∈ M then one of the conditions (a), (b1) and (b2) below is true ((a)
corresponds to infinite length orbit while (b1) and (b2) correspond to finite length
orbit).
(a) There are xi ∈M , i = 1, 2, . . ., such that
xi+1 ∈ S(xi), i = 0, 1, . . . ;
∞∑
i=0
ρ(xi, xi+1) =∞;
(b1) There are xi ∈M , i = 0, 1, 2, . . . , n, such that
xi+1 ∈ S(xi), i = 0, 1, . . . , n− 1; xn 6∈M
′;
(b2) There are xi ∈M , i = 1, 2, . . ., such that
xi+1 ∈ S(xi), i = 0, 1, . . . ;
∞∑
i=0
ρ(xi, xi+1) <∞, and xi → x 6∈M
′.
Proof. We can construct finite or infinite orbit (xi)i≥0 ⊂ M by the following
procedure.
If x0, x1, . . . , xi are already chosen, then
either S(xi) = ∅, which means that xi 6∈M ′: that is, (b1) is fulfilled;
or si := min {1, sup {ρ(xi, y) : y ∈ S(xi)}} > 0. Take xi+1 ∈ S(xi) such that
ρ(xi, xi+1) >
si
2
. (7)
If we end up with infinite orbit then either (a) is fulfilled, or
∞∑
i=0
ρ(xi, xi+1) <∞⇒ lim
i→∞
xi =: x¯.
In the latter case, limi ρ(xi, xi+1) = 0 and from (7) it follows that si → 0.
Assume that S(x¯) 6= ∅.
Take y¯ ∈ S(x¯). By (∗) we have ρ(y¯, x¯) > 0 and y¯ ∈ S(xi) for infinitely many
i’s. By the definition of si we have that si ≥ ρ(y¯, xi) for infinitely many i’s.
Passing to limit over the latter subsequence we get 0 ≥ ρ(y¯, x¯) > 0. Contradic-
tion. Hence S(x) = ∅ and then x 6∈M ′. Thus, (b2) is fulfilled.
We apply LOEV principle to prove the following proposition that we will
need in the sequel.
Proposition 17. Let (X, ‖ · ‖) be a Banach space and let (Y, ρ) be a Fre´chet
space. Let G : X ⇒ Y be a multi-valued map with closed graph and
(x0, y0) ∈ GrG. If for some y¯ ∈ Y and some open set V ⊃ [y0, y0 + y¯] there
exist σ > 0 and an open set W ⊃ x0 + σBX such that
y¯ ∈ D′G(x, y)(σBX), ∀(x, y) ∈ GrG ∩ (W × V ) ,
then
y0 + y¯ ∈ clG(x0 + σBX).
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Proof. Obviously, we may assume that y¯ 6= 0. From Lemma 9 it follows that
there is no loss of generality if we assume that the metric ρ on Y is such that
ρ(0, ty¯) = |t|, ∀t ∈ R. (8)
Fix arbitrary ε1 ∈ ]0, 1[ .
Since [y0, y0 + y¯] is compact, there is ε ∈ ]0, ε1/2[ such that
[y0, y0 + y¯] +Bρ(0; ε) ⊂ V. (9)
Fix one such ε and take µ > σ such that µ(1− ε) < σ.
Let
M := GrG ∩
(
W × V
)
.
Then M is complete in the product metric
ρˆ((x, y), (u, v)) := ‖x− u‖+ ρ(y, v).
Define S :M ⇒M by
S(x, y) =
{
(u, v) ∈M \ {(x, y)} : ∃t ∈ (µ−1‖u− x‖, ε) : ρ(v − y, ty¯) < εt
}
.
We claim that S(x, y) 6= ∅ for all (x, y) ∈M ′, where
M ′ := GrG ∩ (W × V ) .
Indeed, fix (x, y) ∈ M ′. Since by assumption y¯ ∈ D′G(x, y)(σBX ), by
definition there are hn ∈ X such that ‖hn‖ ≤ σ, zn ∈ G(x + snhn) and sn ↓ 0
such that
ρ(zn, y + sny)
sn
→ 0, as n→∞.
So, for n large enough, sn ∈ ]0, ε[, x + snhn ∈ W , and ρ(zn − y, sny¯) < εsn.
Also, snσ ≥ ‖snhn‖ = ‖(x+ snhn)−x‖. Therefore, snµ > ‖(x+ snhn)−x||, so
(x+ snhn, zn) ∈ S(x, y) for all large enough n.
By definition (x, y) /∈ S(x, y). The other requirement of (∗) follows by con-
tinuity: if (u, v) ∈ S(x, y) and (un, vn) → (x, y) then for the t corresponding
to (u, v) in the definition of S(x, y), we will have t ∈ (µ−1‖u − un‖, ε) and
ρ(v − vn − ty¯, 0) < εt for n large enough.
Thus S satisfies (∗). Therefore, there is a S-orbit starting at (x0, y0) which
satisfies (a), (b1), or (b2) from Theorem 16. Denote this orbit by
{(xi, yi)}i∈I , where (xi+1, yi+1) ∈ S(xi, yi).
For each n ∈ N such that {0, 1, . . . , n+ 1} ⊂ I set
pn :=
n∑
i=0
ti
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and note that from the definition of S we immediately get
n∑
i=0
‖xi+1 − xi‖ ≤ µ
n∑
i=0
ti = µpn. (10)
On the other hand,
ρ (yn+1 − y0, pny¯) = ρ
(
n∑
i=0
(yi+1 − yi),
(
n∑
i=0
ti
)
y¯
)
.
From shift-invariance of the metric ρ it follows that
ρ (yn+1 − y0, pny¯) = ρ
(
0,
n∑
i=0
(yi+1 − yi − tiy¯)
)
≤
n∑
i=0
ρ(0, yi+1 − yi − tiy¯)
=
n∑
i=0
ρ(yi+1 − yi, tiy¯)
≤ ε
(
n∑
i=0
ti
)
= εpn.
So,
ρ (yn+1 − y0, pny¯) ≤ εpn. (11)
If pn ≤ 1− ε then from (10) it follows that
‖xn+1 − x0‖ ≤
n∑
i=0
‖xi+1 − xi‖ ≤ µ
n∑
i=0
ti = µpn ≤ µ(1− ε) < σ (12)
and xn+1 ∈ B◦X(x0;σ); while from (11) it follows that
yn+1 ∈ Bρ(y0 + pny¯; εpn). (13)
Since y0 + pny¯ ∈ [y0, y0 + y¯], because pn ∈ [0, 1], from (9) it follows that
yn+1 ∈ V . Thus we see that
pn ≤ 1− ε⇒ (xn+1, yn+1) ∈M
′.
Assume that pn ≤ 1− ε for all n such that {0, 1, . . . , n+ 1} ⊂ I. Then from
the above implication it follows that the orbit is contained in M ′. Recalling the
way it was chosen from LOEV Principle, the orbit must then satisfy (a) or (b2)
from Theorem 16. In particular the orbit is infinite, thus I = {0} ∪ N. From
(10) it follows that
∑∞
i=0 ‖xi+1 − xi‖ ≤ µ(1 − ε) < ∞. On the other hand,
|ρ(yi+1, yi)− ρ(0, tiy¯)| ≤ ρ(yi+1− yi, tiy¯) ≤ εti. Since ρ(0, tiy¯) = ti (see (8)), we
get ρ(yi+1, yi) ≤ (1+ε)ti. Therefore,
∑∞
i=0 ρ(yi+1, yi) ≤ (1+ε)
∑∞
i=0 ti ≤ 1−ε
2.
14
That is, the orbit’s length
∑∞
i=0 ρˆ((xi, yi), (xi+1, yi+1)) is finite. Hence the orbit
fulfills (b2) from Theorem 16. Then (xi, yi)→ (x′, y′), and
(x′, y′) 6∈M ′. (14)
Since pn is monotone increasing and bounded, pn → p′ as n→∞. Moreover,
p′ ∈ [0, 1− ε] and y0 + p
′y ∈ [y0, y0 + y].
For sufficiently large n, ρ(y′, yn+1) < ε
2/2 and ρ(y0 + pny, y0 + p
′y) =
ρ(0, (p′ − pn)y) < ε2/2. Using these and (13) we get
ρ(y′, y0 + p
′y) ≤ ρ(y′, yn+1) + ρ(yn+1, y0 + pny) + ρ(y0 + pny, y0 + p
′y)
≤ ε2/2 + ε(1− ε) + ε2/2 = ε.
Then from (9), we have that y′ ∈ V . Passing to limit in (12) we obtain that
x′ ∈ x0 + σBX , so x′ ∈W . Since G has a closed graph, (x′, y′) ∈ GrG. Finally,
(x′, y′) ∈M ′. This contradicts (14).
Hence the assumption is false and there must be some n0 ∈ N such that
pn0 > 1− ε.
As all ti ∈ ]0, ε[, there is m ≤ n0 such that
pm =
m∑
i=0
ti ∈ ]1− 2ε, 1− ε]. (15)
It easily follows (see (12)) that ‖xm+1−x0‖ ≤ µpm ≤ µ(1− ε) < σ. That is,
xm+1 ∈ x0 + σBX . (16)
On the other hand,
ρ(ym+1 − y0, y¯) ≤ ρ(ym+1 − y0, pmy¯) + ρ(pmy¯, y¯),
and from (11) and (15) it follows that ρ(ym+1− y0, pmy¯) ≤ εpm ≤ ε < ε1; while
from (8) and (15) it follows that ρ(pmy¯, y¯) = (1− pm) < 2ε < ε1. Therefore,
ym+1 ∈ B
◦
ρ(y0 + y¯; 2ε1). (17)
From (16) and (17) it follows that
inf ρ (G(x0 + σBX), y0 + y¯) < 2ε1.
Since ε1 > 0 was arbitrary, the claim follows.
5 Proofs of the Main Results
Here we prove the results stated in Section 2.
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Theorem 2. Let (X, ‖ · ‖n) and (Y, | · |n) be Fre´chet spaces and let
F : X ⇒ Y
be a multi-valued map with closed graph.
Let U ⊂ X and V ⊂ Y be open and such that GrF ∩ (U × V ) 6= ∅.
Assume that for some s ∈ R∞+ and some non-empty set C ⊂ Y it holds that
D′F (x, y)(Πs(X)) ⊃ C, ∀(x, y) ∈ (U × V ) ∩GrF. (18)
Then for all (x, y) ∈ GrF such that x+Πs(X) ⊂ U , and [y, y + C] ⊂ V ,
clF (x+Πs(X)) ⊃ y + C. (19)
Proof. Fix (x0, y0) ∈ (U×V )∩GrF such that x0+Πs(X)⊂U and [y0, y0+C]⊂V .
Obviously, it is enough to prove that
y0 + y¯ ∈ clF (x0 +Πs(X)) (20)
for each fixed y¯ ∈ C.
We will apply Proposition 17 to the Banach space (Xs, ‖ · ‖s), the metric
space (Y, ρY ) and the map G : Xs ⇒ Y defined by
G(x) := F (x0 + x), ∀x ∈ Xs
at the point (0, y0) ∈ GrG, while y¯ will play the same role.
Obviously, [y0, y0+y¯] = y0+[0, 1]y¯ ⊂ V and we will now translate and check
the other assumptions of Proposition 17. In our case σ will be equal to 1 and
the set W will be W := (U − x0) ∩Xs. It is clear that W is open in Xs (since
‖ · ‖s-topology is stronger than ρX -topology). Since x0 + Πs(X) ⊂ U , we also
have W ⊃ Πs(X) = BXs .
Since BXs = Πs(X), we have by definition
D′G(x, y)(BXs ) = D
′F (x0 + x, y)(Πs(X)), ∀(x, y) ∈ GrG.
If y ∈ V and x ∈ BXs = Πs(X), so x0 + x ∈ U , we have by (18) that D
′F (x0 +
x, y)(Πs(X)) ⊃ C. Since y¯ ∈ C we have, therefore,
y¯ ∈ D′G(x, y)(BXs ), ∀(x, y) ∈ GrG ∩ (W × V ).
Since the assumptions of Proposition 17 are satisfied, we apply it to get
y0 + y¯ ∈ clG(BXs) = clF (x0 +Πs(X)),
which is (20) and the proof is completed.
Corollary 3. Let the assumptions of Theorem 2 hold and let, moreover, Πs(X)
be compact.
Then for all (x, y) ∈ GrF , x+Πs(X) ⊂ U , and [y, y + C] ⊂ V ,
F (x+Πs(X)) ⊃ y + C.
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Proof. Fix y¯ ∈ C.
From the conclusion of Theorem 2 (see (19)) it follows that there exist xk ∈
Πs(X) and yk ∈ F (x+ xk) such that yk → y + y¯ as k→∞.
Since Πs(X) is compact, there is a subsequence (xkm )
∞
m=1 such that
limm→∞ xkm = x¯ ∈ Πs(X).
Thus, x+xkm → x+ x¯, as m→∞, and since GrF is closed, (x+ x¯, y+ y¯) ∈
GrF .
Theorem 7. Let (X, ‖ · ‖n) and (Y, | · |n) be Fre´chet spaces and let
F : X ⇒ Y
be a multi-valued map with closed graph.
Let U ⊂ X be open and let V ⊂ Y be open and convex. Assume that for
some κ > 0
D′F (x, y)(Πs(X)) ⊃ κΠs(Y ), ∀(x, y) ∈ (U × V ) ∩GrF, ∀s ∈ R
∞
+ . (21)
Then F is weakly Π-surjective on (U, V ) with constant κ.
If, moreover, Πs(X) are compact for all s ∈ R∞+ , then F is Π-surjective on
(U, V ) with constant κ.
Proof. There is nothing to prove if GrF ∩ (U × V ) = ∅.
Otherwise, take any (x, y) ∈ GrF ∩ (U × V ) and then fix s ∈ R∞+ such that
x+Πs(X) ⊂ U . Set C := κΠs(Y )∩{V −y}, that is, y+C = {y+κΠs(Y )}∩V .
Then, (21) yields
D′F (x, y)(Πs(X)) ⊃ κΠs(Y ) ⊃ C, ∀(x, y) ∈ (U × V ) ∩GrF.
Since y + C ⊂ V and tC ⊂ C for all t ∈ [0, 1], because C is convex and 0 ∈ C,
we have that y+ tC ⊂ V for all t ∈ [0, 1], hence [y, y+C] ⊂ V . We see that all
assumptions of Theorem 2 hold, and, therefore,
clF (x+Πs(X)) ⊃ y + C.
That is,
clF (x+Πs(X)) ⊃ {y + κΠs(Y )} ∩ V
and F is weakly Π-surjective on (U, V ) with constant κ.
In the case when all Πs(X), s ∈ R∞+ are compact, we apply Corollary 3 in a
similar way.
Theorem 6. Let (X, ‖ · ‖n) and (Y, | · |n) be Fre´chet spaces and let U ⊂ X and
V ⊂ Y be nonempty and open.
If the multi-valued map F : X ⇒ Y with closed graph is weakly Π-surjective
on (U, V ) then there is θ > 0 such that
F (BρX (x; r)) ⊃ BρY (y; θr) ∩ V,
∀(x, y) ∈ GrF ∩ (U × V ), ∀r : 0 < r < mU (x),
17
where
mU (x) := dist(x,X \ U).
That is, F is restrictedly γ-open at liner rate on (U, V ) for γ(x) = mU (x).
Proof. Let F be weakly Π-surjective on (U, V ) with constant κ.
Fix α > 0 such that α < min{1, κ}.
Let (x, y) ∈ GrF and r > 0 be such that x ∈ U and r < mU (x). Let y + v,
where ρY (0, v) ≤ αr, be an arbitrary point from BρY (y;αr) ∩ V . Let s ∈ R
∞
+
be defined as
sn := α
−1‖v‖n, n = 0, 1, . . . ,
so v ∈ αΠs(Y ).
Since α−1 > 1, from Lemma 11 it follows that
Πs(X) = α
−1Παs(X) ⊂ BρX (0;α
−1|αs|),
where αs = (‖v‖0, ‖v‖1, ‖v‖2, . . .). Thus |αs| = ρY (0, v) ≤ αr. Therefore,
Πs(X) ⊂ BρX (0; r) and, in particular, x + Πs(X) ⊂ U . From the definition of
weak Π-surjectivity (after an obvious transformation) it follows that
clF (BρX (x; r)) ⊃ clF (x+ Πs(X)) ⊃ {y + αΠs(Y )} ∩ V.
So, clF (BρX (x; r))⊃{y+αΠs(Y )} ∩ V and, in particular, y+v∈clF (BρX (x; r)).
Since v ∈ BρY (0;αr) ∩ V was arbitrary, we get
clF (BρX (x; r)) ⊃ BρY (y;αr) ∩ V.
Lemma 15 completes the proof.
Theorem 8. Let X = ∩∞0 (Xn, ‖·‖n) and Y = ∩
∞
0 (Yn, |·|n) be compactly graded
spaces. Let f : X → Y be continuous, strongly Gaˆteaux differentiable and such
that f(0) = 0.
Assume that there are c > 0 and d ∈ {0} ∪N, such that for each x ∈ X and
v ∈ Y
∃u ∈ X : f ′(x)u = v and ‖u‖n ≤ c|v|n+d, ∀n ≥ 0. (22)
Then for each y ∈ Y there is x ∈ X such that
f(x) = y and ‖x‖n ≤ c|y|n+d, ∀n ≥ 0. (23)
Proof. Since Y = ∩∞n=d(Yn, | · |n), we can assume without loss of generality
that d = 0. Indeed, set m := n − d, n = d, d + 1, . . . and work with the new
m-indexation in Y .
Condition (22) can be rewritten as
f ′(x)(Πs(X)) ⊃ c
−1Πs(Y ), ∀x ∈ X, ∀s ∈ R
∞
+ .
Clearly, for strongly Gaˆteaux differentiable function f ,
c−1Πs(Y ) ⊂ f
′(x)(Πs(X)) ⊂ D
′f(x, f(x))(Πs(X)).
Also, Gr f is closed, because f is continuous.
From Proposition 14 and Theorem 7 it follows that f is Π-surjective on
(X,Y ) with constant c−1, which implies (23).
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6 Conclusions
In this article we demonstrate new approach towards the Nash-Moser Theorem.
We define Banach spaces that fit the structure of the constraints and this
way take the problem from more geometrical angle.
We tackle the problem in multi-valued setting and reveal its relationship to
map regularity.
The method for proving this regularity, which is based on an abstract itera-
tion scheme, is also new.
We believe that the ideas here presented can be developed in several direc-
tions.
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