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CHAPTER I
INTRODUCTION
The complete understanding of combustion remains intractable due to the conditions
found in practical applications (e.g. high pressure, high intensity turbulence, high molecular
weight fuel mixtures). This complexity is successfully mitigated for numerical simulation
approaches through the use of computationally efficient models that approximate the prob-
lem physics: e.g. using large-eddy simulation for the velocity field [1], flamelet manifolds
for the chemical kinetics [2], or a mixture-averaged form for diffusive transport [3]. Limi-
tations arise in the methodology for validating these modeling approximations, due to the
inability to experimentally measure the required quantities combined with the excessive
numerical cost of performing detailed simulations.
Laminar flames offer a compromise to this problem by being less realistic at the gain
of better accessibility through detailed numerical and quantitative experimental characteri-
zation. These data sets can be used to support chemistry and transport model validation [4].
Laminar flames sustained in carefully designed burners provide structure with reduced spa-
tial dimensionality (e.g. 1D or 2D) and may be held time-steady. These aspects greatly
reduce the computational requirements, permitting full detailed numerical experiments to
directly validate modeling approximations. The intent of this work is to investigate a lami-
nar flame geometry that has good experimental and numerical access that exhibits structure
similar to practical turbulent flames.
Cellular flames offer this capability by creating a flame surface with varying curva-
ture, localized extinction zones, and enhanced reaction cells. The common cause for this
structure is an imbalance between the diffusive heat and mass fluxes [5], suggesting that
simulations of cellular flame structures will be highly sensitive to the accuracy of diffusive
1
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transport modeling approximations. And by investigating this flame type in a tubular flow-
field [6], the cells exhibit 2D time independent planar structure with good spatial symme-
try [7]. This significantly reduces the experimental and numerical cost of characterization,
and yet the relative complexity of the flame surface allows for a strong test of modeling
assumptions.
This investigation will focus on the dual experimental and numerical characteri-
zation of time steady premixed cellular tubular flames in dilute, lean hydrogen mixtures.
The experimental approach will provide spatially resolved and quantitative measurements
of temperature, major species, and two minor species (H and OH) through flame cross-
sections. The numerical approach will provide predicted flame structure including full de-
tailed chemical kinetics and multicomponent transport. With these results, (1) the structure
of cellular tubular flames will be characterized and discussed, and (2) the ability for cellular
flame studies to impact investigations of practical flames is examined.
1.1 Background
Premixed flames are reaction waves that propagate through a mixture of fuel and oxi-
dizer. The chemical structure of these flames is usually discussed in terms of the normalized
fuel-oxidizer ratio, equivalence ratio,
Φ =
(
xf
xo
)/(
xf
xo
)
st
(1.1)
where xf is the fuel mole fraction, xo is the oxidizer mole fraction, and the denominator
is the stoichiometric fuel-oxidizer ratio. The equivalence ratio is unity for stiochiometric
flames, sub-unity for lean flames, and greater than unity for rich flames.
Flames are characterized chemically by a chain reaction mechanism composed of
two types of species: intermediate radicals that characterize the flame in the reaction zone
(e.g. H, O, OH, HO2, H2O2), and major species that define the overall structure flame and
2
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flow field (e.g. H2, O2, H2O). The rate of reaction is large, and the formation of some inter-
mediate species is higher than predicted by thermodynamic theory—compounds are created
in excited electronic states that relax back into thermal-equilibrium levels with the emission
of photons (chemiluminescence). Imaging of this emission is valuable to qualitatively un-
derstand the structure of reaction zones, and distinguishes the reaction zones from cold gas
and hot products.
1.1.1 Flame Stretch
The effect of the flow field on flame structure is discussed in terms of the local strain
rate at the flame surface. This stretch rate is the extension or compression of the flame
sheet and is important for flame extinction, which occurs in practical combustors for large
positive stretch [8]. In the simplest description of a flame, the thickness of the reaction layer
is thin compared to the characteristic dimension of the flow field. This assumption allows
the flame to be treated as an infinitely thin sheet, and the stretch rate is simply defined as,
k =
1
A
dA
dt
(1.2)
where A is the unit area of the flame. To calculate stretch for realistic flames with finite
thickness, stretch is more conveniently expressed in terms of primitive variables [9],
k =
1
ρ
∇ · (ρu‖) (1.3)
whereu‖ is the velocity field parallel to the flame orientation (e.g. defined in reference [10]).
1.1.2 Stagnation-Point Flow Fields
The tubular flow field is a type of stagnation-point flow field. This class of flow fields
has been utilized for decades due to presence of a similarity-type solution (also referred to
3
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Figure 1.1 Schematic of non-cellular flame geometry in an axially opposed (left) and radi-
ally opposed “tubular” (right) jet burner.
as a boundary layer assumption [11]) to express scalar fields (i.e. flames) as 1D within
the 2D axisymmetric velocity field. Experimentally, the flow field is created by opposed
inlet nozzles, spaced equidistantly from the coordinate origin. The configuration of the jets
defines the flame geometry: radially opposed jets create a tubular curved flame, and axially
opposed jets create twin flat flames. Simplified schematics of the flow fields created by
these two burners is shown in Figure 1.1.
An inviscid constant density solution to the governing equations provides valuable
insight to the physical problem. With the assumptions of axisymmetry, nozzles placed at a
finite distance, and a known flame orientation, the flame stretch rate may be expressed in
analytical form [12]. For the tubular flame, the flow field is defined over r ∈ [0, R] and the
stretch rate is expressed as,
k = |uBC | pi
R
cos
(
pi
2
r2
R2
)
(1.4)
where uBC is the radial velocity at the nozzle boundary radius R, and the absolute value
operator is used to emphasize the experimental operating conditions (negative radial ve-
locities and positive stretch rates). The resulting form of the stretch rate is advantageous
experimentally: at short radii the stretch rate is nearly independent of the radial coordinate
4
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and can be approximated as a function of only the boundary conditions:
k ≈ |uBC | pi
R
(1.5)
1.2 Tubular Flames
Investigations of tubular flames are commonly performed to examine the combined
effects of curvature and stretch on flame structure [6, 13]. The curvature of the flow field
causes H2-air non-cellular tubular flames to have higher peak temperatures and to extinguish
at much higher stretch rates as compared to flat opposed jet flames with the same inlet
mixture. Good agreement is found between experimental measurements and simulations
performed using the stagnation-point similarity solution for non-cellular tubular flames [14].
1.2.1 Cellular Flame Structure
The tubular geometry is ideal for investigations of cellular flames. Observations
of chemiluminescence show that the cellular structure is strongly azimuthally symmetric
and remains independent of the axial coordinate [7, 15]. This is shown in Figure 1.2 for
several different equivalence ratios of a lean H2-air mixture. Cellular tubular flames offer
structure similar to turbulent flames found in practical devices (local extinction and high
local curvature), yet remain relatively simple (2D symmetric time independant structure).
The cellular instability forms predominately due to the thermal-diffusive properties
of the mixture [5,7]. This occurs for flames sustained in sub-unity Lewis number mixtures,
and manifests as alternating patterns of reaction cells and extinction zones. The Lewis
number (Le) is defined as the ratio of heat diffusivity of the mixture, over the mass diffusivity
of the limiting reactant (fuel). The presence of convex (concave) curvature towards the
fuel strengthens (weakens) mass flux, weakens (strengthens) heat loss, thereby enhancing
(weakening) the flame. For strained flames, instabilities form along the direction of lesser
5
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6 mm
Figure 1.2 Chemiluminescence images of a N2 dilution flame case showing the progression
of cellular number by increasing the equivalence ratio
stretch [16], and cause the azimuthal pattern present in tubular flames [15].
For premixed tubular flames, cellular modes occur when the equivalence ratio is in-
creased. This progression of cellular modes is shown in Figure 1.2 for a lean H2-air mixture.
As the flame is enriched, flame speed increases along with the flame tube radius. Once flame
curvature decreases past a transition value [7], the flame surface becomes more stable in a
cellular mode. The non-cellular tube breaks into individual cells with higher local curvature
that stabilize at a larger radial coordinate with a higher flame speed. As the equivalence ra-
tio increases further, more cells form to maximize local curvature. Note how the azimuthal
symmetry can decrease for larger numbers of petals; here we will restrict our experimental
investigations to flame cases with few numbers of cells that have good symmetry.
6
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CHAPTER II
EXPERIMENTAL APPROACH
Experimental characterizations were performed with laser diagnostic techniques,
which allow for quantitative, non-intrusive, and spatially resolved measurements of flame
structure [17]. These types of measurements have not been previously performed in cel-
lular flames, most likely due to the 3D and time dependent nature of most cellular flame
geometries. Tubular cellular flames are ideal experimental targets for these types of detailed
analyses, where they exhibit time-steady structure with 2D planar spatial dependency.
2.1 Tubular Burner
The tubular flame is sustained in the Vanderbilt tubular burner, which was previously
designed and constructed to provide [18]: a laminar flow-field, uniform plug-flow velocity
boundary conditions, and good optical access. A simplified schematic is shown in Figure
2.1. The flow domain is 8 mm in height and 24 mm in diameter, and there are 3 optical
access windows oriented at 90◦ relative to each other. The flame is sustained around the
burner axis, and exhausts both above and below the burner. Nitrogen co-flows are used to
stabilize the flame and maintain a uniform inlet velocity profile and temperature.
The flame chemiluminescence was imaged using an ICCD camera (576×384, 5 ms
gate) coupled to a multi-element UV lens (Nikon UV-Nikkor, f/4.5, 105 mm). A colored-
glass filter (UG11) was used to discriminate the flame from ambient light and to selectively
observe OH chemiluminescence (280-310 nm) [19]. The camera was focused at the center
of the burner with a mirror oriented at 45◦, to provide an axial image with the camera
safely mounted out of the flame exhaust stream. In order to get an image with as shallow
7
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Figure 2.1 Simplified schematic of the premixed tubular burner.
of a depth of field as possible, the lens aperture was kept fully open. This imaging setup
integrates chemiluminescence along the burner axis and records flame behavior outside of
the burner; however, with the shallow depth of field the more intense signal is recorded at
the focal plane located at the center of the burner.
While the cellular condition provides fixed rotational symmetry, there is no preferred
angular orientation. The cellular patterns tend to rotate, maintaining uniform appearance
and having no preference to rotation direction. Non-steady flames prohibit field measure-
ments, thus a perturbation was introduced to provide a preferred flame orientation. A wire
probe was inserted at the far edge of the burner, and the small hydrodynamic drag attracted a
flame cell. The wire diameter (200 µm) and insertion length (∼3 mm into flow domain) were
minimized to reduce the perturbation, while maintaining a stable flame orientation. Com-
parison of chemiluminescence images of the perturbed and non-perturbed cellular flames
show the probe does not significantly alter the nature of the flame cells, and does not shift
the symmetry axis from the burner axis.
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2.2 Major Species and Temperature Measurement
Spontaneous Raman scattering was used to measure temperature and major species
concentrations within the flame cases. The theoretical background for Raman scattering is
complex and the detailed description is left to other texts (e.g. references [17,20]); included
here for brevity is only a brief description. Raman scattering is the inelastic scattering of
light from the electron cloud of a chemical species. The incident and scattered light differ
by an energy “shift,” due to loss (gain) of energy to (from) a molecular energy storage
mode, and is termed Stokes (anti-Stokes) Raman scattering. As applied, only the stronger
Raman signals are collected (Stokes), and only the transitions between vibrational levels
are recorded [17]. The Raman signals contain a signature of the molecular content of the
gas mixture; this allows the use of a single laser source to characterize the entire content
of the gas mixture. The compromise of using spontaneous Raman scattering for gas phase
measurements is that the signals are relatively weak, and only the major chemical species
can be detected.
2.2.1 Experimental Setup
The simplified experimental schematic is shown in Figure 2.2, which was based on
setups used successfully in prior investigations of non-cellular tubular flames [14,21]. The
laser beam was generated by a Quanta Ray Lab-150 (532 nm, 9 ns pulse at 10 Hz), and
was passed through a 3 stage pulse-stretcher [22] to decrease the peak pulse intensity. The
average pulse energy delivered to the measurement zone (∼130 mJ) was recorded for each
measurement and used in the data-reduction procedure. The light beam was focused into
the measurement zone with a 0.3 m focal length plano-convex lens, providing a nominal
diameter of 180 µm through the measurement zone. The spatially resolved spectra were
recorded along the laser line with a resolution of 86 µm. For convenience, the resolution of
the traverse was set as 200 µm providing an overall grid resolution of 86×200 µm.
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Figure 2.2 Simplified schematic of the Raman scattering laser light path.
To increase the signal, 600 laser shots were recorded during the LN/CCD expo-
sure. A fast FLC shutter was used (∼45 µs opening time) to discriminate the Raman signal
from background flame emission. The FLC shutter is partially transparent when closed, so a
completely opaque mechanical shutter was also used (UniBLITZ, 6 ms opening time). Mea-
surements were performed over a rectangular grid chosen a priori to capture a significant
portion of the flame cellular structure. Due to symmetry, only the flame structure between
the centers of one cell and the adjacent extinction zone are considered significant.
An uncertainty analysis was performed to estimate experimental error, and is in-
cluded in Appendix A. The uncertainty present in the species and temperature measure-
ments was found to increase monotonically with temperature. Characteristic values of tem-
perature uncertainty in the experimental cases investigated are approximately ±70 K in the
hot products and ±3 K in the room temperature reactants. Characteristic chemical species
uncertainties are approximately±2 % (mole fraction) in the hot products and±0.5 % in the
room temperature reactants.
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2.2.1.1 Spectrometer
The spectrometer used during the course of this experimental investigation is a SPEX
0.75 m Czerny Turner Spectrometer that was previously modified [23] for an unrelated ex-
perimental campaign. The focusing mirror was replaced with one with a focal length of
0.65 m, which results in an approximate spectral range of 56 nm across the detector for the
light frequencies of interest (532-700 nm) with the current diffraction grating (600 l/mm).
To fully cover the Raman spectral range, two exposures must be taken at different grating
angles. An alignment error is found in the rotation of the grating, manifesting as a spatial
shift between the two spectrum images. The nature of this shift was not investigated in
detail, and was corrected with calibration images prior to data reduction.
The absolute wavelength calibration of the spectrometer does not track directly with
the mechanical odometer, due to the change in the focal length of the focusing mirror. To
simplify use of the spectrometer, the relationship between the wavelength and odometer
reading was determined using a calibration lamp (Hg-Ne Oriel Lamp). A second order
polynomial fit was found to be sufficient,
λ = 4.7775 · 10−4Λ2 + 1.5368Λ− 1348.4
where λ is the CCD chip center wavelength (nm) and Λ is the odometer reading (nm).
2.2.2 Data Reduction
Quantitative number densities of the major species Nj were determined with the
experimental relation,
Si = E
∑
j
KijNj (2.1)
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where Si is the Raman signal, E is the total integrated laser pulse energy,Kij is the temper-
ature dependent calibration coefficient matrix, and the species considered are: CO2, O2, N2,
H2O, and H2. It is noted that this form is valid only for a fixed detection setup (which is com-
monly found experimentally); a more complete formulation is discussed elsewhere [17,24].
The gas temperature was inferred with the ideal gas law,
T =
p0
kb
(∑
i
Ni
)−1
(2.2)
where p0 is the thermodynamic pressure and kb is the Boltzmann constant. The spectra
are composed of Raman “bands” of the rotational transitions for each molecule, which are
integrated to obtain the Raman signals Si. This is shown for example in Figure 2.3, where
spectra are collected at multiple spatial locations along a line measurement.
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Figure 2.3 Example spectra of the Raman signal, showing the different bands for each major
species.
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The calibration matrixKij is sparse, and the non-zero entries were determined from
theoretical Raman spectra simulated with RAMSES [25]. For the spectral bins used here, the
sparsity is:
K =

KCO2,CO2 KCO2,O2 0 0 KCO2,H2
KO2,CO2 KO2,O2 0 0 KO2,H2
0 0 KN2,N2 0 0
0 0 0 KH2O,H2O KH2O,H2
0 0 0 0 KH2,H2

The diagonal terms of the calibration matrix are the most significant and relate the Raman
signal to the species number density. The off-diagonal terms are approximately an order of
magnitude lower and relate the cross-talk of the different species on the others (e.g. KO2,H2
is the interference of the H2 spectrum on the O2 Raman signal).
The individual elements of the calibration matrix Kij were determined over a tem-
perature range (295-1800 K) using a Hencken burner (12.5 mm diameter) placed at the
measurement location. Adiabatic equilibrium is assumed at the measurement location (15
mm from burner face), and the calculated species concentrations and temperature are used
to generate the calibration matrix. Gas flow rates were controlled with flow controllers
(Teledyne Hastings HFC-202/203), which are accurate to 1% full scale.
2.2.2.1 Background Subtraction
The images recorded by the LN/CCD detector contain both the Raman spectra and
a background. The background is composed of multiple sources of different types: repeat-
able or non-repeatable, and laser-based or non-laser-based. The most difficult background
effects to eliminate are non-repeatable and/or laser-based, since a direct background expo-
sure (taken with the laser blocked) cannot be used for characterization. The dominant non-
repeatable background is cosmic rays, which strike the CCD and appear as single pixels of
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high signal. This issue is well mitigated in post-processing by removing sharp single-pixel
features and replacing the missing points with an interpolated value [26]. Additionally,
no laser-based background effects were found during the investigation of premixed tubular
flames; significant effects were only found in the investigations of non-premixed tubular
flames, which are not discussed here.
With a direct background characterization (where the laser is blocked for a LN/CCD
exposure), the repeatable background may be simply subtracted. However, this results in
the experiments taking twice as long. This method was used in previous investigations of
non-cellular tubular flames [14], which extended the measurement from∼4 to∼8 minutes.
For the cellular cases studied here, this approach would extend a ∼2 hour measurement to
∼4 hours and an alternative method was sought to reduce gas usage.
Upon examination of preliminary measurements, the repeatable background was
observed to be spectrally diffuse. There is a large literature base for quantitative background
post-processing techniques (e.g. see reference [27]), several methods of which are shown
to work well for Raman data with spectrally diffuse backgrounds [28, 29]. The method
implemented here is similar to that reported in literature, where the background is fit to each
Raman spectrum using low-order polynomials with an iteratively-weighted least squares
algorithm. The order of the polynomial (2-4) is chosen in situ during data reduction to
satisfactorily handle the background. The same background subtraction parameters used for
the cellular data sets were used on non-cellular validation data cases (shown in Figure 6 of
reference [30]) to ensure confidence in the accuracy of the reported results. This background
subtraction approach is well suited to the Raman spectra obtained in this work, where the
good separation between Raman lines and the large areas of zero Raman signal (shown in
Figure 2.3) increase the accuracy of the background estimation.
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2.3 Hydroxyl Measurement
Laser induced fluorescence (LIF) was used to measure the minor species concen-
trations due to its high sensitivity and experimental simplicity [31]. Experimentally, LIF
consists of two steps: energy absorption and photon emission. The excitation light source
is tuned to excite an electronic transition, which then decays through radiative and non-
radiative processes. The OH radical was detected using single-photon excitation of the
A2Σ+←X2Π (1, 0) Q1(5) line (287.9 nm) followed by broadband detection of (0,0) and
(1,1) fluorescence (300–340 nm). The dominant non-radiative process is collisional quench-
ing, which is determined from a model [32] using the previously measured major species
and temperature results.
2.3.1 Experimental Setup
A schematic of the experimental setup is shown in Figure 2.4. The laser system used
was a Continuum ND6000 dye laser (laser dye: RD-590) pumped by a Quanta Ray Pro-350
Nd:YAG laser (∼8 ns, 532 nm pulses at 10 Hz). The output of the dye laser was frequency-
doubled to 287.9 nm. The laser light was formed into a sheet using a cylindrical lens (-100
mm focal length) followed by a spherical lens (300 mm). Radiation trapping was assumed
to be negligible based on the observed linear dependence between florescence signal and
laser excitation energy.
Variation of laser energy across the sheet was reduced by expanding the sheet width
and using only the central portion of the beam. Span-wise laser sheet variation was recorded
for each case by extinguishing the flame and imaging fluorescence off a target (white card)
placed at the measurement zone, due to difficulties of obtaining a Rayleigh scattering image
of the full sheet. This variation was found to be repeatable, and was processed consistently
between the experimental cases and the calibration data sets.
The average laser-shot energy delivered to the burner (∼4.2 mJ) was recorded for
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Figure 2.4 Simplified schematic of the planar LIF scattering laser light path.
each measurement and considered during the data-reduction procedure. Fluorescence was
collected with a Nikon Nikkor f/4.5 lens coupled to a PI-MAX II ICCD camera. The flores-
cence was imaged axially through a 45◦ mirror (Edmund Optics UV Enhanced Aluminum),
resulting in an overall magnification of 1.14. A bandpass filter (Semrock FF01-320/40-50)
combined with a 30-ns intensifier gate was used to reduce background flame emission. In
each case, 300 laser shots were accumulated on-chip to increase the signal-to-noise ratio.
2.3.2 Data Reduction
Quantitative number densities were estimated using the standard quenching-corrected
relation [17],
NOH =
C
E
(
A+Q
A
)
1
fb
S ≈ C
E
Q
A
1
fb
S (2.3)
where NOH is the absolute number density of OH, C is a general calibration factor, E
is the average laser-shot energy, A is the spontaneous transition rate, Q is the collisional-
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quenching rate, fb is the Boltzmann population fraction [33] for the ground state levelX2Π
(ν = 0) (J = 5), and S is the collected signal (normalized by collection time). With the
assumption that Q is much larger than A, the expression simplifies as shown. The effective
Q is estimated as being equal to the A2Σ+ (v = 0) quenching rate [32], and the effective A
is lumped into the calibration factor.
Measurement uncertainty was estimated using the Kline-McClintock method [34]
based on the terms in Equation 2.3. The absolute error is estimated as ±2.0 × 1015 cm−3
for OH over the experimental conditions investigated.
2.4 Atomic Hydrogen Measurement
Atomic hydrogen was detected using two photon LIF through 1 →→ 3 excitation
(205.1 nm) followed by detection of the 2 ← 3 fluorescence (656.5 nm). Two-photon ab-
sorption scales quadratically with laser fluence, hence using a short-pulse high-intensity
scheme significantly reduces the relative probability of single-photon processes (e.g., major
photolytic effects [35]) that scale linearly with laser fluence. It has been shown that us-
ing sub-picosecond pulse lengths decreased the relative effects of parasitic single-photon
processes to negligible levels [36] for a rich premixed Bunsen flame.
2.4.1 Experimental Setup
A schematic of the experimental setup is shown in Figure 2.5. The laser system used
was a Coherent Legend Elite Duo (100-fs pulses at 10 kHz), which was directly quadrupled
using a fourth-harmonic generation unit [37]. The spectral profile was tuned to maximize
fluorescence signal, resulting in a bandwidth of approximately 1 nm. Pulse spectral content
and energy delivered to the measurement volume (4.30±0.16 µJ) varied little over the course
of the measurements and were considered constant during the data-reduction procedure.
The beam diameter in the measurement volume was estimated at 400 µm, leading to a laser
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Figure 2.5 Simplified schematic of the two photon LIF atomic hydrogen experimental setup.
fluence of 3.4 mJ/cm2; this laser fluence is below the laser-fluence threshold for photolytic
production of H-atoms or stimulated-emission interference for H-atom LIF measurement
with femtosecond lasers [36] and picosecond lasers [38].
Fluorescence was collected with a Nikon f/1.2 lens coupled to an intensified camera
system, resulting in an overall magnification of 4.19. A bandpass filter (Semrock FF01-
655/40-50) combined with a 300-ns intensifier gate was used to reduce background flame
emission. The detection system was configured to maximize signal-to-noise, and consisted
of a LaVision IRO intensifier and Andor Newton EMCCD detector. Despite optimization
of detector alignment, the low optical magnification through the intensifier caused a signif-
icant instrument function that blurred the peaked spatial features being investigated. The
instrument spatial response was estimated as a convolution [39] and was approximated from
an acquired image of a knife edge. It was found to be well modeled as a Gaussian profile
(full width at half maximum of 400 µm) within experimental error.
Measurement uncertainty was estimated using the Kline-McClintock method [34]
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based on the terms in Equation 2.4. The absolute error is estimated as ±1.3 × 1015 cm−3
for H-atoms over the experimental conditions investigated. It is noted that the quantitative
error associated with the quenching correction is not well known, as it was shown that
using two different forms for quenching in non-cellular tubular flames resulted in differences
significantly larger than the estimated measurement uncertainty [30].
2.4.2 Data Reduction
To facilitate comparison of the experimental and simulated number-density profiles,
the instrument response was removed from the experimental data. Deconvolution was per-
formed using two algorithms simultaneously to increase confidence in the processed results.
The algorithms used were Wiener and Lucy-Richardson [40], implemented natively within
the software package MATLAB. The differences between these two algorithms are expected to
be small [40]; however, because of the presence of sharp peaks, the Wiener algorithm suffers
from artificial oscillations (characteristic of Fourier Transform signal-processing methods).
Both algorithms were found to be relatively insensitive to the deconvolution parameters, as
long as the iteration count of the Lucy-Richardson algorithm was above a threshold (typ-
ically 3-4). Because there is good agreement of the local mean values between the two
algorithms, the process of deconvolution is accepted as valid. Only data processed with
the Lucy-Richardson algorithm are shown (using 6 iterations), because of the absence of
artificial oscillations. The effect of the instrument function convolution is to systematically
lower the peak value by approximately 20%, and is shown in Figure 2.6 for one non-cellular
flame condition. Deconvoluted profiles of experimental data are shown with lines for clar-
ity; unprocessed data are shown with symbols.
Quantitative number densities were estimated using the standard quenching-corrected
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Figure 2.6 Comparison of H-atom data with and without the instrument function convolu-
tion. Scaling is preserved to show the effect of the convolution on the peak profile values.
20
DR
AF
T
relation,
NH = C
(
A+Q
A
)
S ≈ CQ
A
S (2.4)
where NH is the absolute number density of hydrogen atoms, C is a general calibration
factor, A is the spontaneous transition rate [41], Q is the estimated quenching rate, and S
is the collected signal (normalized by collection time). Since Q is much larger than A, the
expression simplifies as shown. Multiple laser shots were accumulated on-chip to increase
signal-to-noise (∼ 104 shots), and multiple accumulations were taken (10) to estimate rel-
ative measurement uncertainty.
The quenching was calculated as done in [36, 38]:
Q = Ntot
∑
i
xiσiνi = Ntot
∑
i
xiki (2.5)
whereNtot is the total number density, xi is the species mole fraction, σi is the temperature-
dependent species quenching cross-section, and νi is the relative mean speed between the
H-atoms and quencher. The species quenching rate is defined as ki = σiνi. For H-atom
quenching, the value of k (cm2/s) is found to be nearly constant for most of the quenching
species except for H2O, which seems to decrease with temperature [42]. The quenching
rate Q was calculated using temperature-independent ki [41] except for kH2O, where the
quenchers considered are the major chemical species (H2, H2O, O2, and N2 or CO2). The
form of temperature dependence is taken as T−0.5, and the methodology is discussed in
more detail in [38].
The calibration factor was determined from predicted atomic-hydrogen number den-
sities generated by a 12.5-mm Hencken burner at a position 20 mm downstream where the
H-atom concentration is assumed to be in adiabatic equilibrium [43]. Figure 2.7a shows
the LIF signal verses NH × (A/Q) where NH is predicted from adiabatic equilibrium. In
these measurements, the flame background was substantial in the Hencken burner, and the
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flame background was subtracted by recording camera images with and without the laser.
However, there was still residual offset, as shown in Figure 2.7a. This offset was treated
as residual flame background and subtracted from all of the measurements in the Hencken
burner, which are shown in Figure 2.7b along with the computed equilibrium H-atom num-
ber densities. The slope of the linear fit in Figure 2.7a gives the calibration factor C in
Equation 2.4. For the tubular-flame measurements, only the calibration constant is used to
determine the H-atom concentrations measurements. The tubular flame has minimal flame
background that is easily removed by measurements taken with and without the laser. For
the tubular-flame cases, the LIF signal ahead of the flame front is zero within the estimated
relative measurement uncertainty. The uncertainty bars shown in Figure 2.7 correspond to
one standard deviation of the acquired signal. Because of increased signal at higher H-atom
number densities, shorter integration times were used to prevent detector saturation; this
had the unintended consequence of increasing the estimated measurement uncertainty.
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Figure 2.7 Calibration results for H-atom number density using a 12.5 mm diameter
Hencken burner. Air flowrates were maintained at 9.0 slpm, and H2 flowrates ranged from
2.3 to 5.3 slpm.
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CHAPTER III
NUMERICAL APPROACH
The governing system of equations for multi-component reacting flow consist of
conservation equations for momentum, chemical species, and internal energy. With the
assumptions of negligible body force and viscous dissipation, the time dependent forms of
these equations are expressed in molecular flux form [44] as,
0 = ∂
∂t
(ρu) +∇ · (ρuu) +∇ · σ (3.1a)
miωi =
∂
∂t
(ρYi) +∇ · (ρuYi) +∇ · ji, i ∈ S (3.1b)
Q = ∂
∂t
(ρh) +∇ · (ρuh) +∇ · q (3.1c)
where ρ is the mass density, u is the velocity vector, σ is the stress tensor (also called
the molecular momentum-flux tensor [44]), mi is the molar mass of species i, ωi is the
production rate of species i, Yi is the mass fraction of species i, ji is the diffusive mass flux
of species i, Q is radiative heat loss, h is the mixture enthalpy, q is diffusive heat flux, and
S is the set of n species.
The equation set is commonly implemented in a more convenient form: the convec-
tive derivatives are expanded to reveal conservation of total mass, and the energy equation
is expanded in terms of temperature.
0 = ∂
∂t
(ρ) +∇ · (ρu) (3.2a)
0 = ρ ∂
∂t
(u) + (ρu · ∇)u+∇ · σ (3.2b)
miωi = ρ
∂
∂t
(Yi) + (ρu · ∇)Yi +∇ · ji, i ∈ S (3.2c)
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Q = ρcp
∂
∂t
(T ) + (ρcpu · ∇)T +∇ ·
(
q −
∑
j∈S
hjjj
)
+
+
(∑
j∈S
cpjjj
)
· ∇T +
∑
j∈S
hjmjωj (3.2d)
where cp is the specific heat of the mixture, hj is the enthalpy of species i, and cpj is the
specific heat of species j. Note that in this form only n− 1 species conservation equations
(3.2c) are linearly independent with the conservation of total mass (3.2a). In practice it is
convenient to replace one of species conservation equations (e.g. the main diluent species)
with the mass-fraction constraint to enforce mass conservation [45]:
∑
i∈S
Yi = 1 (3.3)
Historically, the implementation of custom combustion simulation codes is time
consuming due to the large number of variable coefficients from chemical kinetics (ωi), ther-
modynamics (cp, cpj hj), and diffusive transport terms (µ, Dij , DTi , λ). Software libraries
have been developed by the community that calculate these coefficients (e.g. EGLIB [46],
CHEMKIN [47, 48], Cantera [49]) and are available for implementation into custom codes.
This greatly reduces the difficulty of creating a custom simulation code. The mathemati-
cal form of these coefficients is not included here for brevity, but may be found in many
chemical engineering and combustion textbooks (e.g. see references [45, 50, 51]).
The species reaction rates are calculated with a detailed chemical kinetic mechanism
to simulate the full physics of the chemical reaction. CHEMKIN [47] is used to compute the
species net production rates (ωi) and the thermodynamic terms (cp, cpj hj). The mecha-
nism used for hydrogen combustion [52] consists of 19 reactions, 3 major species (H2, O2,
H2O), 5 minor species (H, O, OH, HO2, H2O2), and 1 non-reacting species (N2). A carbon-
containing sub-mechanism [53] consisting of an additional 14 reactions, 1 major species
(CO2), and 2 minor species (CO, HCO) was added to allow reactivity of CO2.
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3.1 Diffusive Transport
The stress tensor (σ), diffusive mass flux (ji), and diffusive heat flux (q) are defined
in terms of transport coefficients and spatial gradients [44, 45, 54],
σ = −µ
[
∇u+ (∇u)>
]
+
[
p− (κ− 2
3
µ
)
(∇ · u)] δ (3.4a)
ji = ρYiu
d
i = −
∑
j∈S
YiDij∇xj − YiDTi ∇ lnT, i ∈ S (3.4b)
q =
∑
i∈S
hiρYiu
d
i − λ∇T + qD (3.4c)
where µ is the dynamic viscosity, p is the pressure, κ is the dilational viscosity, udi is the
diffusion velocity of species i, Dij is the mass diffusion matrix, xj is the mole fraction of
species j, DTi is the thermal diffusion coefficient, λ is the heat conductivity, and qD is the
Dufour effect. Pressure diffusion is neglected due to the low flow acceleration (e.g. see
reference [55]).
The last terms in Equations 3.4b and 3.4c commonly referred to as thermal diffusion.
These two terms are comprised of the Soret (YiDTi ∇ lnT ) and Dufour (qD) effects. The
Soret effect is the interaction of temperature gradients on mass flux, and the Dufour effect
is the interaction of concentration gradients on heat flux. It has been shown for hydrogen
combustion that the Soret effect is important for predicting accurate flame structure, while
the Dufour effect is negligible [56, 57].
Due to the low flow velocities, the low-Mach number assumption [45] is valid and
may be applied to reduce the coupling between the energy and momentum fluxes. This
splits the pressure into two terms: p = p0 + p1. The scalar thermodynamic pressure p0 is
used with the ideal gas constitutive equation,
p0 = ρRT
∑
i∈S
Yi
mi
(3.5)
and the perturbed pressure p1 is a field variable that only appears in the stress tensor σ. It is
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advantageous to define a “lumped perturbed pressure” p˜1 that includes the dilational strain
term in the stress tensor [45, 58],
p˜1 = p1 −
(
κ− 2
3
µ
)
(∇ · u) (3.6)
This allows the stress tensor to be expressed without evaluating dilational viscosity κ,
σ = −µ
[
∇u+ (∇u)>
]
+ (p0 + p˜1) δ
which many transport libraries do not implement (e.g. CHEMKIN [48] or Cantera [49]).
Local mass conservation is enforced in Equation 3.4b when using an approximate
transport formulation by introducing a species-independent spatially-varying correction ve-
locity [4]. This is applied both before and after adding the Soret contribution to enforce the
two conservation constraints [45]:
∑
i∈S
YiDij = 0, j ∈ S (3.7a)
∑
i∈S
YiDTi = 0 (3.7b)
With all these assumptions, the diffusive flux terms simplify to:
σ = −µ
[
∇u+ (∇u)>
]
+ (p0 + p˜1) δ (3.8a)
ρYiu
d
i = −
∑
j∈S
YiDij∇xj − YiDTi ∇ lnT, i ∈ S (3.8b)
q =
∑
i∈S
hiρYiu
d
i − λ∇T + qD (3.8c)
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3.1.1 Multicomponent Form
The physically accurate form of the transport coefficients (Dij , DTi , µ, λ) is the
multicomponent form. These coefficients are computationally expensive to calculate for
gas mixtures due to the need to perform a matrix inversion to determine each coefficient.
These matrices (transport linear systems [44, 59, 60]) each have sizes on the order of the
number of chemical species, which can be large for practical combustion mixtures. Legacy
software libraries (e.g. CHEMKIN [48], Cantera [49]) use direct inversion and require O(n3)
operations per matrix, where n is the size of the matrix. More recent advances in iterative
techniques provide speedup [60], and the highly optimized library EGLIB [46] calculates
the coefficients with O(n2) operations.
The specific form of the mass diffusion matrix (Dij) and thermal diffusion (DTi , qD)
differ depending on the software library. EGLIB [46] calculates diffusive transport in terms
of the computational variables (D˜ij ,χ˜i):
YiDij = ρD˜ij (3.9a)
YiDTi = ρ
∑
j∈S
D˜ijχ˜jxj (3.9b)
qD = p0
∑
i∈S
m
mi
χ˜iYiu
d
i (3.9c)
CHEMKIN [48] calculates diffusive transport in terms of the computational variables (D˜ij ,
D˜Ti ):
YiDij = ρmimj
m2
D˜ij (3.10a)
YiDTi = D˜Ti (3.10b)
qD = p0
∑
i∈S
D˜Ti
ρYi
∇xi (3.10c)
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3.1.2 Mixture Average Form
Calculation of the transport coefficients for practical simulation conditions com-
monly rely on approximations to reduce numerical expense. The mixture averaged ap-
proximation [3] allows the calculation of each transport coefficient with O(n) operations.
CHEMKIN [48] is used to calculate the approximations, which are expressed in terms of the
computational variables (D˜i,χ˜i),
YiDij =

mi
m
ρD˜i, i = j
0, i 6= j
(3.11a)
YiDTi = −
mi
m
ρD˜iχ˜i, mi < 5 (3.11b)
qD = 0 (3.11c)
It is noted that the approximation for thermal diffusion (χ˜i) provided by CHEMKIN is semi-
empirical and doesn’t appear to be widely accepted by the simulation community. Even the
documentation states that the form is “considerably less accurate than the thermal diffusion
coefficients that are computed from the multicomponent formulation” [48].
3.2 Boundary Layer Assumption
Under the boundary layer assumption for a stagnation point flow field [11], strong
unidirectional flow divergence decouples the scalar and velocity fields from the direction
of flow divergence. The detailed derivation of the tubular flame structure is discussed else-
where [6, 15], but the salient results are as follows: the axial flow divergence allows the
velocity field to be expressed in terms of a linear axial velocity gradient W ,
u = u (r, θ) rˆ + v (r, θ) θˆ + zW (r, θ) zˆ (3.12)
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the scalar fields (Yi and T ) are not dependent on z, and the axial dependance of the perturbed
pressure field p˜1 is expressed as a scalar pressure eigenvalue H ,
H =
1
z
∂p˜1
∂z
(3.13)
This is the same fundamental assumption used to express axially-opposed jet flames as 1D
[61], where instead the radial divergence creates a radial pressure eigenvalue and a radially-
uniform flame structure.
Stagnation flow fields have been widely used in combustion and chemical-engineering
applications, though more commonly in the axially-opposed jet orientation [61]. The ad-
vantage of using the tubular orientation lies in the curvature of the flow field—this creates
a uniformly curved and stretched non-cellular flame, and this aspect causes cellular flames
to have 2D planar spatial dependency (r, θ).
The accuracy of the boundary layer assumption has recently been investigated for
the axial opposed jet [62–65]. The works all draw similar conclusions: the boundary-layer
approximation is valid for a given burner design over a range of flow velocities. This type of
analysis appears to be largely absent from the tubular burner literature, with the exception
of one experimental investigation that confirmed the axial independence ofW for the given
flow velocity and burner geometry [66].
3.3 Governing Equations
The form of the governing equations is similar to the previous non-cellular tubular
flame work [67, 68] with the relaxation of full azimuthal symmetry. A strong distinction
is that none of the 1D non-cellular tubular flame codes resolve the perturbed pressure field
p˜1. In the 2D cellular formulation this variable must be resolved in order to resolve all
components of the velocity field. The functional dependance of the perturbed pressure field
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is found from integration of Equation 3.13,
p˜1 =
z2
2
H + I (r, θ) (3.14)
where I is the radial and tangential pressure dependance. With this, the problem is formu-
lated in differential form in terms of the primitive variables (u, v
r
, W , H , I , T , Yi), and the
governing equations are as follows: conservation of total mass,
0 =
∂
∂r
(rρu) +
∂
∂θ
(ρv) + rρW (3.15)
conservation of momentum in the radial direction,
0 = ρ
(
u
∂u
∂r
+
v
r
∂u
∂θ
− v
2
r
)
+
∂I
∂r
− 1
r
∂
∂r
(
2µr
∂u
∂r
)
− 1
r
∂
∂θ
[
µ
(
r
∂
∂r
(v
r
)
+
1
r
∂u
∂θ
)]
− µ∂W
∂r
+
2µ
r
(
1
r
∂v
∂θ
+
u
r
)
(3.16)
conservation of momentum in the azimuthal direction,
0 = ρ
(
u
∂v
∂r
+
v
r
∂v
∂θ
+
uv
r
)
+
1
r
∂I
∂θ
− 1
r2
∂
∂r
[
µr2
(
r
∂
∂r
(v
r
)
+
1
r
∂u
∂θ
)]
− 1
r
∂
∂θ
[
2µ
(
1
r
∂v
∂θ
+
u
r
)]
− µ
r
∂W
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(3.17)
conservation of momentum in the axial direction,
0 = ρ
(
u
∂W
∂r
+
v
r
∂W
∂θ
+W 2
)
+H − 1
r
∂
∂r
(
µr
∂W
∂r
)
− 1
r
∂
∂θ
(
µ
r
∂W
∂θ
)
(3.18)
conservation of energy,
0 = ρ
(
u
∂T
∂r
+
v
r
∂T
∂θ
)
+
1
rcp
∂
∂r
(
rqr − r
∑
i∈S
hiρYiu
d
i
)
+
1
rcp
∂
∂θ
(
qθ −
∑
i∈S
hiρYiv
d
i
)
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+
1
cp
∑
i∈S
(
ρYiu
d
i cpi
∂T
∂r
+ ρYiv
d
i cpi
1
r
∂T
∂θ
)
+
1
cp
∑
i∈S
(ωihimi) +
Q
cp
(3.19)
and conservation of species,
0 = ρ
(
u
∂Yi
∂r
+
v
r
∂Yi
∂θ
)
+
1
r
∂
∂r
(
rρudiYi
)
+
1
r
∂
∂θ
(
ρvdi Yi
)− ωimi, i ∈ S (3.20)
The pressure eigenvalueH is discretized over the domain and treated implicitly to allow the
velocity boundary conditions to be specified [68]. The following equation is added to the
equation set,
0 =
∂H
∂r
(3.21)
with the boundary condition,
0 =
∂H
∂θ
(3.22)
This additional equation is required to enforce a uniform value for theH “eigenvalue,” while
keeping the velocity boundary conditions from over specifying the problem [68].
Radiation heat loss Q is included in the optically-thin form [69],
Q = 4σ
(
T 4 − T 4b
)
p0
∑
i
(xiai), i ∈ {H2O,CO2} (3.23)
where σ is the Stefan-Boltzmann constant, Tb is the background temperature, and ai is the
Planck mean absorption coefficient of species i (given in [69]).
3.3.1 Boundary Conditions
The computational domain consists either of a full 2D polar domain (r ∈ [0, R],
θ ∈ [0, 2pi]) or an angular section (r ∈ [0, R], θ ∈ [0, 2pi
N
]
) to force N-fold cellular symmetry.
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The azimuthal bounds have symmetry conditions for all variables except azimuthal velocity
v, which is set to zero at θ = 0. This condition is needed for a time-steady solution to keep
the flame from arbitrarily rotating in the domain. For the symmetric cellular cases studied
here, this velocity azimuthal boundary condition is natural and is observed along the centers
of each cell and extinction zone.
The radial boundary conditions are: inflow at the outer nozzle (r = R),
u = uBC ,
v
r
= 0, W = WBC , Yi(u+ u
d
i ) = (Yiu)BC , T = TBC
and centerline conditions at the origin (r = 0),
u = 0,
v
r
= 0,
∂W
∂r
= 0,
∂Yi
∂r
= 0,
∂T
∂r
= 0, I = 0
It is noted that the boundary condition for the absolute value of pressure I is arbitrary, as
only spatial gradients appear in the momentum conservation equations.
The centerline conditions are required to remove the singularity at the origin which
occurs when using polar coordinates for a full domain solution. The form of the boundary
conditions is consistent with previous 1D simulations [67, 68], and is accurate for partial-
domain solutions. For full domain solutions this boundary condition is inaccurate for non-
symmetric flame orientations, as the flame center is artificially fixed at the origin. Thus we
restrict our study to only symmetric flame orientations, which are fortuitously observed for
the experimental cases.
3.3.2 Staggered Mesh
The primitive variable formulation of the governing conservation equations can be
difficult to solve due to numerical oscillations [70, 71] stemming from central difference
stencils used on the first derivative terms in the mass and momentum conservation equations.
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Figure 3.1 Schematic of the main and staggered grid structures used to suppress numerical
oscillations.
The oscillatory behavior may be suppressed by resolving specific variables and equations on
a secondary staggered grid, which converts first-derivative stencils from oscillatory three-
point central difference versions to non-oscillatory versions.
The definition of the staggered grid used here is shown schematically in Figure 3.1,
where the staggered grid is shifted from the main grid along both coordinate directions. It
is noted that this grid definition differs from that reported in [70, 71] but is similar to the
definition used in OPPDIF [61]. Only one variable (I) and only one equation (3.15) are
resolved on the staggered grid.
3.4 Solution Method
The governing equations are discretized with finite differences [72] over a non-
uniformly spaced tensor-product grid in polar coordinates. First-order upwind differencing
is used on radial convective terms and second-order central differencing is used for all other
derivatives, resulting in a 9 point box stencil. Adaptive mesh refinement is implemented
in the radial direction by the method discussed in [73], where local grid spacing is subdi-
vided to increase resolution through the flame front. The variation of grid spacing in the
azimuthal direction was found to be unimportant, and equispaced nodes are used for sim-
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a b
Figure 3.2 The tensor product grid with adaptive refinement is successful at capturing cel-
lular flame structure, despite the inefficient node placement at the coordinate origin. Shown
is the same grid twice with two important minor species: H (a) and HO2 (b).
plicity. Grid independence is confirmed by comparing converged solutions on successively
refined grids, and all solutions reported here correspond to the final highest-resolution grid.
The final grid for a 4-cell flame case is shown in Figure 3.2, and is shown twice with dif-
ferent minor species to illustrate how well the adaptive grid refinement captures the flame
structure.
It is noted that the use of a tensor-product mesh [74] in polar coordinates suffers
from inefficient node placement near the coordinate origin (shown in Figure 3.2), where the
physical spacing between nodes converges to zero in the azimuthal direction. More efficient
techniques are discussed in literature (e.g. block-based [75] or cell-based [74]); however,
a tensor-product mesh is substantially simpler to implement and the low complexity of the
flame structure affords use of less efficient meshing and solution strategies (e.g. see discus-
sion in [74]).
The governing system of equations is solved using mesh-sequencing and pseudo-
transient continuation [76–78], where the final converged solution is reported in fully im-
plicit form. During development it was found that good convergence could be achieved by
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appending a pseudo-transient term simply on the energy equation. The solution algorithm is
a Newton search with left-preconditioning (restricted additive Schwarz [79] solved exactly
with 1 node overlap). The Jacobian and the preconditioner are formed intermittently dur-
ing the solution process, and refreshing the matrices every 5 Newton steps provided a good
tradeoff between computational speed and convergence. The local linear problem is solved
with GMRES, and the final solution is reported with a 2-norm error tolerance of 10−4.
The computational requirements for the 2D simulations of cellular tubular flames
are modest. Partial domain solutions (θ ∈ [0, 2pi
N
]
) were capable of being solved on a single
PC (2.66 GHz Intel Xeon W3520, 4 cores, 10 GB RAM); however, most cases were solved
using a small cluster (5 Xeon W3520 PC’s, 20 cores, 50 GB total RAM, Gigabit Ethernet
interconnect) for speed-up. The maximum number of cores used for simulations was 19,
leaving 1 core for data analysis and the graphical user interface. The additional memory
present in the cluster was required for the full domain solutions (θ ∈ [0, 2pi]).
3.5 Software Design
The numerical simulation is implemented with PETSc [80], which provides a variety
of solution algorithms, data structures, and simplified interfaces to parallel communication
tasks. The code is written predominantly in C++, with sections of Fortran and C to pro-
vide interfaces to the Fortran libraries CHEMKIN II [47, 48] and EGLIB [46]. The program
design follows the standard parallel programming paradigm: a single process runs on each
computer core, all operate with a single shared data set, and communication is handled with
a message passing interface (MPICH). The overall program design is shown in Figure 3.3 as
a flowchart.
Parallelization is achieved by partitioning the spatial domain into sections and dis-
tributing variables over each section to a separate process. The computational efficiency
is known to be strongly sensitive to the partitioning strategy (e.g. see discussion in [81]).
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Figure 3.3 Flowchart of the numerical simulation software used for all PETSc-based codes
developed in this work.
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During development it was found that simply partitioning the domain along the angular
direction to form radial “strips” provided satisfactory convergence. The computational ef-
ficiency of this domain decomposition strategy is shown in Figure 3.4 for a test problem
solved across increasing numbers of cores (72× 237 grid points, 4 cell N2 flame case, sin-
gle pseudo-transient solve to an error tolerance of 10−2). The parallel efficiency is defined
as [81],
η (n) =
t1
n tn
(3.24)
where t1 is the wall-clock simulation time for execution across 1 core, and tn is the wall-
clock time for execution across n cores. The parallel efficiency peaks at at approximately
60% for the test problem. This isn’t as efficient as more optimized approaches (e.g. >70%
[81]) but for the relatively low complexity of cellular tubular flames this was found to be
sufficient: grid-independent results can be achieved with multicomponent properties and
detailed chemistry in usually<8 hours of compute time across 19 cores of the 5 PC cluster.
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Figure 3.4 Parallel efficiency of a test problem solved across an increasing number of cores
(72×237 grid points, 4 cell N2 flame case, single pseudo-transient solve to an error tolerance
of 10−2).
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CHAPTER IV
CASE STUDIES
Tubular flame cases were examined experimentally and numerically with a short
parametric study in stretch (200 s−1 or 400 s−1) and dilution (N2 or CO2) to broadly charac-
terize the cellular structure. The number of cells was chosen with the equivalence ratio [7]:
a 4 cell state for low stretch cases, which resulted in 3 cells for high stretch cases. The size
of this study was kept low (4 flame cases total) to mitigate the amount of time spent on
data collection and numerical simulation in favor of analysis on the cellular flame structure.
Cellular tubular flames have not been examined before with detailed experimental or numer-
ical approaches, and the potential range of non-trivial test cases is large [7]: covering up
to ∼8 cells, additional diluent gas types, and non-symmetric flame cases. With the results
from this brief case study, additional experimental campaigns may be planned with more
specificity and executed in the future.
Chemiluminescence images of the cellular cases are shown in Figure 4.1, and val-
ues for the boundary conditions are included in Table 4.1. The value for the axial velocity
gradient boundary condition WBC is difficult to quantify and was not experimentally mea-
sured. For stagnation burners with contoured nozzles, WBC is known to be non-zero and
positive [62, 82]. The flame structure does not change significantly with changes in WBC ;
the radial flame position simply shifts to longer radius with a more positive boundary con-
dition. The value forWBC for the simulation is chosen to match the flame position observed
with the temperature profile from the experiment. The expected value for W in the preheat
zone (approximately 200 s−1 or 400 s−1) is observed and is not strongly sensitive to WBC .
To unify the presentation, the experimental measurements are mirrored to recon-
struct the full flame image for comparison to the simulation results. The data is mapped
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Figure 4.1 Chemiluminescence images showing cellular premixed cases listed in Table 4.1.
Table 4.1 Experimental conditions for premixed cellular tubular flames. Dimensions are:
mole fractions for chemical species concentrations, cm
s
for radial velocity, and 1
s
for stretch.
O2 N2 CO2 H2 ur WBC Le Φ k
a 0.190 0.715 0.095 76.47 50 0.32 0.25 200.2
b 0.190 0.715 0.095 152.9 130 0.32 0.25 400.4
c 0.182 0.685 0.133 76.46 60 0.25 0.36 200.2
d 0.182 0.685 0.133 152.9 170 0.25 0.36 400.3
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using radial basis functions [83–85], which permit straight forward interpolation with pre-
scribed symmetry for reconstructing the flame structure over the entire spatial domain.
4.1 Low Stretch N2 Dilution Case
Shown in Figure 4.2 are the experimental and numerical results for the 4 cell low
stretch N2 diluted flame (case a in Table 4.1). Qualitatively the comparison is excellent be-
tween numerical simulation and experiment, observed in the curvature of the flame cells and
the distribution of the peak minor species number densities. Four flame cells are predicted,
and the nature of the extinction zones can be confirmed to be thermal-diffusive in nature.
The sharp “cusp” character of the extinction zone is observed in the O2 and H2O concentra-
tion maps and is not seen in the H2 map; the hydrogen from the extinction zones is diffusing
preferentially towards the cellular flame structures. This equivalence ratio enhancement is
observed clearly, where the peak value is significantly higher than the boundary condition
(Φ = 0.25).
Quantitatively the differences are significant, observed in the temperature, H2O, O2,
and Φ maps. The experimental equivalence ratio enhancement is consistent with the other
discrepancies, where higher Φ results in: a hotter flame temperature, increased reactant
consumption (O2), and increased product generation (H2O). This is confirmed by examining
the temperature at the flame center (r = 0) and comparing it to the calculated adiabatic
temperature of a H2-air mixture with the same local equivalence ratio—experimental results
show Φ = 0.43 and T = 1480 K (adiabatic T = 1489.6 K), and numerical results show
Φ = 0.348 and T = 1306.4 K (adiabatic T = 1301.7 K).
While the equivalence ratio and temperature enhancement is consistent for each data
set, a discrepancy of this magnitude is unexpected since the numerical simulation includes
detailed kinetic and transport models. Additionally, a discrepancy in the temperature field
is expected to affect minor species results, as the temperature and major species are required
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Figure 4.2 Comparison between numerical (top) and experimental (bottom) results for the
low stretch N2 diluted flame case a in Table 4.1
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to report quantitative minor species concentrations due to collisional quenching corrections
[31]. The other possibility is the inaccuracy of the boundary layer approximation; however,
this approximation was found to work well for non-cellular flames of similar equivalence
ratios and stretch rates [14, 30, 67]. For a clearer interpretation of these results, the other
flame cases must be analyzed and compared.
4.2 High Stretch N2 Dilution Case
Shown in Figure 4.3 are the experimental and numerical results for the 3 cell high
stretch N2 diluted flame (case b in Table 4.1). Similarly good agreement is found qual-
itatively with the comparison between simulation and experiments—the flame curvature,
number of cells, and the thermal-diffusive mechanism (enhanced equivalence ratio in re-
action cells) is observed. Interestingly, the same trends with qualitative discrepancies are
found in this data-set as with the low stretch N2 flame: temperature and equivalence ratio
enhancements are under-predicted with simulation.
The more striking result is the similarity of the flame observables between the two
N2 dilution flame cases despite doubling the stretch rate. The experimental measurements
for peak temperature, peak equivalence ratio, and peak minor species concentrations are all
similar. This trend is not as pronounced in the simulation results, where the same observ-
ables increase slightly with doubling of the stretch rate. This leads to the hypothesis that
the local cell curvature appears to be determining the enhancement of local equivalence
ratio and therefore flame temperature. As seen in Figures 4.2 and 4.3, both experimental
cases have flame cells of about the same local flame curvature. The simulation results also
support this hypothesis, where the high stretch flame experiences slightly higher curvature.
To better understand the similarity between low and high stretch cases, the flame
curvature was quantified experimentally and numerically. The flame boundary is defined
with an isotherm that coincides with the peak chemiluminescence intensity (1350 K for
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Figure 4.3 Comparison between numerical (top) and experimental (bottom) results for the
high stretch N2 diluted flame case b in Table 4.1
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both experimental cases, 1223 K and 1245 K for low and high stretch simulation cases). For
both the experiments and simulations, the curvature was found to be non-constant across the
flame cell, where lower curvature is observed at cell center compared to the edges. This may
be an artifact from the specific flame boundary, due to the sensitivity of flame parameters
on specific flame surface definitions in experimental data [86]. Taking an average curvature
value over the flame cell is estimated as being a more repeatable parameter, which was
found to be approximately equal between the two stretch cases experimentally (∼1 mm−1)
[87], and slightly higher for the high stretch (∼1.22 mm−1) vs. low stretch (∼0.85 mm−1)
simulation result. It is noted that using a contour of the peak heat release would be a more
accurate flame surface profile; however, this data is only present in the simulation results,
and using an isotherm allows for the same flame surface definition between the experiment
and simulation.
To the author’s knowledge, an invariance (or approximate invariance) of local flame
curvature with respect to stretch has not been reported. Curvature in non-cellular tubular
flames is strongly dependent on stretch [14, 15], and previous research on cellular tubular
flames [7, 15] does not quantify local cell curvature. The observed decoupling of stretch
from curvature may be explained through the nature of the tubular flow-field—stretch is
nonzero only along the axial direction, and the cellular structures only occur along the az-
imuthal direction. This orthogonality for tubular flames may be a cause for the observed
independence of local curvature and stretch; in other premixed laminar burners, this de-
coupling is not possible. In spherical premixed flames, stretch acts along both dimensions
of the flame surface and causes a thermal-diffusive cellular structure without regular pat-
terns [5, 88]. In stagnation flow burners (opposed jet, stagnation jet, and tubular) stretch is
unidirectional, although for all but the tubular burner, stretch forces azimuthal cellular states
that experience variable cell widths (forming angular sections) [5]. For tubular flames, the
cells form uniform “stripes” that experience uniform curvature.
46
DR
AF
T
4.3 Low Stretch CO2 Dilution Case
Shown in Figure 4.4 are the experimental and numerical results for the 4 cell low
stretch CO2 diluted flame (case c in Table 4.1). Qualitatively the comparison is good, partic-
ularly with the curvature of the flame and the relative shapes of the temperature and major
species plots. The flame cell curvature does not agree as well for the two minor species
measured. The experimental measurements show flame cells with lower curvature at the
center of the cell, and sharper curvature at the edges.
Quantitatively the comparison is good between the temperature profiles; however,
the product generation, oxidizer consumption, and hydrogen enrichment (H2O, O2, Φ) in
addition to one of the minor species (H-atoms) are all over-predicted. The difference in
the measured and simulated OH peak values are well within the estimated experimental
uncertainty (±2.0 × 1015 cm−3). From interpretation of the temperature field agreement,
this flame condition experimentally results in a stronger flame with lower consumption of
O2 and lower equivalence ratio enhancement. This does not agree with intuition, as a lower
Lewis number should prescribe a stronger equivalence ratio enhancement for a stronger
burning flame.
Similarly as to what was done previously, the consistency is checked between the
two data sets by comparing the temperature at the flame center (r = 0) to the calculated
adiabatic temperature of an H2/O2/CO2 mixture with the same local equivalence ratio and
initial CO2:O2 ratio (3.76:1). Experimental results show Φ = 0.40 and T = 1230 K (adia-
batic T = 1125.3 K), and numerical results show Φ = 0.530 and T = 1291.4 K (adiabatic
T = 1336.4 K). The center-line temperature significantly disagrees with the adiabatic for
both experiment (+100 K) and simulation (-45 K). This leads to the conclusion that the rel-
ative CO2 content at the center-line changes—the preferential diffusion responsible for the
equivalence ratio enhancement is also affecting the local dilution ratio.
It is noted that similar discrepancies were observed and not resolved with non-
cellular CO2 diluted tubular flames (shown in Figure 6 of reference [30]), where the CO2
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Figure 4.4 Comparison between numerical (top) and experimental (bottom) results for the
low stretch CO2 diluted flame case c in Table 4.1
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concentrations at the origin were ill predicted.
4.4 High Stretch CO2 Dilution Case
Shown in Figure 4.5 are the experimental and numerical results for the 3 cell high
stretch CO2 diluted flame (case d in Table 4.1). Qualitatively the comparison is good, with
the cell curvature being predicted well for both the major species and temperature data
as well as with the two minor species measurements. Qualitatively the observations are
similar to the low stretch CO2 case: the temperature is well predicted, the equivalence ratio
enhancement, product generation, and oxidizer consumption are under predicted, and the H-
atoms are over predicted. In contrast, the peak OH concentration is under-predicted, though
the difference is comparable to the estimated experimental uncertainty (±2.0×1015 cm−3).
The doubling of the stretch rate does not significantly change the peak temperature
or the flame cell curvature, agreeing with the trend observed from the two N2 flame cases.
This finding supports the hypothesis made previously based on the N2 cases: curvature, not
the stretch rate, is dominant in defining flame structure in this flow field. For a more in-depth
analysis of the cellular structure, numerical experiments provide access to more complete
data sets with conditions difficult to measure experimentally. With the observation of similar
trends and good qualitative agreement between experimental and simulation results, the
results from numerical experiments are expected to be valid.
4.5 Summary
Despite the quantitative discrepancy between the experimental and numerical re-
sults, comparison between each of the 4 cellular flame cases for either the numerical or
experimental results yield similar observations. Aside from the number of cells, the flame
structure is approximately invariant between cases with the same dilution gas—despite dou-
bling the stretch rate the peak temperature, peak chemical species concentrations, and flame
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Figure 4.5 Comparison between numerical (top) and experimental (bottom) results for the
high stretch CO2 diluted flame case d in Table 4.1
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cell curvatures are all very comparable. What appears to be local extinction (observed in H,
OH, and O minor species plots) is actually zones of low temperature chemistry (observed
in HO2 and H2O2 plots). This observation implies that cellular flames could be useful ex-
perimental and numerical targets for future investigations of chemical kinetics, where the
zones of different chemistry strongly test reduced mechanisms. Overall, these tubular cel-
lular flame cases exhibit strong local curvature with apparent extinction zones that provide
strong multidimensional spatial non-uniformity similar to practical turbulent flames in a
laminar and time-steady environment.
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CHAPTER V
NUMERICAL EXPERIMENTS
Analysis of flame structure is frequently easier with simulations as compared to ex-
periments, as quantities that are commonly discussed can be difficult to directly measure
(e.g. heat release rate), yet may be unambiguously derived from simulation results. What
simulations can also provide is verification of whether or not specific experimental observ-
ables correlate with derived quantities. Cellular flames offer this luxury, and as an exam-
ple the comparison of heat release rate and predicted chemiluminescence [19] is shown in
Figure 5.1. The correspondence of these two quantities is exceptional, suggesting that for
similar conditions the experimental imaging of chemiluminescence is sufficient for locating
the flame reaction zone structure. Because of the low computational cost, further numerical
experiments can be easily and quickly performed to investigate the quantitative correlation
between other observable and derived flame quantities.
Here, the focus will be on the use of numerical experiments to: (1) examine the util-
ity of cellular tubular flames for investigating practical phenomena, and (2) expand on the
trends observed with the case study. This investigation will focus on the results from para-
metric studies performed with full detailed chemical kinetics and multicomponent transport,
with the intention of drawing clear conclusions on the dominant phenomena responsible for
the cellular structure.
5.1 Cellular Hysteresis
A topic found in fundamental flame research is investigating hysteresis and multi-
plicity using a variety of analytical techniques. These phenomena allow insight into tur-
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a b
Figure 5.1 Numerical comparison between the heat release rate (a) and predicted chemilu-
minescence (b) for the low stretch N2 diluted flame case a in Table 4.1
bulence by examining the mathematical stability of different flame surface structures. The
tubular flame offers distinct advantages, as the spatial instability can be observed experimen-
tally and is capable of being simulated with full detail. This flow field has been previously
examined with local a linear stability analysis [89], and presumably could be examined with
non-linear analyses (e.g. reference [90] for planar flames) which use fewer non-physical as-
sumptions.
The use of the tubular cellular flame allows for clear and direct comparison between
analytical and experimental results. Here, we examine the hysteresis found between cellular
states when changing the equivalence ratio. This allows for a multiplicity of observed flame
states (e.g. either a 3 or 4 cell case) for the same boundary conditions. The range over which
this effect is experimentally observed is narrow, and only successive numbers of cells are
observed to exist. This is replicated numerically with a parametric study on the boundary
equivalence ratio.
The parametric study was performed with the low stretch N2 dilution mixture (H2-
air, k = 200 s−1) in the full domain (θ ∈ [0, 2pi]), and scanned from a non-cellular flame
case out to a 7-cell flame case. The equivalence ratio is scanned in steps of 0.005, first in the
53
DR
AF
T
0.18 0.19 0.2 0.21 0.22 0.23 0.24 0.25 0.26 0.27 0.28
0.8
1
1.2
1.4
1.6
1.8
2
2.2
2.4
2.6
2.8
1
1
1
1
1
1
1
1
1
1
1
3
3
3
3
4
4
5
5
6
6
3
3
4
4
5
5
6
6
7
7
7
7
7
R
ad
iu
s o
f C
ur
va
tu
re
 [m
m]
Equivalence Ratio
 
 
Positive Direction
Negative Direction
Experimental Condition
Figure 5.2 Hysteresis loop and multiplicity of the 200 s−1 N2 case, when increasing the
equivalence ratio from 0.18 to 0.285 (positive direction), followed by decreasing equiva-
lence ratio (negative direction) back to the starting value. Black trends are where both the
positive and negative directions obtained the same numerical solution. Here, “1” cell refers
to the non-cellular flame.
positive direction (0.180→ 0.285) and then in the negative direction (0.285→ 0.180). The
results are processed for radius of curvature at the center of the flame cell, using the contour
of the peak heat release. This is shown in Figure 5.2 where: each solution is shown with a
number for the number of cells, solid lines connect the solutions with the same number of
cells, and dashed lines denote a solution process where the number of cells changed. The
solid black lines denote that the same solution is obtained for either direction, and the black
data point is the 4-cell solution found for the experimental boundary conditions.
The 4-cell flame condition is completely enveloped in the hysteresis loop, which is
numerically predicted to be wider than found experimentally. This follows intuition, as the
experiment suffers from more noise that is not present in the simulation (e.g. oscillations
in flow rates or room vibrations). The specific utility for a hysteresis loop is the ability to
54
DR
AF
T
Figure 5.3 Heat release rates for three numerically predicted cellular states of the low stretch
H2-air cellular tubular flame case a in Table 4.1.
examine the flame cases that result from it—multiple flame states may be simulated for the
same boundary conditions. This allows for clear comparisons of flame structure that omit
any changes in the mixture.
The heat release plots of the three numerically predicted flame cases at Φ = 0.25
(3, 4, and 5 cells) are shown in Figure 5.3. Both the cell curvature and the peak heat release
increases with increasing numbers of cells. For a clearer comparison, the peak radial heat
release is plotted in Figure 5.4 as a function of azimuthal angle for these flame cases—
more cells correspond to a peak heat release that is higher in the cells, and lower in the
extinction zones. This finding agrees with findings reported in literature, where sub-unity
Lewis number flames are enhanced with more positive curvature. Cellular tubular flames
simply provide a relatively simple flame geometry (2D structure) that can separate the effects
of stretch and curvature, which is not available for cellular or non-cellular flames in other
laboratory burners.
5.2 Dilution Gas Type
The relative significance of heat and mass diffusion is gauged broadly with the di-
mensionless Lewis number, which has been shown to be responsible for cellular flame struc-
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Figure 5.4 Peak radial heat release rates for the three numerically predicted cellular states of
the low stretch H2-air cellular tubular flame shown in Figure 5.3. The azimuthal coordinate
is scanned from the cell center (θ = 0) over to the extinction zone center (θ = pi
N
) for each
N-celled flame case.
ture: cells are only observed for Le < 1 [7]. What was found with this case study is that
experimental flame curvature does not strongly depend to the dilution gas type (for the con-
ditions considered). This result does not follow intuition, as a lower Lewis number should
result in flame cells with higher curvature (lower radii of curvature) and higher thermal-
diffusive enhancement. What has been investigated in the past is the transition points for
different cell numbers as a function of dilution gas [7]. What numerical experiments can
additionally provide is clear access to the curvature and transition behavior of the tubular
cellular flames.
The parametric study was performed in equivalence ratio using the low stretch mix-
tures (k = 200 s−1) of N2 or CO2 at the same dilution/oxidizer ratio (3.76:1) in the full
domain (θ ∈ [0, 2pi]). For either mixture the simulation was scanned from a non-cellular
flame case out to a 7 cell case, resulting in ranges of equivalence ratio of [0.180, 0.285] for
N2 and [0.24, 0.43] for CO2 dilution. The equivalence ratio was scanned in different step
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Figure 5.5 Effect of dilution gas type on cellular character, where the equivalence ratio is
increased from non-cellular to 7 cells for a stretch rate of 200 s−1. Here, “1” cell refers to
the non-cellular flame.
sizes for either N2 (0.005) or CO2 (0.01) due to the different equivalence ratio ranges over
which the cellular behavior covers. The results are processed for radius of curvature and are
displayed in Figure 5.5 using the same technique discussed previously in Section 5.1.
What is immediately observed is that the lower Lewis number CO2 mixture (Le ∼
0.25) on average sustains cellular flames with lower radii of curvature compared to the N2
mixture (Le ∼ 0.36), agreeing with intuition. As the equivalence ratio is increased the ra-
dius of curvature increases, eventually resulting in a transition to a higher number of cells
with a lower curvature radius (neglecting the 2-cell cases). What is additionally observed
is that for limited ranges of equivalence ratios, flames with the same number of cells can be
obtained in both mixtures that have the same cell curvature. This agrees with the experi-
mental observations, but extends the conclusion to show that the effect of Lewis number is
to lower on average the curvature of the flames for all numbers of cells.
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The main discrepancy observed is the existence of the 2-celled case for only the CO2
cases. This flame geometry is observed experimentally for both dilution gasses; however,
they can be difficult to conclusively discern from a non-cellular geometry [7], and they
tend to quickly transition to a 3 cell state. The existence of these cases in only one of the
parametric studies to assumed to be due to the incomplete nature of the simulation algorithm
for tracking symmetry transitions. The solution process used here solved successive cases
using the previous solution as the initial condition. For a more thorough examination of
the existence of different symmetry states and the exact transition points between them, the
solution algorithm would require modification for stabilization to track these phenomena
specifically [91].
5.3 Effect of Stretch Rate
The investigation of stretch rate on the structure of flames is a common topic, which
is essential for building computationally efficient approximations to chemical kinetics in
practical flames (e.g. see references [2,92]). The cellular tubular flame allows for investiga-
tions with less restriction on the flame curvature. The non-cellular geometry prescribes the
curvature as a function of stretch rate (due to the stagnation point velocity field); cellular
geometries allow the individual cells to adapt to the flow field similar to realistic flames in
practical burners.
The parametric study was performed in stretch rate using the two mixtures found
from the study in section 5.2 that resulted in 7 cell cases at k = 200 s−1: Φ = 0.285
for N2 and Φ = 0.43 for CO2 dilution. The simulation is performed in the full domain
(θ ∈ [0, 2pi]), and the stretch rate is increased in steps of 25 from k =200 to 750 s−1. The
results are processed for radius of curvature and are displayed in Figure 5.6 using the same
technique discussed previously in Section 5.1.
The strongest difference between the two mixtures is the increments for cell number
58
DR
AF
T
200 300 400 500 600 700 800
0.6
0.7
0.8
0.9
1
1.1
1.2
1.3
1.4
1.5
1.6
7
7
7
7
7
6
6
6
5
5
5
4
4 4
4
4
3
3
3 3
3 3 3
7
7
7
7
5
5
5
5
5
5
3
3
3
3
3
3
3
3
3 3 3
R
ad
iu
s o
f C
ur
va
tu
re
 [m
m]
Stretch Rate [s−1]
 
 
CO2 Dilution
N2 Dilution
Figure 5.6 Effect of increasing the stretch rate from 200 to 750 s−1 on the cellular character
for two different dilution gasses: Φ =0.285 for N2 and Φ =0.43 for CO2.
transitions: CO2 flames decrease in cell number by 1 and N2 flames by 2. This trend has
not been reported in experiments; however, it is likely that parametric studies similar to
this have not been performed experimentally. In the past it has been difficult to change
the stretch rate without varying the equivalence ratio in the process; with the experimental
setup developed during the course of this work, simultaneous control of all gas mass-flow
controllers is possible for this type of experiment.
The second strong observation from the results in Figure 5.6 is that the lower Lewis
number CO2 mixture results in flame cells with a lower radius of curvature on average as
compared to the N2 dilution. However, the experimental trend is also observed—for specific
conditions flames with different numbers of cells and/or a different dilution gas can exist
with the same flame curvature. This aspect of numerical and experimental investigations
cannot be overstated: conflicting observations can be made with incomplete data sets. If
we were to rely only on the results from the brief parametric study, incorrect conclusions
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could be drawn. A more complete case study with many more experiments can provide
evidence for stronger conclusions; however, numerical experiments are less expensive and
can provide results that guide the experimental design for more focused future experimental
studies.
5.4 Summary
As found from the three parametric studies, numerical experimentation is a valu-
able tool to interpret or guide experimental campaigns. The low expense of tubular cellular
simulations (relative to detailed experimental campaigns) allows for exploration to discover
flame conditions that show high sensitivity to desired observable phenomena. Here, the
numerical experiments were performed to characterize the effect of the controlled variables
(stretch rate, equivalence ratio, and dilution gas type) on the flame appearance (curvature
and number of cells). All of the findings are consistent with the hypothesis that the flame
curvature, not stretch rate, is dominant in determining flame structure for the mixtures con-
sidered.
The importance of experimental and numerical case studies cannot be neglected—
results from the numerical simulation do not match all of the experimental measurements
and the discrepancies have not all been reconciled. The accuracy of the numerical simula-
tions and the numerical experiments is good within the bounds of the simulation: accuracy
of the kinetic rate parameters, diffusive transport parameters, and/or the boundary layer as-
sumption. It remains unclear from non-cellular work which of these effects is the dominant,
as the discrepancy with the experiment is significantly higher than the estimated measure-
ment uncertainty.
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CHAPTER VI
TRANSPORT APPROXIMATIONS
As found from the case study and numerical experiments, the structure of flame cells
is strongly related to the thermal-diffusive properties of the mixture. Thus, cellular tubular
flames are attractive for investigating the accuracy of diffusive transport approximations,
as the structure should be highly sensitive to the accuracy of transport models. The two
common approximations found in literature are examined here: (1) neglecting thermal dif-
fusion and (2) using a mixture-averaged approximation for dominant transport fluxes (heat,
mass, and momentum). These assumptions have previously been examined with detailed
1D [56,93] and 2D [57,94,95] simulations, which all arrive at similar conclusions: thermal
diffusion can be important in predicting quantitative flame structure, thermal diffusion is
dominated by the Soret effect, and the mixture-averaged approximation is valid for dilute
mixtures.
For clarity of discussion: (1) we restrict our initial analysis to the 4-cell N2 flame case
a in Table 4.1, and (2) we define acronyms to label simulation cases based on the specific
diffusive transport model. The overall form of diffusive transport is either multicomponent
(MC) or the mixture-averaged approximation (MA), and simulation cases may include or
neglect thermal diffusion (TD). Then, the most accurate simulation result is multicompo-
nent with full thermal diffusion (MC-TD), and the most common modeling simplification
is mixture-averaged with no thermal diffusion (MA).
The most common approximation, neglecting thermal diffusion, is significant and
is shown in Figure 6.1 by comparing the MC-TD case against the MC case. The flame
cells exhibit qualitatively different flame appearance and substantially lower flame strength
if thermal diffusion is not included. Also found is that thermal diffusion is dominated by
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MC-TD MC
MC MA
Figure 6.1 Comparison of heat release rates for different diffusive transport approximations
on the low stretch H2-air cellular tubular flame case a in Table 4.1. The comparisons are
for multicomponent (MC) or mixture-averaged (MA) transport optionally including thermal
diffusion (TD).
the Soret effect; neglecting only the Dufour effect causes negligible change to the flame
appearance. This finding agrees with conclusions reported in literature [56, 57].
The next common approximation is to use mixture-averaged forms for the primary
transport coefficients (µ, λ,Dij). Shown in Figure 6.1 are the simulation results neglecting
thermal diffusion comparing the MC case against the MA case. The difference between the
two formulations is negligible, again agreeing with conclusions reported in literature [56,57]
and supporting the common practice of using a mixture-averaged approximation. However,
without thermal diffusion, the flame structure is inaccurate. Including thermal diffusion re-
quires the calculation of the multicomponent form of heat conductivity (λ), and to the best
of the authors’ knowledge, an approximate formulation of thermal diffusion is not widely
accepted. The only approximations found are sparse in literature and are “semi-empirical”
formulations (e.g. see discussion in reference [56]). The most accessible approximation is
the thermal diffusion ratio χ˜i provided by CHEMKIN, for which even the documentation states
as “considerably less accurate than the thermal diffusion coefficients that are computed from
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the multicomponent formulation” [47]. What would be most beneficial for large-scale com-
putations is an accurate but computationally inexpensive approximation for thermal diffu-
sion.
6.1 Approximating Thermal Diffusion
In order to access the practical functional dependence of thermal diffusion, the co-
efficients are calculated for several flame cases using Equation 3.9b and are shown in Figure
6.2 for each chemical species as a function of temperature. The flame cases shown are full
transport (MC-TD) and consist of: both N2 cellular tubular flame conditions and two cases
of a lean H2-air 1D premixed flame [96]. The uniformity of the coefficients is excellent over
the spatial domains and across the two flame types. Furthermore, the dominant coefficients
correspond to the lightest chemical species (H and H2), and are an order of magnitude more
significant than all other species. This importance of light species is in agreement with find-
ings reported in literature [93], and supports the notion that a modeling approach concerning
only H and H2 would be sufficiently accurate.
Shown in Figure 6.3 are the different formulations of the H and H2 thermal diffusion
coefficients for the 4 cell flame case. Shown in black are the multicomponent coefficients
calculated with Equation 3.9b, and in red are the semi-empirical coefficients calculated with
Equation 3.11b. The accuracy of the semi-empirical model is poor, motivating the use of a
simple polynomial fit for a better approximation,
DTi ≈
M∑
n=1
ci,nT
n, mi < 5 (6.1)
where ci,n are M static coefficients for each species i, and only the light species (H, H2)
are considered. The form of the polynomial is chosen to simplify the expression of thermal
diffusion. For a single parameter fit, the thermal diffusion term in Equation 3.4b simplifies
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Figure 6.2 Shown are the thermal diffusion coefficients for different MC-TD flame simula-
tions. Both N2 dilution cellular tubular flames are shown: low stretch is shown in black and
high stretch is shown in red. One-dimensional premixed flame simulations [96] are shown
for comparison: Φ = 0.30 is shown in blue and Φ = 0.50 is shown in magenta. Note that
the data sets overlap and obscure each other.
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Figure 6.3 Shown are the thermal diffusion coefficients for H and H2 for different levels
of approximation calculated from the simulation results of the low stretch H2-air cellular
tubular flame case a in Table 4.1.
to
YiDTi ∇ lnT ≈ Yici,1∇T (6.2)
and for a higher order fit the term is expressed as
YiDTi ∇ lnT ≈ Yi
(
ci,1 + ci,2T + . . .+ ci,MT
M−1)∇T (6.3)
This polynomial form is shown in Figure 6.3 for two orders of fit: the single parameter fit
(M = 1) is the dashed blue line and a high order fit (M = 4) is the dashed magenta line.
The high order fit is indistinguishable from the multicomponent coefficients, while even the
linear fit is substantially more accurate than the semi-empirical model.
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To use this approximation in realistic simulation codes, the polynomial fitting coef-
ficients ci,n would need to be determined. In lou of theory to predict the values, prior cal-
culations of the flame structure would be required to provide data for the fit. However, the
true multicomponent thermal diffusion coefficients DTi can be calculated from any data set
using Equation 3.9b, including data sets that use approximate transport models. Excellent
correspondence is found between multicomponent thermal diffusion coefficients calculated
from the cellular flame simulation cases with full (MC-TD) and approximate (MA, MC)
transport. All the thermal diffusion coefficients collapse to the same trend, corresponding
to the black traces in Figure 6.3. This observation allows for the use of preexisting or pre-
liminary results to support a practical simulation that includes an accurate and inexpensive
approximation of thermal diffusion.
To compare the observable accuracy of the approximate thermal diffusion models,
simulations were performed with mixture-averaged diffusive transport combined either with
the semi-empirical CHEMKIN model, the linear model from Equation 6.1, or the fourth order
model from Equation 6.1. The coefficients ci,n are fit using least squares to the MC-TD case
data in Figure 6.3 and take the two forms: for the linear model,
DTi ≈

−5.731E − 07 · T for H2
−9.303E − 07 · T for H
(6.4)
and for the fourth order model,
DTi ≈

−7.751E−07 · T − 8.080E−11 · T 2 + 4.423E−13 · T 3 − 1.867E−16 · T 4 for H2
−2.475E−07 · T − 2.606E−09 · T 2 + 2.724E−12 · T 3 − 8.579E−16 · T 4 for H
(6.5)
whereDTi is in units of [g/cm s] and T is in [K]. The results for the 4 cell case are shown in
Figure 6.4 compared against the full multicomponent solution with thermal diffusion. The
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Figure 6.4 Comparison of heat release rates for different diffusive transport approximations
on the low stretch H2-air cellular tubular flame case a in Table 4.1. The comparisons are for
full multicomponent case (MC-TD) against different mixture-averaged cases: the polyno-
mial model of Equation 6.4 (MA-P1), the fourth-order polynomial model of Equation 6.5
(MA-P4), and the CHEMKIN semi-empirical model (MA-SE).
correspondence is excellent between the full multicomponent result (MC-TD), the fourth
order approximation (MA-P4), and the linear approximation (MA-P1). The agreement is
close between the full multicomponent result (MC-TD) and the semi-empirical CHEMKIN
thermal diffusion (MA-SE), but the latter predicts higher flame strength and slightly different
flame cell geometry. This discrepancy may not be deemed significant for some researchers;
however, in some mixtures the semi-empirical model reportedly predicts even the wrong
sign for the thermal diffusion terms [56]. This could not happen with the polynomial model
implemented here, as the coefficients are determined from direct calculations.
6.2 CO2 Dilution Results
The same trends are found for the CO2 diluted flame cases—the polynomial fits
from Equation 6.1 are accurate, and the fourth order fit is indistinguishable from the full
67
DR
AF
T
multicomponent solution. The coefficients of the polynomial fits differ from the N2 case
and take the forms: for the linear model,
DTi ≈

−7.222E − 07 · T for H2
−1.094E − 06 · T for H
(6.6)
and for the fourth order model,
DTi ≈

−5.466E−07 · T − 1.171E−09 · T 2 + 1.387E−12 · T 3 − 4.460E−16 · T 4 for H2
−2.468E−07 · T − 3.798E−09 · T 2 + 3.347E−12 · T 3 − 9.477E−16 · T 4 for H
(6.7)
These are shown graphically, along with the multicomponent and semi-empirical forms,
in Figure 6.5. Again, the semi-empirical form over estimates the magnitude of thermal
diffusion by almost a factor of 2.
The most significant difference between the thermal diffusion coefficients for flames
in the CO2 mixture verses the N2 mixture is the slopes. The CO2 mixture has steeper coef-
ficients that result in stronger thermal diffusion as compared to the N2 mixture. The same
conclusion found for cellular flames in the N2 mixture is supported by analysis of the CO2
mixture: the coefficients are independent of the local mixture variations throughout the
flame. Once the thermal diffusion coefficients are calculated from preliminary simulations
that use a representative gas mixture, the polynomial fit given in Equation 6.1 may be used
to include accurate and computationally inexpensive thermal diffusion effects.
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Figure 6.5 Shown are the thermal diffusion coefficients for H and H2 for different levels of
approximation calculated from the simulation results of the low stretch CO2 dilution flame
case c in Table 4.1
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CHAPTER VII
CONCLUSIONS
The premixed cellular structures found in tubular flames were characterized using
joint experimental and numerical approaches. Quantitative measurements of major species,
temperature, and H-atom and OH concentrations are reported for the first time in cellular
tubular flames. The major species and temperature measurement campaign provided ev-
idence that supports the importance of diffusive phenomena (specifically heat and mass)
on cellular flame structure. Preferential diffusion of molecular hydrogen from the extinc-
tion zones into the reaction cells is observed, with significantly enhanced temperatures and
equivalence ratios in the cells. The minor species measurement campaigns provide evi-
dence that supports the utility of H-atom measurements (now experimentally accessible
with fs two-photon LIF [36]) as an indicator for flame zones.
The numerical model for 2D cellular tubular flames was developed and implemented
with detailed chemical kinetics and multicomponent diffusive transport. The simulation
code was used to provide predicted cellular flame structure to compare against experimental
case data, and was then used to perform parametric studies to examine the effects of experi-
mental variables on the flame appearance. The case comparison between experimental and
numerically predicted temperature and chemical species fields show good agreement with
flame appearance, but show significant discrepancies with quantitative flame structures. The
trends observed experimentally are confirmed with numerical experiments: under specific
conditions the cellular curvature is insensitive to stretch rate and dilution, but on average
increasing stretch and decreasing the Lewis number leads to higher flame curvature.
Lastly, the numerical simulation code was used to show the importance of validat-
ing diffusive transport approximations commonly used in combustion simulations. Thermal
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diffusion was found to be critical for accurate predictions of the lean diluted H2 flames stud-
ied here, and is expected to be important for other flame geometries with sub-unity Lewis
numbers. This conclusion is found elsewhere in literature [56, 57], but thermal diffusion
currently does not appear to be included in many flame simulations due to the perceived nu-
merical cost. As shown here, the thermal diffusion coefficients may be approximated well
with a simple linear model, the coefficients of which can be predicted from previous sim-
ulation results that use mixture-averaged transport and exclude thermal diffusion. This has
the important implication that any available data set (from 1D laminar flames up through
3D time dependent turbulent flames) can be used to check the validity of the simple linear
thermal diffusion approximation discussed here.
The combination of experimental and numerical investigations for characterization
of flame cases is powerful. As shown here with cellular tubular flames, much can still
be learned about combustion from simplified flame cases and applied towards the under-
standing of combustion under practical conditions. Tubular cellular flames offer complex
structure with relatively simple experimental and numerical requirements. The quantitative
disagreement should be further investigated with future work utilizing different mixtures
and different tubular flame types (e.g. non-premixed and partially premixed); however, the
strong correspondence of overall flame shape and the ability to perform numerical experi-
ments justify the development of this cellular tubular flame simulation. The symmetric 2D
flame structure combined with the presence of extinction zones, reaction cells, and varying
flame curvature, make cellular tubular flames ideal for validating modeling approximations
used in practical simulations.
7.1 Suggestions for Future Work
This work provides the framework for future investigations of cellular tubular flames.
The implementation of the 2D scanning Raman scattering and LIF experimental setups,
combined with the development of the 2D numerical code, allows for further experimental
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and numerical campaigns to be performed in tandem to quickly diagnose discrepancies and
find specific flame cases that exemplify phenomena of interest.
Further experimental work is needed to investigate the quantitative agreement of the
numerical simulation with the experimental results. Suggested future work includes:
• Examining more premixed cases using: different fuels, wider ranges of equivalence
ratios, and additional dilution gas types
• Examining different flame types (e.g. non-premixed and partially-premixed) to fur-
ther investigate the accuracy of the 2D simulation formulation
• Examining the temperature discrepancy in the N2 diluted flame cases in more detail,
e.g. with a different experimental measurement method
Additional numerical simulation campaigns would be highly beneficial, and further
development of the numerical code could widen the scope of future simulation campaigns.
Suggested future work includes:
• Modification of the code to permit branch tracing [91], in order to follow the detailed
evolution of the cellular flame when changing the number of cells (i.e. turning points
and unstable solution branches)
• Revision of the code to eliminate the need for boundary conditions at the coordinate
origin, in order to allow for accurate solutions of non-symmetric cellular flames
• Modification of the code to resolve time dependent solutions, involving revision of
the pseudo-transient continuation formulation and the evolution of the adaptive mesh
to permit accurate time stepping
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APPENDIX A
RAMAN SCATTERING UNCERTAINTY ANALYSIS
The measurement uncertainty of the Raman measurements (chemical species num-
ber densities and temperature) is estimated using the Kline-McClintock method [34]. This
provides an estimate of the uncertainty (σ) of the derived variable (f ) as a function of the
uncertainties of the observed variables (xi),
σ2f =
∑
i
(
∂xi
∂f
σxi
)2
A.1 Chemical Species Number Density
The simplified governing equations for Raman scattering are,
si = EKi,iNi (A.1a)
Ni = xiNT = xi
p0
kbT
(A.1b)
si = sT,i − sB,i (A.1c)
where E is the average integrated pulse energy, K is the calibration matrix, N is the num-
ber density, x is the mole fraction, p0 is the thermodynamic pressure, kb is the Boltzmann
constant, T is temperature, s is the integrated Raman signals, the subscript i is for species
specific values, the subscript T is for the total value, and the subscript B is the background
value.
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When performing the partial differentiation, the following derivative rule is noted,
for y =
∏
xnii ,
∂y
∂xi
=
1
ni
y
xi
which allows for compact expressions of uncertainty. The estimated uncertainty for number
density can then be expressed in the form,
(
σN
NT
)2
i
= x2i
[(σs
s
)2
i
+
(
σE
〈E〉
)2
+
(σK
K
)2
i
]
(A.2)
The uncertainty from the coefficient matrix (σK) is derived the calibration procedure,
(σK
K
)2
i
=
(σs
s
)2
i
+
(
σE
〈E〉
)2
+
(σN
N
)2
i
which is combined with Equation A.2 to arrive at,
(
σN
NT
)2
i
= x2i
[(σs
s
)2
i
+
(
σE
〈E〉
)2]
+ x2i
[(σs
s
)2
i
+
(
σE
〈E〉
)2
+
(σN
N
)2
i
]
cal
(A.3)
From this form of the uncertainty, specific aspects of the experiments and calibra-
tions are included in the expression. First, the signal uncertainty (σs) is lower in the cali-
bration due to greater binning: the experiment bins 2 superpixels per spatial location and
calibration bins all 140 pixels. The binning scales the uncertainty with Poisson statistics,
(σs)cal =
√
2
140
(σs)
Second, the uncertainty for the mass flow controllers is taken as half of the accuracy (1%
full scale) and for the energy detector is taken as half of the instrument resolution (1%).
(σN
N
)
cal
= 1
2
(
0.01
〈
m˙max
m˙
〉)
(A.4a)(σE
E
)
= 1
2
(0.01) (A.4b)
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The form uncertainty from Equation A.3 may then be expressed as
(
σN
NT
)2
i
=
71
70
(
kbTσs,i
p 〈E〉Ki
)2
+ x2i
[
2 (0.005)2 +
(
0.005
〈
m˙max
m˙
〉)2] (A.5)
With the reasonable approximation of the nominal flow through the flow controllers during
calibration to be approximately 71%, then
(
σN
NT
)2
i
=
71
70
(
kb
p 〈E〉Ki
)2
T 2σ2s,i +
(
10−4
)
x2i
The uncertainty from the signal is from noise associated with the CCD chip. The
known (and checked) form of the noise is that of Poisson statistics, with the factor of the
number of spatial pixels that are summed to
σs =
√
NλsT
then the final form of the Raman scattering number density uncertainty is:
(
σN
NT
)2
=
71
70
(
kb
p 〈E〉Ki
)
xT +
71
70
(
kb
p 〈E〉Ki
)2
T 2sb +
(
10−4
)
x2i (A.6)
A.2 Temperature
Writing Equation A.1b in terms of temperature,
T =
p
kbNT
=
p
kb
(∑
Ni
)−1
then the uncertainty relation is simply expressed as:
(σT
T
)2
=
∑(σN,i
NT
)2
(A.7)
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APPENDIX B
1D FLAME CODE DOCUMENTATION
Included here are short descriptions of the 1D flame codes that were modified or
developed during the course of this work. The first code described, TUBEDIF, was modified
to suit the author’s needs and was previously developed out of the commercial code OPPDIF
[61]. The other two codes, opprad 1D and oppaxi 1D, are based off of PETSc and were
implemented during the development of the 2D cellular tubular code described in Chapter
III.
B.1 TUBEDIF
This CHEMKIN-based code is used to simulate non-cellular tubular flames. This code
is a modified version of OPPDIF [61], initially modified by Chih-Jen Sung for premixed
flames (TUBEPRE [67]), and later modified by Mitchell Smooke for non-premixed flames
(TUBEDIF [21]). During the course of this work, the two separate codes were combined for
ease of use into TUBEDIF.
The velocity field is expressed in terms of the computational variables F , G, H:
F = −ρru (B.1)
G = ρrW (B.2)
H =
1
z
∂p˜1
∂z
(B.3)
In implementation, the radial component of the momentum conservation equation is not
solved. This reduces the computational expense of the simulation, at the loss of resolving
the full dynamic pressure field p˜1. Since the pressure gradient that appears in the axial mo-
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mentum conservation equation is an eigenvalue (H), the velocity field and flame structure
(u, W , Yi, T ) may be resolved without knowledge of the complete dynamic pressure field.
The time-steady form of the conservation equations are then expressed in terms of
the variables: F ,G, Yi, T ,H . The governing equations are [12]: conservation of total mass,
0 = G− dF
dr
(B.4)
conservation of momentum in the axial direction,
0 = −ρrF d
dr
(
G
ρr
)
− ρr d
dr
[
µr
d
dr
(
G
ρr
)]
+ ρr2H +G2 (B.5)
the eigenvalue equation,
0 =
dH
dr
(B.6)
conservation of energy,
0 = −F
r
dT
dr
− 1
rcp
d
dr
(
λr
dT
dr
)
+
1
cp
∑
i∈S
(
ρYiu
d
i cpi
dT
dr
)
+
1
cp
∑
i∈S
(ωihi) +
1
cp
Q− 1
rcp
d
dr
(
rqD
)
(B.7)
conservation of chemical species,
0 = −F
r
dYi
dr
+
1
r
d
dr
(
rρYiu
d
i
)− ωiWi, i ∈ S (B.8)
where udi is the radial diffusion velocity of species i,
ρYiu
d
i =
∑
j∈S
(
YiDij dxj
dr
)
− YiDTi
1
T
dT
dr
, i ∈ S (B.9)
CHEMKIN [48] is used to calculate the diffusive transport either in multicomponent form,
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given in Equation 3.10, or mixture average form, given in Equation 3.11. Radiation heat
loss (Q) is considered and is given by Equation 3.23.
For the premixed geometry, the problem domain is r ∈ [0, Ro], whereRo is the outer
nozzle radius. The boundary conditions for r = 0 are
F = 0 d
dr
T = 0
d
dr
G = 0 d
dr
Yk = 0, k ∈ S
and at r = Ro are
F = − (ρRu)BC T = TBC
G = (ρRW )BC ρYk
(
u+ udk
)
= (ρYku)BC , k ∈ S
For the non-premixed geometry, the problem domain is r ∈ [Ri, Ro]. The boundary
conditions for r = Ri are
F = − (ρRu)BC λ
dT
dr
=
∑
k∈S
(
h|T − h|TBC
)
(ρuYk)BC
G = 0 ρYk
(
u+ udk
)
= (ρYku)BC , k ∈ S
and the boundary conditions at r = Ro is the same as for the premixed case.
B.1.1 Solution Algorithm
The governing system of equations is solved implicitly with TWOPNT [97]. The solver
operates with two separate iterative algorithms to provide both global and fast local conver-
gence. The local technique (damped inexact Newton’s method) provides fast convergence
for quick solve times, but only converges when the solution iterate is “close” to the final so-
lution. The global technique (explicit pseudo-transient continuation) provides convergence
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over a wider range of solution iterates, but suffers from slow convergence. The solution
procedure is described in detail elsewhere [97–99]. In order to resolve the structure of the
flame, adaptive gridding is used to place grid points preferentially at locations within the do-
main with high activity. Grid independence is confirmed by doubling the number of points
and comparing the solutions.
B.2 opprad 1D
This PETSc-based code simulates the non-cellular tubular flame structure, which
is provided by the existing TUBEDIF. The code is named opprad 1D for opposed radial
jets, and may be used to simulate a flow domain both with or without an inner nozzle.
From the boundary-layer assumption, the governing equations are simplified with the use
of computational variables:
W =
∂w
∂z
(B.10)
p˜1 =
z2
2
H + I (r) (B.11)
The time-steady form of the conservations equations are formulated in terms of the vari-
ables: u, W , H , I , Yi, T . The governing equations are: conservation of total mass,
0 =
∂
∂r
(rρu) + rρW (B.12)
conservation of momentum in the radial direction,
0 = ρu
∂u
∂r
+
∂I
∂r
− 1
r
∂
∂r
(
2µr
∂u
∂r
)
− µ∂W
∂r
+
2µ
r
u
r
(B.13)
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conservation of momentum in the axial direction,
0 = ρ
(
u
∂W
∂r
+W 2
)
+H − 1
r
∂
∂r
(
µr
∂W
∂r
)
(B.14)
the eigenvalue equation,
0 =
dH
dr
(B.15)
conservation of energy,
0 = ρu
∂T
∂r
+
1
rcp
∂
∂r
(
rqr − r
∑
i∈S
hiρYiu
d
i
)
+
1
cp
∑
i∈S
(
ρYiu
d
i cpi
∂T
∂r
)
+
1
cp
∑
i∈S
(ωihimi) +
Q
cp
(B.16)
and conservation of species,
0 = ρu
∂Yi
∂r
+
1
r
∂
∂r
(
rρudiYi
)− ωimi, i ∈ S (B.17)
where the radial fluxes of heat (qr) and mass (ρYiudi ) are defined in Equation 3.8, and radi-
ation heat loss (Q) is defined in Equation 3.23.
For the premixed geometry, the problem domain is r ∈ [0, Ro], whereRo is the outer
nozzle radius. The boundary conditions for r = 0 are
u = 0 d
dr
T = 0
d
dr
W = 0 d
dr
Yk = 0, k ∈ S
and at r = Ro are
u = uBC T = TBC
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W = WBC ρYk
(
u+ udk
)
= (ρYku)BC , k ∈ S
For the non-premixed geometry, the problem domain is r ∈ [Ri, Ro]. The boundary
conditions for r = Ri are
ρu = (ρu)BC λ
dT
dr
=
∑
k∈S
(
h|T − h|TBC
)
(ρuYk)BC
W = 0 ρYk
(
u+ udk
)
= (ρYku)BC , k ∈ S
and the boundary conditions at r = Ro is the same as for the premixed case.
B.3 oppaxi 1D
This PETSc-based code simulates the non-cellular opposed jet flame structure, which
is provided by the existing codes OPPDIF [61] or CounterflowDiffusionFlame from
Cantera [49]. The code is named oppaxi 1D for Opposed Axial Jets, and may be used
to simulate a general type of flame (not just a diffusion flame as popular naming convention
seems to suggest). With the boundary-layer assumption, the domain is 1D along z and the
governing equations are simplified with the use of computational variables:
U =
u
r
(B.18)
p˜1 =
r2
2
H + I (z) (B.19)
The time-steady form of the conservations equations are formulated in terms of the vari-
ables: U , w, H , I , Yi, T . The governing equations are: conservation of total mass,
0 = 2ρU +
∂
∂z
(ρw) (B.20)
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conservation of radial momentum,
0 = ρU2 + ρw
∂U
∂z
+H − ∂
∂z
(
µ
∂U
∂z
)
(B.21)
conservation of axial momentum,
0 = ρw
∂w
∂z
+
∂I
∂z
− 2µ∂U
∂z
− 2 ∂
∂z
(
µ
∂w
∂z
)
(B.22)
the eigenvalue equation,
0 =
dH
dz
(B.23)
conservation of energy,
0 = ρw
∂T
∂z
− 1
cp
∂
∂z
(
rqz − r
∑
i∈S
hiρYiw
d
i
)
+
1
cp
∑
i∈S
(
ρYiw
d
i cpi
∂T
∂z
)
+
1
cp
∑
i∈S
(ωihimi) +
Q
cp
(B.24)
and conservation of chemical species,
0 = ρw
∂Yi
∂z
+
∂
∂z
(
ρYiw
d
i
)− ωimi, i ∈ S (B.25)
where the radial fluxes of heat and mass (qz, ρYiwdi ) are defined in Equation 3.8, and radia-
tion heat loss (Q) is defined in Equation 3.23.
For the premixed geometry, the problem domain is z ∈ [0, Lo], where Lo is the
spacing of the nozzle from the coordinate origin. The boundary conditions for z = 0 are
w = 0 d
dz
T = 0
d
dz
U = 0 d
dz
Yk = 0, k ∈ S
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and at z = Lo are
w = wBC T = TBC
U = UBC ρYk
(
w + wdk
)
= (ρYkw)BC , k ∈ S
For the non-premixed geometry, the problem domain is z ∈ [Li, Lo]. The boundary
conditions for z = Li are
w = wBC T = TBC
U = UBC ρYk
(
w + wdk
)
= (ρYkw)BC , k ∈ S
and the boundary conditions at z = Lo is the same as for the premixed case.
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