This work proposes a two-step phase-shifting algorithm as an improvement of fringe projection profilometry.
INTRODUCTION
With the advantages of being non-contact and non-destructive, optical three-dimensional (3D) shape measurement has been widely used in industrial manufacturing, computer vision, cultural heritage and many more 1, 2 . There are numerous ways for optical 3D shape measurement, in which the fringe projection profilometry (FPP) has become one of the most popular methods in recent years [3] [4] [5] . With the development of FPP, improving the time efficiency of measurements has attracted a lot attention [6] [7] [8] [9] [10] . The framerate of a specific fringe projection system is a limiting factor and determined by the hardware. For certain hardware configuration, improvement of time efficiency mainly depends on reducing the number of fringe patterns needed for a single measurement. Theoretically, single-shot methods 11 based on different transforms 12, 13 are the most time efficient methods. However, phase calculation with single fringe image suffers from spectrum leakage and is difficult with complex surfaces. Therefore, phase-shifting approaches are frequently applied in FPP to improve the robustness and accuracy of phase calculation [14] [15] [16] . bLolsc.foi
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In general, a minimum of three phase-shifted patterns are required to retrieve the phase information 17 , since the reconstruction equation has three independent variables. To further reduce the number of fringe patterns for a single measurement, the two-step phase-shifting approach based on elimination of the background term is investigated. An intuitive method to eliminate the background term is subtraction between two π-out-of-phase sinusoidal fringe patterns.
Then the phase can be calculated directly with inverse cosine 18 . Another approach is to use the Hilbert transform to obtain the in-quadrate component of the processed fringe pattern, with which the phase can be calculated 19 . If the background intensity of the fringe patterns is slowly changing, it can be removed via an intensity differential algorithm.
In this case the phase can be calculated using two fringe patterns with phase shift of π/2 20 . The background term can also be regarded as a direct current (DC) term, thus the phase can be calculated with arbitrary phase shift in (0, π) after DC-term suppression 21 .
However, all the existing methods are proposed based on the general expression of the fringe projection with three variables. A novel two-step phase-shifting algorithm is proposed in this paper. Considering the working process of fringe projection, the captured fringe image is formulated with only two variables, i.e. surface reflectivity and phase value.
Therefore, the phase can be calculated in principle with two fringe images. When the phase shift of 3π/2 is introduced, the solution of the equations can be well demonstrated with the intersection between a line and a circle. With this circle-line model, the characteristic of solution and the phase error due to non-zero ambient light are analyzed. Then the approach of error compensation is proposed based on contrast estimation and non-linear least square optimization. The paper is arranged as follows: Section 2 is the principle and some theoretical analysis of proposed approach; section 3 is the results and discussions of both simulation and experiment; section 4 makes a conclusion for this paper.
PRINCIPLE AND ANALYSIS

Two-step phase-shifting algorithm
In the classical fringe projection profilometry, the intensity of the deformed sinusoidal fringe after reflected from the object surface can be written as
where I(x, y) is the intensity of the captured image at pixel position (x, y), A(x, y) is the background intensity, B(x, y)
represents the amplitude intensity and ϕ(x, y) denotes the phase distribution. There are three unknown variables A, B and ϕ in the above formulation, thus at least three equations are needed to determine the unknown values, which leads to the well-known three-step phase-shifting. Here we try to discuss the possibility of two-step phase-shifting based on the process of fringe projection profilometry. A standard sinusoidal fringe pattern generated by computer can be described as
where ϕ 0 (x, y) denotes the standard phase distribution. a is the background term and A m is the contrast of fringe, both of them are set before fringe generation. They are all constants and will not change with the variation of the location. As shown in Fig. 1 , after I 0 is projected onto the surface of the object via the projector, the camera captures the deformed fringe I(x, y), which is reflected from the surface. During this process, the surface reflectivity r(x, y) can proportionally change the intensity of fringe, while the surface shape h(x, y) has an implicit impact on phase distribution. In addition, the ambient light N(x, y) may also affect the final intensity of the fringe. Therefore, the deformed fringe recorded by the camera can be formulated as
If the system is working in the darkness, the ambient light can be ignored. Then the deformed fringe can be simplified
where R(x, y)=ar(x, y) and it is proportional to the reflectivity of the surface, so we still call it reflectivity. There remain only two unknown variables in the aforementioned expression and only two equations are needed to solve them in theory.
Therefore, two fringes of two-step phase-shifting may be sufficient to calculate the phase.
Assume the shift of phase between two fringes is Δϕ=3π/2, then the corresponding equations for two-step phase-shifting algorithm can be formulated as follows 
According to the character of trigonometry, the distribution of phase ϕ(x, y) can be solved. To simplify the expression of solving process, we take the following three variable substitutions
Then Eq. (6) turns into the following form
The phase ϕ=arctan(t/s) of each pixel can be obtained after solving s and t from these equations. With the knowledge of analytic geometry, Eq. Generally, Eqs. (8) has two possible solutions, which correspond to two phase values ϕ 1 and ϕ 2 . While exception appears when the line is tangent to the circle. In this case, k reaches its extreme value and the tangent point P a or P b is the single solution of Eqs. (8) , which corresponds to the phase value ϕ a or ϕ b . Since the phase value is wrapped within the interval (-π, π], it can be inferred that ϕ 1 and ϕ 2 will be in a specific range respectively, i.e., 1 
Error analysis and compensation
In practical applications, it is difficult to totally avoid the disturbance of ambient light. There always exists active ambient light arising from the structured illumination of the projector. When the fringe patterns are projected, the light may be diffused and reflected multiple times on the surface of the object, which leads to the ambient light, especially for the object with complex surface. Moreover, the projectors minimum intensity is larger than zero, even locations where the projected pattern is zero. In addition, the smooth filtering is commonly applied to the captured fringe images, which aims to suppress the random noise, but it will reduce the fringe contrast at the same time. And there will be passive ambient light if the experimental environment is not completely dark. Therefore, it is necessary to further discuss the influence of ambient light.
Assuming that the intensity of the ambient light is smooth, the intensity of ambient light can be treated as locally constant, which is indicated by N. The modified expression of deformed fringe is as follows Fig. 3(a) . If A m is still used to calculate the phase with Eqs. (8), the calculated phase will have an error δϕ comparing with the true value. It can be found that the error is periodic and will reach its maximum absolute value when k reaches its extreme value, which corresponding to a φ′ or b φ′ . And at that time the sign of the error will change because the selection of correct phase value is switched between ϕ 1 and ϕ 2 . The distribution of phase error is schematically shown in Fig. 3(b) . To compensate the phase error, the actual fringe contrast m A′ needs to be estimated. When k takes the minimum value, Eqs. (8) will give two solutions corresponding to P b1 and P b2 shown in Fig. 3 However, due to the discrete sampling of digital image, the selected extreme of k still deviates from its analytical solution, which retains the error in the subsequent contrast estimation and phase calculation. To estimate the phase of the pixel which is close to the extreme of k more accurately, we treat m A′ as a variable and try to solve m A′ and ϕ directly.
In this case, the two-step phase-shifting for these pixels becomes an underdetermined problem, since there are three variables now. However, the local phase could be approximated to evolve linearly 22 , which will introduce a new If the number of pixels taken is larger than 3, it will become an over-determined problem, which can be well solved with the following non-linear least-squares optimization
Since the optimization will dramatically increase the time cost, this phase rectification is only applied to the pixel close to the extreme of k, where they have larger error comparing with other pixels. Gaussian noise is added into the images to simulate the noise of camera. Figure 4(a) shows one of the generated fringe images, and Fig. 4(b) shows the intensity distribution of added ambient light, in which the left-top corner has no ambient light while the right-bottom corner has the largest ambient light intensity. Figure 4(c) shows the estimated fringe contrast m A′ , which corresponds to the distribution of the ambient light. The unwrapped phase after the final optimization is shown in Fig. 4(d) , from which the carrier phase denoted by 2πfx has been removed. As the real phase distribution is known in the simulation, we can well analysis the phase error of proposed algorithm.
SIMULATIONS AND EXPERIMENTS
Simulation results
The phase error distributions corresponding to different stages of proposed approach are comparatively shown in Fig. 5 .
To make the demonstration clearer, only the data corresponding to the 100 th row of the image is shown. And the intensity ratio k between I 1 and I 2 is displayed in Fig. 5 (a) to provide positioning reference on x-axis. The phase error corresponding to given fringe contrast A m is shown in Fig. 5(b) , which can be seen the non-zero ambient light introduces which demonstrates the validity of proposed error compensation approach. 
Experimental results
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CONCLUSION
In summary, a two-step phase-shifting algorithm is proposed for phase reconstruction in fringe projection profilometry.
The deformed fringe image is formulated based on the working process of fringe projection, and a phase shift of 3π/2 is introduced to get the two-step phase-shifting. Considering the intensity ratio between the two fringe images and applying appropriate variable substitution, the process of solving the equations can be regarded as searching the intersection between a line and a circle. With this circle-line model, the number and range of the solutions are analyzed. Afterwards the phase error due to non-zero ambient light is discussed and an approach of error compensation is proposed based on contrast estimation and non-linear least square optimization. Both simulation and experimental results demonstrate the validity of the proposed approach. The experimental results also reveal some shortcomings, including large phase error at the edge of the object and high time cost in optimization, which need to be investigated in the future. The influences of fringe parameters, e.g., phase jump, fringe period and ambient light, should also be evaluated in the future.
