Modern smartphones and wearables are able to continuously collect significant amounts of sensor data, where such data can be helpful to study a user's mobility or social interaction patterns, but also to deliver various services based on a user's presence at different places during certain times of the day. Therefore, it is important to accurately identify personal places of interest (POIs), such as a user's workplace or home. Such places are usually determined using segmentation of location traces, but frequent gaps in the data (i.e., missing location readings) can result in a large number of small and incomplete segments that should actually be grouped together into a single large segment. This paper presents a segmentation approach that utilizes a user's personal data obtained from multiple sensor sources and devices such as the battery recharge behavior (measured on smartphones), step counts, and sleep patterns (measured by wearables), to opportunistically fill gaps in the user's location traces. Using the data from a mobile crowd sensing study of more than 450 users over a 2-year period, we show that our approach is able to generate fewer, but more complete segments compared to the state of the art.
INTRODUCTION
F OR most location-aware services, it is important to not only know the actual geographic location of a user, but also the type of place and the significance of that place to an individual. Examples of such services include locationdependent delivery of directory services (e.g., finding the location of the nearest gas station), social networking services (e.g., finding nearby friends), to-do lists (e.g., a shopping list reminder when near a grocery store) [1] , incentive programs (e.g., to encourage users to perform physical activity when near gyms or parks) [2] , automatic selection of operational modes of devices (e.g., switching a phone into vibrate mode when entering a place for personal reflection) [3] , and various proactive recommendation systems based on a user's preferences, habits, or mobility patterns [4] , [5] , [6] .
With recent advances in mobile technologies, we now have access to a wide range of sensors within a single device, including GPS, accelerometer, and gyroscope, which combined are capable of collecting tens or even hundreds of gigabytes of data over the course of a year. Many mobile crowd sensing (MCS) studies [7] , which may involve hundreds or thousands of users, will therefore often collect a significant amount of data that will form the foundation for various studies on social behaviors, communication trends, etc. Fundamental to these studies is also a solid interpretation of the users' locations and mobility habits, which requires a transformation of raw location traces into places of interest (POIs). These POIs are the places that people visit frequently or where people spend extensive periods of time in a day, such as their homes or workplaces [8] . Discovery of such places is essential to effective delivery of various location-aware services and recommendations, to promote services for improved health and well-being, to help avert crimes, and to assure public safety [7] , to name just a few examples.
In order to obtain such POIs, a user's collected location traces can be grouped into different clusters (each representing a POI), using various spatio-temporal clustering approaches [5] , [8] . However, previous work has shown that on average about 40-70% of the time the collected traces will suffer from extensive gaps [5] , [9] , often because of users' presence in GPS-denied areas (e.g., indoors) or other situations that prevent data collection (e.g., a smartphone placed into a low-power state). Spatio-temporal clustering on such incomplete traces will often yield a large number of small clusters, where these small clusters should actually be grouped together to form a large cluster. This can be achieved by carefully augmenting the location traces to reduce or completely remove these data gaps, e.g., by using other sources of information to determine if two small clusters should be merged together or not. Researchers have proposed various methods for merging several small clusters into fewer larger clusters using various types of "secondary data", e.g., using techniques such as fingerprint matching [10] , [11] or location data sharing among colocated users [9] , [12] . However, these approaches have various limitations, e.g., fingerprint maps may be incomplete or outdated and traces of co-located users (for location sharing) may not always be available.
In contrast, our approach focuses on using other sources of sensor data to augment the location traces and potentially merge clusters. For example, modern mobile devices can provide various types of data describing device status and usage, such as the current battery charge level, charging status, and screen/display mode. Various types of physiological data (e.g., heart rate and calorie burn) and behavioral data (e.g., different types of physical activity, step count, and sleep status) can also be obtained from different types of mobile sensors embedded in modern wearables (e.g., devices such as Fitbit, Apple Watch, and Microsoft Band) [8] , [12] , [13] . Therefore, the approach proposed in this paper proposes to augment a user's location traces using several other types of data, specifically: step counts (wearable), sleep data (wearable), and battery charging status (smartphone). We claim that these types of data can be used to verify the location of a user during a gap between two potentially co-located clusters, i.e., indicating if the user is still at the same location (thereby allowing us to merge these two clusters) or if the user moved to a new location between these clusters (in which case these clusters cannot be merged).
Compared to our previously proposed approach [13] , in this paper we also use physical activity data (i.e., step counts) due to its wider availability compared to sleep and battery charging data, which have a skewed spatio-temporal distribution (as shown in [13] ). For a given user, we first use the location traces of the user to determine a series of stay point (sp) clusters using our previously proposed Enhanced Stay Point Clustering approach (described in [9] ). We then extract the sleep and battery charging status as well as the step count data from the same user during gaps between consecutive sp-clusters and perform a cluster merging technique referred to as Opportunistic Stay Point Clustering, which is fully described in Section 3.3 of this paper. Further, in Section 5, we compare our proposed technique to state-of-the-art solutions using smartphone and Fitbit data collected from a mobile crowd sensing study (called "NetHealth" [14] ), where data from over 450 subjects over a 2-year period were collected. Our analysis shows that the proposed approach reduces the cluster count on average by about 64% and increases the cluster time by about 15%, compared to previous solutions. We find that activity-assisted approaches decrease cluster count by 57% -64% as compared to a 4% -26% decrease in cluster count using approaches that do not consider physical activity. Similarly, activity-assisted approaches increase cluster times by 10% -15% as compared to 1% -4% by other approaches.
RELATED WORK
With the help of the Mobile Crowd Sensing paradigm [7] , we are able to automatically collect a wide range of sensor data from a large group of subjects and their devices such as smartphones and wearables over an extended period of time. However, MCS also poses several challenges, including efficient task design and allocation, target participant selection, incentive mechanisms, security and privacy concerns, and ensuring the reliability, trustworthiness, and quality of the collected data. Many of these issues have been addressed in prior research [15] , [16] , [17] , [18] , [19] , [20] . While early MCS studies have focused on a few very common sensor devices, such as GPS traces and accelerometer readings, more recent efforts include many other types of sensor readings, such as physiological data (e.g., heart rate and calorie burn), behavioral data (e.g., sleep habits, battery recharge patterns, and different types of physical activities), social networking data, and systems information, including scans of Wi-Fi, Bluetooth, and cell radios. The focus of our work is to demonstrate how these types of sensor data can be utilized to ensure effective and accurate discovery of places of interest.
Previous efforts for the discovery of POIs are either based on "stationary radio emitters" or "actual location data." The radio emitters-based place discovery approach is also known as fingerprint-based place identification [10] , [11] , where devices continuously scan for the presence of known stationary radio emitters (e.g., Wi-Fi routers or cell towers) to determine a place. On the other hand, the actual location-based place discovery approach is known as geometry-based place identification [1] , [3] , [6] , [8] , which relies on actual location data (e.g., GPS coordinates). These location data are then placed into clusters that represent places that a user frequently visits or where a user spends a significant amount of time [1] , [3] , [6] , [8] . Geometry-based approaches can further be divided into two subcategories: (1) approaches that rely entirely on GPS data for localization [1] , [5] , [6] , [21] , [22] , [23] and (2) approaches that use other sources of data, such as Wi-Fi routers, cell towers, or Bluetooth beacons in addition to GPS data [3] , [8] , [9] , [12] , [24] , [25] .
Geometry-based place discovery approaches inspect GPS traces chronologically, particularly identifying times when these traces are disrupted, i.e., there are gaps in the traces when the signal is lost (which very often happens in urban areas and indoors). A common approach to clustering is point-based clustering, e.g., the ComMotion algorithm [1] identifies a place as a position where the GPS signal has been lost three or more times within a given radius. However, this approach works well only for places such as homes that have smaller radii. In [6] researchers attempt to address the limitations of ComMotion by first registering a place as a candidate place when the signal is lost. Then, all candidate places are merged using a variant of k-means clustering, which further reduces the false positives found by the ComMotion approach. In another study [26] , researchers use a densitybased DBSCAN to implement their version of point-based clustering.
A major limitation of geometry-based approaches is their reliance on only GPS signals for place discovery [1] , [6] , where these signals often have rather low accuracy due to the geometry of visible satellites and the loss of signal in urban areas. Possible approaches to improving the accuracy include the use of additional sources of data (such as radio beacons [24] ) and the development of new place discovery approaches (such as temporal point clustering approaches [3] ). In another study [5] , researchers proposed a temporal-based clustering approach that relies on only GPS data. In their approach, they first form day-level stay point (sp) clusters from the continuous stream of time-stamped location points derived from GPS data. During this cluster formation, researchers use two thresholds: (1) a maximum distance threshold between any pair of points within the cluster, which is the maximum distance that a user can cover in a place and (2) a minimum time duration threshold, which is the minimum duration that the user needs to stay in the same cluster. Other researchers have also used similar spatio-temporal techniques that rely on both distance and time thresholds [27] , [28] .
However, a major limitation of previous approaches is that they do not consider the inter-sample time gaps, which can lead to unreliable and inaccurate place estimation due to missing data. Therefore, in another study [8] , researchers introduced a new time constraint called the maximum time gap, which is used to limit the time between successive location points. This ensures that all consecutive location points of a stay point cluster are close in time. A concern with this approach is that it does not consider the first part of two consecutive time-separated data segments as a cluster, which could potentially form an additional stay point cluster. In [23] , a similar approach is used, where the minimum time duration and the maximum time gap are identical. Further, they merge two clusters only based on time and distance thresholds and aggregate a location point with a cluster based on distance only. Researchers have identified multiple ways to determine POIs, the most common one using GPS traces with the addition of some other form of information, such as analysis of stable and dense logical neighborhoods, bearing change of a user, speed of a user, and accuracy of the location points, among others [21] , [22] , [29] , [30] . Additionally, researchers have also discovered POIs using scene analysis of photos and analysis of cellular traffic [25] . A limitation of these techniques is that they ignore gaps in the location traces, which can adversely affect the performance of place discovery. Previous work has also considered Wi-Fi-based place identification techniques as an alternative [31] , but these approaches rely on fixed-location access points or routers and also require a mapping of geographical locations to the Wi-Fi access points to determine the actual location of a place. Additionally, Wi-Fi has a relatively large transmission range, which makes Wi-Fi-based approaches less reliable when deciding if a user remained at the same place or not. In [9] , [12] , we introduced a new approach, where we first use a hierarchy of 1-hop and 2-hop Bluetooth fingerprint matching techniques, followed by Wi-Fi fingerprint matching, in order to discover a group of co-located users of a particular user. Then we borrow the location points from the co-located users to fill the gaps of the target user. This approach is more reliable than previous approaches since it uses fingerprint matching only to find co-located users and then uses them to fill the gaps using borrowed location points, i.e., it does not blindly fill the gaps just based on fingerprint matching. Additionally, this approach is more accurate since fingerprint matching and gap filling are performed hierarchically using short-range (≈ 10 meter) 1-hop Bluetooth fingerprint matching to long-range (≈ 100 meter) Wi-Fi fingerprint matching, i.e., we try to fill gaps with borrowed location points from the users that are colocated using Wi-Fi fingerprint matching only if the users that are co-located using 1-hop and 2-hop Bluetooth fingerprint matching cannot help to fill the gaps. The approach is also "dynamic" since it does not need to know the actual location mapping of static fingerprints such as Wi-Fi and it also relies on fingerprint matching using Bluetooth, which is very widely available on portable devices (compared to fixed Wi-Fi access points).
However, a shortcoming of our previous work is that it still depends on Wi-Fi and Bluetooth fingerprint matching when discovering the co-located users. That is, this cooperative opportunistic cluster merging approach does not work if there are either no co-located users or the fingerprint matching approach fails, which can happen due to a variety of reasons. For example, the same UUID (universally unique identifier) of a BLE (Bluetooth Low Energy) transmitter can be recorded differently by two co-located smartphones, making it difficult to find co-located users based on BLE UUID matching. However, recent advances in mobile technologies enable us to obtain additional contextual information that can be used to determine if an individual is at a specific place, even in the absence of direct location data. Therefore, the work in this paper builds upon [13] , where the battery charging status of smartphones and sleep data recorded by wearables (such as Fitbits) have been used to fill the gaps in location traces. However, in this paper, we also consider users' activity levels, i.e., step counts, which is commonly recorded by devices such as Fitbits. This information, combined with the sleep and battery charging data allows us to more successfully merge successive colocated sp-clusters, as demonstrated in this paper.
OPPORTUNISTIC CLUSTERING
This section describes the main shortcomings and challenges of prior work on location data clustering and proposes a new clustering approach that addresses these shortcomings.
Preliminaries
We first define the terminology used in the remainder of this paper before describing our proposed approach:
• A location point (lp) is a location provided by one or more of the device's location sensors, typically expressed as l = {λ, ϑ, T } [8] , where λ and ϑ are the latitude and longitude of the lp, and T is the timestamp when the location was recorded.
• A stay point (sp) is a cluster of continuous timestamped location points from the same place [8] , typically expressed as S = {λ, ϑ, T start , T end }. The λ and ϑ pair represents the latitude and longitude of the centroid (C) with S.λ = ∀l k ∈S (l k .λ)/|S| and S.ϑ = ∀l k ∈S (l k .ϑ)/|S|, and |S| is the cardinality of S, i.e., number of lps in S. The T start and T end are the entrance-time and departure-time, i.e., the timestamps of the first and last lps in the cluster. A sp represents a user's presence at a geographic region for a significant amount of time during a day.
• An opportunistic sp-cluster is an extended type of sp-cluster (typically larger than a regular sp-cluster obtained using existing clustering approaches) that is discovered using our proposed approach.
Additionally, there are three thresholds: (1) T min , which represents the minimum duration of an sp-cluster, (2) T max , which represents the maximum allowed time gap between a pair of successive location points of the same cluster, and (3) D max , which represents the maximum allowed distance for a location point from the first location point of a cluster. All experiments are performed based on a set of time-stamped location traces 
The two sp-clusters are represented by the time intervals [t 1 , t 2 ] and [t 3 , t 4 ], respectively, and their lps are represented by cross (x) markers. Start and end times of a secondary session are marked by t 1 and t 2 . The maroon solid horizontal double-sided arrow lines show the gap that remain undecided after using secondary sleep and battery charge sessions.
Prior Work

Regular Stay Point Clustering (RSPC)
Prior work has used the D max and T min thresholds to define a day-level sp-cluster of an individual using the following two constraints [5] , [8] :
where l i and l N are the start and end location points from a continuous stream L of location traces and ∆ d (l i , l N ) and ∆ t (l i .T, l N .T ) are the two functions used to compute the haversine spherical distance and time difference between the two location points. Researchers later introduced another threshold, i.e., T max and a new constraint in order to ensure reliable clustering during data gaps [8] :
where l j and l j−1 are two successive location points with i < j <= N and l j−1 .T < l j .T . In our previous work [9] , [12] , [13] , we referred to this existing approach as Regular Stay Point Clustering or RSPC approach.
While the introduction of the upper bound time constraint on successive samples (Constraint 3) improves the reliability, RSPC does not consider the parts of the location traces, i.e., l i to l j−1 , that appear just before the missing segment (between l j−1 and l j ), and the clustering process is re-initiated from l j . However, the part of the data stream that exists right before the missing segment, i.e., l i to l j−1 , already satisfies Constraint 1, i.e., ∆ d (l i , l j−1 ) < D max . Now, the segment l i to l j−1 could potentially form a cluster if it meets Constraint 2, i.e., ∆ t (l i .T, l j−1 .T ) > T min . Since RSPC ignores these additional clusters, the accuracy of the temporal and spatial analysis may suffer. In Figure 1 , we describe a scenario, where we have a continuous stream of location traces L = {∀l k |k ∈ [i, N ]} and we assume that Constraint 1 and Constraint 2 have been satisfied for L. However, for a pair of consecutive lps, i.e., l j−1 and l j , Constraint 3 has not been violated, which splits the entire L into two parts, i.e.,
The RSPC approach will ignore Fig. 2 . A case where the step counts during the gap between a pair of closely located sp-clusters (i.e., S 1 and S 2 ) leads to cluster merging. Each activity window W (i), where i ∈ {1, ..., K}, is composed of step counts that are represented by circles. The green and red solid circles are step counts that fall within and outside R S 1 S 2 , respectively. In this example, all windows are classified as proof of presence. S 1 and restart the clustering process from l j . However, S 1 could form a cluster since the two constraints, i.e., Constraint 1 and Constraint 2 are satisfied. Furthermore, S 1 and S 2 can together form a larger cluster if all lps in L satisfy the two constraints, i.e., Constraint 1 and Constraint 2, and we can reliably identify the user's presence in the same place during the gap using some additional opportunistic data, which we will discuss in Section 3.3.
Enhanced Stay Point Clustering (ESPC)
In our previous work [9] , [12] , we modified the regular stay point clustering approach to capture additional clusters that RSPC does not consider when the gap between successive lps exceeds T max . This ESPC (Enhanced Stay Point Clustering) approach considers S 1 in addition to S 2 in Figure 1 . However, ESPC uses the same set of threshold values used in the RSPC approach. In the rest of this paper, we refer to the clusters formed by ESPC as enhanced sp-clusters.
Opportunistic Stay Point Clustering
In our proposed approach, we first find a pair of successive enhanced sp-clusters from the same place for a target user and then try to reliably determine the user's presence in the same place during the data gap between the cluster pair using additional sensor data, which we refer to as secondary data in the remainder of this paper. The goal is to merge the cluster pair if the secondary data provides evidence that the user remained in the same place during the gap. Our focus in this work is on three specific types of secondary data: (1) sleep periods, which we refer to as sleep sessions, (2) phone battery recharge periods, which we refer to as battery charge sessions, and (3) physical activity in terms of step counts. We obtain these data from different sources, e.g., sleep sessions and activity information can be obtained from fitness trackers such as Fitbits, while battery charge sessions can be obtained from smartphones. Note that sometimes some of these data types may not be available due to several reasons, e.g., a user may forget to wear the tracker or leave the phone behind when leaving home. However, by using different types of behavioral data from different data sources, we can increase the likelihood of being able to determine a user's location during cluster gaps. Based on different combinations of the data, we distinguish between five different types of opportunistic clustering strategies 1 : Fig. 3 . A case where the step counts during the gap between a pair of closely located sp-clusters (i.e., S 1 and S 2 ) does not lead to cluster merging. Each activity window W (i), where i ∈ {1, ..., K}, is composed of step counts that are represented by circles. The green and red solid circles are step counts that fall within and outside R S 1 S 2 , respectively. Window W (1) is classified as proof of presence, but W (2) is not classified as proof of presence. The test terminates immediately after W (2) and the remaining step counts (marked as empty circles) in the remainder of the gap are not tested. Figure 1 demonstrates four basic cases, i.e., case-1 to case-4, where the sleep and battery charge sessions overlap either partially (case-2 to case-4) or completely (case-1) with the gap between the two sp-clusters. After filling the gap between a pair of sp-clusters with secondary sleep and/or battery charging data, if the remaining gaps are smaller than T max , we can merge the two sp-clusters.
In activity-assisted cluster merging we need to obtain a proof of presence (i.e., a clear indicator that the individual has not moved to a new location between two sp-clusters) in order to determine if two clusters can be merged. This approach relies on minute-level aggregated step counts (obtained from wearable devices) as a measure of a user's activity during the gap to approximate a proof of presence ( Figure 2 ) or absence ( Figure 3 ).
For a pair of consecutive sp-clusters, we first determine the range R s1s2 of step counts within the cluster pair. Range is defined by the average and standard deviation of the step counts, i.e., [µ − σ, µ + σ], and expresses the typical step count for the individual during the two clusters to be merged. Next, the activity data during the gap is split into windows of fixed duration. For each window, we try to detect whether a user was present in the same place or moved to a different place. A window is classified as proof of presence if the majority of the step counts fall within R s1s2 , i.e., the individual's level of activity during the gap window is similar to the activity during the clusters. Figure 2 demonstrates the case where every single window is classified as proof of presence. Therefore, the cluster pair can be merged to form a larger cluster. However, Figure 3 demonstrates a case where we fail to classify the second window as proof of presence. Therefore, the merging process terminates immediately after W (2) and all further windows after W (2) are ignored. This windowbased approach allows us to terminate the merging process 1: procedure SBA-SPC-MERGEABLE(I, S 1 , S 2 ) 2: 6: for all [t 1 , t 2 ] ∈ I do 7: if t 1 ≤ t 2 and t 2 ≥ t 3 then
Case-1 8 : 13: else if t 2 > t 2 and t 2 < t 3 then
Case-3 14: if ∆ t (t 3 , t 2 ) ≤ T max then 15: return 1 16: end if 17: else if t 1 > t 2 and t 1 < t 3 then Case-4 18: if ∆ t (t 1 , t 2 ) ≤ T max then 19: return 1 20:
end if 21: end if 22: end for 23: end if 24: return 0 25: end procedure as soon as the first window violating the proof of presence requirement is detected. This early termination is particularly beneficial when large gaps are analyzed. Formally, the proposed approach is expressed as follows:
Here, M (W ) is the decision whether the set W of K activity windows can fill the gap and merge the two clusters. W (i) is a single window and W p (i) is part of W (i), a is each activity sample of W p (i). |W p (i)| and |W (i)| are the cardinality of W p (i) and W (i), respectively.
The details of the proposed sleep-and battery-assisted clustering approaches are as follows. First, we generate enhanced sp-clusters using the same T min , T max , and D max values used for the ESPC approach (Section 3.2.2). Then, for each pair of sp-clusters, we decide whether they can be merged using secondary sleep and battery charging information as described in the algorithm shown in Figure 4 .
1: procedure AA-SPC-MERGEABLE(A, w, S 1 , S 2 ) 2:
while t < t 3 do 8: win.T start ← t, win.T end ← t + w 9: if win.T end > t 3 then testing last window 10: if w ≤ T max then 11: break acceptable gap 12: else 13: win.T end ← t 3
14:
end if 15: end if 16: A ← GetStepCounts(win.T start , win.T end ) 17: if A = φ then undecided 18: return 0 19 :
l m ← FindMajorityLabel(A , µ, σ)
23:
if l m = 1 then proof of presence 24: t ← win.T end
25:
else proof of absence 26: return 0 27: end if 28: end while 29: end if 30: return 1 31: end procedure For each consecutive pair of sp-clusters, we first inspect whether the clusters are from the same place. To check this, we verify whether the distance of the second cluster's centroid to the first cluster's centroid is less than D max (line 5 in Figure 4 ). Once this is confirmed, we next inspect whether the sleep or battery charge session can fill the gap between the two clusters either completely (line 7 in Figure 4 ) or partially (lines 9, 13, and 17 in Figure 4 ). In the case of partial overlap, we need to compare the remaining gap times with T max to decide if the clusters are mergeable or not (lines 10, 14, and 18 in Figure 4 ). After merging, clusters are further evaluated to see if their end points (i.e., start and end times) can be modified with the help of secondary sessions. If the start time of the sleep or battery charge session is before the start time of the newly created cluster, the start time of the cluster will be adjusted to the start time of the session. Similarly, the end time of the cluster can also be adjusted.
Next, we present the details of our activity-assisted stay point clustering (AA-SPC) algorithm in Figures 5 and 6 . For each pair of sp-clusters, we look at the step counts 1: procedure FINDMAJORITYLABEL(A , µ, σ) 2:
for all a ∈ A do 4: if a ≥ µ − σ and a ≤ µ + σ then within band 5:
Count 0 ← Count 0 + 1 8: end if 9: end for 10: if Count 1 ≥ Count 0 then find majority 11: return 1 12: end if 13: return 0 14: end procedure during the clusters and during the gap between them to determine whether the clusters can be merged ( Figure 5 ). As mentioned previously, we divide the entire gap into smaller windows of duration w and analyze a subject's step counts during these windows. We start forming windows from the end of the first cluster (i.e., t 2 , line 6 in Figure 5 ) and proceed towards the beginning of the second cluster (i.e., t 3 , line 7 in Figure 5 ). For each valid window (i.e., not empty), we first try to see if the majority of the step counts fall within R S1S2 (line 20 -23 in Figure 5 ). We continue the process until we either find an empty window (line 17 -18) , or fail to classify a window as proof of presence (line 25 -26 in Figure 5 ), or reach the last window, i.e., the window that reaches t 3 (line 9 in Figure 5 ). Only if all windows are classified as proof of presence, we can merge the clusters (Case 4a). If the end of the last window exceeds the start of the second cluster (i.e., line 9 in Figure 5 ), we have two possible options depending on window duration w. If w is not longer than the maximum allowed data gap of T max , then we can consider the window as part of the same clusters (line 10 -11 in Figure 5 ); otherwise, we need to reset the end of the last window to the beginning of the second cluster (i.e., t 3 in line 13 in Figure 5 ) and perform the window-level activity analysis.
DATA COLLECTION AND USEFULNESS TEST
Before evaluating the performance of different opportunistic approaches, we first need to obtain a validation dataset and process this dataset. Then we need to test the usefulness of the collected data and the feasibility of our approaches.
NetHealth Study Dataset
The NetHealth study [9] , [13] , [14] , [32] , [33] , [34] , [35] began at the University of Notre Dame in 2015 with the purpose of investigating the impacts of "always-on connectivity" on the health habits, emotional wellness, and social ties of college students, over a multi-year period. In this work, we analyzed smartphone and Fitbit data from a set of 467 iPhone users residing in on-campus dormitories during the academic year. Subjects were recruited from the 2015 freshmen class and were instructed to continuously wear a Fitbit Charge HR device that was provided to them. Further, they were given a data collection app for their smartphones. Both the Fitbit and the smartphone app collect data 24 hours a day.
The data collected by the smartphone app includes identifiers of the device's network connections (Wi-Fi, cellular), proximity to other users or devices using BLE scanning, device state (e.g., battery charge level and charging state), application usage, device usage, geographic location, and user communications (e.g., phone calls). The data collected by the Fitbit device includes heart rate, calorie burn, physical activity level, step count, sleep status, and self-recorded activity labels. All collected sensor data are first transmitted to a remote check-in server during a nightly upload, and then stored to a secure database server for use. Table 1 summarizes part of the NetHealth dataset used in this work. We further conducted a survey to assess phone recharging behavior, e.g., users indicated if typically use a wall charger, a USB charger, or a portable charger for their smartphones.
Data Pre-Processing
As described previously, to fill the data gaps in the location traces obtained from the smartphones, we use sleep sessions and minute-by-minute step counts obtained from Fitbit devices, and battery charge sessions obtained from the smartphones. However, before the step count, sleep, and battery data can be used in our algorithm, they have to be processed as described below.
Fitbit Sleep Sessions
A Fitbit expresses each sleep session with a start time, a duration (in millisecond) and an end date (i.e., year, month, and day). Since sleep sessions often begin during one day and end on the next, the end date and duration is used to determine if the sleep session began the previous day and the start time is combined with the duration to obtain the session end time. That is, a session is then expressed as 2tuple (start-date-time, end-date-time).
Battery Charge Sessions
The smartphones provide three types of callback labels: (1) "charging" (i.e., the phone is plugged in), (2) "full" (the phone's battery level has reached 100%), and (3) "unplug" (the phone has been disconnected from the charger) to describe the battery status. We distinguish between two types of charging sessions: [36] activity type, Callback duration • Type-1 (Battery partially charged): consists of (charging, unplug) sessions.
• Type-2 (Battery fully charged): consists of (charging, full, unplug) sessions.
Data collection is imperfect and often leads to missing labels. To be able to describe a charging session, we need an initial "charging" label, followed by either an "unplug" or "full" label. That is, for Type-2 sessions, if the "unplug" label is missing, we can still use the (charging, full) pair to describe a charging session. Therefore, we subdivide Type-2 further into:
• Type-2a (Battery overcharged): consists of (charging, full, unplug) sessions.
• Type-2b (Battery fully charged, but not overcharged): consists of (charging, full) sessions. This case mostly happens due to missing "unplug" labels.
When a device is unplugged, this is then typically followed by a series of battery charge level labels indicating the drop of the charge from 100% in 1% decrements. For Type-2b sessions, we can then approximate the missing "unplug" label by the 99% charge level label (unless this label is missing too), promoting these Type-2b sessions to Type-2a sessions.
Validity of Fitbit Activity Data
A Fitbit device records heart rate data only when the device is actually worn. However, the device continues to record activity data even if the device is not worn. These periods of activity data do not reflect a user's actual activity level and we consider these periods as invalid and therefore remove them from our dataset.
Applicability and Usefulness Analysis
Before we evaluate our proposed approach, we first identify the types of sp-clusters that can actually benefit from the three secondary data sources by analyzing the spatiotemporal distribution of those data sources. Then, we determine their importance using statistical analysis.
Spatio-Temporal Distribution of Secondary Data
First, we map the sleep and battery charge sessions onto various on-campus places to identify the clusters that could utilize these sessions for merging. In order to obtain the spatial distribution of the sessions, we look at the place labels obtained from the location traces that were recorded during those sessions using the "place mapping" approach described in [13] . We found about 94% of the battery charge sessions and about 98% of the sleep sessions are located inside dormitories. Furthermore, about 5% of the battery charge sessions are located inside classrooms. While dormitories and classrooms are places where students spend a significant amount of their time on campus, they are also those places that often suffer most from either missing or inaccurate location readings (due to the lack of GPS signals indoors), which indicates that the sleep and battery charge sessions can be useful to fill the gaps in the location traces at those places. Next, we investigate the temporal distribution of the sleep and battery charge sessions, shown in Figure 7 . Battery charge sessions are uniformly distributed over the 24 hours of a day compared to the sleep sessions that occur mostly at night. Therefore, the battery charge sessions have a higher availability than sleep sessions and can be helpful in cases when sleep sessions are not available. However, sleep sessions are usually longer than the battery charge sessions. Therefore, sleep sessions can contribute more to cluster time when merging pairs of sp-clusters compared to battery charge sessions. Compared to sleep and battery charge sessions, minute-level activity data is available across all places and time of a day as long as the wearable is worn. Therefore, the activity data is expected to improve all types of spatio-temporal clusters.
Usefulness Test of Secondary Data
We further investigate whether step counts can improve the clusters. We try to see whether the step counts from four most frequently visited places (i.e., dormitories, classrooms, athletic centers, and dining halls) are significantly different from the step counts during "walk sessions", i.e., when a subject moves between places. The assumption is that minute-level average step counts within places of interest are significantly different from the step counts during walk sessions. In the rest of the paper we describe the different investigated locations with the terms "dorms" (dormitories), "classes" (classrooms), "athletics" (athletic centers), and "dining" (dining halls).
In Figure 8 we observe that the average step counts within different places and during walk sessions are different. Two subcategories of athletic centers -gymnasiums and sport venues such as a stadium -also have significantly different average step counts as shown in Figure 8 . We first perform the Paired T-test to test the null hypothesis H 0 : "subject-level average step counts within different places and walk sessions are the same." In Table 2 we observe that the null hypothesis is rejected for each case. Therefore, the average step counts are significantly different within different places when compared to walk sessions. The subject-level average step counts within the two subcategories of athletic centers are also significantly different from the step counts during walk sessions.
Next, we perform the Paired T-test to see whether the subject-level average step counts within different places are significantly different. In Table 3 we reject the null hypothesis for each case. Therefore, the average step counts are also significantly different in each place.
EXPERIMENTAL EVALUATION
In this section, our goal is to demonstrate that the proposed spatio-temporal stay point (sp) clustering approach is able to capture more context information (e.g., via larger clusters), compared to existing spatio-temporal clustering approaches [5] , [8] , [9] , [12] .
Experimental Setup
Machine and Software Configuration
For our experimentation we use two Lenovo NeXtScale nx360 servers, each having Dual 12 core Intel(R) Xeon(R) CPU E5-2680 v3 2.50GHz Haswell processors, 256 GB RAM, and 1.4 TB storage. We also use another Dell PowerEdge R815 server with Quad 16 core 2.4 GHz AMD Opteron processors (Model 6378), 512 GB RAM, and 600 GB storage. We use the Matlab Parallel Computing Toolbox to access multiple cores to run our experimentation. 
Clustering Parameter Configuration
For the evaluation of our five opportunistic approaches described in Section 3.3, we execute the spatio-temporal clustering algorithms with a minimum cluster duration T min = 10 minutes, a maximum allowed time gap between successive location points T max = 10 minutes, and a maximum cluster span D max = 250 meters. These are the same values as those used for the ESPC approach in [9] , [12] . As compared to our previous work [13] , in this work we consider 341 subjects who do not use portable chargers (as determined by the phone recharging behavior survey). Each subject has at least one walk session. We consider the clusters that overlap with any of the three secondary data, i.e., sleep sessions, battery charge sessions, or activity data (step counts). Table 4 summarizes the distribution of cluster counts across different types of secondary data. We compare our opportunistic approaches with ESPC only, since in our previous work we have already shown that ESPC performs better than RSPC [9] , [12] . We try to merge a pair of clusters from the same place. We compare the inter-centroid distance with D max to decide whether the clusters are from the same place. The choice of window duration (when trying to merge clusters using step counts) depends on the sampling rate of step counts, and this may affect the performance of cluster merging. Using a very large duration may make all step counts fit into a single window. Similarly, a very short duration may lead to an empty window or a window with very few step counts. Since our step counts are recorded with a period of 1 minute, we use 10 minutes as our window duration so that we have a sufficient number of step counts when classifying a window.
Evaluation Using Unlabelled Data
Evaluation Metrics
We use the following metrics for evaluation:
Cluster Count Decrease (CCD), which is the difference (as a percentage) of the total number of clusters (cluster count), i.e.:
where C ESP C and C op are the cluster counts obtained using ESPC and using our opportunistic approach, respectively. The value is close to 100% if our opportunistic approach is able to merge most of the clusters into larger clusters for a user, when ESPC is not able to do so. Similarly, the value is 0% if both our approach and ESPC yield identical results. Cluster Time Increase (CTI), which is the difference (as a percentage) in cluster time, i.e.: where T op and T ESP C are the cluster times obtained using our opportunistic approach and using ESPC, respectively. The value is close to 100% if our opportunistic approach is able to recover long data gaps among the clusters during merging, when ESPC is not able to do so. Similarly, the value is 0% if both our approach and ESPC yield identical results.
Evaluation with the Super Set of Clusters
In this section we evaluate all of our opportunistic clustering approaches using the set of 218,292 enhanced sp-clusters (Table 4), each of which has some overlap with sleep sessions, battery charge sessions, or activity data (i.e., step counts). We first try to merge pairs of successive sp-clusters from the same place using the secondary data and then evaluate the opportunistic approaches based on cluster count and cluster time improvement. Cluster count improvement: Table 5 shows the total number of clusters before and after merging pairs of sp-clusters using different secondary data and associated clustering approaches. In the table we observe that with the inclusion of more secondary information, we are able to merge more clusters and improve the percent cluster count decrease (CCD) (computed using Equation 5 ). When comparing CCD across individual approaches, AA-SPC performs better than SA-SPC and BA-SPC. The combined SBA-SPC approach achieves better performance than the individual SA-SPC and BA-SPC approaches. However, AA-SPC still achieves better performance than the SBA-SPC approach, which is due to the higher availability of step count data across the entire day compared to sleep and battery charging data. We can achieve the highest performance of 64.42% CCD when applying all three types of secondary information together using the SBAA-SPC approach. Figure 9 presents the subject-level average CCD along with the standard error across different opportunistic ap- proaches. The findings in the figure are similar to those observed in general in Table 5 . For example, using SBAA-SPC approach we obtain 62.62% subject-level average CCD (Figure 9 ) and 64.42% CCD in general ( Table 5 ). The small difference between the subject-level average CCD and overall CCD is due to subject bias and its effect on average value computation, which is further demonstrated using boxplots in Figure 10 . Therefore, additional secondary information helps to improve subject-level average cluster counts. Figure 10 presents the boxplot of subject-level CCD across different opportunistic approaches. In the figure we observe that BA-SPC has a better range than SA-SPC, which is because of a higher availability of battery charge sessions, i.e., they are distributed over the entire day compared to sleep sessions, which can be found mostly at night. Therefore, when we consider both of them, we achieve a better performance, i.e., SBA-SPC achieves a higher range compared to both SA-SPC and BA-SPC. Activity has a higher availability compared to battery and sleep sessions. In the figure we also observe that AA-SPC (i.e., considering only activity) achieves a better subject-level CCD range compared to the range obtained from SBA-SPC. Similarly, when we combine all three types of secondary information, availability of secondary information increases and that also increases the chance of merging cluster pairs. Therefore, SBAA-SPC achieves the best performance, i.e., a higher range of subject-level CCD compared to other approaches. These findings are consistent with the findings in Figure 9 and Table 5 . Therefore, we conclude that availability of more secondary information will lead to more significant improvements of CCD in general. Cluster time improvement: Figures 11 and 12 present the cluster-level average CTI along with the standard error, and the subject-level average CTI obtained from different opportunistic approaches. In both figures we observe the same order of performance improvement, i.e., SA-SPC achieves the lowest average CTI, BA-SPC achieves a better average CTI than SA-SPC, and SBA-SPC achieves a better average CTI compared to both SA-SPC and BA-SPC since SBA-SPC uses both sleep and battery charge session information to merge cluster pairs. We further observe that AA-SPC achieves a better average CTI compared to SBA-SPC since AA-SPC uses activity data, which has a higher availability than the other two secondary data. SBAA-SPC achieves the highest average CTI compared to other approaches since SBAA-SPC uses all three types of secondary data, which increases the chance to merge more cluster-pairs. These findings are similar to our findings in Figures 9 and 10 . Therefore, we conclude that a combination of all three types of secondary information will lead to greater improvement of CTI compared to individual ones. Next, we perform the Paired T-test in order to test the significance of cluster time improvement using the opportunistic approaches compared to the ESPC approach. The null hypothesis is "H 0 : µ D = 0," where µ D is the average of the differences in cluster durations before and after merging using our opportunistic approaches. In Table 6 we reject the null hypothesis for all possible cases. Therefore, the merging using our opportunistic clustering approaches significantly improves the cluster times. Figure 13 shows the Probability Density Function (PDF) and Cumulative Distribution Function (CDF) of the increase in cluster time for merged clusters. From the PDF, we observe that most of the increases in cluster times using the opportunistic approaches are in the 0-30% range, which is consistent with the findings from Figure 12 . However, within this 0-30% range, SA-SPC has fewer samples than other approaches. After the 30% increase in cluster times, SA-SPC dominates the other opportunistic approaches, i.e., SA-SPC has many more samples that achieve a higher increase in cluster time than the other approaches. From the CDFs, we observe that the CDFs of BA-SPC and SBA-SPC, and the CDFs of AA-SPC and SBAA-SPC are almost identical. The CDFs of BA-SPC and SBA-SPC are also significantly above the CDF of SA-SPC and below the CDFs of AA-SPC and SBAA-SPC until they reach saturation. The CDFs of AA-SPC and SBAA-SPC reach 0.9 probability quickly (i.e., around 40% CTI). Yet, the CDFs of BA-SPC and SBA-SPC reach 0.9 probability at around 70% CTI. The differences in this figure show that for successful merging the SA-SPC approach is able to improve the cluster times much more than the other opportunistic approaches. This is because SA-SPC with its relatively longer sleep sessions is able to fill longer data gaps among clusters when merging as compared to other approaches.
Evaluation with Separate Cluster Sets
In this section we evaluate each of the opportunistic clustering approaches using a separate set of enhanced sp-clusters based on the availability of secondary data (Table 4) . Cluster count improvement: In Table 7 we observe that AA-SPC and SBAA-SPC have similar CCD for their respective cluster sets. SA-SPC has the lowest CCD compared to other approaches. The subject-level average values obtained for CCDs across different approaches are also similar to the overall CCDs as presented in Table 7 . In Table 8 we observe that the ranges of subject-level CCDs are consistent with the overall CCDs presented in Table 7 . Cluster time improvement: Figure 14 presents the clusterlevel average cluster time increase (CTI) along with standard error. In the figure, we observe that BA-SPC and SBA-SPC have similar CTI for their respective cluster sets. SA-SPC has the highest and AA-SPC has the lowest CTI compared to other approaches. This happens since sleep sessions are usually long enough to fill larger gaps compared to the other secondary information. We further investigate the significance of cluster time increase caused by the opportunistic approaches using their respective cluster sets. In Table 9 we reject the null hypotheses for all possible cases. Therefore, the merging in our opportunistic clustering approaches significantly improves the cluster times.
Validation Using Labelled Data
Opportunistic cluster merging approaches that use sleep and/or battery charging information to merge successive clusters, are deterministic, i.e., once sleep and/or battery charging information is available during the data gap be-tween clusters, opportunistic clustering will always merge the successive clusters. However, the use of step counts during gaps may not always result in cluster merging depending on a user's activity level during gaps. Therefore, in this section we validate the opportunistic clustering approach that uses activity data (i.e., step counts) to merge clusters.
Location/Place Ground Truth Collection
We analyze the performance of Activity-Assisted Stay Point Clustering (AA-SPC) using labelled data, i.e., ground truth that are obtained using the same place mapping technique discussed in our previous paper [9] . We obtain a total of 119,201 continuous location traces with ground truth labels, which will be used as candidate traces to evaluate the AA-SPC approach.
Creation of Location Data Gaps
All these 119,201 continuous location traces are obtained from a set of 368 subjects. These continuous traces have varying lengths of at least 60 minutes. For each of these continuous traces, we keep 20 minutes at the beginning and the end of the trace to mimic a scenario of 2 separate sp-clusters separated by a gap of at least 20 minutes (i.e., twice as large as T max = 10 minutes). Therefore, we obtain 119,201 cluster pairs, each of which has minute-level activity data (i.e., step counts) during all three parts. The goal of our evaluation is then to measure how successful the AA-SPC approach is in determining whether a subject remains in the same place during the gap between successive clusters.
Evaluation Metric
In addition to our previous two evaluation measures, i.e., CCD (Equation 5) and CTI (Equation 6), in this section, we also use the following metric for our evaluation of AA-SPC:
Merging Success (MS), which is the ratio of cluster pairs that successfully become single clusters after merging and the number of cluster pairs before merging, i.e.:
where M i and N i are the number of cluster pairs that are merged and not merged into single clusters, respectively, after merging for the i th subject and K is the total number of subjects.
Merging Effectiveness of AA-SPC
AA-SPC is able to merge 95,605 cluster pairs into single clusters out of the total 119,201 pairs obtained from 368 subjects. Therefore, according to Equation 7 , the merging success (MS) is 80.2%. On a subject-level we are able to merge on average 79% (SD = 13%) cluster pairs with a range of 64% -97%.
Those successfully merged single clusters have an average duration of 161.68 minutes (SD = 138.89 minutes) with a range of 60 minutes to 333 minutes. Since each of the 119,201 cluster pairs are separated by a data gap of at least 20 minutes (i.e., 2 times T max = 10 minutes), both RSPC (Section 3.2.1) and ESPC (Section 3.2.2) are not able to merge these clusters. However, AA-SPC is able to merge them if a user's activity data (i.e., step count) is available and the data can prove the user's presence at the same place during gaps.
We further investigate the CCD and CTI for this validation test. We are able to decrease the cluster count on average 40% (SD = 7%) with a range of 32% -48%. Similarly, on a cluster-level, we are able to increase cluster time on average 62.78% (SD = 17.86%) with a range of 33.33% -97.22% when comparing AA-SPC with ESPC. To test the statistical significance of this cluster time increase we perform the Paired Ttest. We reject the null hypothesis: "H 0 : µ D = 0," where µ D is the average of the differences in cluster durations before and after merging, with t(95604) = 1086.8, p < .001. Therefore, AA-SPC significantly increases the cluster durations after merging. We further perform the CTI analysis on a subject-level. We obtain an average CTI of 61.70% (SD = 7.90%) with a range of 53% -71%. In Figure 15 we observe that cluster-level time increase (in %) when comparing AA-SPC with ESPC is almost uniformly distributed from 40% to 100% (PDF bars). Therefore, activity data (i.e., step count) equally improves cluster times over the entire range.
Impact of Gap Length on AA-SPC Performance
In Figure 16 we observe that merging success drops (PDF bars) with the increase of gap length. In the figure, the solid horizontal line corresponds to 0.9 probability, which crosses the CDF of merging success (blue dashed line) at the 320 minute data gap (dotted vertical line). Therefore, we can successfully recover up to 90% of the places for gaps of up to about 320 minutes using the step counts. Similarly, we can successfully recover up to 95% of the places for gaps of up to about 460 minutes.
Sensitivity of Performance Measures to Window Size
To test the effect of window size when trying to merge two successive sp-clusters using activity data, we vary the window size from 3 minutes to 19 minutes in steps of 2 minutes. In Figure 17 we draw an error bar around the average value of each performance measure at a particular window size and then connect the average values of a performance measure across different window sizes using a line. In the figure we observe that, in general, the performance improves with increasing window sizes. However, compared to MS and CCD, CTI is less sensitive to window size variation. This is because with increasing window sizes, we are also considering more activity samples, which then reduces the chance of misidentifying a window due to the presence of noisy samples in the window. Although an increased window size improves the MS and CCD, it does not help much to improve the CTI of successfully merged clusters. This finding is consistent with our earlier findings in Section 5.2.3, where we have shown that sleep-and battery-assisted clustering approaches are able to fill larger gaps compared to activity-assisted approach.
DISCUSSION
While the proposed approach relies on three different types of secondary data, not all types may always be available, e.g., sleep sessions are skewed around nights. Compared to sleep, battery charging sessions have a better spatiotemporal distribution. Therefore, when sleep sessions can improve the night time clusters within homes, battery charge sessions can improve clusters from additional places such as workplaces, where people also typically recharge their phone batteries. Compared to sleep and battery charge sessions, activity data has the highest spatio-temporal availability and can further improve clustering. However, the improvements in clustering also depends on a user's choice of carrying multiple devices. For example, the valid activity data that we used in our analysis requires the users to wear the Fitbit device. Another factor is the application scenario, e.g., if the goal is a better discovery of night time clusters or clusters within homes, then battery charge sessions with and without sleep sessions could be enough to rely on. As observed in Section 5.2.2, in general, the addition of more types of secondary data increases the availability of information to infer a user's state and allows us to merge more clusters to obtain fewer but larger clusters. For example, it can also be helpful to combine other secondary data such as Wi-Fi and Bluetooth scan records to match the fingerprints in order to discover closely co-located users and share location data among the users to fill the gaps of a particular user.
Although it may seem redundant to consider activity data when we already have sleep or battery charge information, but additional data will increase the reliability of a user's state prediction since battery and sleep sessions work in a deterministic way, i.e., they always merge cluster pairs. In other words, those sessions never check for a user's absence from a place compared to minute-level activity data. Also, all these three types of secondary data are collected from readily available sensors in smartphones and wearables (Table 1) . Therefore, combining them can add real value.
In Section 5.2.3 we presented the outcomes of cases where we consider separate sets of clusters. We observed that the SA-SPC clustering approach improves both cluster count and time compared to other approaches, which happens due to the fact that sleep sessions are usually long enough to fill larger gaps compared to the other secondary information, such as battery charge sessions and minutelevel activity data. Also, in our approach of AA-SPC and SBAA-SPC even a single noisy window could stop the merging of a cluster pair.
CONCLUSIONS
Gaps in location traces impact the performance of clustering techniques that are required to identify places of importance to a user. In this paper, we introduce a new approach that fills such gaps using a user's own opportunistic secondary information. Specifically, we utilize secondary sensor data from the user's own smartphone (i.e., the phone's battery charge sessions) and wearable device (i.e., sleep sessions and step counts recorded by a Fitbit device) to determine the individual's spatio-temporal state. Under the assumption that the user remains at the same location when sleeping or recharging the phone's battery, we can use the sleep and battery charge session data to augment the location traces. Also, under the hypothesis "a user's step counts differ among different places and walk sessions" with the assumption that walking takes place when a user moves between places, we can also use the step counts to augment the location traces, yielding fewer but larger clusters that more accurately represent the places of significance. Another advantage of using step counts (i.e., activity data) in clustering is its higher availability over different places and different times of day as compared to the sleep and battery charge sessions, which are skewed in their spatio-temporal distributions. The evaluation results presented in this work (using a large-scale mobile crowd sensing study dataset collected from several hundred college students) confirm that the proposed approach is able to produce larger clusters that include a larger percentage of a user's traces in the clusters, where each cluster represents a place of significance. In our future work, we plan to look at additional context data such as a user's communication trends and app usage habits in order to further improve the place discovery.
