A central principle in motor control is that the coordination strategies learned by our 8 nervous system are often optimal. Here we combined human experiments with computational 9 reinforcement learning models to study how the nervous system navigates possible movements 10 to arrive at an optimal coordination. Our experiments used robotic exoskeletons to reshape the 11 relationship between how participants walk and how much energy they consume. We found that 12 while some participants used their relatively high natural gait variability to explore the new 13 energetic landscape and spontaneously initiate energy optimization, most participants preferred 14 to exploit their originally preferred, but now suboptimal, gait. We could nevertheless reliably 15 initiate optimization in these exploiters by providing them with the experience of lower cost gaits 16 suggesting that the nervous system benefits from cues about the relevant dimensions along which 17 to re-optimize its coordination. Once optimization was initiated, we found that the nervous 18 system employed a local search process to converge on the new optimum gait over tens of 19 seconds. Once optimization was completed, the nervous system learned to predict this new 20 optimal gait and rapidly returned to it within a few steps if perturbed away. We model this 21 optimization process as reinforcement learning and find behavior that closely matches these 22 experimental observations. We conclude that the nervous system optimizes for energy using a 23 prediction of the optimal gait, and then refines this prediction with the cost of each new walking 24 step. 25 65 applying resistive torques at the knee joints during walking (Fig 1) . The exoskeleton controller 66 applies a resistance, and therefore an added energetic penalty, that is minimal at low step 67 frequencies and increases as step frequency increases. Our past experiments demonstrated that 68 this control function reshapes the relationship between step frequency and energetic cost-which 69 4 we term the cost landscape-creating a positively sloped energetic gradient at subjects' initial 70 preferred step frequency, and an energetic minimum at a lower step frequency. When given 71 sufficient experience with the new cost landscape, subjects in our past experiments learned to 72 decrease their step frequency to converge on the new energetic minimum. We use the term 73 optimization to refer to the process of adapting coordination towards new patterns that minimize 74 cost. This might alternatively be called reward-based adaptation [10,34]. We also distinguish 75 between optimization and prediction, where the former is the process of trying new coordination 76 patterns as the nervous system converges towards the minimum cost, and the latter is the nervous 77 system storing and recalling previously experienced coordination patterns [35,36]. For our 78 purposes we consider prediction, because it involves the storing of a coordination pattern, as 79 commensurate with learning. 80 5 81 Fig 1. Experimental design. (A-B) By controlling a motor attached to the gear train of our 82 exoskeletons, we can apply a resistance to the limb that is proportional to the subject's step 83 frequency. (C) Design of the penalize-high (green) control function. (D) Schematic energetic 84 cost landscapes. Adding the energetic cost of the penalize-high control function to the original 85 cost landscape (grey) produces a new cost landscape with the optimum shifted to lower step 86 frequencies (green curve). (E) Measured energetic cost landscapes, reproduced from Selinger et 87 al. (2015), for the penalize-high (green) control function and controller off condition (grey). The 88 lines are 4 th order polynomial fits, and the shading their 95% confidence intervals, shown only 89 for illustrative purposes. The dashed grey arrow illustrates the direction of adaptation from initial 90 preferred (green square) to final preferred step frequencies (green triangle). On average subjects 91 decreased their step frequency by approximately 6% to converge on the energetic minima and 92 reduce cost by 8%. (F) The penalize-high control function creates a positively sloped energetic 93 gradient about the subjects' initial preferred step frequency. (G) Subjects adapted their step 94 frequency to converge on the energetic minima. Error bars represent 1 standard deviation.
INTRODUCTION
People often learn optimal coordination strategies. That is, the nervous system tracks a cost for 27 movement and it adapts its coordination to minimize this cost. This optimization principle 28 8 (one sample t-test, t(5)=-0.46, p = 0.66), while the other subjects, or non-spontaneous initiators, 141 remained at their initial preferred step frequency (0.8 ± 2.7 %, Fig 3D) . We hypothesized that 142 high natural gait variability, which results in a more expansive and therefore more clear sampling 143 of the new cost landscape, would be a predicator of spontaneous initiation. To test this, we 144 analyzed individual subjects' step-to-step variability prior to the controller even being turned on 145 and found that spontaneous initiators displayed higher variability in step frequency than non-146 spontaneous initiators (1.5 ± 0.3 % and 1.1 ± 0.3 %, respectively, two sample t-test, t(34)=6.06, 147 p = 1.8×10 -2 , Fig 3C) . This finding that spontaneous initiation was correlated with higher 148 variability, even before the adaptation itself, was in no way predetermined by our criteria. As a 149 second test of the role of step frequency variability in promoting spontaneous initiation, we 150 regressed the amount of adaptation an individual exhibited during the First Experience period 151 against their step frequency variability from the Baseline period (final 3-minutes), for all 36 152 subjects, and found a weak but significant correlation (R 2 =0.22, p =4.0×10 -3 ). We expect other 153 factors that vary across individuals, such as the gradient of their cost landscape and their levels 154 of sensory and motor noise, to additionally effect the saliency of the cost landscape, and in turn 155 the likelihood of spontaneous initiation. Asterisks indicate statistically significant differences for t-tests.
177
Experience with lower cost gaits can initiate optimization 178 We next sought to determine how optimization could be initiated in the non-spontaneous 179 initiators. The non-spontaneous initiators were assigned to one of three experiments (Table S1 ) 180 in which a second experience period included either metronome-guided experience with discrete 181 cost points on a new cost landscape (Fig 2D) , metronome-guided experience with many costs 182 along a new cost landscape (Fig 2E) , or self-guided experience with many costs along a new cost 183 landscape (Fig 2F) . To gain insight into the progress of optimization during this period, 1-minute 184 probes of subjects' self-selected step frequency occurred at the 6 th , 10 th , and 14 th minute, along 185 with a final 6-minute probe at the 18 th minute. We found that if, just prior to the first probe, 186 subjects were walking at low step frequencies, and thus experienced lower energetic costs, they 187 appeared to initiate optimization and adapt toward the new optima (Fig 4) . Yet, if they were 188 walking at high step frequencies, and thus experienced higher energetic cost, they rapidly 189 returned to the initial preferred step frequency (Fig 4) . This finding was consistent regardless of 190 whether the experience was self-guided (t-test, t(7)=-2.25, p = 0.03) or metronome-guided (t-test, 191 t(7)=-2.33, p = 0.03). Moreover, if immediately before the probe subjects were returned to the 192 initial preferred step frequency, as was the case with the metronome-guided experience of many 193 cost points, they showed no adaptation (Fig 4; t-test, t(7)=0.12, p = 0.55). This was despite them 194 having broad experience with the cost landscape. It appears that providing subjects with 195 experience at a low-cost gait and then allowing them to self-select their gait following these new 196 initial conditions is sufficient for initiating optimizing, while expansive experience with the 197 landscape is not. Importantly, the energy cost at the low-cost gait is lower relative to the energy 198 cost at the initially preferred step frequency under the new cost landscape, but not the original 199 cost landscape (Fig 1E) indicating that the nervous system is updating its expectation of the 200 energetic consequences of its gaits. 
206
A local search strategy is used to converge on energetically optimal gaits 207 To investigate the interaction between high and low cost experience, as well as the order of the 208 experience, we next compared the behaviour during the first and final probes following 209 experience with the highest (+10%) and lowest (-15%) step frequencies (Table S1) . We 210 performed a two-way ANOVA and found that both experience direction (high and low cost) and 211 probe order (first and last) had significant effects (F(1, 17) = 13.25, p = 2.7×10 -3 ; F(1, 17) = 4.93, 212 p = 0.04; respectively), as well as their interaction (F(1, 17) = 5.30, p = 0.04). A two-sample t-213 test revealed that step frequencies were significantly different following the first experience with 214 high and low costs (t(7)=6.1, p = 4.8×10 -4 ). Following the first experience with high step 215 frequencies subjects appeared to use prediction to rapidly move away from this high cost step 216 frequency (Fig 5A, Fig S2A) . But, their prediction was erroneous-having not yet experienced 217 lower costs gaits, they returned to their initial preferred step frequency (Fig 5B, Fig S2A) . They 218 did so with an average time constant of 2.0 seconds (exponential fit 95% CI [1.5 2.5]) or about 4 219 steps. Following the first experience with low step frequencies subjects more slowly descended 220 the cost gradient, with an average time constant of 10.8 seconds (exponential fit 95% CI [9.2 221 12.5]), about 20 steps, and eventually converged on the new optima ( Fig 5A) . Because this was 222 the first probe, all of which followed experience at -15% step frequency, these subjects had no 223 prior explicit experience with the new optima yet could converge to it (Fig 5B) 2.8 seconds, exponential fit 95% CI [2.3 3.2]; experience low: 2.5 seconds, exponential fit 95% 242 CI [1.9 3.1]; Fig 5C-D, Fig S2B) . A two-sample t-test revealed that step frequencies were now 243 indistinguishable following the last experience with high and low costs (t(7)=0.77, p = 0.47).
244
Following the last experience at low step frequencies, subjects no longer display slow 245 adaptations consistent with optimization, but instead rapidly predict the optimal gait. And, 246 14 following the last experience at high step frequencies, subjects' erroneous predictions have been 247 corrected and they rapidly converge to the new cost optimum. This indicates that optimization 248 culminates in the formation of new predictions about optimal movements and the abolishment of 249 old. On average, subjects' 'final preferred step frequency' was -4.8 ± 3.1 %, which was lower 250 than initial preferred (t-test, t(8)=-4.74, p = 1.5×10 -3 ) and consistent with the expected optima.
251
The high inter-subject variability following the final probe (Fig 5D) may in part be due to that 252 fact that each subject will have a different energy optimal step frequencies. When the controller 253 was turned off, returning subjects to the original cost landscape, they slowly unlearned this new 254 prediction. They gradually, with a time constant of 10.5 seconds (exponential fit 95% CI [8.8 255 12.2]), returned to a step frequency indistinguishable from their initial preferred step frequency 256 when the controller was turned off (-0.8 ± 3.0 %).
257
Energy optimization as reinforcement learning 258 The experimental behaviours we observed, where in a new environment subjects iteratively learn 259 and then rapidly predict the energy optimal gait, resemble the behaviours produced by classic 260 reinforcement learning algorithms [19, 38] . As a proof-of-principle for human motor learning, 261 reinforcement learning algorithms have found the optimal control policies for robots and 262 physics-based simulations that walk, reach, and do other movement tasks [39] [40] [41] . And, the 263 necessary components to perform reinforcement learning for human movements, including 264 reward prediction and sensory feedback, are present in our nervous systems and well-studied for 265 learning non-motor tasks [42] . Here we test if a simple reinforcement learning model can indeed 266 reproduce the experimental behaviours observed during energy optimization (Fig 6A) . 267 Reinforcement learning, applied to our context, allows the nervous system to iteratively learn a 268 value-function (Q) that stores the predicted relationship between step frequency and energetic 269 cost. For each new step, the nervous system selects a step frequency, or action (a), in accordance 270 with its policy (p): 'choose the energy minimal step frequency'. Each time the nervous system 271 executes a frequency, it measures the resulting energetic cost, or reward (r), and updates its 272 predicted cost for that frequency. However, since the reward can't be measured perfectly due to 273 measurement noise (nm) nor the action executed perfectly due to execution noise (ne), the Importantly, the qualitative findings we present below are not particularly sensitive to these 301 specific parameter settings (Fig S3) . 302 This very simple model can well describe the behaviour of our spontaneous initiators. We find 303 that over about the same number of steps as our human subjects, the model can converge on new 304 energetically optimal gaits to achieve small cost savings (Fig 6D) . It also learns to predict the 305 new cost landscape, rapidly returning to new cost optima when perturbed away, just as we have 306 found in our human experiments. When returned to the original and previously familiar cost 307 landscape, it doesn't instantly remember old optima but instead has to unlearn its new prediction 308 (Fig 6E) . Notably, our model does not provide insight into individual subject's behavior, but 309 rather the general behavioural features of energy optimization.
310
This simple reinforcement learner cannot however explain the behaviour of our non-spontaneous 311 initiators. Unlike the majority of our experimental subjects, the above model will always 312 spontaneously initiate optimization and begin converging on the optimal gait (even if the 313 learning rate is adjusted such that past predictions are much more heavily weighted over new 314 measures, Fig S3A) . Our experimental findings suggest that non-spontaneous initiators may 315 heavily favour exploitation over exploration [19] until sufficient experience with a low-cost gait 316 signals to the nervous system that the current action is suboptimal (See Methods, Model Details).
317
One model that can capture this more complicated behaviour of the nervous system is a 318 reinforcement learner that prioritizes the learning of a reference cost [43] [44] [45] that equals the cost 319 at the predicted optimum step frequency (Fig 6B) . This model continuously relearns the value of 320 the reference cost and then shifts the costs associated with all frequencies by this value. The 321 algorithm only recognizes a change to the shape of the cost landscape when it detects a cost 322 saving with respect to this continuously updated reference cost. It then initiates optimization and 323 updates the cost associated with the individual frequencies that it executes, thereby learning the 324 shape of the new cost landscape. Prioritizing the learning of a reference cost, rather than 325 constantly exploring new gaits, is perhaps a better general strategy for cost optimization in real-326 world conditions. Energetic cost continuously varies as conditions change in the real world, but 327 unlike our experiment, only some conditions may benefit from the adoption of a new gait and 328 exploring gaits away from the optimal gait comes with an energetic penalty. The continuous 329 updating of a reference cost allows the nervous system to detect when there are reliable costs 330 savings to be gained relative to the predicted optimal gait. It also allows the nervous system to 331 compare differences between the two gaits and understand which walking adjustments led to the 332 lower cost [10, 46] . This may allow the nervous system to learn the dimension along which 333 exploration should proceed and quickly converge on the new optimal gait [9,10,47].
334
It is possible that high natural gait variability, as displayed by our spontaneous initiators, is in 335 fact also triggering initiation through the updating of a reference cost because it provides 336 sufficient experience with a low-cost gait. If treated as so, all subjects' behaviour could be 337 explained by the reference cost model. However, deciphering an exact low-cost experience 338 criterion that fits all subject's behaviour, is difficult, and perhaps not possible, as it likely varies 339 across subjects and is affected by additional factors such as the gradient of their cost landscape, 340 their levels of sensory and motor noise, and their weighting of newly experienced costs.
341
This reference cost learning algorithm captures many key behavioral features of our non-342 spontaneously initiating subjects. First, it does not spontaneously initiate optimization (Fig 6D) . 343 Second, it only initiates after experience in the new cost landscape with a frequency that has a 344 lower cost than that at the initially preferred frequency. Third, after initiation, the algorithm 345 gradually converges on the new optimum (Fig 6F) . Finally, much like our original model of 346 spontaneous initiators, after convergence it can leverage prediction to rapidly return to the new 347 optimum after a perturbation (Fig 6G) but must slowly unlearn this optimum if returned to the 348 original cost landscape (Fig 6E) . 349 Overall, our computational models demonstrate that the nervous system may optimize for energy Here we used energy minimization in human walking to understand how the nervous system 360 initiates and performs the optimization of its motor control strategies. We found that some 361 people tend to explore, through naturally high gait variability, leading them to spontaneously 362 initiate optimization. Others are more likely to exploit their current prediction of the optimal gait 363 and require experience with lower cost gaits to initiate optimization. When optimization was 364 initiated, people gradually adapted their gait, in a manner consistent with a local search strategy, 365 to converge on the new optima. Given more time and experience, this slow optimization was 366 replaced by a new and rapid prediction of the optimal gait. Our reinforcement learning models 367 reproduce these behaviours, suggesting that the nervous system may use similar mechanisms to 368 optimize gait for energy in walking, and perhaps optimize other movements for other cost 369 functions.
370
Principles of energetic optimality may also determine the nervous system's balance between 371 exploration and exploitation. Variability can aid with initiation by allowing the nervous system 372 to locally sample a more expansive range of the cost landscape, clarify its estimate of the cost 373 gradient, and identify the most promising dimensions along which to optimize [21, 48, 49] . This 374 variability may simply be a consequence of noisy sensorimotor control that fortuitously benefits 375 the exploration process, or it may reflect intentional motor exploration by the nervous system 376 [21, 48] . Recent work suggesting that humans actively reshape the structure of their motor output 377 variability to elicit faster learning of reaching tasks, is evidence of the latter [48] . Learning rate 378 also affects variability because new cost measurements are imperfect. The higher the learning 379 rate, the greater the influence of the new and noisy cost measurements on the predicted optimal 380 21 movement, resulting in more volatile predictions of the optimal gait and therefore more variable 381 steps. This can speed learning of new optimal strategies in new contexts, reducing the penalty 382 due to the accumulated cost of suboptimal movements during learning. But, there is also a 383 penalty to this high motor variability-once the new optimal strategy is learned, motor 384 variability around this optimum means most movements are suboptimal. The optimal solution to 385 this trade-off depends on how quickly the context is changing (Fig 7) . It is better to learn quickly 386 and suffer steady state variability about the new optimum when the context is rapidly changing.
387
But, when the context changes infrequently, it is better to learn slowly and more effectively 388 exploit the cost savings at the new optimum. Interestingly, the learning rate in our models, which 389 we chose to match our experimental constraints, is optimal for a cost landscape that is changing 390 approximately every 10-15 minutes, a rate of change not dissimilar from that applied in our 391 experiment protocol. In humans, the nervous system likely has control over the learning rate and 392 the amount of exploration, and may adjust both based on its confidence in the constancy of the 393 energetic conditions. This suggests exploration, and potentially faster learning, could be 394 promoted not through consistent experience in an energetic context, but rather by experimentally 395 alternating energetic contexts. 
399
Measurement and execution noise were set at 2.0% and 1.5%, respectively.
400
Identifying the dimension of an optimization problem may be the trigger for initiation. The 401 coordination of walking is a task of dauntingly high dimension [17, 50] . Various gait parameters, 402 including walking speed, step frequency, and step width must be selected, and numerous 403 combinations of muscle activities can be used to satisfy any one desired gait. When presented 404 with new contexts, the nervous system must identify which parameters, if any, to change in order 405 to lower cost. The difficultly of this task may partly explain why non-spontaneous adaptors do 406 not initiate optimization when the exoskeletons are turned on and they are immediately shifted to 407 a higher cost gait. Although it may be clear to the nervous system that costs are higher, it may 408 remain unclear how it should change movement to lower the cost. This could also explain why in 409 some past experiments, by our group [31] and others [27, 51] , people did not initiate optimization 410 and discover new energy optimal coordination strategies. Experience with lower step 411 frequencies, and therefore lower costs, may allow the nervous system to identify that this is the 412 relevant dimension along which to optimize. This behavioural phenomenon is captured by the 413 addition of a reference cost to our simple reinforcement learning algorithm, and has parallels in 414 classic feedback control models as well as neurophysiological habituation [13, 52, 53] . Our Subjects. Testing was performed on a total of 36 healthy adults (body mass: 63.9 ± 9.8 kg; 435 height: 1.69 ± 0.10 cm; mean ± SD) with no known gait or cardiopulmonary impairments (Table   436   S1 ). Simon Fraser University's Office of Research Ethics approved the protocol, and participants 437 gave their written, informed consent before experimentation.
438
Initially, 27 subjects were randomly assigned to one of three experiments (9 subjects per 439 experiments) in which their second experience period included either included either 440 metronome-guided experience with discrete cost points on a new cost landscape (Fig 2D) , 441 metronome-guided experience with many costs along a new cost landscape (Fig 2E) , or self-442 guided experience many costs along a new cost landscape (Fig 2F) . A preliminary analysis 443 revealed that 5 of the 27 subjects (1 from the metronome-guided discrete experience experiment, 444 1 from the metronome-guided broad experience experiment, and 3 from the self-guided broad 445 experience experiment) appeared to gradually adapt their gait toward the optima during the first 446 experience period, prior to second experience period (Fig 2C) . These subjects, whom we refer to 447 as 'spontaneous initiators', were therefore not included in the analysis for the second experience 448 periods and were instead analyzed as a separate group. To be considered a spontaneous initiator 449 subjects had to meet two criteria. First, during the final 3-minutes of the first experience period 450 their average step frequency (final step frequency) was required to fall below 3 SD in steady 451 state variability, determined from the final 3-minutes of the baseline period. For most subjects, 452 this equates to a minimum decrease in step frequency of approximately 5%. Second, the decrease 453 in step frequency could not be an immediate and sustained mechanical response to the 454 exoskeleton turning on. The final step frequency had to be significantly lower than the step 455 frequency measured in the 10th to 40th second after the exoskeleton turned on (one-tailed t-test, also informed that at times a metronome would play different steady state tempos, or slowly 500 changing tempos, and that they should do their best to match their steps to the tempos. During 501 the habituation period, three different steady state tempos were played for three minutes each.
502
These tempos included +10%, -10%, and -15% of the initial preferred step frequency. The 503 sinusoidally varying metronome tempo had a range of ±15% of the initial preferred step 504 frequency and a period of 3 minutes.
505
Prior to the first experience period, we explained to subjects that they would next walk for 6 506 minutes with the exoskeleton turned off, at which point the exoskeleton would turn on and they 507 would walk for a remaining 12 minutes (Fig 2C) . They were given no other directives about how 508 to walk and at no point during testing were subjects provided with any information about how 509 the controller functioned, or how step frequency influenced the resistance applied to the limb.
510
For the second experience period, subjects completed one of the three experiments: metronome-511 guided experience with discrete cost points on a new cost landscape (Fig 2D) , metronome-512 guided experience with many costs along a new cost landscape (Fig 2E) , or self-guided 513 experience many costs along a new cost landscape (Fig 2F) . All subjects were informed that they 514 would be walking for 30 minutes and that the exoskeleton would be on for the first 24 minutes 515 and off for the final 6 minutes. To gain insight into the progress of optimization under each 516 experiment, 1-minute probes of subjects' self-selected step frequency occurred at the 6 th , 10 th , 517 and 14 th minute, along with a final 6-minute probe at the 18 th minute (Fig 2D-F) . 518 Those assigned to the metronome-guided discrete experience experiment were informed that at 519 times the metronome would be turned on, during which they should match their steps to the 520 steady-state tempo, and that when the metronome turned off, they no longer had to remain at that 521 tempo (Fig 2D) . Besides these instructions, subjects were given no further directives about how 522 to walk. The metronome was turned off at four different time points, each serving as a probe of 523 subjects self-selected step frequency. Prior to each probe, different metronome tempos were 524 played, including -15%, -10%, +5% and +10% of initial preferred step frequency. We chose 525 these tempos such that they spanned the energetic landscape but did not include step frequencies 526 explicitly at the expected optima or the preferred step frequency (approximately -5% and 0%, 527 respectively). Order of the tempos was randomized. The exception to this was that for the 7 528 subjects added to this experiment, either the first or last tempo was randomly assigned as either 529 +10% or -15%, with the remaining 3 step frequencies assigned in random order.
530
Those assigned to the metronome-guided broad experience experiment were given the same 531 instructions as those in the metronome-guided discrete experience experiment, except that they 532 were informed that the metronome tempo would change slowly over time (Fig 2E) . A 533 sinusoidally varying metronome tempo was played for 3 minutes, 4 separate times, which were 534 once again separated by probes of self-selected step frequency. The sinusoidal tempo had a range 535 of ±15% of the initial preferred step frequency, a period of 3 minutes, and began and therefore 536 ended at 0% of the initial preferred step frequency. These subjects were therefore guided through 537 the complete landscape but always returned to their preferred gait prior to a probe.
538
Those assigned to the self-guided broad experience experiment were informed that at times the 539 experimenter would verbally give them the command 'explore', at which point they should 540 explore walking at a range of different step frequencies (Fig 2E) . They were informed that they 541 should continue to do so until given the command 'settle', at which point that should settle into a 542 steady step frequency. They were given no directives about what their steady state step 543 29 frequency should be. Subjects were instructed to explore four separate times, each lasting three 544 minutes and once again separated by probes of self-selected step frequency. When the command 545 settle was given subjects could be at any self-selected step frequency, therefore the experience 546 direction, at high or low cost, was not predetermined. initiators were found to adapt toward the optima. To determine the average rate at which they did 553 so, step frequency time series data from the 6 th to the 18 th minute for the subjects was grouped 554 together and fit with a single term time-delayed exponential. Prior to fitting, data was down-555 sampled to a step rate of 1.8Hz, so as not to overestimate data points and inflate calculated 556 confidence intervals. We used one-tailed t-tests with a significance level of 0.05 to compare the 557 step frequency, as well as variability in step frequency, of the spontaneous and non-spontaneous 558 initiators (Fig 3C-D) . We used one-tailed t-tests because we expected the spontaneous initiators 559 to present with lower steady-state step frequencies and higher variability.
560
During the second experience periods, 1-minute probes of subjects' self-selected step frequency 561 occurred at the 6 th , 10 th , and 14 th minute, along with a final 6-minute probe at the 18 th minute.
562
When statistical comparisons were made between first and last probes following high and low 563 experience, data from the 30 th to the 60 th second of each of the self-selected step frequency 564 probes were used for analysis. We used t-tests with a significance level of 0.05 (Fig 4, Fig 5B   565 and Fig 5D) . When investigating the rate at which subjects adapted their step frequency, step 566 frequency time series data from the first 60 seconds of the probes from subjects of the same 567 experiment were once again fit with a single term time-delayed exponential, using the same 568 process steps as previously described. For plotting purposes, we averaged across subjects of the 569 same experiment and calculated the across subject standard deviation at each time point.
570
Because there was no effect of experience direction during the last probe, subjects from the high 571 and low experience were grouped. The final preferred step frequency was calculated as the 572 average step frequency during the 21 st to 24 th minute of the second experience period, just prior 573 to the controller being turned off. The re-adaptation step frequency was calculated as the average 574 step frequency during the final 3 minutes of the second experience period, when the controller 575 was turned off. When investigating the rate at which subjects re-adapted their step frequency 576 back to the initial preferred, step frequency time series data from the entire re-adaptation period 577 were once again fit with a single term time-delayed exponential and the average and standard 578 deviation profiles were calculated for plotting purposes.
579
Model Details. The range of possible actions (ai, ai+1, … an) were set to be discrete integer step 580 frequencies, ranging between -15% and +15%. The simulated energetic cost landscape (Q*), 581 before the controller was turned on, was modelled as a quadratic function of the form: 582 Q*off(ai) = 10 x ( a i /100) 2 + 1, 583 having a normalized cost of 1 at the optimum and a curvature that well approximates our 584 experimentally measured landscape. After the controller was turned on, the simulated landscape 585 was modelled as: 586 31 Q*on(ai) = Q*off(ai) + ( a i /60 + ¼), 587 where the cost added to Q*off(ai) well approximates the energetic effect of our controller, again 588 creating a landscape similar in shape to that which we measure experimentally.
589
The parameters that describe the behavior of the reinforcement learner include: the standard 590 deviation in step frequency execution noise (ne), the standard deviation in energetic cost 591 measurement noise (nm), and the weighting parameter, or learning rate (a). On any given step, 592 the levels of measurement and execution noise are drawn from a Gaussian distribution with mean 593 zero and standard deviation determined from the value of the parameter. 594 We performed a sensitivity analysis to determine feasible parameter ranges that are consistent 595 with experimentally measured rates of convergence to the optimum and variability in step 596 frequency. Similar to the design of our experimental first experience period, we simulated a 597 protocol that lasts 1440 steps (approximately 12 minutes) in which the landscape changed from 598 Q*off to Q*on after 720 steps (approximately 6 minutes). Using our simple reinforcement leaning 599 model that spontaneously initiates optimization, we varied the execution noise (between 1 and 600 3% of the initial preferred step frequency), measurement noise (between 0.1 and 6% of the 601 energetic cost at the initial preferred step frequency during natural walking), and learning rate 602 (between 0.01 and 1). Model simulations were repeated 1000 times for each possible 603 combination of parameter settings. 604 We then determined the resulting rates of convergence to the optimum by averaging step 605 frequency data across repeats and then fitting the final 720 steps with a single process 606 exponential model. As expected, higher learning rates, which put greater weight on new 607 32 measurements as opposed to past measurements, lead to faster convergence to the optimum (Fig   608   S3A ). This rate of convergence is largely unaffected by measurement noise, and is only 609 minimally affected by execution noise, where higher execution noise can slow convergence to 610 the optimum. In our experiments, the convergence to the optimum typically occurred with a time 611 constant of less than 100 steps. This experimental constraint leaves us with a wide range of 612 possible learning rate parameter settings, from 0.5-1.0 for any simulated combination of 613 measurement and execution noise. For the purposes of our simulations, we set the learning rate 614 to be 0.5.
615
Given our chosen learning rate, we next selected measurement and execution noise levels that 616 generated variability in step frequency that well approximated that which we observed 617 experimentally during steady state behavior (1.0-1.5%). For each simulation repeat, we 618 calculated the standard deviation in step frequency during the first 720 steps. During this time, 619 the learner is at the Q*off optimum and the landscape is unchanging, leading to steady state 620 behavior. We then averaged this value across repeats to get an average measure of variability in 621 steady state step frequency for each possible combination of measurement noise and execution 622 noise. Once again, our experimental constraints left us with a wide range of possible parameter 623 settings (Fig S3B) . For the purposes of our simulations, we set the measurement noise to be 624 2.0% and the execution noise to be 1.5%. Importantly, within the ranges deemed reasonable by 625 our experimental constraints, the qualitative behaviours generated by our model are not 626 particularly sensitive to the specific learning rate, measurement noise, and execution noise 627 parameter settings we chose. 
