Optical Graph Recognition by Reislhuber, Josef (M. Sc.)
Optical Graph Recognition
Josef Reislhuber
Dissertation
Supervisor :
Prof. Dr. Franz J. Brandenburg
September 2016

Abstract
Graphs are an important model for the representation of structural information between
objects. One identifies objects and nodes as well as a binary relation between objects
and edges. Graphs have many uses, e. g., in social sciences, life sciences and engineering.
There are two primary representations: abstract and visual. The abstract representation
is well suited for processing graphs by computers and is given by an adjacency list,
an adjacency matrix or any abstract data structure. A visual representation is used by
human users who prefer a picture. Common terms are diagram, scheme, plan, or network.
The objective of Graph Drawing is to transform a graph into a visual representation called
the drawing of a graph. The goal is a “nice” drawing.
In this thesis we introduce Optical Graph Recognition. Optical Graph Recognition
(OGR) reverses Graph Drawing and transforms a digital image of a graph into an abstract
representation. Our approach consists of four phases: Preprocessing where we determine
which pixels of an image are part of the graph, Segmentation where we recognize the
nodes, Topology Recognition where we detect the edges and Postprocessing where we
enrich the recognized graph with additional information. We apply established digital
image processing methods and make use of the special property that the image contains
nodes that are connected by edges. We have focused on developing algorithms that need
as little parameters as possible or to automatically calibrate the parameters. Most false
recognition results are caused by crossing edges as this makes tracing the edges difficult
and can lead to other recognition errors.
We have evaluated hand-drawn and computer-drawn graphs. Our algorithms have
a very high recognition rate for computer-drawn graphs, e. g., from a set of 100000
computer-drawn graphs over 90% were correctly recognized. Most false recognition re-
sults where observed for hand-drawn graphs as they can include drawing errors and
inaccuracies. For universal usability we have implemented a prototype called OGRup for
mobile devices like smartphones or tablet computers. With our software it is possible to
directly take a picture of a graph via a built in camera, recognize the graph, and then
use the result for further processing. Furthermore, in order to gain more insight into the
way a person draws a graph by hand, we have conducted a field study.
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Chapter 1 Introduction
Graph drawing addresses the problem of constructing visualizations of graphs, networks
and related structures. It adds geometric and graphic information, assigning coordinates
to the nodes and routing the edges, and attaches graphic features such as icons, labels,
line styles and colors. The goal is a “nice” drawing, which shall convey the underlying
structural relations and make them easily understandable to a human user. “Nice” can
be evaluated empirically and approximated by formal terms, such as bends, crossings,
angular resolution, and uniform distribution [27]. This is what the field of graph drawing
is all about.
The reverse process has been largely neglected so far. There is a need for it. We often
make drafts of a diagram using pencil and paper and then would like to use a graph
drawing tool for improvements of the drawing or a graph algorithm for an analysis. For
instance, Fig. 1.1 shows a hand-made drawing of a graph that contains three multi-edges.
Without the multi-edges, the graph is isomorphic to the Harries-Wong (3,10)-cage [88].
However, this is hard to see. Here optical graph recognition (OGR) comes into play, which
is a method to automatically extract the topological structure of a graph from its drawing.
For some of our first experiments at the 20th Symposium on Graph Drawing (GD 2012)
in Redmond, WA we have asked ten participants to draw a graph by hand. On the spot,
our graph recognition software correctly recognized five graphs. Two correctly recognized
examples are shown in Fig. 1.2. Both graphs support our motivation for optical graph
recognition as they have graph theoretic properties which are difficult to check for a
human, but can be easily validated by an analysis tool. The graph of Fig. 1.2(a) is a
drawing of a 5-dimensional hypercube. However, the upper-rightmost part of the graph
is missing four edges, i. e., the four diagonal edges connecting the “inner” rectangle with
the “outer” one. In fact, we have only realized this after recognizing the graph with our
OGR algorithm and checking with an analysis tool if the graph has the correct number
of edges, i. e., a 5-dimension hypercube has 80 edges, but the graph of Fig. 1.2(a) has
only 76 edges. A similar situation that a manually drawn graph is missing some edges or
even nodes can easily occur, as we have often experienced firsthand. Similarly, the graph
of Fig. 1.2(b) has two multi-edges, again, easy to verify for a computer if the topological
structure is given, but hard to verify for a human being. While computers are superior
in analyzing a given topological structure of a graph, extracting this information from
the drawing is a task where humans are still, and according to our opinion, will always
be better than a computer. For an example consider Fig. 1.3, which is one of the five
drawings from the participants of the 20th Symposium on Graph Drawing that were not
correctly recognized by our algorithm. Some edges, shown in the magnified parts of
Fig. 1.3, were recognized as incident to a node, although they actually pass the node.
More specifically, the horizontal edge of the orange magnified part, the diagonal edge
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Figure 1.1: A hand-drawn graph.
going from upper-left to the lower-right of the green magnified part, and the vertical
edge of the red magnified part, respectively, were recognized as incident to the node
shown in the respective magnified part. Even if this graph is arguably hard to recognize
for a human, the context information that it is called “Double Circulant” can be used by
a human to infer that two neighboring nodes on the circle are not adjacent. This is just
one example where we have observed our OGR algorithms to be inferior to the cognitive
abilities of human beings. We think that in order to be practically useful, apart from
good graph recognition algorithms, OGR needs to be conveniently applicable. Suppose
that in order to recognize a graph for example drawn on a sheet of paper, you first have
to take a picture of the graph for example with a digital camera, transfer the picture to
a desktop computer and finally run the OGR algorithm. This is both tedious and time
consuming. Hence, the ultimate objective of this thesis is to develop an OGR algorithm
for mobile devices like smartphones such that a user can directly take a picture of a graph
with the built in camera and run the OGR algorithm directly on the mobile device, e. g.,
as illustrated in Fig. 1.4.
This thesis is organized as follows. First, we give basic preliminaries of graph theory
and digital image processing and consider previous related work. In Chapters 2-5 we de-
scribe the four phases of our OGR algorithm. For every phase, we describe the necessary
theoretic background and give detailed algorithms for various tasks of a phase. Addi-
tionally, we give experimental results from our prototype OGRup that show strengths
and weaknesses of the algorithms. We conclude the chapter of every phase with an out-
look on possible future work and perspectives. Chapter 6 introduces our OGR prototype
OGRup. In Chapter 7 we describe general experimental results that we have made with
computer- and hand-drawn graphs. We conclude the thesis in 8 by giving a summary
along with general future perspectives for OGR.
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(a) (b)
Figure 1.2: Two graphs drawn at the 22nd Symposium on Graph Drawing 2014 by (a)
David Eppstein and (b) Till Bruckdorfer.
Figure 1.3: A graph called “Double Circulant” drawn at the 22nd Symposium on Graph
Drawing 2014 by Steven Chaplick.
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Figure 1.4: Illustration of the initial motivation for OGR and its ultimate objective. A
graph drawn on a whiteboard can be directly recognized with a mobile device
like a tablet computer or a smartphone.
1.1 Preliminaries
In this section we introduce the basic definitions and concepts necessary for OGR.
1.1.1 Digital Image Processing
Digital image processing refers to the analysis and recognition of digitized images via
computers in order to achieve various goals. One of the first applications of digital image
processing was during the U.S. space program in the early 1960s. Pictures of the moon
transmitted by the Ranger 7 space probe were processed by a computer to correct various
types of image distortion inherent in the on-board camera [39, p.27]. Other prominent
examples are medical applications [31], e. g., highlighting bones in x-ray images, industrial
applications [26], e. g., the recognition of roads by autonomous vehicles, the recognition
of characters in an image [15] and many more.
A digital image is a two-dimensional array of picture element or pixels denoted by
p = (x, y) with x, y ∈ N0, where x is the x-coordinate and y the y-coordinate of p. For
digital images, the x-axis is commonly oriented to the right and the y-axis downwards,
i. e., the origin (0, 0) is in the upper left corner of an image. The maximum x-value
is the width and the maximum y-value the height of the digital image. The resolution
of a digital image is its width×height and describes how much detail an image holds.
An example for a typical resolution is an image with of width 2048 and height 1536
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Figure 1.5: A digital image of the Faculty of Computer Science and Mathematics of the
University of Passau. The image has a resolution of 1000× 666. The orange
magnified part shows a 15-times magnification of some pixels.
which has a total of 2048 × 1536 = 3145728 pixels, hence, in digital photography this
resolution is often referred to as 3.1 megapixels. The border of an image are the pixels
with x = 0 ∨ x = width ∨ y = 0 ∨ y = height. exemplary digital image are given in
Figs. 1.5 and 1.6. In this thesis, the term image always refers to a digital image.
The value of a pixel is v(p) = v(x, y) is a color taken from a finite set called color model.
A color model is a way of describing colors by tuples of numeric values. For this thesis
we need the following color models [16,39]. The RGB (red green and blue) color model,
where v(p) is a triple (r, g, b) with r, g, b ∈ N0. The value r denotes the red, g the green
and b the blue component of the color, with r, g, b ∈ [0, 255]. For example a high r value
means that the red component of the resulting color is higher. The RGB space is a cube
in a three-dimensional coordinate system, where (r, g, b) are the coordinates of a specific
color. The RGB color model is typically used for colored images, for example often used
in consumer grade digital cameras. While the RGB model is ideally suited for hardware
implementations, it is not suited for describing colors in terms that are practical for
human interpretation [39, p.429]. This lead to the development of models that describe
a color by its hue, saturation, and brightness. A prominent example is the HLS (hue,
luminance, saturation) color model, where v(p) is a triple (h, l, s) with h, l, s ∈ N0. The
value h denotes the color hue or shade, l the luminance or brightness of a color and s
the color saturation. In contrast to the RGB space, the HLS space is a cylinder in a
three-dimensional cylindrical coordinate system. For a color (h, l, s), h ∈ [0, 360] is the
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Figure 1.6: A digital image of a black square.
azimuth, s ∈ [0, 100] the radial distance and l ∈ [0, 100] the height, in the HLS space.
The grayscale color model, where v(p) is a single gray value y ∈ N0 with y ∈ [0, 255], can
be seen as a reduction of information compared to RGB and HSL, as it does not describe
the specific color of an object, but rather only its luminance. A gray value of 0 is a
black pixel, a value of 255 a white pixel and values in between are various shades of gray.
Grayscale images are commonly known as black-and-white images. Colors of RGB, HLS
or grayscale can be converted to one another. For information on color conversion we
refer to [16,39]. The last necessary color model for this thesis is the binary color model,
where v(p) is either 1 or 0. The binary color model can be seen as a further reduction
of information, in the sense that in a binary image, pixels are separated into pixels of
interest, i. e., those with value 1 and those not of interest, i. e., with value 0. If v(p) = 1,
p is a foreground pixel and if v(p) = 0, p is a background pixel. As an example consider
Fig. 1.7 that shows a graph in different color models. Note that Fig. 1.7 contains no image
in HLS model, as it would look exactly like the RGB image. We always draw binary
images with white pixels representing foreground pixels and black pixels representing
background pixels, this is illustrated in Fig. 1.8. Let I be an image in any color model
with values v(p) = (x0, . . . , xk), i ∈ [0, k] and xi ∈ [vmin, vmax], then the xi-component
image of I is the image with v(p) = xi for every pixel p. We depict a pixel p of a xi-
component image as a black pixel if v(p) = vmin, as a white pixel if v(p) = vmax and as
a shade of gray for values in between. As an example Fig. 1.9 shows the blue-component
image of Fig. 1.5 assuming that it is a RGB image, and the luminance-component image
assuming that it is an HLS image. For analyzing images we make use of the image
histogram. Let I be an image with a single value color model with values v ∈ [vmin, vmax]
and nv ∈ N0 be the number of pixels of an image with value v, then the histogram of I
is a discrete function h(v) = nv. While it is possible to compute a histogram for images
with color models of more dimensions, e. g., an RGB histogram is a three-dimensional
function, it is commonly a one-dimensional function computed for grayscale images, or
for a single value color models. For example, a luminance histogram is computed only
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(a) (b) (c)
Figure 1.7: A digital image of a graph in different color models. (a) RGB color model,
(b) grayscale color model and (c) binary color model.
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Figure 1.8: A binary image. In (a) the pixels have values 0 and 1, represented by black
and white pixels in (b).
for the luminance-component image of an HSL image. If a histogram is normalized, i. e.,
h(v) = nvresolution of the image , then loosely speaking, it is an estimate for the probability of
occurrence of value v in the image [39, p.142]. Figure 1.10 shows an exemplary image
histogram.
The neighborhood of a pixel is a very important property for the analysis of digital
images. It is the foundation of a whole branch of digital image processing, i. e., morpho-
logical image processing which is described later. Generally speaking, the neighborhood
of a pixel allows us to define relationships between pixels, and in a broader sense, rela-
tionships between the objects of an image. This includes for example, the connectivity
of objects, the contour of an object, i. e., where one object ends and another object be-
gins, distances between objects, and many more. Let p = (x, y) be a pixel, p has two
horizontal and two vertical neighbors with coordinates (x−1, y), (x+ 1, y), (x, y−1) and
(x, y + 1), respectively. This set of pixels is called the 4-neighborhood of p denoted by
N4(p). Each pixel is a unit distance away from p. The four diagonal neighbors ND(p)
with (x − 1, y − 1), (x + 1, y − 1), (x − 1, y + 1) and (x + 1, y + 1) together with the
4-neighborhood, are called the 8-neighborhood of p, denoted by N8(p). Note that if (x, y)
is on the border of an image, then some pixels of N4(p) and N8(p) lie outside of the
image.
Two pixels p and q are 4-adjacent if they are 4-neighbors and v(p) = v(q), e. g., in
Fig. 1.11(a) the central pixel has value 1, hence it has only one 4-adjacent pixel because
the remaining three pixels in its 4-neighborhood have value 0. Adjacency of pixels is
the foundation for the concept of connectivity in digital images. A 4-path from pixel
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(a) (b)
Figure 1.9: (a) The blue-component image of Fig. 1.5 and (b) the luminance-component
image of Fig. 1.5.
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Figure 1.10: The blue component histogram of Fig. 1.9(a) with logarithmic y-axis.
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(a) (b)
Figure 1.11: (a) The 4-adjacency of the central pixel and (b) the 8-adjacency of the
central pixel marked with red frames.
(a) (b)
Figure 1.12: Digital paths marked red, the start and end pixels are marked with a red
circle. (a) A 4-path. (b) Two 8-paths with the same start and end.
s to pixel t is a sequence of distinct pixels (p0, . . . , pk), where p0 = s, pk = t and
pixels pi−1 and pi are 4-adjacent for 1 ≤ i ≤ k. Let P = (p0, . . . , pk) be a 4-path,
then we call the pixels p0 and pk the endpixels of P and the length of P its number
of pixels. See Fig. 1.12 for exemplary digital paths. A closed 4-path is a 4-path where
p0 = pk. A set of pixels R is called a 4-region if there is a 4-path between every pixel
p ∈ R and q ∈ R such that |R| is maximal. 8-adjacent, 8-path, closed 8-path, and
8-region are defined analogously. A foreground region consists of foreground pixels and
a background region consists of background pixels. Unless explicitly stated, when using
the terms neighborhood, adjacency, path, closed path and region, we always refer to
4-neighborhood, 4-adjacency, 4-path, closed 4-path and 4-region, respectively.
For OGR we use the concept of distance in binary images to measure the size of
objects and estimate parameters based on this information. Let p = (x, y), q = (v, w)
and r = (s, t) be three pixels, then d is a distance metric [39] if the following properties
hold:
1. d(p, q) > 0 or d(p, q) = 0 if p = q
2. d(p, q) = d(q, p)
3. d(p, q) ≤ d(p, r) + d(r, q)
For this thesis we need the following distance metrics:
• The Euclidean distance de(p, q) =
√
(x− v)2 + (y − w)2
• The chessboard distance d8(p, q) = max(|x− v|, |y − w|)
• The Manhattan distance d4(p, q) = |x− v|+ |y − w|
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Figure 1.13: Distances measured from the central pixel marked with a red frame. (a)
Euclidean distance, (b) chessboard distance and (c) Manhattan distance.
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Figure 1.14: (a) Binary image B. (b) Chessboard distance image of B. (c) Manhattan
distance image of B.
See Fig. 1.13 for an example of the distance metrics. Let B be a binary image, then the
corresponding distance image Bdist assigns every pixel p ∈ B a value v(p) which is the
distance d(p, q) from p to the nearest background pixel q. If p is a background pixel then
v(p) = 0. Figure 1.14 shows two exemplary distance images. Later in this section, we
will describe how to determine a distance image.
A contour, denoted by δ, of a region R is a closed 8-path that consists of pixels of
R that each have at least one pixel not in R in its 8-neighborhood, see Fig. 1.15 for an
example. The contour is a useful tool for the description of objects. It is used for example
for describing the shape, size, roundness or convexity of an object. Adjacency between
pixels of a region and the background is typically defined in terms of 8-connectivity to
remain consistent in special cases, for further information refer to [39, p.93]. This means
that a contour of a 4-region and an 8-region, respectively, are pixels that have a pixel
not in R in its 8-neighborhood. Take note that by this definition if R is a single pixel or
for example a vertical line that is one pixel thick, then R has no contour as there is no
closed 8-path consisting of pixels of R that each have at least one pixel not in R in its
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(a) (b) (c)
Figure 1.15: (a) A foreground region R. (b) The contour marked as red pixels. (c) The
contour image of (a).
8-neighborhood. A pixel can be part of more than one contour, as shown in Figs. 1.16(b).
The contour image is a binary image where only the contour pixels are foreground pixels,
e. g., Fig. 1.15(c) shows a contour image. A contour δ surrounds a pixel p if for every
4-path d from p to any pixel of the border of the image, there exists a pixel q ∈ δ and
q ∈ d [83]. For example, the five central background pixels that form a “+” sign in
Fig. 1.15(c) are all surrounded by the depicted contour. Note that by this definition a
contour surrounds the pixels of the contour itself. Let d be any distance metric, then the
distance between a pixel p and a contour δ is defined as d(p, δ) = min{d(p, q) | q ∈ δ},
i. e., the distance from p to the closest pixel of δ. Note that if p ∈ δ, then d(p, δ) = 0.
The closest containing contour of a pixel p, is defined as:
δ(p) = {δ | δ surrounds p ∧ ∀δ′(δ′ 6= δ ⇒ d(pc, δ) ≤ d(pc, δ′))}
For example let p = (6, 2), δr and δg the red respectively green contour in Fig. 1.16(b),
then p is surrounded by δr and δg, but δ(p) = {δg} because d(p, δg) < d(p, δr). δ(p) = ∅
if p is not surrounded by any contour, e. g., for pixel (1, 1) of Fig. 1.16(b) has no closest
containing contour. If δ(p) 6= ∅ and p is not part of any contour, then δ(p) is always a
single contour. δ(p) can only be more than one contour if p itself is part of a contour. As
an example let, p = (3, 4), δr and δg the red respectively green contour in Fig. 1.16(b),
then d(p, δr) = d(p, δg) = 0 and as both δr and δg surround p, δ(p) = {δr, δg}.
A region can have more than one contour as shown in Fig. 1.16(b) and we distinguish
between the outer contour and inner contours. The outer contour of a region R is the
contour that surrounds all pixels of R. Any other contour of R is an inner contour.
Note that every region has exactly one outer contour but possibly more than one inner
contours. A hole is a background region that is completely surrounded by a contour
of foreground pixels, e. g., the foreground region of Fig. 1.16(a) has two holes, i. e., the
two background pixels surrounded by the yellow contour and the nine background pixels
surrounded by the green contour.
The area of a contour are the pixels surrounded by the contour whereas the area of
a region are the pixels of the region. The enclosed area of a region R is the area of
the outer contour of R. For an illustration, see Fig. 1.17. The foreground regions of
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Figure 1.16: (a) A foreground region R with two holes. (b) The three contours of R. The
outer contour is marked as red pixels and the two inner contours as yellow
and green pixels. The seven hatched pixels are part of the outer contour
and part of the yellow inner contour.
Figs. 1.17(a),(b) and (c) all have the same enclosed area because their outer contours
are identical. However, the area of the foreground region in Fig. 1.17(a), i. e., all white
pixels, is obviously larger than the area of the foreground region in Fig. 1.17(b), as the
region in Fig. 1.17(b) has holes. A solid region has exactly one contour, i. e., only the
outer contour, as shown in Fig. 1.17(a). Mathematically, a solid region is homeomorphic
to a closed disk. A hollow region has one outer and one inner contour and the two
contours are similar in diameter and shape, e. g., Fig. 1.17(c) is a hollow region whereas
Figs. 1.17(d) and (e) are foreground regions with one hole. A solid region has holes if
it has one or more inner contours and if it is not a hollow region, e. g., the foreground
region in Fig. 1.17(b). We are aware that the definitions for hollow regions and holes of
a region are imprecise, but we think that when considering the regions in Fig. 1.17, the
definitions are sufficient and reasonable.
The perimeter of a contour are the pixels, the contour consists of. The outer contour
of the entire image is the border of the image. This extra definition is necessary, because
an image has no neighbors beyond its contour. If a region R happens to include pixels
that lie on the border of the image, these pixels are implicitly included in the outer
contour of R. For OGR an important property of a contour is its compactness also called
circularity [64]:
compactness = |perimeter|
2
|area|
The compactness of a region is the compactness of its outer contour. A region that
has no outer contour has therefore no compactness value. The most compact contour
is a circle, with a compactness value of 4pi ≈ 12.5, hence, a low compactness value
means a contour is more compact or more circular. However, this holds only in the
Euclidean (continuous) space. Figure 1.18 illustrates the compactness of some contours
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(d) (e)
Figure 1.17: (a) A solid foreground region. (b) A foreground region with four holes. (c)
A hollow foreground region. (d) and (e) a foreground region with one hole.
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Figure 1.18: (a)-(d) Compactness of several contours in Euclidean space.
(a) (b) (c) (d)
Figure 1.19: Several digital contours. (a) A computer-drawn digital circle with radius 100
pixels and compactness 13.97. (b) A hand-drawn digital circle with radius
≈100 pixels and compactness 14.87. (c) A computer-drawn digital square
with with side length 100 pixels an compactness 15.81. (d) A computer-
drawn digital circle with radius 100 pixels and compactness 17.71. The
circle has two “notches”.
in Euclidean space. In digital images there are certain squares or octagons that yield
smaller compactness values than digitized circles [76]. This depends on how perimeter
and area are measured in digital images. The compactness of a contour is invariant
under translation, rotation and scaling transformations but it is strongly influenced by
the perimeter of a contour [64]. As an example of the influence of the perimeter on
the compactness consider Fig. 1.19. Both digital circles have a lower compactness than
the digital square, see Figs. 1.19(a)-(c). For Fig. 1.19(d) we distorted the contour of
the computer-drawn digital circle of Fig. 1.19(a) with two “notches”, which increases the
perimeter of the contour. As the perimeter is squared for calculating the compactness,
the resulting compactness of the contour of Fig. 1.19(d) is higher than the compactness
of the remaining contours of Fig. 1.19.
As we have seen before, the contour of a region can be used to describe properties and
shapes of object. A different approach for describing objects is the skeleton or medial
axis of a region. The basic idea is to reduce a region to thin lines that represent its
shape. There is no standard definition for the skeleton of a region R and there are
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(a) (b)
Figure 1.20: (a),(b) The skeleton of a foreground region marked in red.
numerous different approaches for its calculation [81, p. 155]. It can be described as
the locus of the centers of all circles that are tangent to a contour of R at two or more
disjoint points and that are completely contained in the region [18, p. 474]. A different
interpretation is to imagine that a region consists of an inflammable material. This
material is set on fire simultaneously on all points of its contour. From each side the
fire burns at the same speed and, eventually, the fires from opposing sides meet and
extinguish. The points where two fires meet are the points of the skeleton or to put it
in another way, these points are the remains of the inflammable material that has not
burned down [18, p.474] [81, p.143]. Figure 1.20(a) shows the skeleton of a region in
continuous space. As we deal with digital images, we define a skeleton as a 4-path, e. g.,
as seen in Fig. 1.20(b). The most important property of a skeleton for OGR is that it
preserves the connectivity of the original region. This means that in Fig. 1.21(a) there
is a 4-path from a pixel of the upper left node to a pixel of the other three nodes and
because the skeleton of Fig. 1.21(b) preserves the connectivity, there is also a 4-path
from one of the remaining pixels of the upper left node to a remaining pixel of the other
three nodes in the skeleton. For more information on skeletons consider [39, p. 673–676,
834–837], [81, 133–156] or [25, p.151–163].
(a) (b)
Figure 1.21: (a) A binary graph, the four squares represent four nodes. (b) The skeleton
of (a).
We use morphological image processing to analyze binary images. Its basis is set
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A Ac
(a)
A B ⊆ A C 6⊆ A
(b)
Figure 1.22: Illustration of set operations on binary images. The foreground regions are
drawn as white rectangles. (a) Complement and (b) subset.
theory. Let A,B be sets of foreground pixels in a binary image, then we use the following
notation. Ac for the complement of A, A ⊆ B for a subset relation, A∪B, A∩B and A−B
for the union, intersection and difference of A and B, respectively. Figure 1.22 illustrates
two set operations. While morphological image processing can also be applied to grayscale
images, it will only be used for binary images in this thesis. Each morphological operation
relies on the same basic concept, which is to fit a predefined structuring element on every
pixel of an image and to compare the set of pixels from the structuring element with the
set of pixels that lies underneath the structuring element. A structuring element S is a
set of pixels (x, y) with x, y ∈ Z, and x, y are relative to a predefined origin o. We depict
a structuring element as shown in Fig. 1.23(b)-(d). Both members and non-members of S
are shown because for image processing implementations, a rectangular two-dimensional
array is necessary. Hence, the smallest possible number of background pixels is added
to form a rectangle [39, p.651]. Let S be a structuring element and p a pixel, if p is a
foreground pixel, p ∈ S, if p is a background pixel, p 6∈ S. A third possible value is if p
is a hatched pixel which denotes a “don’t care” condition, i. e., it is irrelevant whether
p ∈ S or not, e. g., see Fig. 1.23(d). The two structuring elements of S+ of Fig. 1.23(b)
and S of Fig. 1.23(c) are the most important ones for this thesis. It may seem that the
structuring elements of Fig. 1.23(b) and (d) are equivalent, but whether a pixel of a is
structuring element is a background pixel or has the don’t care condition is important
for example for the hit-or-miss transformation as we will see later. Let p = (x, y) and
s = (u, v) be pixels, then the translation of S to p is [39, p.651]
S(x, y) = S(p) = {q | q = s+ p, fors ∈ S}
To put it in other words S(p) is the set of pixels s ∈ S whose coordinates have been
replaced by (u + x, v + y). Figure 1.24 illustrates the translation of some structuring
elements. To perform a morphological operation on an image B, a structuring element S
is translated to every pixel of B. Then S and the pixels of B underneath S are combined
by a set operator, which results in a new set of pixels, i. e., the result of a morphological
operation is a new image. When translating S and pixels of the translation are outside
of B, as for example in Fig. 1.24(e), they are ignored.
The fundamental morphological operations are erosion and dilation. For OGR we
mainly use these operation for the recognition of the nodes of a graph. To put it simply,
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(a) (b) (c) (d)
Figure 1.23: (a) Structuring element S+ = {(0,−1), (−1, 0), (0, 0), (1, 0), (0, 1)}, the ori-
gin is marked with a red dot. Only the pixels that are element of S+ are
shown. (b) S+ converted to a rectangular two-dimensional array. The pix-
els not element of S+ are the background pixels. (c) Structuring element
S = {(−1,−1), (0,−1), (1,−1), (−1, 0), (0, 0), (1, 0), (−1, 1), (0, 1), (1, 1)}.
(d) A structuring element {(0,−1), (−1, 0), (0, 0), (1, 0), (0, 1)} where pixels
{(−1,−1), (1,−1), (1, 1), (−1, 1)} have the don’t care condition.
erosion is “shrinking” a region, and dilation is “growing” a region. Let B be a binary
image, S a structuring element and p ∈ B, then the erosion of B by S [39, 81] is:
B 	 S = {p | S(p) ⊆ B}
The dilation of B by S [39, 81] is:
B ⊕ S = {p | S(p) ∩B 6= ∅}
Figures 1.25 and 1.26 show an example of erosion and dilation with the same structur-
ing element. In other words, the setB	S contains all pixels for which the foreground pixels
of S and the foreground pixels underneath S match, i. e., for every foreground pixel of S
the underlying pixel is also a foreground pixel, see Fig. 1.25(b). The set B ⊕ S contains
all pixels for which the foreground pixels of S and the foreground pixels underneath S
are not disjoint, i. e., there is at least one foreground pixel of S where the underlying
pixel is also a foreground pixel, see Fig. 1.26(b). Note that erosion and dilation can be
regarded as “opposite” operations, but they are not inverses of each other. In general,
B 6= (B 	 S)⊕ S and B 6= (B ⊕ S)	 S, e. g., as shown in Fig. 1.26(c) where the result
of erosion of Fig. 1.25(c) was dilated with the same structuring element but the result of
dilation is not the initial binary image from Fig. 1.25(b).
In binary images there a two types of noise, salt noise, i. e., randomly appearing white
pixels and pepper noise, i. e., randomly appearing black pixels. Both can be removed to
a certain extent with opening and closing. Let B be a binary image and S a structuring
element then the opening of B by S [39, 81] is:
B ◦ S = (B 	 S)⊕ S
The closing of B by S [39, 81] is:
B • S = (B ⊕ S)	 S
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Figure 1.24: Different structuring elements. The origin is marked with a red frame. (a)
A 3 × 3 structuring element. (b) A 4 × 4 structuring element. (c) A 3 × 5
structuring element. (d)-(f) The translation S(3, 3) of each structuring ele-
ment, per definition only the foreground pixels of the respective structuring
element are translated. When the structuring element from (b) is translated,
some pixels underneath it outside the image. These pixels are ignored.
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S
(a) (b)
B 	 S
(c)
Figure 1.25: (a) Structuring element S. (b) Binary image B, the pixels with the red
frames are the members of the set B 	 S. (c) The result of erosion.
Opening generally smooths the contour of a foreground region and eliminates thin
protrusions [39, p.528]. Similarly, closing smooths the contour of a foreground region but
in contrast to opening, it fuses narrow breaks, eliminates small holes and fills gaps in
the contours of foreground regions. Opening is suitable to reduce salt noise in an image.
While salt noise could also be reduced simply by erosion, the problem is that erosion
can possibly break the connectivity of foreground regions as it turns foreground pixels
into background pixels. By using a dilation after the erosion, foreground regions grow
approximately to their original size, thus reconnecting them with any originally connected
regions. Small foreground regions like noise remain background pixels, as ideally after
erosion every foreground pixel of the “noise region” is a background pixel. Hence, as no
foreground pixel of the noise is left, the pixels are not changed by dilation. Closing is
suited for reducing pepper noise in a binary image by a similar argumentation.
In order to recognize the edges of a graph, one step of OGR is to reduce all foreground
regions of the binary image of a graph to lines of single pixel thickness in a process
called thinning. For this we need the hit-or-miss transformation. Let B be a binary
image, S a structuring element, Sf the set of foreground pixels of S and Sb the set of
background pixels of S, then the hit-or-miss transformation [39,81] is:
B ~ S = (B 	 Sf ) ∩ (Bc 	 Sb)}
In other words, B ~ S contains all pixels for which the foreground pixels of S and the
underlying foreground pixels as well as the background pixels of S and the underlying
background pixels match. Note that if Sb = ∅ the hit-or-miss transformation coincides
with erosion. As an example, Fig. 1.27 shows an illustration of the hit-or-miss transfor-
mation. Here, the hit-or-miss transformation includes every foreground pixel that has a
foreground pixel as northern and southern neighbor, a background pixel as western and
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Figure 1.26: (a) Structuring element S. (b) A binary image B, the pixels with the red
frames are the members of the set B ⊕ S. (c) The result of dilation.
eastern neighbor and the diagonal neighbors are ignored. With the hit-or-miss transfor-
mation we can define thinning. Let B be a binary image and S a structuring element,
then the thinning of B by S [39, p.541] is:
B ⊗ S = B − (B ~ S)
B ⊗ S contains all pixels for which the foreground pixels of S and the underlying
foreground pixels or the background pixels of S and the underlying background pixels
do not match, as for example shown in Fig. 1.28. Let  be a morphological operation, B
a binary image and S a structuring element, then the i-fold application of  to B is:
((B  S)  S) . . .  S︸ ︷︷ ︸
i times
= (B  S)i
For example eroding B by S for two times (B 	 S)2, means that B is eroded by S,
and then the result is eroded by S.
In the following, we will show how to use the aforementioned morphological operations
to achieve various tasks in binary image. A foreground region can be extracted from
a binary image with an algorithm from [39, p.667]. Let B be a binary image, Ri a
binary image of the same resolution as B, S the structuring element with S = S+ for the
extraction of a 4-region or S = S for the extraction of a 8-region and p a pixel. Then
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Figure 1.27: (a) Structuring element S with the sets Sf and Sb. (b) Binary image B.
(c) B 	 Sf the pixels with the red frames are the members of the set. (d)
Bc	 Sb, the pixels with the red frames are the members of the set. (e) The
result of the hit-or-miss transformation.
S
(a)
B ~ S
(b)
B ⊗ S
(c)
Figure 1.28: (a) Structuring element S. (b) A binary image B, the pixels with the red
frames are the members of the set B ~ S. (c) The result of thinning.
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the region R with p ∈ R can be extracted with the following procedure.
Procedure extractRegion(B,S, p)
Input: Binary image B, structuring element S, pixel p
Output: Region R with p ∈ R
1 R0 ← initial image with same resolution as B with p as the only foreground pixel
2 k ← 1
3 repeat
4 Rk ← (Rk−1 ⊕ S) ∩B
5 k ← k + 1
6 until Rk = Rk−1
7 R← Rk
8 return R
Figure 1.29 illustrates the extraction of the 4-region of the pixel marked with a red
frame in Fig. 1.29(a). If we repeat Procedure extractRegion for every foreground pixel
of a binary image B, we can extract all foreground regions of B with Procedure extract-
ForegroundRegions. Again, S = S+ for 4-regions or S = S for 8-regions.
Procedure extractForegroundRegions(B, S)
Input: Binary image B, structuring element S
Output: Set of foreground regions R
1 for Every foreground pixel p of B do
2 R← extractRegion(B,S, p)
3 R ← R∪R
4 B ← B −R // Remove R from B
5 return R
With morphological image processing we can also generate the contour image of a bi-
nary imageB. Remember, that in a contour image, only contours pixels are foreground pixels
[39, 664].
Procedure generateContourImage(B)
Input: Binary image B
Output: Contour image Bcontour
1 Bcontour ← B − (B 	 S)
2 return Bcontour
Figure 1.30 illustrates Procedure generateContourImage. Take note that due to the
definition of a contour, Procedure generateContourImage uses S, as this yields all
foreground pixels with a background pixel in their 8-neighborhood. The skeleton of a
region can be determined by using the thinning operation [39, p.671]. Let B be a binary
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Figure 1.29: Extraction of the 4-region of a pixel p with Procedure extractRegion. (a)
Binary image B, p is marked with a red frame. (b) Structuring element S+.
(c)-(h) R0, . . . , Rk from lines 1-6 of Procedure extractRegion.
image and S the set of structuring elements shown in Fig. 1.31.
Procedure skeletonizationGonzales(B, p)
Input: Binary image B, set of structuring elements S
Output: Skeleton Bskeleton
1 Bthinned ← B
// Use thinning until no more changes happen
2 repeat
3 Bskeleton ← copy of Bthinned
4 for Every structuring element S ∈ S do
5 Bthinned ← Bthinned ⊗ S
6 until Bskeleton = Bthinned
7 return Bskeleton
As an example, the skeleton of Fig. 1.21(b) was determined with Procedure skele-
tonizationGonzales
Another useful algorithm that uses morphological image processing is hole filling, which
is basically conditional dilation. Let B be a binary image, S the structuring element
from Fig. 1.32(a), p ∈ B be a background pixel, Rp ⊆ B a hole and p ∈ Rp, then
Procedure holeFilling turns all pixels q ∈ Rp into foreground pixels [39, p.667]
Figure 1.32 shows an illustration of Procedure holeFilling. For further information on
morphological image processing refer to [30,39,81]
Now we will describe how to determine a distance image, with an operation that is
similar to morphological image processing called, distance transformation. The distance
transformation is a “two pass” transformation which means that all the pixels of an im-
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Figure 1.30: (a) Structuring element S. (b) Binary image B. (c) B	S. (d) B−(B	S).
The contour image of (b).
(a) (b) (c) (d) (e) (f) (g) (h)
Figure 1.31: The set of 8 structuring elements used in Procedure skeletonizationGonzales.
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Figure 1.32: Illustration of Procedure holeFilling with p = (2, 2), marked with a red
frame in (a).
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Procedure holeFilling(B, p)
Input: Binary image B, background pixel p that lies in a hole Rp
Output: Binary image with Rp filled
1 Bcomp ← BC
2 X0 ← binary image with the same resolution as B where the only
foreground pixel is p
3 i← 1
4 repeat
5 Xi ← (Xi−1 ⊕ S) ∩Bcomp
6 i← i+ 1
7 until Xi = Xi−1
8 return B ∪Xi
age have to be passed twice with two different structuring elements Sul and Slr. The
indices “ul” and “lr” denote “upper-left” and “lower-right”, meaning with Sul the image is
processed line-by-line starting with the upper-leftmost pixel and with Slr starting with
the lower-rightmost pixel. Figure 1.33 shows Sul, Slr for the chessboard and Manhat-
tan distance. Let B be a binary image and Sul, Slr be the structuring elements from
Fig. 1.33(a) or Fig. 1.33(b) then the distance image Bdist can be determined with Pro-
cedure distanceTransform [13].
Procedure distanceTransform(B,Sul, Slr)
Input: Binary image B, structuring elements Sul, Slr
Output: Distance image Bdist
1 Bdist ← initial distance image with v(p) = 0 for every pixel p
// First pass with Sul
2 for Every foreground pixel p ∈ Bdist line-by-line from upper-leftmost pixel do
3 dmin ← min{v(q) | q ∈ Sul(p)}
4 v(p)← dmin + 1
// Second pass with Slr
5 for Every foreground pixel p ∈ Bdist line-by-line from lower-rightmost pixel do
6 dmin ← min{v(q) | q ∈ Slr(p)}
7 v(p)← dmin + 1
8 return Bdist
Figure 1.34 illustrates how Procedure distanceTransform determines a chessboard dis-
tance image.
1.1.2 Graph Theory
A graph is an abstract representation of objects - the nodes - and the relations between
these objects, represented by edges that connect two nodes. We define a graph as a pair
G = (V,E) where the finite set V are the nodes and the finite multiset E are the edges.
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Figure 1.33: (a) Structuring elements Sul and Slr for determining the chessboard distance
image. (b) Structuring elements Sul and Slr for determining the Manhattan
distance image.
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Figure 1.34: (a) Structuring elements for the chessboard distance. (b) Binary image B
with initial distances. (c) Distance image after the passing the image line-by-
line beginning with the upper-leftmost pixel with Sul. (d) Final chessboard
distance image after the passing the image line-by-line beginning with the
lower-rightmost pixel with Slr.
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A graph has n nodes denoted by v1, v2, v3, . . . vn and m edges denoted by e1, e2, e3, . . . em.
Let i, j, k ∈ N, i ≤ m and j, k ≤ n, then each edge ei = {vj , vk} is a subset of V with
cardinality two that denotes that the nodes vj and vk are connected by edge ei. If the
elements of E are unordered sets denoted by {vj , vk}, then we call the graph undirected
and if they are ordered sets denoted by (vj , vk), we call the graph directed. If a graph
has two or more edges that connect the same nodes, i.e., E has more than one edge
ei = (vj , vk), we call the graph multigraph. A graph can also have loops, i. e., there is an
edge ei = {vj , vk} with vj = vk. Hypergraphs, clustered graphs and hierarchical graphs
are generalizations of graphs but they are not considered in this thesis.
The drawing of a graph G = (V,E) is a mapping of the nodes to distinct graphical
objects in the plane, e. g., circles or rectangles. Each edge e = {vi, vj} or e = (vi, vj)
is mapped to the graphical representation of an open Jordan curve “connecting” the
graphical objects of vi and vj at a connection point called port [54]. Each edge has exactly
two ports. An (edge-edge-)crossing is a point where two or more graphical representations
of edges cross. If an edge is drawn as a polyline, i. e., as a sequence of straight line
segments, then the point where the straight line segments are connected is called a bend.
For example, edge e1 of Fig. 1.35(b) is drawn as a polyline with one bend. The drawing
of a graph is called plane if it has no crossings and a graph that admits a plane drawing
is called planar. Graphs can contain labels, commonly used as identifiers for nodes and
edges, or to describe properties of nodes or edges, e. g., the weight of an edge. The
drawing of a graph must fulfill the following properties [54]:
• Two nodes vi, vj with vi 6= vj have no common point, i.e., their graphical objects
do not overlap
• An edge e = {vi, vj} has no common point with any node vk, with vk 6= vi and
vk 6= vj
• If two edges e1 and e2 have a common point p that is not a port, then e1 and e2
cross at p, i. e., we do not allow that two edges touch without crossing
• A label has no common point with any node or edge, but it must be “close” to the
labeled object
For convenience, we speak of nodes and edges when they are elements of a graph, of its
drawing, and of a digital image of the drawing. Whereas a graph is uniquely defined
apart from relabeling the nodes and edges, its drawing is not unique and every graph
can be drawn in an infinite number of different ways. For an exemplary graph drawing
see Fig. 1.35 that shows a planar graph, along with a plane drawing and one that is not
plane. Since we deal with digital images of graphs, graph pixels are all pixels of an image
that are part of the drawn graph, i. e., every pixel part of a node, an edge or a label.
Likewise node pixels, edge pixels and label pixels denote all pixels part of a node, an edge
or a label, respectively. With background pixels we denote all pixels of an image that
are not part of any element of a graph. Take note that in a binary image of a graph, we
always depict graph pixels as foreground pixels, i. e., white pixels, and background pixels
as black pixels.
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Figure 1.35: Graph G = (V,E) with V = {a, b, c} and E = {e1, e2, e3, e4} and two
drawings of G.
1.1.3 Optical Graph Recognition
The goal of OGR is to recognize a graph from its drawing which is given as a digital
image. For convenience, when we say graph G, we refer to the graph itself, its drawing,
or the digital image. The particular use will be clear from the context, e. g., “the graph
in Fig. 1.35 has three circular nodes” means Fig. 1.35 is the drawing of a graph that has
three nodes and all nodes are represented by circles. For OGR it is important how a
graph was drawn and how the digital image of the graph was obtained, as this influences
the recognition process. Hence, me make the following rough distinction between graph
types. A graph is either hand-drawn or computer-drawn. Hand-drawn means that a graph
was drawn free-hand without any support, e. g., by a ruler or by a graphic software like
GIMP [1]. The obvious example for a hand-drawn graph is a graph drawn with pencil
and paper. However, a graph drawn with a stylus pen on a tablet computer is also a
hand-drawn graph. Computer-drawn means that a graph was drawn with support, e. g.,
with the help of any graphic software. An example for a computer-drawn graph is a
graph drawn with GIMP where edges are perfect straight lines and nodes are perfect
circles all of the same size. The digital image of a graph is either obtained digital or
photographed. With digital we mean that the digital image is the direct output of the
software used for drawing, e. g., a graph is drawn with GIMP or a stylus pen on a
tablet computer and then stored as any image file. Photographed means that the digital
image stems from a camera, e. g., a graph is drawn or printed on paper and we take of
photo for example with a standard digital camera. Hence, a graph is either photographed
hand-drawn Fig. 1.36(a), photographed computer-drawn Fig. 1.36(b), digital hand-drawn
Fig. 1.36(c) or digital computer-drawn Fig. 1.36(d). For convenience, when we say hand-
drawn graph, we always refer to a photographed hand-drawn graph and with a computer-
drawn graph, we always refer to a digital computer-drawn unless explicitly stated. Note
that photographed graphs always look like Fig. 1.36(a) and (b), i. e., with a visible gray
background due to the process of taking the photo. We are aware that the distinction
between graph types is not precise. However, this is irrelevant, as we do not have special
OGR algorithms for each type. Our goal is an OGR algorithm capable of recognizing any
38 1 Introduction
graph type as good as possible. In general, we have observed that it is most difficult to
recognize photographed hand-drawn graphs. Digital computer-drawn graph often have
less features that influence the recognition process in a negative way. Hence, during the
development of our algorithms, we often started with the recognition of computer-drawn
graphs and focused on the recognition of hand-drawn graphs afterwards. Frequently,
this led to modifications of our algorithms based on observations we have made for hand-
drawn graphs. Some of the modifications are more or less suited for a specific graph
type.
Let G = {V,E} be a graph and G′ = {V ′, E′} be the corresponding recognized graph,
i. e., the result of the OGR algorithm. An edge e′ is a false positive edge if it was
recognized by the OGR algorithm but does not exist in the graph that was recognized,
i. e., e′ ∈ E′ but e′ 6∈ E. An edge e is a false negative edge if it was not recognized by the
OGR algorithm but does exist in the graph that was recognized, i. e., e ∈ E but e 6∈ E′.
The terms false positive node and false negative node are defined analogously.
As previously said, we want to recognize a graph with as little knowledge on the graph
and its drawing as possible. However, without any information on the drawing style of
a graph, a correct recognition becomes impossible. Hence, for our algorithms we make
certain assumptions, which we will state in the following way:
Drawing Style 1 A graph is drawn such that it is darker than the background, i. e.,
drawn in a dark color on a bright background.
As an example, all four graphs of Fig. 1.36 fulfill this drawing style.
Now we will give a short overview of how our OGR algorithm recognizes a graph. The
algorithm can be separated into four logical phases with the following tasks:
1. Preprocessing phase
• Which pixels of an image are graph pixels?
2. Segmentation phase
• What are the node pixels and what are the edge pixels?
3. Topology Recognition phase
• Which nodes are connected by which edges?
4. Postprocessing phase
• What additional information can be added to the recognized graph?
Figure 1.37 illustrates the interaction of the aforementioned phases. We start with the
digital image of a graph. The Preprocessing phase binarizes the image such that all
foreground pixels are graph pixels. The Segmentation phase separates the graph pixels
into node pixels and edge pixels. After the Segmentation phase, we have recognized the
nodes of the graph. The Topology Recognition phase recognizes the edges of the graph
by determining if by starting from one node, we can reach another node via edge pixels.
After the Topology Recognition phase we have recognized the graph, i. e., the drawing
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(a) (b)
(c) (d)
Figure 1.36: (a) A photographed hand-drawn graph, (b) a photographed computer-drawn
graph, (c) a digital hand-drawn graph and (d) a digital computer-drawn
graph.
has been transformed into the abstract representation. Our algorithm concludes with the
Postprocessing phase. In this phase, we draw the recognized graph such that a user can
validate if the graph was correctly recognized. Another task of the Postprocessing phase,
is to transform the recognized graph into data formats for further processing.
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Preprocessing
Segmentation
Topology
Recognition
Postprocessing
v1 v2
v1 v2
e1
Input: digital image
of a graph
Result: binary graph
Result: node pixels,
edge pixels, set of
nodes V = {v1, v2}
Result: set of edges
E = {e1}
Final result: recognized
graph G = {V,E}, drawing
of the recognized graph
Figure 1.37: Flowchart of our OGR algorithm.
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1.2 Related Work
In this section we give a survey of previous work on OGR.
OGR can be seen as an adaption of optical character recognition (OCR) [15,65], which
extracts plain text from images for automatic processing whereas OGR extracts graphs
from images. However, the conceptual difference of OCR is that the set of objects that are
to be recognized, e. g., the Latin Alphabet, is known. Hence, OCR algorithms can search
for patterns that likely represent a character. For OGR, a pattern matching approach can
only be done for the nodes to some extent, i. e., nodes are commonly objects like circles or
rectangles. As the edges are arbitrary Jordan curves that can also cross, it is impossible
to define a set of objects that represents all possible edge shapes and try to detect the
edges of a graph based on this hypothetical set. We can only use the information that
nodes are connected by edges.
Other digital image processing applications designed for object recognition like medical
or industrial applications are also conceptually different to OGR, as there is previous
information on the objects to be recognized. This information includes for example the
size of objects, the shape of objects or other structural properties. Similar information is
not present when considering graphs. For example the nodes can be drawn with arbitrary
size.
Das et al. give the the first algorithm for OGR in [23]. The main difference to the
approach of this thesis are the necessary properties a graph drawing must fulfill, such
that it can be recognized. In addition to the properties defined in 1.1.2, in [23] every node
must have a single word label that is either near (if the node is a solid region) or inside
the node (if it is a hollow region). Additionally, the node pixels together with the edge
pixels must form a single region. Due to these limitations, e. g., the graph of Fig. 1.38
which has no node labels and the node and edge pixels do not form a single region, is
not a suitable input for the OGR algorithm of [23], whereas our OGR algorithm is able
to correctly recognize it.
First let us compare the node recognition of Das et al. with our approach. The
additional necessary graph properties of Das et al. have strong consequences on the
recognition of the nodes in the Segmentation phase. The algorithm for recognizing solid
nodes described in [23] is similar to our approach with the important difference that Das
et al. assume that using a single erosion is sufficient for removing all edge pixels from
the graph. However, this can only remove all edge pixels if the edges are drawn with
very thin lines. In order to use this procedure for graphs with thicker edges, e. g., the
graph of Fig. 1.38, we have to use more erosions. Consequently one must estimate the
number of erosions that removes all edge pixels and at the same time does not remove
all node pixels of any node. As we will see later, this estimation is the major difficulty
when recognition solid nodes. In simple terms, we recognize hollow nodes by finding a
point inside the hole of every node, which is a difficult image processing task. As Das et
al. assume that every hollow node has a label inside of its hole, a point inside the hole
of a node is determined based on the corresponding label, which means that essentially
a point inside every node is already given. Again, finding a point inside the hole of every
node is the main difficulty when recognizing hollow nodes.
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Figure 1.38: A hand-drawn graph.
Now let us consider the recognition of edges. Broadly speaking, our algorithm starts at
one port of an edge and then traverses it along its center until another node is reached. If
a crossing with another edge is encountered during the traversal, the crossing is resolved
based on the direction of the edge curve at the crossing. Das et al. use a conceptually
different approach. While they also start at the port of an edge, they traverse the
edge simultaneously along two points of its contour. These two contour points, called
“friends”, must be on opposite sides of the contour. During the simultaneous traversal, the
Euclidean distance between the two friends is continuously monitored and if it exceeds a
certain threshold, [23] assume that the friends have encountered a crossing and are moving
apart in opposite directions. In this case, the friends cross the contours of the current
edges which they are moving along, to the opposite contour, change their direction and
presumably find the same edge along which they were originally moving. However, as no
implementation is available of the Das et al.’s edge recognition algorithm, we could not
make a comparison with our algorithm. In [23] the authors state that the main reason
for failures during edge recognition are many edge crossings in a small area and small
crossing angles of edges, which is also the main reasons for false results of our algorithm.
Graphs with these problematic features are hardly legible for humans as well [48, 49].
Recently, Pach [69] defined unambiguous bold drawings, which leave no room for different
interpretations of the topology of the graph. For example, in unambiguous drawings
areas of overlapping edges do not hide vertices. In fact, OGR presumes an unambiguous
bold drawing as input.
The work of Hamdy [7] is largely similar to [23] and [74]. The author separately
examines the recognition of planar graphs and graphs with crossings. The limitation to
planar graphs basically means that an OGR algorithm only has to recognize the nodes
of a graph because the recognition of planar edges becomes trivial once the nodes have
been correctly recognized. For the recognition of graphs with crossings Hamdy uses the
node and edge recognition algorithms of Das et al. [23], where apart from minor changes
we see no significant improvement or extension of the existing algorithm.
The last work on OGR that we have found is by Birk [12]. Unfortunately, this thesis
is only available in Slovene. As far a we can tell from the images, Birk only considers
planar graphs with node labels similar to [23], i. e., hollow nodes with a label inside of
the hole.
According to our opinion, the necessary preconditions of the aforementioned OGR
algorithms are too restrictive especially for hand-drawn graphs. Hence, we decided to
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develop new algorithms for OGR with an emphasis on the recognition of graphs like
Fig. 1.38. In particular, the main contributions of this thesis are:
• An algorithm for the recognition of solid nodes that automatically estimates the
necessary parameters
• An algorithm for the recognition of graphs where nodes and edges are drawn in
different colors
• An algorithm for the recognition of hollow nodes without labels
• An algorithm for the recognition of edges
• An algorithm for the recognition of directed edges
• A prototypical implementation of our OGR algorithms for mobile devices like
smartphones
• Experimental results for over 100000 computer-drawn graph
• A field study with 115 students of the University of Passau in order to gain further
insight on how people draw a graph by hand

Chapter 2 Preprocessing
As the first phase of OGR, the purpose of the Preprocessing phase is to recognize the
features of an image that are necessary for the following phases and to enhance these fea-
tures. Most importantly, the graph pixels must be separated from the background pixels.
This is achieved by binarization of the graph. For this, an input image of an arbi-
trary color model is transformed into a binary image, such that all graph pixels are
foreground pixels and the remaining pixels are background pixels. See Fig. 2.1 for an
illustration, which shows that the graph of Fig. 2.1(a) was correctly binarized as every
graph pixel is a foreground pixel in Fig. 2.1(b). The information which pixels belong to
the graph is very important, as every subsequent phase of OGR uses it. Therefore, errors
during binarization almost certainly lead to a false graph recognition. As an example,
consider Fig. 2.2 where binarization failed to correctly separate the graph pixels from
the background pixels because the image is poorly illuminated, i. e., the lower part of the
image is darker than the upper part. As a result of this, in the binary graph the lower
two nodes have merged into one large region of graph pixels, which means that they will
be recognized as a single node.
(a) (b)
Figure 2.1: (a) A graph. (b) The binarized graph.
Binarization has been extensively studied and there are numerous different approaches,
e. g., see [16, 25, 39]. For OGR we use a simple, yet effective method called thresholding,
which means that the value of every pixel is compared with a threshold and according
to their relation, the pixel is classified as a fore- or background pixel. This way, the
graph is separated from the background. Thresholding is used for OGR as it works very
well for images that correspond to the common way a graph is drawn, namely as solid
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(a) (b)
Figure 2.2: (a) A graph. (b) The binarized graph.
objects that rest upon a contrasting background as seen in Fig. 2.1(a). More exactly,
thresholding works best if the objects of interest have similar colors and are drawn upon
a background of different but similar color [18, p.452].
Thresholding can be used for images in any color model, but it is normally used for
images where a single threshold value suffices, e. g., for grayscale images. As the input
image of OGR can be in an arbitrary color model, the image must be converted to
the grayscale color model. There is no standard method for conversion to grayscale,
and there are many different approaches based on the color model at hand. Let IRGB
be an RGB image and Igray a grayscale image with the same resolution as IRGB. A
prominent method is to calculate the gray values of Igray as the weighted sum of the
the color components of IRGB. Let p ∈ IRGB be a pixel with value v(p) = (r, g, b) and
wred, wgreen, wblue the weight of the red, green and blue color component, respectively,
then the gray value v′(p) of p is calculated as [16, p. 324]:
v′(p) = wred ∗ r + wgreen ∗ g + wblue ∗ b
The International Telecommunication Union [2] recommends using wred = 0.2126, wgreen =
0.7152, wblue = 0.0722 for the grayscale conversion. For the conversion of other color
models to grayscale we refer to [16, Chapter 12].
For OGR we have considered global thresholding, which uses a fixed threshold, and
adaptive thresholding, where the threshold changes dynamically depending on the location
of the currently processed pixels.
First let us consider global thresholding. Assuming the object of interest is darker
than the background, it compares the gray value v(p) of every pixel p with a single fixed
threshold value t. If v(p) ≤ t, then p is classified as a foreground pixel, otherwise p is
classified as a background pixel. When processing images in which the object of interest
is lighter than the background the classification is simply reversed, i. e., if v(p) ≥ t, p
becomes a foreground pixel.
To analyze whether global thresholding is able to binarize an image, we can investigate
its grayscale histogram. Figure 2.3(c) shows an exemplary grayscale histogram. The
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smaller peak around gray value 60 stems from the graph and the larger peak around
gray value 160 stems from the background. If we choose the threshold in between these
two peaks as seen in Fig. 2.3(c), it is possible to separate the graph pixels very well
from the background pixels with global thresholding. The quality of this separation
wholly depends on the selected threshold t. Arguably the most prominent method to
automatically determine t is Otsu’s method [68]. According to Gonzales et al. [39, p.764]
thresholding may be viewed as a statistical-decision theory problem whose objective is
to minimize the average error incurred in assigning pixels to two or more classes, i. e., for
binarization the two classes are foreground pixels and background pixels. Otsu’s method
finds a solution to this problem that is optimum in the sense that it maximizes the
between-class variance, based entirely on computations performed on the histogram of
an image. For a detailed discussion on Otsu’s method, as well as alternative methods
for automatic threshold computation, refer to [39, p.764-769] or [16, Chapter 11]. As an
example, the threshold used for global thresholding in Fig. 2.3(c) was determined with
Otus’s method.
Images with nonuniform illumination or with a nonuniform background like the one
in Fig. 2.4(a) cannot be properly binarized by global thresholding. The reason for this
lies in the shape of the gray level histogram with no two distinct peaks divided by a
single valley, but rather with several different peaks. Figures 2.4(c), 2.4(d) and 2.4(e)
show the binary graph generated with different thresholds but none achieves a proper
separation of the graph and the background. The problem with images like Fig. 2.4(a)
is that a single threshold fails to binarize all parts of the image simultaneously. Similar
observations have led to the principle idea of adaptive thresholding which is to change
the threshold dynamically depending on the location of the currently processed pixels.
For OGR we considered two different approaches called image partitioning and local
thresholding [39, Chapter 10]. Both assume that smaller parts of an image are more
likely to have an approximately uniform illumination and are thus more suitable for
images with nonuniform illumination.
Image partitioning divides the original image into disjoint subimages and then sepa-
rately estimates a threshold for each subimage, e. g., with Otsu’s method. Then, global
thresholding is used for every subimage and the union of the subimages is the final binary
image. For example in Fig. 2.5 the image graph of Fig. 2.4(a) where global threshold-
ing was not applicable, is correctly binarized with image partitioning by dividing it into
4 subimages. In contrast to global thresholding, image partitioning needs a parameter
s ≥ 2 that defines the number of subimages.
Local thresholding estimates a threshold for every single pixel p based on properties of
the neighborhood of p, e. g., the gray values of the neighborhood. Let b be the block size
that determines the examined neighborhood with b%2 = 1. The examined neighborhood
is usually larger than the 8-neighborhood of p, e. g., if b = 7 than the 7×7-neighborhood
is considered, which refers to the 48 neighboring pixels of p that lie within a square
of 7 pixels side length centered at p. One way to obtain a threshold is to calculate
the mean gray value of the pixels in the neighborhood. As a separate threshold is
determined for every pixel, local thresholding is computationally more expensive than
image partitioning and global thresholding. Again, in contrast to global thresholding,
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Figure 2.3: (a) Grayscale image of a graph and (c) the corresponding grayscale histogram
with a highlighted good threshold t. (b) The graph of (a) after global thresh-
olding with threshold t = 112 from (b).
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Figure 2.4: (a) Grayscale image of a graph with nonuniform illumination and (b) the
corresponding grayscale histogram , tOtsu was automatically determined with
Otsu’s method, t0 and t1 were manually chosen. The graph after global
thresholding with (c) tOtsu , (d) t0 and (e) t1 used as the threshold.
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(a) (b)
Figure 2.5: (a) A grayscale graph separated into 4 subimages (the subimages are high-
lighted with red lines). (b) Binary image generated with image partitioning.
(a) (b) (c)
Figure 2.6: (a) A grayscale image of a graph. (b), (c) the binary graph determined
with local thresholding with (b) b = 333 and (c) b = 81. the threshold was
determined as the mean gray value of the examined neighborhood.
local thresholding needs two parameters, i. e., the block size b and the method how the
threshold is determined. Figure 2.6(b) shows how the graph of Fig. 2.4(a) is sufficiently
binarized with calculating the threshold as the mean gray value with b = 333.
While both approaches succeed in binarizing images where global thresholding fails,
e. g., as shown in Figs. 2.5 and 2.6, they have important disadvantages compared to global
thresholding. For both the parameters b and s have to be chosen carefully to avoid wrong
results and we are unaware of any suitable methods for automatically calibrating these
parameters. As an example, Fig. 2.6(c) shows that using a different value of b can
lead to a wrong binarization. Additionally, we have observed that both approaches are
unsuited for the binarization of certain graphs that can be binarized well with global
thresholding. As an explanation consider the following scenario. Image partitioning and
local thresholding determine thresholds for smaller parts of an image, be it a subimage or
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(a) (b)
Figure 2.7: (a) A grayscale graph separated into 4 subimages highlighted with red lines.
(b) The binary graph generated with image partitioning.
the local neighborhood of every pixel. Now if any of these parts contains no element of the
graph, both approaches will produce unwanted results as they try to separate the pixels
of such a part into fore- and background pixels, whereas all pixels should be classified as
background pixels. This scenario is illustrated in Figs. 2.7 and 2.8. In the case of image
partitioning of Fig. 2.7, the lower right subimage contains no element of the graph.
Nevertheless, the pixels of this subimage are processed with thresholding, which leads
a false recognition of the graph pixels as shown in Fig. 2.7(b). A similar situation can
occur for local thresholding, as shown in Fig. 2.8(b). In both aforementioned scenarios
pixels of the background are classified as graph pixels and thus, following phases of OGR
will assume that these pixels represent information that needs to be processed, which
will often lead to a false graph recognition.
As a consequence of this, we have decided to use global thresholding for OGR. Let
G be a graph in a single value color model, c, o boolean variables indicating if closing,
respectively opening is used and S = S, then we binarize G with Algorithm 1.
After binarization, it can be beneficial to enhance the binary graph. Two possible
techniques are the morphological operations closing and opening. Both operations can
reduce noise in the binary graph, as for example shown in Fig. 2.9. While salt noise, i. e.,
small regions of foreground pixels that are actually not part of the graph, can cause false
results in the following phases, we have observed that pepper noise, i. e., small regions of
background pixels in regions of graph pixels, have a stronger negative effect on the graph
recognition process. Pepper noise in a node, e. g., the small holes shown in the magnified
part of Fig. 2.9(a), can result in a wrong node recognition Segmentation phase, i. e.,
that the nodes of the magnified parts of Fig. 2.9(a) are not recognized. The contours of
foreground regions are also smoothed by opening and closing which has a positive effect
on the skeletonization of the graph in the Topology Recognition phase. As a result of this,
we use closing and opening in lines 6-9 of Algorithm 1. Take note that in Algorithm 1
we only use opening if closing was used before. The reason for this is that only using
opening, or using opening before closing, can potentially break the connectivity of edges
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(a) (b)
Figure 2.8: (a) A grayscale image of a graph. For all pixels inside of the blue dashed areas
the examined neighborhood of size 181×181 contains no element of the graph.
For reference the red square shows an exemplary examined neighborhood. (b)
The binary graph generated with local thresholding with block size b = 181.
Algorithm 1: Binarization OGR(G, c, o, S)
Input: Graph image G in a single value color model, boolean variables c and o,
structuring element S
Output: Binary graph image Gbin
1 Gbin ← binary image with same resolution as G and v(q) = 0 for all pixels
q ∈ Gbin
2 t← threshold determined with Otsu’s method
3 for Every pixel p ∈ G do
4 if v(p) ≥ t then
5 v(p)← 1 in Gbin // Classify p as a foreground pixel
6 if c=true then
7 Gbin ← Gbin • S
8 if o=true then
9 Gbin ← Gbin ◦ S
10 return Gbin
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(a) (b)
Figure 2.9: (a) Binary graph with salt and pepper noise. (b) The binary graph of (a)
after first using closing and then opening.
in a binary graph, if the edges are drawn as thin lines, see the magnified parts of Fig. 2.10
for an example.
When binarizing photographed graphs, particularly if the graphs are drawn with col-
ors, we have observed that using the grayscale histogram for determining the threshold
automatically can lead to wrong results. As an example consider Fig. 2.11. We decided
to use the luminance histogram instead of the grayscale histogram for the following rea-
sons. Due to the conversion to grayscale, the colors of the graph Fig. 2.11(a) influence
the grayscale histogram. However, for binarization it is irrelevant if a graph is drawn
with colors or not. The only important information is that the graph is darker than
the background. This is represented in the luminance-component image, i. e., the pixels
of the graph have a lower luminance value than the background. This is illustrated in
Fig. 2.11. In the converted grayscale image of Fig. 2.11(b), the pixels of the light blue
and yellow edges of Fig. 2.11(a) have a gray value around 140. The remaining pixels of
the graph have much lower gray values, i. e., ≈ 100 for the red and brown edges, ≈ 70 for
the green edges and ≈ 40 for the black nodes. As a result of this, the gray value of the
pixels of the light blue and yellow edges is more similar to the gray value of the pixels of
the background ≈ 200, which results in the classification of the pixels of the light blue
and yellow edges as background pixels, as shown in the magnified part of Fig. 2.11(c).
In contrast, in the luminance-component image of Fig. 2.11(d), the luminance value of
the pixels of the light blue and yellow edges is ≈ 45, the value of the pixels of the red
and brown edges is ≈ 40, the value of the pixels of the green edges is ≈ 35, the value
of the pixels of the black nodes is ≈ 15 and the value of the pixels of the background
≈ 15. Due to this distribution of the luminance values, Otsu’s method determines a
threshold that successfully binarizes the graph, as shown in Fig. 2.11(e). Consequently,
we use the luminance-component image for global thresholding with Otsu’s method. In
medical image processing [62, 86], the luminance-component image was used for global
thresholding based on similar observations.
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(a) (b) (c)
Figure 2.10: (a) A graph. (b) The binary graph of (a) generated with Algorithm 1 with
parameters c = false, o = false. (c) The binary graph of (a) generated
with Algorithm 1 by only using opening.
(a) (b) (c)
(d) (e)
Figure 2.11: (a) A hand-drawn graph. (b) The grayscale image of (a). (c) The binary
graph of (b) generated with Algorithm 1. (d) The luminance-component
image of (a). (e) The binary graph of (d) generated with Algorithm 1.
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2.1 Experimental Results
Generally, the results of our experiments with Algorithm 1 are satisfying. Figure 2.12
shows a digital computer-drawn and a photographed hand-drawn graph that were cor-
rectly binarized with Algorithm 1. For the photographed one of Fig. 2.12(c), closing was
applied, which managed to close the small holes in the magnified part of Fig. 2.12(d).
Concerning the parameters of Algorithm 1, we suggest to use closing and opening only
for photographed graphs, especially for photographed hand-drawn graphs. For digital
graphs, we have observed that closing and opening have nearly no effect on the qual-
ity of the binary graph or they can even have a strong negative effect, e. g., as shown
in Fig. 2.13. Whereas, Algorithm 1 managed to correctly binarize the graph without
closing and opening, using both operations breaks the connectivity of the edge shown
in the magnified part of Fig. 2.13(c). We consider closing and opening as unnecessary
for digital graphs, because they are most useful for filling small holes or smoothing the
contours. However, in digital graphs these situations hardly occur.
For photographed graphs we have observed that especially closing has a positive effect
on the graph recognition process. While opening potentially smooths the contours in the
binary graph, the possible negative effects, i. e., breaking connectivity as in Fig. 2.13(c),
outweighs the possible positive effects. Consequently, we suggest to use Algorithm 1
with parameters c = true, o = false for photographed graphs and have observed the
best results with these parameters.
The vast majority of false results occur when binarizing photographed graphs with
nonuniform illumination or graphs drawn with a thin pen with irregular stroke, such as
Figs. 2.14(a) and 2.14(d). In both example, parts of the graph were falsely classified as
background pixels, i. e., the upper rightmost node of Fig. 2.14(a) and the edge of the
magnified part of Fig. 2.14(d).
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(a) (b)
(c) (d) (e)
Figure 2.12: (a) A digital computer-drawn graph with resolution 1534×1336. (a) The bi-
nary graph of (a) generated with Algorithm 1 with parameter c = false, o =
false. (c) A photographed hand-drawn graph with resolution 906 × 1244.
(d), (e) The binary graph of (c) generated with Algorithm 1 with parameters
(d) c = false, o = false and (e) c = true, o = false.
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(a) (b) (c)
Figure 2.13: (a) A digital graph with resolution 800× 780. (b), (c) The binary graph of
(a) generated with Algorithm 1 with parameters (b) c = false, o = false
and (c) c = true, o = true.
(a) (b) (c)
(d) (e) (f)
Figure 2.14: (a) A photographed hand-drawn graph with resolution 1280×1202. (b), (c)
The binary graph of (a) generated with Algorithm 1 with parameters (b)
c = false, o = false and (c) c = true, o = false. (d) A photographed
hand-drawn graph with resolution 1836 × 1691. (e), (f) The binary graph
of (a) generated with Algorithm 1 with parameters (e) c = false, o = false
and (d) c = true, o = false.
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2.2 Future Work and Perspectives
While global thresholding is well suited for OGR, other approaches could also be con-
sidered for binarization. In [39, Chapter 10] Gonzales et al. give an overview of other
methods that could be used for binarization. A promising future task is to use “edge de-
tection” to improve global thresholding. Note that in this case the term “edge detection”
does not refer to the detection of the edges of a graph but to the detection of contours
of objects directly in the grayscale image. The contour of an object can be described
as the pixels, where there are strong changes of the gray value in a small area along
a distinct direction [16, p.125]. These pixels can be detected by regarding a grayscale
image as a two-dimensional discrete function, calculating the first-order derivative and
searching for pixels where the derivative has a high value. The first-order derivative of
an image, also referred to as the image gradient, can be determined with morphological
image processing for example with the Sobel [80] or Prewitt [72] operator. Once the
contours have been determined, [39, p.771] suggest that only considering the pixels close
to the contours for determining the grayscale histogram can have positive effects on the
selection of a “good” threshold for example with Otsu’s method.
Another possibility for future work is to enhance the input image if it has a poor quality,
e. g., by enhancing the contrast or color balancing. This could assist the binarization
process in case of images like Fig. 2.14(a). For further information on possible techniques
for enhancing digital images that could be used for OGR see [39, Chapter 3], [16] or [73].
Chapter 3 Segmentation
The purpose of the Segmentation phase is the recognition of the nodes of a graph. For
this, we segment the graph pixels into the node pixels, i. e., the pixels that represent the
nodes and the edge pixels, i. e., the pixels that represent the edges. The most important
result of the Segmentation phase are the recognized nodes. A recognized node is a region
of graph pixels that corresponds to a single node in the final recognized graph. We will
always depict the recognized nodes as foreground regions, e. g., Figs. 3.1(c), (g) and (k)
each shows 4 recognized nodes. In this chapter we will give three approaches each suited
for a different drawing style of a graph:
• Graphs where nodes are drawn as solid regions like circles or rectangles, e. g., the
graph of Fig. 3.1(a)
• Graphs where nodes and edges are drawn in different colors, e. g., the graph of
Fig. 3.1(e)
• Graphs where nodes are drawn as circular hollow regions, e. g., the graph of Fig. 3.1(i)
The input and result of the phase are illustrated in Fig. 3.1.
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(i) (j) (k) (l)
Figure 3.1: Input of the Segmentation phase. (a), (e), (i) A graph and (b), (f), (j) the
corresponding recognized graph pixels, i. e., the binary graph. Result of the
segmentation phase: (c), (g), (k) The recognized nodes and (d), (h), (l) the
recognized edge pixels.
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3.1 Solid Nodes Recognition
This approach is inspired by [18, p. 476] and it is applicable for a graph drawn with the
following drawing style.
Drawing Style 2 (Solid Nodes) A graph G is drawn with solid nodes if:
• Nodes of G are drawn as solid regions, e. g., solid circles or rectangles
• Edges of G are drawn as curves with a width that is significantly smaller than the
size of the nodes
Figure 3.2 shows a graph drawn with solid nodes. In the definition of solid nodes, we use
the terms size and width that refer to properties of regions. The representation, analysis,
and description of regions and their shapes is a whole branch in digital image processing
with many different measuring approaches [32, 39, 61, 90]. In [39, p.878] Gonzales et al.
state that the choice of one method over another is determined by the problem under
consideration. Hence, in this section we define size of a node and width of an edge based
on distance images, as this corresponds well with our recognition algorithm. Let B be a
binary graph with distance image Bdist and n, e be a node, respectively edge of G. Then
the size of n is the maximum distance v(p) of Bdist for any pixel p ∈ n, e. g., the two
nodes of Fig. 3.3 have size 5. The width of e is the maximum distance v(q) of Bdist for
any pixel q ∈ e, e. g., the edge of Fig. 3.3 has width 2. Take note that in Fig. 3.3(b) the
size of the nodes is a global maximum while the width of the edge is a local maximum
located along the skeleton of the edge. Figure 3.3 is an idealized example, in practise,
the pixels that describe the width of an edge are often only located approximately along
the skeleton. Remember that (B 	 S)k ((B ⊕ S)k) is the erosion (resp. dilation) of a
binary image B by S for k times and that erosion “shrinks” foreground regions while
dilation “enlarges” foreground regions. Figure 3.2 illustrates the principle of our solid
node recognition algorithm. The basic idea is to erode the graph as often such that all
edge pixels are eroded and only the node pixels remain, as seen in Fig. 3.2(b). This is
possible due to our assumption that the width of the edges is smaller than the size of the
nodes. As a result of this, the edge pixels are completely eroded before the node pixels.
Then we use dilation to restore the nodes approximately to their initial size and receive
a set of recognized nodes as shown in Fig. 3.2(c).
Let Bsolid be the binary image of a graph drawn with solid nodes, S ∈ {S+, S} a
structuring element, εer ∈ Q with 0 < εer ≤ 1 the factor the number of erosions is smaller
than the maximum distance in the distance image, ndil ∈ N0 the number of additional
dilations and Sul, Slr the structuring elements for determining chessboard, respectively
Manhattan distance images as described in Section 1.1. Then our first algorithm for
recognizing solid nodes is Algorithm 2.
Figure 3.4 shows an illustration of Algorithm 2. The core of the algorithm is the erosion
in line 4. The goal is to use erosion as often such that the following effect is achieved.
All foreground pixels that correspond to edges are eroded and more importantly, for
every node, at least a single foreground pixel that corresponds to the node remains. If
property holds, every remaining foreground pixel corresponds to a node, see Fig. 3.4(c)
62 3 Segmentation
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Figure 3.2: (a) A binary graph drawn with solid nodes with resolution 1308× 1332. (b)
Image (a) after eroding the edges. (c) Image (b) after dilation, i. e., the
recognized nodes. (d) The recognized edge pixels.
for an illustration. Take note that for every node at least a few foreground pixels remain,
as shown in the magnified parts of Fig. 3.4(c), and consequently all nodes are correctly
recognized. In line 5 of Algorithm 2 we use dilation to restore the foreground regions
to their approximate initial size. We apply dilation, depending on the parameter ndil,
more often than erosion. As dilation is not the inverse operation of erosion, we observed
that by eroding and dilating for the same number of times, the recognized nodes were
often smaller than their actual size. This can lead to a false recognition of the edges
in the Topology Recognition phase, e. g., as some node pixels are falsely recognized as
edge pixels, a possible wrong result is that these “false” edge pixels are recognized as a
loop. Hence, we try to reduce this error by using a few additional dilations. This has
the effect that the size of the recognized nodes is overestimated a little, which mostly
prevents the recognition of false edges. Experiments with ndil = 2 have led to good
results.
In line 6 we collect the recognized nodes, i. e., every foreground region of Fig. 3.4(d) is a
recognized nodes. For the extraction of the foreground region we use the morphological
approach from Section 1.1, but it can also be done by using any algorithm for region
labeling [46,82] that assigns the same label to every pixel of a region and by subsequently
collecting all pixels with the same label as a recognized node.
In lines 7 and 8 of Algorithm 2 we intersect the the initial binary image with every
recognized foreground region, in order to ensure that only graph pixels are recognized as
node pixels.
The critical parameter of Algorithm 2 is the number of erosions k, as it must be
sufficiently high such that all edge pixels are eroded and still some node pixels remain.
While k could be chosen manually, this approach is impractical as k depends on the width
of the edges, the sizes of nodes and on the resolution of the graph. Hence, predicting
a good value for k is hard. Consequently, we try to estimate a good value for k with
the help of the distance image. Let us start with a general observation. Suppose we
have different values of k that all lead to a correct node recognition. As an illustration
consider Fig. 3.5 that shows a simple graph with two nodes and the result of Algorithm 2
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Figure 3.3: (a) Binary image of a graph with two square nodes connected by an edge.
The nodes have size 5 and the edge has width 2. (b) Chessboard distance
image of (a).
Algorithm 2: (Maximum Version) Solid Node Recognition(Gsolid, S, εer, ndil)
Input: Binary graph image Gsolid, structuring element S, factor εer, number of
additional dilations ndil
Output: Set recognized nodes N
// Estimate the number of erosions based on the distance image
1 Bdist ← distanceTransform(Gsolid, Sul, Slr)
2 dmax ← max{v(p) | p ∈ Bdist}
3 k ← bεer ∗ dmaxc
// Erosion and dilation
4 B	 ← (Bsolid 	 S)k
5 B⊕ ← (B	 ⊕ S)k+ndil
// Determine the node pixels
6 N ← extractForegroundRegions(B⊕, S+)
7 for Every element N of N do
8 N ← Gsolid ∩N
9 return N
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(a) (b)
(c) (d)
(e)
Figure 3.4: Node recognition with Algorithm 2 with parameters S = S, εer = 0.5,
ndil = 1. The number of erosions was estimated as k =15. (a) A hand-
drawn graph drawn by Mereke van Garden at the 22nd Symposium on Graph
Drawing 2014, with resolution 1368 × 1328. (b) Binary image of (a). (c)
Image (a) after k erosions. (d) The recognized nodes, i. e., (c) after k + ndil
dilations. (e) The recognized edge pixels.
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with various values of k. While all different parameters lead to a correct recognition, i. e.,
Figs. 3.5(c)-(j) show two node pixel regions, the recognized node pixel regions resemble
the corresponding foreground regions more for lower values of k. With k = 10, the
recognized nodes barely differ from the corresponding foreground regions of the binary
image, see Figs. 3.5(c),(g). For higher values of k this difference becomes larger especially
with using S+, as seen in Figs. 3.5(h)-(j). The reason for this effect is that erosion and
dilation are not inverse operations. Consequently, we can expect that high values of k
potentially lead to higher differences of the recognized nodes and their corresponding
foreground regions. Hence, lower values of k are preferable to higher ones as they better
“retain” the shape of the nodes. When examining a Manhattan distance image Bdist like
the one from Fig. 3.6(b), another important property becomes apparent. If we erode B
with S+ (Fig. 3.6(c)), then exactly the pixels with distance 1 are eroded. The reason
for this is that Bdist 	 S+ turns a foreground pixel p into a background pixel if there
is a background pixel in the 4 neighborhood of p, which is obviously the case for all
pixels with distance Manhattan distance 1 in Bdist. Eroding B twice removes the pixels
with distance ≤ 2, eroding B three times removes those with distance ≤ 3 and so on.
The same property holds for chessboard distance images and erosion with S. Bearing
this in mind, it is possible to determine the number of erosions after which a region of
foreground pixels is completely eroded, i. e., the number of erosions corresponds to the
maximum distance value of the region in the distance image. For example let B be the
binary image of Fig. 3.6(a) then (B 	 S+)2, erodes all foreground pixels.
In lines 2 and 3 of Algorithm 2 estimate k based on dmax, i. e., the maximum distance
value of the distance image. This is the reason why we call Algorithm 2 maximum version.
The motivation for this approach is that as the width of the edges is significantly smaller
than the size of the nodes, dmax must correspond to a node pixel . However, if we would
use k = dmax − 1, only node pixels with a distance of dmax are not eroded, and hence,
all nodes with size less than dmax would not be recognized. Especially in hand-drawn
graphs, we cannot expect that all nodes have exactly the same size. This is why we
estimate k as k = bεer ∗ dmaxc in line 3 of Algorithm 2. Experiments have shown that
a value of εer = 0.5 leads good recognition results, e. g., the nodes of Fig. 3.4 were
correctly recognized with εer = 0.5. Generally, a high value of εer reduces the risk that
after erosion pixels of the edges remain but increases the risk that not all nodes are
recognized if they vary too much in size. A low value of εer reduces the risk of not
recognizing nodes of varying size but increases the risk that edges drawn as thick lines
remain after erosion and are thus falsely recognized as nodes. We still have to choose
the structuring element S of Algorithm 2. However, as described above, the structuring
element results from the distance metric of the distance image. We suggest to use the
chessboard distance, because we have observed better results with it. The reason for this
is that the chessboard distance generally leads to a lower number of estimated erosions,
which is a positive effect as explained earlier. For example, in Fig. 3.7, k was estimated
as 83 and 155 by using Manhattan distance (Figs. 3.7(c),(f)) and as 61 and 114 by using
chessboard distance (Figs. 3.7(b),(e)). Additionally, we have observed that the recognized
nodes often resemble their corresponding nodes more with the chessboard distance. This
is also positive for later phases of OGR. Hence, in the following we will only consider
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Figure 3.5: Node recognition with Algorithm 2, k is chosen manually for (c)-(j). (a)
A hand-drawn graph drawn with resolution 1629 × 889 and (b) its binary
image. (c)-(f) recognized node pixels with k = 10, 100, 150 and 175 (from left
to right) with S. (g)-(j) recognized node pixels with k = 10, 100, 150 and
175 (from left to right) with S+
(a)
1
1 2 1
1
(b) (c)
1
(d)
Figure 3.6: (a) Binary image B. (b) The Manhattan distance image BD. (c) Structuring
element S+. (d) B 	 S+ with updated Manhattan distances.
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(d) (e) (f)
Figure 3.7: Node recognition with Algorithm 2 with parameters εer = 0.5, ndil = 2. (a)
A hand-drawn graph drawn with resolution 2540 × 1074. Recognized nodes
determined with (b) S, k = 61 and with (c) S+, k = 83. (d) A hand-drawn
graph drawn with resolution 4729×2000. Recognized nodes determined with
(e) S, k = 114. and with (f) S+, k = 155.
chessboard distance images.
In general, Algorithm 2 can recognize the nodes of a graph well if all nodes have
approximately the same size. If the nodes diverge in size, e. g., the nodes of Fig. 3.8(a),
smaller nodes are possibly not recognized, as seen in Fig. 3.8(d). To resolve this issue,
we decided to use a different approach for estimating the number of erosions k. As nodes
are drawn as solid regions, each one produces a local maximum in the distance image
that is roughly in the centre of the node [18, p.477]. This property also holds for edges.
Each edge produces local maxima with similar values in the distance image, that are
located approximately along the skeleton of the edge. If we can determine the value of
these local maxima, we can estimate the number of erosions that completely erodes the
edges. As a motivation consider Fig. 3.9(a) that shows the chessboard distance image of
an idealized graph, i. e., the nodes have exactly the same size and shape, and the edge
is drawn as a perfect straight line. The size of the nodes is 5 and the width of the edge
is 2. If k is chosen as 2 ≤ k < 5, all edge pixels are eroded with k erosions and at least
one node pixel remains for each node. To put it in other words, our goal is to detect a
value of k that lies between the size of the nodes and the width of the edges. To estimate
k, we first compute the local maximum distance image that contains only the distances
v(p) if ∀q ∈ N8(p) : v(p) ≥ v(q), i. e., v(p) is a local maximum in its 8-neighborhood.
If we consider the local maximum distance image of Fig. 3.9(b) and its corresponding
distance histogram of Fig. 3.9(c), then we actually have a binarization problem analogous
to the Preprocessing phase in Chapter 2. This means that we need to find a threshold
terosion that puts all pixels p with v(p) ≤ terosion of Fig. 3.9(b) into one class, i. e., the
pixels that lead to the peak at distance 2 in Fig. 3.9(c), and those with v(p) > terosion
into the second class, i. e., the pixels that lead to the peak at distance 5 in Fig. 3.9(c).
A possible threshold is to choose terosion = 3, i. e., a value between the two peaks of
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Figure 3.8: Node recognition with Algorithm 2 with parameters S = S, εer = 0.5,
ndil = 2. The number of erosions was estimated as k = 15. (a) A drawn
graph with different node sizes, with resolution 885× 620. (b) Binary image
of (a). (c) Image (b) after k erosions. (d) 6 recognized nodes.
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Fig. 3.9(c). By eroding k times, with k = terosion = 3, only the pixels with v(p) ≥ k of
Fig. 3.9(b) are not eroded, i. e., all edge pixels are eroded. We have observed that the
distance histogram of the local maximum distance image is often similar to Fig. 3.9(c),
with a peak at a small distance value, corresponding to the local maxima of the edges and
several peaks at larger distance values, corresponding to the local maxima of the nodes.
While not specifically designed for these types of histograms, we have observed that
automatically computing terosion with Otsu’s method (see Chapter 2) works surprisingly
well. Figures 3.10, 3.11 show examples where terosion and thus the number of erosions k
was determined with Otsu’s method. We will now use the aforementioned approach for a
second version of our solid node recognition algorithm. Let Gsolid be the binary image of
a graph, S = S a structuring element, ndil ∈ N0 the number of additional dilations and
Sul, Slr the structuring elements for determining chessboard distance images as described
in Section 1.1. Then our second algorithm for recognizing solid nodes is Algorithm 3.
Algorithm 3: (Distance histogram version) Solid Node Recognition(Gsolid, S,
ndil)
Input: Binary graph image Gsolid, structuring element S, number of additional
dilations ndil
Output: Set of recognized nodes N
// Compute local maximum chessboard distance image
1 Gdist ← distanceTransform(Gsolid, Sul, Slr)
2 GdistLocMax ← Local maximum distance image
3 for Every pixel p ∈ Gdist do
// Is p a local maximum?
4 if v(p) ≥ 1 and ∀q ∈ N8(p) : v(p) ≥ v(q) then
5 GdistLocMax ← GdistLocMax ∪ p
// Determine number of erosions with Otsu’s method
6 HdistLocMax ← distance histogram of GdistLocMax
7 k ← terosion determined with Otsu’s method
// Erosion and dilation
8 G	 ← (Gsolid 	 S)k
9 G⊕ ← (G	 ⊕ S)k+ndil
// Determine the node pixels
10 N ← extractForegroundRegions(G⊕, S+)
11 for Every element N of N do
12 N ← Gsolid ∩N
13 return N
The main advantage of Algorithm 3 over Algorithm 2 is that it has no parameter that
needs to be calibrated for recognizing graphs with different node sizes. Figure 3.12 shows
an example for a correct node recognition with Algorithm 3.
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Figure 3.9: (a) Chessboard distance image. (b) Local maximum Chessboard distance
image of (a). (c) Distance histogram of (b).
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Figure 3.10: (a) A binary graph with resolution 150 × 150. (b) Chessboard distance
image of (a). The brighter a pixel, the higher its distance value. (c) Local
maximum distance image of (b). Each local maximum is depicted as a
foreground pixel. (d) Distance histogram of (c) with logarithmic y-axis, the
threshold totsu = 5 was determined with Otsu’s method. (e) Image (a) after
k = totsu = 5 erosions.
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Figure 3.11: (a) A binary graph with resolution 885 × 620. (b) Chessboard distance
image of (a). The brighter a pixel, the higher its distance value. (c) Local
maximum distance image of (b). Each local maximum is depicted as a
foreground pixel. (d) Distance histogram of (c) with logarithmic y-axis, the
threshold totsu = 8 was determined with Otsu’s method. (e) Image (a) after
k = totsu = 8 erosions.
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Figure 3.12: Node recognition with Algorithm 3 with parameters S = S, ndil = 1. The
number of erosions was estimated as k =13. (a) A binary image of a hand-
drawn graph drawn by Mereke van Garden at the 22nd Symposium on Graph
Drawing 2014, with resolution 1368× 1328. (b) Chessboard distance image
of (a). The brighter a pixel, the higher its distance value. (c) Distance
histogram with logarithmic y-axis of the local maximum distance image
determined for (b). (d) The recognized nodes.
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3.1.1 Experimental Results
Let us describe experimental results we have observed when recognizing graphs with solid
nodes. All graphs were recognized with the same set of parameters.
Figures 3.13-3.21 show different computer- and hand-drawn graphs where all nodes
were correctly recognized by Algorithm 2 and Algorithm 3, with the exception of a single
false positive node shown in the magnified part of Fig. 3.16(d). The reason for this
false positive node is that the region of crossing edges shown in the magnified part of
Fig. 3.16(a) has a similar size as the nodes. Hence, after the estimated 4 erosions, a single
pixel of the region of crossing edges remains, which consequently leads to a recognized
node.
Algorithm 2 and Algorithm 3 can result in false positive nodes if crossing edges result
in a region with a size similar as the nodes. Figures 3.28 and 3.29 show two graphs where
this occurs. In both cases a region of crossing edges is not entirely eroded and hence, one
and two, respectively, false positive nodes (Fig. 3.29(d)) are recognized. Another problem
we have observed mainly for hand-drawn graphs is that the nodes are not drawn “entirely
solid”, e. g., as shown in Fig. 3.30 where the nodes of the second and third row contain
small holes, which leads to the following problem. As erosion turns foreground pixels into
background pixels at every contour of a foreground region, including the contours of the
holes, a foreground region with holes is faster eroded, i. e., a smaller number of erosions is
necessary to remove the whole region, than a solid foreground region with the same outer
contour. In Fig. 3.30 this has the effect, that while all nodes have similar outer contours,
their sizes are different and the nodes of the second and third row are eroded faster than
the nodes of the first row. As a result of this, both algorithms result in six false negative
nodes, as shown in Fig. 3.30(c) and 3.30(d). The issue of solid nodes with holes can be
avoided to some extent by using the closing operation in the Preprocessing phase, but
closing is not guaranteed to remove all holes from the nodes. Nevertheless, we suggest to
always use closing in the Preprocessing phase when recognizing hand-drawn graphs with
solid nodes to reduce the probability that the aforementioned problem occurs.
Now we will compare the recognition capabilities of Algorithm 2 and Algorithm 3
based on some graphs and give a suggestion on when to use which of the two algorithms.
Figures 3.23-3.27 show examples where Algorithm 3 correctly recognized all nodes and
Algorithm 2 resulted in false negative nodes due to varying node sizes. The false negative
nodes are shown in the respective magnified parts of the images. These errors could
be averted by adjusting εer of Algorithm 2 to a lower value. However, we think that
Algorithm 3 is better suited for recognizing these graphs because there is no parameter
that needs to be adjusted for a correct node recognition. Figures 3.16 and 3.29 show
two graphs where Algorithm 2 correctly recognized all nodes while Algorithm 3 resulted
in one and two, respectively, false positive nodes. These errors occur because in both
graphs, many edges cross in a small area which leads to a region with a similar size as
the nodes, e. g., as shown in the magnified parts of Figs. 3.16(a) and 3.29(a). While, as
mentioned before, both Algorithm 2 and Algorithm 3 are susceptible to the recognition
of false positive nodes if many edges cross in a small area this problem occurs more often
for Algorithm 3. The reason for this is that Algorithm 3 tendentially uses less erosions
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Figure 3.13: (a) A graph with resolution 916 × 970. (b) 8 recognized nodes determined
with Algorithm 2 with parameters S = S, εer = 0.5, ndil = 2 and estimated
k = 22. (c) recognized nodes determined with Algorithm 3 with parameters
S = S, ndil = 2 and estimated k = 15.
than Algorithm 2, unless a very low value for εer is used. Using less erosions increases
the risk that a region resulting from many crossing edges is falsely recognized as node.
In summary, we suggest to use to use Algorithm 3 for the recognition of solid nodes if it
is to be expected that the nodes vary in size. If the nodes have approximately the same
size, e. g., as in Figs. 3.16(a) and 3.29(a), we suggest to use Algorithm 2 with a higher
value of εer around 0.7 because this reduces the risk of false positive nodes resulting from
many crossing edges in a small area.
Figure 3.31 shows a graph that is drawn with solid nodes, where the width of the
edges is not significantly smaller than the size of the nodes. Hence, our algorithm fails
at recognizing the nodes and leads to the recognition of many false positive nodes.
According to our opinion, solid node recognition is best suited for the recognition of
computer-drawn graphs, for which our algorithms often achieve a correct node recog-
nition. We think that drawing a graph with solid nodes is not suited for hand-drawn
graphs because drawing the nodes solid, particularly if they have a large size, is a tedious
and error-prone task. According to our opinion, the two other drawing styles described
in the following sections of this chapter are better suited for hand-drawn graphs.
3.1.2 Future Work and Perspectives
A possible task for future work is the recognition of graphs such as Fig. 3.31, i. e., graphs
where the size of the nodes is the same as the width of the edges. However, this requires
a completely different approach for the recognition of solid nodes, as the idea of eroding
the edges “before” the nodes is not applicable as both will be eroded at the “same time”,
i. e., after the same number of erosions.
The estimation of the number of erosions in Algorithm 3 could also be improved. As
mentioned before, we are currently using Otsu’s Method for the analysis of the distance
histogram and the determination of a suitable threshold. One could try to develop his-
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Figure 3.14: (a) A graph with resolution 451× 448. (b) 16 recognized nodes determined
with Algorithm 2 with parameters S = S, εer = 0.5, ndil = 2 and esti-
mated k = 7. (c) 16 recognized nodes determined with Algorithm 3 with
parameters S = S, ndil = 2 and estimated k = 5.
(a) (b) (c)
Figure 3.15: (a) A graph with resolution 692× 452. (b) 24 recognized nodes determined
with Algorithm 2 with parameters S = S, εer = 0.5, ndil = 2, k = 11. (c)
24 recognized nodes determined with Algorithm 3 with parameters S = S,
ndil = 2, k = 11.
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Figure 3.16: (a) A graph with resolution 1764×1568. (b) 88 recognized nodes determined
with Algorithm 2 with parameters S = S, εer = 0.5, ndil = 2, k = 6. (d)
89 recognized nodes determined with Algorithm 3 with parameters S = S,
ndil = 2, k = 4. (c) shows the binary image of (a) after k = 4 erosions.
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Figure 3.17: (a) A hand-drawn graph with resolution 2377 × 1853. (b) 16 recognized
nodes determined with Algorithm 2 with parameters S = S, εer = 0.5,
ndil = 2, k = 23. (c) 16 recognized nodes determined with Algorithm 3 with
parameters S = S, ndil = 2, k = 20.
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Figure 3.18: (a) A hand-drawn graph with resolution 914× 914. (b) 8 recognized nodes
determined with Algorithm 2 with parameters S = S, εer = 0.5, ndil = 2,
k = 21. (c) 8 recognized nodes determined with Algorithm 3 with parame-
ters S = S, ndil = 2, k = 13.
(a) (b) (c)
Figure 3.19: (a) A hand-drawn graph with resolution 1767 × 1519. (b) 11 recognized
nodes determined with Algorithm 2 with parameters S = S, εer = 0.5,
ndil = 2, k = 29. (c) 11 recognized nodes determined with Algorithm 3 with
parameters S = S, ndil = 2, k = 26.
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(a)
(b)
(c)
Figure 3.20: (a) A hand-drawn graph with resolution 1500 × 1098. (b) 70 recognized
nodes determined with Algorithm 2 with parameters S = S, εer = 0.5,
ndil = 2, k = 7. (c) 70 recognized nodes determined with Algorithm 3 with
parameters S = S, ndil = 2, k = 4.
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(a) (b) (c)
Figure 3.21: (a) A hand-drawn graph drawn by Till Bruckdorfer at the 22nd Symposium
on Graph Drawing 2014 with resolution 1658 × 1240. (b) 11 recognized
nodes determined with Algorithm 2 with parameters S = S, εer = 0.5,
ndil = 2, k = 15. (c) 11 recognized nodes determined with Algorithm 3 with
parameters S = S, ndil = 2, k = 13.
(a) (b) (c)
Figure 3.22: (a) A hand-drawn graph with resolution 1385 × 1131. (b) 7 recognized
nodes determined with Algorithm 2 with parameters S = S, εer = 0.5,
ndil = 2, k = 36. (c) 7 recognized nodes determined with Algorithm 3 with
parameters S = S, ndil = 2, k = 26.
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(a) (b) (c)
Figure 3.23: (a) A hand-drawn graph with resolution 1623 × 1796. (b) 10 recognized
nodes determined with Algorithm 2 with parameters S = S, εer = 0.5,
ndil = 2, k = 48. (c) 11 recognized nodes determined with Algorithm 3 with
parameters S = S, ndil = 2, k = 38.
(a) (b) (c)
Figure 3.24: (a) A hand-drawn graph with resolution 1576 × 1114. (b) 8 recognized
nodes determined with Algorithm 2 with parameters S = S, εer = 0.5,
ndil = 2, k = 30. (c) 9 recognized nodes determined with Algorithm 3 with
parameters S = S, ndil = 2, k = 26.
(a) (b) (c)
Figure 3.25: (a) A hand-drawn graph with resolution 1607× 892. (b) 5 recognized nodes
determined with Algorithm 2 with parameters S = S, εer = 0.5, ndil =
2, k = 43. (c) 12 recognized nodes determined with Algorithm 3 with
parameters S = S, ndil = 2, k = 27.
82 3 Segmentation
(a)
(b)
(c)
Figure 3.26: (a) A hand-drawn graph by Kathrin Hanauer with resolution 2182 × 1764.
(b) 14 recognized nodes determined with Algorithm 2 with parameters S =
S, εer = 0.5, ndil = 2, k = 12. (c) 18 recognized nodes determined with
Algorithm 3 with parameters S = S, ndil = 2, k = 8.
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(a) (b) (c)
Figure 3.27: (a) A hand-drawn graph with resolution 1130 × 1240. (b) 6 recognized
nodes determined with Algorithm 2 with parameters S = S, εer = 0.5,
ndil = 2, k = 34. (c) 8 recognized nodes determined with Algorithm 3 with
parameters S = S, ndil = 2, k = 22.
(a) (b) (c)
(d)
Figure 3.28: (a) A hand-drawn graph with resolution 1578 × 1294. (b) Chessboard dis-
tance image of (a). The brighter a pixel, the higher its distance value. (c)
15 recognized nodes determined with Algorithm 2 with parameters S = S,
εer = 0.5, ndil = 2, k = 28. (d) 15 recognized nodes determined with
Algorithm 3 with parameters S = S, ndil = 2, k = 23.
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(a) (b) (c)
(d)
Figure 3.29: (a) A hand-drawn graph with resolution 2136 × 1717. (b) Chessboard dis-
tance image of (a). The brighter a pixel, the higher its distance value. (c)
8 recognized nodes determined with Algorithm 2 with parameters S = S,
εer = 0.5, ndil = 2, k = 44. (d) 10 recognized nodes determined with
Algorithm 3 with parameters S = S, ndil = 2, k = 42.
3.1 Solid Nodes Recognition 85
(a) (b)
(c) (d)
Figure 3.30: (a) A hand-drawn graph with resolution 1870 × 1254. (b) Chessboard dis-
tance image of (a). The brighter a pixel, the higher its distance value. (c)
6 recognized nodes determined with Algorithm 2 with parameters S = S,
εer = 0.5, ndil = 2, k = 51. (d) 6 recognized nodes determined with Algo-
rithm 3 with parameters S = S, ndil = 2, k = 46.
(a) (b) (c)
Figure 3.31: (a) A hand-drawn graph drawn by Linda Kleist at the 22nd Symposium on
Graph Drawing 2014, with resolution 926 × 957. (b) 34 recognized nodes
determined with Algorithm 2 with parameters S = S, εer = 0.5, ndil = 2,
k = 7. (c) 52 recognized nodes determined with Algorithm 3 with parame-
ters S = S, ndil = 2, k = 6.
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togram analysis techniques specialized for the distance histograms used in our approach.
Additionally, different methods for measuring the width of the edges could be applied.
As we have mentioned in the experimental results, holes in the regions that represent
the nodes are problematic for our algorithms. Hence, approaches to fill these holes
automatically could improve the performance of our algorithms and avoid possible errors.
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Figure 3.32: A 3-edge coloring of the Dürer graph from [56].
While we achieved good results with the recognition of solid nodes from the previous
section, we think that the necessary drawing style is too inconvenient and restricting
especially for hand-drawn graphs. Hence, we now focus on recognizing graphs with
drawing styles that are more applicable for hand-drawn graphs. In graph theory, the
chromatic index of a graph is an important property. It is the minimum number of
colors necessary to color the edges of a graph, such that no pair of edges with the same
color has a common incident node. As an example, the Dürer graph shown in Fig. 3.32
has a chromatic index of 3. If a graph has a chromatic index of k, then it is k-edge
colorable, for example, Fig. 3.32 shows a 3-edge coloring that respects the aforementioned
property, i. e., no two edges of the same color share a common node. The edge colors
can add additional information to the graph. The basic idea of coloring only the edges
of a graph, is the motivation for the node recognition of this section. We will use the
information “nodes are drawn in a different color than edges” for segmentation. The
graphs that are recognized in this section must be drawn in the following drawing style.
Drawing Style 3 ((i, j)-colored) A graph G is (i, j)-colored if:
• G is drawn with k colors from the set C = Cnode ∪ Cedge with |C| = k
• Every node of G is drawn with a color from the set Cnode with |Cnode| = i
• Every edge of G is drawn with a color from the set Cedge with |Cedge| = j
• Cnode ∩ Cedge = ∅
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(a) (b) (c)
(d)
Figure 3.33: (a) A hand-drawn (1, 3)-colored graph with resolution 861×1212. (b) Image
(a) after color quantization to the five colors white, black, green, brown and
violet. (c) The five clusters of (b) marked red, green, blue, yellow and white.
(d) The recognized nodes. The pixels correspond to the red pixels of (c).
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As an example for this drawing style, the graph of Fig. 3.32 is (1, 3)-colored. In this
section we focus on the recognition of (1, j)-colored graph. In a nutshell, our algorithm
works as follows (see Fig. 3.33 for an illustration). Suppose we want to recognize the
nodes of a (i, j)-colored graph. The first step is to use color quantization, which reduces
the number of different colors of a graph to k = i+ j (see Fig. 3.33(b)). Then, we group
all pixels of the same color and receive k sets of pixels called clusters, e. g., Fig. 3.33(c)
shows five clusters marked red, green, blue, yellow and white. Finally, we determine the
cluster that corresponds to the nodes, i. e., the red cluster of Fig. 3.33(c), and the pixels
of this cluster are the recognized nodes (see Fig. 3.33(d)). The need for color quantization
may seem contradictory and the reader may wonder why it is even necessary to reduce
the number of colors of a graph to k if it was drawn with k colors in the first place. Figure
3.34 describes the reason for this. It shows a computer-drawn (resp. hand-drawn) red line
drawn with a single color (resp. single pencil). However, both times the image has pixels
of several different colors. For computer-drawn images, this occurs due to anti-aliasing,
which is a technique used in arguably every modern software that deals with digital
images. The term aliasing denotes certain defects, such as jagged edges and disappearing
detail in digital images [19,22]. Aliasing is often reduced by “blurring” a digital image [39],
which is illustrated in Fig. 3.35. While in Fig. 3.35(a) the contours appear very jagged,
Fig. 3.35(b) has “smoother” contours, as the pixels at the contours do not “immediately”
change from black to white. In case of a photographed hand-drawn image drawn with k
different colored pencils, the corresponding digital image will most likely consist of more
than k colors. The reason for this is simply that there is probably neither a pencil nor
a camera that generates an image, where regions of pixels consist exclusively of a single
color. Hence for OGR, we do not assume that the graph, consists solely of k different
colors. Let Gcolor be a graph, Gbin the binary image of Gcolor, j ∈ N the number of
edge colors of Gcolor, a ∈ N the minimum enclosed area of a region, εarea ∈ Q with
0 ≤ ε ≤ 1 the variation of the estimated area threshold t∆ and ndil ∈ N0 the number
of dilations. Then we recognize the nodes of (1, j)-colored graphs with Algorithm 4.
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Algorithm 4: (1,j)-colored Node Recognition(Gcolor, Gbin, j, a, ε, ndil)
Input: Color image Gcolor, binary image Gbin, number of edge colors j,
minimum enclosed area a, area variation εarea, number of dilations ndil
Output: Set of recognized nodes N
// Color quantization
1 Gmasked ← mask(Gcolor, Gbin)
2 K ← set of j + 1 cluster images determined with k-means clustering for Gmasked
// Calculate mean compactness of every cluster image
3 for Every cluster image Ki ∈ K do
4 ci ← 0, the compactness sum of cluster Ki
5 n← 0
6 for Every foreground region R ∈ Ki do
7 if enclosed area of R > a then
8 ci ← ci+ compactness of R
9 n← n+ 1
10 if ci > 0 then c¯i ← ci/n
11 Knode ← cluster image Ki ∈ K with minimum mean compactness c¯i
// Determine the node pixels
12 Knode ← Gbin ∩Knode
13 removeSmallRegions(Knode, a, εarea)
14 Knode ← (Knode ⊕ S)ndil
15 N ← extractForegroundRegions(G⊕, S+)
16 return N
Now let us discuss Algorithm 4. In lines 1-2 we do the color quantization by using k-
means clustering [36,63]. Given a set of data points in real d-dimensional space, Rd, and
an integer k, the problem of k-means clustering is to determine a set Z of k points in Rd,
called centers, so as to minimize the mean squared distance from each data point to its
nearest center [53]. For each center z ∈ Z, let V (z) denote the set of points for which z is
the nearest center. We call V (z) the cluster of center z. In geometric terminology, V (z)
is the set of points lying in the Voronoi cell of z [71]. The k-means clustering problem for
mean squared distance is NP-hard [8]. One of the most popular heuristics for k-means
clustering is based on a iterative scheme for finding a locally minimal solution [53] and
we use it in our algorithm. This heuristic is often referred to as Lloyd’s algorithm [60].
In [53] Lloyd’s algorithm is described as follows. The initial set of k centers Z is randomly
chosen, as in our case, or given. Each stage of Lloyd’s algorithm moves every center point
z to the centroid of V (z) and updates V (z) by recomputing the distance from each point
to its nearest center. These steps are repeated until some convergence condition is met
like no further change of the centers or a maximum number of iterations is reached. In the
context of OGR, there is a data point for every pixel in a 3-dimensional color space, e. g.,
the RGB-space. Thus, a data point corresponds to the color of a pixel. For every center
zi ∈ Z determined with k-means clustering, we generate a cluster image Ki, which is a
binary image, where every pixel in V (zi) is a foreground pixel and all remaining pixels
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(a) (b)
Figure 3.34: A red line (a) digital computer-drawn and (b) hand-drawn. In both cases
even if the line was drawn with a single color, the image contains many
different colors.
(a) (b)
Figure 3.35: A black circle (a) drawn without anti-aliasing and (b) drawn with anti-
aliasing.
are background pixel, see Fig. 3.37(f)-(h) for an example of four cluster images.
In line 1 of Algorithm 4 we determine the data points for k-means clustering by only
including the pixels that are foreground pixels in the binary image of the graph Gbin.
This process is called masking. Let I be a digital image with any color model and
Imask be a binary image with the same resolution as I, then masking I with Imask is:
Procedure mask(I, Imask)
Input: Image I, binary image Imask with the same resolution as I
Output: Set of pixels Imasked from I
1 Imasked ← resulting set of pixels
2 for Every pixel p = (x, y) with p ∈ I do
3 q ← pixel q = (x, y) with q ∈ Imask
4 if q is a foreground pixel then
5 Imasked ← Imasked ∪ p
6 return Imasked
We only consider foreground pixels of Gbin as we already know that these pixels are
the graph pixels and only these pixels are candidates for being part of a node. While we
could do k-means clustering with all pixels of Gcolor and simply choose k as the number
of colors plus one for the background, this would mean that the k-means algorithm has
to process a much larger set of data points, resulting in a longer running time. More
importantly, masking the color image reduces the risk of false results of the k-means
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(a) (b) (c)
(d) (e)
Figure 3.36: (a) A hand-drawn (1, 2)-colored graph with resolution 1580×1342. (b) Four
clusters of (a) determined with k-means clustering marked red, green, blue
and yellow, respectively. (c) The binary image of (a). (d) Image (a) masked
with (c). (d) Three clusters from (d) determined with k-means clustering
marked red, green and blue, respectively.
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algorithm, especially for photographed graphs. Consider Fig. 3.36 for an illustration of
this issue. Suppose we want to process the image from Fig. 3.36(a) without masking. The
graph is drawn with three colors, hence we want to determine four clusters, i. e., three for
the colors of the graph plus one additional cluster for the background. The desired result
would be, that the whole gray background of Fig. 3.36(a) is recognized as a single cluster.
However, as Fig. 3.36(a) is a photographed graph, the background is not monochrome,
i. e., of a single color. Hence, as seen in Fig. 3.36(b), the background is recognized as
two different clusters, shown in red and yellow. This leaves the remaining two clusters
for the pixels of the graph, i. e., the green and blue one. However, neither the blue nor
the green cluster corresponds to the nodes of Fig. 3.36(a). Hence, Algorithm 4 cannot
determine the cluster that corresponds to the nodes correctly as there is none. If we
mask Fig. 3.36(a) first with Fig. 3.36(c), shown in Fig. 3.36(d), and then determine three
clusters, i. e., one for each color of the graph excluding the background, then the blue
cluster of Fig. 3.36(e) corresponds to the nodes. Note that the blue cluster of Fig. 3.36(e)
only approximately corresponds to the nodes, as there are four small regions that do not
correspond to a node, i. e., the four blue regions of Fig. 3.36(e) where edges cross. We
will deal with this issue later in the description of Algorithm 4.
Figure 3.37 illustrates the effect of the first two lines of Algorithm 4. Now, we need to
recognize the node cluster which is the cluster image that corresponds to the nodes, e. g.,
choose the cluster image of Fig. 3.37(f)-(i) that corresponds to the nodes. The basic idea
is to distinguish the clusters based on a measure that is different for regions corresponding
to nodes and those corresponding edges. For this, we use a property arguably most graphs
have in common, i. e., nodes are drawn as compact regions whereas edges are not. In
lines 3− 11 of Algorithm 4, we use the compactness to determine the cluster image that
corresponds to the nodes in the following way. For each cluster image we calculate the
mean compactness value of all foreground regions, and then choose the cluster image with
the lowest mean compactness as the node cluster. Figure 3.37(f)-(i) shows an example
for this method, where Fig. 3.37(h) has the lowest mean compactness value and is thus
chosen as the node cluster because this cluster most likely corresponds to the nodes.
Note that in Fig. 3.37(i), which is the cluster image corresponding to the three green
edges of Fig. 3.37(a), the compactness was calculated for 45 regions. Ideally, k-means
clustering would result in exactly three regions for the three green edges of Fig. 3.37(a).
In practise however, this is hardly the case. Typically, a clustering is similar to the
magnified part of Fig. 3.37(e). In Fig. 3.37 this lead to no issues, but it can happen
that clustering produces many small regions with a very low compactness value, like the
small square shown in the magnified part of (i) with a compactness of 4. If this happens
often for the cluster of Fig. 3.37(i), the mean compactness value is possibly smaller than
the mean compactness value of Fig. 3.37(h). Hence, Fig. 3.37(i) would be recognized as
the node cluster, which is obviously false. To avoid this problem, we omit all regions
with an enclosed area smaller than a minimum area a, see line 6 of Algorithm 4. We
have observed that the enclosed area of such regions tends to be rather small, hence,
we suggest a value of a = 100 and have observed good results with it. The reason for
considering only clusters with at least one compactness value of greater than 1 is the
following simple example. Suppose we have a graph with only one edge, which is drawn
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure 3.37: (a) A hand-drawn (1, 3)-colored graph with resolution 861×1212. (b) Binary
image of (a). (c) Image (a) masked with (b). (d) and (e) the four clusters of
(c) determined with k-means clustering, (d) marked with the color of their
corresponding centers and (e) marked red, green, blue and yellow, respec-
tively. (f)-(h) The four cluster images of (d). (f) 30 foreground regions with
mean compactness of 1346.4, (g) 3 foreground regions with mean compact-
ness of 88.0, (h) 6 foreground regions with mean compactness of 18.5 and
(i) 45 foreground regions with mean compactness of 414.8.
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(a) (b) (c)
Figure 3.38: (a) A hand-drawn (1, 2)- colored graph with resolution 1580 × 1342. The
magnified parts show that the colors of the edges blend to the color of the
nodes. (b) Three clusters of (a) marked red, green and blue, respectively.
The magnified part shows that the pixels where the edge colors in (a) blend,
is part of the cluster marked in blue. (c) The nine recognized nodes.
as a line of width 1 pixel. In the corresponding cluster image Kedge, the edge is also a line
of width one. Per definition, a single pixel line has no counter and thus no compactness
value. If this edge is the only foreground region of Kedge, the mean compactness value of
Kedge is 0. Hence, Kedge would be chosen as the node cluster, which is obviously false.
In lines 12 and 13 of Algorithm 4 we remove all pixels from the node cluster that
are not foreground pixels and we remove all regions with an enclosed area smaller than
the minimum area a. Additionally, we try to reduce negative effects of color blending,
which occurs often in hand-drawn graphs (see Figs. 3.38 and 3.40). Color blending is a
major issue of the color node recognition. In Fig. 3.38(b), the four small blue regions
are recognized as part of the node cluster which means that a graph with nine nodes is
recognized as shown in Fig. 3.38(c). In contrast to the small regions resulting from the
clustering (see Fig. 3.37(e)), the enclosed area of regions resulting from color blending
can be much larger and we have observed that their size depends on the resolution of the
image and the width of the edges. As an example, consider Figs. 3.39 and 3.40. Both
images were drawn with the same pens. Fig. 3.39 has a resolution of 1580 × 1342 and
Fig. 3.40 a resolution of 872 × 1227. Due to the different resolutions, the four smaller
foreground regions in the center of Fig. 3.39(b) each have an enclosing area of ≈ 1100,
while the two smaller foreground regions in Fig. 3.40(c) each have an enclosing area of
≈ 450. Hence, it is difficult to predefine a second parameter t∆ for the minimum enclosing
area of a region for removing regions like the four blue ones in Fig. 3.38(b). We decided
to estimate t∆ based on the mean enclosed area of the foreground regions of the node
cluster. Let Knode be a node cluster, a ≥ 0 the minimum enclosed area of a region and
εarea ∈ Q with 0 ≤ εarea ≤ 1 the variation of the estimated enclosing area threshold t∆.
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(a) (b) (c)
Figure 3.39: (a) The node cluster Knode of Fig. 3.38(a). (b) Knode after removing all
foreground regions with enclosing area < 20. (c) Knode after removing all
foreground regions with enclosing area < 5927. The value 5927 was esti-
mated with Procedure removeSmallRegions.
Procedure removeSmallRegions(Knode, a, εarea)
Input: Node cluster Knode, minimum area a, enclosing area threshold variation
εarea
1 Knode ← Knode− all foreground regions with enclosed area < a
2 ∆← 0 , the mean enclosed area
3 n← 0
4 for Every foreground region R ∈ Knode do
5 ∆← ∆+ enclosed area of R
6 n← n+ 1
7 ∆¯← ∆/n
8 t∆ ← ∆¯− (∆¯ ∗ εarea)
9 for Every foreground region R ∈ Knode do
10 if enclosed area of R < t∆ then
11 Knode ← Knode −R
Figure 3.39 illustrates the effect of Procedure removeSmallRegions. The cluster image
Knode of Fig. 3.39(a) is the node cluster of Fig. 3.38. The magnified parts show 6 from
a total of 72 small foreground regions that result from k-means clustering. If these
foreground regions are not removed, each of them is recognized as a node. Figure 3.39(b)
shows Knode after line 1 of Procedure removeSmallRegions with a = 20. The mean
enclosed area ∆¯ of all foreground regions in Fig. 3.39(b) is 19756. We used a value of
εarea = 0.7 to determine t∆ = 5927. The four small foreground regions in the center
that result from color blending each have an enclosed area of ≈ 1100, hence, they were
removed from the image. We have observed good results with values for εarea between
0.5 and 0.7.
What is left to discuss is line 14 of Algorithm 4, where we again deal with problems with
color blending, mainly observed for hand-drawn graphs. The issue with color blending
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(a) (b) (c) (d)
Figure 3.40: (a) A hand-drawn (1, 3)-colored graph with resolution 906 × 1244. The
magnified part shows that the colors of the edges blend to the color of
the nodes. (b) Four clusters of (a) marked red, green, blue and yellow,
respectively. The magnified part shows that the pixels where the edge colors
in (a) blend, is part of the cluster marked in red. (c) The node cluster
Knode without removing small foreground regions. (d) Knode after removing
all foreground regions with enclosing area < 6311. The value 6311 was
estimated with Procedure removeSmallRegions.
(a) (b) (c) (d)
(e)
Figure 3.41: (a) A hand-drawn (1, 1)-colored graph with resolution 958× 786. The mag-
nified part shows that the colors of nodes and edges blend to the color of
the edges. (b) Two clusters of (a) marked red and green, respectively. The
magnified part shows that the pixels where the colors in (a) blend, are part
of the green cluster. (c) The binary image Gbin of (a). (d) The node cluster
Knode. (e) Knode after 15 dilations.
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discussed earlier, generally occurred if two edge colors blend to a color similar to the node
color, and hence parts of edges were recognized as nodes. A different problem arises if
the node color blends with the color of an edge at the port of the edge. As a result of
this, parts of a node are recognized as parts of an edge, as illustrated in Fig. 3.41. This
is arguably a common situation in hand-drawn graphs, because a hand-drawn edge is
often drawn such that it does not exactly end at the point where the node and the edge
meet. While the node cluster was correctly recognized, as seen in Fig. 3.41(d), the pixels
where the edge and node colors blend, are not recognized as node pixels. This can cause
problems in later phases of our OGR algorithm, e. g., that two ports are recognized at
the magnified part of Fig. 3.41(a). This leads to the recognition of two parallel edges
instead of a single one. The dilation of the node cluster in line 14 cannot avoid this
problem in every case, but we have observed that with using values of ndil between 3
and 10, this problem occurred less frequently. For images with a low resolution, a lower
value of ndil should be used, as otherwise the dilations possibly merge two nodes that
are close to each other. Figure 3.41(e) illustrate the dilation of the node cluster. Note,
that in Fig. 3.41(e) the foreground regions are larger than their corresponding foreground
regions in Fig. 3.41(c) due to the dilations. Finally, in line 15 of Algorithm 4 we extract
the foreground regions from the node cluster and every foreground region corresponds to
a recognized node.
In terms of graph theory, the motivation for (1, j)-colored graphs is the edge coloring
of a graph. The node coloring of a graph, i. e., nodes are colored such that no two nodes
of the same color are adjacent, is a motivation for recognizing (i, 1)-colored graphs. With
a slight modification of Algorithm 4 the Algorithm 5 should be able to recognize (i, 1)-
colored graphs.
The only difference between Algorithm 5 and Algorithm 4 are lines 11 and 12. As we
now have a (i, 1)-colored graph, all edges are of the same color and hence, the pixels of all
edges are ideally part of the same cluster. This cluster has a higher mean compactness
value than all other clusters and can thus be recognized as the edge cluster. By remov-
ing all pixels of the edge cluster from the binary image, as in line 12 of Algorithm 5,
the remaining foreground pixels represent the node cluster. Take note that we inten-
tionally say Algorithm 5 should be able to recognize (i, 1)-colored graphs, as we have
not experimented as thoroughly with Algorithm 5 as we have with Algorithm 4. While
we see no reason why the approach of Algorithm 5 should be fundamentally wrong for
recognizing (i, 1)-colored graphs, we remain cautious because during the development of
our algorithms, we often thought that an approach would work, only to realize that it
had fundamental issues while experimenting with it. Figure 3.42 shows a (3, 1)-colored
graph that is recognized with Algorithm 5. As Fig. 3.42(b) shows, the pixels of all edges
were recognized as part of the red cluster. What is barely visible, is that there is a 1
pixel thick line at the contour of the lowermost edge, that is part of the black cluster.
This line connects the lower left green pixels with the lower right blue pixels, illustrated
in Fig. 3.42(c). Thus, without further processing, the two bottom foreground regions in
Fig. 3.42(c) are in fact a single region and hence, are recognized as a single node. For
this particular graph, the problem could be averted by using a single opening operation
on Fig. 3.42(c), which is shown in Fig. 3.42(d). However it is questionable whether this
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Algorithm 5: (i,1)-colored Node Recognition(Gcolor, Gbin, i, a, εarea, ndil)
Input: Color image Gcolor, binary image Gbin, number of node colors i,
minimum enclosed area a, factor εarea, number of dilations ndil
Output: Set recognized nodes N
// Color quantization
1 Gmasked ← mask(Gcolor, Gbin)
2 K ← set of i+ 1 cluster images determined with k-means clustering for Gmasked
// Calculate mean compactness of every cluster image
3 for Every cluster image Ki ∈ K do
4 ci ← 0, the compactness sum of cluster Ki
5 n← 0
6 for Every foreground region R ∈ Ki do
7 if enclosed area of R > a then
8 ci ← ci+ compactness of R
9 n← n+ 1
10 if ci > 0 then c¯i ← ci/n
11 Kedge ← cluster image Ki ∈ K with maximum mean compactness c¯i
// Determine the node pixels
12 Knode ← Gbin −Kedge
13 removeSmallRegions(Knode, a, εarea)
14 Knode ← (Knode ⊕ S)ndil
15 N ← extractForegroundRegions(G⊕, S+)
16 return N
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simple technique is sufficient for other graphs.
Going on step further by not limiting graphs to either (1, j)- or (i, 1)- colored graphs,
Algorithm 6 should be able to recognize (i, j)-colored graphs. As we now have potentially
more than one node cluster, our approach is to determine a compactness threshold tcomp
and classify every cluster image Ki with a mean compactness of less than tcomp as part of
the node cluster. The critical task is to determine tcomp. We think that estimating tcomp
based on the mean compactness histogram similar to Otsu’s method used in Section 3.1
is a promising approach. However, even more than for the recognition of (i, 1)-colored
graphs, we think that the algorithm needs to be thoroughly tested and we suspect that
there are issues in the recognition process that are not immediately obvious.
Algorithm 6: (i,j)-colored Node Recognition(Gcolor, Gbin, i, j, a, εarea, ndil)
Input: Color image Gcolor, binary image Gbin, number of node colors i, number
of edge colors j, minimum enclosed area a, factor εarea, number of
dilations ndil
Output: Set of recognized nodes N
// Color quantization
1 Gmasked ← mask(Gcolor, Gbin)
2 K ← set of i+ j cluster images determined with k-means clustering for Gmasked
// Calculate mean compactness of every cluster image
3 for Every cluster image Ki ∈ K do
4 ci ← 0, the compactness sum of cluster Ki
5 n← 0
6 for Every foreground region R ∈ Ki do
7 if enclosed area of R > a then
8 ci ← ci+ compactness of R
9 n← n+ 1
10 if ci > 0 then c¯i ← ci/n
11 tcomp ← compactness threshold determined with the mean compactness
histogram
12 for Every cluster image Ki ∈ K do
13 if c¯i ≤ tcomp then
14 Knode ← Knode ∪Ki
15 removeSmallRegions(Knode, a, εarea)
16 Knode ← (Knode ⊕ S)ndil
17 N ← extractForegroundRegions(G⊕, S+)
18 return N
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Figure 3.42: (a) A digital (3, 1)-colored graph from [56] with resolution 1334× 1334. (b)
Four clusters of (c) marked red, green, blue and black, respectively. (d) The
8 recognized nodes.
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Figure 3.43: Node recognition with Algorithm 4 with parameters j = 4, a = 100, εarea =
0.7 and ndil = 3, t∆ of Procedure removeSmallRegions was estimated as
1262. (a) A digital (1, 3)-colored graph from [56] with resolution 683× 600.
(b) The four clusters of (a) marked red, green, blue and yellow, respectively.
(c) The 12 recognized nodes.
3.2.1 Experimental Results
We will now describe various experimental results of Algorithm 4. Our algorithm works
best for digital graphs because there is no color blending and regions of pixels drawn with
the same color often have a very similar color value. Figures 3.43-3.48, show examples
for the recognition of digital graphs with Algorithm 4, where the nodes were correctly
recognized. Especially, color quantization by k-means clustering works very well for
digital graphs. As an example consider Fig. 3.47, where nodes and edges are drawn
in two very similar colors. Actually, the two colors appear to be the same, but the
nodes are drawn with RGB color (0, 255, 0) and the edges with RGB color (75, 255, 0).
Nevertheless, the pixels are correctly clustered as seen in Fig. 3.47(b). In Fig. 3.48 it
looks as if the nodes are not drawn in a single color, but on closer inspection, the nodes
are drawn as black circles filled with another color. Hence, Fig. 3.48 is a (1, 6)-colored
graph and the nodes are correctly recognized (see Fig. 3.48(c)). Figures 3.49-3.52 show
examples for the recognition of hand-drawn graphs with Algorithm 4, where the nodes
were correctly recognized. Take note that the nodes are drawn as different shapes, which
is an advantage of Algorithm 4.
Now let us consider graphs with features that are problematic for Algorithm 4 and
lead to a wrong recognition of the nodes. Photographed graphs have several features
which make the recognition more difficult. A major issue is that k-means clustering
recognizes pixels drawn with the same color as part of different clusters, for example in
Figs. 3.53 and 3.54. This happens because for photographed hand- and computer-drawn
graphs, the quality of the used camera and the illumination of the image often influences
the clustering in a negative way. As an example consider Fig. 3.53, where the same
graph is recognized once given digital and once photographed. With the digital graph,
the pixels of the red and magenta edges of Fig. 3.53(a) are correctly recognized as two
different clusters, as seen in Fig. 3.53(b) and the nodes are correctly recognized, as seen
102 3 Segmentation
(a) (b) (c) (d) (e) (f)
(g) (h) (i) (j) (k) (l)
Figure 3.44: Node recognition with Algorithm 4 with parameters a = 100, εarea = 0.7
and ndil = 3 and (a) j = 8, (d), (g) and (j) j = 5, t∆ of Procedure removeS-
mallRegions was estimated as (a) 1970, (d) 2026, (g) 2056 and (j) 2003.
(a) (d), (g), (j) Four digital graphs from [87] with resolution 1289 × 1310,
708×1310, 1257×1310 and 1289×1310, respectively. (a) (1, 7)-colored (d),
(g) and (j) (1, 4)-colored. (b) Eight clusters and (d), (g), (j) five clusters
marked with different colors. (c), (f), (i), (l) The recognized nodes.
(a) (b) (c)
Figure 3.45: Node recognition with Algorithm 4 with parameters j = 7, a = 100, εarea =
0.7 and ndil = 3, t∆ of Procedure removeSmallRegions was estimated as
538.(a) A digital (1, 6)-colored graph graph from [57] with resolution 1340×
1340. (b) 7 clusters of (a) marked with different colors. (c) The 17 recognized
nodes.
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Figure 3.46: Node recognition with Algorithm 4 with parameters j = 4, a = 100, εarea =
0.7 and ndil = 3, t∆ of Procedure removeSmallRegions was estimated as
1909. (a) A digital (1, 3)-colored graph graph from [35] with resolution
1243 × 1235. (b) Four clusters of (a) marked red, green, blue and yellow,
respectively. (c) The 18 recognized nodes.
(a) (b) (c)
Figure 3.47: Node recognition with Algorithm 4 with parameters j = 2, a = 100,
εarea = 0.7 and ndil = 3, t∆ of Procedure removeSmallRegions was esti-
mated as 2736.(a) A digital (1, 1)-colored graph with resolution 389 × 348,
the RGB color of the nodes is (0, 255, 0) and the RGB color of the edges is
(75, 255, 0). (b) Two clusters of (a) marked red and green, respectively. (c)
The 4 recognized nodes.
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Figure 3.48: Node recognition with Algorithm 4 with parameters j = 7, a = 100, εarea =
0.7 and ndil = 3, t∆ of Procedure removeSmallRegions was estimated as 823.
(a) A digital (1, 6)-colored graph from [75] with resolution 1262× 1254. (b)
7 clusters of (a) marked with different colors. (c) The 30 recognized nodes.
(a) (b) (c)
Figure 3.49: Node recognition with Algorithm 4 with parameters j = 4, a = 100, εarea =
0.7 and ndil = 10, t∆ of Procedure removeSmallRegions was estimated as
10208. (a) A hand-drawn (1, 3)-colored graph with resolution 1310× 1258.
(b) Four clusters of (a) marked red, green, blue and yellow, respectively. (c)
The 7 recognized nodes.
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Figure 3.50: Node recognition with Algorithm 4 with parameters j = 4, a = 100, εarea =
0.7 and ndil = 10, t∆ of Procedure removeSmallRegions was estimated as
3452. (a) A hand-drawn (1, 3)-colored graph with resolution 950×1258. (b)
Four clusters of (a) marked red, green, blue and yellow, respectively. (c)
The 6 recognized nodes.
(a) (b) (c)
Figure 3.51: Node recognition with Algorithm 4 with parameters j = 2, a = 100, εarea =
0.7 and ndil = 10, t∆ of Procedure removeSmallRegions was estimated as
571. (a) A hand-drawn (1, 1)-colored graph drawn by Linda Kleist at the
22nd Symposium on Graph Drawing 2014, with resolution 1290× 1322. (b)
Two clusters of (a) marked red and green, respectively. (c) The 12 recognized
nodes.
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Figure 3.52: Node recognition with Algorithm 4 with parameters j = 2, a = 100,
εarea = 0.7 and ndil = 10, t∆ of Procedure removeSmallRegions was es-
timated as 3290. (a) A hand-drawn (1, 1)-colored graph by Julia Ruppert
with resolution 1106× 1310. (b) Two clusters if (a) marked red and green,
respectively. (c) The 9 recognized nodes.
in Fig. 3.53(c). With the photographed graph of Fig. 3.53(d) the pixels of the red and
magenta edges are recognized as a single cluster, i. e., the red cluster of Fig. 3.53(e). As
a result of this, the majority of the pixels of the uppermost node are part of a different
cluster than the pixels of the remaining nodes, i. e., the green and black clusters of
Fig. 3.53(e). As the black cluster is chosen as the node cluster, the uppermost node is
not recognized, as seen in Fig. 3.53(f). Problems with clustering generally occur more
frequent for hand-drawn graphs. In addition to the negative effects of a camera and
illumination, the pen used for drawing a graph can lead to wrong clustering results. The
main reason for this is, that a line drawn with a pen is hardly monochrome, as shown in
the beginning of this section (Fig. 3.34). Consider Fig. 3.54 that shows the recognition
of a hand-drawn graph. The pixels of the orange and brown edges are recognized as
part of the same cluster, i. e., the red cluster in Fig. 3.54(b). Additionally, as the lower
right part of Fig. 3.54(a) is better illuminated than the upper left part, the pixels of the
rightmost brown edge of Fig. 3.54(a) are recognized as part of two clusters, i. e., the black
and red clusters of Fig. 3.54(b). However, as Fig. 3.54(c) shows the nodes were correctly
recognized. The reason for this is, that while clustering failed to assign the pixels of all
edges to the correct clusters, it has succeeded in assigning the majority of the node pixels
to a single cluster. Simply put, as long as k-means clustering assigns the majority of the
node pixels to a single cluster, Algorithm 4 will probably recognize this cluster as the
node cluster. This is a common observation we have made during our experiments.
Another negative effect of color blending is illustrated in Fig. 3.55, where we have
drawn the same graph three times, with black nodes and red edges in Fig. 3.55(a) and
red nodes and black edges in Figs. 3.55(d) and (g). The three graphs look very similar but
only for Fig. 3.55(a) the nodes were correctly recognized with Algorithm 4. In all three
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Figure 3.53: Node recognition with Algorithm 4 with parameters j = 6, a = 100, εarea =
0.7 and ndil = 1, t∆ of Procedure removeSmallRegions was estimated as
(a) 1449 and (d) 1027. A (1, 5)-colored graph (a) digital with resolution
1364×1357 and (d) photographed with resolution 1212×1214. (b), (e) The
6 clusters of the respective graph marked with different colors. (c) 8, (f) 7
recognized nodes.
108 3 Segmentation
(a) (b) (c)
Figure 3.54: Node recognition with Algorithm 4 with parameters j = 4, a = 100, εarea =
0.7 and ndil = 10, t∆ of Procedure removeSmallRegions was estimated as
5900. (a) A hand-drawn (1, 3)-colored graph with resolution 1696 × 1316.
(b) Four clusters of (a) marked red, green, blue and yellow, respectively. (c)
The 6 recognized nodes.
graphs, the edges were drawn such that they overlap with the nodes at the ports. The
problem with Figs. 3.55(d) and (g) is that in contrast to Fig. 3.55(a), the colors red and
black blend to a color similar to the edge color. Hence, pixels of the nodes are recognized
as part of the cluster of the edges, i. e., the green cluster in Figs. 3.55(e) and (h). This
leads to two different false results. In case of Fig. 3.55(d), the central node is fragmented
into two foreground regions, as seen in Fig. 3.55(f). Hence, Algorithm 4 detects two
separate recognized nodes instead of a single one, which results in the recognition of a
graph with four nodes for Fig. 3.55(d). In the case of Fig. 3.55(g) the wrong cluster is
chosen as the node cluster, i. e., the green cluster of Fig. 3.55(h) was chosen as the node
cluster. The reason for this is, that the green cluster of Fig. 3.55(h) has a lower mean
compactness value than the red cluster. This may seem contradictory at first. On closer
inspection, however, the outer contours of the red regions in Fig. 3.55(h) are far from
“compact”. For example, the outer contour of the leftmost red region is similar to a circle
that is not closed, or to put it in other words, the outer contour resembles the letter “c”
with the two “ends” very close to each other. This leads to a mean compactness of the red
cluster of 137.2 and a mean compactness of the green cluster of 101.3, and consequently,
the green cluster is chosen as the node cluster.
As a rough guideline on how to draw a graph such that it is successfully recognized by
Algorithm 4, Fig. 3.56 contains features that have a negative influence on the recognition
process. The main problem is that the color of the nodes is very similar to the color of
the light green edges, which has the result that the leftmost three nodes are part of the
black cluster which includes the light green edges. Additionally, the color of the nodes
blends with other colors and results in a color that is different from the node color. As
Fig. 3.56(c) shows, this leads to a wrong node recognition with two false negative nodes.
For Fig. 3.57 we drew the same graph again and tried to avoid the aforementioned
negative features by using different colors. We avoided using various shades of the same
color, and drew the nodes in black. This resulted in a correct recognition of the nodes as
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Figure 3.55: Node recognition with Algorithm 4 with parameters j = 2, a = 100, εarea =
0.7 and ndil = 10, t∆ of Procedure removeSmallRegions was estimated as
(a) 15679, (d) 16143 and (g) 10928. (a), (d) and (g) the same hand-drawn
(1, 1)-colored graph with resolution 2484× 348, 2420× 452 and 2518× 518
respectively. In (a) nodes are drawn with a black pen and edges with a
red pen and in (d) and (g) the other way around. (b), (e) and (h) the
corresponding clusters marked red and green, respectively. (c), (f) and (i)
recognized node clusters. (j) The cluster image of the red cluster from (h).
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Figure 3.56: Node recognition with Algorithm 4 with parameters j = 6, a = 100, εarea =
0.7 and ndil = 10, t∆ of Procedure removeSmallRegions was estimated as
1480. (a) A hand-drawn (1, 5)-colored graph with resolution 1568 × 1294.
(b) Six clusters of (a) marked in different colors. (c) The 6 recognized nodes.
(a) (b) (c)
Figure 3.57: Node recognition with Algorithm 4 with parameters j = 6, a = 100, εarea =
0.7 and ndil = 10, t∆ of Procedure removeSmallRegions was estimated as
3985. (a) A hand-drawn (1, 5)-colored graph with resolution 1474 × 1302.
(b) Six clusters of (a) marked in different colors. (c) The 8 recognized nodes.
seen in Fig. 3.57(c). As a rule of thumb, it is beneficial to draw the nodes in the darkest
color, ideally in black. Then, if colors blend, the resulting color is often similar to the
color of the nodes.
3.2.2 Future Work and Perspectives
As stated before Algorithms 5 and 6 need to be thoroughly tested and their recognition
capabilities need to be examined. As all three algorithms presented in this section rely
on k-means clustering, other methods besides Lloyd’s algorithm could be considered, as
this could have a positive effect on the node recognition. For a survey of algorithms for
k-means clustering see [52]. Currently we use the compactness of a region to choose the
node cluster, but there are many other measure that could be used for this task [32,61,90].
We think that especially the recognition of (i, j)-colored graphs with Algorithm 6 could
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benefit from using different criteria apart from the compactness for choosing the node
clusters.
Another task for future work is to examine techniques for enhancing the colors of a
graph in the Preprocessing phase, as this would have a positive effect on the k-means
clustering especially for hand-drawn graphs. This could include techniques to reduce the
negative effects of color blending or approaches in order to make regions of pixels that
are drawn with the same color “more” monochrome. We think that “blurring” the graph
could have the effect that the color values of pixels of a region drawn with the same
color become more similar. This could avoid that pixels of a region drawn with the same
color are put into two different clusters, as for example shown in the magnified part of
Fig. 3.56(b). An easy method for blurring an image is to set the color value of every pixel
p to the average of the color values of the pixels in the 8-neighborhood of p. For further
information on enhancing the colors of an image see [16, Chapters 5,15], [39, Chapters
3,6].
3.3 Hollow Nodes Recognition
According to our opinion the most common way of drawing the nodes of a graph is as
hollow objects like circles or rectangles as seen in Fig. 3.58(a). This drawing style is
especially convenient for hand-drawn graphs. Additionally, it is well suited for labelling
the nodes, as a label can simply be placed inside of a node. In this section we will focus
on the recognition of circular nodes. For our approach, a graph has to be drawn with
the following drawing style.
Drawing Style 4 (Circular Nodes) A graph is drawn with circular nodes if:
• The nodes are represented by hollow regions
• The inner contour of every hollow region is circular
The basic principle of our algorithm is illustrated in Fig. 3.58. We start with a binary
graph (Fig. 3.58(b)), determine the corresponding contour image (Fig. 3.58(c)), and then
detect circles in the contour image (Fig. 3.58(d)). Take note that we actually detect the
circular inner contours of the nodes. To avoid misconceptions on what features of a
graph we are trying to detect, consider Figs. 3.58(a)-(d). The graph of Fig. 3.58(a) is
drawn with circular nodes. Hence, every node yields a hollow region with a circular
inner contour, as shown by the four red inner contours of Fig. 3.58(c). Our goal is the
detection of these four inner contours along with a pixel that lies inside each of the
four contours. This is achieved by detecting circles, along with their centers, that pass
through as many foreground pixels of the contour image as possible, e. g., the four green
circles of Fig. 3.58(d) are an ideal result, as they pass through many foreground pixels
and their centers each lie inside one of the red contours of Fig. 3.58(c). Suppose we have
detected the four circles of Fig. 3.58(d), i. e., for each node we have a circle. What is still
left to do is to determine which pixels are node pixels. For this, we “fill” the detected
circular contours in the initial binary graph and receive an image where every node is a
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filled region, as shown in Fig. 3.58(d). Now the graph fulfills the necessary condition for
using the solid node recognition algorithms from Section 3.1. This last step is necessary
because the recognized circles do not always perfectly match with the corresponding
node, e. g., three of the four recognized circles of Fig. 3.58(c) are significantly smaller
than their corresponding nodes. If we would only classify the pixels that lie inside the
circles as node pixels, we would miss many actual node pixels, which would most likely
to a false recognition of the graph. For detecting circles, we use a well established digital
image processing technique called Hough transform [47]. The Hough transform (HT
), was first introduced as a method for detecting complex patterns of points in binary
images [51]. In [45] Hart states that it is likely one of the most widely used procedures
in computer vision. The importance of the HT is further evidenced by more than 2500
research papers dealing with its variants, generalizations, properties and applications in
diverse fields [66]. It can be used for the detection of geometric shapes that can be
expressed by a parametric equation. In the most basic form the HT detects straight lines
and we will use this basic form to explain the HT .
The following description of the HT stems from [39, p.755-760]. First, we will deal with
the geometric principles of the HT and then apply these principles to digital images. Let
the image space be the xy-space. Consider a point p = (xp, yp) in image space and the
equation of a straight line in slope-intercept form yp = axp + b. Infinitely many lines
pass through p, but they all satisfy the equation yp = axp + b for varying values of a
and b. We can write this equation as b = −xpa+ yp and receive the equation of a single
line L1 for a fixed point p = (xp, yp) [39, p.755]. Take note, that we now consider the
ab-plane, called the parameter space or ab-space. For a second point q = (xq, yq) we get
another line L2 in parameter space, and unless L1 and L2 are parallel, they intersect
at some point (ak, bk) [39, p.755-760], see Fig. 3.59 for an illustration. Note that ak is
the slope and bk the intercept of the line Lpq in image space that passes through both
p and q. In fact, all points on Lpq have corresponding lines in parameter space that
intersect at (ak, bk). As a summary of the aforementioned principles, a point in image
space corresponds to a straight line in parameter space and vice versa, and a straight
line in image space corresponds to a point in parameter space, and vice versa [16, p.172].
Now, the general problem of detecting a line, is to find parameters a and b that describe
a line, that passes through as many points as possible. In principle, we could draw the
corresponding lines in parameter space for every point of the image space, and then
identify parameter space points, where many lines intersect. These points would then
correspond to lines in image space. To put it in other words, the HT reduces a global
curve detection problem to an efficient peak detection problem in parameter space, i. e.,
the detection of points in parameter space where many lines cross [66].
Now we can apply these principles to digital images. As the HT is normally used
for binary images, the image space consists of discrete cells, i. e., the pixels. The goal
is to find lines that pass through the foreground pixels. For each foreground pixel in
image space, the HT draws a discrete line in parameter space, which yields a discrete
representation of the parameter space called the accumulator [16, p.174], see Fig. 3.60
for an example. An accumulator cell i with coordinates (ai, bi) corresponds to the pa-
rameters ai and bi of a single line in image space. The value of an accumulator cell
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Figure 3.58: (a) A hand-drawn graph with circular nodes and (b) the corresponding bi-
nary graph. (c) The contour image of (a), the inner contours of each node is
marked red. (d) Four circles recognized with the Hough transform marked
green, the detected center of each circle is marked red. (e) The binary graph
of (b) after filling the circular contours. (f) The recognized nodes after mor-
phological node recognition.
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y = akx+ bk
Image space
a
b
(ak, bk)
b = −axp + yp
b = −axq + yq
Parameter space
Figure 3.59: Left: A straight line L in image space. Two points p = (xp, yp) and q =
(xq, yq) that lie on L. Right: The corresponding ab-space. The points p and
q yield two straight lines that intersect at (ak, bk). The line L corresponds
to the point (ak, bk).
A(ai, bi) is incremented by one, for every line in parameter space that passes through the
cell (ai, bi) [39, p.756].To put it in other words, a value of A(ai, bi) = n means that n
foreground pixels in image space lie on the line with parameters ai and bi, e. g., the yellow
and green cell of Fig. 3.60(b) has a value of 2, as both foreground pixels of Fig. 3.60(a)
lie on the corresponding line.
A practical difficulty with this approach is that the slope a approaches infinity as a
straight line approaches the vertical direction [39, p.756]. To resolve this problem the HT
uses the normal representation of a line ρ = x cos θ+y sin θ instead of the slope-intercept
form, along with the θρ-space as parameter space. Figure 3.61 illustrates the geometrical
interpretation of ρ and θ, as well as the θρ-space. In contrast to the ab-space, a point in
image space now corresponds to a sinusoidal curve in θρ-space. A straight line in image
space again corresponds to a point in θρ-space.
The computational attractiveness of the θρ-space is that we can determine the ex-
pected ranges of θ and ρ as −90◦ ≤ θ ≤ 90◦ and −d ≤ ρ ≤ d, respectively, where d is the
maximum distance between two opposite corners of an image [39, p.756]. The accumula-
tor is processed analogously as with the slope-intercept form, i. e., all accumulator cells
are initialized with value zero. Then for every foreground pixel p = (xp, yp), θ is set to
each of the allowed values and the normal representation is solved for the corresponding
ρ. The resulting ρ values are rounded off to the nearest cell along the ρ axis. Let θk
result in the solution ρl then we increment the value A(θk, ρl) by one. Figure 3.62(b)
shows an exemplary accumulator of the θρ-space.
Once the accumulator has been determined, it needs to be evaluated, i. e., we need to
detect peaks in the accumulator cell values. This is the most difficult task in the HT and
there is no perfect solution for it [16, p.177]. A prominent technique for peak detection
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Figure 3.60: (a) A binary image with two foreground pixels marked yellow and green.
(b) The corresponding accumulator that represents the ab-space. Both
foreground pixels of (a) yield a discrete line marked in the corresponding
color. The yellow and green accumulator cell with value 2, denotes that
both foreground pixels of (a) lie on the line with the corresponding inter-
cept and slope.
x
y
ρk
θk
Image space
ρk = x cos θk
+y sin θk
(xp, yp)
(xq, yq)
θ
ρ
(θk, ρk)
ρ = xp cos θ + yp sin θ
ρ = xq cos θ + yq sin θ
Parameter space
Figure 3.61: Left: A straight line L in image space. Two points p = (xp, yp) and q =
(xq, yq) that lie on L. Right: The corresponding θρ-space. The points p and
q yield sinusoidal curves that intersect at (θk, ρk). The line L corresponds
to the point (θk, ρk).
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Figure 3.62: (a) A binary image with five foreground pixels. (b) The corresponding ac-
cumulator that represents the θρ-space. Each of the five foreground pixels
from (a) results in a sinusoidal curve. The green accumulator cells have a
value of 1, the blue cells a value of 2 and the red cells a value of 3, respec-
tively. The magnified parts show the accumulator cells that have a value
≥ 2. (c) Six lines detected in (a) with an accumulator threshold tacc = 2
drawn in blue. Every line passes through at least two foreground pixels. (d)
Two lines detected in (a) with with an accumulator threshold tacc = 3 drawn
in red. Every line passes through at least three foreground pixels.
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is to use an accumulator threshold tacc and only consider accumulator cells p = (θp, ρp)
with A(θp, ρp) ≥ tacc as possible parameters of a line in image space. The accumulator
threshold denotes that at least tacc foreground pixels in image space have to lie on a line,
such that it is detected. As an example see Fig. 3.62. With tacc = 2, the HT detects
six lines, as seen in Fig. 3.62(c). An accumulator threshold of tacc = 3 detects only
two lines, as the four horizontal and vertical lines in Fig. 3.62(c) only pass through two
foreground pixels. The main difficulty with this approach is that the accumulator thresh-
old needs to be calibrated carefully for a satisfying result. The examples of Figs. 3.60 and
3.62 show ideal examples. In practise even if the image space contains almost perfect
straight lines, the corresponding accumulator curves will hardly intersect exactly in a
single cell, but the “intersection” spreads over an area of accumulator cells due to round-
ing errors when determining the discrete accumulator cell for (θk, ρl) [16, p.176]. One
approach to resolve this situation is to treat every accumulator cell with a value ≥ tacc as
a foreground pixel, use the morphological closing operation which groups the cells into
“regions”. The parameters of a line are then determined as the centroids of the resulting
accumulator cell “regions” [16, p.178]. Additionally, one can only consider accumulator
cells that are a local maximum, i. e., have a larger value than the accumulator cells in
the 8-neighborhood [16, p.178]. For other approaches for evaluating the accumulator,
see [16, p.176-186] or [39, p.157-160].
As we want to recognize circular nodes, we use the circular Hough transform (CHT
) to detect circles in a binary image. Kimme et al. [55] give probably the first known
application of the CHT [89]. The basic principle is the same as for straight lines, however
there are some important differences. Whereas a straight line is determined by two
parameters, three parameters are necessary for a two-dimensional circle C = (a, b, r),
i. e., the x- and y-coordinate of the center a, b, respectively, and the radius r. A point
p = (xp, yp) lies on C if the equation r2 = (xp − a)2 + (yp − b)2 holds. Hence the
parameter space, and consequently the accumulator, is the three-dimensional abr-space.
In contrast to the HT for straight lines, there is no simple functional dependence between
the coordinates in parameter space, so the problem is how to find the parameters ap, bp, rp
that solves the circle equation for a point (xp, yp) [16, p.187]. As illustrated in Fig. 3.63,
every point p in image space yields a circle Cp for a fixed radius r in parameter space.
Then, Cp represents the center coordinates of all circles with radius r that pass through
p, see Figs. 3.63(b) and (c). In the corresponding accumulator, the accumulator cells
that lie on Cp are incremented by one. As this is done for every possible value of r, a
single point in image space yields a right circular cone in parameter space. The points
where two cones intersect in parameter space correspond to circles in image space that
pass through more than one point. The resulting circles are determined by evaluating the
accumulator. Similar to the HT for straight lines, we can use an accumulator threshold
tacc and return accumulator cells (a, b, r) with a value A(a, b, r) ≥ tacc as detected circles,
i. e., the CHT returns the center coordinates (a, b) along with the radius r. Processing
the three-dimensional accumulator is a computationally expensive process. In order to
reduce the number of circles in parameter space, as well as to simplify the evaluation
of the accumulator, the CHT is commonly applied to contour images. This means that
for recognizing the nodes of Fig. 3.58(a), the input for the CHT is not Fig. 3.58(b) but
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Figure 3.63: (a) Three points p1, p2, p3 in image space. (b) One plane of the abr-space
corresponding to the radius rl. Each point pi in image space (a) yields a
circle Cpi in parameter space that represents the center coordinates of all
circles with radius rl that pass through pi. Cp1 and Cp2 intersect at cl which
means that a circle centered at cl with radius rl passes through p1 and p2 in
image space, as seen in (d). (c) The parameter space plane corresponding
to radius rk. The circles Cp1 , Cp2 and Cp3 all intersect at point ck. Hence,
in image space the circle centered at ck with radius rk passes through all
three points p1, p2, p3, as seen in (d).
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Fig. 3.58(c).
Since circular curves in image space have non-zero width, and noise will always interfere
with the process of peak location, accurate center detection requires the use of suitable
averaging procedures [24]. There are many different variants of the CHT , and [51,59,66,
89] provide surveys of the various methods. For OGR we use the approach from [24,50],
which is called 2-1 Hough transform (21HT ) in [89]. The 21HT uses the additional
information that the center of a circle must lie on the normal of each point on the circle.
It uses just a single parameter space plane for the detection of circles with different radii,
i. e., for a single foreground pixel it does not only increment the value of one accumulator
cell, but for a whole line of accumulator cells along the direction of the normal of each
point on the circle [24]. Therefore, using a larger range of radii leads to potentially
higher accumulator values. Note that this property has consequences for the estimation
of the accumulator threshold later in this chapter. Let Gcirc be a binary image of a
graph, tacc ∈ N the accumulator threshold, rmin, rmax ∈ N the minimum, respectively
maximum radius of the circles to detect in pixels and dmin ∈ N the minimum euclidean
distance in pixels of two detected circle centers.
Procedure 21HoughTransform(Gcirc, tacc, rmin, rmax, dmin)
Input: Binary graph image Gcirc, accumulator threshold tacc, minimum radius
rmin, maximum radius rmax, minimum circle center distance dmin
Output: Set of circles C, each circle given as (a,b,r)
1 Gcontour ← generateContourImage(Gcirc)
// Detect circles in Gcontour
2 Determine the accumulator for all radii in [rmin, rmax]
3 C ← list of circles (a, b, r) with accumulator value A(a, b, r) ≥ tacc and
rmin ≤ r ≤ rmax
4 Csorted ← sort C descending from the highest accumulator value A(a, b, r)
// Keep one circle from all circles closer than dmin to each other
5 for Every circle (a, b, r) ∈ Csorted do
6 Cclose ← all circles (a′, b′, r′) ∈ Csorted with d ≤ dmin, where d is the distance
between (a, b) and (a′, b′)
7 C ← C − Cclose
8 return C
The standard CHT tends to detect many approximately concentric circles, i. e., the
circle centers lie very close to each other, as for example shown in Fig. 3.64(a). We use
the implementation of the 21HT from [4] that tries to resolve this problem by a slight
modification of the 21HT that uses an additional parameter dmin, which is the minimum
distance between the centers of two detected circles. If the centers of two circles are
closer than dmin, only the circle with the highest corresponding accumulator value is
returned, see lines 5-7 of Procedure 21HoughTransform. For Fig. 3.64(c) we used a value
of dmin = 10 pixels, which resulted in a more satisfying result than Fig. 3.64(b). Note
that as the 21HT is just the implementation of the CHT we use for OGR, we will always
refer to the CHT unless otherwise necessary.
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Figure 3.64: (a) A contour image with resolution 400 × 348. (b) 99 circles detected
with 21HoughTransform with parameters tacc = 15, rmin = 10, rmax = 40
and dmin = 1. (c) 14 circles detected with 21HoughTransform with tacc =
15, rmin = 10, rmax = 40 and dmin = 10. The center of every circle is marked
red and the circles are drawn green.
The CHT does not take into account if the pixels that lie on a detected circle are
connected to each other or not. Hence, it is resistant to breaks in circles, i. e., it can detect
circles such as those of Fig. 3.65 that have gaps in the circle line. Mukhopadhyay et al. [66]
reason that the “blind” nature of determining the accumulator, i. e., each foreground pixel
contributes one “vote”, helps handling line discontinuities but is also a major source of
inaccuracy as each pixel may carry different uncertainties. Take note that even though
the circles of Fig. 3.65(a) are perfect circles drawn by a computer, Figs. 3.65(c)-3.65(f)
show that neither the centers nor the radii were perfectly recognized. This simple example
shows that we should not rely on an exact recognition of the locations and dimensions
of the nodes. While the resistance to breaks in a circle is desirable in many applications
of the CHT, it is problematic for OGR, as the CHT possibly detects circles that do not
correspond to a node. As an example for this issue consider Figs. 3.66(c) and 3.67(c),
where the red magnified parts show circles that do not correspond to the inner contour
of a node.
Let us now consider how to use the CHT for recognizing the nodes of a graph drawn
with circular nodes. For this, we use the following terminology. A node circle is a detected
circle that corresponds to a node, a false positive circle is a detected circle that has no
corresponding node and a false negative circle is a node for which no corresponding circle
was detected, e. g., the red magnified part of Fig. 3.66(c) shows two false positive circles
and the orange magnified part of Fig. 3.66(c) shows a false negative circle. The remaining
circles of Fig. 3.66(c) are node circles.
A naive approach would be to use the CHT and take every recognized circle as a
recognized node. While possible in theory, we think that it is not applicable in practise.
The reason is that the multiple parameters of the CHT need to be fine-tuned such that
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Figure 3.65: (a) An image of four circles with resolution 546×153. (b) The contour image
of (a). (c)-(f) circles detected with 21HoughTransform with parameters
rmin = 10, rmax = 50 and dmin = 50. The used accumulator threshold is (c)
tacc = 7, (d) tacc = 10, (e) tacc = 14 and (f) tacc = 15. The center of every
circle is marked red and the circles are drawn green.
only node circles are detected and there may even be no parameter set that yields this
result. The critical parameters are the accumulator threshold tacc and the range of
possible radii [rmin, rmax]. The main problem for OGR is that radius of the nodes is not
known, that it depends on the resolution of the graph, and that especially in hand-drawn
graphs, the nodes may not all have the same radius. This makes estimating [rmin, rmax]
for a given graph difficult. As we assume hollow nodes, it is sensible to expect a minimum
radius of a circle corresponding to a node of at least a few pixels. For OGR we use a value
of rmin = 10 pixels. Additionally, we can assume that a node is completely contained
in the image of a graph. Let w and h be the width and height, respectively, of a graph
image, then the radius of a circular node that is completely contained in the image must
be smaller than min(w,h)2 . Hence, we can choose rmax ≤ min(w,h)2 . However, depending
on the resolution of an image, this very rough estimation can lead to a large range of
possible radii for the CHT . This leads to a high computational costs and probably many
false positive circles, e. g., Fig. 3.68 shows the detected circles with rmax ≤ min(w,h)2 .
Choosing the “correct” accumulator threshold tacc is just as complicated as estimating
the radius range because again we need to find a value that yields only node circles but
no false positive or false negative circles. Suppose for Fig. 3.66 we use tacc = 15, rmin =
10, rmax = 50, dmin = 25 as a first set of parameters and receive Fig. 3.66(c) as the
result. This is admittedly a very good first parameter estimation, as we have only two
false positive circles shown in the red magnified part, and two false negative circles, shown
in the orange magnified parts. By adjusting tacc to a lower value of 12, we have no false
negative circles, as seen Fig. 3.66(d), but many false positive circles. An adjustment
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Figure 3.66: (a) A graph drawn with the lombardi spring embedder from [21] with res-
olution 607 × 593, and (b) the corresponding contour image. (c)-(f) circles
detected with 21HoughTransform with parameters (c) tacc = 15, rmin =
10, rmax = 50, dmin = 25, (d) tacc = 12, rmin = 10, rmax = 50, dmin = 25,
(e) tacc = 12, rmin = 10, rmax = 40, dmin = 25 and (f) tacc = 12, rmin =
10, rmax = 30, dmin = 25. The center of every circle is marked red and the
circles are drawn green.
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Figure 3.67: (a) A hand-drawn graph drawn by Emilio Di Giacomo at the 22nd Sym-
posium on Graph Drawing 2014, with resolution of 893 × 890, and (b) the
corresponding contour image. (c)-(e) circles detected with 21HoughTrans-
form with parameters (c) tacc = 15, rmin = 10, rmax = 50, dmin = 25, (d)
tacc = 13, rmin = 10, rmax = 30, dmin = 25 and (e) tacc = 14, rmin =
10, rmax = 30, dmin = 25. The center of every circle is marked red and the
circles are drawn green.
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Figure 3.68: (a) A contour image with resolution 400×384. (b) 159 circles detected with
21HoughTransform with parameters tacc = 15, rmin = 5, rmax = 192, dmin =
10. The center of every circle is marked red and the circles are drawn green.
of rmax to 40 yields Fig. 3.66(e) and with a further adjustment rmax to 30 we have a
final parameter set of tacc = 12, rmin = 10, rmax = 30, dmin = 25 that leads to a correct
recognition of all nodes, see Fig. 3.66(f). What makes the parameter calibration even
harder is that they depend on the resolution of the image, e. g., if Fig. 3.66(a) has a
resolution of 2000 × 1954, the parameter set from before tacc = 12, rmin = 10, rmax =
30, dmin = 25 recognizes not a single node correctly. Figure 3.67 shows an example of
a graph, where we could not find any parameter set that leads to a correct recognition
of the nodes. We have observed this problem especially when recognizing hand-drawn
graphs.
Due to the aforementioned issues we have discarded the approach of trying to determine
a parameter set that yields only node circles. Instead, our general strategy is to find a
parameter set that possibly results in false positive circles but no false negative circles,
i. e., at least one circle is detected for each node. Then, we filter all detected circles with
the goal of discarding all false positive circles, such that only node circles remain. The
criterion for the filtering process is how closely the inner contours that “correspond” to
the detected circles resemble a digital circle.
Remember that the distance between a pixel p and a contour δ is d(p, δ) = min{d(p, q) |
q ∈ δ} for any distance measure d, i. e., the minimal distance between p and any pixel q
that is part of δ. Also, δ(p) is the closest containing contour of p, i. e., the contour δ that
surrounds p, where d(p, δ) is the minimum distance between p and all contours. Let C be
a circle detected by the CHT with center pc, then the closest containing contour of circle
C is δ(C) = δ(pc). In the following, we will decide whether C is a node circle or not based
on δ(C). An illustration of the closest containing contours of detected circles is shown in
Fig. 3.69. Observe, that the four centers of the node circles, i. e., the red centers, are all
surrounded by the blue outer contour, but their closest containing contours are the four
red inner contours. The blue outer contour is the closest containing contour of no detected
circle. The circle with the pink center in Fig. 3.69(d) has no closest containing contour,
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Figure 3.69: (a) A graph with resolution 180 × 154 and (b) its contour image. (c) 10
circles detected with 21HoughTransform with parameters tacc = 9, rmin =
10, rmax = 30, dmin = 20, the circles are drawn green and their centers are
marked red. (d) For every circle C the closest containing contour δ(C) is
marked in the same color as its center.
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Figure 3.70: (a) A graph with resolution of 191× 177 and (b) its contour image. (c) 40
circles detected with 21HoughTransform with parameters tacc = 23, rmin =
10, rmax = 88, dmin = 20, the circles are drawn green and their centers are
marked red. (d) The closest containing contour of each circle is marked in
the same color as its center.
(a) (b) (c) (d)
Figure 3.71: (a) A graph with resolution 150 × 150 and (b) its contour image. (c) 7
circles detected with 21HoughTransform with parameters tacc = 15, rmin =
10, rmax = 21, dmin = 20, the circles are drawn green and their centers are
marked red. (d) The closest containing contour of each circle is marked in
the same color as its center.
as it is not surrounded by any contour. An indicator that δ(C) probably corresponds to
a node is a low compactness value of δ(C), e. g., in Fig. 3.69(d) the four red contours
have a compactness of 14.23, the lower green contour a compactness of 26.12, the upper
green contour a compactness of 32.67 and the blue contour a compactness of 29.47.
Hence, we apply a compactness threshold tcomp, i. e., all contours with a compactness
larger than tcomp are discarded and considered to correspond to a false positive circle.
For Fig. 3.69(d) choosing tcomp close to the compactness of a perfect circle of 12.5, e. g.,
choosing tcomp = 16 discards all contours expect the four red ones, which results in the
recognition of four nodes.
However, as the compactness is invariant under translation, rotation and scaling trans-
formations [64], using it as the only criterion for filtering can be problematic, as a graph
can have contours with a very low compactness that do not correspond to a node. Figure
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3.70 illustrates this issue. The three red contours of Fig. 3.70(c) have a compactness of
14.62 and the green contour a compactness of 15.46. This makes a distinction of these
contours solely based on the compactness hard. Although these contours have a similar
compactness, the red contours have a much smaller perimeter of ≈ 73 than the green
contour with a perimeter of 540. Hence, by using a perimeter threshold tper, i. e., discard-
ing all contours with a perimeter larger than tper, we can resolve the issue for Fig. 3.70.
Note that while Fig. 3.70 is a specifically drawn for the purpose of illustrating a prob-
lem, a similar situation can easily arise in any graph, e. g., the red magnified contour of
Fig. 3.66(c) has a compactness of 16.08 while the contours that correspond to the nodes
have a compactness of ≈ 13.85.
Even by using a compactness threshold along with a perimeter threshold, it is still
possible that the contour of a node is hardly distinguishable from a contour that does
not correspond to a node, as seen in Fig. 3.71. The red contours of Fig. 3.71(d) have
a compactness and perimeter of ≈ 13.95 and ≈ 85, respectively, and the central green
contour has a compactness and perimeter of 14.52 and 107, respectively. Hence, analyzing
the use of other criteria for filtering the circles detected by the CHT is a topic for future
work. Let C be the set of circles detected with 21HoughTransform, tcomp ∈ Q+, tcomp >
12.5 the compactness threshold and tper ∈ N the perimeter threshold, then we filter the
detected circles with the following procedure.
Procedure filterDetectedCircles(C, tcomp, tper)
Input: Set of circles C, compactness threshold tcomp, perimeter threshold tper
Output: Set of circles Cfilter, where each element is a node circle
1 Cfilter ← C
2 for Every circle C ∈ C do
3 δclose ← δ(C) // Determine closest containing contour of C
4 if δclose = ∅ ∨ compactness of δclose > tcomp ∨ perimeter of δclose > tper then
5 Cfilter ← Cfilter − C
6 return Cfilter
Figure 3.72 illustrates the result of Procedure filterDetectedCircles used for the de-
tected circles of Fig. 3.66(d) and Fig. 3.73(d) shows the result for a hand-drawn graph.
Take note that in line 4-5 of Procedure filterDetectedCircles we discard any circle that
has no closest containing contour, as these circles cannot be node circles. For Fig. 3.72
we used tcomp = 15 because the input graph is computer-drawn, hence we expected that
the nodes have inner contours with a low compactness value. The perimeter threshold
tper = 315 was determined based on rmax = 50, i. e., 315 is approximately the perimeter
of a circle with radius 50. The approximate perimeter of the closest containing contours
of the green circles of Fig. 3.72(b) is 70. For Fig. 3.73, we had to adjust tcomp from 15
to 17.5 because as it is a hand-drawn graph, the nodes are not drawn as perfect circles,
which leads to inner contours with an overall higher compactness. This is illustrated
in Figures 3.73(b)-(d), where the magnified parts show that some node circles were dis-
carded with tcomp = 15 (Fig. 3.73(c)) but accepted with tcomp = 17.5 (Fig. 3.73(d)). We
suggest to always choose tcomp ≥ 14 even though the minimal compactness value of a
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Figure 3.72: (a) 43 circles detected with 21HoughTransform with parameters tacc =
12, rmin = 10, rmax = 50, dmin = 25. The circles are drawn green
and their centers are marked red. (b) From the 43 circles, the 23 cir-
cles where discarded by Procedure filterDetectedCircles with parameters
tcomp = 15, tper = 315. The green circles are the recognized node circles.
circle is 12.5. The reason is that even perfect digital circles have only a compactness of
≈ 14. As a rule of thumb, we have observed that a value tcomp ≈ 15 leads to good results
for computer-drawn graphs. For hand drawn-graphs we suggest higher values of tcomp
between 17 and 25.
For a successful node recognition we still need to classify which pixels of the graph are
node pixels. To avoid misconceptions, until now we have detected circles in the contour
image, determined the closest containing contours of the circles, discarded those circles
that probably do not correspond to a node and thus determined Cfilter as the set of
node circles. A simple approach for classifying the node pixels, would be to take all
pixels that lie inside any circle C ∈ Cfilter as a node pixels. However, due to inaccuracies
of the CHT and as the detected circles correspond to the inner contours of the nodes,
this approach will most likely lead to false results. Figure 3.74 illustrates this problem.
Suppose every pixel that lies inside any green circle of Fig. 3.74(b) is classified as a node
pixel , then consequently, the remaining foreground pixels of Fig. 3.74(a) are edge pixels,
i. e., all white pixels of Fig. 3.74(c). However, as the central green circle of Fig. 3.74(b) is
smaller than the corresponding node, some foreground pixels of Fig. 3.74(a) were falsely
classified as edge pixels. Hence, there is a path consisting only of edge pixels from, e. g.,
the leftmost node to any other node. In the next phase of OGR this will result in an edge
from the leftmost node to every other node. Analogously, an edge between any two nodes
will be recognized. In consequence, Fig. 3.74(a) will be recognized as a complete graph
with nine nodes, which is obviously false. Similar problems occur even more frequently
for hand-drawn graphs.
As we cannot expect that the node circles match the sizes of the corresponding nodes
perfectly, we need a different approach for classifying the node pixels. For this we fill the
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Figure 3.73: (a) A hand-drawn graph with resolution 1036×697 and (b) its contour image.
(c) and (d) 21 circles detected with 21HoughTransform with parameters
tacc = 12, rmin = 10, rmax = 50, dmin = 25. The detected circles were
filtered with Procedure filterDetectedCircles with parameters (c) tcomp =
15tper = 315 and (d) tcomp = 17.5, tper = 315. The green circles are the
node circles and the red circles are discarded.
(a) (b) (c)
Figure 3.74: (a) A binary graph with resolution 250 × 250. (b) 9 circles detected with
21HoughTransform with parameters tacc = 15, rmin = 10, rmax = 25, dmin =
20, every green circles is recognized as a node circle. (c) Image (a) minus
all pixels that lie inside the circles of (b). The foreground pixels are the
edge pixels.
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Figure 3.75: (a) A binary graph with resolution 250 × 250. (b) 9 circles detected with
21HoughTransform with parameters tacc = 15, rmin = 10, rmax = 25, dmin =
20, every green circles is a node circle. (c) The image from (b) after using
Procedure holeFilling starting from every circle center. (d) The recognized
nodes. (e) Image (a) minus (d), the foreground pixels are the edge pixels.
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hole of every node with foreground pixels, starting from the center of every node circle
with hole filling, see Procedure holeFilling. As the nodes are drawn as circular nodes,
hole filling transforms each node into a solid region, see Fig. 3.75 for an illustration. The
resulting image shown in Fig. 3.75(c) is now a suitable input for the solid node recognition
algorithm from Section 3.1, which we use for detecting the recognized nodes. The final
result, i. e., the recognized nodes are shown in Fig. 3.75(d). As Fig. 3.75(e) shows, we
have also classified the correct edge pixels.
Now let us summarize the process of recognizing circular nodes. Let Gcirc be a binary
graph, tacc ∈ N the accumulator threshold, rmin, rmax ∈ N the minimum, respectively
maximum radius of a circular node in pixels, dmin ∈ N the minimum euclidean distance
in pixels of two circle centers, tcomp ∈ Q+ the compactness threshold and tper ∈ N the
perimeter threshold. Then we recognize circular nodes with the following algorithm:
Algorithm 7: Circular Node Recognition(Gcirc, tacc, rmin, rmax, tcomp, tper)
Input: Binary graph Gcirc, accumulator threshold tacc, minimum radius rmin,
maximum radius rmax, minimum circle center distance dmin,
compactness threshold tcomp, perimeter threshold tper
Output: Set recognized nodes Nfilter
// Detect circles
1 C ← 21HoughTransform(Gcirc, tacc, rmin, rmax, dmin)
// Determine node circles
2 Cfilter ← filterDetectedCircles(C, tcomp, tper)
// Fill the node circles
3 for Every circle (a, b, r) ∈ Cfilter do
4 holeFilling(Gcirc, (a, b))
// Determine the node pixels
5 N ← solid node recognition with Algorithm 2 or Algorithm 3
6 Nfilter ← final set of recognized nodes
// For every node circle find the region that contains the center
7 for Every circle (a, b, r) ∈ Cfilter do
8 R← the foreground region R ∈ N with (a, b) ∈ R
9 Nfilter ← Nfilter ∪R
10 return Nfilter
Figure 3.76 illustrates a successful circular node recognition for a hand-drawn graph
with Algorithm 7. Figure 3.76(d) is the intermediate result after line 2, Fig. 3.76(e)
shows the binary graph after hole filling in line 3-4 and Fig. 3.76(f) shows the recognized
nodes of line 10 of Algorithm 7. In lines 7-9 of Algorithm 7 we resolve the issue of
the solid node recognition that a large region of crossing edges is falsely recognized as
a node, see Section 3.1 for further information. We use the additional information that
a recognized node must have a corresponding node circle and discard every region that
has no corresponding node circle. This process is illustrated in Fig. 3.77. Algorithm 2
and Algorithm 3 would recognize the magnified rectangular region of Fig. 3.77(e) as a
node. However, the rectangular region has no corresponding node circle, as shown in the
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magnified part of Fig. 3.77(c). Hence, Algorithm 7 discards the rectangular region and
only 14 recognized nodes are returned in line 10 of Algorithm 7.
While Algorithm 7 can even recognize the nodes of hand-drawn graphs, there is a major
problem we have neglected so far, which is the parameter calibration. All parameters of
Algorithm 7 except the compactness threshold tcomp are dependent on the resolution of
the graph and the size of the nodes, which are both not known before recognizing a graph.
Hence, we have four parameters tacc, rmin, rmax, tper that need to be calibrated carefully
for each graph. Figure 3.78 shows the same graph given in two different resolutions and
once drawn with larger nodes. Figures 3.78(d) and (e), respectively, (g) and (h) show
that the same set of parameters can lead to a correct node recognition ((d),(h)) while
at the same time leading to a false node recognition ((e),(g)) for the same graph given
with two different resolutions. Even if the resolution is the same as in Figs. 3.78(d)
and (f), simply drawing the nodes larger can make a set of parameters obsolete. For
Figs. 3.78(j)-(l) we tried to find a set of parameters suitable for all three graphs. The
nodes were correctly recognized for Figs. 3.78(a) and (c), but for Fig. 3.78(b) Algorithm 7
recognized a wrong node corresponding to the central rectangle, as shown in Fig. 3.78(k).
While adjusting tcomp to 15 would lead to a correct node recognition for all three graphs,
we think that this amount of parameter tuning is both impractical and hard to achieve
without a deep understanding of the recognition process. Both issues lessen the usability
of OGR for a common user. Hence, we decided that additional information is necessary
for the calibration of the parameters. An effective method is to estimate the parameters
of Algorithm 7 with the help of a sample node image that is provided by the user. A
sample node image is a small part of the image of a graph that shows exactly one node,
see Fig. 3.79(b) for an illustration. As we have implemented our OGR prototype OGRup
for mobile devices, the selection of a sample node is easy to do. Figure 3.80 shows how
a sample node image can be selected with a tablet computer. In the sample node image,
we try to detect exactly one circle called sample circle. With the sample circle, or more
precisely with the set of parameters that was used for detecting the sample circle, we then
estimate the parameters of Algorithm 7. Let Gsample be the binary image of the sample
node image, εacc ∈ Q with 0 ≤ εacc ≤ 1 the variation of the estimated accumulator
threshold, εcomp ∈ Q the variation of the estimated compactness threshold, εper ∈ Q the
variation of the estimated perimeter threshold, then we estimate the parameters with
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Figure 3.76: (a) A hand-drawn graph with resolution 1767× 1519, (b) its binary image,
(c) its contour image. (d)-(f) Illustration of Algorithm 7 with parameters
tacc = 10, rmin = 10, rmax = 120, dmin = 75, tcomp = 17, tper = 700. (d) 99
detected circles, the 11 green circles are the node circles, the 88 red circles
are discarded. (e) The image from (b) after filling the node circles. (f) The
recognized nodes.
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Figure 3.77: (a) A hand-drawn graph with resolution 1578 × 1294, (b) its binary im-
age. (c)-(f) Illustration of Algorithm 7 with parameters tacc = 13, rmin =
10, rmax = 77, dmin = 35, tcomp = 22.5, tper = 527. (c) 27 detected circles,
the 19 green circles are the node circles, the 9 red circles are discarded. (d)
The image from (b) after filling the node circles. (e) The recognized nodes
determined with Algorithm 2. (f) The filtered recognized nodes after lines
7-9 of Algorithm 7.
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Figure 3.78: The same graph with (a),(c) resolution 1346×1185 and (b) resolution 215×
181. (d)-(l) Circles detected in line 1 of Algorithm 7, the green circles are
the node circles and the red circles are discarded in line 2 of Algorithm 7. In
(f),(g) and (i) no circles were detected. The parameters of Algorithm 7 were
(d)-(f) tacc = 30, rmin = 10, rmax = 150, dmin = 50, tcomp = 17, tper = 1200,
(g)-(i) tacc = 15, rmin = 5, rmax = 70, dmin = 50, tcomp = 17, tper = 650 and
(j)-(l) tacc = 15, rmin = 5, rmax = 350, dmin = 50, tcomp = 17, tper = 2500.
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the following procedure.
Procedure estimateParameters(Gsample, εacc, εcomp, εper)
Input: Binary sample node image Gsample, accumulator threshold variation εacc,
compactness threshold variation εcomp, perimeter threshold variation εper
Output: Set of parameters (taccEst, rminEst, rmaxEst, dminEst, tcompEst, tperEst)
1 Gcontour ← contour image of Gsample
2 w ← width of Gsample
3 h← height of Gsample
4 tacc ← 2
5 rmin ← 10
6 rmax ← bmin(w,h)2 c
7 dmin ← rmin
8 Ccur ← 21HoughTransform(Gcontour, tacc, rmin, rmax, dmin)
9 Cpre ← Ccur
// Detect sample circle
10 while |Ccur| ≥ 1 do
11 tacc ← tacc + 1
12 Cprev ← Ccur
13 Ccur ← 21HoughTransform(Gcontour, tacc, rmin, rmax, dmin)
14 Csample ← Cprev
15 taccMax ← tacc − 1
// Sample circle found?
16 if |Csample| = 0 then
17 return ∅
18 C ← the circle (a, b, rc) ∈ C with the minimum radius rc
// Estimate parameters for Procedure 21HoughTransform
19 rminEst ← rmin
20 rmaxEst ← rmax
21 dminEst ← rc
22 taccEst ← btaccMax − (taccMax ∗ εacc)c
// Estimate parameters for Procedure filterDetectedCircles with the
closest containing contour
23 δ ← δ(C)
24 tcompEst ← compactness of δ + (compactness of δ ∗ εcomp)
25 tperEst ← perimeter of δ + (perimeter of δ ∗ εper)
26 P ← (taccEst, rminEst, rmaxEst, dminEst, tcompEst, tperEst)
27 return P
Let w, h be the width and height, respectively, of Gsample. Because we assume that
Gsample contains a single node, the radius of the corresponding node circle rmax is at
most min(w,h)2 . We have observed that rmin = 10 is a sufficient minimum radius, but that
if nodes with a radius of less than 10 pixels are to be expected, rmin must be adjusted.
In lines 8-13 we successively increment tacc until Procedure 21HoughTransform detects
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(a) (b) (c) (d)
Figure 3.79: (a) A hand-drawn graph with resolution 1767 × 1519, the magnified part
shows the sample node. (b) The sample node image with resolution 244 ×
220, (c) its contour image, (d) the detected sample circle drawn green.
(a) (b) (c)
Figure 3.80: (a) Screenshot of a hand-drawn graph photographed with a tablet computer.
The orange magnified part will be selected as the sample node. (b) By
dragging a rectangle around the sample node, the sample node image of (c)
is selected.
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(a) (b) (c) (d) (e)
(f) (g) (h) (i)
Figure 3.81: (a) A sample node image with resolution 244 × 220, (b) its contour im-
age. (c)-(h) The set of circles CCur from lines 8-13 of Procedure esti-
mateParameters detected with Procedure 21HoughTransform with param-
eters rmin = 10, rmax = 110, dmin = 10 and (c) tacc = 2, (d) tacc = 7, (e)
tacc = 12, (f) tacc = 17, (g) tacc = 22, (h) tacc = 25, (i) tacc = 26. (h) The
sample circle C from line 18 of Procedure estimateParameters.
no more circles, and thus determine the maximum value of tacc that detects at least
a single circle. Because the sample node image contains a single circular node, the
corresponding contour image contains at least one circular contour. When detecting
circles with the CHT , this contour will probably lead to the highest accumulator value.
Hence, Procedure estimateParameters maximizes that accumulator threshold tacc. Figure
3.81 illustrates the detection of the sample circle. Lines 16-17 handle the case that no
sample circle is detected, e. g., if the sample node image contains no part of the graph
and just background. In lines 18-25, we finally estimate the parameters.
Note that we do not estimate the radius range [rminEst, rmaxEst] in lines 19 and 20 based
on the radius of the detected sample circle, but based on the radius range [rmin, rmax]
used for detecting the sample circle. This has the following reasons. Remember that the
21HT uses only a single accumulator for the whole range of different radii and results
in potentially higher accumulator values for a larger radius range. We have to take this
into account when estimating taccEst, rminEst and rmaxEst. Suppose the green sample
circle with radius 15 shown in Fig. 3.82(b) was detected with parameters taccMax =
29, rmin = 10, rmax = 18. One would expect that when detecting circles in Fig. 3.82(a)
with tacc = 29 and a radius range around 15, that at least the sample circle is detected.
However, as Fig. 3.82(c) shows, even with a much lower accumulator threshold tacc = 17
and a radius range of rmin = 13 and rmin = 18, not a single circle was detected. The
reason for this is that a smaller radius range leads to lower accumulator values and hence
there was no accumulator cell with a value ≥ tacc. If we use a different radius range
for the graph than for the sample node image, it becomes harder to estimate tacc as
we cannot expect a similar result for the same value of tacc. We have tried to estimate
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rmin and rmax in lines 19-20 of Procedure estimateParameters based on the radius of
the detected sample circle, but the results were generally worse and less predictable than
when using the same radius range. By using the same radius range as for detecting the
sample circle, i. e., rmin = 10 and rmin = 18 along with tacc = 29 we receive the expected
result that at least the sample circle is detected as seen in Fig. 3.82(d). In line 21 of
Procedure estimateParameters, we determine dminEst as the radius of the sample circle.
Next let us consider the estimation of the accumulator threshold taccEst in line 22,
for this Figure 3.82(d) illustrates another important property. Even if Fig. 3.82(a) is
a computer-drawn graph were all nodes have exactly the same size, we have two false
negative circles in Fig. 3.82(d), i. e., there is no node circle for the bottommost and the
upper rightmost node. This happens due to inaccuracies in the accumulator process-
ing of the 21HT and because the contours of the nodes are not identical. Hence, we
recommend to use a value of εacc ≥ 0.1, i. e., an accumulator threshold 10% below the
measured maximum accumulator value taccMax even for computer-drawn graphs where
all nodes have the same size. Generally, we have observed better results with a more
generous accumulator threshold, i. e., a lower value of tacc, as this reduces the probability
of occurrence of false negative circles. Of course, a generous accumulator threshold can
lead to more false positive circles, but this does not necessarily lead to a false recognition
due to the circle filtering with Procedure filterDetectedCircles. A false negative circle on
the other hand always leads to a false negative node. For hand-drawn graphs, a generous
accumulator threshold is more important, as we can neither expect that all nodes have
the same size, nor that the contours of the nodes are very similar. We have observed
that a value of εacc = 0.3 has lead to good results for both computer-drawn and hand-
drawn graphs. Figures 3.83(c) and 3.84(c) show two examples where using εacc = 0.3
lead to the recognition of no false negative circles and only a single false positive circle
in Fig. 3.83(c), i. e., the red circle.
By a similar reasoning as for εacc, we suggest to vary the compactness threshold tcompEst
in line 24 of Procedure estimateParameters with εcomp ≥ 0.1 even for computer-drawn
graphs. As an example consider Fig. 3.82, where the closest containing contour of the
sample circle has a compactness of ≈ 13.9066 and the closest containing contours of the
green circles of Fig. 3.82(e) in clockwise order starting from the topmost circle, have a
compactness of ≈ 13.8421, ≈ 13.8378, ≈ 13.9732, ≈ 14.0419 and ≈ 13.9391, respectively.
If we would use tcomp = 13.9066 as the compactness threshold for Procedure filterDe-
tectedCircles, the three bottommost circles would be discarded as false positive circles,
which is obviously false. For hand drawn-graphs we have observed good results with
εcomp ≥ 0.2, e. g., εcomp = 0.2 was used in Fig. 3.83 to determine the compactness
threshold of tcomp = 18.5266 and εcomp = 0.3 was used in Fig. 3.84(c) to determine
tcomp = 20.4122.
In line 25 of Procedure estimateParameters we estimate the last parameter tperEst
which is mainly important for graphs where the nodes have different sizes. We suggest
a minimum value for εper = 0.5 because especially in hand-drawn graphs the contours
corresponding to nodes can vary in perimeter. Figure 3.85 shows a graph with different
node sizes, where using εper = 0.2 yields tper = 232 and thus discards the bottommost
circle as a false positive circle, see Fig. 3.85(c). If we vary the perimeter thresholds
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(a) (b) (c) (d) (e)
Figure 3.82: (a) A graph with resolution 117 × 124, the magnified part is the sample
node. (b) The contour image of the sample node image with a resolution of
36 × 36. The detected sample circle is drawn green. The used param-
eters were taccMax = 29, rmin = 10, rmax = 18. (c) 0 Circles detected
with Procedure 21HoughTransform with taccMax = 17, rmin = 13, rmax =
17, dmin = 15. (d) 4 Circles detected with Procedure 21HoughTransform
with taccMax = 29, rmin = 10, rmax = 18, dmin = 15 drawn green. (e) 6 Cir-
cles detected with Procedure 21HoughTransform with taccMax = 20, rmin =
10, rmax = 18, dmin = 15 drawn green.
more with εper = 0.5, we receive tper = 316 which leads to the correct result as seen
in Fig. 3.85(d). A perimeter threshold variation is particularly useful for hand-drawn
graphs where we have observed good results with εper = 1.0.
Note that in Procedure estimateParameters, we do not vary the maximum radius rmax.
We have experimented with varying rmax, by for example 0.5, in order to recognize
circles with twice the radius of the sample circle. However, this would introduce another
parameter thus making the parameter calibration more difficult. Instead, the recognition
of nodes with different sizes can be achieved by an “appropriate” selection of the sample
node because the sample node selection has an influence on the recognition process. If
the nodes of a graph have approximately the same size and shape, any node can be
selected as the sample node. Particularly in hand-drawn graphs, where both the size and
shape of the nodes often vary, the selection of a “good” sample node has positive effects
on the node recognition and can make the difference between a false and a correct node
recognition. We have observed the best results by following a simple rule of thumb: “select
approximately the largest node with a circular inner contour ”. First we will describe why
“approximately the largest node” is a good candidate for a sample node. Figure 3.86
shows a hand-drawn graph with different node sizes and two possible sample nodes.
If we select the red magnified sample node, the corresponding sample node image of
Fig. 3.86(b) has a relatively small resolution in comparison to the sample node image of
the green magnified sample node. This has the effect, that the estimated maximum radius
rmaxEst = 84 (see line 20 of Procedure estimateParameters) is too small for the detection
of a circle for the three largest nodes of the graph, as seen in Fig. 3.86(c). However, if
we select approximately the largest node as the sample, i. e., the green magnified one,
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(a) (b) (c)
Figure 3.83: (a) A hand-drawn graph with resolution 1767× 1519, the magnified part is
the sample node. (b) The contour image of the sample node image with res-
olution 201× 201. The detected sample circle is drawn green. The used pa-
rameters were taccMax = 24, rmin = 10, rmax = 100. (c) 13 Circles detected
with Procedure 21HoughTransform with taccMax = 16, rmin = 10, rmax =
100, dmin = 44 drawn green and red. The red circle was discarded by Pro-
cedure filterDetectedCircles with tcomp = 18.5266.
we have a larger estimated maximum radius of rmaxEst = 111. This leads to a correct
detection of the node circles, as seen in Fig. 3.86(e). In fact, selecting any of the four
upper rightmost nodes leads to a correct node recognition. The reason for this is that in
Procedure estimateParameters, we estimate rmaxEst based on the size of the sample node
image. Hence, if we select approximately the largest node as the sample node, we reduce
the risk of not detecting nodes that are larger than the sample node. We have generally
observed better results with this strategy than with varying the maximum radius rmax in
line 6 of Procedure estimateParameters. Next let us consider why “a node with a circular
inner contour” is a good candidate for a sample node. The accumulator, compactness
and perimeter threshold tacc, tcomp, tper are estimated based on the parameters used for
detecting the sample circle and the closest containing contour of the sample circle. As
an example consider Fig. 3.84. If we select the green magnified node as the sample node,
then the sample circle C of Fig. 3.84(b) is detected with a relatively high accumulator
threshold tacc = 33 and δ(C) has a relatively low compactness of 14.5730. With these
estimated parameters, no false negative circle and only a single false positive circle is
detected, as shown in Fig. 3.84(c). The single false negative circle is then discarded and
all nodes are correctly recognized. However, if we select the ellipsoid node of the red
magnified part of Fig. 3.84(a) as the sample node, then the accumulator threshold used
for detecting the sample circle C of Fig. 3.84(d) is relatively low with tacc = 16 and δ(C)
has a relatively high compactness of 20.4122. This leads to a set of estimated parameters,
with which a lot of false positive circles are detected. Additionally, many false positive
circles are falsely classified as node circles, due to the high compactness threshold, which
leads to a wrong node recognition, as shown in Fig. 3.84(d). Hence, the ellipsoid node is
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(a) (b) (c)
(d) (e)
Figure 3.84: (a) A hand-drawn graph with resolution 1385 × 1131. Let the green mag-
nified node be sample node A and the red magnified node sample node B.
(b) The contour image of A with resolution 241×255. The detected sample
circle CA is drawn green. The used parameters were taccMax = 33, rmin =
10, rmax = 120, the compactness and perimeter of δ(CA) is 15.7016 and
445, respectively. (c) 8 Circles detected with Procedure 21HoughTransform
with taccMax = 18, rmin = 10, rmax = 120, dmin = 75 drawn green and
red. The red circle was discarded by Procedure filterDetectedCircles with
tcomp = 20.4122. (d) The contour image of B with resolution 402 × 249.
The detected sample circle CB is drawn green. The used parameters were
taccMax = 16, rmin = 10, rmax = 124, the compactness and perimeter of
δ(CB) is 18.3310, 746, respectively. (e) 78 Circles detected with Proce-
dure 21HoughTransform with taccMax = 10, rmin = 10, rmax = 124, dmin =
72 drawn green and red. The 37 red circles were discarded by Procedure fil-
terDetectedCircles with tcomp = 23.8303.
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(c) (d)
Figure 3.85: (a) A graph with resolution 885× 620 with different nodes sizes. The mag-
nified part is the sample node. (b) The contour image of the sample node
image with resolution 113 × 113. The detected sample circle C is drawn
green. The used parameters were taccMax = 32, rmin = 10, rmax = 56.
The compactness and perimeter of δ(C) is 13.941 and 211, respectively.
(c) and (d) 25 Circles detected with Procedure 21HoughTransform with
taccMax = 19, rmin = 10, rmax = 46, dmin = 35 drawn red and green.
(c) 16 red circles were discarded by Procedure filterDetectedCircles with
tcomp = 16.7292, tper = 232 and (d) 15 red circles were discarded with
tcomp = 16.7292, tper = 316.
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not a good sample node.
This concludes the parameter estimation and leads to our final circular node recogni-
tion algorithm. Let Gcirc be the binary image of a graph, Gsample ⊆ Gcirc the sample
node image, εacc ∈ Q with 0 < εacc ≤ 1 the variation of the estimated accumulator
threshold, εcomp ∈ Q the variation of the estimated compactness threshold and εper ∈ Q
the variation of the estimated perimeter threshold.
Algorithm 8: Sample Circular Node Recognition(Gcirc, Gsample, εacc, εcomp, εper)
Input: Binary graph image Gcirc, sample node image Gsample, accumulator
threshold variation εacc, compactness threshold variation εcomp,
perimeter threshold variation εper
Output: Set of recognized nodes Nfilter
// Estimate parameters
1 P ← estimateParameters(εacc, εmin, εmax, εcomp, εper)
2 tacc, rmin, rmax, dmin, tcomp, tper ← elements of P
// Detect circles
3 C ← 21HoughTransform(Ground, tacc, rmin, rmax, dmin)
// Filter circles
4 Cfilter ← filterDetectedCircles(C, tcomp, tper)
// Fill every node circle
5 for Every circle (a, b, r) ∈ Cfilter do
6 holeFilling(Ground, (a, b))
// Determine the node pixels
7 N ← solid node recognition with Algorithm 2 or Algorithm 3
8 Nfilter ← final set of recognized nodes
// For every node circle find the region that contains the center
9 for Every circle (a, b, r) ∈ Cfilter do
10 R← the foreground region R ∈ N with (a, b) ∈ R
11 Nfilter ← Nfilter ∪R
12 return Nfilter
An illustration of Algorithm 8 is shown in Fig. 3.87. Figure 3.87(b) shows the detected
sample circle for the parameter estimation in lines 1 and 2 of Algorithm 8. The estimated
parameters were tacc = 19, rmin = 10, rmax = 49, dmin = 35, tcomp = 16.7292, tper = 422.
Figure 3.87(c) shows the circles detected in line 3, filtered in line 4 of Algorithm 8 and
Fig. 3.87(d) shows the filled nodes circles after lines 5 and 6 of Algorithm 8. The final
recognized nodes after lines 7-11 are shown in Fig. 3.87(e).
3.3.1 Experimental Results
We will now describe various experimental results that we have observed when recognizing
graphs with circular nodes. We will only consider Algorithm 8. Figures 3.88-3.98 show
different computer- and hand-drawn graphs where all nodes were correctly recognized.
The sample node was always chosen following the rule of thumb “select approximately
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(d) (e)
Figure 3.86: (a) A hand-drawn graph with resolution 1607×892 with different nodes sizes.
Let the red magnified node be sample node A and the green magnified node
sample node B. (b) The contour image of A with resolution 169 × 170.
The detected sample circle CA is drawn green. The used parameters were
taccMax = 30, rmin = 10, rmax = 84, the compactness and perimeter of
δ(CA) is 15.0041 and 274, respectively. (c) 9 Circles detected with Proce-
dure 21HoughTransform with taccMax = 20, rmin = 10, rmax = 84, dmin = 60
drawn green. (d) The contour image of B with resolution 223×246. The de-
tected sample circle CB is drawn green. The used parameters were taccMax =
28, rmin = 10, rmax = 111, the compactness and perimeter of δ(CB) are
14.6964 respectively 584. (e) 12 Circles detected with Procedure 21Hough-
Transform with taccMax = 19, rmin = 10, rmax = 111, dmin = 82 drawn
green.
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(e)
Figure 3.87: Node recognition with Algorithm 8 with parameters εacc = 0.3, εcomp = 0.1
and εper = 1.0. (a) A graph with resolution 885× 620. The magnified part
is the sample node. (b) Sample node image with resolution 113 × 113. (c)
22 Circles detected and filtered in Algorithm 8 with estimated parameters
tacc = 100, rmin = 10, rmax = 63, dmin = 35, tcomp = 15.3354, tper = 422.
The 15 red circles were discarded. (d) The binary image of (a) with every
green circle of (c) filled. (e) The recognized nodes.
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the largest node with a circular inner contour”. For all graphs we used a similar set
of parameters. The difference in the parameter sets was that we used lower values
of εcomp = 0.1 and εacc = 0.3 for the computer-drawn graphs (Figs. 3.88-3.92) and
higher values of εcomp = 0.4 and εacc = 0.4 for the hand-drawn graphs (Figs. 3.93-3.98)
to handle the inaccuracies of hand-drawings. We used εcomp = 0.4 for Figs. 3.93-3.98,
because otherwise some nodes that are not drawn as proper circular nodes, e. g., the three
leftmost nodes in the lowest row of Fig. 3.94, would have been discarded. Take note that
for Fig. 3.98, we used a different value of εcomp = 0.2. The reason for this is that the
rhombus shaped contour resulting from crossing edges shown in the red magnified part of
Fig. 3.98(a) has a compactness of 17.5472. This value is close to the compactness of the
inner contour of the node shown in the green magnified part of Fig. 3.98(a) of 16.6114.
A value of εcomp = 0.4 would have lead to a compactness threshold of tcomp = 20.2835
and consequently, as for both contours there is detected circle (see Fig. 3.98(c)), our
algorithm would recognize a node for each contour, which is obviously false. This is an
example for a feature of a graph that can lead to the recognition of false positive nodes,
namely crossing edges that result in a contour of similar size and compactness as a node.
We have observed this problem mainly for hand-drawn graphs because in computer-
drawn graphs, the nodes usually have a very low compactness value and hence, a contour
that stems from crossing edges must have a very low compactness value to be falsely
recognized as a node, e. g., as shown in Fig. 3.99. The contour corresponding to the
sample circle has a compactness of 13.6548 and the contour in the center of Fig. 3.99(a)
that results from crossing edges has a compactness of 13.9815. To avoid the recognition
of a false positive node, we must use εcomp ≤ 0.024. While for Fig. 3.99, a wrong
recognition can be avoided by adjusting a parameter, in case of a hand-drawn graph it
is possible that a node has a higher compactness than a contour resulting from crossing
edges. As an example consider Fig. 3.100. The trapezoid contour of the red magnified
part of Fig. 3.100(c) has a compactness of 19.9782, while the two approximately circular
contours of the green magnified parts of Fig. 3.100(c) have higher compactness of 24.3547
and 27.8781 (from left to right). Hence, there is no compactness threshold that leads to
the correct result in Procedure filterDetectedCircles, i. e., that discards the red magnified
contour and accepts the green magnified contours. The reason for this is that in the
hand-drawn graph of Fig. 3.100(a), some edges are drawn such that they do not only
meet the nodes at a point, but are drawn a “little bit further into the hole of the nodes”.
This leads to distortions of the resulting inner contours (see Fig. 3.100(c)), a larger
perimeter of the contours, and hence a higher compactness value. The large influence
of the perimeter of a contour on the compactness is also discussed after the definition
of the compactness in Section 1.1. We have observed this feature especially in hand-
drawn graphs that are drawn with thin lines for example by using a ballpoint pen. If
this feature occurs often in a graph, the whole process of filtering the detected circles
based on the compactness of the closest containing contours becomes pointless. For
example in Fig. 3.101(c) out of the nine contours corresponding to the nodes, four have
a higher compactness than the trapezoid contour of the red magnified part, which has a
compactness of 25.9049. The two approximately circular contours of the green magnified
parts of Fig. 3.101(c) have compactness of 30.4337 and 32.8380 (from top to bottom).
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For this graph the compactness is not an appropriate criterion for recognizing nodes.
Resolving the aforementioned issue is a possible task for future work.
Remember that we actually search inner contours corresponding to nodes. Hence,
a node must be drawn as a closed circular curve as otherwise it has no circular inner
contour. Consequently our algorithm will not recognize nodes that are not drawn as a
“closed circle”, such as the nodes shown in the red magnified parts of Figs. 3.102 and
3.103. The two red magnified nodes of Fig. 3.102(a) lead to the contours shown in
Fig. 3.102(c). As Fig. 3.102(d) shows, a circle was detected for each node, but both
circle centers have no closest containing contour and thus they are both discarded in line
7 of Procedure filterDetectedCircles. Figure 3.103 shows a similar problem. Again, a
circle is detected for the red magnified node of Fig. 3.103(a) as seen in Fig. 3.103(d).
While there is a closest containing contour for the center of the red magnified circle of
Fig. 3.103(d), i. e., the contour of the green region of Fig. 3.103(c), the circle is discarded
because the compactness and perimeter of the contour are too high. Recognizing nodes
that are not drawn as a “closed circle” is a further task for future work.
Algorithm 8 can even recognize rectangular nodes as seen in Fig. 3.104 and graphs with
different node shapes as seen in Fig. 3.105. For a correct node recognition of Fig. 3.105
we intentionally selected a sample node that is far from circular, in order to receive a high
compactness threshold tcomp. However, as Algorithm 8 was designed for the recognition
of circular nodes, graphs like Figs. 3.104 and 3.105 can lead to false results.
3.3.2 Future Work and Perspectives
A promising approach for future work is to use the generalized Hough transform (GHT)
introduced in [11] for hollow nodes recognition. The GHT is a two-phase learning-
and-recognition process and generalizes the Hough transform such that it can detect
arbitrarily complex shapes [11, 66]. For this, the GHT needs a sample shape for the
learning phase. As Algorithm 8 already uses a sample node, we could modify it for the
detection of nodes represented by arbitrary hollow regions, for example like rectangles as
in Fig. 3.104. Of course, the process of filtering the detected shapes in order to remove
false positives similar to Procedure filterDetectedCircles would also need to be modified,
as it is now designed for circular shapes.
As explained in the experimental results, our algorithm cannot recognize nodes that
are not drawn as “closed circle”, such as the nodes shown in the red magnified parts
of Figs. 3.102 and 3.103. We have observed that this feature can easily occur in hand-
drawn graphs drawn with thin pencils. Hence, we think future work on the recognition of
hollow nodes should consider these types of nodes. One could change the Procedure fil-
terDetectedCircles such that it no longer relies on the closest containing contours of the
detected circles, but this would need different criteria for discerning node circles from
false positive circles because the compactness and perimeter, which we currently use,
are not applicable if there is no closest containing contour. Another approach would
be to try to “close” nodes that are not drawn as “closed circles”, which is illustrated in
Fig. 3.106. The red arrows of Fig. 3.106(a) illustrate the basic idea of how to “close”
the node, which is to elongate the curve of the circle and check if the elongated curve
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Figure 3.88: Node recognition with Algorithm 8 with parameters εacc = 0.3, εcomp = 0.1
and εper = 1.0. (a) A graph with resolution 1159×729 and the sample node
(magnified). (b) Sample node image with resolution 69× 64. (c) 22 Circles
detected and filtered in Algorithm 8 with estimated parameters tacc = 18,
rmin = 10, rmax = 32, dmin = 13, tcomp = 16.9511, tper = 187. 2 red circles
were discarded. (d) The 20 recognized nodes.
intersects with the contour of the node. The magnified part of Fig. 3.106(b) shows that
the elongated curve of the leftmost red arrow intersects with the contour of the node of
(a). This creates a new contour that encloses the green region of Fig. 3.106(b). Now the
node is a hollow region with a circular inner contour and thus can be recognized with our
algorithm. For the aforementioned process, the ends of the unclosed curve have to be
detected and the direction in which the curve is elongated needs to be determined. This
could be done by using a similar approach as Procedure elongateEdgeSections which is
described later in Chapter 4 of this thesis. The ends of the unclosed curve could also
be found by detecting corners in the image of the graph, e. g., with the Harris corner
detector [44]. See [16, Chapter 7] or [78] for further information on corner detectors.
In the experimental results we have discussed the problem that Procedure filterDe-
tectedCircles produces wrong results if some edges are drawn such that they do not only
meet the nodes at a point, but are drawn a “little bit further into the hole of the nodes”,
as for example shown in the magnified parts of Fig. 3.100 and Fig. 3.101. One could try
to resolve this issue by using a different measure for the circularity of a contour apart
from the compactness. See [64,90] for surveys on possible measures that could be used.
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Figure 3.89: Node recognition with Algorithm 8 with parameters εacc = 0.3, εcomp = 0.1
and εper = 1.0. (a) A graph with resolution 1145×839 and the sample node
(magnified). (b) Sample node image with resolution 62× 67. (c) 17 Circles
detected and filtered in Algorithm 8 with estimated parameters tacc = 18,
rmin = 10, rmax = 31, dmin = 14, tcomp = 15.5396, tper = 187. 2 red circles
were discarded. (d) The 15 recognized nodes.
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Figure 3.90: Node recognition with Algorithm 8 with parameters εacc = 0.3, εcomp = 0.1
and εper = 1.0. (a) A graph with resolution 1460×1054 and the sample node
(magnified). (b) Sample node image with resolution 57×62. (c) 108 Circles
detected and filtered in Algorithm 8 with estimated parameters tacc = 15,
rmin = 10, rmax = 28, dmin = 20, tcomp = 15.5393, tper = 187. 78 red circles
were discarded. (d) The 30 recognized nodes.
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Figure 3.91: Node recognition with Algorithm 8 with parameters εacc = 0.3, εcomp = 0.1
and εper = 1.0. (a) A graph with resolution 451× 448 and the sample node
(magnified). (b) Sample node image with resolution 57× 62. (c) 17 Circles
detected and filtered in Algorithm 8 with estimated parameters tacc = 17,
rmin = 10, rmax = 28, dmin = 22, tcomp = 16.9608, tper = 202. 1 red circle
was discarded. (d) The 16 recognized nodes.
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Figure 3.92: Node recognition with Algorithm 8 with parameters εacc = 0.3, εcomp = 0.1
and εper = 1.0. (a) A graph with resolution 1764×1568 and the sample node
(magnified). (b) Sample node image with resolution 88×77. (c) 194 Circles
detected and filtered in Algorithm 8 with estimated parameters tacc = 17,
rmin = 10, rmax = 38, dmin = 17, tcomp = 15.5393, tper = 187. 106 red
circles were discarded. (d) The 88 recognized nodes.
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Figure 3.93: Node recognition with Algorithm 8 with parameters εacc = 0.5, εcomp = 0.4
and εper = 1.0. (a) A hand-drawn graph drawn by Mereke van Garden at
the 22nd Symposium on Graph Drawing 2014 with resolution 1109 × 1071
and the sample node (magnified). (b) Sample node image with resolution
71× 64. (c) 77 Circles detected and filtered in Algorithm 8 with estimated
parameters tacc = 10, rmin = 10, rmax = 32, dmin = 11, tcomp = 21.30134,
tper = 159. 45 red circle were discarded. (d) The 32 recognized nodes.
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Figure 3.94: Node recognition with Algorithm 8 with parameters εacc = 0.4, εcomp = 0.4
and εper = 1.0. (a) A graph with resolution 910× 598 and the sample node
(magnified). (b) Sample node image with resolution 83×89. (c) 133 Circles
detected and filtered in Algorithm 8 with estimated parameters tacc = 9,
rmin = 10, rmax = 41, dmin = 15, tcomp = 21.8644, tper = 245. 105 red
circles were discarded. (d) The 28 recognized nodes.
156 3 Segmentation
(a) (b) (c)
(d)
Figure 3.95: Node recognition with Algorithm 8 with parameters εacc = 0.4, εcomp = 0.4
and εper = 1.0. (a) A graph with resolution 1036×697 and the sample node
(magnified). (b) Sample node image with resolution 76× 70. (c) 11 Circles
detected and filtered in Algorithm 8 with estimated parameters tacc = 13,
rmin = 10, rmax = 36, dmin = 23, tcomp = 20.7327, tper = 232. No red circle
was discarded. (d) The 11 recognized nodes.
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Figure 3.96: Node recognition with Algorithm 8 with parameters εacc = 0.4, εcomp = 0.4
and εper = 1.0. (a) A graph with resolution 1322×1324 and the sample node
(magnified). Used by courtesy of FC Bayern München AG. (b) Sample node
image with a resolution of 97× 107. (c) 187 Circles detected and filtered in
Algorithm 8 with estimated parameters tacc = 13, rmin = 10, rmax = 48,
dmin = 22, tcomp = 20.7313, tper = 240. 119 red circles were discarded. (d)
The 68 recognized nodes.
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Figure 3.97: Node recognition with Algorithm 8 with parameters εacc = 0.4, εcomp = 0.4
and εper = 1.0. (a) A graph with resolution 2503 × 2503 and the sample
node (magnified). (b) Sample node image with a resolution of 345×345. (c)
13 Circles detected and filtered in Algorithm 8 with estimated parameters
tacc = 18, rmin = 10, rmax = 172, dmin = 85, tcomp = 20.2916, tper = 1272.
5 red circle were discarded. (d) The 8 recognized nodes.
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Figure 3.98: Node recognition with Algorithm 8 with parameters εacc = 0.4, εcomp = 0.2
and εper = 1.0. (a) A graph with resolution 2406×1793 and the sample node
(orange magnified). (b) Sample node image with a resolution of 202× 187.
(c) 20 Circles detected and filtered in Algorithm 8 with estimated parameters
tacc = 17, rmin = 10, rmax = 93, dmin = 69, tcomp = 17.3859, tper = 827. 8
red circle were discarded. (d) The 12 recognized nodes.
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Figure 3.99: Node recognition with Algorithm 8 with parameters εacc = 0.3, εper = 1.0,
(c) εcomp = 0.1 and (e) εcomp = 0.02. (a) A graph with resolution 348× 348
and the sample node (magnified). (b) Sample node image with resolution
76 × 73. (c) and (e) 21 Circles detected and filtered in Algorithm 8 with
estimated parameters tacc = 15, rmin = 10, rmax = 36, dmin = 21, tper = 319
and (c) tcomp = 15.0203 (e) tcomp = 13.9279. 8 red circles were discarded in
(c) and 9 in (e). (d) and (f) The recognized nodes.
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Figure 3.100: Node recognition with Algorithm 8 with parameters εacc = 0.4, εcomp = 0.4
and εper = 1.0. (a) A graph with resolution 1227 × 1227 and the sample
node (orange magnified). (b) Sample node image with resolution 215×215.
(c) Contour image of (a). (d) 17 circles detected and filtered in Algorithm 8
with estimated parameters tacc = 18, rmin = 10, rmax = 107, dmin = 53,
tcomp = 21.0440, tper = 797. 7 red circle were discarded. (d) The 7
recognized nodes.
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Figure 3.101: Node recognition with Algorithm 8 with parameters εacc = 0.4, εcomp = 0.3
and εper = 1.0. (a) A graph with resolution 914×914 and the sample node
(orange magnified). (b) Sample node image with resolution 114× 114. (c)
Contour image of (a). (d) 19 Circles detected and filtered in Algorithm 8
with estimated parameters tacc = 15, rmin = 10, rmax = 57, dmin = 36,
tcomp = 26.2211, tper = 527. 14 red circle were discarded.
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Figure 3.102: Node recognition with Algorithm 8 with parameters εacc = 0.4, εcomp = 0.4
and εper = 1.0. (a) A graph with resolution 1666 × 1920 and the sample
node (orange magnified). (b) Sample node image with resolution 162×202.
(c) Contour image of (a). (d) 8 Circles detected and filtered in Algorithm 8
with estimated parameters tacc = 20, rmin = 10, rmax = 81, dmin = 28,
tcomp = 27.4729, tper = 463. 2 red circles were discarded.
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Figure 3.103: Node recognition with Algorithm 8 with parameters εacc = 0.4, εcomp = 0.4
and εper = 1.0. (a) A graph with resolution 1753 × 1753 and the sample
node (orange magnified). (b) Sample node image with resolution 180×230.
(c) Contour image of (a). The contour of the green region is the closest
containing contour of the circle center shown magnified in (d). (d) 8 Circles
detected and filtered in Algorithm 8 with estimated parameters tacc = 20,
rmin = 10, rmax = 90, dmin = 52, tcomp = 21.9241, tper = 748. 4 red circles
were discarded.
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Figure 3.104: Node recognition with Algorithm 8 with parameters εacc = 0.3, εcomp =
0.4 and εper = 1.0. (a) A hand-drawn graph with resolution 726 × 449
and the sample node (magnified). (b) Sample node image with resolution
60×68. (c) 128 Circles detected and filtered in Algorithm 8 with estimated
parameters tacc = 6, rmin = 10, rmax = 30, dmin = 11, tcomp = 22.1298,
tper = 151. 111 red circles were discarded. (d) The 6 recognized nodes.
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Figure 3.105: Node recognition with Algorithm 8 with parameters εacc = 0.4, εcomp = 0.4
and εper = 0.5. (a) A hand-drawn graph with resolution 860× 729 and the
sample node (magnified). (b) Sample node image with resolution 178 ×
123. (c) 149 Circles detected and filtered in Algorithm 8 with estimated
parameters tacc = 9, rmin = 10, rmax = 61, dmin = 14, tcomp = 48.8769,
tper = 507. 116 red circles were discarded. (d) The 7 recognized nodes.
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Figure 3.106: (a) An unclosed circular node. The node is from the graph of Fig. 3.103
shown in the bottommost red magnified part. The red arrows illustrate
how the curve of the circle is elongated. (b) The contour image of (a),
where a line of foreground pixels was drawn for each red arrow.

Chapter 4 Topology Recognition
The Topology Recognition phase completes the graph recognition process in the sense
that its result is the recognized graph. As input it receives the results of the previous
phases, i. e., the binary image of the graph, the recognized nodes and the recognized
edge pixels. Figure 4.1 shows an illustration of how our algorithm operates. First, we
determine the skeleton of the graph as shown in Fig. 4.1(d). This allows us to classify
the pixels of the skeleton. This means that we determine which pixels probably lie on an
edge, e. g., the green pixels of Fig. 4.1(e), and which pixels probably lie on the crossing
of two or more edges, e. g., the yellow pixels of Fig. 4.1(e). Then, we determine edge
sections, which are as the name implies sections of an edge, e. g., Fig. 4.1(e) shows 8
edge sections labeled “1”-“8”. Finally, we merge the edge sections into edges in the most
probable way. For this, we use an approach inspired by how we think a human being
determines which nodes are connected by an edge. As an example consider edge section
“5” of Fig. 4.1(e). Our algorithm starts at the port of edge section “5”, i. e., at the upper-
leftmost node. Then, we follow “5” along the skeleton until we reach another node, or
as in the case of edge section “5” until we reach a crossing with other edge sections (the
magnified part of Fig. 4.1(e)). Now, we determine the most probable following edge
section of “5”, i. e., does the edge, that “5” is part of, continue along edge section “6”, “7”
or “8”. This is decided by comparing the direction of “5” with the directions of “6”, “7”
and “8”, and then choosing the edge section with the most similar direction. In this case
edge section “7” is chosen. By following “7” along the skeleton, we reach another node
and consequently have recognized an edge from the upper-leftmost to the lower-rightmost
node of the graph consisting of edge sections “5” and “7”.
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Figure 4.1: (a) A graph with resolution 75 × 75, and (b) its binary image. (c) The
node pixels recognized in the segmentation phase. (d) The skeleton of (b).
(e) The classified skeleton. Edge sections are labeled with numbers and a
crossing region is shown magnified. (f) The recognized graph consisting of 4
nodes and 6 edges.
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4.1 Skeletonization
The first step of the topology recognition phase is to determine the skeleton of the binary
graph. The most important property of a skeleton is that it preserves the connectivity of
the binary graph. This property is illustrated in Fig. 4.2, where we have colored the pixels
of the four recognized nodes that were detected in the Segmentation phase red. As an
example, there is a path consisting only of edge pixels (white pixels of Fig. 4.2(a)) from
the upper-leftmost recognized node to the upper-rightmost recognized node. Due to this
connectivity between the two recognized nodes, we are able to recognize an edge between
them later in this chapter. Because the skeleton preserves the connectivity, there is also
a path consisting only of edge pixels from the remaining pixels of the two uppermost
recognized nodes (red pixels of Fig. 4.2(b)). This means that we can still recognize an
edge between the two uppermost recognized nodes in the skeleton of Fig. 4.2(b).
Our initial approach was to use Procedure skeletonizationGonzales for the skeletoniza-
tion, as for example shown in Fig. 4.2(a). However, we observed that Procedure skele-
tonizationGonzales often results in a skeleton with “spurs” or “parasitic components”,
as for example shown in Fig. 4.2(b). Spurs can be caused by non-uniformities in the
contours of regions [39, p.676] and they have a negative effect on the whole topology
recognition phase. To avoid this issue, we experimented with different skeletonization
algorithms, see [28, 91] or [58] for a survey of skeletonization methodologies. For our
OGR implementation we decided to use the algorithm from [91] now referred to as
Zhang-skeletonization. With this algorithm we have observed that the skeletons are
“smoother”, i. e., with less spurs and that the run time was faster in practise than Proce-
dure skeletonizationGonzales. Zhang-skeletonization passes all pixels of an image twice
and analyzes the 8-neighborhood of every pixel. In the 8-neighborhood of a pixel, it
determines the number of foreground pixels, called neighborhood count and the number
of connected components, called connectivity number. The decision whether a pixel can
be removed from a region is then based on two boolean predicates that use the neighbor-
hood count and the connectivity number. This two-pass process is then repeated until
no further changes take place. Figure 4.2(c) shows the skeleton of a graph determined
with Zhang-skeletonization. A problem for our topology recognition algorithm is that
it requires a 4-connected skeleton, but Zhang-skeletonization results in an 8-connected
skeleton. Hence, we need to convert the 8-connected skeleton to a 4-connected one with
the following simple procedure:
Procedure make4Connected(SK8)
Input: 8-connected Skeleton SK8
1 for Every foreground pixel (x, y) of SK8 line-by-line from the upper-leftmost pixel
do
2 if v(x− 1, y + 1) = 1 and v(x− 1, y) = 0 and v(x, y + 1) = 0 then
3 v(x, y + 1)← 1
4 else if v(x+ 1, y + 1) = 1 and v(x+ 1, y) = 0 and v(x, y + 1) = 0 then
5 v(x, y + 1)← 1
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(a) (b) (c) (d)
Figure 4.2: For the purpose of illustration, the node pixels recognized in the Segmen-
tation phase are colored red, the edge pixels are white.(a) A binary graph
with resolution 75 × 75. (b) 4-connected skeleton determined with Proce-
dure skeletonizationGonzales. The magnified parts show two spurs. (c) 8-
connected skeleton determined with Zhang-skeletonization. (d) The skeleton
of (c) converted to 4-connectivity with Procedure make4Connected.
p
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Figure 4.3: (a), (b) Two foreground pixels p, q that are 8-connected but not 4-connected
and the changed neighborhood such that they are 4-connected.
As we process the 8-connected skeleton SK8 line-by-line from the upper-leftmost
pixel, there are only two possible neighborhoods such that a foreground pixel p has
a foreground pixel q in its 8-neighborhood where p and q are 8-connected but not 4-
connected, which are shown in Fig. 4.3. If we modify the neighborhoods of all pixels
p where one of these conditions holds, then we have converted SK8 to a 4-connected
skeleton. In lines 2-3 of Procedure make4Connected we process the neighborhood of
Fig. 4.3(a) and in lines 4-5 the neighborhood of Fig. 4.3(b). Figure 4.2(c) and (d) shows
an example for the conversion of an 8-connected skeleton to a 4-connected one.
While we observed less spurs with Zhang-skeletonization, it is not guaranteed to result
in a skeleton without spurs, e. g., as shown in Fig. 4.4(d). Hence, we suggest to use a
postprocessing technique to “clean up” a skeleton called pruning. For this, we use the
pruning algorithm of [39, p.676]. Let SK be a skeleton, Spruning the set of structuring
elements of Fig. 4.5 and nprune ∈ N0 the number of pruning iterations, then pruning is
done by Procedure pruning.
Figure 4.6 illustrates Procedure pruning with nprune = 5 for the skeleton of the upper-
leftmost part of Fig. 4.2(b). The number of pruning iterations nprune defines the length
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Figure 4.4: (a) A binary graph with resolution 332× 114. (b) Skeleton determined with
Zhang-skeletonization after conversion to 4-connectivity. (c) The same binary
graph as (a) where the contours of the nodes are irregular. (d) Skeleton
determined with Zhang-skeletonization after conversion to 4-connectivity.
(a) (b) (c) (d)
Figure 4.5: The set structuring elements used in Procedure pruning.
(a) (b) (c) (d) (e)
Figure 4.6: Illustration of Procedure pruning with nprune = 5. (a) Skeleton SK. (b) X1
after lines 3-7. (c) Endpixels of X1, i. e., X2 after lines 8-9. (d) X3 after lines
10-11. (e) The result of pruning SKpruned.
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Procedure pruning(SK, nprune)
Input: 4-connected skeleton SK, number of pruning iterations nprune
Output: Pruned 4-connected skeleton SKpruned
1 X1 ← SK
2 X2, X3 ← ∅
// Remove endpixels of spurs
3 for nprune times do
4 XtoRemove ← ∅
5 for Every structuring element S ∈ Spruning do
6 XtoRemove ← XtoRemove ∪X1 ~ S
7 X1 ← X1 −XtoRemove
// Find endpixels with hit-or-miss transformation
8 for Every structuring element S ∈ Spruning do
9 X2 ← X2 ∪ (X1 ~ S)
// Conditional dilation
10 for nprune times do
11 X3 ← (X2 ⊕ S+) ∩ SK
12 SKpruned ← X1 ∪X3
13 return SKpruned
(a) (b) (c) (d) (e)
Figure 4.7: Illustration of Procedure pruning with nprune = 10. (a) Skeleton SK. (b) X1
after lines 3-7. (c) Endpixels of X1, i. e., X2 after lines 8-9. (d) X3 after lines
10-11. (e) The result of pruning SKpruned.
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Figure 4.8: For the purpose of illustration, the node pixels recognized in the Segmentation
phase are colored red, the edge pixels are white. (a) A binary graph with
resolution 332 × 114. (b) Skeleton determined with Zhang-skeletonization
after conversion to 4-connectivity. (c) The skeleton after Procedure pruning
with nprune = 10 and (d) with nprune = 100. For reference we have colored
all node pixels red in (d).
of the spurs that are removed by Procedure pruning, e. g., nprune = 5 removes spurs
with a length less than 5 pixels as seen in Fig. 4.6(e). Take note that nprune = i
removes “approximately” the spurs with length i because as [39, p.677] states, line 11
of Procedure pruning sometimes “picks up” the “tips” of some spurs when the endpoints
of spurs are near the skeleton. In these scenarios it can happen that i pruning iterations
do not remove spurs of length i, as for example shown in Fig. 4.7, where 10 pruning
iterations do not remove all spurs with a length less than 10 pixels. Pruning will never
remove foreground pixels that lie on a closed path, e. g., pruning will not remove any
pixel of Fig. 4.2(d). An important property of pruning is that it does not necessarily
preserve the connectivity of the skeleton and must consequently be used with care. This
means that it is better to use a lower number pruning iterations and accept the presence
of spurs, than to use too many pruning iterations and destroy the connectivity of the
skeleton, as this probably leads to a wrong graph recognition. As an example consider
Fig. 4.8 that shows two recognized nodes that are connected by a path of edge pixels. By
using 100 pruning iterations, as shown in Fig. 4.8(d), the two recognized nodes are no
longer connected by a path of edge pixels, and hence, no edge can be recognized between
the two recognized nodes. If we would use even more pruning iterations, e. g., 150, than
all edge pixels would be removed from the skeleton. We suggest to use values of nprune
between 5 and 10 and have observed good results with these values. In summary, we use
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the following procedure for skeletonization.
Procedure skeletonization(Gbin, nprune)
Input: Binary graph image Gbin, number of pruning iterations nprune
Output: Pruned 4-connected skeleton SK of Gbin
1 SK ← 8-connected skeleton of Gbin determined with Zhang-skeletonization
2 make4Connected(SK)
3 SKpruned ← pruning(SK, nprune)
4 return SKpruned
Figures 4.9-4.18 show various graphs that were skeletonized with Procedure skele-
tonization. We have observed the best results if Procedure skeletonization results in a
single line in the skeleton for every edge of a graph. The skeletons of Fig. 4.15(b) and
Fig. 4.16(c) show features of a skeleton that can be problematic later in the Topology
Recognition phase. Many crossing edges in a small area, as shown in Fig. 4.15(b), can
results in many skeleton lines, which are responsible for most false results of the topol-
ogy recognition. If the contours of an edge are irregular, as for example in Fig. 4.17,
the skeleton can contain spurs. While spurs can be removed by pruning, if an edge has
small holes, it can lead to more than one line in the skeleton, as for example seen in
Figs. 4.16 and 4.18. What makes this issue even more problematic is that a situation
like in Figs. 4.16(c) and 4.18(b) cannot be resolved by pruning because the pixels lie on
closed paths and are consequently not removed by pruning. Edges with holes are the
reason for most false results caused by the skeleton because, as we will the later, this
can lead to the recognition of false positive multi-edges, e. g., the skeleton of 4.18(c) will
lead to the recognition of two edges instead of a single one. We have observed this issue
mainly for hand-drawn graphs if the used pen does not draw solid lines. To some extent,
this problem can be resolved by closing in the preprocessing phase, see Figs. 4.18(d) and
(e). Hence, we suggest to always use closing for the recognition of hand-drawn graphs.
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(a) (b)
Figure 4.9: (a) A binary graph with resolution 451× 448. (b) Skeleton determined with
Procedure skeletonization with nprune = 10 after pruning.
(a) (b)
Figure 4.10: (a) A binary graph with resolution 916×970. (b) Skeleton determined with
Procedure skeletonization with nprune = 10 after pruning.
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(a) (b)
Figure 4.11: (a) A binary graph with resolution 1534 × 1336. (b) Skeleton determined
with Procedure skeletonization with nprune = 10 after pruning.
(a) (b)
Figure 4.12: (a) A binary graph with resolution 885×620. (b) Skeleton determined with
Procedure skeletonization with nprune = 10 after pruning.
(a) (b)
Figure 4.13: (a) A binary graph with resolution 1036 × 697. (b) Skeleton determined
with Procedure skeletonization with nprune = 10 after pruning.
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(a) (b)
Figure 4.14: (a) A binary graph with resolution 1576 × 1114. (b) Skeleton determined
with Procedure skeletonization with nprune = 10 after pruning.
(a) (b)
Figure 4.15: (a) A binary graph with resolution 1578 × 1294. (b) Skeleton determined
with Procedure skeletonization with nprune = 10 after pruning.
(a) (b) (c)
Figure 4.16: (a) A graph with resolution 1580 × 1342 and (b) its binary image. (c)
Skeleton determined with Procedure skeletonization with nprune = 10 after
pruning.
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(a) (b) (c)
Figure 4.17: (a) A binary graph with resolution 332 × 114 where the edge has irregu-
lar contours. (b) Skeleton determined with Procedure skeletonization with
nprune = 10 before pruning and (c) after pruning.
(a) (b) (c)
(d) (e)
Figure 4.18: (a) A binary graph with resolution 332× 114 where the edge has holes. (b)
Skeleton of (a) determined with Procedure skeletonization with nprune = 10
before pruning and (c) after pruning. (d) The graph of (a) after closing.
Skeleton of (d) determined with Procedure skeletonization with nprune = 10
after pruning.
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4.2 Edge Classification
(a) (b)
(c) (d)
Figure 4.19: (a) A binary graph with resolution 75×75. (b) Node pixels recognized with
Algorithm 3. (c) 4-connected skeleton determined with Procedure skele-
tonization. (d) The result of edge classification.
Edge classification classifies the edge pixels of the skeleton of a graph based on the
4-neighborhood of the edge pixels. The necessary input are the node pixels recognized in
Chapter 3, see Fig. 4.19(b), and the skeleton determined in Section 4.1, see Fig. 4.19(c).
Let |N4(p)| be the number of foreground pixels in the 4-neighborhood of an edge pixel
p, then we classify p as one of the following classes:
• p is a port pixel if |N4(p)| ≥ 2 and there is a node pixel q ∈ N4(p). Port pixels are
the pixels where an edge meets a node.
• p is an edge pixel if |N4(p)| = 2. Edge pixels lie on the skeleton of an edge. During
skeletonization each edge is ideally reduced to a line of single pixel thickness. Hence,
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every (inner) pixel on the skeleton of an edge has exactly two foreground pixels in
its 4-neighborhood.
• p is a crossing pixel if |N4(p)| > 2. Crossing pixels lie on the skeleton of the
crossing of two or more edges. If two lines in the skeleton cross, then there is at
least one pixel in the intersection that has more than two foreground pixels in its
4-neighborhood.
• p is a miscellaneous pixel if |N4(p)| ≤ 1. Miscellaneous pixels generally result from
lines in the skeleton that do not end at a node. We will use this information to
resolve a problem mainly in hand-drawn graphs, i. e., when an edge ends a short
distance away from a node. Additionally, these pixels are used to recognize directed
edges later in this chapter.
Figure 4.19(d) shows an example for the classification of the edge pixels which we call
the classified skeleton. We always draw node pixels red, port pixels magenta, edge pixels
green, crossing pixels yellow and miscellaneous pixels blue. Note that in Fig. 4.19(d)
there are no no miscellaneous pixels.
The next step is to identify edge sections. An edge section s = (p, . . . , q) is a 4-path
where all pixels r 6= p 6= q of s are edge pixels and the two endpixels p and q are not
edge pixels. Based on p and q, we classify s as one of the following classes:
• s is a trivial section if both p and q are port pixels, e. g., edge section “1” in
Fig. 4.20(b).
• s is a crossing section if both p and q are crossing pixels, e. g., edge section “2” in
Fig. 4.20(b).
• s is a misc section if both p and q are miscellaneous pixels, e. g., edge section “3”
in Fig. 4.20(b).
• s is a port-crossing section if p is a port pixel and q is a crossing pixel or vice versa,
e. g., edge section “4” in Fig. 4.20(b).
• s is a port-misc section if p is a port pixel and q is a miscellaneous pixel or vice
versa, e. g., edge section “5” in Fig. 4.20(b).
• s is a crossing-misc section if p is a crossing pixel and q if a miscellaneous pixel or
vice versa, e. g., edge section “6” in Fig. 4.20(b).
Note that an edge or miscellaneous pixel can only be part of a single edge section, while
a port or crossing pixel can be the endpixel of more than one edge sections, e. g., the
uppermost crossing pixel in Fig. 4.20(b) is an endpixel of edge sections “2”, “4” and “6”.
A crossing region is a region of crossing pixels, e. g., the three crossing pixels magnified
in Fig. 4.20(b) are a crossing region. Let s and t be two edge sections, p an endpixel of
s, q an endpixel of t and both p and q are crossing pixels, then we say that s and t are
incident if p and q are part of the same crossing region, e. g., edge sections “2”, “4” and
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Figure 4.20: (a) A binary graph with resolution 65 × 83. (b) The classified skeleton de-
termined with Procedure edgeClassification with tmin = 0. Different edge
sections are labeled with numbers. (c) The classified skeleton determined
with Procedure edgeClassification with tmin = 20 after Procedure elonga-
teEdgeSections with tlength = 10, m = 20, k = 20. The elongated lines are
drawn turquoise.
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Figure 4.21: (a) A binary graph with resolution 69 × 68. (b) The classified skeleton
determined with Procedure edgeClassification
“6” of Fig. 4.20(b) are all incident. Let s be a trivial, port-crossing or port-misc section,
then s is incident to a node if one of the endpixels of s that is a port pixel is adjacent
to any pixel of the node, e. g., edge sections “1” and “4” of Fig. 4.20(b) are incident to
the upper-leftmost node. Later we will “merge” edge sections into recognized edges to
represent an edge of a graph. To achieve this, we make use of polar vectors. The polar
vector of an edge section s = (p1, . . . , pl) is a two dimensional vector ~s = −−→pipj with i 6= j,
1 ≤ (i, j) ≤ l, where pi is the tail and pj the head of ~s. Let pi = (xi, yi) and pj = (xj , yj),
then ~s = −−→pipj = (xj−xi, yj−yi) where |~s| = |−−→pipj | = |i− j|+1 is the magnitude of ~s and
θ(~s) with θ(~s) ∈ Q, 0◦ ≤ θ(~s) < 360◦ is the direction of ~s. θ(~s) is oriented clockwise and
θ(~s) = 0◦ means that ~s is in direction of the x-axis. Let ~v, ~w be two polar vectors, then
the direction difference ∆(~v, ~w) of ~v, ~w with ∆(~v, ~w) ∈ Q and 0◦ ≤ ∆(~v, ~w) ≤ 180◦is:
∆(~v, ~w) =

|θ(~v)− θ(~w)|, if −180◦ ≤ (θ(~v)− θ(~w)) ≤ 180◦
|θ(~v)− θ(~w)− 360◦|, if θ(~v)− θ(~w) > 180◦
|θ(~v)− θ(~w) + 360◦|, if θ(~v)− θ(~w) < −180◦
Let SK be a 4-connected skeleton, N the set of recognized nodes, tmin ∈ N0 the
minimum length a crossing section must have to still be classified as a crossing section and
tlength, m, k the parameters of Procedure elongateEdgeSections which will be described
later, then Procedure edgeClassification classifies the pixels of SK and identifies the edge
sections.
Figure 4.20(b) shows an exemplary classified skeleton determined with Procedure edge-
Classification. When considering line 25 of Procedure edgeClassification the reader may
wonder why we collect crossing regions, rather than single crossing pixels. One could
assume that if two edges of a graph cross, this leads to a single crossing pixel in the clas-
sified skeleton as shown in Fig. 4.21. Unfortunately, this “ideal” situation hardly occurs
in practise and can be considered as the exception. A situation as seen in Fig. 4.19(d)
or Fig. 4.20(b), where the skeleton lines corresponding to crossing edges lead to a region
of crossing pixels is the normal case. The magnified part of Fig. 4.20(b) shows another
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Procedure edgeClassification(SK, N , tmin, tlength, m, k)
Input: 4-connected skeleton SK, set of recognized nodes N , minimum length of
a crossing section tmin, tlength, m, k
Output: Set of results R consisting of sets of edge sections
TS,CS,MS, PCS, PMS,CMS and the set of crossing regions CR
// Mark node pixels
1 for Every recognized node N ∈ N do
2 mark all pixels of N in SK as node pixels
// Classify pixels
3 for Every foreground pixel p ∈ SK that is not a node pixel do
4 if |N4(p)| < 1 then p is a miscellaneous pixel
5 else if |N4(p)| ≥ 2 and there is a node pixel q ∈ N4(p) then p is a port pixel
6 else if |N4(p)| = 2 then p is an edge pixel
7 else if |N4(p)| > 2 then p is a crossing pixel
// Collect and classify the edge sections
8 ES ← collect all edge sections in SK
9 TS,CS,MS, PCS, PMS,CMS ← sets of classified edge sections
10 for Every edge section s = (p, . . . , q) ∈ ES do
11 if p and q are port pixels then
12 TS ← TS ∪ s, s is a trivial section
13 else if p and q are crossing pixels then
14 CS ← CS ∪ s, s is a crossing section
15 else if p and q are miscellaneous pixels then
16 MS ←MS ∪ s, s is a misc section
17 else if p is a port pixel and q is a crossing pixel or vice versa then
18 PCS ← PCS ∪ s, s is a port-crossing section
19 else if p is a port pixel and q is a miscellaneous pixel or vice versa then
20 PMS ← PMS ∪ s, s is a port-misc section
21 else if p is a crossing pixel and q is a miscellaneous pixel or vice versa then
22 CMS ← CMS ∪ s, s is a crossing-misc section
23 for Every crossing section cs ∈ CS do
24 if length of cs < tmin then CS ← CS − cs and turn all pixels of cs into
crossing pixels
25 CR ← collect all crossing regions in SK
26 elongateEdgeSections(N , TS, PCS, PMS, CMS, MS, tlength, m, k)
27 R ← (TS,CS,MS, PCS, PMS,CMS,CR)
28 return R
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Figure 4.22: (a) A binary graph with resolution 136 × 129. (b) The classified skeleton
determined with Procedure edgeClassification. (c) The classified skeleton of
(b) with all crossing sections turned into crossing regions.
special situation concerning crossing pixels that can occur. The magnified part shows
a small crossing section with a length of 3 pixels consisting of the lower-leftmost and
upper-rightmost crossing pixels and the single edge pixel in between. This crossing sec-
tion is not necessary for the recognition of the graph and it can cause false results, like
the recognition of a false-positive multi-edge, later in the Topology Recognition phase.
Hence, in lines 23-24 of Procedure edgeClassification, we turn all crossing sections with
a length less than tmin into a crossing region. Due to the example of Fig. 4.20(b) we
suggest to use a value of at least 4 for tmin. Figure 4.20(b) shows another common sit-
uation that is one of the major problems for our algorithm, i. e., crossing edges lead to
an intermediate crossing section in this case crossing section “2”. While it does not com-
pletely solve this problem, we have observed that values of tmin between 15 and 25 pixels
often “filter” crossing sections such as “2”. The recognition of these small intermediate
crossing sections is a major task for future work, as this could greatly improve the whole
Topology Recognition phase. Take note that it is not possible to simply turn all crossing
sections into crossing regions because this would most likely lead to false results, as for
example Fig. 4.22 shows. By turning crossing sections “1”, “2”, “3” and “4” into crossing
regions, all remaining edge sections are incident. However, now a conclusive result would
be to recognize an edge from the upper-left node to the lower-right node consisting of
edge sections “5” and “6”, which is obviously a false positive edge.
Now let us consider line 26 of Procedure edgeClassification. The motivation for this
procedure are graphs like the ones shown in Fig. 4.23(a) and (d). In both graphs, some
edges are drawn such that they do not meet their incident nodes, but end a small distance
away from the nodes. While we observed this issue mainly for hand-drawn graphs,
it can also occur in computer-drawn graphs. If an edge does not meet with a node,
Procedure edgeClassification recognizes a corresponding edge section s that is either a
misc-section (“3” in Fig. 4.20(b)), a port-misc section (“5” in Fig. 4.20(b)) or a crossing-
misc section (“6” in Fig. 4.20(b)). Not dealing with this issue would surely lead to one
or more false positive edges. We try to prevent this error by elongating edge sections
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such as s in the direction of its corresponding polar vector and then checking if the
elongated edge section encounters a recognized node. The turquoise lines in Fig. 4.20(c)
and Fig. 4.23(c) and (f) illustrate this process. Let N be the set of recognized nodes,
TS, PCS, PMS,CMS,MS the set trivial, port-crossing, port-misc, crossing-misc and
misc sections respectively, tlength ∈ N0 the minimum length of an edge section such that
it is elongated, m ∈ N the magnitude of the polar vector in pixels used for determining
the direction of the elongated lines and k ∈ N the length of the elongated line in pixels,
then Procedure elongateEdgeSections handles the elongation of edge sections.
In Procedure elongateEdgeSections we elongate port-misc sections (lines 1-8), crossing-
misc sections (lines 9-16) and misc sections (lines 17-25) with the same principle. Hence,
we will now only describe the elongation of port-misc sections. In line 2 we check, if the
currently considered edge section has a length of at least tlength. We do this to avoid spurs
being elongated, which could lead to false positive edges as shown in Fig. 4.24, where the
spur shown in the right magnified part of Fig. 4.24(b) was elongated. As the elongated
line encounters a node as shown in the left magnified part of Fig. 4.24(b), our algorithm
would later recognize a false positive edge from the leftmost to the central node. We have
observed good results with using a value of tlength = 20, e. g., in Fig. 4.24(c) this lead to a
correct recognition because the spurs were not elongated. In line 3 we determine the polar
vector that determines the direction of the elongated line. Figure 4.25 illustrates why we
do not determine the polar vector for the whole port-misc section, but only for a small
part of the port-misc section in the direct vicinity of the miscellaneous endpixel. This is
necessary if edges are not drawn as straight lines and we have to consider this issue again
later when merging the edge sections into edges where we also use polar vectors. If we
would determine the polar vector for the whole port-misc section, as shown in Fig. 4.25(b),
the direction of the elongated line would be ≈ 0◦ and we would not encounter the node.
By determining the polar vector in the direct vicinity of the miscellaneous endpixel,
as shown in Fig. 4.25(c), we receive the desired result and encounter the node. We
have observed good results with polar vectors of magnitude 20, e. g., m = 20 was used
for Fig. 4.25(c). In line 4 of Procedure elongateEdgeSections we move k pixels in the
direction of the polar vector and stop at the first encountered node pixel. It is necessary
to stop at the first node pixel as for example in case of Fig. 4.23(c), the elongated line
would encounter two nodes, as seen in the magnified parts. If we would accept both node
pixels as ports, we would again recognize a false positive edge. We suggest to use a value
of k = 100. The parameters tlength,m, k of Procedure elongateEdgeSections depend on
the resolution of the graph at hand and they possibly need to be adjusted for different
resolutions. Estimating these parameters, for example based on the thickness of the lines
used for drawing the graph is a topic for future work.
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Procedure elongateEdgeSections(N , TS, PCS, PMS, CMS, MS, tlength, m, k)
Input: Set of recognized nodes N , set of trivial section TS, set of port-crossing
sections PCS, set of port-misc sections PMS, set of crossing-misc
sections CMS, set of misc sections MS, length threshold tlength, polar
vector magnitude m, length of elongated line k
// Elongate port-misc sections
1 for Every port-misc section s = (pport, . . . , pmisc) ∈ PMS do
2 if length of s ≥ tlength then
3 ~s← −−−−−−−−−−→p(misc−m)pmisc
4 Move k pixels from the head of ~s in direction of θ(~s) and stop at the first
encountered node pixel q
5 if a node pixel q was encountered then
6 PMS ← PMS − s
7 Add q as the new port endpixel to s instead of pmisc
8 TS ← TS ∪ s // add s as a new trivial section
// Elongate crossing-misc sections
9 for Every crossing-misc section s = (pcross, . . . , pmisc) ∈ CMS do
10 if length of s ≥ tlength then
11 ~s← −−−−−−−−−−→p(misc−m)pmisc
12 Move k pixels from the head of ~s in direction of θ(~s) and stop at the first
encountered node pixel q
13 if a node pixel q was encountered then
14 CMS ← CMS − s
15 Add q as the new port endpixel to s instead of pmisc
16 PCS ← PCS ∪ s // add s as a new port-crossing section
// Elongate misc sections
17 for Every misc section s = (pmisc1, . . . , pmisc2) ∈MS do
18 if length of s ≥ tlength then
19 ~s1 ← −−−−−−−−−−−→p(misc1+m)pmisc1
20 ~s2 ← −−−−−−−−−−−→p(misc2−m)pmisc2
21 Move k pixels from the head of ~s1 and ~s2 in direction of θ(~s1), θ(~s2),
respectively, and stop at the first encountered node pixel q, r, respectively
22 if a node pixel q and a node pixel r was encountered then
23 MS ←MS − s
24 Add q and r as the new port endpixels to s instead of pmisc1, pmisc2,
respectively
25 TS ← TS ∪ s // add s as a new trivial section
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Figure 4.23: (a) A graph drawn by David Eppstein [34] with resolution 279×227 and (d)
a graph drawn by Christian Bachmaier at the 22nd Symposium on Graph
Drawing 2014, with resolution 572 × 738. (b),(e) The classified skeleton
determined with Procedure edgeClassification with tmin = 20. (c),(f) The
classified skeleton after Procedure elongateEdgeSections with tlength = 10,
m = 20, k = 100. The elongated lines are drawn turquoise.
(a) (b) (c)
Figure 4.24: (a) A binary graph with resolution 322 × 176. The classified skeleton after
Procedure elongateEdgeSections (b) with tlength = 0, m = 20, k = 100 and
(c) with tlength = 20, m = 20, k = 100. The elongated lines are drawn
turquoise.
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Figure 4.25: (a) A binary graph with resolution 341 × 178. The classified skeleton after
Procedure elongateEdgeSections (b) with tlength = 20, m = length of the
edge section that is elongated, k = 100 and (c) with tlength = 20, m = 20,
k = 100. The elongated lines are drawn turquoise.
4.3 Edge Following
Edge following is the final step of the Topology Recognition phase and its result are the
recognized edges. The input for this phase are the recognized nodes and the classified
edge sections. It recognizes edges by merging edge sections into recognized edges. A
recognized edge is a sequence of edge sections  = (s1, . . . , sl) such that s1 and sl are
port-crossing sections if l > 1 and if l = 1, s1 = sl is a trivial section. All intermediate
edge sections si−1 and si are incident for 1 < i ≤ l. We say that two recognized edges
are equivalent denoted by i ≡ j if they consist of the same set of edge sections. In
a nutshell, our algorithm starts at every port-crossing section and follows the section
until a node is reached. The critical part is what we call crossing dissolution, i. e., to
determine for a given edge section s the most probable following edge section at a crossing
region. We make this decision based on the direction difference between the polar vector
of s and the polar vectors of all edge sections incident to s. Figure 4.26 illustrates this
concept. Suppose we start with port-crossing section “1”, then we consider all incident
edge sections, i. e., “2”,“3”, and determine polar vectors for “1”, “2” and “3” in the vicinity
of the common crossing region, which is illustrated by the red arrows in Fig. 4.26(b).
Let ~1,~2,~3 be the polar vectors of “1”,“2” and “3”. As ∆(~1,~3) ≈ 45◦ is smaller than
∆(~1,~2) ≈ 90◦, “3” is chosen as the following edge section. Due to the same reasoning
as for Procedure elongateEdgeSections, illustrated in Fig. 4.25, we do not determine the
polar vector for the whole sections. That is, ~1,~2,~3 are determined in the immediate
area around the common crossing region. This is illustrated in Fig. 4.26(b) by the red
arrows being smaller than the corresponding edge sections. This is primarily necessary
for graphs with non-straight line edges.
Continuing with the example of Fig. 4.26, we need to determine the following edge
section of “3”. Figure 4.26(c) shows one of the major problems for our algorithm, as both
“4” and “5” are suitable following edge sections when only considering ~3 because ∆(~3,~4) =
∆(~3,~5) ≈ 45◦. To resolve this, we additionally take the polar vector of the previous edge
section (if existent) into account, i. e., we also consider ~1 if ∆(~3,~1) is smaller than a
predefined threshold t∆. This is indicated by the green polar vector in Fig. 4.26(c). Let
si be the edge section for which the following edge section must be determined, ~si its polar
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Figure 4.26: (a) A binary graph with resolution 65×83. (b) The classified skeleton deter-
mined with Procedure edgeClassification with tmin = 4. The edge sections
are labeled with numbers. The red arrows show the polar vectors used for
crossing dissolution of port-crossing section “1”. (c) The polar vectors used
for crossing dissolution of crossing section “3”. The blue polar vector is the
polar vector of the previous edge section of “3”, i. e., “1” and the green po-
lar vector results from the vector addition of the polar vectors of “3” and
“1”. The green polar vector is used for crossing dissolution of “3”. (d) The
recognized graph with 4 nodes and 3 edges
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vector, si−1 and ~si−1 the previous edge section and its polar vector, respectively, then
we compute the polar vector that is used in the crossing dissolution as ~s+ = ~si +α ∗ ~si−1
with α ∈ Q, 0 ≤ α ≤ 1. The reason for the α weighting is to reduce the influence
of ~si−1 on the final direction vector ~s+ in order to avoid unsolicited results. Due to
this modification, “5” is chosen as the following edge section of “3” and as “5” is a port-
crossing section, we have found our first recognized edge 1 = (“1”,“3”,“5”), or to put
it in other words, we have recognized an edge between the upper-leftmost and lower-
rightmost node. In the same way, 2 = (“2”,“3”,“4”) would be recognized. Additionally,
for every trivial section we add a recognized edge because the two endpixels of a trivial
section are port pixels by definition. In Fig. 4.26(c) this leads to the recognition of
another recognized edge 3 = (“6”). The resulting recognized edges 1, 2 and 3 are
shown in Fig. 4.26(d). Note that we produced the situation of Fig. 4.26 intentionally by
choosing tmin very small, but crossing sections like “3” can still occur for larger values
of tmin as we will see later. Procedure edgeFollowing implements the aforementioned
process of following edge sections. The parameters TS, PCS, CS, CR are the results of
Procedure edgeClassification, tloop ∈ N0 is the minimum length of a recognized edge in
pixels that represents a loop and for the parameters m, t∆, α, o see the description of
Procedure getFollowingSection later in this section.
Let us now discuss Procedure edgeFollowing. In lines 2-7 we add a recognized edge
for every trivial section. In lines 3 and 4 we try to prevent false results that originate
in the segmentation phase, where we have seen that the recognized nodes can be smaller
than the actual node, see Fig. 4.27(c) for an example. If the node additionally has holes,
the classified skeleton can contain small trivial sections such as the one in the lower
magnified part of Fig. 4.27(c) which lead to recognized loops as seen in Fig. 4.27(d).
However, these trivial sections tend to be small, hence, we discard all trivial sections
with a length smaller than tloop in line 3-4 of Procedure edgeFollowing. In Figure 4.27(e)
we used tloop = 20 to avoid some false positive edges, but the recognized graph still
contains false positive loops. This is a common problem for graphs where the nodes have
holes and emphasizes the importance of using closing for hand-drawn graphs, e. g., in
Fig. 4.28(a) the nodes have no more holes after using closing. As a result of this, there
are no more small edge sections in the classified skeleton (see Fig. 4.28(b)) in the vicinity
of the nodes, which prevents the recognition of false positive loops and leads to a correct
recognition of the graph as seen in Fig. 4.28(c). In lines 8-25 of Procedure edgeFollowing
we start at every port-crossing section and traverse edge sections until we reach a node
or we get “stuck”. The critical point is line 16 where the crossing dissolution takes place,
by determining the following edge section with Procedure getFollowingSection. Before
we discuss Procedure getFollowingSection, let us consider the two possible situations
where we do not reach another node in lines 15-23 and get “stuck”. The first possibility
is that we run into a cycle, i. e., the current recognized edge  contains an edge section
more than once. In this case we stop the traversal process, see line 23, as we would
traverse the same sequence of edge sections again and again, i. e., we would run into
an endless loop. As an example consider Fig. 4.29(b) where Procedure edgeFollowing
starts at port-crossing section “4”, chooses “5” as the following section of “4” and then
it would choose “5” as the following section of “5” repeatedly. The second possibility
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Procedure edgeFollowing(TS, PCS, CS, CR, tloop, m, t∆, α, o)
Input: Set of trivial sections TS, set of port-crossing sections PCS, set of
crossing sections CS, set of crossing Regions CR, minimum loop length
tloop, m, t∆, α, o
Output: Set of recognized edges E
1 E ← ∅
// Process trivial sections
2 for Every trivial section s ∈ TS do
3 if s is a loop and length of s < tloop then
4 discard s
5 else
6 ← (s)
7 E ← E ∪ 
8 for Every port-crossing section s ∈ PCS do
9 ← (s), add s to 
10 scur ← s, current edge section
11 pcross ← the crossing pixel of scur
12 CR← the crossing region CR ∈ CR with pcross ∈ CR
13 sprev ← ∅, previous edge section
14 pcrossPrev ← ∅
// Follow edge sections until a node is reached or ”stuck”
15 repeat
16 sfollow ← getFollowingSection(scur, pcross, sprev, pcrossPrev, PCS, CS,
CR, m, t∆, α, o)
17 sprev ← scur
18 pcrossPrev ← pcross
19 scur ← sfollow
20 if sfollow ∈ CS then
21 pcross ← the “opposite” crossing pixel of sfollow, i. e., the crossing pixel
that was not considered when determining sfollow
22 ← (. . . , scur) add scur to 
23 until scur ∈ PCS or scur is more than once in  or sfollow = ∅
// We have found a new recognized edge
24 if scur ∈ PCS and scur 6= ∅ then
25 E ← E ∪ 
26 for Every unused crossing section s ∈ CS do
27 Follow edges sections in direction of both crossing endpixels analogous to
lines 8-23. If both times a node is reached add a new recognized edge 
// Remove duplicates from the recognized edges
28 for Every recognized edge  ∈ E do
29 Remove all recognized edges ′ with  ≡ ′ and keep only 
30 return E
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Figure 4.27: (a) A hand-drawn graph with resolution 914×914 and (b) its binary image.
The magnified parts show holes. (c) The classified skeleton determined with
Procedure edgeClassification with tmin = 20. (d), (e) The recognized graph
with Procedure edgeFollowing with parameters m = 20, α = 0.7, o = 2 and
(d) tloop = 0, (e) tloop = 20. The magnified parts show loops.
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Figure 4.28: (a) The binary graph of Fig. 4.27(b) with resolution 914 × 914 after using
closing. The nodes have no more holes. (b) The classified skeleton deter-
mined with Procedure edgeClassification with tmin = 20 (c) The correctly
recognized graph determined with Procedure edgeFollowing with parameters
tloop = 20, m = 20, α = 0.7, o = 2.
is if the following section sfollow = ∅. This happens in Procedure getFollowingSection
when there is no incident port-crossing or crossing section for the current edge section,
e. g., in Fig. 4.29(b) Procedure edgeFollowing starts at port-crossing section “1” and
Procedure getFollowingSection finds no following section as both “2” and “3” are crossing-
misc sections.
Now we will discuss how we handle the crossing dissolution. Let scur be the edge
section for which we want to determine the following section, pcross ∈ CR the crossing
pixel of scur considered in the crossing dissolution, sprev the previous edge section of
scur, pcrossPrev the crossing pixel of sprev that was considered when choosing sprev as the
following section, PCS the set of port-crossing sections, CS the set of crossing sections,
CR the crossing region that is considered in the crossing dissolution. Furthermore, let
m ∈ N be the magnitude of the considered polar vectors, t∆ ∈ N0 with 0◦ ≤ t∆ ≤ 180◦
be the maximum direction difference between ~scur and ~sprev such that ~sprev is taken
into account when determining ~scur , α ∈ Q0 with 0 ≤ α ≤ 1 the weight of sprev when
adding ~scur and ~sprev, and o ∈ N0 the offset when determining the polar vectors. Then,
Procedure getFollowingSection handles the crossing dissolution.
In line 3 of Procedure getFollowingSection we determine the polar vector of scur. Due
to the same reasoning as in Procedure elongateEdgeSections we do not determine the
polar vector for all pixels of scur, but only a polar vector with magnitude m and have
observed good results with m = 20. During skeletonization it may happen that the
skeleton lines of edge sections are distorted in the vicinity of a crossing. This can lead
to false results. To avoid this problem, we do not choose the head of ~scur, and all other
polar vectors, directly at the crossing, but a few pixels away from it (see lines 3, 5 and
11). We suggest to use a value of o = 2. This is illustrated in Fig. 4.30(b) as the
heads, respectively tails of the polar vectors are not directly located at the corresponding
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Procedure getFollowingSection(scur, pcross, sprev, pcrossPrev, PCS, CS, CR, m,
t∆, α, o)
Input: current edge section scur, crossing pixel pcross of scur, previous edge
section sprev, crossing pixel pcrossPrev of sprev, set of port crossing
sections PCS, set of crossing sections CS, current crossing region CR,
polar vector magnitude m, direction difference threshold t∆, weight α of
sprev, offset of polar vectors o
Output: Following edge section sfollow that is a port-crossing section, a crossing
section or ∅ if no following section was found
1 sfollow ← ∅, the following edge section
2 Sincident ← all incident edge sections s of scur with s ∈ PCS or s ∈ CS that have
a crossing endpixel that is part of CR
3 ~scur ← −−−−−−−−−−−−−−−→p(cross−o−m)p(cross−o), polar vector of scur
4 if sprev 6= ∅ then
5 ~sprev ← −−−−−−−−−−−−−−−−−−−−−→p(crossPrev−o−m)p(crossPrev−o), polar vector of sprev
6 if ∆(~scur, ~sprev) < t∆ then
7 ~scur ← ~scur + α ∗ ~sprev
8 ∆min ← −1, minimum direction difference
9 for Every edge section si ∈ Sincident do
10 pi ← the crossing pixel that is part of CR
11 ~si ← −−−−−−−−−−→p(i+o)p(i+o+m), polar vector of si
12 if ∆(~scur, ~si) < ∆min or ∆min = −1 then
13 ∆min ← ∆(~scur, ~si)
14 sfollow ← si
15 return sfollow
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Figure 4.29: (a) A binary graph with resolution 113 × 111. (b) The classified skeleton
determined with Procedure edgeClassification. The edge sections are labeled
with numbers.
crossing. In lines 4-7 of Procedure getFollowingSection we determine the final polar
vector ~scur by taking the previous polar vector ~sprev into account with vector addition.
Figure 4.30 illustrates why we only consider ~sprev if ∆(~scur, ~sprev) is smaller than t∆.
Suppose we started at port-crossing section “1”, determine “2” as the following section
and now we want to determine the following section of “2”. However, as ∆(~1,~2) = 90◦,
if we add ~1 and ~2 as in line 7 of Procedure getFollowingSection (illustrated by the green
polar vector of Fig. 4.30(b)), it can happen that due to the influence of ~1, “4” is chosen as
the following section of “2”, which is obviously false. We have observed good results with
using t∆ = 80◦. The weighting of ~sprev with α is used to reduce the influence of ~sprev
on ~scur as we have observed false results without the weighting. As a rule of thumb, we
suggest to use higher values of α like 0.7 for graphs where the edges are drawn as straight
lines. For graphs where the edges are drawn as arbitrary Jordan curves, we suggest to
use α = 0.3.
Finally, in lines 9-14 of Procedure getFollowingSection, we chose the edge section with
the minimum direction difference as the following section. Note that we only consider
crossing or port-crossing sections as suitable following sections (see line 2), as any edge
section with a miscellaneous endpixel can never reach a node, e. g., sections “2” and “3”
of Fig. 4.29(b) are no suitable following sections of “1”.
Note that the idea to use matching in a straight-forward manner for crossing dissolution
is not possible. As we will see later, the reason for this is that a crossing region can have an
odd number of incident edge sections, e. g., see Fig. 4.32. Additionally, a crossing region
can have an even number of incident edge sections, but a single edge section cannot be
“matched” exclusively with another edge section, e. g., edge section “1” of Fig. 4.31 is part
of all three recognized edges. In both cases, matching would yield a false result.
Returning to the description of Procedure edgeFollowing, in line 24-25 we add a recog-
nized edge if the successive following of edge sections has reached a node. In lines 26-27
we repeat the same process from lines 8-25 for every unused crossing section. A crossing
section s is unused if there is no recognized edge  ∈ E with s ∈ . This is necessary
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Figure 4.30: (a) A binary graph with resolution 65 × 83. (b) The classified skeleton de-
termined with Procedure edgeClassification. Some edge sections are labeled
with numbers. The red arrows show the polar vectors used for the crossing
dissolution of crossing section “2”. The blue arrow is the polar vector of “1”
and the green arrow is the vector sum of “1” and “2”.
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Figure 4.31: (a) A binary graph with resolution 89 × 73. (b) The classified skeleton
determined with Procedure edgeClassification with tmin = 4. The edge
sections are labeled with numbers.
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Figure 4.32: (a) A binary graph with resolution 98 × 82. (b) The classified skeleton
determined with Procedure edgeClassification with tmin = 4. The edge
sections are labeled with numbers.
because more than one edge respectively recognized edge may use the same port-crossing
section to reach a node, e. g., consider Fig. 4.32 for an illustration. Suppose that by start-
ing at every port crossing section, up to line 25 Procedure edgeFollowing has determined
the following set of recognized edges E = {(“1”,“2”,“3”), (“3”,“4”,“5”), (“5”,“4”,“3”)}. Hence,
crossing section “6” is unused and consequently, the upper-leftmost edge of Fig. 4.32(a)
is not recognized. The reason for this is that starting at “1” leads to the recognized edge
(“1”,“2”,“3”), starting at “3” leads to (“3”,“4”,“5”) and starting at “5” leads to (“5”,“4”,“3”).
To avoid a false negative edge, we start at every unused crossing section in line 26, i. e.,
“6”, and traverse edge sections in direction of both endpixels to find further recognized
edges. In case of Fig. 4.32(b) this leads to the recognized edge (“5”,“6”,“1”) by start-
ing at crossing section “6”. Apart from the duplicate recognized edges (“3”,“4”,“5”) and
(“5”,“4”,“3”) from the lower-leftmost to the lower-rightmost node, we have correctly rec-
ognized all edges. To get the correct result, we discard duplicate recognized edges in
lines 27-28 of Procedure edgeFollowing. This is necessary because we start from every
port-crossing section, which corresponds to both ports of an edge. Hence, ideally we
recognize every edge twice, e. g., in Fig. 4.26 after line 27 the set of recognized edges
is E = {(“6”), (“1”,“3”,“5”), (“5”,“3”,“1”), (“2”,“3”,“4”), (“4”,“3”,“2”)}, i. e., we have two dupli-
cates which need to be removed. Note that the simple strategy of counting the number
of port-crossing sections i and determining the number of the resulting recognized edges
i/2 usually fails, as more than one edge respectively recognized edge may use the same
port-crossing section to reach a node, e. g., in Fig. 4.31 all three recognized edges contain
port-crossing section “1”.
In summary, the following algorithm recognizes the edges of a graph. Let Gbin be a
binary graph, N the set of recognized nodes and nprune, tmin, tlength, melong, k, tloop,
m, α, o the parameters of Procedure skeletonization, Procedure edgeClassification and
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Procedure edgeFollowing, respectively.
Algorithm 9: Topology Recognition(Gbin, N , nprune, tmin, tlength,melong, k, tloop,
m, t∆, α, o)
Input: Binary graph image Gbin, set of recognized nodes N , nprune, tmin, tlength,
melong, k, tloop, m, t∆, α, o
// Determine pruned 4-connected skeleton of Gbin
1 SK ←skeletonization(Gbin, nprune)
// R = set of results of edge classification
2 R ← edgeClassification(SK, N , tmin, tlength, melong, k)
// Determine recognized edges
3 E ← edgeFollowing(TS, PCS, CS, CR, tloop, m, α, o)
4 return E
Figure 4.33 shows two graphs where the edges were correctly recognized with Algo-
rithm 9. The majority of false results of the algorithm originate from two features of a
graph, which are many edges that cross in a small area and edges that cross in small
angles. For the graph of Fig. 4.34 both features lead to the recognition of false positive
edges, as shown in Fig. 4.34(c). The reason for this result is that if many edges cross
in a small area, we have observed that in the classified skeleton, edge sections often
do not “display” the direction of their corresponding edges adequately, instead they are
“distorted”. Additionally, if edges cross in small angles, the decision which edge section
is chosen as the following section in Procedure getFollowingSection can be ambiguous.
As examples for these issues consider the magnified parts of Figs. 4.34(b), Fig. 4.49(b),
Fig. 4.50(b) or Fig. 4.51(b) where our algorithm recognized false positive edges. In case
of the two false positive edges with a visible bend of Fig. 4.34(b) our algorithm has
chosen a wrong following section at the point of the bend due to the distorted edge
sections. The almost straight false positive edge in Fig. 4.34(b) shows a different issue,
which is the recognition of a false positive multi-edge. As Algorithm 9 starts from every
port section, it ideally recognizes each edge twice and thus we filter duplicate recognized
edges in Procedure edgeFollowing. However, in this case Procedure edgeFollowing does
not traverse exactly the same edge sections when starting from both port sections of the
same edge. As a result of this, the recognized edges are not equivalent, but differ in a
single edge section and are consequently not identified as duplicates. A possible task for
future work would be to not only remove duplicates, but also recognized edges that are
“almost identical”. False results are also to be expected if an edge significantly changes
its direction close to the crossing with another edge, as for example shown in Fig. 4.35.
Port section “2” of Fig. 4.35(b) is chosen as the following section of “1” because the di-
rection difference between the polar vectors of “1” and “4” (≈ 61.6◦) is larger than the
difference between “1” and “2” (≈ 45.8◦). Hence, we have a false positive edge consisting
of edge sections “1” and “2”. In general, we have observed that if our algorithm makes a
mistake, the result is far more often a false positive edge than a false negative edge. This
observation was foreseeable, as in order to result in a false negative edge e, our algorithm
has to traverse false edge sections when starting at both port sections of e.
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Figure 4.33: Edge recognition with Algorithm 9 with parameters nprune = 4, tmin = 20,
tlength = 15, melong = 20, k = 100, tloop = 20, m = 20, t∆ = 80◦, α = 0.7,
o = 2. (a) A graph drawn by David Eppstein [34] with resolution 279×227.
(b) The correctly recognized graph with 16 nodes and 29 edges. (c) A graph
drawn by Christian Bachmaier at the 22nd Symposium on Graph Drawing
2014, with resolution 572× 738. (d) The correctly recognized graph with 5
nodes and 5 edges.
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Figure 4.34: Edge recognition with Algorithm 9 with parameters nprune = 5, tmin = 20,
tlength = 15, melong = 20, k = 100, tloop = 20, m = 20, t∆ = 80◦, α = 0.7,
o = 2. (a) A graph with 12 nodes and 24 edges with resolution 348 × 348.
(b) The classified skeleton. (c) The recognized graph with 12 nodes and 32
edges. 3 of the 8 false positive edges are drawn bold red.
(a)
1 2
3 4
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Figure 4.35: Edge recognition with Algorithm 9 with parameters nprune = 5, tmin = 20,
tlength = 15, melong = 20, k = 100, tloop = 20, m = 20, t∆ = 80◦, α = 0.7,
o = 2. (a) A graph with resolution 91× 61. (b) The classified skeleton. The
edge sections are labeled with numbers. (c) The recognized graph with 4
nodes and 3 edges. The single false positive edge is drawn bold red.
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4.3.1 Experimental Results
Now let us discuss experimental results we have observed when recognizing the topology
of a graph. Figures 4.36-4.48 show different computer- and hand-drawn graphs where all
edges were correctly recognized, i. e., there are no false positive or false negative edges. A
first important experimental result is that validating the result of the topology recogni-
tion is difficult. Essentially, we have to solve the graph isomorphism problem to validate
the correctness of the result. Suppose the graph that we want to recognize is given in a
computer processable format, then we could run any graph isomorphism algorithm and
check if the graph was correctly recognized. However, for OGR we explicitly assume that
the graph is only given as a drawing as otherwise the whole graph recognition is point-
less. Hence, one possibility of validating the correctness of the graph recognition is to
compare the drawing of the graph that was recognized with a drawing of the recognized
graph. As we will see in the Postprocessing phase, we think that this is only feasible for
a human being if the recognized graph is drawn such that it resembles the graph that
was recognized as much as possible. In a nutshell, this means that we place the nodes at
the position they were recognized at, and that we draw the recognized edges along the
edge sections they consists of. Even for relatively small graphs, as for example Fig. 4.39,
validating the result is not trivial and for larger graphs, as for example Fig. 4.48, validat-
ing the result becomes very difficult, tedious and error-prone. When we try to validate
a recognized graph, our approach is to manually scan the drawing of the recognized
graph for two main error indicators, which are irregularities in the “routing” of edges like
sudden changes in direction and for edges that are “drawn thicker” than the remaining
edges of the graph. The former feature can for example be seen in the magnified part of
Fig. 4.49(b) and is often a good indicator that our algorithm has problems during cross-
ing dissolution and chooses wrong following edge sections. Thick edges in the drawing
of the recognized graph are often an indicator for a falsely recognized multi-edge. They
occur because we do not draw a recognized edge  exactly along every pixel of , but
only add a bend every i-th pixel. Hence, two recognized edges  and ′ are only drawn as
exactly the same curve if they are equivalent. However, this is not possible as we filter
equivalent recognized edges. If  and ′ have many common edge sections, but differ in
some edge sections, then the bends are most likely not chosen at the same points. This
leads to the aforementioned thicker drawn edges. As an example consider the magnified
part of Fig. 4.34(c) that shows a thick drawn edges that results from a falsely recognized
multi-edge.
Figures 4.49-4.53 show the limits of our algorithm. Due to the large amount of crossing
edges in a small area and small crossing angles the recognized graphs include many false
positive edges. However, we think that tracing the path of an edge in these graphs is
also hard for a human being.
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Figure 4.36: Edge recognition with Algorithm 9 with parameters nprune = 5, tmin = 5,
tlength = 15, melong = 20, k = 100, tloop = 20, m = 20, t∆ = 80◦, α = 0.7,
o = 2. (a) A graph with resolution 451× 448. (b) The correctly recognized
graph with 16 nodes and 43 edges.
(a) (b)
Figure 4.37: Edge recognition with Algorithm 9 with parameters nprune = 5, tmin = 5,
tlength = 15, melong = 20, k = 100, tloop = 20, m = 20, t∆ = 80◦, α = 0.3,
o = 2. (a) A graph with resolution 749×704 drawn with the lombardi spring
embedder from [20]. (b) The correctly recognized graph with 31 nodes and
50 edges.
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Figure 4.38: Edge recognition with Algorithm 9 with parameters nprune = 5, tmin = 5,
tlength = 15, melong = 20, k = 100, tloop = 20, m = 20, t∆ = 80◦, α = 0.7,
o = 2. (a) A graph with resolution 683× 553. (b) The correctly recognized
graph with 9 nodes and 11 edges.
(a) (b)
Figure 4.39: Edge recognition with Algorithm 9 with parameters nprune = 5, tmin = 15,
tlength = 15, melong = 20, k = 100, tloop = 20, m = 20, t∆ = 80◦, α = 0.7,
o = 2. (a) A graph with resolution 916× 970. (b) The correctly recognized
graph with 8 nodes and 25 edges.
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Figure 4.40: Edge recognition with Algorithm 9 with parameters nprune = 5, tmin = 20,
tlength = 15, melong = 20, k = 100, tloop = 20, m = 20, t∆ = 80◦, α = 0.7,
o = 2. (a) A graph with resolution 1767×1519. (b) The correctly recognized
graph with 11 nodes and 22 edges.
(a) (b)
Figure 4.41: Edge recognition with Algorithm 9 with parameters nprune = 5, tmin = 15,
tlength = 15, melong = 20, k = 100, tloop = 20, m = 20, t∆ = 80◦, α = 0.7,
o = 2. (a) A graph with resolution 2000 × 2185. Used by courtesy of FC
Bayern München AG. (b) the correctly recognized graph with 87 nodes and
103 edges.
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Figure 4.42: Edge recognition with Algorithm 9 with parameters nprune = 5, tmin = 25,
tlength = 15, melong = 20, k = 100, tloop = 20, m = 20, t∆ = 80◦, α = 0.3,
o = 2. (a) A graph with resolution 595× 800. (b) The correctly recognized
graph with 18 nodes and 30 edges.
(a) (b)
Figure 4.43: Edge recognition with Algorithm 9 with parameters nprune = 5, tmin = 15,
tlength = 15, melong = 20, k = 100, tloop = 20, m = 20, t∆ = 80◦, α = 0.2,
o = 2. (a) A graph with resolution 802×1284. (b) The correctly recognized
graph with 17 nodes and 14 edges.
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Figure 4.44: Edge recognition with Algorithm 9 with parameters nprune = 5, tmin = 15,
tlength = 15, melong = 20, k = 100, tloop = 20, m = 20, t∆ = 80◦, α = 0.3,
o = 2. (a) A graph with resolution 670× 703 drawn by Markus Kriegl. (b)
The correctly recognized graph with 6 nodes and 8 edges.
(a) (b)
Figure 4.45: Edge recognition with Algorithm 9 with parameters nprune = 5, tmin = 15,
tlength = 15, melong = 20, k = 100, tloop = 20, m = 20, t∆ = 80◦, α = 0.7,
o = 2. (a) A graph with resolution 1109×1071 drawn by Mereke van Garden
at the 22nd Symposium on Graph Drawing 2014 (b) the correctly recognized
graph with 28 nodes and 39 edges.
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Figure 4.46: Edge recognition with Algorithm 9 with parameters nprune = 5, tmin = 15,
tlength = 15, melong = 20, k = 100, tloop = 20, m = 20, t∆ = 80◦, α = 0.7,
o = 2. (a) A graph with resolution 668×688 drawn by Thomas Stadler. (b)
The correctly recognized graph with 7 nodes and 15 edges.
(a) (b)
Figure 4.47: Edge recognition with Algorithm 9 with parameters nprune = 5, tmin = 15,
tlength = 15, melong = 20, k = 100, tloop = 20, m = 20, t∆ = 80◦, α = 0.3,
o = 2. (a) A graph with resolution 971 × 936. (b) the correctly recognized
graph with 23 nodes and 58 edges.
210 4 Topology Recognition
(a)
(b)
Figure 4.48: Edge recognition with Algorithm 9 with parameters nprune = 5, tmin = 15,
tlength = 15, melong = 20, k = 100, tloop = 20, m = 20, t∆ = 80◦, α = 0.3,
o = 0. (a) A graph with resolution 1500×1098. (b) the correctly recognized
graph with 70 nodes and 108 edges.
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Figure 4.49: Edge recognition with Algorithm 9 with parameters nprune = 5, tmin = 20,
tlength = 15, melong = 20, k = 100, tloop = 20, m = 20, t∆ = 80◦, α = 0.7,
o = 2. (a) A graph with 30 nodes and 100 edges with resolution 1460×1054.
(b) The classified skeleton. (c) The recognized graph with 30 nodes and 156
edges. One of the false positive edges is drawn bold red.
212 4 Topology Recognition
(a) (b)
(c)
Figure 4.50: Edge recognition with Algorithm 9 with parameters nprune = 5, tmin = 20,
tlength = 15, melong = 20, k = 100, tloop = 20, m = 20, t∆ = 80◦, α = 0.7,
o = 2. (a) A graph with 88 nodes and 187 edges with resolution 1764×1568.
(b) The classified skeleton. (c) The recognized graph with 88 nodes and 229
edges.
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Figure 4.51: Edge recognition with Algorithm 9 with parameters nprune = 5, tmin = 20,
tlength = 15, melong = 20, k = 100, tloop = 20, m = 20, t∆ = 80◦, α = 0.7,
o = 2. (a) A graph with 10 nodes and 40 edges with resolution 885 × 620.
(b) The classified skeleton. (c) The recognized graph with 10 nodes and 44
edges. The four false positive edges are drawn bold red.
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Figure 4.52: Edge recognition with Algorithm 9 with parameters nprune = 5, tmin = 20,
tlength = 15, melong = 20, k = 100, tloop = 20, m = 20, t∆ = 80◦, α = 0.7,
o = 2. (a) A graph with 17 nodes and 12 with resolution 851×317. (b) The
classified skeleton. (c) The recognized graph with 17 nodes and 13 edges.
The single false positive edge is drawn bold red.
(a) (b)
Figure 4.53: Edge recognition with Algorithm 9 with parameters nprune = 5, tmin = 20,
tlength = 15, melong = 20, k = 100, tloop = 20, m = 20, t∆ = 80◦, α = 0.7,
o = 2. (a) A graph with resolution 2008 × 2450 with 240 nodes and 296
edges. (b) The recognized graph with 240 nodes and 301 edges. The five
false positive edges are drawn bold red.
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(a) (b)
Figure 4.54: (a) A graph with directed edges with resolution 1088 × 1248. (b) The cor-
rectly recognized graph with 5 directed and 1 undirected edges.
The recognition of directed edges can be seen as a postprocessing step in the Topol-
ogy Recognition phase, as it is done after the edges of a graph have been recognized.
Our approach is focused on recognizing arrowheads commonly used to depict the direc-
tion of an edge, e. g., Fig. 4.54 shows a graph with directed edges. We have observed
that an arrowhead typically leads to a crossing-misc section in the classified skeleton.
Then, we determine the following edge section for every crossing-misc section with Pro-
cedure getFollowingSection. Let sarrow be the crossing-misc section of an arrowhead and
sfollow its determined following edge section. If sfollow is part of a recognized edge, we
compare the directions of the polar vectors ~sarrow and ~sfollow, and if they are similar,
we direct the recognized edge. Let  = (s1, . . . , sl) be a recognized edge,  is directed
to s1 (sl) if the corresponding edge is directed to the node incident to s1 (sl). For an
illustration see Fig. 4.55, where Algorithm 9 found a single recognized edge 1 = (“1”,
“3”). As Fig. 4.55(b) shows, the arrowhead has lead to the crossing-misc sections “2”
and “4”. Suppose we start with “2” and determine “1” as the following section based on
the depicted polar vectors. “1” is part of 1 and as the polar vectors of “1” and “2” have
similar directions, we direct 1 to “1”. When considering “4”, we would also direct 1 to
“1”. Formally, let scm be a crossing-misc section and let  = (s1, . . . , sj , sk, . . . , sl) with
sj 6= sk, j < k be the recognized edge incident to smc where sj , sk are the two possible
following edge sections of scm when  is reached. Then, we direct  to s1 if sj is the
following edge section of scm and to sl otherwise. By this definition we can only direct
a recognized edge consisting of at least two edge sections, e. g., the recognized edge of
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Figure 4.55: (a) A graph with one directed edge with resolution 74×26. (b) The classified
skeleton. Edge sections are labeled with numbers. The red arrows show the
polar vectors used for determining the direction of the recognized edge (“1”,
“3”).
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Figure 4.56: (a) A graph with one directed edge with resolution 74×26. (b) The classified
skeleton. Edge sections are labeled with numbers. The red arrows show the
polar vectors used for determining the direction of the recognized edge (“1”,
“3”).
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Figure 4.57: (a) A graph with one directed edge with resolution 74×26. (b) The classified
skeleton. Edge sections are labeled with numbers. The red arrows show the
polar vectors used for determining the direction of the recognized edge (“1”).
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Figure 4.58: (a) A graph with one directed edge with resolution 74×26. (b) The classified
skeleton. Edge sections are labeled with numbers. The red arrows show the
polar vectors used for determining the direction of the recognized edge (“1”).
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Figure 4.59: (a) A graph with resolution 74× 26. (b) The classified skeleton determined
with Procedure edgeClassification. Edge sections are labeled with numbers.
The red arrows show the polar vectors of “4” and its nearest recognized edge.
Fig. 4.55(b). Take note, that if an edge section of an arrowhead is incident to an edge
section of a recognized edge , then  always consists of at least two edge sections, because
the crossing with the arrowhead separates the edge sections in the classified skeleton. For
Fig. 4.55(b) this means, that without the arrowhead, there would only be a single trivial
edge section consisting of “1”, the crossing region and “3”.
Due to spurs in the skeleton, it can happen that an arrowhead does not lead to a
crossing-misc section, but to a crossing section that is incident to a recognized edge.
This situation is illustrated in Fig. 4.56(b), where the arrowhead has lead to the crossing
sections “2” and “4” that are incident to the recognized edge, and the crossing-misc
sections “5”-“8” that are not incident to any recognized edge. In order to still recognize
the direction of the recognized edge, we also apply the same process as described before
for every crossing section that is not part of any recognized edge. It is important to do
this only for crossing sections that are not part of any recognized edge, as otherwise a
crossing section that result from crossing edges would also lead to a directed recognized
edge. Note that crossing sections such as “2” and “4” of Fig. 4.56(b) can never be part
of a recognized edge because in Procedure edgeFollowing of Algorithm 9 if “2” is chosen
as the following section sfollow, then Procedure edgeFollowing automatically gets “stuck”
as neither “5” nor “6” are suitable following sections of “2”. An analogous argumentation
holds for crossing section “4” of Fig. 4.56(b).
The aforementioned approach is well able to recognize directed edges if the edge sec-
tions of the arrowheads are incident to edge sections of recognized edges. However,
according to our opinion the most common way of drawing directed edges, i. e., the ar-
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rowheads are drawn at the ports of the edges, can lead to edge sections of arrowheads
that are not incident to any edge section of a recognized edge. Figure 4.57 shows an
example for this situation, where Algorithm 9 found a single recognized edge 1 = (“1”),
but the edge sections of the arrowhead are not incident to any section of 1. In this case
we determine the nearest recognized edge of every port-misc section. Let N be a recog-
nized node, spm a port-misc section incident to N and EN the set of recognized edges
that are incident to N , then the nearest recognized edge  ∈ EN of spm is the recognized
edge with the minimum Euclidean distance between the port pixel of spm and the port
pixel of  that is adjacent to N . In Fig. 4.57(b) the nearest recognized edge of “2” and “3”
is 1. The next step is to compare the polar vector of spm in the immediate vicinity of
N with the polar vector of the nearest recognized edge  of spm. If the polar vectors are
similar, we direct  to N . Again, due to spurs in the skeleton, this is also done for every
port-crossing section that is not part of any recognized edge, as illustrated in Fig. 4.58.
Let N be the set of recognized nodes, E the set of recognized edges, CR the set of
crossing regions, PCS the set of port-crossing sections, CS the set of crossing sections,
CMS the set of crossing-misc sections and PMS the set of port-misc sections. Fur-
thermore, let tlength ∈ N be the minimum length an edge section of an arrowhead must
have, m ∈ N be the magnitude of the polar vectors, t∆ ∈ N0 with 0◦ ≤ t∆ ≤ 180◦ the
maximum accepted direction difference between the polar vector of an edge section of
an arrowhead and the polar vector of an edge section of a recognized edge, and o ∈ N0
the offset when determining polar vectors. Then we recognize edge directions with Pro-
cedure recognizeEdgeDirection.
In lines 1-10 of Procedure recognizeEdgeDirection we process edge sections of arrow-
heads that are incident to an edge section of a recognized edge, e. g., the arrowheads of
Figs. 4.55 and 4.56. Lines 11-20 handle arrowheads like the one of Figs. 4.57 and 4.58
that are not incident to an edge section of a recognized edge. The parameter tlength is
necessary to avoid that spurs in the classified skeleton are falsely recognized as arrow-
heads. Figure 4.59 shows a graph with a single recognized edge 1 =(“1”, “2”) where
the classified skeleton contains two spurs, i. e., crossing-misc section “3” and port-misc
section “4”. Without a length threshold tlength, “3” would be recognized as an arrowhead
and would result in 1 being directed to “2”, which is obviously false. We have observed
good results with tlength = 10. As we have stated in the Segmentation phase, the recog-
nition of the recognized nodes can be inexact, which can lead to larger spurs that are not
discarded due to their length. Suppose port-misc section “4” of Fig. 4.59(b) has a length
≥ tlength. Then 1 is the nearest recognized edge of “4” and hence, 1 would be directed
to “1” because of “4”. To avoid this false result, we use a direction threshold t∆ and only
direct a recognized edge if the direction difference in lines 7 and 17 of Procedure recog-
nizeEdgeDirection is smaller than t∆. We have observed good results with t∆ = 70◦, for
example this value prevents 1 being directed to “1” because of “4” in Fig. 4.59(b), as the
direction difference between the two depicted polar vectors is ≈ 135◦. For a description
of the other parameters m and o see Procedure getFollowingSection. We suggest to use
m = 20 and o = 2.
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Procedure recognizeEdgeDirection(N , E , CR, PCS, CS, CMS, PMS, tlength,
m, t∆, o)
Input: Set of recognized nodes N , set of recognized edges E , set of crossing
Regions CR, set of port-crossing sections PCS, set of crossing sections
CS, set of crossing-misc sections CMS, set of port-misc sections PMS,
length threshold tlength, polar vector magnitude m, direction difference
threshold t∆, offset of polar vectors o
1 for Every section s = (pcross, . . . , pmisc), s ∈ CMS with length ≥ tlength do
2 CR← the crossing region ∈ CR incident to pcross
3 ~s← −−−−−−−−−−−−−−→p(port+o+m)p(port+o)
4 sfollow ← getFollowingSection(s, pcross, ∅, ∅,PCS, CS, CR, m, t∆, 0, o)
5 qcross ← the crossing pixel of sfollow incident to pcross
6 ~sfollow ← −−−−−−−−−−−−−−−→q(cross+o)q(cross+o+m)
// Recognized edge found, direct it
7 if sfollow ∈  for any  ∈ E and ∆(~s,~sfollow) ≤ t∆ then
8 direct  to sfollow
9 for Every section s ∈ CS that is not part of any  ∈ E with length ≥ tlength do
10 Determine if s directs a recognized edge analogous to lines 2-8
11 for Every s = (pport, . . . , pmisc), s ∈ PMS with length ≥ tlength do
12 N ← N ∈ N with s is incident to N
13 ~s← −−−−−−−−−−−−−−→p(port+o+m)p(port+o)
14 ← nearest recognized edge (s1, . . . , sl) of s
15 sport ← (qport, . . . , q) the edge section of  that is incident to N
16 ~sport ← −−−−−−−−−−−−−−→q(port+o+m)q(port+o)
17 if ∆(~s,~sport) ≤ t∆ then
18 direct  to sport
19 for Every section s ∈ PCS that is not part of any  ∈ E with length ≥ tlength do
20 Determine if s directs a recognized edge analogous to lines 12-18
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4.4.1 Experimental Results
Figures 4.60-4.66 show various computer- and hand-drawn graphs, where all directed
edges were correctly recognized by Procedure recognizeEdgeDirection. Generally speak-
ing, the recognition of directed edges works better if the arrowheads are drawn as lines,
e. g., as in Fig. 4.61, than if the arrowheads are drawn as solid objects like triangles,
as in Fig. 4.60. The reason for this is illustrated in Fig. 4.67 where the direction of a
single edge was not correctly recognized. If arrowheads are drawn as solid objects, the
skeleton often only contains a very small edge section corresponding to the arrowhead, as
shown in the magnified part of Fig. 4.67(b). Additionally, what makes this issue worse is
that these edge sections often do not represent the intended direction of the arrowhead
adequately. In Fig. 4.67(b) this means that even with a very low threshold tlength = 2 of
Procedure recognizeEdgeDirection, the polar vector of the magnified crossing-misc sec-
tion does not clearly indicate whether the edge is directed “upwards” or “downwards”.
Furthermore, if an arrowhead is drawn as a solid object it can be falsely recognized as
a node or as part of a node, for example as shown in the magnified part of Fig. 4.68.
Consequently, we suggest to draw arrowheads as lines, which is especially convenient for
hand-drawn graphs because drawing arrowheads as solid object is a tedious task.
Drawing a graph with directed edges also has side effects on other algorithms we use
for OGR. As the arrowheads result in crossing-misc or port-misc sections in the classi-
fied skeleton, these sections are elongated by Procedure elongateEdgeSections and can
possibly lead to false results like the recognition of false positive edges. This has oc-
curred in Fig. 4.70. The two rightmost magnified parts of Fig. 4.70(b) show that an edge
section of an arrowhead has been elongated and a recognized node was encountered, as
shown in the rightmost magnified part of Fig. 4.70(b). Hence, as Fig. 4.70(b) shows,
a false positive multi-edge was recognized. As a result of this, we suggest to use lower
values for the length of elongated lines k in Procedure elongateEdgeSections for graphs
with directed edges or not to use Procedure elongateEdgeSections at all. Arrowheads
can also be the cause of false negative edges, as shown in the three leftmost magnified
parts of Fig. 4.70(b). Both edges do not meet their incident nodes and their respective
arrowheads are drawn directly at the end of the edge (as in the bottommost magnified
parts of Fig. 4.70(b)) or close to the end of the edge (as in the topmost magnified part of
Fig. 4.70(b)). In the first case, there is no edge section that could be elongated with Pro-
cedure elongateEdgeSections and in the second case, the crossing misc section is smaller
than the length threshold tlength of Procedure elongateEdgeSections. Consequently, both
cases result in a false negative edge. The recognition of directed edges can also fail for
graphs with a small resolution, as Fig. 4.69 shows. Even if during skeletonization (Pro-
cedure skeletonization) pruning was not used, the classified skeleton contains no edge
section corresponding to the magnified arrowhead of Fig. 4.69(a). The same graph given
with a higher resolution, see Fig. 4.69(d), is correctly recognized as all arrowheads lead to
edge sections in the classified skeleton. Concerning pruning (Procedure pruning) we sug-
gest to use a low number of pruning iterations if pruning is used at all, because pruning
can potentially remove the edge sections corresponding to arrowheads from the skeleton
of a graph with directed edges.
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(a) (b)
Figure 4.60: Result of Procedure recognizeEdgeDirection with parameters tlength = 7,
m = 20, t∆ = 70◦, o = 2. (a) A graph with resolution 900 × 755. (b) The
correctly recognized graph with 10 nodes and 30 directed edges.
(a) (b)
Figure 4.61: Result of Procedure recognizeEdgeDirection with parameters tlength = 10,
m = 20, t∆ = 70◦, o = 2. (a) A graph with resolution 1126 × 834. (b)
The correctly recognized graph with 15 nodes, 20 directed and 2 undirected
edges.
(a) (b)
Figure 4.62: Result of Procedure recognizeEdgeDirection with parameters tlength = 10,
m = 20, t∆ = 70◦, o = 2. (a) A graph with resolution 1333× 1015. (b) The
correctly recognized graph with 7 nodes, 8 directed and 1 undirected edges.
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(a) (b)
Figure 4.63: Result of Procedure recognizeEdgeDirection with parameters tlength = 10,
m = 20, t∆ = 70◦, o = 2. (a) A graph with resolution 1567× 1035. (b) The
correctly recognized graph with 9 nodes and 6 directed edges.
(a) (b)
Figure 4.64: Result of Procedure recognizeEdgeDirection with parameters tlength = 10,
m = 20, t∆ = 70◦, o = 2. (a) A graph with resolution 1178× 1024. (b) The
correctly recognized graph with 9 nodes, 7 directed and 1 undirected edges.
(a) (b)
Figure 4.65: Result of Procedure recognizeEdgeDirection with parameters tlength = 10,
m = 20, t∆ = 70◦, o = 2. (a) A graph with resolution 2377 × 1760. (b)
The correctly recognized graph with 16 nodes, 14 directed and 14 undirected
edges.
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(a) (b)
Figure 4.66: Result of Procedure recognizeEdgeDirection with parameters tlength = 10,
m = 20, t∆ = 70◦, o = 2. (a) A graph with resolution 1097× 1085. (b) The
correctly recognized graph with 11 nodes and 21 directed edges.
(a) (b) (c)
Figure 4.67: Result of Procedure recognizeEdgeDirection with parameters tlength = 7,
m = 20, t∆ = 70◦, o = 2. (a) A graph with resolution 500 × 437. (b) The
classified skeleton. (c) The recognized graph with 8 nodes and 15 edges.
One directed edge was falsely recognized as being undirected.
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(a) (b) (c)
Figure 4.68: Result of Procedure recognizeEdgeDirection with parameters tlength = 10,
m = 20, t∆ = 70◦, o = 2. (a) A graph with resolution 1083 × 803. (b)
The classified skeleton. (c) The recognized graph with 17 nodes, 19 directed
and 1 undirected edges. There is a single false negative edge and a single
directed edge that was falsely recognized as an undirected edge.
(a) (b) (c)
(d) (e) (f)
Figure 4.69: Result of Procedure recognizeEdgeDirection of the same graph with param-
eters tlength = 7, m = 20, t∆ = 70◦, o = 2. The graph with (a) resolution
180× 150 and (d) resolution 700× 583. (b), (e) The classified skeletons. (c)
The recognized graph with 6 nodes, 2 directed and 1 undirected edges. (f)
The correctly recognized graph with 6 nodes and 3 directed edges.
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(a)
(b)
(c)
Figure 4.70: Result of Procedure recognizeEdgeDirection with parameters tlength = 10,
m = 20, t∆ = 70◦, o = 2. (a) A graph with resolution 1632× 1042. (b) The
classified skeleton. (c) The recognized graph with 23 nodes, 7 directed and
6 undirected edges. There are 2 false negative edges.
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4.5 Future Work and Perspectives
As discussed in Section 4.1 holes and irregular contours in a binary graph are problem-
atic because they can lead to many skeleton lines or distortions in the skeleton. This
can have negative effects on the whole Topology Recognition phase like the recognition
of false positive edges. One could examine if using other skeletonization algorithms can
reduce the frequency of occurrence of these features. See [58, 77] for surveys on skele-
tonization algorithms. Additionally, approaches for filling the holes in a binary graph
would probably have positive effects, especially for hand-drawn graphs.
The Edge classification in Section 4.2 could be improved by an automatic estimation of
the parameters, particularly the parameter for the minimum length of crossing sections
tmin because this parameter is dependant on the resolution of a graph and on the thickness
of the lines that represent the edges. The parameter tmin is used for the recognition of
small intermediate crossing sections that result from crossing edges. One could try to
remove the need for this parameter by detecting the intermediate crossing sections with
another approach. This would greatly improve the recognition of edges in Section 4.3
by reducing the probability of occurrence of false positive edges. Our current Edge
classification is based on a 4-connected skeleton but it could be generalized to 8-connected
skeletons and it could be examine if this has a positive effect on the Topology Recognition
phase.
As discussed in Section 4.3, our algorithm is more likely to result in false positive edges
than in false negative edges. A promising task for future work would be to concentrate
on the recognition of false positive edges. A possible approach would be to run Algo-
rithm 9 more than once with different parameter sets and to examine the similarities
and differences of the various results. A recognized edge that is recognized with many
different parameter sets could be an indicator that it is not a false positive edge. As
Algorithm 9 ideally determines two recognized edges for every edge of a graph, one could
also consider those recognized edges that are not found twice for a closer inspection.
A further task for future work is to investigate other methods for determining the
direction of an edge section in Algorithm 9. Currently we use polar vectors that are
based on the skeleton of the binary graph, but the direction of an edge section can also
be determined from the grayscale image of a graph with the help edge detectors like
the Canny edge detector [17]. Note that in this case the term “edge” does not refer to
the detection of the edges of a graph but to the detection of contours of objects from a
grayscale image. The basic idea of these approaches is that an area with abrupt local
changes in the gray value is probably corresponds to a contour [39, p.722]. For further
information on edge detectors refer to [39, Chapters 6,10], [16, Chapters 16,17] or [70].

Chapter 5 Postprocessing
As last phase of OGR, the Postprocessing phase receives the recognized graph as input
and its goal is to enrich the recognized graph with additional information. Figure 5.1
illustrates the input and result of this phase. Primarily, we draw the recognized graph
such that it resembles the graph that was recognized as much as possible and convert
the recognized graph into a computer processable format.
(a)
Recognized Graph G = {V,E}
with V = {v1, v2, v3, v4}
and E = {{v1, v2}, {v1, v3},
{v1, v4}, {v2, v4},
{v2, v4}, {v3, v4}}
(b)
(c)
Figure 5.1: (a) A hand-drawn graph with four nodes and six edges. (b) The recognized
graph, v1 − v4 referrs to the nodes of (a) starting from the leftmost node in
ascending order. (c) A drawing of (b).
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5.1 Feedback
To illustrate the purpose of this section consider the following example. Suppose we
want to recognize the graph G in Fig. 5.2(a). The result of an OGRalgorithm it the
corresponding topological representation Gresult. Now we want to check if G = Gresult,
i. e., if the graph was correctly recognized. For a human being, this is difficult to answer
only by means of Gresult and thus, we decide to draw Gresult. For this we generate several
drawings. For Grandom, shown in Fig. 5.2(b), we assign random coordinates to every node
and draw the edges as straight lines. For Gspring, shown in Fig. 5.2(c), we start with the
drawing of Grandom and use a spring embedder to generate a “better” drawing. According
to our opinion, with both Grandom and Gspring it is hard to tell if they are a drawing
of the same graph as Fig. 5.2(a). The graph of this example is relatively small and this
problem gets worse the larger the graph gets. To solve this issue we add information
Gresult, such that if G is correctly recognized a drawing generated from Gresult resembles
G as much as possible. This is illustrated in Fig. 5.2(d) where we added coordinates to
the nodes and drew the edges as polylines. The coordinates of the bends were extracted
from the recognized edges of Chapter 4. With the drawing of Fig. 5.2(d) it is possible to
check if G = Gresult and thus, that the graph was correctly recognized.
The node coordinates are determined in the Segmentation phase in Chapter 3. Let N
be a recognized node. If the hollow node recognition algorithm of Section 3.3 was used,
we choose the coordinate of N at the center of the detected circle that corresponds to
N . If the solid node recognition algorithm or the color node recognition from Section 3.1
and Section 3.2, respectively, was used, the coordinate of N is chosen as the centroid of
the recognized node that corresponds to N .
The coordinates of the bends of the polylines that represent the edges are determined
in the Topology Recognition phase in Chapter 4. Remember that every recognized edge
 consists of one or more edge sections and that every edge section consists of pixels from
the skeleton of a graph. Let E be the set of recognized edge and i ∈ N . Then for every
 ∈ E we add a bend at the coordinates of every i-th pixel of . To put it in other words,
a polyline that represents an edge is routed along the skeleton of a graph.
Additionally, we create a graphml file [14] including the coordinates of the nodes and
the bends, respectively, that can be used for further processing.
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(a) (b)
(c) (d)
Figure 5.2: A graph drawn by Sabrina Lehner (a). The recognized graph: (b) drawn with
random node coordinates and straight edges, (c) drawn with a Fruchtermann
& Reingold spring embedder and (d) drawn with node coordinates and edge
bends obtained during the recognition process.
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5.2 Labels
Suppose a graph is given along with a set of labels. Then a well studied problem in
Graph drawing is how to position each label in the drawing of the graph automatically.
This problem is called graph labeling [29]. Arguably the most important objectives of
graph labeling are to position the labels such that they do not overlap and that the
associated element of every label, i. e., the labeled node or edge, is easy to identify [29,85].
According to [29], the latter objective means that a label should be positioned close to,
but not overlapping the associated graph element. For further information on graph
labeling refer to [29,38,85]. For OGR, the graph labeling problem needs to be reversed,
i. e., we have to identify the location and the text of every label, and assign each label
to the correct element of a recognized graph. Optical Character Recognition (OCR)
considers the problem of recognizing texts in digital images [15,65], hence, our goal is to
assign the elements of a graph with the correct labels. Concerning node labels that are
written inside a hollow node, this is a trivial task. Let N be any recognized node with
node pixels Np, L be any recognized label with label pixels Lp. Then we can assign L to
the node where Lp ∩Np 6= ∅. Take note that if there are two distinct recognized nodes
A and B with pixels Ap, Bp and Ap ∩ Lp 6= ∅ ∧Bp ∩ Lp 6= ∅ then either Ap ∩Bp 6= ∅ or
L overlaps both A and B. Both cases violate the assumptions on a graph labeling from
the beginning of this section. If the node labels do not lie inside a hollow or solid node,
we assign L to the recognized node N with the minimal Euclidean distance between Lp
and Np. Similarly, concerning edge labels we suggest to assign every label to the closest
recognized edge.
Another important task is to remove the label pixels, i. e., the pixels the labels consist
of, from the graph. The reason for this is, that the label pixels interfere with the graph
recognition process. As labels are commonly of a darker color than the background,
i. e., often the same color as the graph, the binarization in the Preprocessing phase
probably classifies label pixels as foreground pixels. Hence, the Segmentation phase and
the Topology Recognition phase will assume them as graph pixels which can lead to false
results. As an example, consider Fig. 5.3 where the characters “a” and “e” of a label are
falsely recognized as two nodes connected with an edge. On the other hand, the graph
interferes with the OCR process and may lead to false or even no recognized characters.
In order to avoid false results there are two possible approaches for the recognition of
the labels. Either we can recognize the label pixels first, remove them from the graph
and then recognize the graph or we can recognize the graph first, remove all graph pixels
from the image and then recognize the labels. We strongly suggest to use the first
approach and perform the label recognition in the Preprocessing phase. To achieve this,
an OCR algorithm has to be used that can recognize the labels in an image where the
graph itself is still present. However, as we do not have access to such an algorithm,
we leave the recognition of the labels for future work and will now illustrate why the
label recognition has to be done before the recognition of the graph. For the following
examples, we have used the Tesseract Open Source OCR Engine (TOCR) [84]. TOCR
is capable of even recognizing the position of hand-written text. However, if the pixels
of a graph are still present in an image, we were unable to get satisfying results even for
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(a)
(b)
Figure 5.3: (a) A graph with an edge label, the four recognized nodes detected by the
hollow node recognition algorithm of Section 3.3 are highlighted with green
circles. (b) The falsely recognized graph.
computer generated graphs. For example TOCR recognizes no characters if the graph of
Fig. 5.4(a) is the input. For illustration suppose that we have recognized the graph pixels
of Fig. 5.4(b) in the Segmentation phase. If we remove all graph pixels from the image, as
shown in Fig. 5.4(c), and then run TOCR, all characters are recognized, as illustrated in
Fig. 5.4(b), and we have successfully detected all labels. However, this procedure is not
possible with our current OGR algorithm because due to the labels a correct recognition
of the graph pixels, often fails. The reason for this is that in the Segmentation phase,
labels can be mistakenly recognized as nodes. This problem is illustrated in Fig. 5.5
where we used the Circular Node Recognition algorithm of Section 3.3. As Fig. 5.5(c)
shows, a circle was found for every node but the problem is that each circle center lies
inside a contour that corresponds to a character and not to a node. As a result of this the
characters “O”, “Q” and “D” are recognized as nodes. In the case of the upper-rightmost
node, the closest containing contour of the detected circle is the triangular contour of the
character “A”. This contour has a high compactness value, hence the circle is discarded
as not corresponding to a node. This leads to the recognition of three recognized nodes
that are not connected to each other by edge pixels, as shown in Fig. 5.5(d). As a result
of this, our OGR algorithm recognizes a graph with three nodes and no edges, which
is obviously false. Generally, characters like “O”, “Q” and “D” are hollow regions with a
circular inner contour and thus can often lead to the recognition of false positive nodes.
We have observed similar problems for the recognition of solid nodes in Section 3.1 and
for the recognition of nodes based on the color in Section 3.2. Due to these problems
we suggest to recognize the labels of a graph in the Preprocessing phase and remove the
labels from the graph before the Segmentation phase.
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Figure 5.4: Illustration of how labels could be recognized after a graph was recognized.
(a) A graph with node and edge labels. (b) The graph pixels. (c) The binary
image of (a) where all pixels of (b) where removed. (d) Labels recognized by
TOCR. The recognized characters are marked with a red rectangle.
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(a) (b)
(c) (d)
Figure 5.5: (a) A binary graph with circular nodes and node labels. (b) The contour
image of (a). (c) Four circles detected with the Circular Node Recognition
algorithm of Section 3.3. The green circles are recognized as nodes and the
red circle is discarded as not corresponding to a node. (d) The classified
skeleton determined with the algorithm of Section 4.2. The node pixels are
drawn red.
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5.3 Future Work and Perspectives
If a graph is drawn with colors, then a possible task for future work is to assign the
elements of the recognized graph with the colors of the corresponding elements of the
graph that was recognized. This can be useful if the colors of a graph have a meaning.
For example, one could draw a graph such that all edges that do not cross with another
edge are drawn green and edges that cross with another edge are drawn red. If the
corresponding edges in the recognized graph are also colored green and red, then the
recognized graph resembles the input graph even more. A similar approach could be
used if the sizes of the nodes of a graph have a meaning. For example, one could draw
a graph such that nodes that have many incident edges are drawn larger than nodes
with few incident edges. By assigning the nodes of the recognized graph not all the
same size, but different sizes depending on their corresponding nodes in the input graph,
the information represented by the node sizes would also be depicted in the recognized
graph.
Chapter 6 Optical Graph Recognition
University Passau OGRup
Figure 6.1: The start screen of OGRuprunning on a Nexus 10 [3].
In order to experiment with our algorithms, we have implemented an OGR prototype
called OGRup (Optical Graph Recognition University of Passau). Initially it was imple-
mented as a desktop application using Java [67], but we soon realized that a desktop
version severely limits the usability of an OGR algorithm. Imagine you want to recog-
nize a graph with a standard desktop computer. First, you have to take a picture of
the graph, for example with a digital camera and transfer the picture to your computer.
Then, you will probably have to edit the picture of the graph such that it shows only
the graph, and finally you can run the OGR algorithm. This procedure is both tedious
and time consuming. Hence, we decided to utilize the possibilities of mobile devices and
focused on developing a prototype of OGRup for Android [40]. The main advantage of
using mobile devices is that a user can directly take a picture of a graph via the built in
camera of the device at hand, recognize the graph, and then use the result for further
processing. Figure 6.1 shows the start screen of our prototype. The leftmost magnified
button of Fig. 6.1 is used for recognizing photographed-graphs and Fig. 6.3 illustrates
this process by using a Nexus 10 tablet computer [3]. After taking a photo of a graph, we
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automatically launch a photo editor (see Fig. 6.3(b)) which is by default installed on a
modern mobile operating system like Android. With the photo editor, a user can easily
crop the photo such that it only shows the graph, as other objects like the pencils of
Fig. 6.3(a) could be mistaken as nodes or edges. Additionally, one could try to enhance
the photo in order to improve the recognition process, for example by changing the illu-
mination of the photo. After our OGR algorithm has processed the image, the results
of several OGR phase are displayed, e. g., the binary graph Fig. 6.3(d), the recognized
nodes Fig. 6.3(e) or the drawn recognized graph of the Postprocessing phase Fig. 6.3(f).
For a closer inspection of the results, the images can be zoomed and panned by stan-
dard touch-screen gestures. Currently OGRup contains implementations of the following
algorithms:
• Binarization with Algorithm 1 as described in Chapter 2
• Solid Node Recognition with Algorithm 2 as described in Section 3.1 of Chapter 3
• Solid Node Recognition with Algorithm 3 as described in Section 3.1 of Chapter 3
• (1, j)-colored Node Recognition with Algorithm 4 as described in Section 3.2 of
Chapter 3
• Hollow Nodes Recognition with Algorithm 7 as described in Section 3.3 of Chapter
3
• Hollow Nodes Recognition with Algorithm 8 as described in Section 3.3 of Chapter
3
• Topology Recognition with Algorithm 9 as described in Section 4.3 of Chapter 4
• Drawing the recognized graph and storing the result as a graphml file as described
in Section 5.1 of Chapter 5
All graphs that are shown in the various figures and illustrations of this thesis were
recognized with OGRup running on a Nexus 10 tablet computer. The photos of all graphs
were taken with the built in camera of the Nexus 10. We mostly used a resolution of
4.9 megapixels (2560 × 1920) for the photos. The observed running times of OGRup
ranged from a few seconds to a few minutes. The running time is very dependent on
the recognized graph, e. g., when recognizing a graph with resolution 1000 × 1000 that
contains only a single node that is drawn as a solid circular region with a radius of 500
pixels, then the skeletonization of Section 4.1 alone takes about 2 minutes.
The central magnified button of Fig. 6.1 is used for recognizing graphs that are already
stored on the mobile device. For the selection of the image file, we use a file browser as
shown in Fig. 6.2(a) that shows the OGRup folder. This folder also stores every graph
that was photographed with OGRup. Additionally, we create a folder results, as shown
in Fig. 6.2(a), where apart from the results of the phases, we store a graphml file [14] of
the recognized graph that can be used for further processing. Unfortunately, as far as we
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know, there is no generally accepted graphml standard and consequently, our generated
graphml file is specialized for the use with Gravisto [10].
The rightmost magnified button of Fig. 6.1 allows the configuration of the parameters
of our OGR algorithm as seen in Fig. 6.2(b). OGRup is compatible with all mobile devices
that run Android version Jelly Bean [41] and onwards. For digital image processing we
use the well established image processing library OpenCV version 2.4.9 for Android [4].
This library provides efficient implementations of digital image processing algorithms,
like Otsu’s method used in Chapter 2, the Hough transformation used in Section 3.3 or
k-means clustering used in Section 3.2.
Developing OGRup for mobile devices also has some disadvantages. A standard desktop
computer still has a more powerful hardware in terms of processing power and storage
because tablet computers are not designed to run computationally complex or memory
intensive tasks. Applications like navigation systems solve this by using cloud computing
with the necessity of being connected to the internet as tradeoff. While this could be
considered for future versions of OGRup, we have decided not to use cloud computing for
our prototype. While graphs with very high resolutions can lead to a running time of a
few minutes, the memory of tablet computers is the main hardware limitation for OGRup.
Modern mobile operating systems are intended to run many applications simultaneously,
hence, the available memory for a single application is severely limited in contrast to the
available memory for an application running on a desktop computer. While OGRup was
implemented as memory efficient as possible, it can run out of memory when processing
graphs with a very large resolution for example when the image of the graph was acquired
with a scanner.
240 6 Optical Graph Recognition University Passau OGRup
(a)
(b)
Figure 6.2: (a) The file browser of OGRup. (b) The settings menu of OGRup
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(a) (b)
(c) (d)
(e) (f)
Figure 6.3: Screenshots of the recognition of a photographed-graph with a Nexus 10 tablet
computer. (a) Taking a photo of the graph automatically launches (b) an im-
age editing software to (c) crop the image such that it only contains the
graph. (d)- (f) Results of some phases of OGR. (d) Result of the Preprocess-
ing phase, (e) the recognized nodes of the Segmentation phase and (f) the
recognized graph.

Chapter 7 General Experimental Results
Developing algorithms for OGR can be a difficult task due to an uncertainty of the
possible inputs, as there are numerous varying ways of drawing graphs. Hence, a set of
different graphs drawn by different means is very helpful for developing and testing new
OGR algorithms. While it was relatively easy to acquire computer-drawn graphs, for
example, from papers dealing with graphs or by doing an image search with any web
search engine, acquiring hand-drawn graphs proved to be more difficult. Initially, we
often drew graphs by hand ourselves. However, a problem with our own graphs is that
as we know the details of our recognition algorithms, we are biased and can intentionally
avoid features of a drawing that can lead to a wrong recognition. We are confident that
we can draw any graph such that OGRup correctly recognizes the graph or such that a
correct recognition is not possible even with extensive parameter calibration. As a result
of this, we asked fellow colleagues, friends or family members to draw graphs. Some of
these graphs were shown in previous chapters along with the results of our algorithms.
In this chapter, we will describe two approaches were we tried to acquire large sets of
computer- and hand-drawn graphs. For computer-drawn graphs, we took a set of publicly
available graphs and generated drawings with the help of graph drawing algorithms. For
hand-drawn graphs we performed an ex post facto analysis. We asked students to draw
a graph by hand without telling them that they were drawing a graph and what we
intended to do with the graph drawing. At this point, we want to express our gratitude
to Christina Hanauer [42], Janet Siegmund [79], and Kathrin Hanauer [43] for sharing
their expertise and helping us with the design of the ex post facto analysis.
First, let us consider computer-drawn graphs. For this, we used the Rome graphs [5],
which are undirected graphs with 10 to 100 nodes. As far as we know, the rome graphs
are only available as graphml files, hence, it was necessary to draw the graphs for use with
our OGR algorithm. Each of the 11534 Rome graphs was drawn 10 times in Gravisto [10],
with a spring embedder applying the force model from Fruchterman and Reingold [37].
The nodes were drawn as solid regions and the edges as straight lines. Our first drawing
attempts often resulted in ambiguous drawings, i. e., nodes were drawn on top of non-
incident edges, which certainly leads to a false recognition. To resolve this problem, we
generated an initial drawing with the spring embedder. This drawing was then used as
the input for a second run of the spring embedder with small repulsive forces between
nodes and edges. The effect was that the position of a node was slightly shifted such
that it no longer had common pixels with non-incident edges. Figure 7.1 shows some of
the generated drawings.
In order to test a different graph drawing algorithm, the Rome graphs were also drawn
with the Lombardi spring embedder from [20]. In a Lombardi drawing [33] edges are
drawn as circular arcs. It achieves the maximum angular resolution possible at each
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(a) (b)
(c) (d)
Figure 7.1: Rome graphs drawn with a Fruchterman and Reingold spring embedder. A
graph with (a) 13 nodes, 19 edges, resolution 722 × 733, (b) 42 nodes, 54
edges, resolution 1381×1363, (c) 77 nodes, 101 edges, resolution 2003×1825
and (d) 100 nodes, 158 edges resolution 1831×2115. All graphs were correctly
recognized by OGRup.
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Spring Embedder TB-Lombardi DV-Lombardi
total number of graphs 115340 34602
correctly recognized graphs 107543 (93.24%) 9502 (37.79%) 13884 (40.12%)
falsely recognized graphs 7797 (7.36%) 25100 (62.21%) 20718 (59.88%)
graphs with false positive
nodes
50 3 42
graphs with false negative
nodes
0 0 0
total number of false posi-
tive edges
9681 215840 127810
average number of false
positive edges
1.24 8.60 6.16
maximum number of false
positive edges in a single
graph
10 58 46
total number of false nega-
tive edges
1069 82066 45206
average number of false
negative edges
0.14 3.27 2.18
maximum number of false
negative edges in a single
graph
5 22 18
Table 7.1: Recognition results of the Rome graphs
node. We ran separate tests with the Tangent-Based (TB-Lombardi) and the Dummy-
Vertex (DV-Lombardi) Lombardi spring embedders. TB-Lombardi is able to achieve
near-perfect angular resolution at all nodes. However, a problem for OGR is that the
algorithm often draws vertices on top of non-incident edges [20], which are then recognized
as being incident. While DV-Lombardi is less successful in producing near-perfect angular
resolution, it increases the distances between vertices and non-incident edges [20] and
thus reduces the probability of a node being drawn on a non-incident edge. Every Rome
graph was drawn 3 times with both Lombardi spring embedders. Figure 7.2 shows graphs
drawn with TB-Lombardi and Fig. 7.3 shows graphs drawn with DV-Lombardi.
Each graph drawn with the Gravisto, the TB-Lombardi and DV-Lombardi spring em-
bedder was recognized with OGRup. In order to validate the results, we tested if the
recognized graph was isomorphic to the input graph with a graph isomorphism algorithm
from [9]. Table 7.1 shows the recognition results of OGRup. Take note, that we only con-
sidered false positive and false negative edges for graphs where the nodes were recognized
correctly.
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(a) (b)
(c) (d)
Figure 7.2: Rome graphs drawn with TB-Lombardi. A graph with (a) 18 nodes, 21
edges, resolution 558 × 473, (b) 53 nodes, 70 edges, resolution 1437 × 1259,
(c) 76 nodes, 100 edges, resolution 2012× 1888 and (d) 89 nodes, 114 edges
resolution 2333× 1952. All graphs were correctly recognized by OGRup.
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(a) (b)
(c) (d)
Figure 7.3: Rome graphs drawn with DV-Lombardi. A graph with (a) 21 nodes, 31 edges,
resolution 645 × 357, (b) 57 nodes, 76 edges, resolution 1545 × 1294, (c) 77
nodes, 98 edges, resolution 2045×2045 and (d) 99 nodes, 128 edges resolution
2595× 2595. All graphs were correctly recognized by OGRup.
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Generally speaking, the recognition results of the spring embedder drawings are satis-
fying. Most false results occurred in the larger Rome graphs, i. e., those with many nodes
and edges. Specifically, 77.25% (75.96%) of all false positive (negative) edges occurred
in graphs with more than 75 vertices. This behaviour was to be expected, because large
graphs tend to result in a drawing with more crossings than small graphs, which increases
the potential for recognition errors. Figures 7.4, 7.5, and 7.6 show graphs were the edges
were not correctly recognized. Most false positive and negative edges result from many
edges that cross in a small area and edges that cross in very small angles. The magnified
parts of Figs. 7.4, 7.5, and 7.6 show some of these crossings that lead to false results.
The recognition rate of the Lombardi drawings is lower than the rate of the spring
embedder drawings. One feature of Lombardi drawings that lead to many false positive
and negatives edges is that nodes were often drawn on non-incident edges, as for example
shown in the magnified parts of Fig. 7.7, the lowermost magnified part of Fig. 7.8, the
magnified part of Fig. 7.10(b), and the uppermost magnified part of Fig. 7.11. This
feature can lead to a high number of false positive (negative) edges because a single
node drawn on a non-incident edge always results in (at least) two false positive edges
and one false negative edges. In case of the spring embedder drawings, we averted this
situation with a second run of the spring embedder with repulsive forces between nodes
and edges. However, due to technical reasons, we could not use the same method for the
graphs drawn with TB-Lombardi and DV-Lombardi. Another feature of the Lombardi
drawings we observed to have a negative influence on the recognition rate are very small
crossing angles that occur because the edges are drawn as circular arcs, e. g., shown in the
rightmost magnified part of Fig. 7.8 or the magnified part of Fig. 7.10(a). Additionally,
we have observed that edges do not cross but only touch each other, e. g., shown in the
leftmost magnified part of Fig. 7.8 or the lowermost magnified part of Fig. 7.11. These
features can lead to wrong results in the crossing dissolution described in Section 4.3.
Figure 7.9 gives an overview of the recognition results of the computer-drawn graphs. It
shows that the average number of false positive and negative edges increases for larger
Rome graphs.
Before we consider our approach of acquiring hand-drawn graphs, we will give a brief
introduction to scientific experiments and to ex post facto analyses. The definitions and
terminology used in the following stem from [6]. For further information on scientific
experiments consider [6]. Generally, a classic scientific experiment tries to establish
cause-effect relations between variables. These relations are inferred by manipulating
the cause and measuring the influence on the effect. As an example, let two variables be
if a person smokes and if a person has lung cancer, then a possible causal link, that could
be established with a scientific experiment, is that smoking causes lung cancer. The
most important types of variables are independent variables and dependent variables.
The independent variables are manipulated and the goal is to determine if and how
they influence the dependant variables. The dependant variables are affected by the
independent values and they are measured in the experiment. In the case of OGR a
possible dependent variable is the recognition rate of OGRup, i. e., is a graph correctly
recognized or not. Independent variables could be the number of nodes (edges) of a
graph, its density or the medium used for drawing the graph like the used pencils. While
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(a)
(b)
Figure 7.4: Rome graphs drawn with a Fruchterman and Reingold spring embedder. (a)
A graph with 63 nodes, 96 edges and resolution 1573 × 1447. The edges
were not correctly recognized. OGRup recognized 100 edges including 5 false
positive and 1 false negative edges. (b) A graph with 81 nodes and 131 edges
with resolution 1758 × 1643. OGRup recognized 134 edges including 5 false
positive and 2 false negative edges.
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(a)
(b)
Figure 7.5: Rome graphs drawn with a Fruchterman and Reingold spring embedder. (a)
A graph with 95 nodes, 139 edges and resolution 2115 × 2015. OGRup rec-
ognized 141 edges including 2 false positive and 0 false negative edges. (b) A
graph with 97 nodes and 145 edges with resolution 2069 × 2195. The edges
were not correctly recognized. OGRup recognized 149 edges including 5 false
positive and 1 false negative edges.
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Figure 7.6: A Rome graph drawn with a Fruchterman and Reingold spring embedder
with 99 nodes, 141 edges and resolution 2220× 1941. OGRup recognized 146
edges including 10 false positive and 5 false negative edges.
(a) (b)
Figure 7.7: Rome graphs drawn with TB-Lomardi. (a) A graph with 12 nodes, 15 edges
and resolution 322×412. OGRup recognized 16 edges including 2 false positive
and 1 false negative edges. (b) A graph with 17 nodes and 20 edges with
resolution 473 × 537. OGRup recognized 21 edges including 2 false positive
and 1 false negative edges.
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Figure 7.8: A Rome graph drawn with TB-Lombardi with 38 nodes, 62 edges and reso-
lution 1070 × 1070. OGRup recognized 74 edges including 17 false positive
and 5 false negative edges.
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Figure 7.9: Graphical visualization of OGRup’s recognition rate during our tests with the
Rome graphs. The y−axis is the sum of false positive and false negative edges
averaged over all graphs with the same number of vertices.
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(a) (b)
Figure 7.10: Rome graphs drawn with DV-Lomardi. (a) A graph with 12 nodes, 19
edges and resolution 315 × 420. OGRup recognized 20 edges including 1
false positive and 0 false negative edges. (b) A graph with 13 nodes and
21 edges with resolution 293× 431. OGRup recognized 22 edges including 2
false positive and 1 false negative edges.
Figure 7.11: A Rome graph drawn with DV-Lombardi with 95 nodes, 137 edges and
resolution 2481 × 1442. OGRup recognized 158 edges including 31 false
positive and 10 false negative edges.
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it is an interesting question if for example the density of a graph affects the recognition
rate of OGRup, which is the case according to our opinion, we did not conduct a scientific
experiment and leave this as a possible task for future work. For this thesis we conducted
an ex post facto analysis. The main difference to a scientific experiment is that there are
no independent variables that are manipulated [6]. In an ex post facto analysis we have
a set of hypotheses and we want to verify the hypotheses based on a data set. Hence,
an ex post facto analysis is sometimes also called data analysis. Our goal was to analyze
how people draw a graph by hand with an emphasis on what features of a hand-drawn
graph are problematic for our existing OGR algorithms and need to be considered in
future work on OGR.
As a test group for drawing graphs, we selected undergraduate students of the Uni-
versity of Passau, because we wanted the graphs to drawn by people who probably had
no contact with graph drawing and digital image processing. We handed the attendants
of a lecture the form of Fig. 7.12 and gave the participants about 5 minutes to complete
the given task. As the form shows, we neither told the students that they were drawing
a graph, nor what we intended to do with the drawn graphs. This was done because we
wanted to avoid influencing the way the students draw the graphs, e. g., by telling them
that their graphs are to be recognized by a computer, the students would probably have
paid attention to drawing accurately. Figure 7.13 shows four graphs drawn by partici-
pants of the analysis. Take note, that as we asked to draw nodes as unlabeled circles, i. e.,
hollow regions, we will only consider the hollow nodes recognition of the Segmentation
phase in Section 3.3. The following hypotheses were chosen based on features of a graph
that can lead to false recognition results of OGRup.
1. In ≥ 50% of all graphs at least one node is not drawn as a hollow region, i. e., the
node is not drawn as a closed curve
2. ≤ 10% of all nodes are not drawn as hollow regions
3. In ≥ 50% of all graphs at least one edge does not meet one of its incident nodes
4. In ≥ 99% of all graphs the edges are drawn as solid lines without intermediate gaps
5. In ≥ 5% of all graphs more than 2 edges cross in the same point
We consider the criteria of hypotheses 1 and 2 in order to examine whether it is necessary
to extend our existing hollow node recognition algorithm such that it is also able to
recognize nodes that are not drawn as a closed curve. For example the two graphs of
Fig. 7.13(a) and (b) would be correctly recognized by OGRup if the nodes shown in the
magnified parts were drawn as closed curves. With the criteria of hypotheses 3 and 4
we want to examine if the elongation of edge sections in Section 4.2 is sensible for hand-
drawn graphs and if the development of a similar process for recognizing edges with
intermediate gaps should be considered in future work. With hypothesis 5 we wanted to
examine how frequently the potentially problematic feature of many edges crossing in a
small area occurs in hand-drawn graphs. Table 7.2 shows the results of the measurement
performed for 115 hand-drawn graphs. We do not give the recognition results of OGRup
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Field Study
Josef Reislhuber
Task:
Imagine you are working for an intercity bus company. As the last fiscal year
has been profitable, your company has capacities for new intercity lines. Your
task is to decide what connections to establish. To be able to easily discuss your
decisions  with your colleagues,  you decide to depict  the new intercity  lines
graphically.
Use the following scheme:
• Cities are drawn as unlabeled circles.
• Intercity  lines are  drawn  as  arbitrary  lines  or curves  that  connect
exactly 2 cities.
• You can connect 8 cities with 20 intercity lines.
• Use the back of this sheet for the drawing.
Personal data:
By participating in this study I agree that my data may be used in scientific
publications.                                                                                        
• Sex:                                                                      Age:                                 
• Major subject (optional):                                                                               
I am participating in this study for the first time:
What do you think is the purpose of this study?
                                                                                                                       
                                                                                                                     
Thank you for your participation!
Yes No
Figure 7.12: English version of the form used in the ex post facto analysis. The original
form is in German language.
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(a) (b)
(c) (d)
Figure 7.13: Graphs drawn by participants of the ex post facto analysis with resolution
(a) 1964× 1773, (b) 1587× 1403, (c) 1610× 1610 and (d) 1842× 1565. The
magnified parts of (a) and (b) show nodes that are not drawn as hollow
regions.
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(a) (b) (c)
Figure 7.14: (a), (b)Graphs drawn by participants of the ex post facto analysis with
resolution (a) 1736× 1496 and (b) 1569× 1569. The magnified parts show
edges that are not drawn as solid lines. (c) The binary image of (b).
(a) (b) (c)
Figure 7.15: (a), (b) Graphs drawn by participants of the ex post facto analysis with
resolution (a) 1294× 1020 and (b) 1712× 1712. The magnified parts show
points where more than two edges cross. (c) The binary image of (b).
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total number of hand-drawn graphs 115
number of female participants 16 (13.91%)
number of male participants 99 (86.09%)
average age of participants 20.48
total number of nodes 920
average number of nodes 8
total number of edges 2154
average number of edges 18.73
number of graphs with ≥ 1 node not
drawn as a hollow region
89 (77.39%)
total number of nodes not drawn as hol-
low regions
256 (27.82%)
number of graphs with ≥ 1 edge that
does not meet one of its incident nodes
110 (95.65%)
number of graphs with ≥ 1 edge that is
not drawn as a solid line without inter-
mediate gaps
≈ 47 (41.28%)
number of graphs where> 2 edges cross
in the same point
≈ 36 (33.02%)
Table 7.2: Results of the measurements performed for the ex post facto analysis
as it was given for the Rome graphs, due to the high number of graphs with nodes not
drawn as hollow regions, i. e., 77.39% of the 115 drawings. Our current algorithms are
not designed to recognized such graphs which means that recognition results of OGRup
are not meaningful for the hand-drawn graphs of the ex post facto analysis.
As the reader might have noticed, the last two entries of table 7.2 contain approxi-
mate values. The reason for this is that we could not exactly measure the criteria for
Hypotheses 4 and 5, i. e., it is difficult to determine when an edge is not drawn as solid
line and when more than two edges cross in the same point. As an illustration consider
Figs. 7.14 and 7.15. For Hypothesis 4, we were initially looking for edges with clearly
visible gaps such as the one shown in the magnified part of Fig. 7.14(a). However, es-
pecially in graphs drawn with fine pencils that have an irregular or uneven stroke, e. g.,
the graph of Fig. 7.14(b), we observed that edges can contain gaps in the binary graph,
as shown in the binary graph of Fig. 7.14(c). This happens during thresholding in the
Preprocessing phase as discussed in Chapter 2. However, if this issue occurs depends on
many factors, such as the illumination of the graph, the resolution of the graph and the
color of the pen used for drawing the graph. As a result of this, we classified the graph
of Fig. 7.14(b) as a graph with an edge not drawn as a solid line. While Fig. 7.14(b) is
an extreme example, we have observed numerous other graphs where this issue occurs
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in varying degrees and this makes a sharp classification of whether a graph has edges
with gaps difficult. For Hypothesis 5, we have a similar situation. Initially we were
looking for edge crossings such as the one shown in the magnified part of Fig. 7.15(a).
However, if more than two edges cross in a small area but not exactly in the same point,
e. g., as shown in the magnified part of Fig. 7.15(b), the corresponding crossing in the
binary graph can be equivalent to a crossing in exactly the same point, see Fig. 7.15(c).
Consequently, we counted edge crossings such as the one shown in Fig. 7.15(b) where
edges cross in an area of a few millimeter as a crossing of more than two edges in the
same point. Again, exactly measuring this feature is difficult, hence we can only give an
approximate number of occurrences in Table 7.2.
Reconsidering our hypotheses, number 1, 3 and 5 are true while number 2 and 4 are
false. Even for the hypotheses that are correct, we severely underestimated the number
of occurrences of a specific feature, i. e., 77.39% of all graphs contain a node not drawn
as a hollow region, 95.65% of all graphs contain an edge that does not meet one of its
incident nodes, and 33.02% of all graphs contain a crossing of more than two edges in the
same point. We think that the large number of occurrences of the features considered in
hypotheses 1 and 3 stems from the large number of graphs that were drawn with very
fine pencils, i. e., 111 (96.52%) graphs were drawn with ballpoint pens or fineliners with
a stroke width of 0.4− 0.7mm. According to our opinion if a graph is drawn with a very
fine pen, it easily happens that a node is not drawn as a hollow region (closed curve) or
that an edge does not meet with one of its incident nodes. If this assumption is actually
true could be verified with a scientific experiment which is again a possible task for future
work. While edges that do not meet with an incident node are already considered in the
Topology Recognition phase, nodes that are not drawn as hollow regions are currently
not recognized and we think that this needs to be taken into account in future work in the
Segmentation phase. Another problematic feature for recognizing nodes mostly observed
in graphs drawn with fine pencils is shown in the magnified parts of Fig. 7.16. Both nodes
are drawn somewhat similar to a “pretzel”, i. e., the curve of the node is extended into
the hole of the node. This has the same effect as when edges do not only meet nodes at
a point but are drawn a “little bit further into the hole of the nodes”, as discussed in the
experimental results of Section 3.3. The negative effect is that the inner contour of the
node is distorted, which leads to a higher compactness value and can consequently lead
to false negative nodes, e. g., in Fig. 7.17 we have a total of 3 false negative nodes because
the nodes were drawn as “pretzels”. The high amount of edges that do not meet with
one of its incident nodes underlines the importance of the elongation of edge sections in
Section 4.2.
The hand drawn graphs considered so far, apart from Fig. 7.14(b), are graphs where
OGRup has a chance of recognizing at least parts of the graphs correctly. Figure 7.18
shows graphs where a correct recognition is very difficult, sometimes even for a human
being. In Fig. 7.18(a) and (b) out of the 8 nodes, 6 respectively 7 are not drawn as hollow
regions and are consequently not recognized by OGRup. Figure 7.18(c) shows a directed
graph where the majority of the arrowheads are neither connected to the corresponding
edge, nor to the incident node which makes a recognition of the edge directions impossible
for our current algorithms. The graphs of Figs. 7.18(d), (e) and (f) are ambiguous, e. g.,
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Figure 7.16: A graph drawn by a participant of the ex post facto analysis with resolution
1768× 1569. The magnified parts show two nodes drawn as a “pretzel”.
in (d) it is not clear which edges are supposed to connect which nodes, in (e) a node
shares a part of its curve with edges it is supposedly not meant to be incident to, and in
(f) the edges are drawn into the hole of the nodes to the point where the nodes are no
longer recognizable as hollow regions. In Figs. 7.18(g) and (h) the two graphs are barely
visible and are consequently not adequately binarized in the Preprocessing phase, which
makes are correct recognition in the following phases impossible.
In summary, we have observed that especially graphs drawn with ballpoint pens tend
to include many of the aforementioned problematic features in an increasing number. If
there is a causal link between the number of occurrences of for example nodes that are
not drawn as hollow regions and the pen used for drawing a graph could be investigated
with a scientific experiment. Similarly, another interesting question would be if graphs
drawn with pens such as ballpoint pens lead to a lower recognition rate than graphs
drawn with felt pens. All in all, the lesson we have learned from the graphs of the ex
post facto analysis is that there is still much work to be done if an OGR algorithm should
be able to reliably recognize hand-drawn graphs that are not drawn accurately.
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(a) (b) (c)
(d) (e) (f)
Figure 7.17: (a), (d) Graphs drawn by participants of the ex post facto analysis with
resolution (a) 1795× 1795 and (f) 1068× 1131. (b), (e) The corresponding
contour images, every green circle corresponds to a recognized node. Every
red circle is discarded because of a too high compactness value of its closest
containing contour. (c), (f) The recognized nodes.
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(a) (b) (c)
(d) (e) (f)
(g) (h)
Figure 7.18: Graphs drawn by participants of the ex post facto analysis with resolution
(a) 1197 × 1692, (b) 1412 × 1676, (c) 1621 × 1887, (d) 1135 × 970, (e)
1326× 1163, (f) 1890× 1890, (g) 1993× 1694 and (h) 1560× 1867.
Chapter 8 Conclusion
In this thesis we have extended the idea proposed by Das et al. in [23] to automatically
recognize a graph from a drawing of the graph. We have removed two major properties
of a graph drawing that are necessary for the OGR algorithm of Das et al. because
we think that they are too limiting especially for hand-drawn graphs. These properties
are, that every node must have a single word label, which is used in [23] for locating
the node, and that all pixels of a graph must form a single connected region. We have
focused on the development of OGR algorithms that are also able to recognize hand-
drawn graphs, where inaccuracies and drawing errors can occur that are mostly absent
in computer-drawn graphs. Additionally, one of our main goals was that the parameters
of our algorithms are either automatically estimated or that they can be adequately
predefined without explicit knowledge on the size of the elements of a graph or structural
properties of a graph.
Chapter 1 gave a motivation for the need for OGR and introduced the theoretic back-
ground necessary for this thesis. As large parts of OGR are concerned with the recog-
nition of objects or properties from digital images, the preliminaries were focused on an
introduction to digital image processing.
In Chapters 2 to 5 we described the four major tasks an OGR algorithm has to solve
for the recognition of a graph. The Preprocessing phase of Chapter 2 separates the
graph from the background by creating a binary graph. We considered several different
approaches of how this could be achieved and settled for global thresholding as the most
suitable method for binarizing graphs. Thresholding in general is well established in
digital image processing and we decided to use a prominent algorithm that needs no
parameters. Additionally, we considered methods of how to enhance the binary graph
that have a positive effect on the following phases of OGR.
The nodes of a graph are recognized in the Segmentation phase of Chapter 3. A correct
result of this phase is especially crucial because a false result most likely induces false
results in the recognition of the edges in the Topology Recognition phase. We introduced
three novel approaches for recognizing nodes based on color properties, for the recognition
of nodes drawn as solid regions and for the recognition of nodes drawn as hollow regions.
According to our opinion, the recognition of nodes drawn as hollow regions is the most
important approach that could be improved in future work in the Segmentation phase.
The reason for this is that this drawing style is a common way of drawing graphs by
hand and is a convenient method of drawing graphs either with a computer or by hand.
For all three approaches we pointed out features of a graph drawing that can lead to
false results with the general observation that these features occur mostly in hand-drawn
graphs.
The edges of a graph are recognized in the Topology Recognition phase of Chapter 4.
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We used Skeletonization to reduce the information represented in a binary graph such
that it still preserves its connectivity, which means that the topological information of
which nodes are connected by an edge can still be recognized after Skeletonization. The
skeleton enables us to classify edge sections which are as the name implies sections of an
edge. These edge sections are the key for the recognition of the edges of a graph and for
avoiding possible false results that occur due to drawing inaccuracies. Additionally, with
the help of the edge sections we have introduced the first approach for recognizing the
directions of directed edges. We have identified crossings of many edges and edges that
cross in small angles as the main reasons for false results. The description of our OGR
algorithm is concluded in the Postprocessing phase of Chapter 5.
In Chapter 6 we described our OGR prototype OGRup that serves as a proof of concept
for our algorithms. Throughout this thesis we gave numerous examples that show the
capability of OGRup to recognize even hand-drawn graphs. We implemented OGRup for
mobile devices because we think that this is the most suitable platform for any OGR
algorithm. As far as we know, OGRup is the first implementation of an OGR algorithm
for mobile devices.
In Chapter 7 we described experimental results of OGRup for large sets of computer-
and hand-drawn graphs. For computer-drawn graphs we took a large set of publicly avail-
able graphs and produced drawings with graph drawing algorithms. For these graphs,
OGRup achieved a high recognition rate. The hand-drawn graphs were acquired in an ex
post facto analysis with the goal of determining what features can occur in hand-drawn
graphs that should be considered in future work on OGR. In contrast to the computer-
drawn graphs, the graphs aqcuired in the analysis proved to be very hard to recognize
for OGR.
Similar to other applications in digital image processing, OGRup will probably never
be perfect and we think that there will always be graphs, that are at least not entirely
recognized correctly. For graphs where OGRup results in few mistakes, we think that
incorporating interactivity into the graph recognition process is a promising field for
future work. Consider the situation that OGRup recognizes a single false positive or false
negative node. This failure in the Segmentation phase influences the following recognition
process and makes a correct recognition impossible. This could be averted by presenting
the intermediate result of the Segmentation phase, i. e., the recognized nodes, to the user
and offering the functionality to correct this error. This kind of user interactivity can be
done easily and conveniently with mobile devices, e. g., the user could be shown an image
of the recognized nodes and by tapping one of the recognized nodes, the respective node
is discarded. A similar procedure could be used for other phases of OGR.
A more general perspective for future work is to examine if our algorithms or parts of
our algorithms could be used for the recognition of other representations of information
from images that are similar to graphs. Specifically, one could specialize OGR for the
recognition of engineering drawings, e. g., construction diagrams or diagrams of electrical
circuits, diagrams used in chemistry or biology, or for uses in software engineering like
the recognition of UML diagrams.
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