Metric multidimensional scaling (MDS) is a widely used multivariate 9 method with applications in almost all scientific disciplines. Eigenvalues 10 obtained in the analysis are usually reported in order to calculate the over-11 all goodness-of-fit of the distance matrix. In this paper, we refine MDS 12 goodness-of-fit calculations, proposing additional point and pairwise good-13 ness-of-fit statistics that can be used to filter poorly represented observations 14 in MDS maps. The proposed statistics are especially relevant for large data 15 sets that contain outliers, with typically many poorly fitted observations, and 16 are helpful for improving MDS output and emphasising the most important 17 features of the dataset. Several goodness-of-fit statistics are considered, and 18 both Euclidean and non-Euclidean distance matrices are considered. Some 19 examples with data from demographic, genetic and geographic studies are 20 shown. 21 allele sharing distance; 23 1 Introduction 24
tion 3 we apply our statistics to examples with datasets taken from demography,
where K is the rank of B, such that the trailing n − K zero eigenvalues can be k-dimensional approximation, and this fraction can also be obtained as
whereD (2) is the approximation obtained by using the first k columns of X only.
where v ij represents the ith element of eigenvector j, the jth column of V. Statis-115 tic g i indicates how well the contribution of the ith row is accounted for in k
where the weights are the contributions of each row to the total sum-of-squares.
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Pairwise goodness-of-fit statistics can also be developed. They indicate how well 125 the distance between a particular pair of points is represented. They may be con-126 sidered more interesting, since our goal is representation of interpoint distances. 127 We use g ij to refer to the goodness-of-fit of the distance between points i and j.
128
A natural measure is
which for Euclidean distance matrices satisfies 0 ≤ g ij ≤ 1.
A pairwise measure, analogous to Equation (11), is
These measures assume that ≥ 2. Mardia (1978; 1979) has suggested the use of the squared eigenvalues for non-161 Euclidean distance matrices. Because the distances are approximated indirectly, 162 via the scalar product matrix B, one could report the goodness-of-fit of the latter 163 instead. The total sum-of-squares of B is given by tr(B B) = n i=1 λ 2 i , and 164 therefore the goodness-of-fit of B is obtained by using the squared eigenvalues
Akin to Equation (7), we now have the decomposition
with Y = VD λ . We use subindex b to emphasize this is the decomposition of the 167 total sum of squares of the scalar product matrix B. Matrix Q b satisfies 168 1 Q b = λ (2) = (λ 2 1 , λ 2 2 , . . . , λ 2 n−1 , λ 2 n = 0)
Contributions of each row to the total sum-of-squares of B can be obtained as
The goodness-of-fit for a particular point (g i ) in the k-dimensional solution can 170 then be calculated as:
of pairwise distances in the non-Euclidean case. For Euclidean distance matrices, 174 the approximation to the observed distances is always from below, and therefore 175 Equation (11) seems a sensible measure, with an upper bound of 1 if the distance 176 of the corresponding pair is perfectly represented. In the non-Euclidean case, the 177 fitted distances can exceed the originally observed distances (see the geographical 178 example in the next section).
179
Error statistics 180 Instead of focusing on goodness-of-fit, one can also focus on error. If the map 181 obtained by MDS is good approximation, then errors will be small, and concen- 
where e ij is an element of E = D −D. Large outliers ong ij correspond to poorly 186 fitted pairs. These error contributions satisfy 0 ≤g ij ≤ 1. Equation (18) can 187 also be used to develop a pointwise statistic, by summing errors that pertain to a 188 particular observation, that is
and large outliers ong i would correspond to poorly fitted observations. By count- , 2008; Sabatti et al., 2009; Wang et al., 2010; Pemberton et al., 2013) . MDS 231 studies in genetics often use the allele sharing distance. The possible genotypes of 232 bi-allelic genetic variables are, in generic notation, the homozygotes AA and BB 233 and the heterozygote AB. If one of the alleles is counted, usually the minor allele, 234 the genotype data can be coded into 0,1,2 format. The allele sharing distance is 235 defined as
where x ijk is the number of alleles shared by individuals i and j at genetic variable 237 k, taking only values in the set (0,1,2). Equation (20), when applied to (0,1,2) data,
238
is actually equivalent to the Manhattan distance, which is a well-known metric in 239 the statistical literature (Mardia et al., 1979) . This metric is often also referred to 240 as the city-block distance or the taxicab metric. the analysis. Figure 2A shows the MDS map of the individuals. All eigenvalues 252 obtained were non-negative. The overall goodness-of-fit for a two-dimensional 253 display is low, only 3.0%, which is typical of genetic applications with large 254 datasets. Figure 2B applies a goodness-of-fit filter of 0.25 at the individual level.
255
This reveals that most indvididuals have a poor fit, and only the four outliers are (Mardia et al., 1979; Manly, 1989; Johnson and Wichern, 2002) . We 278 consider the road distances in kilometers between 47 cities in Spain. Figure 3A Figure 3C shows these 295 cities have a lower average distance with respect to the other Spanish cities, and 296 that cities with larger average distances tend to have better fit. Figure 3D shows 297 the pairs of cities that contribute more than 1% to the total error sum-of-squares, 298 according to Equation (18); the distance between Guadalajara and Cuenca has 299 the worst fit. A scatter plot of fitted against observed distances is shown in sup-300 plementary Figure S3 , and shows graphically, despite the negative eigenvalues, 301 an excellent fit with only a few poorly fitted intercity distances. The outliers in 302 Figure S3 effectively correspond to the distance traced by lines in Figure 3D . (17) and (12)). C: Goodness-of-fit g b i as a function of the average distance. D: MDS map with poorly represented distances, as identified by Equation (18) with g ij > 0.01, connected by blue lines.
Discussion
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We have developed statistics that quantify the goodness-of-fit of observations and 305 of pairs of observations in classical metric MDS. Nowadays, MDS is applied to 306 increasingly large datasets, and the proposed statistics can be used to identify 307 poorly represented (pairs of) points. Such points may be brushed away in order to 308 emphasise the most salient aspects of the analysis and to avoid misinterpretations. 309 We stress that the brushing of a point is not the same as its elimination from the 310 analysis. A brushed point has been used in the analysis, but is simply not shown 311 because it is poorly fitted. We do not suggest a re-analysis of the data without the An attractive property of classical metric MDS is that it provides a solution that is 337 in the same scale as the original distance matrix. If the original distance matrix is 338 in kilometers, the MDS map is also in kilometers, which facilitates interpretation 339 of the map. This is obvious for the geographical data set analysed above, but also 340 for the genetic data, as described next. For genetic data coded in (0,1,2) format, it 341 is convenient to scale the Manhattan distance matrix by 1/k (or, accordingly, scale 342 by 1/ √ k if Euclidean distances are used). This scaling will not affect the config-343 uration of the points in the map, and neither its goodness-of-fit, but it will render 344 the axes and distances of the map more interpretable. Two individuals that are a 345 unit distance apart in the map now differ on average by one allele per locus. This
346
scaling will typically bring all the coordinates in the MDS map within the (-1,1) 347 interval, as the maximum difference in number of alleles between two individuals 348 is two (see Figure 2 ). This interpretation is hampered by the fact that the map is a Figure S2 ), and the plane fitted by MDS is tilted toward these individuals. 
