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Abstract. Let V = 〈 pij(x)e
λix, i = 1, . . . , n, j = 1, . . . , Ni 〉 be a space of quasi-
polynomials of dimensionN = N1+· · ·+Nn. Define the regularized fundamental operator
of V as the polynomial differential operator D =
∑N
i=0 AN−i(x)∂
i
x annihilating V and
such that its leading coefficient A0 is a polynomial of the minimal possible degree. We
construct a space of quasi-polynomials U = 〈 qab(u)e
zau 〉 whose regularized fundamental
operator is the differential operator
∑N
i=0 u
iAN−i(∂u). The space U is constructed from
V by a suitable integral transform. Our integral transform corresponds to the bispectral
involution on the space of rational solutions (vanishing at infinity) to the KP hierarchy,
see [W].
As a corollary of the properties of the integral transform we obtain a correspondence
between critical points of the two master functions associated with the (glN , glM ) dual
Gaudin models as well as between the corresponding Bethe vectors.
1. Introduction
Let V = 〈 pij(x)e
λix, i = 1, . . . , n, j = 1, . . . , Ni 〉 be a space of quasi-polynomials of
dimension N = N1 + · · ·+Nn. Define the regularized fundamental operator of V as the
polynomial differential operator D =
∑N
i=0AN−i(x)∂
i
x annihilating V and such that its
leading coefficient A0 is a polynomial of the minimal possible degree. In this paper we
construct a space of quasi-polynomials U = 〈 qab(u)e
zau 〉 whose regularized fundamental
operator is the differential operator
∑N
i=0 u
iAN−i(∂u). The space U is constructed from V
by a suitable integral transform, see Section 2.4. Our integral transform corresponds to
the bispectral involution on the space of rational solutions (vanishing to infinity) to the
KP hierarchy, see [W] and Section 7.
As a corollary of the properties of the integral transform we obtain a correspondence
between critical points of the two master functions associated with the (glN , glM) dual
Gaudin models as well as between the corresponding Bethe vectors.
Research of E.M. was supported in part by NSF grant DMS-0140460. Research of A.V. was supported
in part by NSF grant DMS-0244579.
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Example. Let n = (n1, n2) and m = (m1, m2) be two vectors of nonnegative integers
such that n1 + n2 = m1 +m2. Consider two (master) functions,
Φ(t1, . . . , tn2 ;λ1, λ2; z1, z2;m) = exp
(
λ1(m1z1 +m2z2) + (λ2 − λ1)
n2∑
j=1
tj
)
×
(z1 − z2)
m1m2
n2∏
j=1
(tj − z1)
−m1(tj − z2)
−m2
∏
1≤j<j′≤n2
(tj − tj′)
2 ,
Φ(s1, . . . , sm2 ; z1, z2;λ1, λ2;n) = exp
(
z1(n1λ1 + n2λ2) + (z2 − z1)
m2∑
j=1
sj
)
×
(λ1 − λ2)
n1n2
m2∏
j=1
(sj − λ1)
−n1(sj − λ2)
−n2
∏
1≤j<j′≤m2
(sj − sj′)
2 ,
depending on parameters λ1, λ2, z1, z2. Assume that the parameters are generic. Both
functions are symmetric with respect to permutations of their coordinates.
To the orbit of a critical point (t1, . . . , tn2) of the first function assign the polynomial
p2(x) =
∏n2
i=1(x−ti). Define the polynomial differential operatorD = A0(x)∂
2
x+A1(x)∂x+
A2(x) by the formula
D = (x− z1)(x− z2)(∂x − ln
′(
eλ1x(x− z1)
m1(x− z2)
m2
p2(x)
))(∂x − ln
′(p2(x)e
λ2x)) .
The differential equation Df(x) = 0 has a solution p2(x)e
λ2x. In Section 6 we show that
the differential equation (u2A0(∂u) + uA1(∂u) + A2(∂u))g(u) = 0 has a solution of the
form ez2u
∏m2
i=1(u − si) and (s1, . . . , sm2) is a critical point of the second function. This
(bispectral) correspondence between the orbits of critical points of the two functions is
reflexive.
To the orbit of a critical point (t1, . . . , tn2) of the first function assign the Bethe vector
ω(t1, . . . , tn2) =
∑
i
Ci
En2−i21 vm1
(n2 − i)!
⊗
Ei21vm2
i!
,
where
Ci(t1, . . . , tn2) = Sym
n2−i∏
j=1
1
tj − z1
i∏
j=1
1
tn2+j−i − z2
(1.1)
and Sym f(t1, . . . , tn) =
∑
σ∈Σn
f(tσ(1), . . . , tσ(n)), see [FMTV]. This is a vector in the
weight subspace of weight [n1, n2] of the tensor product Lm1 ⊗ Lm2 of the irreducible
gl2-modules with highest weights (m1, 0) and (m2, 0), respectively. This vector is an
eigenvector of the Gaudin Hamiltonians acting on the tensor product, see Section 4.
Similarly, to the orbit of a critical point (s1, . . . , sm2) of the second function assign
the Bethe vector ω(s1, . . . , sm2) in the weight subspace of weight [m1, m2] of the tensor
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product Ln1 ⊗ Ln2 of the irreducible gl2-modules with highest weights (n1, 0) and (n2, 0),
respectively.
The Gaudin models on (Lm1 ⊗ Lm2)[n1, n2] and (Ln1 ⊗ Ln2)[m1, m2] are identified by
the (gl2, gl2) duality of [TV].
In Section 6.2 we show that the Bethe eigenvectors, corresponding to the bispectral
dual orbits of critical points, are identified by the (gl2, gl2) duality isomorphism.
The paper has the following structure. In Section 2 we define the integral transform of
a space of quasi-polynomials and describe its properties. In Section 3 we study special
spaces of quasi-polynomials related to the (glN , glM) duality. In Section 4 we describe
the Gaudin model and sketch its Bethe ansatz. In Section 5.1 we describe the (glN , glM)
duality and formulate a conjecture about the bispectral correspondence of Bethe vectors
under the (glN , glM) duality. In Section 6 we prove the conjecture for N = M = 2. In
Section 7 we indicate the relation of our integral transform to the bispectral involution
on the space of rational solutions (vanishing at infinity) to the KP hierarchy. Section 8
contains an appendix with an auxiliary result from representation theory.
The authors thank Yuri Berest for teaching them on the bispectral involution in the
KP theory.
2. Spaces of Functions
2.1. Fundamental operator. Let C be the complex line with coordinate x. Let V be a
finite-dimensional complex vector space of meromorphic functions on C, dim V = N .
For z ∈ C, define the sequence of exponents of V at z as the unique sequence of integers,
e = {e1 < · · · < eN}, with the property: for i = 1, . . . , N , there exists f ∈ V such that f
has order ei at z.
We say that z ∈ C is a singular point of V if the set of exponents of V at z differs from
the set {0, . . . , N − 1}. We assume that V has at most finitely many singular points.
For meromorphic functions f1, . . . , fi on C, denote by Wr(f1, . . . , fi) their Wronskian,
the determinant of the i× i-matrix whose j-th row is fj , f
(1)
j , ..., f
(i−1)
j .
Define the Wronskian of V , denoted by WrV , as the Wronskian of a basis of V . The
Wronskian of V is determined up to multiplication by a constant.
The monic fundamental operator of V is the unique monic linear differential operator
of order N annihilating V . It is denoted by D¯V . We have
D¯V = ∂
N
x + A¯1∂
N−1
x + · · ·+ A¯N , A¯i = (−1)
i WrV,i
WrV
, (2.1)
where ∂x = d/dx, WrV is the Wronskian of a basis f1, . . . , fN ∈ V , WrV,i is the
determinant of the N×N -matrix whose j-th row is fj, f
(1)
j , ..., f
(N−i−1)
j , f
(N−i+1)
j , . . . , f
(N)
j .
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Let (z1, . . . , zm) be the subset of C of singular points of V . For a = 1, . . . , m, let
Ma be the smallest natural number such that all coefficients of the differential operator
(x− za)
MaD¯V have no poles at x = za. Then the differential operator
DV =
m∏
a=1
(x− za)
Ma D¯V (2.2)
is called the regularized fundamental operator of V . All coefficients of DV are regular in
C.
Lemma 2.1. Let za be a singular point of V with exponents e. Let 1 ≤ M¯a ≤ N be the
integer such that ei = i− 1 for i ≤ N − M¯a and eN−M¯a+1 6= N − M¯a. Then the order of
A¯M¯a at za is −M¯a and the order of A¯i is not less than −M¯a for i > M¯a. 
The proof follows from counting orders at za of determinants WV,i.
It is known that the order of any Ai at za is not less that −i. In particular Lemma 2.1
implies that M¯a = Ma.
2.2. Example: Space of quasi-polynomials. Let N1, . . . , Nn be natural numbers. Set
N = N1 + · · ·+Nn. For i = 1, . . . , n, let 0 < ni1 < · · · < niNi be a sequence of positive
integers. For i = 1, . . . , n, j = 1, . . . , Ni, let pij ∈ C[x] be a polynomial of degree nij .
Let λ1, . . . , λn be distinct complex numbers.
Denote by V the complex vector space spanned by functions pije
λix, i = 1, . . . , n,
j = 1, . . . , Ni. The dimension of V is N .
Let (z1, . . . , zm) be the set of singular points of V . Let
{ 0 < · · · < N −Ma − 1 < N −Ma +ma1 < · · · < N −Ma +maMa }
be the exponents of V at za. Here 0 < ma1 < · · · < maMa and Ma is an integer such that
1 ≤Ma ≤ N . Set M = M1 + · · ·+Mm.
A space V with such properties will be called a space of quasi-polynomials.
Lemma 2.2. We have
m∑
a=1
Ma∑
b=1
(mab + 1− b ) =
n∑
i=1
Ni∑
j=1
(nij + 1− j ) .
The lemma is proved by calculating the Wronskian of V .
Let DV = A0∂
N
x + A1∂
N−1
x + · · ·+ AN be the regularized fundamental operator of V .
Lemma 2.3.
• We have A0 =
∏m
a=1 (x− za)
Ma .
• All coefficients Ai are polynomials in x of degree not greater than M .
• Write DV = x
MB0(∂x) + x
M−1B1(∂x) + · · ·+ xBM−1(∂x) + BM(∂x) where Bi(∂x)
is a polynomial in ∂x with constant coefficients. Then B0 =
∏n
i=1 (∂x − λi)
Ni.
• The polynomials B0(∂x), . . . , BM(∂x) have no common factor of positive degree.

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2.3. Conjugate Space. Let V be a complex vector space of meromorphic functions on
C of dimension N as in Section 2.1.
The complex vector space spanned by all functions of the form Wr(f1, . . . , fN−1)/WrV
with fi ∈ V has dimension N . It is denoted by V
⋆ and called conjugate to V .
The complex vector space spanned by all functions of the form f
∏m
a=1(x− za)
−Ma with
f ∈ V ⋆ has dimension N . It is denoted by V † and called regularized conjugate to V .
Lemma 2.4. For a = 1, . . . , m, if e are exponents of V at za, then
e⋆ = {−eN − 1 +N < −eN−1 − 1 +N < · · · < −e1 − 1 +N}
are exponents of V ⋆ at za and
e† = {−eN − 1 +N −Ma < −eN−1 − 1 +N −Ma < · · · < −e1 − 1 +N −Ma}
are exponents of V † at za. 
LetD =
∑
iAi∂
i
x be a differential operator with meromorphic coefficients. The operator
D∗ =
∑
i(−∂x)
iAi is called formal conjugate to D.
Lemma 2.5. Let D¯V and DV be the monic and regularized fundamental operators of V ,
respectively. Then (D¯V )
∗ annihilates V ⋆ and (DV )
∗ annihilates V †. 
2.4. Integral transform. Let V be a space of quasi-polynomials as in Section 2.2. For
a = 1, . . . , m, let γa be a small circle around za in C oriented counterclockwise. Denote
by U the complex vector space spanned by functions of the form
fˆa(u) =
∫
γa
eux f(x) dx, (2.3)
where a = 1, . . . , m, f ∈ V †. The vector space U is called bispectral dual to V .
Theorem 2.6.
(i) The space U has dimension M .
(ii) For a = 1, . . . , m, b = 1, . . . ,Ma, the space U contains a function of the form
qabe
zau where qab is a polynomial in u of degree mab.
(iii) Let DV =
∑M
i=1
∑N
j=1Aijx
i∂jx be the regularized fundamental operator of V where
Aij are suitable complex numbers. Then
M∑
i=1
N∑
j=1
Aij u
j∂iu (2.4)
is the regularized fundamental operator of U .
(iv) The set (λ1, . . . , λn) is the subset in C of singular points of U .
(v) For i = 1, . . . , n, the set
{0 < · · · < M −Ni − 1 < M −Ni + ni1 < M −Ni + ni2 < · · · < M −Ni + niNi}
is the set of exponents of U at λi.
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Corollary 2.7. The space V is bispectral dual to U .
Proof of the theorem. The exponents of V † at za are
{−ma,Ma − 1 < · · · < −ma1 − 1 < 0 < 1 < · · · < N −Ma − 1} .
Integral (3.1) is nonzero only if f has a pole at x = za. If f has a pole at x = za of order
−mab−1, then integral (3.1) has the form qabe
zau where qab is a polynomial in u of degree
mab. This proves (i) and (ii).
It is clear that the operator D† =
∑M
i=1
∑N
j=1 Aij u
j∂iu annihilates U . Write
D† = B0(u)∂
M
u + · · ·+BM−1(u)∂u +BM(u)
where Ba(u) are polynomials in u with constant coefficients. Lemma 2.3 implies that
B0(u) =
∏n
j=1(u − λj)
Nj and the polynomials B0, . . . , BM have no common factor of
positive degree. Therefore, D† is the regularized fundamental operator of U . Part (iii) is
proved.
Using Lemma 2.1 we get Ni ≤M for all i.
The Wronskian of V has the form WrV = p e
x
∑n
i=1Niλi where p is a polynomial in x of
degree
∑n
i=1
∑Ni
j=1 (nij + 1− j ).
The functions pije
λix, i = 1, . . . , n, j = 1, . . . , Ni, form a basis of V . For given i, j, order
all the basis functions of V except the function pije
λix. Denote by Wrij the Wronskian
of this ordered set of functions. The functions Wrij/WrV
∏m
a=1(x− za)
Ma form a basis in
V †. The function Wrij/WrV
∏m
a=1(x− za)
Ma has the form rije
−λix where rij is a rational
function in x. The function rij has zero at x =∞ of order M + nij −Ni + 1. Notice that
this integer is positive.
Let γ∞ be a big circle around infinity oriented clockwise. The value of the function
m∑
a=1
∫
γa
eux e−λix rij(x) dx =
∫
γ∞
eux e−λix rij(x) dx
and its first M + nij −Ni − 1 derivatives at u = λi is zero, but the value at u = λi of its
(M − Ni + nij)-th derivative is not zero. This remark together with Lemma 2.2 proves
(iv) and (v). 
3. Special spaces
3.1. Spaces of a (λ, z,n,m)-type. Let N > 1 be a natural number. Let n =
(n1, . . . , nN) be a vector of nonnegative integers. Let λ = (λ1, . . . , λN) be a vector with
distinct complex coordinates. For i = 1, . . . , N , let pi ∈ C[x] be a polynomial of degree
ni. Denote by V the complex vector space spanned by functions pie
λix, i = 1, . . . , N .
The dimension of V is N .
Let z = (z1, . . . , zM), M > 1, be a subset in C containing all singular points of V .
Assume that for a = 1, . . . ,M , the set of exponents of V at za has the form
{0 < 1 < · · · < N − 2 < N − 1 +ma} , ma ≥ 0 .
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We have
N∑
i=1
ni =
M∑
a=1
ma .
We call the pair (V, z) a space of the (λ, z,n,m)-type or a special space.
Let D¯V be the monic fundamental operator of V . The operator
D˜V =
M∏
a=1
(x− za) D¯V
is called the special fundamental operator of the special space (V, z). By Lemma 2.3, all
coefficients of the differential operator D˜V are polynomials in x of degree not greater than
M . If we write
D˜V = x
MB0(∂x) + x
M−1B1(∂x) + · · ·+ xBM−1(∂x) +BM(∂x),
where Bi is a polynomial in ∂x with constant coefficients, then B0 =
∏N
i=1(∂x − λi).
3.2. Special integral transform. Let (V, z) be a space of a (λ, z,n,m)-type. For
a = 1, . . . ,M , let γa be a small circle around za in C oriented counterclockwise. Denote
by U the complex vector space spanned by functions of the form
fˆa(u) =
∫
γa
eux f(x)
M∏
a=1
(x− za)
−1 dx , (3.1)
where a = 1, . . . , m, f ∈ V ⋆.
Theorem 3.1.
(i) The space U has dimension M .
(ii) For a = 1, . . . ,M , the space U contains a function of the form qae
zau where qa is
a polynomial in u of degree ma.
(iii) The subset λ = (λ1, . . . , λN) of C contains all singular points of U .
(iv) For i = 1, . . . , N , the set
{0 < · · · < M − 2 < M − 1 + ni}
is the set of exponents of U at λi. Thus (U,λ) is a space of the (z,λ,m,n)-type.
(v) Let D˜V =
∑M
i=1
∑N
j=1Aijx
i∂jx be the special fundamental operator of (V, z) where
Aij are suitable complex numbers. Then
M∑
i=1
N∑
j=1
Aij u
j∂iu (3.2)
is the special fundamental operator of (U,λ).
The proof is similar to the proof of Theorem 2.6.
The special space (U,λ) is called special bispectral dual to (V, z).
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Corollary 3.2. The space (V, z) is special bispectral dual to (U,λ).
3.3. Special spaces and critical points. Let (V, z) be a space of a (λ, z,n,m)-type.
We construct the associated master function as follows. Set
n¯i = ni+1 + · · ·+ nN , i = 1, . . . , N − 1 .
Consider new n¯1 + · · ·+ n¯N−1 auxiliary variables
t〈n〉 = (t
(1)
1 , . . . , t
(1)
n¯1 , t
(2)
1 , . . . , t
(2)
n¯2 , . . . , t
(N−1)
1 , . . . , t
(N−1)
n¯N−1 ) .
Define the master function
Φ(t〈n〉;λ; z;m) = exp
(
λ1
M∑
a=1
maza +
N−1∑
i=1
(λi+1 − λi)
n¯i∑
j=1
t
(i)
j
) ∏
1≤a<b≤M
(za − zb)
mamb
×
M∏
a=1
n¯1∏
j=1
(t
(1)
j − za)
−ma
N−1∏
i=1
∏
j<j′
(t
(i)
j − t
(i)
j′ )
2
N−2∏
i=1
n¯i∏
j=1
n¯i+1∏
j′=1
(t
(i)
j − t
(i+1)
j′ )
−1 . (3.3)
The master function is symmetric with respect to the group Σn¯ = Σn¯1 × · · · × Σn¯N−1 of
permutations of variables t
(i)
j preserving the upper index.
The Σn¯-orbit of a point t
〈n〉 ∈ Cn¯1+···+n¯N−1 is uniquely determined by the N − 1-tuple
y = (y1, . . . , yN−1) of polynomials in x, where
yi =
n¯i∏
j=1
(x− t
(i)
j ) , i = 1, . . . , N − 1 .
We say that y represents the orbit. Each polynomial of the tuple is considered up to
multiplication by a number since we are interested in the roots of the polynomial only.
We say that t〈n〉 ∈ Cn¯1+···+n¯N−1 is admissible if the value Φ(t〈n〉;λ; z;m) is well defined
and is not zero.
A point t〈n〉 is admissible if and only if the associated tuple has the following properties.
The polynomial y1 has no roots in (z1, . . . , zM) and for all i, the polynomial yi has no
multiple roots and no common roots with yi−1 or yi+1. Such tuples are called admissible.
The space V = 〈p1e
λ1x, . . . , pNe
λNx〉 determines the N − 1-tuple yV = (yV1 , . . . , y
V
N−1)
of polynomials in x, where
yVi = e
−(λi+1+···+λN )x Wr(pi+1e
λi+1x, . . . , pNe
λNx) , i = 1, . . . , N − 1 .
We call the special space (V, z) admissible if the tuple yV is admissible.
Theorem 3.3. [MV1, MV3]
(i) Assume that the special space (V, z) is admissible. Then the tuple yV represents
the orbit of a critical point of the master function.
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(ii) Assume that t〈n〉 is admissible and t〈n〉 is a critical point of the master function. Let
y = (y1, . . . , yN−1) be the tuple representing the orbit of t
〈n〉. Then the differential
operator
D¯ = (∂x − ln
′(
eλ1x
∏M
a=1(x− za)
ma
y1
))(∂x − ln
′(
y1e
λ2x
y2
))(∂x − ln
′(
y2e
λ3x
y3
))
. . . (∂x − ln
′(
yN−2e
λN−1x
yN−1
)) (∂x − ln
′(yN−1e
λNx))
is the monic fundamental differential operator of a special space (V, z) of the
(λ, z,n,m)-type.
(iii) The correspondence between admissible spaces of the (λ, z,n,m)-type and orbits
of admissible critical points of the master function described in parts (i), (ii) is
reflexive.
This theorem establishes a one-to-one correspondence between admissible spaces of the
(λ, z,n,m)-type and orbits of admissible critical points of the master function.
3.4. Finiteness of admissible critical points.
Lemma 3.4. For generic λ the master function has only finitely many admissible critical
points.
Proof. The admissible critical point equations are
n¯1∑
j′=1, j′ 6=j
2
t
(1)
j − t
(1)
j′
−
n¯2∑
j′=1
1
t
(1)
j − t
(2)
j′
−
M∑
a=1
ma
t
(1)
j − za
= λ1 − λ2 , j = 1, . . . , n¯1 ,
n¯i∑
j′=1, j′ 6=j
2
t
(i)
j − t
(i)
j′
−
n¯i−1∑
j′=1
1
t
(i)
j − t
(i−1)
j′
−
n¯i+1∑
j′=1
1
t
(i)
j − t
(i+1)
j′
= λi − λi+1 , i = 1, . . . , N − 1,
j = 1, . . . , n¯i .
Assume that the admissible critical set contains an algebraic curve. Then some of co-
ordinates t
(i)
j tend to infinity along the curve. Add all equations corresponding to those
coordinates and take the limit. Then the left hand side of the resulting equation is zero
while the right hand side is
∑
i ci(λi−λi+1) where ci is the number of coordinates t
(i)
j which
tend to infinity along the curve. If the vector λ is such that the numbers
∑
i ci(λi−λi+1)
are all nonzero, then all admissible critical points are isolated. 
3.5. The number of orbits of admissible critical points. Set n¯ = n1 + · · · + nN .
Consider the complex vector space X spanned by functions xjeλix, i = 1, . . . , N , j =
0, . . . , ni. The space X is of dimension n¯ +N .
Lemma 3.5. The Wronskian of X is e(n1λ1+···+nNλN )x. 
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For z ∈ C, introduce a complete flag F (z) in X ,
F (z) = {0 = F0(z) ⊂ F1(z) ⊂ · · · ⊂ Fn¯+N(z) = X} ,
Fk(z) consists of all f ∈ X which have zero at z of order not less that n¯+N − k. By the
lemma, Fi(z) has dimension k.
Define two complete flags of X at infinity.
Say that xjeλix <1 x
j′eλi′x if i < i′ or i = i′ and j < j′. Set
F (∞1) = {0 = F0(∞1) ⊂ F1(∞1) ⊂ · · · ⊂ Fn¯+N(∞1) = X} ,
where Fk(∞1) is spanned by k smallest elements with respect to <1.
Say that xjeλix <2 x
j′eλi′x if i > i′ or i = i′ and j < j′. Set
F (∞2) = {0 = F0(∞2) ⊂ F1(∞2) ⊂ · · · ⊂ Fn¯+N(∞2) = X} ,
where Fk(∞2) is spanned by k smallest elements with respect to <2.
Denote by Gr(X,N) the Grassmannian manifold of N -dimensional vector subspaces of
X . Let F be a complete flag of X ,
F = {0 = F0 ⊂ F1 ⊂ . . . ⊂ Fn¯+N = X} .
A ramification sequence is a sequence (c1, . . . , cN) ∈ Z
N such that n¯ ≥ c1 ≥ · · · ≥ cN ≥ 0.
For a ramification sequence c = (c1, . . . , cN) define the Schubert cell
Ωo
c
(F ) = {V ∈ Gr(X,N) | dim(V ∩ Fu) = ℓ,
n¯+ ℓ− cℓ ≤ u < n¯ + ℓ+ 1− cℓ+1, ℓ = 0, . . . , N} ,
where c0 = n¯, cN+1 = 0. The cell Ω
o
c
(F ) is a smooth connected variety. The closure of
Ωo
c
(F ) is denoted by Ωc(F ). The codimension of Ω
o
c
(F ) is
|c| = c1 + c2 + . . . + cN .
Every N -dimensional vector subspace of X belongs to a unique Schubert cell Ωo
c
(F ).
For a = 1, . . . ,M , define the ramification sequence c(a) = (ma, 0, . . . , 0). Define the
ramification sequences
c(∞1) = (n2 + · · ·+ nN , n3 + · · ·+ nN , . . . , nN , 0) ,
c(∞2) = (n1 + · · ·+ nN−1, n1 + · · ·+ nN−2, . . . , n1, 0) .
Lemma 3.6.
• We have
M∑
a=1
codim Ωo
c(a)(F (za)) + codim Ω
o
c(∞1)(F (∞1)) +
codim Ωo
c(∞2)
(F (∞2)) = dim Gr(X,N) = Nn¯ .
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• Let V ∈ Gr(X,N). The pair (V, z) is a space of the (λ, z,n,m)-type, if and only
if V belongs to the intersection of M + 2 Schubert cells
Ωo
c(1)(F (z1)) ∩ Ω
o
c(2)(F (z2)) ∩ . . .
∩ Ωo
c(M)(F (zM)) ∩ Ω
o
c(∞1)(F (∞1)) ∩ Ω
o
c(∞2)(F (∞2)) .

According to Schubert calculus, the multiplicity of the intersection of Schubert cycles
Ωc(1)(F (z1)) ∩ Ωc(2)(F (z2)) ∩ . . .
∩ Ωc(M)(F (zM)) ∩ Ωc(∞1)(F (∞1)) ∩ Ωc(∞2)(F (∞2)) (3.4)
can be expressed in representation-theoretic terms as follows.
For a ramification sequence c denote by Lc the finite dimensional irreducible
glN -module with highest weight c. Any glN -module L has a natural structure of an
slN -module denoted by L˜. By [Fu], the multiplicity of the intersection in (3.4) is equal to
the multiplicity of the trivial slN -module in the tensor product of slN -modules
L˜c(1) ⊗ . . .⊗ L˜c(M) ⊗ L˜c(∞1) ⊗ L˜c(∞2) . (3.5)
Proposition 3.7. The multiplicity of the trivial slN -module in the tensor product (3.5) is
equal to the dimension of the weight subspace of weight [n1, . . . , nN ] in the tensor product
of glN -modules
L
c(1) ⊗ . . .⊗ Lc(M) . (3.6)
The proposition is proved in the appendix.
Corollary 3.8. For generic λ, the number of orbits of admissible critical points of the
master function Φ(t〈n〉;λ; z;m) is not greater than the dimension of the weight space
(Lc(1) ⊗ . . .⊗ Lc(M))[n1, . . . , nN ].
Remark. Similarly to [BMV], one can show that the multiplicity of an admissible critical
point t〈n〉 of the master function is equal to the multiplicity of the corresponding point
in the intersection (3.4). Thus the number of orbits of admissible critical points counted
with multiplicities is not greater than the dimension of (L
c(1) ⊗ . . .⊗ Lc(M))[n1, . . . , nN ].
4. KZ and dynamical Hamiltonians and critical points
4.1. KZ and dynamical Hamiltonians. Let Eij , i, j = 1, . . . , N , be the standard
generators of the complex Lie algebra glN .
We have the root decomposition glN = n
+ ⊕ h⊕ n− where
n+ = ⊕i<j C ·Eij , h = ⊕
N
i=1 C · Eii , n
− = ⊕i>j C · Eij .
The Casimir element is the element Ω =
∑N
i,j=1Eij ⊗ Eji ∈ gl
⊗2
N .
Let Y = Y1 ⊗ . . .⊗ YM be the tensor product of glN -modules.
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The KZ Hamiltonians Ha(λ, z), a = 1, . . . ,M , acting on Y -valued functions of λ =
(λ1, . . . , λN), z = (z1, . . . , zM) are defined by the formula
Ha(λ, z) =
M∑
b=1, b6=a
Ω(ab)
za − zb
+
N∑
i=1
λiE
(a)
ii .
Here Ω(ab) : Y → Y acts as Ω on Ya ⊗ Yb, and as the identity on other tensor factors.
Similarly, E
(a)
ii acts as Eii on Ya and as the identity on other factors.
The dynamical Hamiltonians Gi(λ, z), i = 1, . . . , N , acting on Y -valued functions of
λ, z are defined by the formula
Gi(λ, z) =
N∑
j=1, j 6=i
EijEji −Eii
λi − λj
+
M∑
a=1
zaE
(a)
ii .
The KZ and dynamical Hamiltonians commute [FMTV],
[Ha(λ, z), Hb(λ, z)] = 0 , [Ha(λ, z) , Gi(λ, z)] = 0 , [Gi(λ, z), Gj(λ, z)] = 0 ,
for a, b = 1, . . . ,M , and i, j = 1, . . . , N .
The Gaudin diagonalization problem is to diagonalize simultaneously the KZ Hamil-
tonians Ha, a = 1, . . . ,M , and the dynamical Hamiltonians Gi, i = 1, . . . , N , for given
λ, z. The Hamiltonians preserve the weight decomposition of Y and the diagonalization
problem can be considered on a given weight subspace of Y .
4.2. Diagonalization and critical points. For a nonnegative integer m, denote by Lm
the irreducible glN -module with highest weight (m, 0, . . . , 0).
Let n = (n1, . . . , nN) and m = (m1, . . . , mM) be vectors of nonnegative integers with∑N
i=1 ni =
∑M
a=1ma.
Consider the tensor product Lm1 ⊗ . . .⊗ LmM and its weight subspace
Lm[n] = (Lm1 ⊗ . . .⊗ LmM )[n1, . . . , nN ] .
Let λ ∈ CN , z ∈ CM . Assume that each of λ and z has distinct coordinates. Consider the
Hamiltonians Ha(λ, z), Gi(λ, z) acting on Lm[n]. The Bethe ansatz method is a method
to construct common eigenvectors of the Hamiltonians.
As in Section 3.3 consider the space Cn¯1+···+n¯N−1 with coordinates t〈n〉. Let Φ( · ;λ; z;m)
be the master function on Cn¯1+···+n¯N−1 defined in (3.3).
In Section 3 of [FMTV], a certain Lm[n]-valued rational function ω : C
n¯1+···+n¯N−1 →
Lm[n] is constructed. It is called the universal rational function. Formulas for that
function see also in [RSV]. For N = 2 formulas for the universal rational function see in
Section 6.1.
The universal rational function is well defined for admissible t〈n〉 [RSV]. The universal
rational function is symmetric with respect to the Σn¯-action.
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Theorem 4.1. [RV, FMTV] If t〈n〉 is an admissible nondegenerate critical point of the
master function, then ω(t〈n〉) ∈ Lm[n] is an eigenvector of the Hamiltonians with eigen-
values given by the derivatives of the logarithm of the master function with respect to the
corresponding parameters za or λi,
Ha(λ, z) ω(t
〈n〉) =
∂
∂za
logΦ(t〈n〉;λ; z;m) ω(t〈n〉) , a = 1, . . . ,M ,
Gi(λ, z) ω(t
〈n〉) =
∂
∂λi
logΦ(t〈n〉;λ; z;m) ω(t〈n〉) , i = 1, . . . , N . (4.1)
See comments on this theorem in [V].
The eigenvector ω(t〈n〉) is called a Bethe eigenvector.
By Corollary 3.8, the number of Bethe eigenvectors is not greater than the dimension
of the space Lm[n]. The Bethe ansatz conjecture says that all eigenvectors of the Hamil-
tonians are the Bethe eigenvectors. Counterexamples to the Bethe ansatz conjecture see
in [MV2].
According to previous discussions, eigenvectors of Hamiltonians on Lm[n] are re-
lated to critical points of the master function Φ(t〈n〉;λ; z;m). The critical points of
Φ(t〈n〉;λ; z;m) are related to spaces of the (λ, z,n,m)-type. The spaces of the
(λ, z,n,m)-type are special bispectral dual to spaces of the (z,λ,m,n)-type. The spaces
of the (z,λ,m,n)-type are related to critical points of the master function Φ(t〈m〉; z;λ;n)
which in its turn are related to eigenvectors of the Hamiltonians acting on Ln[m]. As
as a result of this chain of relations, the eigenvectors of the Hamiltonians on Lm[n] and
Ln[m] must be related.
Indeed this relation is given by the (glN , glM) duality.
5. The (glN , glM) duality for KZ and dynamical Hamiltonians
5.1. The (glN , glM) duality. The Lie algebra glN acts on C[x1, . . . , xN ] by differential
operators Eij 7→ xi
∂
∂xj
. Denote this glN -module by L•. Then
L• =
∞⊕
m=0
Lm ,
the submodule Lm being spanned by homogeneous polynomials of degree m. The
glN -module Lm is irreducible with highest weight (m, 0, . . . , 0) and highest weight vector
xm1 .
We consider glN and glM simultaneously. To distinguish generators, modules, etc., we
indicated the dependence on N and M explicitly, for example, E
〈N〉
ij , L
〈M〉
m .
Let PMN = C[x11, . . . , xM1, . . . , x1N , . . . , xMN ] be the space of polynomials of MN
variables. We define the glM -action on PMN by E
〈M〉
ab 7→
N∑
i=1
xai
∂
∂xbi
and the glN -action
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by E
〈N〉
ij 7→
M∑
a=1
xai
∂
∂xaj
. There are two isomorphisms of vector spaces,
(5.1)(
C[x1 . . . , xM ]
)⊗N
→ PMN , (p1 ⊗ . . .⊗ pN )(x11, . . . , xMN ) 7→
N∏
i=1
pi(x1i, . . . , xMi),
(
C[x1, . . . , xN ]
)⊗M
→ PMN , (p1 ⊗ . . .⊗ pM)(x11, . . . , xMN) 7→
M∏
a=1
pa(xa1, . . . , xaN ).
Under these isomorphisms, PMN is isomorphic to (L
〈M〉
• )⊗N as a glM -module and to
(L•
〈N〉)⊗M as a glN -module.
Fix n = (n1, . . . , nN ) ∈ Z
N
≥0 and m = (m1, . . . , mM) ∈ Z
M
≥0 with
∑N
i=1 ni =
∑M
a=1ma.
Isomorphisms (5.1) induce an isomorphism of the weight subspaces,
Ln[m] ≃ Lm[n] . (5.2)
Under this isomorphism the KZ and dynamical Hamiltonians interchange,
H〈N〉a (λ, z) = G
〈M〉
a (z,λ) , G
〈N〉
i (λ, z) = H
〈M〉
i (z,λ) ,
for a = 1, . . . ,M , i = 1, . . . , N , [TV].
Let t〈n〉 be an admissible critical point of the master function Φ( · ;λ; z;m). Let (V, z)
be the associated space of the (λ, z,n,m)-type. Let (U,λ) be its bispectral dual space
of the (z,λ,m,n)-type. Assume that (U,λ) is admissible. Let t〈m〉 be the associated
admissible critical point of the master function Φ( · ; z;λ;n).
Conjecture 5.1. The corresponding Bethe vectors ω(t〈n〉) ∈ Lm[n] and ω(t
〈m〉) ∈ Ln[m]
are proportional under the duality isomorphism (5.2).
6. The case N = M = 2
6.1. Proof of Conjecture 5.1 for N = M = 2. Let n = (n1, n2) and m = (m1, m2) be
two vectors of nonnegative integers such that n1 + n2 = m1 +m2.
For m ∈ Z≥0, let Lm be the irreducible gl2-module with highest weight (m, 0) and
highest weight vector vm. The vectors E
i
21vm, i = 0, . . . , m, form a basis in Lm.
Set
α = max (0, n2 −m1) , β = min (m2, n2) .
The vectors
En2−i21 vm1
(n2 − i)!
⊗
Ei21vm2
i!
, α ≤ i ≤ β ,
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form a basis in Lm[n] = (Lm1 ⊗ Lm2)[n1, n2]. The vectors
Em2−i21 vn1
(m2 − i)!
⊗
Ei21vn2
i!
, α ≤ i ≤ β ,
form a basis in Ln[m] = (Ln1 ⊗ Ln2)[m1, m2]. Isomorphism (5.2) identifies the vectors
with the same index i.
Notice that the map
En2−i21 vm1
(n2 − i)!
⊗
Ei21vm2
i!
7→
Em1−n2+i21 vm1
(m1 − n2 + i)!
⊗
Em2−i21 vm2
(m2 − i)!
(6.1)
defines the Weyl isomorphism
(Lm1 ⊗ Lm2)[n1, n2] → (Lm1 ⊗ Lm2)[n2, n1] . (6.2)
Fix λ = (λ1, λ2) and z = (z1, z2) each with distinct coordinates. The universal rational
Lm[n]-valued function is the function
ω(t1, . . . , tn2) =
∑
i
Ci
En2−i21 vm1
(n2 − i)!
⊗
Ei21vm2
i!
,
where
Ci(t1, . . . , tn2) = Sym
n2−i∏
j=1
1
tj − z1
i∏
j=1
1
tn2+j−i − z2
(6.3)
and Sym f(t1, . . . , tn) =
∑
σ∈Σn
f(tσ(1), . . . , tσ(n)), see [FMTV].
The universal rational function is symmetric with respect to the group Σn2 of permu-
tations of variables t1, . . . , tn2 . The Σn2-orbit of a point t
〈2〉 = (t1, . . . , tn2) is represented
by the polynomial p2(x) = (x− t1) . . . (x− tn2).
Lemma 6.1. Let p2(x) = (x− t1) . . . (x− tn2) be a polynomial. Then there exist numbers
c1, . . . , cn2 such that
p2(x) =
n2∑
i=1
ci
(x− z1)
n2−i
(n2 − i)!
(x− z2)
i
i!
. (6.4)
Moreover, ci = (−1)
i (z1 − z2)
n2 Ci. 
Let V = 〈p1(x)e
λ1x, p2(x)e
λ2x〉. Let (V, z) be a space of the (λ, z,n,m)-type. The
special fundamental operator of (V, z) has the form
D = (x− z1)(x− z2)(∂x − λ1)(∂x − λ2) + φ11(x− z1)(∂x − λ1) +
φ12(x− z1)(∂x − λ2) + φ21(x− z2)(∂x − λ1) + φ22(x− z2)(∂x − λ2),
where φij are suitable numbers such that
φ21 + φ22 = −m1, φ11 + φ12 = −m2,
φ12 + φ22 = −n1, φ11 + φ21 = −n2.
16 E. MUKHIN, V. TARASOV, AND A. VARCHENKO
Equation Df = 0 has a solution
f = eλ2x p2(x) = e
λ2x
∑
i
ci
(x− z1)
n2−i
(n2 − i)!
(x− z2)
i
i!
. (6.5)
Substituting this expression to the differential equation we obtain relations for the coef-
ficients,
(n2 − i)(m2 − i) ci+1 + i(n1 −m2 + i) ci−1 + (6.6)
(−2i2 + i(2n2 −m1 +m2)− n2m2 + (λ1 − λ2)(z1 − z2)(i+ φ11)) ci = 0 .
Notice that values i = 0, n2 −m1, m2, n2 are the values of i for which equation (6.6) does
not contain ci−1 or ci+1.
Lemma 6.2. Equations (6.6) with i such that α ≤ i ≤ β form a closed system of equations
with respect to cj such that α ≤ j ≤ β. 
Equations (6.6) have two symmetries.
The first symmetry has the following form. Replace in (6.6) the parameters λ1, λ2, z1,
z2, n1, n2, m1, m2 by z1, z2, λ1, λ2, m1, m2, n1, n2, respectively. Then (6.6) does not change.
The second symmetry has the following form. In the coefficients of (6.6) replace the
parameters λ1, λ2, n1, n2, φ11, i by λ2, λ1, n2, n1, φ12, m2− j, respectively. Then (6.6) takes
the form
(n2 − j)(m2 − j) ci−1 + j(n1 −m2 + j) ci+1 + (6.7)
(−2j2 + j(2n2 −m1 +m2)− n2m2 + (λ1 − λ2)(z1 − z2)(j + φ11)) ci = 0 .
The symmetries imply
Theorem 6.3. Let V = 〈p1(x)e
λ1x, p2(x)e
λ2x〉 and U = 〈q1(u)e
z1u, q2(u)e
z2u〉. Let (V, z)
be a space of the (λ, z,n,m)-type and (U,λ) the special bispectral dual space of the
(z,λ,m,n)-type. Write
eλ2x p2(x) = e
λ2x
n2∑
i=0
ci
(x− z1)
n2−i
(n2 − i)!
(x− z2)
i
i!
,
eλ1x p1(x) = e
λ1x
n1∑
i=0
di
(x− z1)
n1−i
(n1 − i)!
(x− z2)
i
i!
,
ez2u q2(u) = e
z2u
m2∑
i=0
ei
(u− λ1)
m2−i
(m2 − i)!
(u− λ2)
i
i!
.
Then ci = dm2−i = ei for α ≤ i ≤ β.
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Corollary 6.4. The Bethe vectors
β∑
i=α
ci
En2−i21 vm1
(n2 − i)!
⊗
Ei21vm2
i!
,
β∑
i=α
di
En1−i21 vm1
(n1 − i)!
⊗
Ei21vm2
i!
,
β∑
i=α
ei
Em2−i21 vn1
(m2 − i)!
⊗
Ei21vn2
i!
are identified by isomorphisms (6.1) and (5.2).
The fact that the first and second Bethe vectors are identified by the Weyl isomorphism
is proved also in [MV3] in a different way.
6.2. Critical points of master functions for N = M = 2. Under conditions of Section
6.1 consider the three associated master functions,
Φ(t1, . . . , tn2 ;λ; z;m) = exp
(
λ1(m1z1 +m2z2) + (λ2 − λ1)
n2∑
j=1
tj
)
×
(z1 − z2)
m1m2
n2∏
j=1
(tj − z1)
−m1(tj − z2)
−m2
∏
1≤j<j′≤n2
(tj − tj′)
2 ,
Φ(t1, . . . , tn1 ;λ2, λ1; z;m) = exp
(
λ2(m1z1 +m2z2) + (λ1 − λ2)
n1∑
j=1
tj
)
×
(z1 − z2)
m1m2
n1∏
j=1
(tj − z1)
−m1(tj − z2)
−m2
∏
1≤j<j′≤n1
(tj − tj′)
2 .
Φ(t1, . . . , tm2 ; z;λ;n) = exp
(
z1(n1λ1 + n2λ2) + (z2 − z1)
m2∑
j=1
tj
)
×
(λ1 − λ2)
n1n2
m2∏
j=1
(tj − λ1)
−n1(tj − λ2)
−n2
∏
1≤j<j′≤m2
(tj − tj′)
2 .
The functions are symmetric with respect to permutations of coordinates.
Set d = dim (Lm1⊗Lm2)[n1, n2] = dim (Lm1⊗Lm2)[n2, n1] = dim (Ln1⊗Ln2)[m1, m2].
By [MV3] for generic λ and z each of the three functions has exactly d orbits of critical
points and each of the orbits consists of non-degenerate critical points.
Theorem 6.5. Let λ and z be generic. Let (t1, . . . , tn2) be an admissible critical point
of Φ( · ;λ; z;m). Let (V, z) be the space of the (λ, z,n,m)-type associated with the
orbit of the critical point. Let (U,λ) be the special bispectral dual space to V . Let
U = 〈q1(u)e
z1u, q2(u)e
z2u〉. Then the polynomial p1 represents the orbit of an admissi-
ble critical point of Φ(t1, . . . , tn1;λ2, λ1; z;m) and the polynomial q2 represents the orbit
of an admissible critical point of Φ(t1, . . . , tm2 ; z;λ;n). 
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Let F (t1, . . . , tk;λ1, λ2, z1, z2) be a function of variables t1, . . . , tk depending on param-
eters λ1, λ2, z1, z2. Let C ⊂ C
k × C4 be the subset of critical points of F with respect to
variables t1, . . . , tk. Consider the space C
8 with coordinates λ1, λ2, z1, z2, λ
∗
1, λ
∗
2, z
∗
1 , z
∗
2 and
symplectic form dλ1 ∧ dλ
∗
1 + λ2 ∧ dλ
∗
2 + dz1 ∧ dz
∗
1 + dz2 ∧ dz
∗
2 . Define a map C → C
8 by
the formula
(t;λ; z) 7→ (λ; z;
∂F (t;λ; z)
∂λ1
,
∂F (t;λ; z)
∂λ2
,
∂F (t;λ; z)
∂z1
,
∂F (t;λ; z)
∂z2
) .
The image is a Lagrange variety.
Theorem 6.6. The Lagrange varieties corresponding to the logarithms of the three master
functions coincide.
Proof. The three Bethe vectors in Corollary 6.4 are identified by isomorphisms (6.1)
and (5.2). The KZ and dynamical Hamiltonians acting in (Lm1 ⊗ Lm2)[n1, n2], (Lm1 ⊗
Lm2)[n2, n1], and (Ln1 ⊗Ln2)[m1, m2] also are identified by isomorphisms (6.1) and (5.2).
Hence the three Bethe vectors have the same eigenvalues with respect to the Hamiltonians.
But the eigenvalues are given by partial derivatives of the logarithms of the corresponding
master functions, see Theorem 4.1. This proves that the Lagrange varieties coincide. 
7. Baker-Akhieser functions and bispectral involution
For λ ∈ C, we call a vector subspace Wλ ⊂ C[t] admissible at λ if there exists m ∈ Z≥0
such that (t − λ)mC[x] ⊂ Wλ and there exists f ∈ Wλ such that f(λ) 6= 0. We call a
vector subspace W ⊂ C[t] admissible if
W = ∩ni=1 Wλi
where n is a natural number, λ1, . . . , λn ∈ C are distinct complex numbers, and for any
i, Wλi is admissible at λi.
We denote the set of all admissible subspaces by Gr and call the Grassmannian of
admissible subspaces. The Grassmannian parameterizes the rational solutions (vanishing
at infinity) to the KP hierarchy, see [W].
Each Wλi can be defined by a finite set of linear equations on the Taylor coefficients at
λi. Namely, there exist a positive integer Ni, a sequence of integers 0 < ni1 < · · · < niNi
and complex numbers ci,j,a, a = 0, . . . , nij , such that ci,j,nij 6= 0 for all i, j and
Wλi = { r ∈ C[t] |
nij∑
a=1
ci,j,a r
(a)(λi) = 0, j = 1, . . . , Ni } . (7.1)
For an admissible subspace W define the complex vector space V as the space spanned
by functions pije
λix, i = 1, . . . , n, j = 1, . . . , Ni, where pij =
∑nij
a=1 cijax
aeλix. The space
V is a space of quasi-polynomials of type considered in Section 2.2.
On the other hand, having a space V of type considered in Section 2.2 one can recover
an admissible subspace W ⊂ C[t] by formula (7.1).
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LetW ⊂ C[t] be an admissible subspace and V the associated space of quasi-polynomials.
Define the algebra A = {p ∈ C[t] | p(t)W ⊂ W}. An equivalent definition is A = {p ∈
C[t] | p(∂x) V ⊂ V }.
Let D¯V be the monic fundamental differential operator of V . The function
ΨW (x, ξ) =
n∏
i=1
(ξ − λi)
−Ni D¯V e
xξ
is called the stationary Baker-Akhieser function of the admissible space W . Introduce the
rational function ψW (x, ξ) by the formula ΨW (x, ξ) = ψW (x, ξ)e
xξ. The function ψW (x, ξ)
expands as a power series in x−1, ξ−1 of the form
ψW (x, ξ) = 1 +
∞∑
i,j=1
cijx
−iξ−j.
It is easy to see that for every p ∈ A, there exists a linear differential operator Lp(x, ∂x)
such that Lp(x, ∂x)D¯V = D¯V p(∂x). As a corollary one concludes that
Lp(x, ∂x) ΨW (x, ξ) = p(ξ) ΨW (x, ξ) .
There is the bispectral involution for points of the Grassmanian of admissible subspaces.
It is described in terms of the Baker-Akhiezer functions. An admissible spaceW is mapped
to an admissible space Y if ΨY (x, ξ) = ΨW (ξ, x), see [W].
Theorem 7.1. Let V and U be two spaces of quasi-polynomials bispectral dual with re-
spect to the integral transform of Section 2.4. Then the corresponding admissible spaces
W,Y ∈ Gr are bispectral dual with respect to their Baker-Akhieser functions.
The theorem follows from part (iii) of Theorem 2.6.
The points W of the Grassmanian Gr are in bijection with classes of pairs of matrices
Z,Λ such that [Z,Λ] + I is a rank one matrix [W]. Then
ψW (x, ξ) = det(I + (x− Z)
−1(ξ − Λ)−1) .
The bispectral involution corresponds to the involution (Z,Λ) 7→ (Λ∗, Z∗).
The simplest example of both diagonalizable Z and Λ corresponds to the case of the
(glN , glN) duality and the weight subspace (C
N)⊗N [1, ..., 1] that is, the weight subspace
of slN weight zero. This is a remarkable weight subspace; it is naturally isomorphic to
the group algebra of the symmetric group ΣN .
8. Appendix: Proof of Proposition 3.7
Let g be a simple Lie algebra. Fix its Gauss decomposition g = n+ ⊕ h ⊕ n−. For a
g-module U let U [λ] be the weight subspace of weight λ and let Un
+
[λ] be the subspace
of singular vectors of weight λ. Let Mλ be the Verma module over g of highest weight λ,
and let Lλ be the irreducible g-module of highest weight λ.
Lemma 8.1. Let U be a g-module. Then dim
(
Homg(Mλ, U)
)
= dim
(
Un
+
[λ]
)
. 
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Lemma 8.2. Let U be a finite-dimensional g-module. Then
dim
(
Homg(Lλ, U)
)
= dim
(
Un
+
[λ]
)
.
Proof. Since U is finite-dimensional and the only possible finite-dimensional quotient of
Mλ is Lλ, any homomorphism φ ∈ Homg(Mλ, U) factors through Lλ. Therefore, the
canonical embedding Homg(Lλ, U) →֒ Homg(Mλ, U) is an isomorphism, and the claim
follows from Lemma 8.1. 
For a g-module U , the dual g-module U∗ is defined by the rule x|U∗ = (−x|U)
∗ for any
x ∈ g. Let w be the longest element of the Weyl group of g.
Lemma 8.3. Let λ be a dominant integral weight. Then the g-module L∗λ dual to Lλ is
isomorphic to L−w(λ). 
Lemma 8.4. Let λ be a dominant integral weight, and let U be a finite-dimensional
g-module. The multiplicity of the trivial g-module in the tensor product U ⊗ Lλ equals
dim
(
Un
+
[−w(λ)]
)
.
Proof. The multiplicity of the trivial g-module in the tensor product U ⊗ Lλ equals
dim
(
Homg(C, U ⊗ Lλ)
)
. Since Homg(C, U ⊗ Lλ) = Homg(L
∗
λ, U) = Homg(L−w(λ, U),
the claim follows from Lemma 8.2. 
Let r = rank g. Let ( , ) be the invariant bilinear form on h∗, and let α∨1 , . . . α
∨
r be simple
coroots. Let e1, . . . er ∈ n
+ and f1, . . . fr ∈ n
− be the Chevalley generators corresponding
to the simple roots.
Lemma 8.5. [Dix, 7.2.5] Let λ be a dominant integral weight. Then
Lλ =Mλ/{f
(λ,α∨1 )+1
1 vλ, . . . , f
(λ,α∨r )+1
r vλ} ,
where vλ is the highest weight vector in Mλ. 
Let ̟ : g→ g be the involution such that ̟(ei) = −fi, i = 1, . . . , r. For a g-module U
define the g-module U on the same vector space by the rule x|U = ̟(x)|U for any x ∈ g.
Lemma 8.6. Let λ be a dominant integral weight. The g-module L∗λ is isomorphic to Lλ.

Let b± = h ⊕ n±. For a weight µ let Cµ be the one-dimensional h-module such that
x ∈ h acts as µ(x). We treat Cµ also as a module over b
+ or b− in which the subalgebras
n± act trivially.
Lemma 8.7. Let V be a g-module. Let vλ be a highest weight vector of the Verma module
Mλ over g. Then the map Homb−(Cµ⊗Mλ, V )→ V [λ+µ], φ 7→ φ(1⊗vλ) is a bijection.

Lemma 8.8. Let λ , µ be dominant integral weights. Let U be a finite-dimensional
g-module. Then
dim
(
(U ⊗ Lλ)
n+ [µ]
)
= dim
{
u ∈ U [µ − λ]
∣∣ e(λ,α∨1 )+11 u = 0, . . . , e(λ,α∨r )+1r u = 0} .
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Proof. We have
(U ⊗ Lλ)
n+ [µ] = Homb+
(
Cµ, U ⊗ Lλ
)
= Homb+
(
Cµ ⊗ L
∗
λ, U
)
=
= Homb−
(
Cµ ⊗ L
∗
λ, U
)
= Homb−
(
C−µ ⊗ Lλ, U
)
.
Let vλ be a highest weight vector of Lλ. By Lemma 8.5 and Lemma 8.7 the map
Homb−(C−µ ⊗ Lλ, U)→
{
u¯ ∈ U [λ− µ] | f
(λ,α∨1 )+1
1 u¯ = 0, . . . , f
(λ,α∨r )+1
r u¯ = 0
}
,
φ 7→ φ(1⊗ vλ)
is a bijection. At last, observe that{
u¯ ∈ U [λ− µ] | f
(λ,α∨
1
)+1
1 u¯ = 0, . . . , f
(λ,α∨r )+1
r u¯ = 0
}
=
=
{
u ∈ U [µ − λ]
∣∣ e(λ,α∨1 )+11 u = 0, . . . , e(λ,α∨r )+1r u = 0} .
To avoid confusion, notice that though U [µ−λ] and U [λ−µ] coincide as vector spaces, they
are considered as subspaces of g-modules U and U , respectively, and the corresponding
g-actions do not coincide. 
Proposition 8.9. Let λ , µ be dominant integral weights. Let U be a finite-dimensional
g-module. Then the multiplicity of the trivial g-module in the tensor product U ⊗Lλ⊗Lµ
equals
dim
{
u ∈ U [−λ− w(µ)]
∣∣ e(λ,α∨1 )+11 u = 0, . . . , e(λ,α∨r )+1r u = 0} .
The statement follows from Lemmas 8.4 and 8.8.
Return to the situation of Section 3.5. For a ramification sequence c denote by Lc the
finite-dimensional irreducible glN -module with highest weight c. Any glN -module U has
a natural structure of an slN -module denoted by U˜ .
A glN -module U is called polynomial of degree d if it is a submodule of the tensor
product (CN)⊗d of the vector representations of glN . For any ramification sequence c the
module Lc is polynomial.
Lemma 8.10. Let U be a polynomial glN -module of degree d. If a weight subspace
U [n1, . . . , nN ] is nonzero, then n1, . . . nN are nonnegative integers and
∑
i ni = d. 
Let U be a polynomial glN -module of degree d and let n1, . . . , nN be nonegative integers
such that
∑
i ni = d. Define the ramification sequences
c(∞1) = (n2 + · · ·+ nN , n3 + · · ·+ nN , . . . , nN , 0) ,
c(∞2) = (n1 + · · ·+ nN−1, n1 + · · ·+ nN−2, . . . , n1, 0) .
Proposition 8.11. The multiplicity of the trivial slN -module in the tensor product of
slN -modules U˜ ⊗ L˜c(∞1) ⊗ L˜c(∞2) equals dimU [n1, . . . , nN ].
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Proof. Let λ , µ be the slN weights corresponding to the glN weights c(∞1) , c(∞2), re-
spectively. Then U˜ [−λ−w(µ)] = U [n1, . . . , nN ] and (λ, α
∨
i ) = ni+1, i = 1, . . . , N −1. By
Lemma 8.10 we have eni+1+1u = 0, i = 1 . . . , N − 1, for any u ∈ U [n1, . . . , nN ]. Hence,
the required statement follows from Proposition 8.9. 
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