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1. Introduction
For a ﬁnite set X , a partition of X is a collection of mutually disjoint nonempty subsets, called
blocks, of X whose union is X . Let Π(n) denote the poset of partitions of [n] = {1,2, . . . ,n} ordered
by reﬁnement, i.e. π  σ if each block of σ is a union of some blocks of π . There is a natural way to
identify π ∈ Π(n) with an intersection of reﬂecting hyperplanes of the Coxeter group An−1. With this
observation Reiner [12] deﬁned partitions of type Bn as follows. A partition of type Bn is a partition π
of [±n] = {1,2, . . . ,n,−1,−2, . . . ,−n} such that if B is a block of π then −B = {−x: x ∈ B} is also a
block of π , and there is at most one block, called zero block, which satisﬁes B = −B . Let ΠB(n) denote
the poset of partitions of type Bn ordered by reﬁnement.
A noncrossing partition of type An−1, or simply a noncrossing partition, is a partition π ∈ Π(n) with
the following property: if integers a,b, c and d with a < b < c < d satisfy a, c ∈ B and b,d ∈ B ′ for
some blocks B and B ′ of π , then B = B ′ .
Let k be a positive integer. A noncrossing partition is called k-divisible if the size of each block is
divisible by k. Let NC(n) (resp. NC(k)(n)) denote the subposet of Π(n) (resp. Π(kn)) consisting of the
noncrossing partitions (resp. k-divisible noncrossing partitions).
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each ﬁnite Coxeter group W . This deﬁnition has the property that NC(An−1) is isomorphic to NC(n).
Armstrong [1] deﬁned the poset NC(k)(W ) of generalized k-divisible noncrossing partitions for each
ﬁnite Coxeter group W . In this deﬁnition we have NC(1)(W ) ∼= NC(W ) and NC(k)(An−1) ∼= NC(k)(n).
For each classical Coxeter group W , we have a combinatorial realization of NC(k)(W ). Reiner [12]
deﬁned the poset NCB(n) ⊂ ΠB(n) of noncrossing partitions of type Bn , which turned out to be iso-
morphic to NC(Bn). This poset is naturally generalized to the poset NC
(k)
B (n) ⊂ ΠB(kn) of k-divisible
noncrossing partitions of type Bn . Armstrong [1] showed that NC
(k)
B (n)
∼= NC(k)(Bn). Athanasiadis and
Reiner [3] deﬁned the poset NCD(n) ⊂ ΠB(n) of noncrossing partitions of type Dn and showed that
NCD(n) ∼= NC(Dn). Krattenthaler [9] deﬁned the poset NC(k)D (n) ⊂ ΠB(kn) of the k-divisible noncross-
ing partitions of type Dn using a representation on an annulus and showed that NC
(k)
D (n)
∼= NC(k)(Dn);
see also [10]. Similarly to NC(k)(n), the size of each block of π in NC(k)B (n) or NC
(k)
D (n) is divisible by k.
In this paper we are mainly interested in the number of multichains in NC(k)(n), NC(k)B (n) and
NC(k)D (n) with some conditions on the rank and the block size. By a multichain we mean a chain with
possible repetitions.
Deﬁnition 1.1. For a multichain π1  π2  · · ·  π in a graded poset P with maximum element 1ˆ,
the rank jump vector of this multichain is the vector (s1, s2, . . . , s+1), where s1 = rank(π1), s+1 =
rank(1ˆ) − rank(π) and si = rank(πi) − rank(πi−1) for 2 i  .
We note that all the posets considered in this paper are graded with maximum element, however,
they do not necessarily have a minimum element. Also note that the sum of the integers in a rank
jump vector is always equal to the rank of the maximum element, which is n − 1 for NC(n) and
NC(k)(n), n for NCB(n), NCD(n), NC
(k)
B (n), and NC
(k)
D (n).
Edelman [6, Theorem 4.2] showed that, if s1 + · · · + s+1 = n − 1, the number of multichains in
NC(k)(n) with rank jump vector (s1, s2, . . . , s+1) is equal to
1
n
(
n
s1
)(
kn
s2
)
· · ·
(
kn
s+1
)
. (1)
Modifying Edelman’s idea of the proof of (1), Reiner [12] found an analogous formula for the number
of multichains in NCB(n) with given rank jump vector. Later, Armstrong found the following formula
[1, Theorem 4.5.7] by generalizing Reiner’s idea: if s1 + · · · + s+1 = n, the number of multichains in
NC(k)B (n) with rank jump vector (s1, s2, . . . , s+1) is equal to(
n
s1
)(
kn
s2
)
· · ·
(
kn
s+1
)
. (2)
Athanasiadis and Reiner [3, Theorem 1.2] proved that, if s1 +· · ·+ s+1 = n, the number of multichains
in NCD(n) with rank jump vector (s1, s2, . . . , s+1) is equal to
2
(
n − 1
s1
)(
n − 1
s2
)
· · ·
(
n − 1
s+1
)
+
+1∑
i=1
(
n − 1
s1
)
· · ·
(
n − 2
si − 2
)
· · ·
(
n − 1
s+1
)
. (3)
To prove (3), they [3, Lemma 4.4] showed the following using incidence algebras and the Lagrange
inversion formula: the number of multichains π1  π2  · · ·  π in NCB(n) with rank jump vector
(s1, s2, . . . , s+1) such that d is the smallest integer for which πd has a zero block is equal to
sd
n
(
n
s1
)(
n
s2
)
· · ·
(
n
s+1
)
. (4)
Since (4) is simple and elegant, it deserves a combinatorial proof. In this paper we prove a general-
ization of (4) combinatorially; see Lemma 5.1.
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ture, for instance [1–3], type(π) for π ∈ Π(n) is deﬁned to be the integer partition λ = (λ1, λ2, . . . , λ)
where the number of parts of size i is equal to the number of blocks of size i of π . However, to state
the results in a uniform way, we will use the following different deﬁnition of type(π).
Deﬁnition 1.2. The type of a partition π ∈ Π(n), denoted by type(π), is the sequence (b;b1,b2, . . . ,bn)
where bi is the number of blocks of π of size i and b = b1 + b2 + · · · + bn . The type of π ∈ ΠB(n),
denoted by type(π), is the sequence (b;b1,b2, . . . ,bn) where bi is the number of unordered pairs
(B,−B) of nonzero blocks of π of size i and b = b1 + b2 + · · · + bn . For a partition π in either Π(kn)
or ΠB(kn), if type(π) = (b;b1,b2, . . . ,bkn) and the size of each block of π is divisible by k, then we
deﬁne the k-type type(k)(π) of π to be (b;bk,b2k, . . . ,bkn).
From now on, whenever we write (b;b1,b2, . . . ,bn), it is automatically assumed that b = b1 +b2 +
· · · + bn .
Note that if type(π) = (b;b1,b2, . . . ,bn) for π in NC(n) (resp. NCB(n)), then we have ∑ni=1 i ·bi = n
(resp.
∑n
i=1 i ·bi  n). Furthermore, if type(π) = (b;b1,b2, . . . ,bn) for π in NCD(n), then
∑n
i=1 i ·bi = n
or
∑n
i=1 i · bi  n − 2 because π cannot have a zero block of size 1.
Kreweras [11, Theorem 4] proved that, if
∑n
i=1 i · bi = n, the number of π ∈ NC(n) with type(π) =
(b;b1,b2, . . . ,bn) is equal to
1
b
(
b
b1,b2, . . . ,bn
)(
n
b − 1
)
. (5)
Athanasiadis [2, Theorem 2.3] proved that, if
∑n
i=1 i ·bi  n, the number of π ∈ NCB(n) with type(π) =
(b;b1,b2, . . . ,bn) is equal to(
b
b1,b2, . . . ,bn
)(
n
b − 1
)
. (6)
Athanasiadis and Reiner [3, Theorem 1.3] proved that the number of π ∈ NCD(n) with type(π) =
(b;b1,b2, . . . ,bn) is equal to(
b
b1,b2, . . . ,bn
)(
n − 1
b − 1
)
, (7)
if b1 + 2b2 + · · · + nbn  n − 2, and
2
(
b
b1,b2, . . . ,bn
)(
n − 1
b
)
+
(
b − 1
b1 − 1,b2, . . . ,bn
)(
n − 1
b − 1
)
, (8)
if b1 + 2b2 + · · · + nbn = n.
Armstrong [1, Theorems 4.4.4 and 4.5.11] generalized (5) and (6) as follows: if
∑n
i=1 i · bi = n, the
number of multichains π1  π2  · · · π in NC(k)(n) with type(k)(π1) = (b;b1,b2, . . . ,bn) is equal to
1
b
(
b
b1,b2, . . . ,bn
)(
kn
b − 1
)
, (9)
and, if
∑n
i=1 i · bi  n, the number of multichains π1  π2  · · · π in NC(k)B (n) with type(k)(π1) =
(b;b1,b2, . . . ,bn) is equal to(
b
b1,b2, . . . ,bn
)(
kn
b
)
. (10)
Using decomposition numbers, Krattenthaler and Müller [10] proved certain very general formulas
and as corollaries, they obtained the following three theorems which generalize all the above known
results except (4). In fact, the results in [10] are far more general than the following three theorems
and our generalization of (4) can also be obtained from one of those.
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fying
∑n
i=1 bi = b,
∑n
i=1 i · bi = n,
∑+1
i=1 si = n − 1 and s1 = n − b. Then the number of multichains π1 
π2  · · ·  π in NC(k)(n) with rank jump vector (s1, s2, . . . , s+1) and type(k)(π1) = (b;b1,b2, . . . ,bn) is
equal to
1
b
(
b
b1,b2, . . . ,bn
)(
kn
s2
)
· · ·
(
kn
s+1
)
.
Theorem 1.2. (See [10, Corollary 14].) Let b,b1,b2, . . . ,bn and s1, s2, . . . , s+1 be nonnegative integers satis-
fying
∑n
i=1 bi = b,
∑n
i=1 i · bi  n,
∑+1
i=1 si = n and s1 = n − b. Then the number of multichains π1  π2 
· · ·  π in NC(k)B (n) with rank jump vector (s1, s2, . . . , s+1) and type(k)(π1) = (b;b1,b2, . . . ,bn) is equal
to (
b
b1,b2, . . . ,bn
)(
kn
s2
)
· · ·
(
kn
s+1
)
.
Theorem 1.3. (See [10, Corollary 16].) Let b,b1,b2, . . . ,bn and s1, s2, . . . , s+1 be nonnegative integers sat-
isfying
∑n
i=1 bi = b,
∑n
i=1 i · bi  n,
∑n
i=1 i · bi = n − 1,
∑+1
i=1 si = n and s1 = n − b. Then the number
of multichains π1  π2  · · ·  π in NC(k)D (n) with rank jump vector (s1, s2, . . . , s+1) and type(k)(π1) =
(b;b1,b2, . . . ,bn) is equal to(
b
b1,b2, . . . ,bn
)(
k(n − 1)
s2
)
· · ·
(
k(n − 1)
s+1
)
,
if b1 + 2b2 + · · · + nbn  n − 2, and
2
(
b
b1,b2, . . . ,bn
)(
k(n − 1)
s2
)
· · ·
(
k(n − 1)
s+1
)
+
+1∑
i=2
si − 1
b − 1
(
b − 1
b1 − 1,b2, . . . ,bn
)(
k(n − 1)
s2
)
· · ·
(
k(n − 1)
si − 1
)
· · ·
(
k(n − 1)
s+1
)
,
if b1 + 2b2 + · · · + nbn = n.
Krattenthaler and Müller’s proofs of Theorems 1.1, 1.2 and 1.3 are not completely combinatorial
because they used the Lagrange–Good inversion formula, see [10, Theorem 1] or [7]. Especially, in the
introduction in [10], they wrote that Theorems 1.1 and 1.2 seem amenable to combinatorial proofs,
however, to ﬁnd a combinatorial proof of Theorem 1.3 seems rather hopeless. In this paper, we will
give combinatorial proofs of Theorems 1.1, 1.2 and 1.3.
This paper is organized as follows. In Section 2 we recall the deﬁnition of NCB(n) and NCD(n). In
Section 3 we recall the bijection ψ in [8] between NCB(n) and the set B(n) of pairs (σ , x), where
σ ∈ NC(n) and x is either ∅, an edge of σ , or a block of σ . Here an edge of σ is a pair (i, j) of integers
with i < j such that i and j are in the same block of σ which does not contain any integer between
them. Then we ﬁnd a necessary and suﬃcient condition for two pairs (σ1, x1) ∈B(n) and (σ2, x2) ∈
B(n) to satisfy ψ−1(σ1, x1)  ψ−1(σ2, x2) in the poset NCB(n). This property plays a crucial role in
the proof of Theorem 1.3. In Section 4 we prove Theorem 1.1 by modifying the argument of Edelman
[6]. For 0 < r < k, we consider the subposet NC(k)(n; r) of NC(nk + r) consisting of the partitions
π such that all but one block of π have sizes divisible by k. Then we prove a chain enumeration
formula for NC(k)(n; r), which is similar to Theorem 1.1. In Section 5 we prove a generalization of (4)
and Theorem 1.2. In Section 6 we prove that the poset N˜C
(2k)
(2n + 1) suggested by Armstrong [1] is
isomorphic to the poset NC(2k)(n;k) deﬁned in Section 4. Using these results, we prove Armstrong’s
conjecture on the zeta polynomial of N˜C
(2k)
(2n+ 1) and answer the question on rank-, type-selection
formulas [1, Conjecture 4.5.14 and Open Problem 4.5.15]. In Section 7 we prove Theorem 1.3. All the
arguments in this paper are purely combinatorial.
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Fig. 2. The type B circular representations of {±{1,4,−5},±{2,3}} and {{1,4,5,−1,−4,−5},±{2,3}}.
2. Noncrossing partitions of classical types
For integers n,m, let [n,m] = {n,n + 1, . . . ,m} and [n] = {1,2, . . . ,n}.
Recall that Π(n) denotes the poset of partitions of [n] and ΠB(n) denotes the poset of partitions
of type Bn . For simplicity, we will write a partition π ∈ ΠB(n) in the following way:
π = {±{1,−3,6}, {2,4,−2,−4},±{5,8},±{7}},
which means
π = {{1,−3,6}, {−1,3,−6}, {2,4,−2,−4}, {5,8}, {−5,−8}, {7}, {−7}}.
The circular representation of π ∈ Π(n) is the drawing obtained as follows. Arrange n vertices
around a circle which are labeled with the integers 1,2, . . . ,n. For each block B of π , draw the
convex hull of the vertices whose labels are the integers in B . For an example, see Fig. 1. It is easy
to see that the following deﬁnition coincides with the deﬁnition of a noncrossing partition in the
introduction: π is a noncrossing partition if the convex hulls in the circular representation of π do not
intersect.
Let π ∈ ΠB(n). The type B circular representation of π is the drawing obtained as follows. Ar-
range 2n vertices on a circle which are labeled with the integers 1,2, . . . ,n,−1,−2, . . . ,−n. For each
block B of π , draw the convex hull of the vertices whose labels are the integers in B . For an example,
see Fig. 2. Note that the type B circular representation of π ∈ ΠB(n) is invariant, if we do not concern
the labels, under a 180◦ rotation, and the zero block of π , if it exists, corresponds to a convex hull
containing the center. Then π is a noncrossing partition of type Bn if the convex hulls do not intersect.
Let π ∈ ΠB(n). The type D circular representation of π is the drawing obtained as follows. Arrange
2n − 2 vertices labeled with 1,2, . . . ,n − 1,−1,−2, . . . ,−(n − 1) on a circle and put a vertex labeled
with ±n at the center. For each block B of π , draw the convex hull of the vertices whose labels are
in B . Then π is a noncrossing partition of type Dn if the convex hulls do not intersect in their interiors
and if there is a zero block B then {n,−n} B . For an example, see Fig. 3.
Let π ∈ Π(n). An edge of π is a pair (i, j) of integers with i < j such that i, j ∈ B for a block B of
π and there is no other integer k in B with i < k < j. The standard representation of π is the drawing
obtained as follows. Arrange the integers 1,2, . . . ,n on a horizontal line. For each edge (i, j) of π ,
connect the integers i and j with an arc above the horizontal line. For an example, see Fig. 4. Then π
is a noncrossing partition if and only if the arcs in the standard representation do not intersect.
884 J.S. Kim / Journal of Combinatorial Theory, Series A 118 (2011) 879–898Fig. 3. The type D circular representations of {±{1,−5,−6}, ±{2,4,−7}, ±{3}} and {{1,6,7,−1,−6,−7}, ±{2,4,5}, ±{3}}.
Fig. 4. The standard representation of {{1,2,5,10}, {3,4}, {6,7,9}, {8}, {11}, {12,14}, {13}}.
Fig. 5. The standard representation of {±{1,2,−8},±{3,−7},±{4,5},±{6}}.
Fig. 6. The partition η corresponding to the partition π in Fig. 5.
Let π ∈ ΠB(n). The standard representation of π is the drawing obtained as follows. Arrange the
integers 1,2, . . . ,n,−1,−2, . . . ,−n on a horizontal line. Then connect the integers i and j with an arc
above the horizontal line for each pair (i, j) of integers such that i and j are in the same block B of π
and there is no other integer in B between i and j on the horizontal line. For an example, see Fig. 5.
Then π is a noncrossing partition of type Bn if and only if the arcs in the standard representation do
not intersect.
Let NCB(n) (resp. NCD(n)) denote the subposet of ΠB(n) consisting of the noncrossing partitions
of type Bn (resp. type Dn). Note that for π ∈ NCB(n) or π ∈ NCD(n), we have rank(π) = n − nz(π),
where nz(π) denotes the number of unordered pairs (B,−B) of nonzero blocks of π .
3. Interpretation of noncrossing partitions of type Bn
Let B(n) denote the set of pairs (σ , x), where σ ∈ NC(n) and x is either ∅, an edge of σ , or a
block of σ . Note that for each σ ∈ NC(n), we have n + 1 choices for x with (σ , x) ∈B(n). Thus B(n)
is essentially the same as NC(n) × [n + 1].
Let us recall the bijection ψ : NCB(n) →B(n) in [8].
Given π ∈ NCB(n), let η be the partition of [n] obtained from π by removing all the negative
integers and let X be the set of blocks B of η such that π has a block containing B and at least one
negative integer. Note that η ∈ NC(n) and each block B in X is nonnested in η, i.e. η does not have an
edge (i, j) with i < min(B) max(B) < j. For example, if π is the partition in Fig. 5, then η is the
partition in Fig. 6 and X = {{1,2}, {3}, {7}, {8}}.
Now assume that X has k blocks A1, A2, . . . , Ak with max(A1) < max(A2) < · · · < max(Ak). Since
all the blocks in X are nonnested in η, we have max(Ai) <min(Ai+1) for all i ∈ [k − 1]. Let σ be the
partition obtained from η by taking the union of Ai and Ak+1−i for all i = 1,2, . . . , 
k/2. Let
x =
⎧⎨
⎩
∅, if k = 0;
(max(Ak/2),min(Ak/2+1)), if k = 0 and k is even;
A(k+1)/2, if k is odd.
J.S. Kim / Journal of Combinatorial Theory, Series A 118 (2011) 879–898 885Fig. 7. The partition σ corresponding to the partition π in Fig. 5.
Note that (σ , x) ∈B(n). We deﬁne ψ(π) to be the pair (σ , x). For example, if π is the partition in
Fig. 5, then ψ(π) = (σ , x), where σ is the partition in Fig. 7 and x is the edge (3,7).
The following theorem is proved by the author in [8]. For the sake of self-containedness, we in-
clude a short proof.
Theorem 3.1. (See [8].) The mapψ : NCB(n) →B(n) is a bijection. Moreover, forπ ∈ NCB(n)with type(π) =
(b;b1,b2, . . . ,bn) and ψ(π) = (σ , x), we have type(σ ) = type(π) if π does not have a zero block; and
type(σ ) = (b + 1;b1, . . . ,bi + 1, . . . ,bn) if π has a zero block of size 2i.
Proof. It is suﬃcient to construct the inverse map ψ−1. Let (σ , x) ∈ B(n). Then ψ−1(σ , x) is the
partition π ∈ NCB(n) determined as follows.
Case 1 x is the empty set ∅. Then for each block A of σ , ±A are blocks of π .
Case 2 x is an edge (a,b) of σ . For each block A of σ , let A1 = A∩[a] and A2 = A∩[b,n]. If A1 = ∅
or A2 = ∅, then ±A are blocks of π . Otherwise, ±(A1 ∪ (−A2)) are blocks of π .
Case 3 x is a block B of σ . Then π has zero block B ∪ (−B). For each block A = B of σ , let
A1 = A ∩ [min(B)] and A2 = A ∩ [max(B),n]. If A1 = ∅ or A2 = ∅, then ±A are blocks of π .
Otherwise, ±(A1 ∪ (−A2)) are blocks of π .
It is easy to check that this is the inverse map of ψ . The ‘moreover’ statement is clear from the
construction of ψ−1. 
Now we will ﬁnd a necessary and suﬃcient condition for (σ1, x1), (σ2, x2) ∈ B(n) to satisfy
ψ−1(σ1, x1)ψ−1(σ2, x2) in NCB(n).
For a partition π in Π(n) or ΠB(n), we write i
π∼ j if i and j are in the same block of π and i π j
otherwise. Note that if ψ(π) = (σ , x), then we have i σ∼ j if and only if i π∼ j or i π∼ − j. The length of
an edge (i, j) is deﬁned to be j − i. It is straightforward to check the following lemmas.
Lemma 3.2. Let ψ(π) = (σ , x). Then we have the following properties.
1. x = ∅ if and only if there is no integer i with i π∼ −i and there are no positive integers i, j with i π∼ − j.
2. x is an edge if and only if there is no integer i with i
π∼ −i and there are two positive integers i, j with
i
π∼ − j. In this case, there is a unique pair (a,b) of integers a < b such that b− a is minimal subject to the
condition a
π∼ −b. Then (a,b) is in fact an edge of σ and we have x = (a,b).
3. x is a block if and only if there is an integer i with i
π∼ −i. In this case, x is the block consisting of the
positive integers i with i
π∼ −i.
Lemma 3.3. Let ψ(π) = (σ , x). For any integers i, j with i < j and i σ∼ j, we have the following properties.
1. If x = ∅, then i π∼ j and i π− j.
2. If x is an edge (a,b) of σ , then i
π
 j and i
π∼ − j if i  a < b  j; and i π∼ j and i π− j otherwise.
3. If x is a block B of σ , then i
π∼ j and i π∼ − j if {i, j} ⊂ B; i π j and i π∼ − j if {i, j} ⊂ B and i < min B 
max B < j; and i
π∼ j and i π− j otherwise.
Proposition 3.4. Let ψ(π1) = (σ1, x1) and ψ(π2) = (σ2, x2). Then π1  π2 if and only if σ1  σ2 and one
of the following conditions holds:
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2. x2 is an edge (a,b) of σ2 and x1 is the unique minimal length edge (i, j) of σ1 with i  a < b  j if such
an edge exists; and x1 = ∅ otherwise.
3. x2 is a block of σ2 and x1 is a block of σ1 with x1 ⊂ x2 .
4. x2 is a block of σ2 and x1 is an edge (i, j) of σ1 with i, j ∈ x2 .
5. x2 is a block of σ2 and x1 is the minimal length edge (i, j) of σ1 with i < min(x2)max(x2) < j if such
an edge exists; and x1 = ∅ otherwise.
Proof. This is a straightforward veriﬁcation using the above two lemmas. For instance, let us prove
one direction in the second case.
Assume that π1  π2 and x2 is an edge (a,b) of σ2. Clearly, we have σ1  σ2. For two positive
integers i, j with i < j, we claim that i
π1∼ − j if and only if i σ1∼ j and i  a < b  j.
Let i
π1∼ − j. Then we have i σ1∼ j. Since π1  π2, we have i π2∼ − j and by Lemma 3.2 we get i  a <
b  j. Conversely, let i σ1∼ j and i  a < b  j. Since σ1  σ2, we have i σ2∼ j and by Lemma 3.3 we get
i
π2
 j and i
π2∼ − j. On the other hand, i σ1∼ j implies i π1∼ j or i π1∼ − j. Since π1  π2, we cannot have
i
π1∼ j. Thus we get i π1∼ − j.
Thus we have i
π1∼ − j if and only if i σ1∼ j and i  a < b  j. By Lemma 3.2, x1 is the minimal length
edge (i, j) of σ1 subject to i
π1∼ − j, if such an edge exists; and x1 = ∅ otherwise. Thus we are done.
The other cases can be shown similarly. 
4. k-divisible noncrossing partitions of type A
Let k be a positive integer. A noncrossing partition π ∈ NC(kn) is k-divisible if the size of each
block is divisible by k. Let NC(k)(n) denote the subposet of NC(kn) consisting of k-divisible noncrossing
partitions. Then NC(k)(n) is a graded poset with rank function rank(π) = n − bk(π), where bk(π) is
the number of blocks of π .
In order to prove (1), Edelman [6] found a bijection between the set of pairs (c,a) of a multi-
chain c : π1  π2  · · ·  π+1 in NC(k)(n) with rank jump vector (s1, s2, . . . , s+1) and an integer
a ∈ [n] and the set of ( + 1)-tuples (L, R1, R2, . . . , R) with L ⊂ [n], |L| = n − s1, Ri ⊂ [kn], and
|Ri | = si+1 for i ∈ []. This bijection has been extended to the noncrossing partitions of type Bn [1,12]
and type Dn [3].
In this section we prove Theorem 1.1 by modifying the idea of Edelman. Let us ﬁrst introduce
several notations.
4.1. The cyclic parenthesization
Let P (n) denote the set of pairs (L, R) of subsets L, R ⊂ [n] with the same cardinality. Let (L, R) ∈
P (n). We can identify (L, R) with the cyclic parenthesization of (L, R) deﬁned as follows. We place a
left parenthesis before the occurrence of i for each i ∈ L and a right parenthesis after the occurrence
of i for each i ∈ R in the sequence 1,2, . . . ,n. We consider this sequence in cyclic order.
For x ∈ R , the size of x is deﬁned to be the number of integers enclosed by x and its corresponding
left parenthesis, which are not enclosed by any other matching pair of parentheses. The type of (L, R),
denoted by type(L, R), is deﬁned to be (b;b1,b2, . . . ,bn), where bi is the number of x ∈ R whose sizes
are equal to i and b = b1 + b2 + · · · + bn .
Example 4.1. Let (L, R) = ({2,3,9,11,15,16}, {1,4,5,8,9,12}) ∈ P (16). Then the cyclic parenthesiza-
tion is the following:
1)
(
2 (3 4) 5
)
6 7 8) (9) 10 (11 12) 13 14 (15 (16. (11)
Since we consider (11) in cyclic order, the right parenthesis of 1 is matched with the left parenthesis
of 16 and the right parenthesis of 8 is matched with the left parenthesis of 15. The sizes of 5 and 8
in R are 2 and 4 respectively. We have type(L, R) = (6;1,4,0,1,0, . . . ,0).
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i=1 ibi < n. Thus we have (L, R) ∈ P (n) if and only if there is at least one integer in the cyclic
parenthesization of (L, R) which is not enclosed by any matching pair of parentheses.
We deﬁne a map τ from P (n) to the set of pairs (B,π), where π ∈ NC(n) and B is a block of π as
follows. Let (L, R) ∈ P (n). Find a matching pair of parentheses in the cyclic parenthesization of (L, R)
which do not enclose any other parenthesis. Remove the integers enclosed by these parentheses,
and make a block of π with these integers. Repeat this procedure until there is no parenthesis.
Since (L, R) ∈ P (n), we have at least one remaining integer after removing all the parentheses. These
integers also form a block of π and B is deﬁned to be this block.
Example 4.2. Let (L, R) be the pair in Example 4.1. Note that (L, R) ∈ P (16). Then τ (L, R) = (B,π),
where
π = {{1,16}, {2,5}, {3,4}, {6,7,8,15}, {9}, {11,12}, {10,13,14}}
and B = {10,13,14}.
Proposition 4.1. The map τ is a bijection between P (n) and the set of pairs (B,π), where π ∈ NC(n) and B
is a block of π . Moreover, if τ (L, R) = (B,π), type(π) = (b;b1,b2, . . . ,bn) and |B| = j, then type(L, R) =
(b − 1,b1, . . . ,b j − 1, . . . ,bn).
Proof. Let τ (L, R) = (B,π). It is clear that π ∈ NC(n). It is suﬃcient to ﬁnd the inverse map of τ .
Let π ∈ NC(n) and B be a block of π . We will ﬁnd L and R as follows. First we start with L = R = ∅
and the cyclic sequence P which is initially 1,2, . . . ,n. If π has more than one block, then let A be
a block of π not equal to B such that the elements of A are consecutive in the cyclic sequence P .
Note that we can ﬁnd such a block because π is a noncrossing partition. We add the ﬁrst and the last
integers of A in the cyclic sequence P to L and R respectively. And then we remove the block A from
π and remove the integers in A in the cyclic sequence P . Repeat this procedure until π has only one
block B . Then the resulting sets L and R satisfy τ (L, R) = (B,π). Thus τ is a bijection.
The ‘moreover’ statement is obvious from the construction of τ . 
We deﬁne P (n, ) to be the set of (+1)-tuples (L, R1, R2, . . . , R) such that L, R1, R2, . . . , R ⊂ [n]
and |L| = |R1| + |R2| + · · · + |R|. Similarly, we can consider the labeled cyclic parenthesization of
(L, R1, R2, . . . , R) by placing a left parenthesis before i for each i ∈ L and right parentheses
) j1 ) j2 · · ·) jt labeled with j1 < j2 < · · · < jt after i if R j1 , R j2 , . . . , R jt are the sets containing i among
R1, R2, . . . , R . For each element x ∈ Ri , the size of x is deﬁned in the same way as in the case of
(L, R). We deﬁne the type of (L, R1, R2, . . . , R) similarly to the type of (L, R).
Example 4.3. Let T = (L, R1, R2) = ({2,4,5}, {2}, {2,6}) ∈ P (7,2). Then the labeled cyclic parenthe-
sization of T is the following:
1 (2)1)2 3 (4 (5 6)2 7. (12)
Furthermore the size of 2 ∈ R1 is 1, the size of 2 ∈ R2 is 3 and the size of 6 ∈ R2 is 2. Thus the type
of T is (3;1,1,1,0, . . . ,0).
Lemma 4.2. Let b,b1,b2, . . . ,bn and c1, c2, . . . , c be nonnegative integers with b = b1 + b2 + · · · + bn =
c1 + c2 + · · · + c . Then the number of elements (L, R1, R2, . . . , R) in P (n, ) with type (b;b1,b2, . . . ,bn)
and |Ri | = ci for i ∈ [] is equal to(
b
b1,b2, . . . ,bn
)(
n
c1
)(
n
c2
)
· · ·
(
n
c
)
.
Proof. Let (L, R1, R2, . . . , R) ∈ P (n, ) satisfy the conditions. Let xi1, xi2, . . . , xici be the elements of
Ri with xi1 < xi2 < · · · < xici . Let ti j be the size of xij ∈ Ri . Then the sequence
t11, . . . , t1c1 , t21, . . . , t2c2 , . . . , t1, . . . , tc
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b1︷ ︸︸ ︷
1, . . . ,1,
b2︷ ︸︸ ︷
2, . . . ,2, . . . ,
bn︷ ︸︸ ︷
n, . . . ,n. It is not diﬃcult to see that (L, R1, R2, . . . , R) is
completely determined by the Ri ’s and ti j ’s. Thus we are done. 
Let P (n, ) denote the set of (L, R1, R2, . . . , R) ∈ P (n, ) such that the type (b;b1,b2, . . . ,bn) of
(L, R1, R2, . . . , R) satisﬁes
∑n
i=1 ibi < n.
Using τ , we deﬁne a map τ ′ from P (n, ) to the set of pairs (B, c), where c : π1  π2  · · · π is
a multichain in NC(n) and B is a block of π1 as follows. Let P = (L, R1, R2, . . . , R) ∈ P (n, ). Applying
the same argument as in the case of τ to the labeled cyclic parenthesization of P , we get (B1,π1).
Then remove all the right parentheses in R1 from the cyclic parenthesization and their corresponding
left parentheses. By repeating this procedure, we get (Bi,πi) for i = 2,3, . . . , . Then we obtain a
multichain c : π1  π2  · · · π in NC(n). We deﬁne τ ′(P ) = (B1, c).
Proposition 4.3. The map τ ′ is a bijection between P (n, ) and the set of pairs (B, c) where c : π1 
π2  · · ·  π is a multichain in NC(n) and B is a block of π1 . Moreover, if τ ′(L, R1, R2, . . . , R) = (B, c),
the rank jump vector of c is (s1, s2, . . . , s+1), type(π1) = (b;b1,b2, . . . ,bn) and |B| = j, then the type of
(L, R1, R2, . . . , R) is (b − 1;b1, . . . ,b j − 1, . . . ,bn) and (|R1|, |R2|, . . . , |R|) = (s2, s3, . . . , s+1).
Proof. We will ﬁnd the inverse map of τ ′ . This can be done by using a similar argument as in [3,6,
12]. Let c : π1  π2  · · · π be a multichain in NC(n) and B be a block of π1. Let Bi be the block
of πi containing B . Now we construct the corresponding labeled cyclic parenthesization as follows.
Let P be the labeled cyclic parenthesization τ−1(B,π) where all the right parentheses are la-
beled with . Then for i ∈ [ − 1] we deﬁne Pi to be the labeled cyclic parenthesization obtained
from Pi+1 by adding the left parentheses, which are not already in Pi+1, and the corresponding right
parentheses of τ−1(Bi,πi) and by labeling the newly added right parentheses with i. It is not diﬃcult
to check that the map (B, c) → P1 is the inverse map of τ ′ .
The ‘moreover’ statement is obvious from the construction of τ ′ . 
Theorem 4.4. Let b,b1,b2, . . . ,bn and s1, s2, . . . , s+1 be nonnegative integers satisfying
∑n
i=1 bi = b,∑n
i=1 i · bi = n,
∑+1
i=1 si = n − 1 and s1 = n − b. Then the number of multichains π1  π2  · · ·  π in
NC(n) with rank jump vector (s1, s2, . . . , s+1), type(π1) = (b;b1,b2, . . . ,bn) is equal to
1
b
(
b
b1,b2, . . . ,bn
)(
n
s2
)
· · ·
(
n
s+1
)
.
Proof. By Lemma 4.2 and Proposition 4.3, the number of pairs (B, c), where c is a multichain satisfy-
ing the conditions and B is a block of π1, is equal to
n∑
j=1
(
b − 1
b1, . . . ,b j − 1, . . . ,bn
)(
n
s2
)
· · ·
(
n
s+1
)
=
(
b
b1,b2, . . . ,bn
)(
n
s2
)
· · ·
(
n
s+1
)
.
Since there are b = bk(π1) choices of B for each c, we get the theorem. Note that Lemma 4.2 states
the number of elements in P (n, ). However, by the condition on the type, all the elements in con-
sideration are in P (n, ). 
Now we can prove Theorem 1.1.
Proof of Theorem 1.1. Let π1  π2  · · ·  π be a multichain in NC(k)(n) with rank jump vector
(s1, s2, . . . , s+1) and type(k)(π1) = (b;b1,b2, . . . ,bn). Note that this is also a multichain in NC(kn)
and rank(π1) = kn−b. Thus the rank jump vector of this multichain in NC(kn) is (kn−b, s2, . . . , s+1)
and type(π1) = (b;b′1,b′2, . . . ,b′kn) where b′ki = bi for i ∈ [n] and b′j = 0 if j is not divisible by k. By
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1
b
(
b
b′1,b′2, . . . ,b′kn
)(
kn
s2
)
· · ·
(
kn
s+1
)
= 1
b
(
b
b1,b2, . . . ,bn
)(
kn
s2
)
· · ·
(
kn
s+1
)
. 
4.2. Augmented k-divisible noncrossing partitions of type A
If all the block sizes of a partition π ∈ Π(n) are divisible by k then n must be divisible by k. Thus
k-divisible partitions can be deﬁned only on Π(kn). We extend this deﬁnition to partitions in Π(n)
for integers n not divisible by k as follows.
Let k and r be integers with 0< r < k. A partition π of [kn+ r] is augmented k-divisible if the sizes
of all but one of the blocks are divisible by k.
Let NC(k)(n; r) denote the subposet of NC(kn + r) consisting of the augmented k-divisible non-
crossing partitions. Then NC(k)(n; r) is a graded poset with rank function rank(π) = n−bk′(π), where
bk′(π) is the number of blocks of π whose sizes are divisible by k. We deﬁne type(k)(π) to be
(b;b1,b2, . . . ,bn) where bi is the number of blocks B of size ki and b = b1 + b2 + · · · + bn .
Theorem 4.5. Let 0 < r < k. Let b,b1,b2, . . . ,bn and s1, s2, . . . , s+1 be nonnegative integers satisfying∑n
i=1 bi = b,
∑n
i=1 i · bi  n,
∑+1
i=1 si = n and s1 = n − b. Then the number of multichains c : π1  π2 
· · · π in NC(k)(n; r) with rank jump vector (s1, s2, . . . , s+1) and type(k)(π1) = (b;b1,b2, . . . ,bn) is equal
to (
b
b1,b2, . . . ,bn
)(
kn + r
s2
)
· · ·
(
kn + r
s+1
)
.
Proof. Let m = kn + r −∑ni=1 ki · bi . Observe that, as an element of NC(kn + r), π1 has type (b +
1;b′1,b′2, . . . ,b′kn+r), where b′ki = bi , b′m = 1 and b′j = 0 if j =m and j = ki for any i ∈ [n]. For a given
multichain c satisfying the conditions, let B be the unique block of π1 whose size is m. By Lemma 4.2
and Proposition 4.3, the number of pairs (B, c) is equal to(
b
b′1, . . . ,b′m − 1, . . . ,b′kn+r
)(
kn + r
s2
)
· · ·
(
kn + r
s+1
)
,
which is equal to the desired formula. 
It is not diﬃcult to see that for ﬁxed integers n and b, the sum of
( b
b1,b2,...,bn
)
over all n-tuples
(b1,b2, . . . ,bn) of nonnegative integers such that
∑n
i=1 bi = b and
∑n
i=1 ibi  n is equal to
(n
b
)
. Thus
adding up the expression in Theorem 4.5 for all possible nonnegative integers b1,b2, . . . ,bn , we get
the following corollary.
Corollary 4.6. Let 0 < r < k. Let s1, s2, . . . , s+1 be nonnegative integers with s1 + · · · + s+1 = n. Then the
number of multichains in NC(k)(n; r) with rank jump vector (s1, s2, . . . , s+1) is equal to(
n
s1
)(
kn + r
s2
)
· · ·
(
kn + r
s+1
)
.
The zeta polynomial Z(P , ) of a poset P is the number of multichains π1  π2  · · · π in P . By
summing the formula in Corollary 4.6 for all ( + 1)-tuples (s1, . . . , s+1) with s1 + · · · + s+1 = n, we
get the zeta polynomial of NC(k)(n; r).
Corollary 4.7. Let 0< r < k. The zeta polynomial of NC(k)(n; r) is given by
Z
(
NC(k)(n; r), )= (n + (kn + r)
n
)
.
Corollary 4.7 will be used to prove Armstrong’s conjecture in Section 6.
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Let π ∈ NCB(kn). We say that π is a k-divisible noncrossing partition of type Bn if the size of each
block of π is divisible by k.
Let NC(k)B (n) denote the subposet of NCB(kn) consisting of k-divisible noncrossing partitions of
type Bn . Then NC
(k)
B (n) is a graded poset with rank function rank(π) = n − nz(π), where nz(π) de-
notes the number of unordered pairs (B,−B) of nonzero blocks of π .
We can prove Theorem 1.2 using a similar method as in the proof of Theorem 1.1. Instead of doing
this, we will prove the following lemma which implies Theorem 1.2. Note that the following lemma
is also a generalization of (4).
For a multichain c : π1  π2  · · · π in NC(k)B (n), the index ind(c) of c is the smallest integer d
such that πd has a zero block. If there is no such integer d, then ind(c) =  + 1.
Lemma 5.1. Let b,b1,b2, . . . ,bn and s1, s2, . . . , s+1 be nonnegative integers satisfying
∑n
i=1 bi = b,
∑n
i=1 i ·
bi  n,
∑+1
i=1 si = n and s1 = n − b. Then the number of multichains c : π1  π2  · · · π in NC(k)B (n) with
rank jump vector (s1, s2, . . . , s+1), type(k)(π1) = (b;b1,b2, . . . ,bn) and ind(c) = d is equal to(
b
b1,b2, . . . ,bn
)(
kn
s2
)
· · ·
(
kn
s+1
)
,
if d = 1, and
sd
b
(
b
b1,b2, . . . ,bn
)(
kn
s2
)
· · ·
(
kn
s+1
)
,
if d 2.
Proof. Recall the bijection ψ in Section 3. Let ψ(πi) = (σi, xi) for i ∈ []. By Proposition 3.4, we have
σi ∈ NC(k)(n) and σ1  σ2  · · ·  σ . Since ind(c) = d, xd is a block of σd and xd−1 is not a block
of σd−1. By Proposition 3.4, x1, x2, . . . , xd−2 (resp. xd+1, . . . , x) are completely determined by xd−1
(resp. xd) together with σ1, σ2, . . . , σ . Moreover, xd−1 is one of the following:
• an edge (u, v) of σd−1 such that u, v ∈ xd ,
• the minimal length edge (u, v) of σd−1 with u < min(xd) max(xd) < v if such an edge exists;
and ∅ otherwise.
Again by Proposition 3.4, for any choice of c′ : σ1  σ2  · · · σ , xd and xd−1 with the above condi-
tions, we can construct the corresponding multichain π1  π2  · · · π .
Assume d = 1. Then π1 has a zero block. Let 2t · k be the size of the zero block of π1. Then
type(σ1) = (b + 1;b1, . . . ,bt + 1, . . . ,bn) and the rank jump vector of c′ is (s1 − 1, s2, . . . , s+1). Thus
the number of such multichains c′ is equal to
1
b + 1
(
b + 1
b1, . . . ,bt + 1, . . . ,bn
)(
kn
s2
)
· · ·
(
kn
s+1
)
,
and the number of choices of x1 is bt + 1. By multiplying these two numbers, we get the formula for
the case d = 1.
Now assume d  2. Then type(σ1) = (b;b1,b2, . . . ,bn) and the rank jump vector of c′ is
(s1, . . . , sd − 1, . . . , s+1). Thus the number of such multichains c′ is equal to
1
b
(
b
b1,b2, . . . ,bn
)(
kn
s2
)
· · ·
(
kn
sd − 1
)
· · ·
(
kn
s+1
)
. (13)
Let us ﬁx such a multichain c′ . Note that xd can be any block of σd . If xd is a block B of σd , then there
are 1 + e(B) choices of xd−1, where e(B) is the number of edges (u, v) in σd−1 with u, v ∈ B . Thus
there are
∑
B∈σ (1 + e(B)) choices for xd and xd−1. Note that B is a union of several blocks of σd−1.d
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for each block B of σd and rank(σd) − rank(σd−1) = sd − 1 =∑B∈σd (t(B) − 1). Thus the number of
choices of xd and xd−1 is equal to∑
B∈σd
(
1+ e(B))= ∑
B∈σd
(
1+ |B| − t(B))
= kn −
∑
B∈σd
(
t(B) − 1)
= kn − (sd − 1).
The product of this number and (13) is equal to the formula for the case d 2. 
6. Armstrong’s conjecture
Let N˜C
(k)
(n) denote the subposet of NC(k)(n) whose elements are ﬁxed under a 180◦ rotation in
the circular representation.
Armstrong [1, Conjecture 4.5.14] conjectured the following. Let n and k be integers such that n is
even and k is arbitrary, or n is odd and k is even. Then the zeta polynomial of N˜C
(k)
(n) is given by
Z
(
N˜C
(k)
(n), 
)= (
(k + 1)n/2
n/2
)
.
If n is even then N˜C
(k)
(n) is isomorphic to NC(k)B (n/2), whose zeta polynomial is already known. If
both n and k are odd, then N˜C
(k)
(n) is empty. Thus the conjecture is only for n and k such that n is
odd and k is even. In this case, the formula is equivalent to the following:
Z
(
N˜C
(2k)
(2n + 1), )= (n + (2kn + k)
n
)
.
Theorem 6.1. Let n and k be positive integers. Then
N˜C
(2k)
(2n + 1) ∼= NC(2k)(n;k).
Proof. Let π ∈ N˜C(2k)(2n + 1). Since π is invariant under a 180◦ rotation, we can consider π as an
element of NCB(2kn + k). Note that the sum of the block sizes of π is divisible by 2k but not by 4k.
Since all the block sizes are divisible by 2k and the nonzero blocks appear in pairs, π must have a
zero block of size divisible by 2k but not by 4k. Let B be the zero block of π .
Now consider the map ψ : NCB(n) →B(n) deﬁned in Section 3. Let ψ(π) = (σ , x). Since π has
zero block B , by Theorem 3.1, x is a block whose size is divisible by k but not by 2k. All the other
blocks in σ have sizes divisible by 2k. Thus σ ∈ NC(2k)(n;k). Since x is the only block of σ whose
size is not divisible by 2k, the map π → σ is a bijection between N˜C(2k)(2n + 1) and NC(2k)(n;k).
Moreover, if π < π ′ and π ′ → σ ′ , then σ < σ ′ . Thus this map is in fact a poset isomorphism. 
Let π ∈ N˜C(2k)(2n + 1). Since we can consider π as an element in NC(k)B (2n + 1), the k-type
type(k)(π) is deﬁned. In other words, type(k)(π) = (b;b1,b2, . . . ,bn), where 2bi is the number of
blocks of π of size ki which are not invariant under a 180◦ rotation and b = b1 + b2 + · · · + bn . Note
that the map π → σ in the proof of Theorem 6.1 satisﬁes type(k)(π) = type(k)(σ ).
By Theorem 6.1, we get the following results immediately from Theorem 4.5, Corollaries 4.6
and 4.7.
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∑n
i=1 bi = b,∑n
i=1 i · bi  n,
∑+1
i=1 si = n and s1 = n − b. Then the number of multichains π1  π2  · · ·  π in
N˜C
(2k)
(2n + 1) with rank jump vector (s1, s2, . . . , s+1) and type(k)(π1) = (b;b1,b2, . . . ,bn) is equal to(
b
b1,b2, . . . ,bn
)(
2kn + k
s2
)
· · ·
(
2kn + k
s+1
)
.
Corollary 6.3. Let s1, s2, . . . , s+1 be nonnegative integers with s1 + s2 + · · · + s+1 = n. Then the number of
multichains in N˜C
(2k)
(2n + 1) with rank jump vector (s1, s2, . . . , s+1) is equal to(
n
s1
)(
2kn + k
s2
)
· · ·
(
2kn + k
s+1
)
.
Corollary 6.4. (See [1, Conjecture 4.5.14].) The zeta polynomial of N˜C
(2k)
(2n + 1) is given by
Z
(
N˜C
(2k)
(2n + 1), )= (n + (2kn + k)
n
)
.
7. k-divisible noncrossing partitions of type D
Krattenthaler and Müller [10] found a combinatorial realization of k-divisible noncrossing parti-
tions of type Dn . Let us review their deﬁnition.
Let π be a partition of {1,2, . . . ,kn,−1,−2, . . . ,−kn}. We represent π using the annulus with
the integers 1,2, . . . ,kn − k,−1,−2, . . . ,−(kn − k) on the outer circle in clockwise order and the
integers kn − k + 1,kn − k + 2, . . . ,kn,−(kn − k + 1),−(kn − k + 2), . . . ,−kn on the inner circle in
counterclockwise order. We represent each block B of π as follows. Let B = {a1,a2, . . . ,au}. We can
assume that a1,a2, . . . ,ai are arranged on the outer circle in clockwise order and ai+1,ai+2, . . . ,au
are arranged on the inner circle in counterclockwise order for some i. Then we draw curves, which
lie inside of the annulus, connecting a j and a j+1 for all j ∈ [u], where au+1 = a1. If we can draw the
curves for all the blocks of π such that they do not intersect, then we call π a noncrossing partition
on the (2k(n − 1),2k)-annulus.
A k-divisible noncrossing partition of type Dn is a noncrossing partition π on the (2k(n − 1),2k)-
annulus satisfying the following conditions:
1. If B ∈ π , then −B ∈ π .
2. For each block B ∈ π with u elements, if a1,a2, . . . ,au are the elements of B such that
a1,a2, . . . ,ai are arranged on the outer circle in clockwise order and ai+1,ai+2, . . . ,au are ar-
ranged on the inner circle in counterclockwise order, then |a j+1| ≡ |a j| + 1modk for all j ∈ [u],
where au+1 = a1.
3. If there is a zero block B of π , i.e. B = −B , then B contains all the integers on the inner circle
and at least two integers on the outer circle.
4. If every block contains integers entirely on the inner circle or on the outer circle, then the blocks
on the inner circle are completely determined by the blocks on the outer circle in the following
way. A block on the outer circle is visible if there is no block between this block and the inner
circle, in other words, we can connect this block and the inner circle using a curve lying inside
of the annulus without touching any other block. Take a visible block A and assume that a is
the last element in A when we read the elements in A in clockwise order. More precisely, if we
read the elements in A ∪ (−A) in clockwise order, then a is followed by an element in −A. There
is a unique positive integer b on the inner circle with a ≡ bmodk. In this case the integers on
the inner circle are partitioned into two blocks B and −B , where the elements of B are the k
consecutive integers on the inner circle ending with b in counterclockwise order. Note that B is
independent of the choice of A.
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Fig. 9. Two elements in NC(4)D (5).
The fourth condition is natural in the sense that it is the only way of partitioning the integers on
the inner circle into two blocks in such a way that we can connect visible blocks and blocks on the
inner circle so that the resulting partition is still in NC(k)D (n). We note that the fourth condition is
mistakenly missing in [10] (private communication with Christian Krattenthaler).
Let NC(k)D (n) denote the set of k-divisible noncrossing partitions of type Dn . See Figs. 8 and 9 for
some elements in NC(k)D (n).
Let π ∈ NC(k)D (n). If a nonzero block B of π contains integers both on the outer circle and on the
inner circle, we call B an annular block of π . Let NC(k)D (n) denote the set of π ∈ NC(k)D (n) containing at
least one annular block.
Consider an ( + 1)-tuple (L, R1, . . . , R) of sets L, R1, . . . , R ⊂ [n] with |L| |R1| + · · · + |R|. Let
R = R1 unionmulti R2 unionmulti · · · unionmulti R be the disjoint union of R1, R2, . . . , R . We regard the elements in L and R as
left and right parentheses of 1,2, . . . ,n in cyclic order. If |L| < |R|, then there are several right paren-
894 J.S. Kim / Journal of Combinatorial Theory, Series A 118 (2011) 879–898theses, which do not have corresponding left parentheses. We call such a right parenthesis unmatched.
Let R ′ be the set of unmatched right parentheses. Let f be a function from R ′ to positive integers.
Then we can represent the (+ 2)-tuple (L, R1, . . . , R, f ) as a doubly labeled cyclic parenthesization as
we did in Section 4 together with the additional label f (x) for each unmatched right parenthesis x.
Example 7.1. Let L = {2,3,5,6,12,13}, R1 = {4,8,12}, R2 = {4,9}, R3 = {1} and R4 = {4,7}. Then
(L, R1, R2, R3, R4) is represented by the following parenthesization:
1)3 (2 (3 4)1)2)4 (5 (6 7)4 8)1 9)2 10 11 (12)1)3 (13. (14)
The unmatched right parentheses are 4 ∈ R4, 9 ∈ R2 and 12 ∈ R3. Let f be the function on these un-
matched right parentheses with values 3,5 and 2 respectively. Then (L, R1, R2, R3, f ) is represented
by the following doubly labeled cyclic parenthesization:
1)3 (2 (3 4)1)2)
3
4 (5 (6 7)4 8)1 9)
5
2 10 11 (12)1)
2
3 (13. (15)
Let PD(n, ) denote the set of ( + 2)-tuples (L, R1, . . . , R, f ) where L, R1, . . . , R ⊂ [n], |L| 
|R1| + · · · + |R| and f is a function from the unmatched right parentheses to positive integers.
Let (L, R1, . . . , R, f ) ∈ PD(n, ). Let R = R1 unionmulti R2 unionmulti· · ·unionmulti R and let R ′ be the set of unmatched right
parentheses. For each right parenthesis x ∈ R , we deﬁne the size of x as follows. If x /∈ R ′ , then the size
of x is deﬁned to be the number of integers enclosed by x and its corresponding left parenthesis,
which are not enclosed by any other pair of parentheses. If x ∈ R ′ , then the size of x is deﬁned to be
f (x) plus the number of integers between x and its previous unmatched right parenthesis which are
not enclosed by any pair of parentheses.
Example 7.2. Let (L, R1, R2, R3, R4, f ) be the element in PD(13,4) represented by (15). If we draw
only the right parentheses labeled with their sizes, then we get the following:
1)23 2 3 4)
2
1)
1
2)
3
4 5 6 7)
2
4 8)
2
1 9)
6
2 10 11 12)
1
1)
4
3 13. (16)
Note that we can recover (15) from (16).
Let P (k)D (n, ) denote the set of ( + 2)-tuples (L, R1, . . . , R, f ) ∈ PD(kn − k, ) with the following
conditions. As before, R = R1 unionmulti R2 unionmulti · · · unionmulti R and R ′ is the set of unmatched right parentheses.
1. If |L| = |R|, then there is at least one integer which is not enclosed by any pair of parentheses.
2. If |L| < |R|, then ∑x∈R ′ f (x) = k.
3. The size of each right parenthesis x ∈ R is divisible by k.
For (L, R1, . . . , R, f ) ∈ P (k)D (n, ), let type(k)(L, R1, . . . , R, f ) = (b;b1,b2, . . . ,bn), where bi is the
number of right parentheses whose sizes are equal to ki for i ∈ [n], and b = b1 + b2 + · · · + bn . Note
that if |L| = |R| then ∑ni=1 i · bi  n − 2, and if |L| < |R| then ∑ni=1 i · bi = n.
Lemma 7.1. Let b,b1,b2, . . . ,bn and c1, c2, . . . , c be nonnegative integers with b = b1 + b2 + · · · + bn =
c1+c2+· · ·+c ,∑ni=1 i ·bi  n and∑ni=1 i ·bi = n−1. Then the number of elements P = (L, R1, . . . , R, f )
in P (k)D (n, ) with type
(k)(P ) = (b;b1,b2, . . . ,bn) and (|R1|, |R2|, . . . , |R|) = (c1, c2, . . . , c) is equal to(
b
b1,b2, . . . ,bn
)(
k(n − 1)
c1
)
· · ·
(
k(n − 1)
c
)
.
Proof. his can be done by the same argument as in the proof of Lemma 4.2. 
Given P = (L, R1, . . . , R, f ) ∈ P (k)D (n, ), we deﬁne τD(P ) as follows. Let R = R1 unionmulti R2 unionmulti · · · unionmulti R
and R ′ be the set of unmatched right parentheses. We will ﬁrst deﬁne π ∈ NC(k)D (n) as follows. We
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subscripts j1, j2, . . . , jt after each occurrence of i and −i if i is in R j1 , R j2 , . . . , R jt with j1 < j2 <· · · < jt in the following inﬁnite cyclic sequence:
. . . ,1,2, . . . ,k(n − 1),−1,−2, . . . ,−k(n − 1),1,2, . . . . (17)
Find a matching pair of parentheses which do not enclose any other parenthesis in (17). Remove
the pair of matching parentheses and the integers enclosed by them and all of their inﬁnite copies.
The removed integers form a block of π . We repeat this procedure until there is no matching pair of
parentheses. Then we have the following three possibilities. Now consider the (2k(n−1),2k)-annulus.
Case 1 There is no unmatched right parenthesis. This happens when |L| = |R|. By deﬁnition of
P (k)D (n, ), there are remaining integers. Then these integers together with the integers on
the inner circle form a zero block of π . We deﬁne τD(P ) to be the set {π} consisting of π
alone.
Case 2 There is an unmatched right parenthesis, and there is no remaining integer. Since the size of
each right parenthesis is divisible by k, there must be only one unmatched right parenthesis
x with f (x) = k. Assume that x was a right parenthesis of a. Let b be the unique positive
integer with a ≡ bmodk in the inner circle of the (2k(n − 1),2k)-annulus. Then we add the
two blocks B and −B to π , where the elements of B are the k consecutive integers on the
inner circle ending with b in counterclockwise order. We deﬁne τD(P ) to be the set {π}
consisting of π alone.
Case 3 There are unmatched right parentheses and remaining integers. Let Y be the set of remain-
ing integers. Let R ′ = {x1, x2, . . . , x j} with x1 < x2 < · · · < x j . Then the right parentheses
coming from R ′ divide the initial inﬁnite cyclic sequence (17) into the 2 j blocks ±Xi ’s,
where
X1 =
{−x j + 1, . . . ,−k(n − 1),1,2, . . . , x1},
Xi = {xi−1 + 1, xi−1 + 2, . . . , xi} for i = 2,3, . . . , j.
For i ∈ [ j], we claim that Xi ∩ Y = ∅. If Xi ∩ Y = ∅, then the unmatched right parenthesis xi
has size f (xi) which is divisible by k. Since
∑
x∈R ′ f (x) = k and f (x) > 0, we get f (xi) = k,
j = 1, and Y = ∅, which is a contradiction to the assumption in this case. Thus we have
Xi ∩ Y = ∅.
Let Ai = Xi ∩ Y and ai = max(Ai) for i ∈ [ j]. We deﬁne B+i and B−i for i ∈ [ j] as follows.
We ﬁrst deﬁne B+j and B
−
j . There is a unique positive integer c j on the inner circle such
that c j ≡ a j + 1modk. Let B+j (resp. B−j ) be the set obtained from A j by adding f (a j)
consecutive integers on the inner circle starting from c j (resp. −c j) in counterclockwise
order. We deﬁne B+j−1 (resp. B
−
j−1) to be the set obtained from A j−1 by adding the f (a j−1)
consecutive integers next to the integers used for B+j (resp. B
−
j ) on the inner circle. Repeat
this until we get B+1 and B
−
1 . Let π
+ (resp. π−) be the partition obtained from π by adding
±B+1 ,±B+2 , . . . ,±B+j (resp. ±B−1 ,±B−2 , . . . ,±B−j ). We deﬁne τD(P ) to be the set {π+,π−}.
Example 7.3. Let X be the element in P (4)D (16) represented by
(1 2 3 4)2 (5 6 (7 8 9 10)2 11 12)1)
4
2 (13 14 15 16)2. (18)
Then τ (4)D (X) = {π}, where π is the partition represented by the left diagram in Fig. 8. Let Y be the
element in P (4)D (16) represented by
1 2 (3 4 5 6)1)
1
2 7 8)
2
1 9 (10 11 12 13)2 14 15)
1
2 (16. (19)
Then τ (4)D (Y ) = {π+,π−}, where π+ is the partition represented by the left diagram in Fig. 9 and π−
is the partition obtained from π+ by changing i to −i for each i on the inner circle.
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Proof. The uniqueness is obvious from the construction of τD . We ﬁnd (L, R, f ) as follows. Find a
nonzero block B of π such that the integers in B on the outer circle of the annulus are consecutive
in clockwise order. If B does not have an integer on the inner circle, then add |i| to L and |i′| to R
where i and i′ are the ﬁrst and the last integers among the consecutive integers. If B has an integer
on the inner circle, then we only add |i′| to R , and deﬁne f (|i′|) to be the number of integers of B
on the inner circle. Remove the integers in B and −B in π , and repeat this until π has no nonzero
blocks. After ﬁnishing this procedure, we get L, R and f . It is easy to see that π ∈ τD(L, R, f ). 
Example 7.4. The unique (L, R, f )’s for the partitions represented by the left and right diagrams in
Figs. 8 and 9 are the following:
(1 2 3 4) (5 6 (7 8 9 10) 11 12) (13 14 15 16), (20)
1 2 3 4) 5 6 (7 8 9 10) 11 12)4 (13 14 15 16, (21)
1 2)1 (3 4 5 6) 7 8)2 9 (10 11 12 13) 14 15)1 (16, (22)
1 2 3 4 5 6)1 7 8 9 (10 11 12 13) 14 15)3 (16. (23)
Let P (k)D (n, ) denote the set of elements (L, R1, . . . , R, f ) in P
(k)
D (n, ) such that |L| < |R1| + · · · +
|R|. For P ∈ P (k)D (n, ) and 
 ∈ {−1,1}, we deﬁne a multichain π1  π2  · · ·  π in NC(k)D (n) as
follows.
Let P = (L, R1, . . . , R, f ). Consider the doubly labeled parenthesization representing P as shown
in (16). Then we deﬁne P1, P2, . . . , Pn as follows. Let P1 = P . For 2 i  n, Pi is obtained from Pi−1
by removing all the right parentheses in Ri−1 and their corresponding left parentheses, if they exist.
If unmatched right parentheses are removed, then their f values are added to the next unmatched
right parentheses in cyclic order, if they exist. For instance, if P1 is
1)32 2 3)
2
1 4 5)
1
1 6 (7 8)1)
1
2 9 10)
2
1 11 (12)2,
then, in P2 the f values of 3,5 ∈ R1 are added to the f value of 8 ∈ R2, and the f value of 10 ∈ R1
is added to the f value of 1 ∈ R2. Thus P2 is
1)52 2 3 4 5 6 7 8)
4
2 9 10 11 (12)2.
Now consider the sequence of sets τD(P1), τD(P2), . . . , τD(P). Observe that at least one of these sets
contains two elements because P ∈ P (k)D (n, ).
Let i be the smallest integer such that τD(Pi) has two elements. Then τD(Pi) = {π+,π−}. Let
π1,π2, . . . ,πi−1 be the unique elements in τD(P1), τD(P2), . . . , τD(Pi−1) respectively. Let πi = π+
if 
 = 1; and πi = π− if 
 = −1. There is a unique sequence πi+1,πi+2, . . . ,π of elements in
τD(Pi+1), τD(Pi+2), . . . , τD(P) respectively such that πi  πi+1  · · ·  π . We deﬁne τ ′D(P , 
) to
be the multichain π1  π2  · · ·  π in NC(k)D (n). Note that we have π j ∈ NC(k)D (n) for at least one
j ∈ [].
Remark 7.1. Our map τ ′D is a generalization of the map of Athanasiadis and Reiner for NCD(n) deﬁned
in [3, Proposition 4.3].
Example 7.5. If P is (18) (resp. (19)), then τ ′D(P ) is the multichain consisting of two elements in Fig. 8
(resp. Fig. 9).
Proposition 7.3. The map τ ′D is a bijection between P
(k)
D (n, ) × {−1,1} and the set of multichains π1 
π2  · · · π in NC(k)D (n) with π j ∈ NC(k)D (n) for at least one j ∈ []. Moreover, if P = (L, R1, . . . , R, f ) and
τ ′D(P , 
) is the multichain π1  π2  · · ·  π with rank jump vector (s1, s2, . . . , s+1), then type(k)(P ) =
type(k)(π1) and (|R1|, |R2|, . . . , |R|) = (s2, s3, . . . , s+1).
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π j ∈ NC(k)D (n) for at least one j ∈ []. By Proposition 7.2, there is a unique element (L′i, R ′i, f i) ∈
P (k)D (n,1) with πi ∈ τD(L′i, R ′i, f i) for each i ∈ []. Let j be the smallest integer such that π j ∈ NC(k)D (n).
Then π j ∈ τD(L′j, R ′j, f j) = {π+,π−}. We deﬁne 
 = 1 if π j = π+ and 
 = −1 otherwise.
Now we deﬁne P = (L, R1, R2, . . . , R, f ) ∈ P (k)D (n, ) as follows. First we set L = L′ and R = R ′ .
Then deﬁne R−1 to be the set of right parentheses in R ′−1 whose corresponding left parentheses,
if they exist, are not already in L. We add these corresponding left parentheses to L. Repeat this
procedure until we get L, R1, R2, . . . , R . Note that the unmatched right parentheses of R = R1 unionmulti R2 unionmulti
· · · unionmulti R are exactly those of R ′1. Let f = f1.
It is straightforward to check that the map sending π1  π2  · · · π to (P , 
) is the inverse map
of τ ′D . The ‘moreover’ statement is obvious from the construction of τ ′D . 
Lemma 7.4. Let b,b1,b2, . . . ,bn and s1, s2, . . . , s+1 be nonnegative integers satisfying
∑n
i=1 bi = b,
∑n
i=1 i ·
bi = n, ∑+1i=1 si = n and s1 = n − b. Then the number of multichains π1  π2  · · ·  π in NC(k)D (n) with
rank jump vector (s1, s2, . . . , s+1) and type(k)(π1) = (b;b1,b2, . . . ,bn) such that π j ∈ NC(k)D (n) for at least
one j ∈ [] is equal to
2
(
b
b1,b2, . . . ,bn
)(
k(n − 1)
s2
)
· · ·
(
k(n − 1)
s+1
)
.
Proof. By Proposition 7.3, the number of such multichains is equal to 2 times the number of
P = (L, R1, . . . , R, f ) ∈ P (k)D (n, ) with type(k)(P ) = (b;b1,b2, . . . ,bn) and (|R1|, |R2|, . . . , |R|) =
(s2, s3, . . . , s+1). Thus we are done by Lemma 7.1. Note that by the condition
∑n
i=1 i · bi = n, if
type(k)(P ) = (b;b1,b2, . . . ,bn), then P ∈ P (k)D (n, ) is equivalent to P ∈ P (k)D (n, ). 
Now we can prove Theorem 1.3.
Proof of Theorem 1.3. Let π1  π2  · · · π be a multichain satisfying the conditions.
Assume that b1 + 2b2 + · · · + nbn  n − 2. Then π1 has a zero block and π j ∈ NC(k)D (n) for each
j ∈ []. Let π ′j be the element in NC(k)B (n − 1) obtained from π j by removing all the integers on the
inner circle. Then π ′1  π ′2  · · · π ′ is a multichain in NC(k)B (n − 1) with rank jump vector (s1 − 1,
s2, . . . , s+1) and type(k)(π ′1) = (b;b1, . . . ,bn). Thus by Theorem 1.2, the number of such multichains
is equal to(
b
b1,b2, . . . ,bn
)(
k(n − 1)
s2
)
· · ·
(
k(n − 1)
s+1
)
.
Now assume that b1 + 2b2 + · · · + nbn = n. By Lemma 7.4, the number of multichains with π j ∈
NC(k)D (n) for at least one j ∈ [] is equal to
2
(
b
b1,b2, . . . ,bn
)(
k(n − 1)
s2
)
· · ·
(
k(n − 1)
s+1
)
.
The remaining case is that π j /∈ NC(k)D (n) for all j ∈ []. Let π ′j be the element in NC(k)B (n−1) obtained
from π j by removing all the integers on the inner circle. Then π ′1  π ′2  · · · π ′ is a multichain in
NC(k)B (n − 1). Let i be the index of this chain, i.e. the smallest integer such that π ′i has a zero block.
Since b1 + 2b2 + · · · + nbn = n, we must have i  2. The rank jump vector of π ′1  π ′2  · · ·  π ′ is
(s1, . . . , si − 1, . . . , s+1) and type(k)(π1) = (b − 1;b1 − 1, . . . ,bn). By Lemma 5.1, the number of such
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si − 1
b − 1
(
b − 1
b1 − 1,b2, . . . ,bn
)(
k(n − 1)
s2
)
· · ·
(
k(n − 1)
si − 1
)
· · ·
(
k(n − 1)
s+1
)
.
Summing the above formula for i = 2,3, . . . ,  + 1, we ﬁnish the proof. 
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