Abstract. The paper presents a new analytical saturation throughput model of IEEE 802.11 DCF (Distributed Coordination Function) with basic access in adhoc mode. The model takes into account freezing of the backoff timer when a station senses a busy channel. It is shown that taking into account this feature of DCF is important in modeling saturation throughput -yields more accurate results than models known from literature. The proposed analytical model also takes into account the effect of transmission errors.
Introduction
The paper concerns IEEE 802.11 DCF (Distributed Coordination Function), also referred to as CSMA/CA (Carrier Sense Multiple Access with Collision Avoidance), with basic access in ad-hoc mode [7] . For IEEE 802.11 DCF networks a new analytical model for throughput evaluation is proposed, assuming saturated conditions, i.e. when all stations involved in transmission have no empty queues. Saturation throughput is an efficiency measure of maximum load in saturated conditions. According to the DCF protocol, when a station senses a busy channel the backoff is suspended in effect of freezing of the station backoff timer. It is shown that taking into account this feature of DCF is important in modeling saturation throughput -yields more accurate results than models known from literature. Moreover, the influence of transmission errors is taken into account. The proposed model is based on a Markov chain.
According the authors' knowledge the first analytical model of DCF was proposed by G. Bianchi [2] . Bianchi proposed a Markov chain based model to evaluate saturation throughput, assuming a finite number of stations and ideal channel conditions (no errors).
H. Wu et al. [18] modified Bianchi's model through introducing a limit on the number of retransmissions (maximum number of backoff stages) and a maximum size of the contention window. E. Ziouva and T. Antonakopoulos [19] , and probably independently M. Ergen and P. Varaiya [5] , extended Bianchi's model through taking into account freezing of the backoff timer during a busy channel occurrences. In [19] it is assumed that, after successful transmission, a station can access the medium without backoff; this assumption does not comply with the IEEE 802.11 standard [7] . In [5] the presented analytical solution of the introduced Markov chain is erroneous.
The above mentioned models assume ideal channel conditions, i.e. no transmission errors. P. Chatzimisios et al. [4] and Q. Ni et al. [14] extended Wu's model [18] to take account of transmission failure. In [14] ACK frames loss due to errors is taken into account; in [4] ACK frames loss is not considered.
In [2] , [5] and [18] RTS/CTS (Request to Send/Clear to Send) is considered, but without taking into account the two independent retransmission counters: SLRCStation Long Transmission Retry and SSRC -Station Short Transmission Retry. In effect these models cannot be extended to take account of transmission errors. In [4] and [14] transmission errors are considered, however only for the case of basic access (i.e. only with the account of the SLRC counter).
It should be noted that in [2] , [4] and [18] the authors have mistakenly taken DIFS (DCF InterFrame Space) for EIFS (Extended InterFrame Space). This mistake does not however have a very important impact on the evaluation of saturation throughput.
All the aforementioned analyses are based on Markov chains. Also other approaches were presented, e.g. in [1] , [3] and [15] . These approaches make several simplifying assumptions and thus do not take into account important features of DCF.
The model presented in this paper is, generally speaking, in line with the extensions of the basic Bianchi's model [2] which were proposed in [18] and [14] . The essential difference of the presented model with respect to the latter two is in that it takes into account the effect of freezing of the stations' backoff timer along with the limitation of the number of retransmissions, maximum size of the contention window and the impact of transmission errors.
The Model

Assumptions
1. Saturated conditions are considered; stations have no empty queues -there is always a frame to be sent. 2. n stations compete for medium access (for n=1 only one station sends frames to other station which can only reply with ACK). 3. Errors in the transmission medium are randomly distributed; this is the worst case for the frame error rate -FER. All stations have the same bit error rate (BER). 4. All stations are in transmission range and there are no hidden terminals. 5. Stations communicate in ad hoc mode (BSS -Basic Service Set) with basic access method. 6. All stations use the same physical layer (PHY). 7. The transmission data rate R is the same and constant for all stations. 8. All frames are of constant length L. 9. Only data frames and ACK frames are exchanged. 10. Collided frames are discarded -the capture effect [12] is not considered.
Saturation throughput S expressed through characteristics of the physical channel
The saturation throughput S is defined as in [2] The relation of the saturation throughput to physical channel characteristics is calculated similarly as in [14] :
where σ is the duration of idle slot (aSlotTime [7] ) and δ is the propagation delay.
For OFDM (Orthogonal Frequency Division Multiplexing) PHY, i.e. 802.11a [8] and 802.11g [11] :
where: [7] , [8] , [9] , or [11] ).
Probabilities corresponding to states of the channel are denoted as follows: P I -probability of idle slot, P S -probability of successful transmission, P C -probability of collision, P E_DATA -probability of unsuccessful transmission due to data frame error, P E_ACK -probability of unsuccessful transmission due to ACK error.
Let τ be the probability of frame transmission, p e_data the probability of data frame error and p e_ACK the probability of ACK error. These are related to channel state probabilities as follows:
The saturation throughput S equals
where L MAChdr is the size of the MAC header plus the size of FCS (Frame Checksum Sequence).
S can be normalized to data rate R:
As a result, saturation throughput S is expressed as a function of τ, p e_data and p e_ACK . In the following sections these probabilities are evaluated.
Probability of frame transmission τ τ τ τ
Let s(t) be a random variable describing DCF backoff stage at time t, with values from set {0, 1, 2,…,m}. Let b(t) be a random variable describing the value of the backoff timer at time t, with values from set {0, 1, 2,…, W i -1}. These random variables are dependent because the maximum value of the backoff timer depends on backoff stage:
where W 0 is an initial size of contention window and m' is a maximum number by which the contention window can be doubled; m' can be both greater and smaller than m and also equal to m. W 0 and W m' depend on CW min and CW max [7] :
The two-dimensional process (s(t), b(t)) will be analyzed with an embedded Markov chain (in steady state) at time instants at which the channel state changes. Let (i,k) denote the state of this process. The one-step conditional state transition probabilities will be denoted by
Let p f be the probability of transmission failure and p coll the probability of collision. The non-null transition probabilities are determined as follows (comp. Fig. 2 ): Ad (c): The station's backoff timer is changed from 0 to k and the backoff stage is changed from i to 0. The probability of this event equals: Pr{transmission is successful and number k was randomly chosen to initiate the backoff timer at stage 0} = Pr{transmission is successful}⋅ Pr{number k was randomly chosen to initiate the backoff timer at stage 0}. The probability of successful transmission is equal to 1 -p f and the probability that number k was randomly chosen to initiate the backoff timer at stage 0 equals 1/W 0 .
Ad (d): The station's backoff timer is changed from 0 to k and the backoff stage is changed from i-1 to i. The probability of this event equals: Pr{transmission is unsuccessful and number k was randomly chosen to initiate the backoff timer at stage i}= Pr{transmission is unsuccessful}⋅ Pr{number k was randomly chosen to initiate the backoff timer at stage i}. The probability of unsuccessful transmission equals p f and the probability that number k was randomly chosen to initiate the backoff timer at stage i equals 1/W i .
Ad (e): The station's backoff timer is changed from 0 to k and the backoff stage is changed from m to 0, i.e. the station has reached maximum retransmission count. The probability of this event equals the probability that number k was randomly chosen to initiate the backoff timer at stage 0, i.e. 1/W 0 .
Let b i,k be the probability of state (i,k). It can be shown that: 
The probability of frame transmission τ is equal to Pr{backoff timer equals 0} and thus:
where p e is the frame error probability:
where p e_data is FER for data frames and p e_ACK is FER for ACK frames. p e_data and p e_ACK can be calculated from bit error probability (i.e. BER) p b :
The probability of collision
Equations (20) and (26) form a non-linear system with two unknown variables τ and p f which may be solved numerically.
Validation
The presented model was validated with the use of simulation in two steps. The aim of Step 1 was to compare the proposed model with (i) models presented in [2] and [18] in which channel errors are not taken into account, with (ii) the special case of model [14] for which BER is assumed zero, and with (iii) simulations (also presented in [6] ). In Step 2, channel errors are taken into account; the accuracy of the presented model is evaluated with simulations presented in [13] and compared to the model presented in [14] .
Step 1 The ns-2 simulator version 2.29 [17] was used. The IEEE 802.11 DSSS 1 Mbps PHY was simulated (OFDM PHY is not implemented in the standard version of ns-2). The simulation was performed for saturated conditions with static routing and for 1000 bytes MAC frames UDP traffic. The results are presented in Table 1 and Fig. 3 .
The proposed model was also compared with simulation results presented in [6] , which were obtained with the simulation tool created at Universitat Politècnica de Catalunya in Barcelona [15] . In Table 2 the condition of simulation and simulation results are presented. Note that non-aggregated values of saturation throughput (S/n) are presented. Wu et al. model. [18] Ni et al. model [14] Step 2 Although the ns-2 simulator enables to simulate channel errors, the mechanism of errors occurrence is based on physical features and is thus different from the one assumed in the proposed analytical model (randomly distributed bit errors). For this reason the ns-2 simulator was not used.
The accuracy of the proposed model was compared with results obtained by solving the model presented in [14] for assumptions concerning the physical layer and its parameters which are presented in Table 3 and Fig. 4 . The table also presents simulation results which were obtained by the authors of [13] (according to [15] , the authors used the same simulation tool as authors of [6] , i.e. the simulator mentioned above). In these simulations a random pattern of bit-error occurrence was assumed (i.e. as assumed in the model presented in this paper). To conclude: the results presented in the tables and figures above show that the proposed model has good accuracy both in the case of error-free and error-prone channels. For error-free conditions the model yields some overestimation while other models known from literature tend to underestimate the saturation throughput. For both error-free and error-prone cases the proposed model shows better accuracy than the literature models with which it was compared, especially for large number of stations. The latter is the consequence of the fact that the proposed model takes into account freezing of the backoff timer; the impact of the freezing of the backoff timer on throughput evaluation increases with the increase of the number of station competing for access to the transmission medium.
Future work could be focused on taking into account such features of the IEEE 802.11 protocol as the RTS/CTS and EDCA (Enhanced Distributed Channel Access) [10] .
