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Preface
Today electronic devices play an important part in everybody’s life. In par-
ticular, there is an ongoing trend towards using mobile devices such as cell
phones, laptops or PDAs. Integrated circuits for these kind of applications
are mainly produced in CMOS technology (complementary metal-oxide semi-
conductor). CMOS circuits use almost no power when they are not active and
thus, combining negatively and positively charged transistors, they draw power
only when switching polarity. Furthermore, advanced CMOS technology is ex-
pected to dominate in the future since it allows to manufacture transistors in
the nanoscale regime.
Circuit simulation is one of the key technologies enabling a further increase
in performance and memory density. A mathematical model is used in order
to assess the circuit’s behaviour before actually producing it. Thus production
starts with an already optimised layout and production costs but also the time-
to-market is significantly reduced.
One important analysis type in circuit simulation is the transient analysis of
layouts on varying input signals. Based on schematics or netlist descriptions of
electrical circuits the corresponding model equations are automatically gener-
ated. This network approach preserves the topological structure of the circuit
but does not lead to a minimal set of unknowns. Hence the resulting model
consists of differential algebraic equations (DAEs). Typically these equations
suffer from poor smoothness properties due to the model equations of modern
transistors but also due to e.g. piecewise linear input functions. Similarly, time
constants of several orders of magnitudes give rise to stiff equations and low
order A-stable methods need to be used.
The further miniaturisation of electrical devices drives simulation methods for
circuit DAEs to their limits. Due to the reduced signal/noise ratio, stability
questions become more and more important for modern circuits. Thus there
is a strong need to improve stability properties of existing methods such as
the combination of BDF and trapezoidal rule. There are fully implicit Runge-
Kutta methods that exhibit much better stability properties. However, these
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methods are currently not attractive for industrial circuit simulators due to
their high computational costs.
General linear methods (GLMs) provide a framework covering, among others,
both linear multistep and Runge-Kutta methods. They enable the construction
of new methods with improved convergence and stability properties. Up to now
little is known about solving DAEs using general linear methods. In particular
the application of general linear methods in electrical circuit simulation has not
yet been addressed. Hence the object of this thesis is to study general linear
methods for integrated circuit design.
The work is organised as follows:
Part I: Using the charge oriented modified nodal analysis the differential alge-
braic equations describing electrical circuits are derived. Classical methods for
solving these equations are briefly addressed and their limitations are investi-
gated. As a means to overcome these shortcomings general linear methods are
introduced.
Part II: Linear and nonlinear DAEs of increasing complexity are investigated
in detail. Using the concept of the tractability index a decoupling procedure for
nonlinear DAEs is derived. This decoupling procedure is the key tool for giving
conditions for the existence and uniqueness of solutions but also for studying
numerical integration schemes.
Part III: General linear methods are applied to differential algebraic equations.
In order to prove convergence for index-2 DAEs it is seminal to investigate
GLMs for implicit index-1 equations. Order conditions and further additional
requirements on the method’s coefficients are derived such that convergence
is ensured. Using the decoupling procedure from Part II these results are
transferred to the case of index-2 equations.
Part IV: Methods with order p are constructed for 1 ≤ p ≤ 3. As different
design decisions are possible, the emphasise is on comparing two families of
methods: the first one having p+1 internal stages while the other one employs
just p stages. While the former type of methods allows better stability prop-
erties and highly accurate error estimators, the latter family reduces the work
per step and is capable of reacting more rapidly to changes of the numerical
solution. Implementation issues such as Newton iteration, error estimation and
order control are addressed for both families of methods. Extensive numerical
tests indicate high potential for general linear methods in integrated circuit
design.
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Circuit Simulation and DAEs
The numerical simulation of electrical circuits in the time domain requires the
derivation of a mathematical model. In computer-aided electronics design a
network approach is adopted that combines physical laws such as energy or
charge conservation with the characteristic equations of the network elements.
Most frequently the modified nodal analysis (MNA) is used [47, 53, 66]. The
resulting model consists of a system of differential algebraic equations (DAEs).
In the following section the MNA is introduced. We show how to derive the
model equations that are used to describe electrical circuits. The next section is
then devoted to studying basic properties of the resulting differential algebraic
equations.
1.1 Basic Circuit Modelling
Before discussing the modified nodal analysis in the general setup, an intro-
ductory example shall be studied first.
Example 1.1. The Miller Integrator depicted in Figure 1.1 is an electrical
realisation of the mathematical concept of integration. Given a time-varying
input signal v at node u1 the circuit delivers the node potential u3 =−G1C1
∫
v dt
as output. This relation will be confirmed in Section 3.2, Example 3.8.
The particular input-output relation of the Miller Integrator can be interpreted
as an inductor in admittance form. Thus the Miller Integrator is heavily used
for integrated filter circuits in order to substitute inductors, which are expensive
to obtain using integrated technologies. This example is taken from [66] where
the Miller Integrator is discussed in detail.
In order to apply nodal analysis, we consider the network as a directed graph,
pick the node potentials u1, u2, u3 as variables and write down the elements
characteristic equations in admittance. In particular we seek relations express-
ing the branch current i explicitely in terms of the branch voltage u,
iR = G1 (u1 − u2), iC = C1(u3 − u2)′. (1.1a)
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The equations (1.1a) are Ohm’s law for a linear resistor with conductance G1
and Faraday’s law for a linear capacitor with capacitance C1, respectively. The
prime in the expression for iC denotes the time derivative.
As in [66] an ideal operational amplifier with limited amplification a is used for
simplicity, such that the operational amplifier can be modelled as a voltage-
controlled voltage source ,
u3 = a · u2. (1.1b)
Similarly, the node potential u1 is given explicitely by the independent source,
u1(t) = v(t). (1.1c)
The electrical interaction of the elements described by (1.1) is accomplished by
Kirchhoff’s laws which take into account the circuit’s topology:
(a) Kirchhoff’s Voltage Law (KVL): At every instant of time the algebraic
sum of voltages along each loop of the network is equal to zero.
(b) Kirchhoff’s Current Law (KCL): At every instant of time the algebraic
sum of currents traversing each cutset of the network is equal to zero.
A cutset is a minimal subgraph such that removing this subgraph decomposes
the network into two separate connected units. In particular for every node
the set of branches, that are connected to this node, forms a cutset. Hence,
applying KCL to every node leads to
0 = iV1 + iR = iV1 +G1 (u1 − u2), (1.2a)
0 = −iR − iC = −G1 (u1 − u2)− C1(u3 − u2)′, (1.2b)
0 = iC + iV2 = C1(u3 − u2)′ + iV2 , (1.2c)
where the element relations (1.1a) have already been inserted.
In contrast to the classical nodal analysis, branch currents through voltage
















u = a · Uc
Uc = uc2 − uc1
ic1 = ic2 = 0
Figure 1.1: Miller Integrator circuit. The operational amplifier is modelled
as a voltage-controlled voltage source with amplification factor a.
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the equations of the modified nodal analysis are obtained by combining (1.1),
(1.2) and u1 = v(t), but more structure is revealed using incidence matrices.





 , AR =
 1−1
0
 , AV =
 1 00 0
0 1
 .
Each column represents a branch and the entries ±1 indicate which nodes this
branch is connected to and in which direction the current is flowing (with the
sign being a matter of convention). The MNA equations (1.1), (1.2) for the
































As before u and iV are the vectors of node potentials and branch currents
through voltage sources, respectively. Additionally we need to take the vector
q(A>C u, ·) of charges into account. More details on the treatment of nonlinear
capacitors and inductors can be found in [66, 78, 80]. 
With the Miller Integrator in mind we now turn to the investigation of the
charge oriented modified nodal analysis for arbitrary circuits.
The first step in deriving the MNA equations is to interpret the circuit as a di-
rected graph. The vertices are referred to as nodes and each branch represents
a basic element such as resistors, capacitors, inductors, voltage sources and cur-
rent sources. The characteristic device equations are given in Table 1.1. Basic
device linear nonlinear
resistor iR = GuR iR = g(uR, t)
capacitor iC = C u
′
C iC = q̇C(uC , t)
inductor uL = L i
′
L uL = φ̇L(iR, t)
device independent controlled
voltage source uV = v(t) uV = v(uctrl, ictrl, t)
current source iI = i(t) iI = i(uctrl, ictrl, t)
Table 1.1: Characteristic equations for basic elements
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elements are idealised descriptions of the corresponding physical devices. Real
devices, and in particular more complex elements such as diodes, transistors
etc., are replaced by so-called companion models. A companion model is an
equivalent circuit consisting of basic elements that approximate the behaviour
of a real, physical device.
The topology of the directed graph is then described using element related
incidence matrices AR, AC , AL, AV , AI , just as we did in case of the Miller
Integrator. The three essential steps in setting up the equations of the charge
oriented modified nodal analysis are to
(a) apply KCL to every node except ground,
(b) insert the admittance form representation for the branch current of resis-
tors, capacitors and current sources,
(c) add the impedance form representation for inductors and voltage sources
explicitely to the system.
Hence we arrive at the following system of equations
AC q̇(A
>
Cu, t) + AR g(A
>
R u, t) + AL iL
+AV iV + AI iI(A
>u, q̇, iL, iV , t) = 0, (1.4a)
φ̇(iL, t)− A>L u = 0, (1.4b)
vV (A
>u, q̇, iL, iV , t)− A>V u = 0. (1.4c)
The vector q(A>Cu, t) represents charges while φ(iL, t) is the vector of fluxes.
Thus, (1.4) is referred to as the charge/flux oriented formulation of the network
equations.














denotes currents through inductors.
For many analog circuits such as switched capacitor filters or charge pumps
charge conservation is a crucial property. In fact, the original intent of the
charge oriented formulation (1.4) was to ensure charge conservation. By con-
struction (1.4) guarantees that for each charge storing element one terminal
charge is given as the negative sum of all other terminal charges. Expanding
the charge vector around the exact solution u∗,






shows that with increasing numerical accuracy, ∆u→ 0, the exact charges are
approximated.
It is shown in [66] that a similar situation cannot be guaranteed for the con-





are used. See also [78, 80] for more details.
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 , A =
AC 00 I
0 0
 , d(x, t) = [q(A>Cu, t)
φ(iL, t)
]
and the obvious definition of b. Typically the (constant) matrix A is rectangular




[d(x(t), t)] denotes differentiation with respect to time.
The time derivative x′ of the dependent variable is not given explicitely as a
function of x and t. Since the matrix A∂d(x,t)
∂x
might be singular, (1.5) is not an
ordinary differential equation but of differential algebraic type.
This thesis is devoted to studying numerical methods for differential algebraic
equations (DAEs) of the form (1.5). We will start by investigating some basic
properties of these equations.
1.2 Differential Algebraic Equations
In the previous section we saw that the charge oriented modified nodal analysis





+ b(x, t) = 0. (1.5)
These equations are different from ordinary differential equations in many ways.
Some of the more prominent differences will be introduced by considering two
simple examples.
Example 1.2. The circuit depicted in Figure 1.2 (a) represents a simple VRC
loop. Using the modified nodal analysis the corresponding circuit DAE reads 01
0
(C1 · u2)′ +








where u1, u2 are again the node potentials and iV represents the current though
the voltage source.
This DAE can be solved analytically by noting that the third equation yields
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Once a solution for this ODE is found, the current iV through the voltage
source is found from the first equation,





Example 1.2 clearly shows that not all components of a DAE solution need to
be differentiable. For u1 and iV it suffices to require continuity. The special
formulation of the leading term in (1.6) figures out precisely which derivatives
are involved.
Similarly, not all components can be assigned initial values. Here we may
choose an arbitrary initial condition for u2, but as u1 and iV are fixed in terms
of u2 and the problem data, initial conditions for these components need to be





Example 1.3. In Figure 1.2 (b) the position of the resistor was changed and




















In contrast to the previous example all components are fixed by the problem
data and there is no freedom to pose any initial condition:
u1(t) = v(t), iV (t) = −C1u′1(t)−G1u1(t).
Even though the Examples 1.2 and 1.3 seem quite similar, Example 1.3 never-
theless introduces a new level of complexity. The crucial point is that in order
to compute iV one needs to differentiate u1 such that input function v needs
to be smooth.
Since differentiation is an unstable operation, this situation may lead to severe
problems. As in [155] consider e.g. an input signal v(t) = 5− δ(t) with a small
perturbation δ(t) = ε sin(ωt). Independently of ω the perturbation is bounded
in magnitude by |ε|. However, since the current through the voltage source is
given by












Figure 1.2 (b): VRC in parallel
Figure 1.2: Two circuits consisting of a voltage source, resistor and capacitor.
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the error resulting from the perturbation δ is found to be Cεω cos(ωt) +
Gε sin(ωt). For large values of ω this quantity can become arbitrarily large
as is illustrated in Figure 1.3. 
The solution of differential algebraic equations may require differentiation of
certain parts of the input functions. Hence it is not enough, as for ODEs, to
require continuity of the right-hand side, but some components may require
additional smoothness.
The question whether differentiation is involved in solving a given DAE and, if
so, up to what degree, distinguishes different levels of complexity both in the
analytical and numerical treatment of DAEs. As a means to measure these
difficulties, each DAE is assigned an integer number – its index.
Many different index concepts are available in the literature. Some of them will
be briefly reviewed in Section 3.1. Roughly speaking, for an index-µ equation
inherent differentiations up to order µ − 1 are involved. Consequently, the
circuit in Figure 1.2 (a) leads to an index-1 DAE while Figure 1.2 (b) comprises
an index-2 equation. Ordinary differential equations are assigned index 0.
For a large number of circuits the index can be read directly from the circuit’s
topology. This is possible given that
(a) the capacitance, inductance and conductance matrices
C(w, t) = ∂qC(w,t)
∂w
, L(w, t) = ∂φL(w,t)
∂w
, G(w, t) = ∂g(w,t)
∂w
are positive-definite1 and





0 1·10−6 2·10−6 time
Figure 1.3 (a): Input signal v(t) with




0 1·10−6 2·10−6 time
Figure 1.3 (b): The current i(t) with
error of size ε ω C1.




= 1 Ω for a perturbed input signal (ε = 10−2, ω = 108).
1A matrix M is said to be positive definite if x>Mx > 0 for every x 6= 0. This definition
does not require symmetry.
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The condition (a) corresponds to nonlinear capacitors, inductors and resistors
that are strictly locally passive. On the other hand, (b) requires a careful analy-
sis of controlled voltage and current sources since special circuit configurations
may impede a topological index test.
Topological index tests were first investigated in [136]. The precise set of al-
lowed controlled sources is given in [61, 63, 154]. There the proof of the next
theorem can be found as well.
Theorem 1.4. Consider a lumped electrical circuit consisting of capacitors,
inductors, resistors, voltage sources and current sources. Let the conditions
(a) and (b) (in the sense of [63]) be satisfied. If the circuit contains neither a
loop of voltage sources nor a cutset of current sources, then the charge oriented
modified nodal analysis leads to a DAE with index µ ≤ 2.
The MNA equations have
• index 0, if the circuit contains no voltage source and the network graph
is spanned by a tree consisting exclusively of capacitive branches,
• index 1, if the circuit contains a voltage source or there is no tree of capac-
itive branches, and, in addition, the following two topological conditions
are satisfied
T1 : there is no CV loop containing at least one voltage source,
T2 : there is no LI cutset,
• index 2, otherwise. 
The numerically unstable index-2 components are given by the branch currents
through voltage sources of CV loops but also by the branch voltages of the
inductors and current sources of LI cutsets [62]. In particular these branch
voltages do not necessarily coincide with the Cartesian components of the vector
x but are linear combinations of these.
In view of Theorem 1.4 the loop consisting of capacitor and voltage source in
Figure 1.2 (b) is the reason for the index being 2. In Figure 1.2 (a) this loop is
broken by the resistor such that the index is only 1.
The inclusion of controlled sources in Theorem 1.4 is crucial as controlled
sources are implicitly included in every companion model for semiconductor
devices. Fortunately the conditions stated in [63] guarantee that these source
can be treated within the framework of Theorem 1.4. Hence topological index
tests proofed to be a very powerful tool for modern circuit diagnosis.
Nevertheless, both assumptions (a) and (b) are vital for Theorem 1.4 to be
applicable. The positive definiteness may be violated by independent charge
and flux sources used e.g. to model α radiation or external magnetic fields [66].
On the other hand, controlled sources such as the operational amplifier in
the context of the Miller Integrator from Example 1.1 are not covered by (b).
In fact, the index of the Miller Integrator depends not only on topological
properties but also on device parameters. A summary is given in Figure 1.4.
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In particular the inclusion of a further capacitor C2 between node 2 and ground
gives rise to higher index cases as this capacitor closes a CV loop together with
C1 and the controlled voltage source. See [66] for more details.
Although the index may depend on device parameters, most circuits are covered
by Theorem 1.4 and topological methods are a well established and powerful
tool for dealing with the differential algebraic equations arising in modern cir-
cuit simulation.
DAEs are the subject of current research [100, 117, 118, 138]. They do present
challenges both for mathematical analysis and scientific computing. We will
return to investigating linear and nonlinear DAEs in much more detail in Chap-
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In the previous chapter we derived a mathematical model for electrical circuits.













Each DAE is assigned an index in order to measure its complexity concerning
analytical and numerical treatment. Already for index-1 equations initial values
can not be chosen arbitrarily but they have to be consistent with the problem
data1. DAEs with index ≥ 2 involve inherent differentiations such that these
equations are ill posed and certain parts of the input functions need to be
differentiated.
Nevertheless, as Theorem 1.4 shows, index-1 and index-2 equations appear
most frequently for electrical circuits. In fact, the index µ typically satisfies
1 ≤ µ ≤ 2. Even though certain controlled sources may lead to an index µ > 2,
these configurations can be detected using topological index tests, such that a
regularisation2 becomes possible. Thus, in electrical circuit simulation one is
confronted with solving DAEs (2.1) having index µ = 1 or µ = 2.
It was mentioned earlier that modern semiconductor devices are treated us-
ing companion models. Regarding the switching tasks of these devices it is
clear that the model equations will suffer from poor smoothness properties.
Consequently, the coefficients of (2.1) are continuous but usually non-smooth.
Modern circuits comprise timescales of several orders of magnitude, such that
the resulting circuit DAEs are usually stiff. In addition to this, the large number
of devices leads to MNA models consisting of up to 105 or 106 equations and
computational time is a major issue.
In summary, DAEs (2.1) in integrated circuit design present challenging prob-
lems for numerical computation. Low order methods need to be used due to
1An initial value x0 is consistent if there is a solution passing through x0.
2Additional capacitors to ground may often regularise a given circuit.
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the model’s poor smoothness properties. Since the equations are mainly stiff,
A-stable methods are preferable.
Gear [71] proposed BDF3 methods already in 1971. Their robustness and
reliability, in particular in combination with the trapezoidal rule, have made
these methods to become the standard in circuit simulation.
Unfortunately, linear multistep methods such as the BDF or the trapezoidal
rule often suffer from undesired stability properties. For instance there is no A-
stable method of order higher than 2. One step methods such as Runge-Kutta
methods with improved stability properties may prove an alternative. However,
the computational costs for these (fully implicit) methods is prohibitive in
circuit simulation. Diagonally implicit methods, on the other hand, will suffer
from order reduction.
In the next two sections we will briefly review both linear multistep methods
and Runge-Kutta methods. Each class of integration schemes has its own
advantages but also suffers from certain shortcomings and potential problems
will be indicated. In Chapter 2.3 general linear methods will then be introduced
as a means to overcome these difficulties.
2.1 Linear Multistep Methods
Given the DAE (2.1) together with a consistent initial condition x(t0) = x0,
we want to determine the solutions x on some time interval [t0, T ] ⊂ R, i.e. we
seek approximations xk to the exact solution on a (usually non-uniform) grid
of discrete time points { tk | k = 0, 1, . . . , N }.
In order to proceed from tn to tn+1 using a stepsize h = tn+1 − tn linear
multistep methods make use of existing approximations xi ≈ x(tn−i) and
d′i ≈ [d(x(tn−i), tn−1)]′ at previous time points, i = 0, . . . , k−1. These quantities
are used in order to compute xn+1 and d
′
n+1 such that Ad
′










For an ordinary differential equation y′ = f(y, t) this scheme simplifies to
k∑
i=0
αi yn+1−i = h
k∑
i=0
βi f(yn+1−i, tn+1−i). (2.2)
Since (2.2) has to be solved for xn+1 we need to require α0 6= 0.
Linear multistep methods were used by Adams and Bashforth as early as in
1883 [6]. The so-called Adams-Bashforth methods are characterised by the
3Backward Difference Formulae
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parameters α0 = α1 = 1 and α2 = · · · = αk = β0 = 0. For β0 6= 1 one obtains
the Adams-Moulton methods [126].
Different choices of the coefficients α, β lead to a large variety of methods.
Among the most prominent are the BDF methods first proposed by Cur-
tiss and Hirschfelder [48]. In order to derive these methods from (2.2), set











The remaining parameter β0 is fixed by the condition α(0) = α0 = 1. The
special choice of α(z) ensures that the polynomial p which interpolates the
values { (tn+1−i, yn+1−i) | i = 0, . . . , k } satisfies p′(tn+1) = f(xn+1, tn+1).
The coefficients of the methods BDFk for k = 1, . . . , 6 are given in Table 2.1.
For k ≥ 7 the BDF formulae are not stable and only the methods with
1 ≤ k ≤ 6 are useful for numerical computation [25].
Since the work of Gear [70, 71] BDF methods are most successfully used for
solving stiff equations. The application to DAEs has been investigated in [10,
11] and the code Dassl, written by Petzold [128], is still one of the most
competitive solvers for low-index DAEs.
One of the main reasons for the BDFs being so popular also in circuit simula-
tion is the fact that only one function evaluation is required per step. Hence
BDF methods can be implemented with relatively low costs even for very large
systems. However, the stability properties are not always desirable.
Example 2.1. Consider the circuit in Figure 2.1 (a), where a voltage source,
capacitor, inductor and resistor are connected in series. As this circuit contains
two energy storing elements, the circuit’s complete response can be calculated
by solving the second order differential equation [56]





























































Table 2.1: Coefficients of the BDF methods (α0 = 1)
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for the capacitor voltage U = u1 − u2. For simplicity assume that C = 1F,
L = 1H and that v ≡ 1V is a DC source delivering a constant voltage drop
between node 1 and ground. The initial conditions
U(0) = 2 V and iL(0) = − C2LG
fix the capacitor voltage to be
U(t) = e−α t cos(ω t) + 1, with α = 1
2LG
, ω2 = 1
LC
− α2, (2.4)
provided that G > 1
2Ω
. Since u1 ≡ 1V, the potential at the second node is given
by u2(t) = −e−α t cos(ω t). For large values of G this is practically a pure cosine
function, but for small values G, say R = 1
G
= 100mΩ, the node potential u2
decays quickly (see Figure 2.1 (b) and Figure 2.1 (c)).
Stability problems of the BDF formulae become apparent in Figure 2.1 (d).
There the BDF2 was used to solve the undamped circuit using a constant
stepsize h = π
4
which corresponds to a sampling rate of about 8 timesteps per
period. Although the undamped circuit was solved, the solution for u2 shows a













Figure 2.1 (b): Potential u2 for





Figure 2.1 (c): Potential u2 for





Figure 2.1 (d): Potential u2 for
R = 1G = 1mΩ (BDF solution).
Figure 2.1: An RLC series circuit (C = 1F, L = 1H, v ≡ 1V): For small
values of R = 1
G
the node potential u2 is nearly undamped but it decays quickly
for a large resistance. The BDF2 method, when applied to the un-damped
circuit, produces results as if the circuit was damped.
2.1 Linear Multistep Methods 29
As indicated in the previous example, the BDF methods, in particular for
order 1 and 2 show strong numerical damping. This is a most disadvantageous
situation for the simulation of electrical circuits4 as it is not clear from the
simulation results whether the damping is inherent in the circuit or just a
numerical artefact. Even though a stepsize control algorithm may avoid these
kind of problems, the steps taken will be excessively small since the stepsize
sequence will be governed by stability rather than accuracy.
There are methods that do preserves both amplitude and phase of any given
oscillation. One example is the trapezoidal rule, that is obtained from (2.2) by
setting k = 1, α0 = −α1 = 1, β0 = β1 = 12 , such that




f(yn, tn) + f(yn+1, tn+1)
)
.
Example 2.2. As an example the VRC circuit from Figure 1.2 (b) on page 20




C1 = 1F and the input signal
v(t) =
{








, t > π
2
.
This function models an independent voltage source that delivers a DC signal
of 1V until the breakpoint t∗ =
π
2
is reached. There the input switches to a
sinusoidal signal.
The trapezoidal rule is applied with constant stepsize h = 1
4
on the interval
[0, 3π] using consistent initial values. Figure 2.2 shows that the numerical result
for the node potential u(t) = v(t) is in good agreement with the exact value.
Nevertheless, at the breakpoint errors are introduced. These perturbations lead































Figure 2.2: The trapezoidal rule applied to the VRC circuit from Figure
1.2 (b). For the node potential u the numerical result agrees with the exact
solution but iV oscillates around the exact solution (plotted as a dashed line in
both pictures).
4For other applications such as e.g. the simulation of multibody systems with friction,
the BDF method’s numerical damping may well be a desired feature.
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The previous two examples indicate that, depending on the type of oscillation,
different behaviour of an integrator is required:
(a) Oscillations of physical significance, as in Example 2.1, should be pre-
served.
(b) High frequent oscillations caused by numerical noise, perturbations, in-
consistent initial values or errors from the Newton iteration should be
damped out quickly.
In order to analyse the damping properties of a numerical method, (2.3) can
























the eigenvalues of the coefficient matrix are found to be λ1/2 = −α±ω i, where
α = 1
2LG
, ω2 = 1
LC
− α2 and i is the imaginary unit. ω is real number for
G2 > C
4L
and the corresponding homogeneous system has oscillatory solutions
with frequency ω. These oscillations are stable for α ≥ 0, i.e. when λi has
negative real part. See (2.4) for an example. If |λi| is large compared to the
time scale of the problem, then the differential equation is called stiff.
In order to assess a methods linear stability properties we need to study the
linear scalar test equation
y′(t) = λ y(t), (2.5)
where λ = −α + ω i is a complex number having negative real part. Thus the
exact solution is of the form e−α t
(
A1 cos(ω t)+A2 sin(ω t)
)
, such that it decays
for t ≥ 0.
The trapezoidal rule, when applied to (2.5) with constant stepsize, yields the
recursion
yn+1 = yn +
λh
2




The mapping R : C → C, z 7→ 2+z
2−z is known as the method’s stability
function. Stable solutions are obtained provided that the product z = λh of
eigenvalue and stepsize satisfies |R(λh)| ≤ 1. Thus the set { z ∈ C
∣∣ 1 ≥ |R(z)| }
is called the stability region. Observe that |R(ωi)| = |2+ωi
2−ωi | = 1 along the
imaginary axis. Thus the stability region for the trapezoidal rule coincides
exactly with the left half of the complex plane.
On the other hand, the BDF1 method, often referred to as the implicit Euler
scheme, reflects (2.5) by means of the recursion
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such that the stability region is given by the set { z ∈ C
∣∣ 1 ≤ |1− z| } (Figure
2.3 (a)). For higher order BDF methods, write Yn =
[
yn yn−1 · · · yn+1−k
]>











1 0 · · · 0 0






0 0 · · · 1 0
 Yn = Mk(z)Yn,
where λh was again replaced by the complex variable z. In contrast to one
step methods (e.g. the trapezoidal rule or the implicit Euler scheme) and their
stability function R(z), linear stability is governed by a stability matrix M(z).
The stability region is characterised by those values z ∈ C, where M(z) is
power bounded. For the BDFk formulae with 1 ≤ k ≤ 5 the stability regions
are plotted in Figure 2.3 (a).
For k ≤ 2 the left half of the complex plane is included in the stability region.
Thus, whenever the exact solution is stable, the numerical approximation will
be stable as well. This statement is not true for k ≥ 3 as the boundary of the
stability region crosses the imaginary axis.
Methods showing this behaviour are in general not suited for solving stiff equa-
tions. In the stiff case, where eigenvalues λ = −α+ω i with large α are present,
it may be necessary to reduce the stepsize drastically until z = λh again be-











Figure 2.3 (a): Stability regions


















Figure 2.3 (b): Stability beha-
viour along the imaginary axis.
Figure 2.3: Stability properties of the BDFk methods and the trapezoidal
rule. For each 1 ≤ k ≤ 5 the stable area in Figure 2.3 (a) is given by the
outside of the kidney shaped region. For Figure 2.3 (b) the modulus ρk(z)
of the largest eigenvalue of Mk(z) is plotted along the imaginary axis. For a
sampling rate of about 8− 20 steps per period ρ(yi) is required to stay close to
1 for y ∈ [0.1π, 0.25π].
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Definition 2.3. A numerical method is called A-stable, if the left half of the
complex plane is included in the method’s the stability region.
This definition is due to Dahlquist [49]. Dahlquist was also able to show that
there is no A-stable linear multistep method with order p > 2. This fact is
known as the second Dahlquist barrier, which is confirmed in Figure 2.3 (a).
Even though the BDFk methods are not A-stable for k ≥ 3, the sector
{ r e(π−θ)i ∈ C | r ∈ R, θ ∈ [−α, α] }
is contained in the stability region for some suitable value of α (see Table 2.2).
Definition 2.4. A numerical method is called A(α)-stable if the stability region
includes the sector { r e(π−θ)i ∈ C | r ∈ R, r ≥ 0, θ ∈ [−α, α] }.
Apart from looking at A- and A(α)-stability it is interesting to study the stabil-
ity matrix along the imaginary axis, since purely imaginary eigenvalues λ = ω i
give rise to undamped oscillations. Let ρ(z) denote the modulus of the largest
eigenvalue of M(z). Assuming a sampling rate of about 8 − 20 steps for os-
cillations of physical significance, we require that ρ(ω i) stays close to 1 for
ω ∈ [0.1π, 0.25π]. This range is marked in Figure 2.3 (b) using vertical lines.
It becomes clear from Figure 2.3 (b) that both the implicit Euler scheme and the
BDF2 method will damp out oscillations of physical significance as ρ(ω i) < 1
holds in the desired range. The BDF methods with k ≥ 3 will amplify these
oscillations due to ρ(ω i) > 1. The behaviour in both cases is far from optimal.
For the trapezoidal rule, on the other hand, we already found |R(ω i)| = ρ(ω i) =
1, such that the amplitude of any oscillation will be preserved. This is true not
only for oscillations of physical significance but also for high frequent numerical
noise, a fact that explains the behaviour from Example 2.2.
More details on this type of analysis can be found in [66, 81].
Considering the damping behaviour as discussed above, a commonly used strat-
egy in order to simulate electrical circuits both efficiently and reliably is to start
the integration with the BDF method but to continue with the trapezoidal
rule after a few successful steps. If convergence problems arise or a breakpoint
(switching point) is reached, the BDF method is used for a few steps followed
by the trapezoidal rule etc. Obviously, the frequent change of the method
causes problems for an efficient error estimation and stepsize selection. This
cyclic approach cannot be generalised to order 3 computations where the BDF3
is used exclusively. This method is not A-stable and due to Dahlquist’s second
barrier, there is no A-stable linear multistep method of this order at all.
BDF1 BDF2 BDF3 BDF4 BDF5 BDF6
90◦ 90◦ 86.03◦ 73.35◦ 51.84◦ 17.84◦
Table 2.2: A(α)-stability of the BDF methods (taken from [85])
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Apart from stability constraints, further complications are associated with
changing the stepsize and/or the order. Both aspects are essential for a com-
petitive code, but require considerable overhead for linear multistep methods.
It is far simpler to change the stepsize and order for a Runge-Kutta method.
More importantly, there are Runge-Kutta methods with much improved sta-
bility properties. Hence this class of methods shall be investigated next.
2.2 Runge-Kutta Methods
In contrast to linear multistep methods Runge-Kutta methods do not use past
information but confine themselves to using only one initial approximation
yn ≈ y(tn) at the beginning of a step. In order to obtain a highly accurate
approximation yn+1 ≈ y(tn + h) at the end of this step, intermediate stages
Yi ≈ y(tn+ ci h) are calculated. These ideas were first proposed by Runge [142]
and Heun [87], but it was Kutta [103] who completely characterised the set of
order 4 methods.
Since the fundamental work of Butcher [15, 18, 16] Runge-Kutta methods re-
ceived much attention in the literature. Particular methods are constructed
in [1, 17, 57] while implementation issues are dealt with in [14, 86] and many
other references. The monograph [22] provides in-depth information.
The theory of Runge-Kutta methods for the solution of differential algebraic
equations is developed in [84, 85, 104, 140]. Unfortunately, these results do
not cover all aspects of scientific computing in electrical circuit design. [84, 85]
focus on systems in Hessenberg form such that the charge oriented formulation
is not covered. On the other hand, [104] restricts attention to index-1 equations.
Given an ordinary differential equation y′ = f(y, t) and an initial approximation




aij f(Yj, tn+cj h), yn+1 = yn+h
s∑
i=1
bi f(Yi, tn+ci h),
where s intermediate stages Yi are calculated, i = 1, . . . , s. The position of
these internal stages is indicated by the vector c =
[
c1 · · · cs
]>
, i.e. we
intend to have Yi ≈ y(tn + ci h). The method’s parameters can conveniently be
represented in a Butcher-tableau
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Some well known examples are given in Table 2.3. Two of these methods are
stiffly accurate, i.e the vector b> coincides with the last row of A. In case of
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stiffly accurate methods the numerical result yn+1 = Ys is given by the last
stage. This property is of particular importance when studying stiff equations
and DAEs [84, 86, 90].
The coefficients of a Runge-Kutta method need to satisfy certain order condi-
tions that guarantee that the error committed in one step can be estimated in
terms of O(hp+1) for an order p method. In Chapter 8 order conditions will be
discussed in considerable detail within the framework of general linear meth-
ods for DAEs. Here, it suffices to note that Runge-Kutta methods are often



























bj (1− ckj ), k = 1, . . . , ζ, j = 1, . . . , s.
For a method of order p it is necessary that B(p) holds. If the condition C(q)
is satisfied, then the method has stage order q, i.e. the intermediate stages are
calculated with accuracy Yi = y(tn + ci h) +O(hq+1). More details are given in
[22, 25]. There the following fundamental result is proved.
Theorem 2.5. If the coefficients of a Runge-Kutta method satisfy B(p), C(ξ),
D(ζ) with ξ + ζ + 1 ≥ p and 2 ξ + 2 ≥ p, then the method is of order p, i.e.
yn+1 = y(tn+1) + O(hp+1) if yn+1 is the numerical result calculated from the
exact initial value y(tn) using stepsize h. 
The simplifying assumptions can also be used for the construction of Runge-


























































































2 stages (order 4)
Table 2.3: Some examples of Runge-Kutta methods
5SDIRK is an abbreviation for “Singly Diagonally Implicit Runge-Kutta method”. More
details will be given later in this section.
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and then satisfying B(s) and C(s). These methods have stage order s and order
2s, which is the highest possible order for an s-stage Runge-Kutta method.
Another important family of Runge-Kutta methods is based on the Radau
quadrature formulae, i.e. c1, . . . , cs are the zeros of Ps − Ps−1 with cs = 1.
Choosing b and A such that B(s) and C(s) are satisfied, yields the RadauIIA
methods [25, 58, 85], the first few being listed in Table 2.4. The order of a
RadauIIA method is p = 2s− 1 and the stage order is q = s.
The code Radau written by Hairer and Wanner [85, 86] is based on the
RadauIIA methods. Radau became one of the standard solvers for ODEs
and DAEs up to index 3. One of the main reasons for Radau’s popularity are
the excellent stability properties of the RadauIIA method.
A Runge-Kutta method, when applied to (2.5), reads
Yi = yn + λh
s∑
j=1




such that the numerical approximations yn satisfy the recurrence
yn+1 =
(
1 + z b>(I − zA)−1 e
)






The stability function R(z) = 1 + z b>(I − zA)−1 e determines the stability
region { z ∈ C | 1 ≥ |R(z)| } for a given Runge-Kutta method.
Figure 2.4 shows that all RadauIIA methods are A-stable – a fact that is
proved e.g. in [85]. The SDIRK method from Table 2.3 is A-stable as well.
Even though the stability regions of the Gauss methods are not plotted here,
it can be shown that these methods are all A-stable and their stability region
coincides exactly with left half of the complex plane. Hence they are high order
generalisations of the trapezoidal rule. This statement is confirmed in Figure





























































































Table 2.4: The RadauIIA methods of order p = 1, 3, 5
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This plot indeed shows the superior stability properties of the RadauIIA meth-
ods: High frequent oscillations are damped out quickly while oscillations of
physical significance are preserved. In particular, |R(yi)| stays close to 1 for
y ∈ [0.1π, 0.25π].
For the SDIRK method Figure 2.4 (b) suggests a good preservation of low
frequent oscillations as well.
Nevertheless, Runge-Kutta methods are not popular in circuit simulation. The
main reason are their high computational costs. Recall from (2.6) that the
stages Yi satisfy










where A ⊗ B denotes the Kronecker product for matrices [91] and m is the
problem size. In general, this is a nonlinear system of dimension s·m and an
iterative procedure such as Newton’s method has to be used [86, 110].
Given an initial guess Y 0 the costs for the stage evaluation comprise, for each
iteration,
(a) the evaluation of the residual δk = Y k − h(A⊗ Im)F (Y k)− (e⊗ Im) yn,






(c) computing the LU factors of the iteration matrix LU = Is⊗Im−h(A⊗J),
(d) solving the linear system LU ∆Y k+1 = −δk.
In particular the costs for (c) and (d) depend heavily on the structure of the


















Figure 2.4 (a): Stability regions of the
RadauIIA methods (order 1, 3, 5) and


















Figure 2.4 (b): Stability behaviour
along the imaginary axis. The BDF2 is
included for comparison.
Figure 2.4: Stability properties of some Runge-Kutta methods. For a sam-
pling rate of 8 − 20 steps per period Radau5 shows almost no damping of
physical oscillations as |R5(yi)| stays close to 1 for y ∈ [0.1π, 0.25π].
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Thus, for large m the linear algebra routines for Runge-Kutta methods (s ≥ 2)
require much more work as compared to linear multistep methods (s = 1).
Since Runge-Kutta methods use more functions evaluations per step, the com-
putational costs can be prohibitive for the application in electrical circuit design
as function calls are most expensive due to the evaluation of complex transistor
models.
Obviously this is only a rough estimate and it is not fair to judge methods
based only on these crude computations. Runge-Kutta methods such as the
RadauIIA formulae can often be implemented much more efficiently [85]. On
the other hand keeping track of the backward information requires some over-
head in linear multistep methods. Thus, in order to compare the computational
costs of Runge-Kutta and linear multistep methods, we consider a real world
application.
Example 2.6. The Ring Modulator circuit from Figure 2.5 is an electrical
device that mixes a low-frequent input signal Uin1 with a high-frequent in-
put signal Uin2 . The corresponding mathematical model was introduced by
Horneber [92]. It is a widely used benchmark circuit described in detail in the
Test Set for Initial Value Problem Solvers [124] of Bari University (formerly
maintained by CWI Amsterdam). There artificial parasitic capacitances Cs
are used in order to regularise the circuit and an ODE model is obtained [65].
This regularisation comes at the price of high frequent parasitic oscillations
being introduced. Omitting the artificial capacitances removes these parasitic
effects, but the circuit turns into an index-2 system. As in [84, 132] this index-2
formulation shall be investigated here.
For the MNA, the diodes are replaced by nonlinear resistors described by the











































Figure 2.5: Circuit diagram for the Ring Modulator
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found in Table 2.5. Writing down the equations of the charge oriented modified











= 0 where x =
[
u1 · · · u7 I1 · · · I8
]>
comprises potentials for the node 1–7 and currents I1, . . . , I8 through the eight































































As an example consider node 3. Kirchhoff’s current law shows that
0 = iRg2 + iD4 − iD1 = I3 + g(u6 − u3)− g(u3 − u5).
On the other hand, each inductor yields a further differential equation, e.g.
Ls2 İ3 = uLs2 =
u1
2
+ u7 − uRg2 − u3 =
u1
2
+ u7 −Rg2I3 − u3.
The input signals Uin1(t) =
1
2
sin(2π t·103), Uin2(t) = 2 sin(2 π t·104) produce
an output signal u2 at node 2 (see Figure 2.6).
As the capacitors and inductors are linear, it is straightforward to reformulate
the equations in the form M y′ = f(y, t) that is given in the Test Set [124].
This formulation can be dealt with by Dassl and Radau, two of the most












Figure 2.6: The Ring Modula-
tor’s output signal u2 at node 2.
C = 1.6 · 10−8 R =25000
Cp = 10
−8 Rp = 50
Lh = 4.45 Rg1 = 36.3
Ls1 = 0.002 Rg2 = 17.3
Ls2 = 5 · 10−4 Rg3 = 17.3
Ls3 = 5 · 10−4 Ri = 50
γ =40.67286402 · 10−9 Rc = 600
δ = 17.7493332
Table 2.5: Technical parameters for the
Ring Modulator
6The formulation given in [124] uses the voltages U1 = u1, U2 = u2, U3 = u3 − u7,
U4 = u7 − u4, U5 = u5 − Uin2 , U6 = Uin2 − u6, U7 = u7 instead of the node potentials.
2.2 Runge-Kutta Methods 39
Dassl is intended to solve DAEs of index µ ≤ 1, it is still a tough competitor
for Radau on this index-2 test problem.
In order to generate problems of arbitrary size, N instances of the Ring Mod-
ulator were solved simultaneously. Hence, systems of dimension N · 15 are
treated here.
From the work-precision diagram in Figure 2.7 (a) we see that for N = 1 the
Runge-Kutta code Radau is clearly superior, as higher accuracy is achieved
in shorter time. However, already for N = 50, i.e. when solving a system
of dimension 750, this situation is turned upside down. Now the BDF-solver
Dassl outperforms Radau, even though Dassl was not designed for solving
index-2 problems (see Figure 2.7 (b)). 









operations for evaluating the stages. When the problem
is large, Runge-Kutta methods are therefore expected to be computationally
more expensive than linear multistep methods. This effect became clearly
visible in the previous example.
However, the costs for solving the nonlinear equations in a Runge-Kutta scheme
depend heavily on the structure of A. For an explicit method, i.e. when aij = 0
for j ≥ i, there is no nonlinear system to be solved at all.
In case of differential algebraic equations A[d(x, t)]′ + b(x, t) = 0 and the cor-
responding numerical scheme
AY ′i + b(Xi, tn + cih) = 0, i = 1, . . . , s, (2.8a)




















































Figure 2.7 (b): N = 50 (750 eqns)
Figure 2.7: Computing time vs. the achieved accuracy for different problem
sizes. For the smaller problem problem Radau is superior, while Dassl is
more efficient for the larger problem. The computations were performed on
an Intel R© Pentium R© M processor with 1.4 GHz, 512 MB RAM, running the
software from [124].
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the coefficient matrix A in (2.8a) is singular. Thus certain parts of the stage
derivatives Y ′i need to be calculated from (2.8b) rather than from (2.8a). As
a consequence implicit methods with a nonsingular matrix A have to be used.
Different levels of implicitness can be considered:
(a) singly diagonally implicit methods : A has lower
triangular structure and the diagonal elements





as1 · · · λ
]
(b) diagonally implicit methods : The matrix A has
still lower triangular structure but the diagonal





as1 · · · ass
]
(c) fully implicit methods : A is a full matrix.
 a11 · · · a1s... . . . ...
as1 · · · ass

(d) singly implicit methods : The matrix A is a full
matrix but it has a one-point spectrum σ(A) = λ.
In case of diagonally implicit methods (b), the stages can be evaluated se-
quentially. Thus the computational work is considerably lowered to about
sm3 + sm2 operations. Recall that the iteration matrix for stage number i is
given by I −h aii ∂f∂y . If all diagonal elements are equal, as is the case for singly
diagonally implicit methods, there is a good chance that the same Jacobian
can be used for every stage such that the costs are further reduced. Finally,
singly implicit methods can be implemented as cheaply as singly diagonally im-
plicit methods (at least for large problems) [14], but they require an additional
transformation to be carried out.
As a consequence, singly diagonally implicit methods such as the SDIRK
method given in Table 2.3 may be the way to go. SDIRK methods were intro-
duced by Butcher [16]. Further contributions were made by Nørsett [141] and
Alexander [1]. Unfortunately, SDIRK methods suffer from the order reduction
phenomenon, which is closely related to the method’s stage order.





+ g′(t), y(t0) = g(t0), (2.9)
in order to study the behaviour of numerical methods for stiff problems. The
exact solution is given by the smooth function y(t) = g(t) which is assumed to
be slowly varying. For this example, assume g(t) = cos(t). If L is negative and
large in magnitude, then the problem can be arbitrarily stiff.
For stable methods of order p the order conditions ensure that the global error
satisfies yn − g(tn) = O(hp) as h tends to zero, but this relation may not hold
for larger stepsizes. The order can be estimated numerically by solving (2.9)
using different stepsizes. If the global error is plotted against the stepsize on a
doubly logarithmic scale, then the slope indicates the order of convergence.
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These calculations were carried out for the two-stage Gauss and SDIRK meth-
ods from Table 2.3 with order p = 4 and p = 2, respectively. Figure 2.8 shows
that for moderate values of L the methods do enjoy order p behaviour. If
L is chosen to be large in magnitude, say L = −107, then the order being
numerically observed degenerates to the stage order q.
This effect can be understood by noting that the global error is given by



































O(hqi+2), i = 1, . . . , s, are quadrature errors for the numerical result and the
stages, respectively. R is the stability function. Due to the expansion
hLb>(I − hLA)−1ε = −b>A−1ε− (hL)−1b>A−1A−1ε− · · · ,
which is relevant for large hL, we find







g(3)(tn−1) +O(h4) = O(h2)
for the Gauss method with q = min(q1, q2) = min(2, 2) = 2 and












for the SDIRK method where q = min(q1, q2) = min(1, 2) = 1. Owing to its L-
stability, i.e. limz→∞R(z) = 0, the SDIRK method exhibits order 1 convergence
since for large hL the global error is essentially given by the local one. See also




































Figure 2.8 (b): SDIRK from Table 2.3.
Figure 2.8: Order of convergence for a Gauss and SDIRK method. In the non-
stiff case L = −10 ( • ) the methods show order p behaviour. For L = −107
(  ), i.e. in the stiff regime, the numerically observed order is governed by
the stage order q.
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For stiff ODEs and even more so for DAEs, the order of convergence is governed
not only by the method’s order but also by its stage order. In the stiff case, as
in the previous example, the order of convergence being numerically observed
is determined by the stage order q. In particular, when the stage order is
significantly lower than the order, this means an unacceptable degeneration in
performance. Unfortunately, SDIRK methods are restricted to stage order 1
[52]. If an explicit first stage is used [105], then the stage order may be 2, but if
a higher stage order is desired, some components of the vector c will lie outside
the unit interval [0, 1].
While studying Runge-Kutta methods in this section, it turned out that some
of these methods have excellent stability properties, but there are severe draw-
backs as well. Implementations of (fully-implicit) Runge-Kutta methods are
too expensive for large problems due to the nonlinear system that needs to be
solved. In order to reduce the costs, singly diagonally implicit methods have
been considered. Unfortunately this class of methods is restricted to a low
stage order and order reduction will occur for stiff ODEs and DAEs.
2.3 General Linear Methods
Traditionally integration schemes are classified as being either a linear multi-
step or a one-step method. Both classes have been considered in the previous
two sections. It turned out that linear multistep methods, and in particu-
lar the BDF schemes, can be implemented efficiently for large problems, but
the stability properties are not always satisfactory for integrated circuit design.
One-step methods, with Runge-Kutta methods being the most prominent, have
superior stability properties but they do suffer from high computational costs.
Singly diagonally implicit methods (SDIRK) are affected by the order reduction
phenomenon.
The implicit Euler method and the trapezoidal rule do belong to both classes.
Hence linear multistep methods as well as Runge-Kutta methods can be re-
garded as generalisations of these integration schemes. While linear multistep
methods make use of information from the past, Runge-Kutta methods invest
more work per step in order to calculate highly accurate approximations to the
exact solution. As a consequence, mathematical analysis such as order condi-
tions, stability concepts or the derivation of methods is often different for these
two classes of methods.
Several attempts have been made in order to overcome difficulties associated
with each class of methods while keeping its advantages. Hybrid methods
allow more than one function evaluation in a linear multistep scheme [69].
Using cyclic compositions of multistep methods it became possible to break
Dahlquist’s barriers [7]. On the other hand, Rosenbrock methods aim at re-
ducing the costs for a Runge-Kutta scheme by linearising the nonlinear system
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and incorporating the Jacobian into the numerical scheme [85, 96]. Since only
linear systems need to be solved, these methods are of particular interest for
simulating electrical circuits of huge dimension. The investigations in [79, 81]
lead to the development of Choral, a charge-oriented ROW method. In [129]
two-step-W -methods are considered, where a general matrix W may be used
instead of the Jacobian.
In order to cover both linear multistep and Runge-Kutta methods in one uni-
fying framework, Butcher [18] introduced general linear methods (GLMs) for





, y(t0) = y0.
A general linear methods uses r pieces of input information y
[n]
1 , . . . , y
[n]
r , when
proceeding from tn to tn+1 = tn + h with a stepsize h. Similar to Runge-Kutta









j , i = 1, . . . , s, (2.10a)











j , i = 1, . . . , r, (2.10b)
are passed on to the next step. Occasionally Yi and y
[n]
i are referred to as




 , F (Y ) =
f(Y1, tn + c1 h)...
f(Ys, tn + cs h)








(2.10) can be written as
Y =(A⊗ Im)hF (Y ) + (U ⊗ Im) y[n],
y[n+1] = (B ⊗ Im)hF (Y ) + (V ⊗ Im) y[n].
The integer m denotes the problem size and ⊗ represents the Kronecker pro-
duct for matrices [91]. It is only a slight abuse of notation when the Kronecker













This formulation of a GLM is due to Burrage and Butcher [13]. The matrices
A, U , B and V represent the method’s coefficients. Additionally, each method
is characterised by four integers:
s: the number of internal stages,
r: the number of external stages,
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p: the order of the method,
q: the stage order of the method.
The internal stages are approximations Yi ≈ y(tn + ci h) to the exact solution,






y(tn − (r − 1)h)







the former representing a method of multistep type while the latter is a Nord-
sieck vector. Notice that compared to Nordsieck’s original formulation [127]
factorials have been omitted for convenience. Methods in Nordsieck form be-
came popular through the work of Gear [70]. General linear methods of this
type are considered, among other references, in [29, 40, 158].
Different choices of the vector y[n] are often related by linear transformations.
In this sense the representation of a method using the matrices A, U , B and
V is not unique as two different methods may be equivalent owing to such a
transformation [25].
Many classical integration schemes can be cast into general linear form. For
simplicity we will restrict attention to Runge-Kutta and BDF methods but
more exotic schemes such as the cyclic composition methods mentioned earlier
belong to this class as well. Many examples are given in [26] but also in the
extensive monograph [25].









cs as1 · · · ass
b1 · · · bs
.
A Runge-Kutta method uses only the initial values yn as input such that r = 1.













Example 2.9. The BDF scheme
k∑
i=0
αi yn+1−i = hβ0 f(yn+1, tn+1)
from Section 2.1 with α0 = 1 can be written as
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This quantity Y = yn+1 can be interpreted as the single internal stage of
step number n. The approximations yn+1−i to the exact solution at previous
timepoints are collected in the vector y[n]. Hence a general linear formulation









β0 −α1 · · · −αk−1 −αk
















General linear methods were introduced already in 1966. Even though these
methods are investigated in [13, 20, 22], it was the derivation of Dimsims7 in
1993 [23] that started a renewed interest in using GLMs for practical compu-
tations. The subclass of Dimsim methods is characterised by s = r = p = q.
Often more general methods are included by only requiring that the quantities
s, r, p, and q are all approximately equal [25].
Dimsims for non-stiff and stiff equations were constructed mainly by Butcher
and Jackiewicz [32, 33, 34]. In [35, 36, 94] implementation issues are ad-
dressed. The potential of these methods in a parallel computing environment
is investigated in [28, 60]. Dimsims are also closely related to singly implicit
Runge-Kutta methods with an explicit first stage [105] as well as to the two-
stage-W -methods of [129].
Recently it turned out that allowing one more stage, i.e. s = r = p + 1 =
q+1, has advantages both for the construction and analysis of GLMs [25, 158].
Methods with inherent Runge-Kutta stability can be constructed using only
linear operations. These methods allow a very accurate estimation of the local
truncation error [40].
The reason for general linear methods becoming so popular is the fact that
within this class diagonally implicit methods exist that have high stage order
and a stability behaviour similar to Runge-Kutta methods.
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It is assumed that the two quantities passed from step to step are approxima-






this method is therefore in Nordsieck form.
7Dimsim is short for Diagonally Implicit Multistage Integration Method.
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Note that the matrix A has diagonally implicit structure such that the stages
can be calculated sequentially. Thus the implementation costs are similar to
the SDIRK method from Table 2.3. In fact, these two methods even share the
same linear stability behaviour. This can be seen by applying M to the linear
scalar test equation (2.5),
Y = zAY + Uy[n]




V + zB(I − zA)−1U
)
y[n].
The stability matrix M(z) = V + zB(I − zA)−1U has only one nonzero eigen-
value R(z) = 2+(2−4λ)z+(1−4λ+2λ
2)z2
2(λz−1)2 and R(z) agrees with the stability function
of the SDIRK method. Hence their stability regions coincide (see Figure 2.9 (a)
and Figure 2.4 (a)).
However, the general linear method is superior when solving stiff equations.
The general linear structure allows the stage order to be 2 such that there is
no order reduction. In Figure 2.9 (b) this statement is confirmed numerically
for the Prothero-Robinson problem (2.9). 
For any order p the framework of general linear methods allows the construction
of diagonally implicit schemes having high stage order q = p (see [158] but also
Section 10.1). This makes GLMs very attractive for solving not only stiff ODE
but also DAEs. Nevertheless, there are only a few references available in the
literature addressing general linear methods in the context of DAEs.
In a technical report Chartier [46] considered GLMs for DAEs having index 1
or 2. This work is similar to the Runge-Kutta approach [84], in particular in
its restriction to DAEs in Hessenberg form. It was mentioned earlier that this
class does not cover the equations of the charge oriented modified nodal anal-
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Figure 2.9 (a): Stability region




















Figure 2.9 (b): Order of
convergence.
Figure 2.9: Stability behaviour of the GLM (2.12) and the numerically ob-
served order for the Prothero-Robinson example (2.9). M has the same stabil-
ity region as the SDIRK method with order 2. Due to the stage order being 2
there is no order reduction for stiff problems.
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There is also a technical report by Butcher and Chartier [27] were methods are
constructed for stiff ODEs and DAEs.
In this thesis Dimsims as well as methods with s = r = p + 1 = q + 1 are
studied for nonlinear differential algebraic equations having index 1 or 2. The
DAEs studied here originate mainly from the charge oriented modified nodal












where the leading term is properly stated. Other applications such as chemical
reaction dynamics or the simulation of mechanical multibody systems (after a
suitable regularisation) often fall into this class as well [59].
Studying numerical methods for DAEs of this type requires a refined analysis
of structural properties. Part II is therefore devoted to studying (2.13) in
considerable detail. In particular the concept of the tractability index will lead
to a decoupling procedure for nonlinear DAEs. This new decoupling procedure
makes only mild assumptions on the smoothness of the coefficients and is thus
suited for dealing with the MNA equations.
In Part III the decoupling procedure is used to study general linear methods
for DAEs of the form (2.13). After reviewing briefly ODE theory for GLMs,
these methods are applied to implicit index-1 equations. The order conditions
and convergence results obtained in Chapter 8 are then transferred to properly
stated DAEs (2.13) with index 2. Here, the decoupling procedure will be the
central tool. The details of this construction are presented in Chapter 9.
After deriving all requirements a GLMs has to fulfil in order to be applicable for
solving DAEs, practical aspects are addressed in Part IV. Here, in Chapter 10,
general linear methods with s = r = p + 1 = q + 1 but also Dimsims with
s = r = p = q are constructed. Implementation issues such as error estimation
and order control are addressed for each class of methods such that a variable-
stepsize variable-order implementation is possible in each case.
Numerical experiments in Chapter 12 are used to compare these two imple-
mentations. The application to realistic circuits in integrated circuit design
gives strong evidence that general linear methods, in particular the Dimsim






Linear Differential Algebraic Equations
In Chapter 1 differences between differential and differential algebraic equations
have been addressed. In particular it may happen that parts of the original
data need to be differentiated in order to obtain a solution. As we are aiming
at solving DAEs numerically, this differentiation process has to be performed
numerically as well. This in turn, is far from trivial since small perturbations
in the original data may lead to errors of arbitrary size – an effect already
demonstrated in Example 1.3. The question whether there are inherent differ-
entiations involved and, if so, up to what degree, distinguishes different classes
of numerical complexity for DAEs. These different levels are usually measured
by some kind of index concept.
In the next section some of the most frequently used index notions will be
reviewed. Then, in Section 3.2, the tractability index will be treated in more
detail. DAEs with a properly stated leading term are introduced and analysed
using the framework provided by this index concept. In particular the decoup-
ling of general index-µ equations is briefly addressed for linear DAEs. The
main focus, however, is on DAEs with index 1 or 2.
3.1 Index Concepts
There is a wide variety of different index-concepts available in the literature.
For linear DAEs with constant coefficients,
E x′(t) + F x(t) = 0, (3.1)
the Kronecker index is most natural and will therefore be addressed first. Given
that the pair (E,F ) forms a regular matrix pencil, i.e. there is λ ∈ C such that
det(λE + F ) 6= 0, there are nonsingular matrices U , V that transform E and












52 3 Linear Differential Algebraic Equations
The matrixN = diag[N1, . . . , Nk] has block-diagonal form, whereNi is a Jordan
block to the eigenvalue 0. Proofs of this result are given in [68, 85, 97]. Using
the transformed variables [ uv ] = V
−1x and [ ab ] = U q equation (3.1) can be
written as the decoupled system




The number µ is the index of nilpotency for the matrix N , i.e. Nµ−1 6= 0 but
Nµ = 0. From (3.2) it is clear that the inherent dynamics of the DAE (3.1)
is described by the ordinary differential equation u′(t) = −Cu(t) + a(t). Only
for this component initial conditions may be prescribed. The remaining part
of the solution, v(t), is already fixed by the right hand side. However, in order
to calculate v(t), parts of the right hand side need to be differentiated up to
µ− 1 times. If µ = 1, and therefore N = 0, no differentiation is necessary. But
if µ = 2, then b′ appears in the representation for v. Therefore the DAE (3.1)
is said to have index µ.
In the case where E is non-singular, i.e. (3.1) is in fact an ordinary differen-
tial equation, the block N does not appear at all in the Kronecker-Weierstraß
normal form. Hence this special case is assigned the index µ = 0.
Unfortunately there is no immediate generalisation of the Kronecker index to
DAEs with time-dependent coefficients. The case of nonlinear DAEs is even
further beyond the scope of the Kronecker index. The reason is that important
invariants of constant coefficient systems may be changed under time-dependent
transformations. In the ongoing strive to find suitable index concepts for large
classes of DAEs many different index-concepts where developed, each of them
emphasising different aspects of the Kronecker index.
It was remarked earlier that for equations with higher index small perturbations
in the data my lead to large errors in the solution. The perturbation index
introduced in [84] is defined as a measure for this sensitivity of solutions with
respect to perturbations of the problem data. The perturbation index is most
relevant for numerical computations. Unfortunately, it can be quite difficult to
calculate the index analytically. Another drawback is that for some problems
the perturbation index may differ significantly from other indices attributed to
the same problem based on the index concepts described below [43, 72].
It is conceptually much easier to count, as for the Kronecker index, the number
of times that the equations need to be differentiated in order to derive an ODE
representation. This idea was applied to general nonlinear DAEs by Campbell,
Gear and Petzold. They introduced the concept of the differentiation index
[10, 43, 73]. The following definition is taken from [85].
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be sufficiently smooth. The DAE is said to have (differentiation) index µ, if µ





















such that the equations (3.3) allow to extract an explicit ordinary differential




using only algebraic manipulations.
The differentiation index received much attention and it is widely used. But
for practical computations the setup of the derivative array (3.3) may be pro-
hibitive due to high computational costs. Also, Definition 3.1 tacitly assumes
that f ∈ Cµ is sufficiently smooth to calculate (3.3), which often does not
hold for applications such as circuit simulation or multi-body dynamics. We
will see later that weaker smoothness requirements are often sufficient. One
particular disadvantage of the differentiation index is the fact that it can’t be
applied to over- and underdetermined systems as the solvability concept of the
differentiation index requires unique solvability.
The strangeness index introduced by Kunkel and Mehrmann [98, 99] generalises
the differentiation index. Its main advantage is not only the possibility to
include over- and underdetermined systems, but also to provide normal forms
for time-dependent differential algebraic equations. We will briefly review some
of the key points related to the strangeness index. More details are given in the
papers by Kunkel and Mehrmann and in particular in the monograph [101].
Within the context of the Kronecker index two matrix pairs (E1, F1) and
(E2, F2) are considered to be equivalent if they are related by a similarity
transformation, i.e. E2 = UE1V and F2 = UF1V with nonsingular matri-
ces U , V . The equation is then written in terms of the transformed variable
y = V −1x. If V depends on time, then x = V y needs to be differentiated
in order to obtain the transformed equation. Thus, due to the product rule,
x′ = V y′+V ′y holds and the additional term V ′y has to be taken into considera-
tion. Consequently, Kunkel and Mehrmann consider two matrix pairs (Ei, Fi),
Ei, Fi ∈ C(I,Cm×n), i = 1, 2, equivalent, if there are pointwise nonsingular
matrix functions U ∈ C(I,Cm×m) and V ∈ C(I,Cn×n) such that
E2 = UE1V, F2 = UF1V + UE1V
′.
This indeed defines an equivalence relation (E1, F1) ∼ (E2, F2). Under addi-
tional constant rank assumptions it is possible to derive the (global) normal
form
(E1, F1) ∼ (E2, F2) =


Is 0 0 0
0 Id 0 0
0 0 0 0
0 0 0 0
0 0 0 0
 ,

0 A12 0 A14
0 0 0 A24
0 0 Ia 0
Is 0 0 0
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where the blocks Aij are again matrix functions on I and the numbers s, d and a
are invariants of the equivalence relation [101]. Writing down the corresponding
linear differential algebraic equation, (3.1) is found to be equivalent to the
system
x′1 + A12x2 + A14x4 = q1 (3.4a)
x′2 + A24x4 = q2 (dynamic part) (3.4b)
x3 = q3 (algebraic part) (3.4c)
x1 = q4 (3.4d)
0 = q5 (consistency condition) (3.4e)
The interpretation of (3.4b), (3.4c) and (3.4e) is straightforward. However,
there is a “strange” coupling between (3.4a) and (3.4d) such that the number
s is called “strangeness”. Differentiating (3.4d) and inserting the result into
(3.4a), the latter equation becomes purely algebraic. The resulting modified
matrix pair is again denoted as (E2, F2) for simplicity. The process of finding
the global normal form and eliminating the strangeness part can be repeated
iteratively to obtain a sequence of characteristic values (si, di, ai) for (Ei, Fi).
A pair (Ei, Fi) is called strangeness free if si = 0. If this is the case, then the
sequence becomes stationary. The smallest number i ∈ N0, such that (Ei, Fi)
is strangeness free, is defined to be the strangeness index.
If the strangeness index µ is well-defined, i.e. the constant rank assumptions













For the original DAE (3.1) the following properties hold:
• The problem (3.1) is solvable if and only if f3 = 0.
• An initial condition x(t0) = x0 is consistent if and only if x(t0) = x0
implies x2(t0) = f2(t0).
• The problem (3.1) is uniquely solvable if and only if m− dµ − aµ = 0.
Obviously the strangeness index is a powerful tool for analysing differential
algebraic equations. Over- and underdetermined systems are included most
naturally. In particular the resulting normal forms provide much inside into
the structure of a given DAE.
On the other hand even for simple examples it may be difficult to calculate
the normal forms due to the complexity of the linear algebra computations in-
volved [146]. This is true in particular for nonlinear problems. Thus numerical
software developed in conjunction with the strangeness index requires the user
to provide the derivative array (3.3) as input [102].
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In this thesis we are mainly concerned with the analytical and numerical in-
vestigation of differential algebraic equations arising from modelling electrical
circuits. Input signals but also the equations modelling electrical devices such
as MOSFETs or BJTs1 will typically have only low smoothness properties.
Thus for our investigations we have to avoid using the derivative array not
only due to these smoothness considerations but also because of the problem
size. If a circuit contains hundred-thousands of devices, the calculation of the
derivative array is not recommended in practice.
Hence we will focus on the tractability index originally introduced by März
[113]. It does not require the calculation of the derivative array – neither for
analytical nor for computational purposes. Much of the smoothness require-
ments on the data will be replaced by assumptions on certain subspaces to
be spanned by continuously differentiable functions. These subspaces can be
conveniently analysed in the context of electrical circuit simulation.
This index concept aims at determining the exact smoothness requirements
necessary for solving a given DAE [117, 121]. The equation’s structure is ana-
lysed in detail by determining an inherent ordinary differential equation that
describes the dynamics of the system [115, 116]. Recently over- and underde-
termined systems have been included into the general theory as well [55, 119].
Normal forms are considered in [118].
As the tractability index is seminal for the work presented in this thesis, we
will investigate this concept in considerable detail. The next section is devoted
to defining the index and investigating its consequences for linear differential
algebraic equations. We will determine the so-called inherent regular ordinary
differential equation for linear DAEs. A decoupling procedure will be the main
tool leading not only to the inherent regular ODE but also to a refined charac-
terisation of solvability, consistent initialisation and smoothness requirements.
Other index concepts such as the the geometric index [133] will not be inves-
tigated further. All index concepts exist in their own right. Each has its own
advantages and disadvantages, but for integrated circuit design the tractability
index seems to be most appropriate.
3.2 Linear DAEs with Properly Stated Leading Terms





+B(t)x(t) = q(t), t ∈ I. (3.5)
Two matrices A(t) ∈ Rm×n and D(t) ∈ Rn×m are used in order to formulate
the leading term. In general both matrices will be rectangular. The leading
term in (3.5) figures out precisely which derivatives are actually involved.
1MOSFET: Metal Oxide Semiconductor Field Effect Transistor and BJT: Bipolar Junc-
tion Transistor
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Notice that DAEs in standard form (3.1) can be cast easily into the form
(3.5), using e.g. a projector PE along the kernel of E [2, 88]. Also, recall from
Section 1.1 that the equations of the modified nodal analysis are exactly of this





represented charges and fluxes of the network. The leading term of
(3.5) represents the linear analogy to this situation.
However, A and D may not be chosen completely arbitrary. We have to make
sure that there is no overlap between A and D but also no gap in between
them. More precisely, A and D have to be well-matched in the following sense.
Definition 3.2. The leading term of (3.5) is properly stated if
kerA(t)⊕ imD(t) = Rn, t ∈ I,





imR(t) = imD(t), kerR(t) = kerA(t) t ∈ I.
We require that the matrix functions A, D and B are continuous. If the leading
term is properly stated then, by definition, A and D have a common constant
rank [116]. A continuous function x : I → Rm is a solution of (3.5) if it
satisfies the equation pointwise. In order for this to hold, the D-part of x,
i.e. t 7→ D(t)x(t), needs to be differentiable. Consequently the appropriate
solution space is given by
C1D(I,Rm) =
{
x ∈ C(I,Rm) |Dx ∈ C1(I,Rn)
}
.
The linear DAE (3.5) will now be investigated in more detail.
Let Q0 be a continuous projector function onto the kernel of AD. If P0 = I−Q0
denotes the complementary projector, we have x = P0x + Q0x and (3.5) can
be written as
A(Dx)′ +Bx = q ⇔ A(Dx)′ +BP0x+BQ0x = q. (3.6)
The t arguments have been omitted for simplicity. For a further refined refor-
mulation a generalised reflexive inverse D− is introduced for D such that
DD−D = D, D−DD− = D−, DD− = R, D−D = P0. (3.7)
Generalised matrix inverses are studied in [160]. Due to the first two properties,
the products DD− and D−D are projector functions. By requiring DD− = R
and D−D = P0 the inverse D
− becomes uniquely defined. However, it still
depends on P0 and thus on the choice of Q0.
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Obviously we have DP0 = D and DQ0 = Q0D
− = 0. Using Definition 3.2 it
turns out that A = AR = ADD−. Hence (3.6) can be rewritten as
(AD +BQ0)[D
−(Dx)′ +Q0x] +BP0x = q. (3.6’)
What have we gained by introducing the reformulation (3.6’)? To see the
benefit of the above calculations let us assume, for the moment, that the matrix




−Dx = G−11 q, (3.6”)
which is found by scaling with G−11 . Multiplication with the projector functions














The abbreviations u = Dx and z0 = Q0x were introduced in order to make the
decoupled structure clearer.
Similar to the approach taken when defining the Kronecker index, the reformu-
lation (3.8) leads to a decoupled system of two equations. (3.8a) is completely
independent of (3.8b). But once a solution of (3.8a) is found, a solution of the
original DAE can be constructed as
x = P0x+Q0x = D
−u+ z0 = (I −Q0G−11 B)D−u+Q0G−11 q.
Observe that in order to calculate Q0x no differentiation is necessary. Therefore
we will later refer to this case, where G1 is nonsingular, as index 1.
Even though (3.8) provides a decoupling of the original DAE, this structure is
not quite satisfying. Matters would be much clearer if (3.8a) was an ordinary
differential equation. Using the product rule this goal is easily achieved.
Notice that P0 = D
−D and kerP0 = kerD imply that (3.8a) is equivalent to
Ru′ +DG−11 BD
−u = DG−11 q
and since R is a smooth function, we find
u′ = (Ru)′ = R′u−DG−11 BD−u+DG−11 q (3.8a’)
Thus the component u = Dx is determined by an inherent regular ordinary dif-
ferential equation. For u initial conditions may be freely chosen. The remaining
part z0 = Q0x of the solution is explicitely given in terms of u.
It is obvious that this decoupling hinges on the fact that G1 = AD + BQ0 is
nonsingular. However, the procedure can be generalised for higher index cases.
This is done by considering G0 = AD, B0 = B and the following sequence of
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matrices and subspaces for i ≥ 0. All expressions in this sequence are meant
pointwise for t ∈ I.
Ni = kerGi, (3.9a)
Si = { z ∈ Rm |Biz ∈ imGi } = { z ∈ Rm |Bz ∈ imGi }, (3.9b)
Qi = Q
2
i , imQi = Ni, Pi = I −Qi, (3.9c)
Gi+1 = Gi +BiQi, (3.9d)
Bi+1 = BiPi −Gi+1D−(DP0 · · ·Pi+1D−)′DP0 · · ·Pi. (3.9e)
The expression (3.9c) means that a projector function Qi onto Ni is introduced
and that Pi is its complementary projector. When defining the sequence (3.9)
we have to make sure that the involved derivatives exist.
Definition 3.3. The sequence (3.9) is said to be admissible up to k ∈ N, if the
following properties hold for i = 0, 1, . . . , k:
(a) rankGi(t) = ri is constant on I,
(b) N0 ⊕ · · · ⊕Ni−1 ⊂ kerQi for i ≥ 1,
(c) Qi ∈ C(I,Rm×m) and DP0 · · ·PiD− ∈ C1(I,Rn×n).
The condition (b) ensures that certain products of projector functions are again
projectors. Property (c) states the required smoothness properties.
We saw in the above example that G0 = AD was singular, but the nonsingular
matrix function G1 enabled a decoupling of the original DAE. This situation
is generalised to higher indices in the following definition. See [3, 75, 116, 120]
for more details.
Definition 3.4. Equation (3.5) is called a regular DAE with tractability index
µ if there is a sequence (3.9) that is admissible up to µ with
0 ≤ r0 ≤ · · · ≤ rµ−1 < m and rµ = m.
It was pointed out earlier that D− depends on the choice of Q0. Similarly the
matrix functions Gi depend on the particular choice of the projector functions
Qj for j = 0, . . . , i − 1. In spite of this, the tractability index itself is well-
defined. In [116] it is proved that the index is independent of the special choice
of the admissible sequence (3.9). There it is also shown that the index remains
invariant under regular transformations and refactorisations.
Remark 3.5. In [3] the index is defined in terms of the subspaces Ni and
Si appearing in the sequence (3.9). In fact, both approaches are equivalent
(see [116]) and the index can be defined as follows:
• A regular index-1 DAE can be equivalently characterised by the condition
N0(t) ∩ S0(t) = {0} for t ∈ I.





= const > 0 and N1(t) ∩ S1(t) = {0} for t ∈ I.
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In particular the space N0(t) ∩ S0(t) will later become of vital importance for
studying nonlinear index-2 equations.
Finally, recall from [75, Theorem A.13] that Ni(t)∩Si(t) = {0} is equivalent to
Ni(t) ⊕ Si(t) = Rm. Thus for index-µ equations the canonical projector Q̄µ−1
onto Nµ−1 along Sµ−1 can always be defined. 
Similarly to the case of index-1 equations discussed above, the sequence (3.9)
allows to decouple index-µ equations into their characteristic parts. A careful
rearrangement of (3.5) and rescaling with the matrix G−1µ shows that (3.5) can
be written as









Pµ−1 · · ·PjD−
(
DP0 · · ·PjD−
)′
DP0 · · ·Pi−1Qix = G−1µ q.
For µ = 1 this equation exactly coincides with (3.6”) since P0D
− = D−. The
derivatives (DP0 · · ·PjD−)′ start to appear for µ ≥ 2. In any case the decom-
position
I = P0 · · ·Pµ−1 +Q0P1 · · ·Pµ−1 + · · ·+Qµ−2Pµ−1 +Qµ−1 (3.10)
is used to split this equation into µ + 1 separate parts. Notice that each term
of (3.10) is a projector function due to the requirement (b) in Definition 3.3.
Thus, after quite long and technical calculations as performed e.g. in [116, 120]




DP0 · · ·Pµ−1D−
)′
u+DP0 · · ·Pµ−1G−1µ BD−u (3.11a)
= DP0 · · ·Pµ−1G−1µ q,







where k = 0, . . . , µ− 1. The components u and zk are given by
u = DP0 · · ·Pµ−1x, z0 = Q0x,
zk = P0 · · ·Pk−1Qkx, k = 1, . . . , µ− 1.
(3.12)
The continuous coefficients Lk, Kk, Nkj and Mkj are defined in terms of D,
D− and the projector functions Qi, Pi. Detailed expressions are given in [120].
For our investigations it is important to note that (3.11a) is an ordinary differ-
ential equation for the component u which does not depend on any of the other
variables zk. This equation is called the inherent regular ordinary differential
equation of the index-µ DAE (3.5).
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Once a solution u of the inherent regular ODE is found, zµ−1 is calculated
as zµ−1 = Lµ−1q − Kµ−1D−u. In order to calculate zµ−2 the D part of this
component needs to be differentiated according to
zµ−2 = Lµ−2q −Kµ−2D−u+Nµ−2,µ−1(Dzµ−1)′.
Successively the remaining parts zµ−3, . . . , z0 are calculated and additional
derivatives may be involved. Finally the solution x of the original DAE is
obtained as
x = D−u+ z0 + · · ·+ zµ−1.
This situation is summarised in the following theorem.
Theorem 3.6. Let (3.5) be a regular DAE with tractability index µ. Then
(a) imDP0 · · ·Pµ−1 is a (time-varying) invariant subspace of the inherent re-
gular ODE (3.11a).
(b) If x ∈ C1D(I,Rm) is a solution of the DAE (3.5), then the components
u ∈ C1(I,Rn), z0 ∈ C(I,Rm) and z1, . . . , zµ−1 ∈ C1(I,Rm) defined in
(3.12) form a solution of the decoupled system (3.11).
(c) If u ∈ C1(I,Rn), z0 ∈ C(I,Rm) and z1, . . . , zµ−1 ∈ C1(I,Rm) satisfy
(3.11) with u(t0) ∈ im
(
DP0 · · ·Pµ−1
)
(t0), then x = D
−u+ z0 + · · ·+ zµ−1
is a solution of the original DAE (3.5). 
Proofs of the above result can be found in [116, 120].
The following statement about the existence and uniqueness of solutions for
initial value problems in regular index-µ DAEs is a direct consequence of the
preceding theorem.
Corollary 3.7. Let (3.5) be a regular DAE with tractability index µ. Assume
that the coefficients and the right-hand side q are sufficiently smooth. Then for
each x0 ∈ Rm the initial value problem
A(Dx)′ +Bx = q, x(t0)− x0 ∈
(
N0 ⊕ · · · ⊕Nµ−1
)
(t0)
is uniquely solvable in C1D(I,Rm).
Proof. Define u0 =
(
DP0 · · ·Pµ−1
)
(t0)x
0 and let u be the solution of the in-
herent regular ODE (3.11a) satisfying u(t0) = u0. As imDP0 · · ·Pµ−1 is an
invariant subspace of this equation, u = DP0 · · ·Pµ−1u ∈ imDP0 · · ·Pµ−1 fol-
lows for t ∈ I.
Let zk be the vector from (3.11b) and consider x = D
−u + z0 + · · · + zµ−1.
By Theorem 3.6 this is a solution satisfying
(
DP0 · · ·Pµ−1
)
(t0)x(t0) = u(t0) =
u0 =
(
DP0 · · ·Pµ−1
)
(t0)x
0. Therefore x(t0) − x0 ∈
(




If there was another solution of the IVP, say x̄, then Theorem 3.6 shows that
the corresponding parts ū and z̄k satisfy (3.11b) as well. Thus ū = u, z̄k = zk
and the two solutions coincide. 
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Observe that in Corollary 3.7 special care was taken when formulating the




N0 ⊕ · · · ⊕Nµ−1
)
(t0).
Then x(t0) is the consistent initial value corresponding to x
0. Nevertheless,
computing x(t0) from x
0 often poses serious difficulties for realistic applica-
tions [61].
The results of Theorem 3.6 and Corollary 3.7 were obtained using arbitrary ad-
missible sequences (3.9). If we restrict ourselves to choosing special canonical
projector functions Qi, the structure of (3.11b) can be simplified considerably.
In fact, in [118] fine and complete decouplings are studied. Choosing canoni-
cal projector functions it is possible to obtain Kk = 0, such that the coupling
coefficients disappear. Thus u and the components zk can be calculated inde-
pendently of each other.
Consider again the case of index-1 equations. It was shown earlier that the
inherent regular ODE is given by (3.8a’), (3.8b),
u′ = (DD−)′u−DG−11 BD−u+DG−11 q. (3.11a′)
z0 = Q0x = Q0G
−1
1 q −Q0G−11 BD−u. (3.11b′)
Thus we are lead to the solution representation
x = D−u+ z0 = (I −Q0G−11 B)D−u+Q0G−11 q. (3.13)
Observe that I−Q0G−11 B is precisely the canonical projector onto S0 along the
subspace N0. This is shown e.g. in [75]. If the choice Q̄0 = Q0G
−1
1 B leads to
an admissible sequence, then (3.11) turns out to be the completely decoupled
system
u′ = R′u−DḠ−11 BD̄−u+DḠ−11 q,
z0 = Q̄0Ḡ
−1




This can be seen by noting that the term Q̄0Ḡ
−1
1 BD̄
− = 0 vanishes. Thus the
decoupled system is in standard canonical form (SCF) in the sense of [42].
The index-2 case is more complicated. However, working carefully through the
expressions given in [120] we find
u′ = (DP1D
−)′u−DP1G−12 BD−u+DP1G−12 q, (3.11a′′)
z1 = P0Q1x = P0Q1G
−1
2 q −K1D−u, (3.11b′′)
z0 = Q0x = Q0P1G
−1
2 q −K0D−u+Q0Q1D−(Dz1)′.
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The coupling coefficients are given by (cf. [118])








Again, Q̄1 = Q1G
−1
2 BP0 is the canonical projector onto N1 along S1. If the
sequence based on Q̄0 = Q0 and Q̄1 is admissible, then Q̄1 = Q̄1Ḡ
−1
2 BP̄0 implies
K̄1 = P̄0Q̄1P̄1 = 0 such that (3.11) reads
u′ = (DP̄1D̄






2 q − K̄0D̄−u+ Q̄0Q̄1D̄−(Dz1)′. (3.15c)
In the case of index-2 equations the exact solution can therefore be written as









2 q + Q̄0Q̄1D̄
−(DQ̄1Ḡ−12 q)′ (3.16)
This is called a fine decoupling. In contrast to a complete decoupling the
coefficient K̄0 is still present. Fine decouplings such as the above system were






−)′, Q̄1 = (I − Q̄0P0)Q1 = Q1
yield a complete decoupling with K̄0 = 0, provided that Q̄0, Q̄1 give rise to an
admissible sequence (3.9).
Example 3.8. The Miller Integrator already introduced in Example 1.1 is
















G −G 0 1 0
−G G 0 0 0
0 0 0 0 1
0 −a 1 0 0
















The amplification factor of the operational amplifier is given by the real number
a. Using the formulation above, the leading term is properly stated with R = 1.
Calculating the matrix sequence (4.6) we find
G0 =
[
0 0 0 0 0
0 C −C 0 0
0 −C C 0 0
0 0 0 0 0




1 0 0 0 0
0 1 0 0 0
0 1 0 0 0
0 0 0 1 0




G −G 0 1 0
−G C+G −C 0 0
0 −C C 0 1
0 1−a 0 0 0
1 0 0 0 0
]
.
Due to detG1 = (a−1)C the Miller Integrator represents an index-1 problem for







and the decoupled system (3.11) reads
u′ = G



















If the amplification factor a tends towards infinity, the inherent regular ODE
reads u′ = −Gv(t) such that the potential at node 3 is u3 = −GC
∫
v(t) dt such
that the circuit indeed performs an integration.
For a = 1 the matrix G1 is singular and the matrix sequence needs to be




[ 0 0 0 0 0
0 −C C 0 0
0 −C−G C+G 0 0
0 −C G C G 0 0




G −G 0 1 0
−G C+G −C 0 0
0 −C C 0 1
0 −1 1 0 0




− = 0 such that G2 = G1 +BP0Q1. The projector Q1 chosen
here is already the canonical one, i.e. imQ1 = N1 and kerQ1 = S1. This can
be seen by checking the relation Q1 = Q1G
−1
2 BP0. Calculating detG2 = −G
shows that the index is 2 and we obtain the decoupled system
u′ = 0, z1 = 0, z0 = v(t) ·
[
1 1 1 0 0
]>
. 
Since our main focus is on dealing with equations having index 1 or 2, we
will not dwell on higher index DAEs any further. We content ourselves with
remarking that studying fine and complete decouplings naturally leads to the
investigation of normal forms for linear DAEs with tractability index µ. Un-
der suitable regularity assumptions it can be shown that each regular index-µ
equation is equivalent to a DAE in standard canonical form (SCF),
y′+My = Lyq,
Nw′+ w = Lwq,
where N is strictly upper triangular. See [42, 118] for more details.
Currently there is much interest in studying the relationship of the strangeness
and the tractability index using the corresponding normal forms. It has been
shown that both index concepts essentially agree for µ = {1, 2, . . . , 5} (using
the counting of the tractability index). It is conjectured that the relationship
“µtractability = µstrangeness + 1” holds for the general case as well. More details
can be found in [108].
3.3 Examples
The framework of the tractability index might not be as easily accessible as the
differentiation or the perturbation index but it is most convenient for studying
DAEs in electrical circuit simulation. The matrix sequence and the decoupling
procedure introduced above provide a detailed insight into the structure of a
given DAE. For electrical networks the index µ = 0, 1, 2 can be checked using
fast and reliable algorithms based on graph theory [61, 63].
64 3 Linear Differential Algebraic Equations
However, the tractability index does not only offer a refined structural analysis,
but it often leads to significant improvements for numerical computations. In
particular the properly stated leading term plays a crucial role here.















which constitutes a linear index-2 DAE. The parameter η is a real number.
It is shown in [73] that BDF methods fail completely for η = −1. For other
parameter values −1 < η < −0.5 the numerical solution is exponentially un-
stable. In [84] the DAE (3.17a) is said to pose difficulties to every numerical
method.
These statements are confirmed by the numerical results given in Figure 3.1.
There (3.17a) was solved on the interval [0, 3] using the BDF2 formula and the
RadauIIA method with two stages. A constant stepsize h = 0.05 was used.
The exact solution is given by x1(t) = (1− η t)e−t and x2(t) = e−t, such that
x0 = [1, 1]> is a consistent initial value. Obviously both numerical methods fail





















Figure 3.1 (b): (3.17a), η = −0.3
Figure 3.1: Numerical solution (2nd component). Using the standard formu-
















Figure 3.2 (b): (3.17b), η = −0.3
Figure 3.2: Numerical solution (2nd component). The properly stated DAE
(3.17b) yields correct results and no difficulties arise.
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Solving the reformulated problem yields correct numerical results as can be
seen in Figure 3.2. In particular the accuracy of the numerical result does not
depend on the parameter η. We will see later, in Section 9.1, that this behaviour
is ensured by the two subspaces DN1 =R, DS1 = {0} being constant, a fact
that was first observed in [90]. 
The numerical results for Example 3.9 indicate that an appropriate formulation
of the problem ensures a correct behaviour of the numerical solution. The
standard formulation Ex′ + Fx = q, by contrast, inevitably leads to serious
difficulties. This effect can be studied in detail for the following example.
Example 3.10. Consider the simple linear DAE
λt u′ + (λ− 1)z′ = 0, (λt− 1)u+ (λ− 1)z = 0 (3.18a)
depending on the parameter λ ∈ R. J.C. Butcher received this example from
Caren Tischendorf. It is documented in [24].
Differentiating the second equation of (3.18a) and inserting the result into the
first one shows that
u′ = λu, z = λt−1
1−λ u. (3.18b)
Hence the dynamics is given by the inherent ordinary differential equation
u′ = λu. The remaining component z is fixed in terms of u. A numerical
method, when applied to (3.18a), should refect this situation properly, i.e. we
expect the decoupled system (3.18b) to be discretised correctly.
For simplicity consider the implicit Euler scheme. Discretising (3.18a) yields
λ tn+1
h
(un+1 − un) + λ−1h (zn+1 − zn) = 0,
(λ tn − 1)un + (λ− 1) zn = 0.
Solving the second equation for zn, the first equation simplifies to
un+1 = un + hλun.
Thus the inherent ODE is in fact discretised using the explicit Euler scheme.
This will have severe consequences such as strong stepsize restrictions due to
stability requirements.
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is an equivalent reformulation of (3.18a). Due to the properly stated leading
term it is possible to ensure that the implicit Euler scheme leads to
un+1 = un + hλun+1, (1− λ)zn = (λtn − 1)un,
such that the inherent ODE is indeed discretised by the implicit scheme. In
order to guarantee this behaviour, one has to ensure that imD remains con-
stant [89]. 
4
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+B(t)x(t) = q(t) (4.1)
were studied. This class is of key relevance for analysing DAEs since important
features such as the properly stated leading term and the decoupling proce-
dure can be introduced. However, when modelling complex processes in real
applications one most often is confronted to deal with nonlinear equations.
Example 4.1. Logical elements such as the NAND gate in Figure 4.1 are the
central building blocks for complex adding circuits and registers. The NAND
gate consists of two n-channel enhancement MOSFETs1 (ME), one n-channel
depletion MOSFET (MD) and a load capacitance C. The transistors can be
produced in CMOS technology leading to low power consumption, high density
and a fast switching behaviour [78].
The gate voltages of the two MEs are controlled by input signals V1 and V2.
The response at node 1 is low (false) only in the case of both input signals being
high (true). The NAND gate thus represents the logical expression ¬(V1 ∧ V2).
For the numerical simulation of the NAND gate the MOSFETs are replaced
by suitable equivalent circuits. Using the companion model from Figure 4.1 (b)












u1 · · · u12 I1 I2 IBB IDD
]>
comprises all node potentials
and the branch currents of the four voltage sources. A ∈ R16×13 is a constant
matrix and the functions q and b are given in Table 4.1.
The nonlinear functions qgd, qgs, qdb, qsb and ibd, ibs, ids as well as all parameter
values are given in [151]. Notice that both the leading term and the function b
contain nonlinearities. 
1MOSFET: Metal Oxide Semiconductor Field Effect Transistor.


























Figure 4.1 (b): Equivalent
circuit replacing the MOSFETs.





















(u1−u2) − 1Rd (u7−u1)
1
Rs
(u2−u1) + 1Rsd (u2−u3) + ibs(u12−u2) . . .
+ ids(u3−u2, u1−u2, u12−u2)
1
Rd
(u3−u4) − 1Rsd (u2−u3) + ibd(u12−u3) . . .







(u6−u11) + 1Rsd (u6−u7) + ibs(u12−u6) . . .
+ ids(u7−u6, u5−u6, u12−u6)
1
Rd
(u7−u1) − 1Rsd (u6−u7) + ibd(u12−u7) . . .




(u9−u10) + u9Rs + ibs(u12−u9) . . .
+ ids(u10−u9, u8−u9, u12−u9)
1
Rd
(u10−u11) − 1Rsd (u9−u10) + ibd(u12−u10) . . .
− ids(u10−u9, u8−u9, u12−u9)
1
Rs
(u11−u6) − 1Rd (u10−u11)
−ibs(u12−u2) − ibd(u12−u3)− ibs(u12−u6) . . .
− ibd(u12−u7)− ibs(u12−u9) . . .






Table 4.1: The functions q and b for the NAND gate model
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In this chapter nonlinear equations such as (4.2) are addressed. In Section 4.1
the concept of regular DAEs with tractability index µ is extended to the non-
linear case. For index-1 equations a decoupling procedure similar to the results
of Section 3.2 is used to prove existence and uniqueness of solutions in Sec-
tion 4.2. The case of nonlinear index-2 equations is considerably harder to
analyse. Hence the analysis is split into two parts:
Many electrical circuits, when modelled using the modified nodal analysis, lead
to a special structure where the so-called index-2 components enter the model
equations linearly. Equations of this type are treated in Chapter 5. The case
of general index-2 equations with a properly stated leading term is addressed
in Chapter 6. There it is shown how a careful analysis of index-2 equations
within the framework of the tractability index leads to criteria for the existence
and uniqueness of solutions that are easily accessible in practical applications.
4.1 The Index of Nonlinear DAEs









= 0, t ∈ I. (4.3)
A : I → Rm×n is assumed to be a continuous matrix function defined on the
interval I ⊂ R. As seen in Example 4.1 the mappings d : D×I → Rn and
b : D×I → Rm represent nonlinearities of the model. d and b are defined
on D×I ⊂ Rm+1 where D represents some domain in Rm. We assume both








Similar to Definition 3.2 the notion of a properly stated leading term is needed.
Observe that in case of linear DAEs with d(x, t) = D(t)x(t) the matrices A
and D = dx were used to define properly stated DAEs. Thus we arrive at this
straightforward generalisation:
Definition 4.2. The leading term of (4.3) is properly stated if
kerA(t)⊕ im dx(x, t) = Rn ∀ (x, t) ∈ D×I,





kerR(t) = kerA(t), imR(t) = im dx(x, t) and d(x, t) = R(t)d(x, t)
for every (x, t) ∈ D×I.
This definition was given in [114]. In particular, im dx does not depend on x
for properly stated DAEs.
If x satisfies (4.3) pointwise, then it is sufficient for x to be continuous, but




needs to be differentiable. Hence a function x ∈
C(Ix,Rm), Ix ⊂ I, is said to be a solution of (4.3) provided that
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• for every t ∈ Ix the mapping x(t) takes values in D,





• and x satisfies the DAE (4.3) pointwise for t ∈ Ix.
Unfortunately this concept of a solution does not lead to a linear function space.










DAEs of this type are sometimes referred to as quasi-linear. Obviously solutions
lie in the linear space
C1D(I,Rm) :=
{
z ∈ C(I,Rm) | Dz ∈ C1(I,Rn)
}
.
From the point of view of mathematical analysis (4.4) is much easier to handle
than (4.3), but the quasi-linear form (4.4) does not seem to be general enough
to include circuits such as the NAND gate from Example 4.1. Luckily this is
not the case as the general formulation (4.3) can be transformed into (4.4) by










y(t)− d(x(t), t) = 0. (4.5b)




is introduced that allows to artificially split the
equation in two. R is the projector function from Definition 4.2 characterising
the properly stated leading term.










system (4.5) is seen to be of type (4.4). Even though (4.5) may have twice the
dimension of (4.3), this does not pose a problem for practical computations.
Whenever the variable y is referenced, an explicit evaluation of (4.5b) is pos-
sible. Hence the computational effort for solving (4.3) and (4.5) will be the
same. In fact, implementations do rely on (4.3), but the mathematical analysis
is carried out using the enlarged system (4.5) in the formulation (4.4).
This approach is justified in [88, 114]. There it is shown that (4.3) and (4.5) are
equivalent in the sense that there is a one-to-one correspondence of solutions,
subspaces, the index and so on. Thus it is no restriction to concentrate on
DAEs of the form (4.4).
Remark 4.3. In the literature [46, 84, 85] nonlinear DAEs are most often
assumed to be given in Hessenberg form
y′ = f(y, z), 0 = g(y).
For index 2 one has to ensure that gyfz has a bounded inverse in the neigh-
bourhood of a solution.
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In general the MNA equations and in particular the split system (4.5) are not
of Hessenberg type. Conversely, the class of Hessenberg DAEs is included in





















As in the case of linear DAEs one introduces admissible sequences of matrix
functions and subspaces in order to analyse nonlinear DAEs with a properly
stated leading term. The details of this construction can be found in [116, 117,
146]. Here we will content ourselves with summarising the key results necessary
for our later investigations.
Pointwise for t ∈ I, x ∈ D we introduce




N0(t) = kerG0(t), S0(x, t) =
{




Observe that due to the nonlinearity b the matrix B(x, t) as well as the sub-





projector function onto N0, then G1, N1 and S1 depend on x as well,
G1(x, t) = G0(t) +B(x, t)Q0(t),
N1(x, t) = kerG1(x, t),
S1(x, t) =
{




Let Q1(x, t) be a projector onto N1(x, t) and define P0 = I −Q0, P1 = I −Q1.
It is possible to extend this sequence by introducing












1, x, t) = B(x, t)P0(t)−G1(x, t)D−(t)C(x1, x, t)D(t),
G2(x
1, x, t) = G1(x, t) +B1(x
1, x, t)Q1(x, t)
 (4.6c)
for t ∈ I, x ∈ D. As in the previous chapter D−(t) is the generalised reflexive
inverse of D(t) defined by
DD−D = D, D−DD− = D−, D−D = P0, DD
− = R.
The newly introduced variable x1 ∈ Rm is necessary for a correct definition
of the matrix C. To better understand this construction recall that for linear
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For nonlinear DAEs, P1 depends on x and so does DP1D
− in general. If x̄ is a











For a moment let us consider the linearisation of (4.4) along x̄. Denote the
coefficients of the corresponding linear DAE by
























, revealing a close relationship between the matrix sequence
and the corresponding sequence for the linearised equation.
Definition 4.4. The sequence (4.6) is said to be admissible if
(a) rankG0 = r0, rankG1 = r1 and rankG2 = r2 are constant on I,
(b) N0 ⊂ kerQ1,
(c) Q0 ∈ C(I,Rm×m), Q1 ∈ C(D×I,Rm×m), DP1D− ∈ C1(D×I,Rn×n).
Comparing with Definition 3.3 we have defined admissibility up to index 2. In
[117, 121] these sequences are extended to higher index cases as well. Doing
so the technical effort increases considerably as further additional variables xi
need to be introduced. For our investigations the case of index 1 and 2 is most
relevant. Hence attention will be restricted this situation.
Definition 4.5. The DAE (4.4) with a properly stated leading term is regular
with tractability index µ ∈ {1, 2} on D×I if there is an admissible sequence
(4.6) such that rµ−1 < rµ = m.
For µ ∈ {1, 2} this definition generalises the corresponding Definition 3.4 for
linear DAEs.
Remark 4.6. A regular index-1 DAE can be equivalently characterised by the
condition N0(t) ∩ S0(x, t) = {0} for (x, t) ∈ D×I. On the other hand, a reg-





= const > 0 and N1(x, t) ∩ S1(x, t) = {0} for (x, t) ∈ D×I (see also
Remark 3.5). 
An important consequence of Definition 4.5 concerns linearisations of regular
index-µ equations.
Theorem 4.7. Let (4.4) be a regular index-µ DAE in the sense of Defini-
tion 4.5. Then for every function x̄ ∈ C1(I,Rm) with x̄(t) ∈ D the linearisation
along x̄ is regular with tractability index µ.
4.1 The Index of Nonlinear DAEs 73
Proof. This result follows at once from the above construction. More details
are given in [117]. 
Example 4.8. We want to finish this section with determining the index of
the nonlinear circuit from Figure 4.2. This example is taken from [61] but a
slightly modified version will be used here. In particular the resistor is modelled
using a nonlinear conductance such that iR = (2 + t)u
2
1. The current source
is controlled by the current iV trough the voltage source. These are rather
artificial parameters and it is not claimed that the circuit is of any practical
use. Nevertheless, the circuit from Figure 4.2 allows a better understanding of
how to put the above construction into practice.

















where linear capacitors with capacity C1 = C2 = 1F are used. Constructing


























The function ψ(iV , t) =
∂i(iV ,t)
∂iV
+2 was introduced in order to shorten notations.
It is assumed that ψ remains nonzero for all arguments (iV , t). Notice that B
depends not only on (u1, t) but also on iV via ψ. Since the matrix






is singular, the index of this circuit is µ ≥ 2. The matrix sequence can be



























Figure 4.2: A nonlinear circuit with a current-controlled current source
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2. Finally we arrive at









and detG2 = −ψ. As we assumed ψ 6= 0 the index is 2 due to G2 being
nonsingular. Observe that Q1 is indeed the canonical projector onto N1 along




Nonlinear differential algebraic equations with index 1 are studied in [88]. This
paper is an important step towards investigating nonlinear DAEs within the
framework of the tractability index. Unfortunately this approach can not be
easily generalised to index-2 equations.
Nevertheless similar ideas will mark the starting point for studying properly
stated index-2 equations later on. As motivation and for later reference we will
roughly sketch the main results of [88] in this section.
The central tool will be an appropriate decoupling procedure. In contrast to











Recall that the index-1 case is precisely characterised by the fact that the matrix
G1(x, t) = A(t)D(t) + B(x, t)Q0(t) remains nonsingular on D×I. In terms of
the subspaces N0 and S0 this is equivalent to requiring N0(t) ∩ S0(x, t) = {0}
for every point (x, t) ∈ D×I [3, 75]. Each solution x∗ of (4.4) satisfies the
obvious constraint
x∗(t) ∈M0(t) = { z ∈ D | b(z, t) ∈ imA(t) }.
In order to split x∗ into its characteristic parts, it is advantageous to introduce
u∗(t) = D(t)x∗(t), w∗(t) = D
−(t)u′∗(t) +Q0(t)x∗(t). (4.7)




component u∗ satisfies the ordinary differential equation
u′∗(t) = (Ru∗)




Using the projector functions Q0, P0 and the decomposition
x∗ = P0x∗ +Q0x∗ = D
−u∗ +Q0w∗,
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the index-1 DAE (4.4) can be equivalently written as2





The mapping F (w, u, ·) = ADw+ b(D−u+Q0w, ·) = 0 can be studied without
assuming that x∗ is a solution of (4.4). It turns out that due to the index-1
condition the equation F (w, u, t) = 0 can locally be solved for w.
Lemma 4.9. Given (x0, t0) ∈ D×I and y0 ∈ imD(t0) such that
x0 ∈M0(t0), N0(t0) ∩ S0(x0, t0) = {0}, A(t0)y0 + b(x0, t0) = 0,
denote u0 = D(t0)x0 and w0 = D(t0)
−y0 + Q0(t0)x0. Then there exist δ > 0
and a continuous mapping w : Bδ(u0)× I → Rm satisfying
w(u0, t0) = w0, F
(
w(u, t), u, t
)
= 0 ∀ (u, t) ∈ Bδ(u0)× I.
Proof. It suffices to compute
F (w0, u0, t0) = A(t0)y0 + b(x0, t0) = 0,
Fw(w0, u0, t0) = A(t0)D(t0) + bx(x0, t0)Q0(t0) = G1(x0, t0).
Hence the assertion follows from the implicit function theorem as G1 is nonsin-
gular for index-1 equations. 
Using this result we know that every solution x can be written as





where u(t) = D(t)x(t) satisfies the ordinary differential equation





This representation (4.8) provides deep insight into the structure if index-1
equations. As in Section 3.2 the equation (4.8b) is called the inherent regular
ODE.
Theorem 4.10. Let the assumptions of Lemma 4.9 be satisfied.
(a) The inherent regular ODE (4.8b) is uniquely determined by the DAE, i.e.
it does not depend on the particular choice of Q0.
(b) imD is a (time-varying) invariant subspace of (4.8b), i.e. the condition
u(t0) ∈ imD(t0) implies u(t) ∈ imD(t) for all t ∈ I.





(d) Through each x0 ∈M0(t0) passes exactly one solution of (4.4).
Proof. The proof can be found in [88]. 
2To see this observe that A = AR = ADD−.

5
Exploiting the Structure of DAEs
in Circuit Simulation












= 0, t ∈ I. (5.1)
The index-1 case was seen not to pose serious difficulties as the decoupling pro-
cedure from Section 4.2 is applicable. In particular, if the subspace im dx(x, t)
is constant, then numerical methods, when applied to (5.1), are known to dis-
cretise the inherent regular ODE correctly (compare Theorem 4.10 (c) and see
[88] for more details).
In Chapter 1 the matrix A turned out to be constant for MNA equations.
Given that the capacitance matrix C = ∂qC(x,t)
∂x
and the inductance matrix
L = ∂φL(x,t)
∂x
are positive definite, the subspace im dx(x, t) does not vary with
x nor t. Index-1 equations can therefore be treated efficiently and qualitative
properties of the inherent ODE are preserved by stiffly accurate Runge-Kutta
schemes but also when using BDF methods [88, 89].
Given the structural assumptions from [61, 63] the index of (5.1) typically
does not exceed 2. However, Theorem 1.4 shows that the index-2 case appears
frequently in applications. In particular loops of capacitors and voltage sources
(with at least one voltage source) lead to index-2 configurations. Similarly,
cutsets of inductors and current sources give rise to index-2 equations as well.
It is unfortunate that the approach taken for index-1 equations cannot be
generalised easily to index-2 DAEs of the general structure (5.1). It is not
known how to define suitable variables such that just one application of the
implicit function theorem yields a decoupled system such as (4.8). It is a mere
supposition that such an approach is not possible for general index-2 equations
(5.1) with a properly stated leading term.









+ B(t)T (t)x(t) = 0, (5.2)
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where
N0(t) ∩ S0(x, t) does not depend on x,
then it is possible to extend the decoupling procedure of Section 4.2 to (5.2).
Roughly speaking, (5.2) ensures that the so-called index-2 components Tx enter
the equations linearly. This situation and the additional projector functions U
and T will be discussed in detail later on.
Equations of form (5.2) were already studied in [61]. There it is shown that,
given some additional assumptions on the controlled sources of an electrical
network, the charge oriented modified nodal analysis leads to DAEs having the

















Figure 5.1: The NAND gate with the
equivalent circuit from Figure 4.1 (b)
Example 5.1. Consider once again
the NAND gate from Example 4.1.
If the companion model from Figure
4.1 (b) is inserted into the circuit dia-
gram Figure 4.1 (a), it becomes obvi-
ous that the capacitors of the MOS-
FET model lead to several CV -loops.
In Figure 5.1 these loops are indicated
using dashed lines. Hence the NAND
gate comprises an index-2 system (see
Theorem 1.4).
The numerically unstable index-2
components are given by the branch
currents of voltage sources belonging
to these loops, i.e. I1, I2 and IBB for
the NAND gate. Looking at the MNA
equations presented in Example 4.1 on
page 67 these components are found to
enter the equations linearly. 
We will explore equations of the type (5.2) in more detail. Recall that for
index-2 DAEs N1(x, t) ⊕ S1(x, t) = Rm holds for (x, t) ∈ D×I. Thus Q1 will
always be chosen to be the canonical projector onto N1 along S1.
5.1 Decoupling Charge-Oriented MNA Equations
For regular DAEs (5.1) the characteristic subspaces
N0(t) = kerA(t)D(t), S0(x, t) =
{
z ∈ Rm |B(x, t)z∈ imA(t)
}
.
were introduced in Section 4.2. Strictly speaking the enlarged system (4.5) was
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The index is µ = 1, if and only if these two subspaces intersect transversely,
i.e. N0 ∩ S0 = {0}. For µ = 2 the intersection N1 ∩ S1 = 0 is trivial, but the
subspace N0∩S0 has constant nonzero dimension (see Remark 4.6). The latter
subspace will be of vital importance for the subsequent analysis.
The following result is given in [61].
Lemma 5.2. Let Q0 and Q1 be projector functions defined in the sequence
1
(4.6). Independently of the particular choice of Q0 and Q1 the relation
imQ0(t)Q1(x, t) = N0(t) ∩ S0(x, t)
is satisfied for (x, t) ∈ D×I.
Proof. Let z = Q0Q1w ∈ imQ0Q1. Obviously, z ∈ imQ0 = N0. From
Bz = BQ0Q1w = (G1 − AD)Q1w = −ADQ1w ∈ imA
it is found that z ∈ S0, and therefore z ∈ N0 ∩ S0.
On the other hand, if z ∈ N0∩S0, then z ∈ N0 = imQ0 implies z = Q0z. Since
z ∈ S0 there is a vector w such that Bz = BQ0z = Aw. Due to the properly
stated leading term the matrix A satisfies A = AR = ADD− (see page 57)
such that Bz = ADD−w follows.
Defining u = D−w− z yields G1u = (AD+BQ0)(D−w− z) = 0 and therefore
u ∈ kerG1 = imQ1. Since Q0D− = Q0D−DD− = Q0P0D− = 0, we can
conclude that z = Q0z = Q0(D
−w − u) = −Q0u = −Q0Q1u ∈ imQ0Q1. 
Recall from (3.11b′′) that in the case of linear index-2 equations the component
z0 = Q0x = Q0P1G
−1
2 q −K0D−u+Q0Q1D−(Dz1)′
is calculated by differentiating Dz1 (see page 61). It becomes clear that the
derivative (Dz1)
′ is not affecting z0 as a whole, but only the component that
belongs to imQ0Q1 = N0 ∩ S0.
Following [153] we introduce a projector function T onto N0 ∩ S0 and define
U = I − T . Calculating Uz0 requires no differentiation at all. But in order
to determine Tz0 the component Dz1 needs to be differentiated. The vector
Tx = Tz0 is therefore sometimes referred to as the index-2 variables.
Observe that imT = N0 ∩ S0 ⊂ N0 = kerP0 implies TP0 = 0, such that we
have indeed
Tx = T (D−u+ z1 + z0) = T (P0P1x+ P0Q1x+ z0) = Tz0.
1Recall that the admissible sequences of Definition 4.4 leave some freedom for choosing
the projector functions Qi.
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On the other hand imT ∩ imP0 = {0} shows that without loss of generality
the projector T can always be chosen such that P0T = 0. Taking into account
that Q1Q0 = 0 (cf. Definition 4.4) the following relations hold:
Q0T = T = TQ0, P0U = P0 = UP0, Q1T = 0, UQ0Q1 = 0. (5.3)
The benefit of introducing the additional projector functions U and T was re-
alised in [61, Corollary 3.2.8]. Given the assumptions from [61, 63] on controlled
sources, the structural condition
N0(t) ∩ S0(x, t) does not depend on x (5.4)
is found to be satisfied. Therefore T can be chosen to be independent of the










+ B(t)T (t)x(t) = 0, (5.5a)
or, dropping t arguments,
A[Dx]′ + b(Ux, ·) + BTx = 0. (5.5b)
In fact, in [61] the subspaceN0(t)∩S0(x, t) is shown to be constant and choosing
a constant projector T becomes possible. Nevertheless we will use the slightly
more general time-dependent version.
As in Section 4.2 let x∗ be a solution of (5.5) and denote x0 = x∗(t0). We
introduce new variables
u∗ = DP̄1x∗, w∗ = P̄1D
−(Dx∗)
′ + (Q0 + Q̄1)x∗, (5.6)
where P̄1(t) = P1(x0, t) and Q̄1(t) = Q1(x0, t). Here and in the sequel t argu-
ments are generally omitted for better readability. The bar-notation for P̄1, Q̄1
is used to indicate that the x argument is replaced by the fixed initial value x0.
By simple manipulations it turns out that




Similar to the case of linear equations the solution x∗ can be split as
x∗ = P0P̄1x∗ + P0Q̄1x∗ +Q0x∗




Keeping (5.3) in mind, the component Ux∗ = D
−u∗+(P0Q̄1 +UQ0)w∗ is found
to be given in terms of u∗ and w∗ only. This is of particular importance, as
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we are aiming at rewriting (5.5) in terms of these new variables. In order to
achieve this goal it remains to rewrite A(Dx∗)
′ + BTx∗ using u∗ and w∗.
As a first step recall that imQ1 = kerG1 and therefore
0 = G1(x0, ·)Q̄1 = (AD + BT )Q̄1 +B
(
Ux0, ·)UQ0Q1 = (AD + BT )Q̄1.
Using this relation we can calculate
A(Dx∗)
′ + BTx∗ = (AD + BT )D
−(Dx∗)
′ + BTx∗
= (AD + BT )P̄1D
−(Dx∗)
′ + BTx∗ + (AD + BT )Q̄1x∗




′ + TQ0x∗ + UQ0x∗ + Q̄1x∗
]
= (AD + BT )w∗,
such that the DAE (5.5) can be written equivalently as




w∗+ b(D−u∗+ (P0Q̄1+UQ0)w∗, ·) = 0. (5.8)
Lemma 5.3. Let (5.5) be a regular DAE with index µ ∈ {1, 2}. Assume that



















and consider F from (5.8) being defined on a neighbourhood N0 ⊂ Rn×Rm×R
of (u0, w0, t0). Then there is a neighbourhood N1 ⊂ Rn×R of (u0, t0) and a
continuous mapping w : N1 → Rm such that




= 0 ∀ (u, t) ∈ N1.
Proof. Due to (5.8) we have F (u0, w0, t0) = 0 and
Fw(u,w, ·) = AD + BT + bx
(
D−u+ (P0Q̄1 + UQ0)w, ·
)
(P0Q̄1 + UQ0).
We will show that Fw(u0, w0, t0) and G2(x
1, x0, t0) have common rank for every
x1 ∈ Rm. Since G2(x1, x0, t0) is nonsingular due to the index-2 condition,
Fw(u0, w0, t0) will have the same property. Then the assertion follows from the
implicit function theorem.
Recall that if (5.5) was an index-1 equation, the matrix sequence (4.6) implies
that G2 = G1 is nonsingular. Hence index-1 DAEs are covered as well.
For the structure (5.5) the matrix sequence (4.6) yields
B(x, ·) = bx(Ux, ·)U + BT,
B1(x
1, x, ·) = B(x, ·)P0 −G1(x, ·)D−C(x1, x, ·)D.
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The matrix B1 is used to define
G2(x
1, x, ·) = G1(x, ·) +B1(x1, x, ·)Q1(x, ·).
Simple calculations show that this matrix can be factorised as
[AD +B(x, ·)
(
Q0 + P0Q1(x, ·)
)
] [I − P1(x, ·)D−C(x1, x, ·)DQ1(x, ·)].
The second factor is nonsingular with I + P1(x, ·)D−C(x1, x, ·)DQ1(x, ·) being
its inverse. The first factor, on the other hand, is independent of x1. Evaluated
at the point (x0, t0) this factor happens to agree with Fw(u0, w0, t0). Therefore
Fw(u0, w0, t0) and G2(x
1, x0, t0) have indeed common rank. 
Notice that the mapping w from the previous lemma is defined only locally
around (u0, t0). For simplicity we assume that the definition domain is suffi-
ciently large to cover the whole interval I. If this is not the case, an appropriate
smaller interval I has to be considered.
Finally, from (5.7) the solution representation
x∗ = D




= D−u∗ + z0∗ + z1∗ (5.9a)
can be derived. Similar to the case of linear DAEs the abbreviations
u∗ = DP̄1x∗
z1∗ = P0Q̄1x∗ = P0Q̄1w(u∗, ·)
z0∗ = Q0x∗
= Q0P̄1w(u∗, ·) +Q0Q̄1D−(DP̄1D−)′u∗ +Q0Q̄1D−(Dz1∗)′
have been used. Observe that u∗ = DP̄1x∗ satisfies the ordinary differential
equation
u′ = (DP̄1D
−)′u+DP̄1w(u, ·) + (DP̄1D−)′DQ̄1w(u, ·). (5.9b)
This equation will be called inherent regular ODE. Once u∗ is determined, the
component z1∗ is given in terms of u∗ and the mapping w from Lemma 5.3.
Finally, Dz1∗ needs to be differentiated in order to calculate z0∗ = Q0x∗.
Similar to Section 4.2 and [88] the inherent regular ODE (5.9b) can be studied
without assuming the existence of a solution x∗ for the DAE (5.5).
Theorem 5.4. Let the assumptions of Lemma 5.3 be satisfied. Then
(a) imDP̄1D
− is a (time-varying) invariant subspace of the inherent ODE
(5.9b), i.e. u(t0) ∈ im
(
DP̄1D
−)(t0) implies u(t) ∈ im (DP̄1D−)(t) for
every t ∈ I.
(b) If the subspaces imDP̄1D
− and imDQ̄1D
− are constant, then (5.9b) sim-
plifies to u′ = DP̄1w(u, ·).
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Proof. The proof uses the same techniques as [88, Theorem 2.2], but R needs
to be replaced by DP̄1D
−. The above result is also a special case of Lemma 6.6
from Section 6.1. Thus a proof can be found there as well. 
In contrast to index-1 equations, the space M0(t) introduced on page 74 is no
longer filled with solutions. It is clear from the decoupling (5.9) that for every
x0 ∈ Rm the component u0 = D(t0)P1(x0, t0)x0 uniquely determines a solution.
This is made more precise in the following result.
Theorem 5.5. Let the assumptions of Lemma 5.3 be satisfied and let u be
the solution of the inherent regular ODE (5.9b) with initial value u(t0) =
DP1(x
0, t0)x
0. If the mapping t 7→ D(t)Q1(t)(x0, t)w(u(t), t) belongs to the
class of C1-functions, then there is a unique solution x ∈ C1D(I,Rm) of the
initial value problem





Proof. The mapping w from Lemma 5.3 defines the inherent regular ODE
(5.9b). Let u be the solution satisfying u(t0) = DP1(x
0, t0)x
0. Then Theo-
rem 5.4 ensures that u(t) belongs to imD(t)P̄1(t)D
−(t) for every t. Define
x = D−u+ z0 + z1





This mapping is indeed a solution of (5.10) since




= (AD + BT )Q̄1D
−(Dx)′ + ADP̄1D
−(Dx)′ − ADP̄1w(u, ·) = 0
and DP1(x
0, t0)x(t0) = u(t0) = DP1(x
0, t0)x
0. The decoupling procedure de-
scribed above shows that this solution is unique. 
Example 5.6. Consider again the circuit from Figure 4.2 on page 73. In
contrast to Example 4.8 the node potentials will now be denoted by ei in order
to avoid confusion with the variable u of the inherent regular ODE (5.9b).
For simplicity choose
i(iV , t) = t · iV , and v(t) ≡ −1 (5.11)
for t ≥ 0 such that ψ = 2 + ∂i(iV ,t)
∂iV







The matrix sequence was already calculated in Example 4.8. The particular
































Observe that G2 is nonsingular for t ≥ 0 with detG2 = −(2 + t) such that the
index is µ = 2. Having Q0 and Q1 at our disposal we can determine














. Looking at Figure 4.2 it turns out
that the current source is controlled by the index-2 variable iV – a situation that
will hardly occur in real applications. However, choosing different functions
for i(iV , t) it is possible to study the precise consequences of how the index-2
components enter the equations. The nonlinear case will be addressed later
in Example 6.2 in the next section. Here the choice (5.11) ensures that Tx
appears linearly such that this section’s results apply.



























with a time-dependent matrix B. An initialisation is given by the triple
(y0, x0, t0) =
(






since Ay0 + b(Ux0, t0) + B(t0)Tx
0 = 0.
The mapping F from (5.8) reads










Due to the index-2 condition it is possible to solve the system F (u,w, t) = 0 for














and the inherent regular ODE (5.9b) reads
[ u1u2 ]
′ = 12+t (u1+u2(1+t)−t) (2−u1−u2(1+t)+t) [ 11 ] , u(0) = DP1(t0)x
0 = [ 11 ] .































Notice that neither u = DP1x =
e1+e2(1+t)
2+t












– a fact stressing the
decoupled structure of (5.9). 
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It is stressed that the decoupling procedure is not meant to be used for sol-
ving DAEs as we did in the previous example. The decoupling procedure is a
mathematical tool that will be used in Chapter 9 to study numerical methods
for differential algebraic equations.
Obviously there is a close relationship between the decoupling procedure stud-
ied in this section and the one considered in Section 4.2 for index-1 equations.
In particular, if (5.5) was an index-1 DAE, then Q̄1 = 0 and P̄1 = I provide a
re-interpretation of this section’s results also for index-1 DAEs. In this case we
find T = 0 and U = I such that considering DAEs with the special structure
(5.5) is no restriction at all for index-1 equations. Finally, since (5.6) reduces
to u = Dx and w = D−(Dx)′ + Q0x, we find that the decoupling procedure
for index-2 equations (5.5), when applied to index-1 DAEs, coincides with the
formalism of Section 4.2.
Unfortunately, (5.6) is not suited for decoupling index-2 DAEs of the more
general structure (5.1). Observe that due to x∗ = D
−u∗ + (P0Q̄1 +Q0P̄1)w∗ +
Q0Q̄1D
−(Dx∗)
′ the component Ux∗ = D
−u∗+(P0Q̄1 +UQ0)w∗ can be written
in terms of u∗ and w∗. However, this is not possible for x∗ itself. Hence writing
the original DAE (5.1) in terms of the new variables u∗ and w∗ turns out to be
rather difficult if not impossible.
But still, a more refined splitting using three instead of two components makes
it possible to obtain similar results also for (5.1). In the next chapter we will
investigate this situation in more detail.

6
Properly Stated Index-2 DAEs
The object of this chapter is to study nonlinear index-2 DAEs with a properly

















were treated in Chapter 3. There basic ideas such as the properly stated leading
term or the decoupling procedure were introduced. In Chapter 4 the concept
of the tractability index was introduced for nonlinear DAEs. We saw that
instead of treating DAEs of the form (6.1) it is often advantageous to study










y(t)− d(x(t), t) = 0,










Index-1 equations of this type were analysed in Section 4.2, but in Chapter 5









+ B(t)T (t)x(t) = 0 (6.3)
in order to address index-2 equations. Here the index-2 variables Tx enter
the equations linearly. DAEs having this structure are of particlar importance
for scientific computing in circuit simulation as the equations of the charge-
oriented modified nodal analysis are of this form [61]. Having this application
area in mind we found the important structural condition that
N0(t) ∩ S0(x, t) does not depend on x (6.4)
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to be satisfied as well. Hence a wide range of differential algebraic equations
and in particular many electrical circuits are already covered by the results
presented so far. Nevertheless, the scope of our investigations is not yet wide
enough.
Example 6.1. Consider a DAE in Hessenberg form
y′ = f(y, z), 0 = g(y), (6.5)
having index-2, i.e. gyfz is assumed to be nonsingular. This system can be cast
into the form (6.2) by introducing






The matrix sequence (4.6) from Section 4.1 yields
G0 = AD = [ I 00 0 ] , Q0 = [
0 0











It turns out that N0 =kerG0 = {(y, z) | y = 0} and S0 = {(y, z) |B [ yz ]∈ imG0}
= {(y, z) | gyy = 0} such that N0 ∩ S0 = N0 is always constant. T = Q0 is
a projector onto N0 ∩ S0 and the index-2 variables Tx = [ 0z ] may enter the
equation (6.5) in a nonlinear way. 
The above example shows that DAEs in Hessenberg form may not be covered
by the structure (6.3) even though they can be cast into the form (6.2). Hence,
choosing the model problem (6.2) for our investigations, both Hessenberg DAEs
and MNA equations will be covered.
In the sequel properly stated DAEs (6.2) will be addressed where the index-2
components may enter nonlinearly. The special case of DAEs in Hessenberg
form will be discussed later in Section 6.2.
Allowing the index-2 components to enter the equations in a nonlinear way
complicates matters considerably. New qualitative features, that haven’t been
present before, will have a major impact on the analysis.
Example 6.2. As a motivation consider once more the circuit from Figure 4.2.
In the Example 5.6 on page 83 we chose i(iV , t) = t · iV such that the index-2
variables Tx = [ 0 0 iV ]> enter the equations linearly.
For i(iV , t) = i
3
V this is no longer true and the matrix sequence changes to

















In contrast to the situation from Example 5.6 the index-2 variable iV has a
clear influences on
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Consequently, a decoupled system such as (5.9) and in particular an inherent
ordinary differential equation (5.9b) cannot be expected for general nonlinear
DAEs. 
The above example shows that errors in the components z0, z1 may influence
the dynamical part u. This was already observed numerically in [152]. For
nonlinear DAEs (6.1) a coupling between u and Dz1 will become visible. This
forms a stark contrast to the results obtained in the previous section for DAEs
of the form (6.3).
The coupled structure makes an analysis more complicated. However, a careful
investigation of the equation’s properties and a more refined decoupling pro-
cedure will make a result quite similar to (5.9) possible. The price we have
to pay is to change from the inherent regular ODE to an inherent implicit
index-1 DAE.
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with continuous coefficients. As in the previous sections let D ⊂ Rm be a
domain and I ⊂ R an interval. A(t) ∈ Rm×n and D(t) ∈ Rn×m are rectangular
matrices in general. We assume that A and D are continuous matrix functions
and that the leading term is properly stated in the sense of Definition 3.2.
The nonlinear function b : D×I →∈ Rm is defined for (x, t) ∈ D×I. It is
assumed that b and the partial derivative bx are continuous.
The index of differential algebraic equations (6.6) with a properly stated leading
term is defined using admissible sequences (4.6) from Section 4.1. For conve-
nience and for later reference these definitions are repeated here. Recall that
pointwise for t ∈ I, x ∈ D we introduced




z ∈ Rm |B(x, t)z∈ imG0(t)
}
G1(x, t) = G0(t) +B(x, t)Q0(t),
N1(x, t) = kerG1(x, t),
S1(x, t) =
{





The continuous projector function Q0 ∈ C(I,Rm×m) is chosen in such a way
that imQ0 = N0. Similarly let Q1 ∈ C(D×I,Rm×m) be a projector function
onto N1. The complementary projectors
P0(t) = I −Q0(t), P1(x, t) = I −Q1(x, t)
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will be used frequently. The index of (6.6) is defined to be µ = 1, if N0 and
S0 intersect transversally, i.e. N0 ∩ S0 = {0} or, equivalently, if G1 remains
nonsingular on D×I. For index-2 equations the intersection N0 ∩ S0 has a
constant positive dimension, but N1 ∩ S1 = {0}.
In Definition 4.5 the index was defined in terms of the matrices Gi. Therefore
consider












1, x, t) = B(x, t)P0(t)−G1(x, t)D−(t)C(x1, x, t)D(t),
G2(x
1, x, t) = G1(x, t) +B1(x
1, x, t)Q1(x, t)
 (6.7b)
for t ∈ I, x ∈ D and x1 ∈ Rm. The generalised reflexive inverse D−(t) is again
uniquely defined by requiring
DD−D = D, D−DD− = D−, D−D = P0, DD
− = R,
where the projector function R originates from the definition of the properly
stated leading term.
According to Definition 4.4 the sequence (6.7) is admissible, if rankGi = ri is
constant on the interval I for i = 0, 1, 2, the subspace N0 = kerG0 satisfies
N0 ⊂ kerQ1 and
Q0 ∈ C(I,Rm×m), Q1 ∈ C(D×I,Rm×m), DP1D− ∈ C1(D×I,Rn×n).
The DAE (6.6) is regular with index µ = 2 if there is an admissible sequence
(6.7), such that r0 ≤ r1 < r2 = m. Thus G2(x1, x, t) remains nonsingular on
R
m×D×I and we have
N1(x, t)⊕ S1(x, t) = Rm
as is shown e.g. in [75]. Hence, without restriction we will always assume that
Q1 is the canonical projector onto N1 along S1. Of course we have to require
that this particular choice of Q1 leads to an admissible sequence.
As in Chapter 5 let T ∈ C(D×I,Rm×m) be a projector function such that
imT (x, t) = N0(t) ∩ S0(x, t) = imQ0(t)Q1(x, t).
It was remarked earlier that T can be chosen such that
Q0T = T = TQ0, P0U = P0 = UP0, Q1T = 0 (6.8)
(see Lemma 5.2 and equation (5.3) on page 80). As usual, U = I − T denotes
the complementary projector function corresponding to T .
It is well known that in order to prove the existence of solutions for differential
algebraic equations, the DAE has to satisfy certain structural conditions. In
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[99] the DAE is assumed to satisfy a hypothesis based on the derivative array. In




b(x, t)− b(P0x, t)
)
= 0. Unfortunately,
for the application in circuit simulation the former approach is not feasible
as it uses the derivative array. On the other hand the latter requirement is
too restrictive in the sense that there are DAEs arising from the modified
nodal analysis that do not satisfy this condition [153]. Hence in [61, 153] the
generalised structural condition
(A1) N0(t) ∩ S0(x, t) does not depend on x
was introduced. This condition already played a crucial role in Chapter 5.
Notice that for equations arising from the modified nodal analysis the space
N0(t) ∩ S0(x, t) is found to be constant [61]. Thus for applications in circuit
simulation (A1) always holds automatically. For DAEs from other application
backgrounds, (A1) can be checked using linear algebra tools in practice [107].
Even though properly stated index-2 DAEs of the general structure (6.6) are
considered in this chapter, we still need to require the structural condition
(A1). It will turn out that (A1) is sufficient for proving the local existence and
uniqueness of solutions. Thus in circuit simulation there is no need to check
complicated conditions that guarantee the existence of solutions.
It will be pointed out later where this condition becomes necessary. One im-
mediate consequence is that the projector T can be chosen to be independent
of x.
6.1.1 Splitting of DAE Solutions
For the moment let us assume that there is a solution x∗ ∈ C1D(I,Rm) of the
regular index-2 DAE (6.6). Then, by definition,
A(t0)y
0 + b(x0, t0) = 0 (6.9)






Some of the matrix functions defined in the sequence (6.7) depend not only
on the time t but also on the arguments x and x1. In order to obtain suitable





























defined for t ∈ I. Observe that the above construction ensures
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for the matrix C from (6.7b). In order for this relation to hold, x̄ ∈ C1(I,Rm)
was chosen to be sufficiently smooth.
If the solution itself satisfied x∗ ∈ C1(I,Rm), then x̄ = x∗ would be an ob-
vious choice. The constant function x̄ ≡ x0 may be considered as well. This
particular choice was adopted in Chapter 5.
We are now in a position to define functions
u(t) = D(t)P̄1(t)x∗(t), w(t) = T (t)x∗(t), z(t) = Z̄(t)x∗(t) (6.12)
for t ∈ I. The matrix Z̄(t) is given by the mapping
Z̄ : I → Rm×m, t 7→ Z̄(t) = P0(t)Q̄1(t) + U(t)Q0(t).
Using the properties from (6.8) it becomes clear that Z̄ is again a projector
function, i.e. Z̄2 = Z̄. Figure 6.1 shows how u, w and z are obtained from x∗
by successive splitting.
In contrast to similar splittings previously considered, z0∗ = Q0x∗ is divided
into its U and T part, respectively. Uz0∗ is then merged with the component
z1∗ = P0Q̄1x∗ in order to obtain z = z1∗ + Uz0∗ = Z̄x∗. On the other hand the
component w = TQ0x∗ = Tz0∗ is considered as a new variable. The solution
x∗ can be written as
x∗(t) = D
−(t)u(t) + z(t) + w(t). (6.13)
This refined splitting of z0∗ provides a clear separation of algebraic and dif-
ferential components. Looking at (3.15) for linear equations, z = z1∗ + Uz0∗
can be calculated by an algebraic relation but in order to obtain w = Tz0∗ the
component Dz1∗ = Dz needs to be differentiated
1. A similar situation is valid
for nonlinear DAEs (6.6) as will become clear in due course.







the algebraic part z ∈ C1D(I,Rm) has the same property. Hence we consider







= u′ + v′.
x
∗
P0x∗ z0∗ = Q0x∗
D−DP̄1x∗ z1∗ = P0Q̄1x∗ UQ0x∗ TQ0x∗
D−u z = z1∗ + Uz0∗ w = Tz0∗
Figure 6.1: The relation between u, z, w and the solution x∗
1Recall that DUQ0 = −DTQ0 = DP0T = 0 and thus DZ̄ = DQ̄1. Additionally
im T = im Q0Q̄1 is satisfied such that TQ0Q̄1 = Q0Q̄1.
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In order to decouple the DAE into its characteristic parts, we will rewrite (6.6)
in terms of the new variables introduced above. Using the notation
f(y, x, t) = A(t)y + b(x, t)






= f(u′(t) + v′(t), D−(t)u(t)+z(t)+w(t), t)
= F(u(t), w(t), z(t), u′(t), v′(t), t), t ∈ I.
(6.14a)
The function F is defined by
F (u,w, z, η, ζ, t) = f(η + ζ, D−(t)u+Z̄(t)z+T (t)w, t) (6.14b)
where u, w, z, η and ζ are considered to be parameters. Z̄ and T were intro-
duced for convenience when defining F . Because of (6.12) they do not change
(6.14a) at all but will be quite useful when calculating derivatives of F .
Lemma 6.3. Let (6.6) be a regular DAE with index 2 on D×I. Assume that
(6.9) holds for a solution x∗ ∈ C1(I,Rm). Choose x̄ ∈ C1(I,Rm) satisfying
the condition (6.10) and define
u0 = u(t0), w0 = w(t0), z0 = z(t0), η0 = u
′(t0), ζ0 = v
′(t0)
for the functions u, w and z from (6.12). If the structural condition (A1) holds,














with continuous functions z, f and w being defined on neighbourhoods of (u0, t0),
(u0, w0, t0) and (u0, ζ0, t0), respectively.
In order to prove this result one splits the function F from (6.14b) using an
approach similar to the one depicted in Figure 6.1. Two applications of the











(t) b(D−(t)u+ z(u, t) + T (t)w, t)
can be written in terms of the original data. The mapping v(u, t)=D(t)z(u, t)
is given once z is known. The detailed proof of Lemma 6.3 will be carried out
in Section 6.3.
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6.1.2 Local Existence and Uniqueness of DAE Solutions
From now on we drop the assumption that there is a solution of (6.6). However,
we assume that the triple (y0, x0, t0) ∈ imD(t0)×D×I satisfies
(A2) A(t0)y
0 + b(x0, t0) = 0.
This initialisation (y0, x0, t0) doesn’t need to be consistent, i.e. apriori we do
not require that there is a solution passing through x0. However, we will use
(y0, x0, t0) for the construction of a consistent initialisation (y0, x0, t0). This
process can be compared to the step-by-step construction of consistent initial
values in [61].
Additionally assume that there is a mapping




∈ D×I ∀ t ∈ I.
Then the matrix functions defined in (6.11) are used to introduce
u0 = D(t0)P̄1(t0)x
0, w0 = T (t0)x
0, z0 = Z̄(t0)x
0. (6.17)
Notice that x0 = D−(t0)u0 + z0 +w0 holds by construction. We will study the
equation
F (u,w, z, η, ζ, t) = 0 (6.18)
without assuming that there is a solution of the original DAE. Observe that
the parameters η and ζ replace the derivatives u′ and v′, respectively.
The results obtained in this section are based on the proof of Lemma 6.3. Hence
the results will only be quoted here. Full proofs are given in Section 6.3. The
first statement provides a function z similar to the one obtained in Lemma 6.3.
Lemma 6.4. Let (6.6) be a regular DAE with index 2 on D×I. Assume that
the structural condition (A1) as well as (A2) and (A3) hold. Then the function




z =: F̂1(u, z, t)
is independent of w, η, ζ and there is rz > 0 and a continuous function
z :Brz(u0, t0) → Rm, with z(u0, t0) = z0,
such that F̂1
(
u, z(u, t), t
)
= 0 for every (u, t) ∈ Brz(u0, t0).
When proving this lemma, the assumption (A1) is crucial as it guarantees that
F̂1 is indeed independent of w (see Section 6.3 for more details).
Using the function z from Lemma 6.4 we introduce v(u, t) = D(t)z(u, t) and





Lemma 6.3. The function f obtained here will have the same significance. Thus
in (6.18) we replace η by f and z by z, respectively. The resulting equation is
studied in the next lemma.
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Lemma 6.5. Let (6.6) be a regular DAE with index 2 on D×I. Assume that
the structural condition (A1) as well as (A2) and (A3) hold. Consider








I − T (t)
)
w
where z is the mapping from Lemma 6.4 and f is given by (6.16). If we define
ζ0 = y
0 − f(u0, w0, t0), then there is rw > 0 and a continuous function
w :Brw(u0, ζ0, t0) → Rm, with w(u0, ζ0, t0) = w0,
such that F̂2
(
u,w(u, ζ, t), ζ, t
)
= 0 for every (u, ζ, t) ∈ Brw(u0, ζ0, t0).
The mappings z, v, f and w introduced above allow the construction of a
solution. To this end we need to consider the following system of differential
algebraic equations
z = z(u, t), v = v(u, t) = D(t)z(u, t),
u′ = f(u,w, t), w = w(u, v′, t).
Inserting w into f, it turns out that we have to deal with the implicit DAE
u′ = f
(
u,w(u, v′, t), t
)
=: f(u, v′, t) (6.19a)
v = D(t)z(u, t) =: g(u, t). (6.19b)
Once u and v are known, the remaining components of the solution x = D−u+
z + w are given by z = z(u, t), w = w(u, v′, t).
Lemma 6.6. Let (6.6) be a regular DAE with index 2 on D×I. Assume that
the structural condition (A1) as well as (A2) and (A3) hold. Let z, f and w be
the functions obtained from Lemma 6.4 and 6.5.
(a) The implicit DAE (6.19) has at most (differentiation) index 1.









is a unique solution of (6.19).
(c) If u0 ∈ imD(t0)P̄1(t0), then u(t) ∈ imD(t)P̄1(t) for every t where the
solution exists.




= I − fv′gu is nonsingular in
a neighbourhood of (u0, ζ0, t0) (see Remark 6.10 later on page 108). Of course,
if fv′ vanishes, then (6.19a) represents an ordinary differential equation.





′ + gt(u, t), t
)
= f̂(u, u′, t)
and due to (a) it is possible to solve for u′. Thus (6.19b) is equivalent to an
ordinary differential equation u′ = F(u, t). It remains to solve the initial value
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When proving (c), ideas can be employed that were originally used to study the
case of linear DAEs [116]. Let (u, v) be a solution of the index-1 system (6.19)
satisfying u(t0) ∈ imD(t0)P̄1(t0). Multiplication of (6.19a) by the projector
function I −DP̄1D− yields










v(u, ·) = DP̄1P0z(u, ·) = DP̄1P0Z̄z(u, ·) = 0. This means that
û = (I −DP̄1D−
)






The initial condition u(t0) = u0 ∈ imD(t0)P̄1(t0) implies û(t0) = 0 and the
solution of (6.20) is identically zero, i.e. u(t) ∈ imD(t)P̄1(t) for every t. 
Starting from Lemma 6.6 it is straightforward to construct a solution of the
original index-2 system (6.6). We collect the result in the following theorem.
Theorem 6.7. Let (6.6) be a regular index-2 DAE on D×I with a properly
stated leading term. Assume that the following conditions hold:
(A1) N0(t) ∩ S0(x, t) does not depend on x
(A2) ∃ (y0, x0, t0) ∈ imD(t0)×D×I such that A(t0)y0 + b(x0, t0) = 0,




∈ D×I ∀ t ∈ I,









exist and are continuous.















Proof. The mappings z and v(u, t) = D(t)z(u, t) are obtained from Lemma 6.4.
Similarly, let w be the mapping defined in Lemma 6.5. Then due to Lemma 6.6
there is a local solution of the implicit index-1 system
u′ = f
(
u,w(u, v′, t), t
)
, u(t0) = u0 := D(t0)P1(x
0, t0)x
0,
v = D(t)z(u, t), v(t0) = g(u0, t0)














It remains to check that (6.22) is indeed a solution.
Due to u0 ∈ im(DP̄1)(t0) and Lemma 6.6 we have u(t) ∈ im(DP̄1)(t) for every
t ∈ Iε. Recall that R(t) = (DD−)(t) is the projector function related to the
properly stated leading term and Ru = u shows that
Dx∗ = Ru+DZ̄z(u, ·) +DTw(u, ·) = u+ v(u, ·).
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Therefore (A4) ensures that Dx∗ is a C
1 mapping2. In particular we have
DP̄1x∗ = u, Z̄x∗ = z(u, ·) and Tx∗ = w(u, v′, ·) and, finally,
Z̄Ḡ−12 [A(Dx∗)
′ + b(x∗, ·)] = F̂1
(




′ + b(x∗, ·)] = F̂2
(






′ + b(x∗, ·)] = D−(u′−f
(
u,w(u, v′, ·), ·
)
) = 0
(see Remark 6.11 later on). Due to the splitting I = Z̄ + T + P0P̄1 of the
identity, we can conclude that A(Dx∗)
′ + b(x∗, ·) = 0 such that x∗ is indeed a
solution of (6.6). Since D(t0)P1(x
0, t0)x∗(t0) = u(t0) = u0 = D(t0)P1(x
0, t0)x
0,
this solution satisfies the initial value problem (6.21).
If there was another solution, say x̂∗, then one could decouple x∗ and x̂∗ as
described in Section 6.1.1. Therefore the corresponding DP̄1 parts u and û
solve the same inherent index-1 system (6.19) and are therefore equal. Because
of Lemma 6.3, z and ẑ as well as w and ŵ are also equal, respectively, such
that x∗ and x̂∗ coincide. 
The smoothness required in order to be able to construct the solution, is given
when the function v is differentiable with respect to t. The condition (A4) on
D and Z̄Ḡ−12 b in Theorem 6.7 guarantees this fact but it may be unnecessary
strong in general.
The theorem is given for index-2 DAEs. Using Q1 = 0 and P1 = I it turns out
that for index-1 equations the component v vanishes because of DZ̄ = 0. Thus
(6.19a) reduces to the inherent regular ordinary differential equation (4.8b) and
compared to Theorem 4.10 no additional smoothness is required.
Example 6.8. For illustration we want to employ the decoupling procedure


































, t∗ − ε≤ t < t∗ + ε,




When simulating electrical circuits, piecewise linear function such as gε,t∗ with
small ε > 0 are often used to model independent sources that are switched on
2Due to the construction of z, the partial derivative vu always exists. Since Z̄Ḡ−12 b is
smooth, φu(t) = z(u, t) is a C1-mapping for every fixed u. As D ∈ C1 as well, we have
φu ∈ C1D. Thus the partial derivative vt exists and is continuous.
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at t = t∗. In general a treatment on the subintervals [0, t∗) and [t∗,∞) is not
feasible, as the switching point t∗ may not be known in advance.
According to (A2) we need an initialisation to start with. Here we may use
















since Ay0 + b(x0, t0) = 0.


















































As N0 ∩ S0 = N0 is independent of x, the structural condition (A1) holds. A
















onto N1 along S1 we find that
G2(x









This matrix depends on x, t and the auxiliary variable x1. Choosing x̄(t) ≡ x0,
such that (A3) is satisfied, we find
Ḡ2(t) =

















Instead of the original DAE we turn to investigate (6.18) written in terms of
the new variables u, w, z, η, ζ and t,







Using the matrix functions defined above we split this mapping into different
parts in order to determine z, f and w. Observe that the function







as defined in Lemma 6.4 takes a quite simple form here. In particular it allows
the determination of z = z(u, t) = [0, u1−u2, 0]> and therefore we get v(u, t) =
D(t)z(u, t) = [0, u1−u2]>. Notice that v(u, t) is continuously differentiable





is defined according to (6.16) and
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from Lemma 6.5 fixes the component w = w(u, ζ, t) = [0, 0, −
√
ζ1−ζ2+u21]>.
Observe that u0 = [1 1]
>, w0 = [0 0 − 12 ]
> and thus ζ0 = y
0 − f(u0, w0, t0) =
[0, 3
4
]>. Hence we needed to choose the negative sign for the root in order to
guarantee w0 = w(u0, ζ0, t0).
Finally we arrive at the implicit index-1 DAE
u′ = f
(
u,w(u, v′, ·), ·
)




v′1−v′2+u21 ] , u(t0) = u0 = [
1
1 ] ,
v = Dz(u, ·) = [ 0u1−u2 ] , v(t0) = [ 00 ] .
The t arguments were omitted for better readability. Obviously v(t) ≡ [ 00 ] is
uniquely determined by the initial data and we have to consider the ordinary
differential equation u′(t) = [ 11 ] [ gε,t∗ (t)−u1(t) ], u(t0) = u0. The unique solution
is given by
u1(t) = u2(t) =

α(t) , 0≤ t < t∗ − ε
α(t) + β(t) , t∗ − ε≤ t < t∗ + ε
α(t) + β(t) + γ(t) , t∗ + ε≤ t ≤ ∞































Direct computation shows that x∗ is indeed a solution. Notice that there
was no need for the initialisation to be consistent. The (inconsistent) ini-










was used to start with,
but during the course of the above computations a consistent initialisation
(y0, x0, t0) =
(
[−1,−1]>, [1, 1,−1]>, 0
)
was obtained. However, x∗ satisfies




= 0 as stated in Theorem 6.7.
The solution obtained for t∗ = 1 and ε =
1
4
is depicted in Figure 6.2. 
Even though the decoupling procedure can be used to actually solving a DAE,
it is not meant to be used for this purpose. The above example illustrates how
























that x is only continuous, but Dx = [x1, x2]
> is smooth.
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to solve for different components of the solution. For practical computations
these manipulations are not recommended.
Nevertheless the decoupling procedure is an invaluable tool for proving the
existence and uniqueness of solutions for nonlinear DAEs (6.6) making only
mild smoothness assumptions. In Part III of this thesis we will see how the
decoupling procedure can be successfully used to study numerical methods for
index-2 DAEs as well. Of course there will be no explicit decoupling when doing
serious computations. However, one has to ensure that a given method, when
applied to (6.6), behaves as if it was integrating the index-1 system (6.19). This
behaviour guarantees that qualitative properties of the solution are correctly
reflected by the numerical approximation. In the context of linear DAEs an
example of this situation was given in Section 3.3.
Before proving the obtained results in Section 6.3 and then moving on to study-
ing numerical methods for nonlinear DAEs, some brief remarks about this new
decoupling procedure are due.
6.1.3 Remarks about the Decoupling Procedure
In contrast to the case of linear DAEs [116, 120] or nonlinear index-1 equa-
tions [88] we did not obtain an inherent ordinary differential equation, but we
derived the implicit DAE system (6.19) that governs the dynamical behaviour.
Using the concept of the differentiation index it turned out that (6.19) has
index 1. Of course, the transformation of higher index DAEs to equivalent
ones having index 1 is a well-known theme in the theory of differential alge-
braic equations. But in contrast to classical approaches [10, 44, 99], we didn’t
use the derivative array at all. The concept of the tractability index made a
more refined analysis of index-2 DAEs possible leading to lower smoothness
requirements. This is of vital importance for practical applications.
The implicit system (6.19) is neither in Hessenberg form nor formulated with a
properly stated leading term. It is easily seen that reformulations that fit into
these classes of equations will have index 2 again. Thus one has to be careful
when reformulating the implicit system and it turns out to be advantageous to
consider (6.19) directly. A detailed study of general linear methods for (6.19)
will be presented in Chapter 8.
The general approach taken here provides a unifying framework for the different
classes of DAEs previously considered. Indeed, it turns out that the results
given for
• linear DAEs having index 1 or 2,
• nonlinear index-1 equations and
• index-2 DAEs having the special structure (6.3)
can all be recovered as special cases.
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Linear DAEs: If the DAE (6.6) is linear, then the sequence (6.7) depends
neither on x nor on x1. Hence the bar-notation introduced in (6.11) can be
neglected. For linear DAEs the mapping f defined in (6.16) therefore takes the
form
f(u,w, ·) = (DP1D−)′u+ (DP1D−)′v(u, ·)−DP1G−12 BD−u+DP1G−12 q
−DP1G−12 BZz(u, ·)−DP1G−12 BTw.




2 BT = DP1G
−1
2 BQ0T = DP1G
−1
2 G1Q0T = DP1G
−1
2 G2P1Q0T
= DP1T = DT −DQ1T = 0,
DP1G
−1
2 BZ = DP1G
−1






















Hence the first equation (6.19a) of the implicit index-1 system reduces to
u′ = (DP1D
−)′u−DP1G−12 BD−u+DP1G−12 q.
This is precisely the inherent regular ODE (3.11a′′) for µ = 2 from Section 3.2.
It is important to notice, that DP1G
−1
2 BT = 0 ensures that the right-hand side
is independent of w such that there is no coupling between the components u
and v anymore.
Nonlinear index-1 equations: It was already remarked earlier, that in case
of index-1 equations Q1 = 0 and P1 = I imply that the component v vanishes
due to DZ̄ = 0. Therefore (6.19a) reduces to the inherent regular ODE (4.8b)
as constructed in Section 4.2.
Nonlinear index-2 DAEs with the special structure (6.3): Given that
the index-2 components Tx = w enter the equations linearly, f(u,w, ·) is again
independent of w. This can be seen by computing
∂f
∂w
(u,w, ·) = −DP̄1Ḡ−12
(
bx(D





bx(Ux0, ·)U + BT
)
T = −DP̄1Ḡ−12 B̄T = 0.
Consequently, (6.19a) reduces to the ordinary differential equation
u′ = (DP̄1D
−)′(u+ v(u, t))−DP̄1Ḡ−12 b
(
D−(t)u+ z(u, t), ·
)
. (6.23)
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In order to see that this equation coincides with the inherent regular ODE
(5.9b), take x̄ ≡ x0 and consider the solution x∗ constructed in (6.22). Defining
ŵ(u, ·) = P̄1D−(Dx∗)′ + (Q0 + Q̄1)x∗
= P̄1D
−(u+ v(u, ·))′ + (Q0 + Q̄1)z(u, ·) + Tw(u, v′, ·)
we see that ŵ is the unique solution of (5.8) (see Lemma 5.3 for more details).
Using (6.23) one calculates






z(u, ·) +DP̄1T︸ ︷︷ ︸
=0
w(u, v′, ·)
= u′ − (DP̄1D−)′(u+ v(u, ·)) = −DP̄1Ḡ−12 b
(
D−(t)u+ z(u, t), ·
)
,
DQ̄1ŵ(u, ·) = DQ̄1ẑ(u, ·) = v(u, ·).
and comparing (5.9b) with (6.23) we see that the inherent regular ODE (5.9b)
constructed in Section 5.1 is indeed just a special case of (6.19).
6.2 Application to Hessenberg DAEs
The important class of DAEs in Hessenberg form















was already considered in Example 6.1. In this section we want to explore
how the decoupling procedure introduced above applies to DAEs having this
special Hessenberg structure. It is assumed that (6.24) has index 2 such that
gyfz remains nonsingular in the neighbourhood of a solution. Recall from
Example 6.1 that the matrix sequence reads
G0 = [ I 00 0 ] , Q0 = [
0 0
0 I ] , D





, T = [ 0 00 I ] = Q0.

























3Instead of G2 = G1 +B1Q1 with B1 = BP0−G1D−CD (cf. (6.7)) the modified version
G̃2 = G1 + B̃1Q1, B̃1 = BP0 is used here in order to simplify expressions. From the proof of
Lemma 5.3 we know that G2 and G̃2 have common rank.
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It is straightforward to apply the decoupling procedure described in the previ-
ous section. For simplicity choose x̄ ≡ x0 = [ y0z0 ] and recall from Lemma 6.4
that












The bar notation indicates evaluation at x̄ = x0 and u, z = [
z1
z2 ] are newly





= 0. The function f from (6.16) is given by





















Solving F̂2(u,w, ζ) = 0 for w = w(u, ζ) we arrive at the inherent index-1 system












v = Dz(u). (6.25b)
It is clear from the above computations that the decoupling procedure can be






(u0, w0, ζ0) = I shows that the existence of the functions
z and w is guaranteed by the implicit function theorem. Hence the index-
2 DAE (6.24) can be decoupled into the index-1 problem (6.25) and explicit
representations for z = z(u, ·) and w = w(u, v′). This decoupling is realised
without differentiating the equations. Of course, in order to finally compute
w = w(u, v′) a differentiation is still necessary.
There is no doubt that (6.25) is far more complicated than the original formu-
lation (6.24). When dealing with problems of Hessenberg type it is therefore
advisable to stick to the original formulation (6.24) and to exploit this structure
when studying numerical methods. This is done in e.g. in [84, 85, 140].
On the other hand, there are applications that do not give rise to equations
in Hessenberg form. One prominent example are the equations of the charge-
oriented modified nodal analysis.
In order to address these more general problems that are not of Hessenberg
type, one has to invest considerable work such that the inherent structure
can be revealed and then exploited for analysing numerical methods. The
decoupling procedure is one attempt to go into this direction. We saw that
this approach works for the simple DAE in Example 6.8 as well as for DAEs in
Hessenberg form. The next section will give proofs for the general case.
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6.3 Proofs of the Results
In this section proofs for Lemma 6.3, 6.4 and 6.5 will be given. The proofs
presented here are rather technical, but the structure of our approach is clearly
visible from Figure 6.3. The DAE (6.6) is rewritten in terms of new variables.
The resulting equation (6.18), i.e. F (u,w, z, η, ζ, t) = 0, is studied in detail.
Notice that the derivatives u′ and v′ are replaced by parameters η and ζ, re-
spectively. The mapping F is defined in (6.14b) on page 93.
Using the identity I = Z̄+P0P̄1 +T , this equation is split into three parts that
can be dealt with one after the other.
À F̂1(u, z, t) = 0 together with Lemma 6.4 yields the mapping z. Here the
structural condition (A1) is crucial as it allows the application of the
implicit function theorem.
Á Inserting z = z(u, t) into the second part provides an explicit representa-
tion u′ = f(u,w, t).
Â Using the information about z and η = u′, the third part can be written as
F̂2(u,w, ζ, t) = 0 such that a further application of the implicit function
theorem yields w = w(u, ζ, t). The details of this construction are covered
by Lemma 6.5.
In order to derive the implicit DAE (6.19), we need to plug w back into f
keeping in mind that ζ was representing v′.
The procedure sketched above will be carried out in detail. We start by giving
a preliminary result.
Lemma 6.9. Let (6.6) be a regular DAE with a properly stated leading term
that has index 2 on D×I. Let (A1), (A2) and (A3) hold. Then





F (u, w, z, η, ζ, t) = 0
F̂1(u, z, t) = 0 u
′ =
 
(u, w, t) F̂2(u, w, ζ, t) = 0
z =  (u, t)
v =  (u, t)
w =  (u, ζ, t)
u
′ = f(u, v′, t)










Figure 6.3: The roadmap to the proofs
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If, in addition, the structural condition (A1) is valid, then




(t) ∀ (ξ, t) ∈ D×I.
Proof. Since Ḡ2P̄1P0 = AD = G1(ξ, ·)P0 for every ξ, the first two equations
hold. The second two equations follow from
B̄T = B̄Q0T = Ḡ1Q0T = Ḡ2P̄1T,
Z̄Ḡ−12 B̄Z̄ = P0Q̄1Ḡ
−1
2 B̄P0Q̄1 + UQ0Ḡ
−1
2 B̄P0Q̄1 + Z̄Ḡ
−1
2 B̄Q0UQ0
= P0Q̄1 + UQ0 = Z̄,
respectively4. The argument t0 was dropped for better readability. Notice that
for t 6= t0 we get Ḡ−12 (t)G2(x1, ξ, t) 6= I in general and the second two equations
need not hold for t 6= t0.
Given (A1), we have imT (t) ⊂ S0(ξ, t) since N0(t) ∩ S0(x, t) is independent
of x. We find imB(ξ, t)T (t) ⊂ imG0(t) which proves the last assertion of the
lemma. 
Proof of Lemma 6.3. We assume that x∗ is a solution of (6.6) and define the
functions u, w, z according to (6.12),
u(t) = D(t)P̄1(t)x∗(t), w(t) = T (t)x∗(t), z(t) = Z̄(t)x∗(t). (6.12)





(t), x∗(t), t) = F(u(t), w(t), z(t), u′(t), v′(t), t), (6.14a)
where the mapping F is defined by
F (u,w, z, η, ζ, t) = f(η + ζ, D−(t)u+Z̄(t)z+T (t)w, t). (6.14b)
Using the identity I = P0P̄1 + Z̄ +T = D
−DP̄1 + Z̄ +T as motivation we split
(6.14b) into three parts
F1(u,w, z, η, ζ, t) = Z̄(t)Ḡ
−1





F2(u,w, z, η, ζ, t) = T (t)Ḡ
−1
2 (t)F (u,w, z, η, ζ, t) +
(
I − T (t)
)
w,
F3(u,w, z, η, ζ, t) =D(t)P̄1(t)Ḡ
−1
2 (t)F (u,w, z, η, ζ, t).
4Recall Q̄1 =Q̄1Ḡ−12 B̄P0, B̄P0 =B̄1Q̄1+Ḡ2P̄1D
−(DP̄1D−)′DQ̄1, B̄Q0 =Ḡ2P̄1Q0.
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Observe that (6.12) and (6.14a) imply
Fi
(
u(t), w(t), z(t), u′(t), v′(t), t
)
= 0, i = 1, 2, 3, (6.27)
for t ∈ I. We study these functions around (u0, w0, z0, η0, ζ0, t0) where
u0 = u(t0), w0 = w(t0), z0 = z(t0), η0 = u
′(t0), ζ0 = v
′(t0).
As in (6.13) we have x0 = D−(t0)u0 + z0 + w0.
À Lemma 6.9 shows that (dropping the t argument)









does not depend on η nor ζ. Due to the structural condition (A1) F1 is even
independent of w as








T (t) = 0 (6.28)
with ξ(t) = D−(t)u + Z̄(t)z + T (t)w (see Lemma 6.9). We may redefine F1
using the proper argument list:















Keep in mind that due to (6.28)









is also valid. Using Lemma 6.9 again, we calculate








(6.27) for i = 1 and (6.31) allow the application of the implicit function theo-




is given as a function of u(t) and t. The mapping z
is defined locally around (u0, t0) and satisfies F̂1
(
u, z(u, t), t
)
= 0 on a neigh-
bourhood of (u0, t0). Thus
z(u, t) = Z̄(t)z(u, t) (6.32)









Due to D(t)z(u, t) = D(t) Z̄ z(u, t) = D(t)Q̄1(t)z(u, t) we arrive at

























−(u+ v)′ = DP̄1D
−(u+ v)′
= u′ − (DP̄1D−)′(u+ v)
it turns out that F3 provides an explicit representation of u
′(·) in terms of u(·)

















(t) b(D−(t)u+ z(u, t) + T (t)w, t).
Â Combining F2 with the results obtained so far we get
F̂2
(

































+ T (t)w , t)
is defined on a neighbourhood of (u0, w0, ζ0, t0). In order to apply the im-
plicit function theorem once again, we need to show that F̂2,w
(















we obtain from Lemma 6.9
F̂2,w
(























= I, since T P̄1P0P̄1 = 0. Thus the implicit function





with a continuous mapping w. Similar to (6.32) w(u, ζ, t) = T (t)w(u, ζ, t) holds.
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To finish the proof we note that these mappings imply
Ḡ−12 F (u,w, z, u
′, v′, ·)
= F̂1(u, z(u, ·), ·)+F̂2(u,w(u, v′, ·), v′, ·)+D−
(
u′−f(u,w(u, v′, ·), ·)
)
=0,
where t-arguments have once again been omitted. 
Proof of Lemma 6.4. Again we drop the assumption that there is a solution.
We require that (A1), (A2) and (A3) hold. Exactly as in (6.29) we define the
mapping F̂1 = F̂1(u, z, t) where u and z are considered to be parameters chosen
in a neighbourhood of (u0, z0). Recall that u0, w0, z0 are defined in (6.17) as
u0 = D(t0)P̄1(t0)x
0, w0 = T (t0)x
0, z0 = Z̄(t0)x
0.
We have




(t0) [A(t0)y0 + b(x0, t0)] = 0
due to (6.30) and (A2). As in (6.31) we find F̂1,z(u0, z0, t0) = I and the implicit
function theorem provides the function z satisfying F̂1
(
u, z(u, t), t
)
= 0 on a
neighbourhood of (u0, t0). Notice that z satisfies (6.32). 
Proof of Lemma 6.5. Having z at our disposal we introduce v(u, t)=D(t)z(u, t)
and consider the mapping f = f(u,w, t) defined in (6.33b). The function F̂2 =
F̂2(u,w, ζ, t) can be defined as in (6.34b). Let ζ0 = y
0 − f(u0, w0, t0) such that




(t0) [A(t0)y0 + b(x0, t0)] = 0.




= I and therefore the implicit function
theorem yields the mapping w with F̂2
(
u,w(u, ζ, t), ζ, t
)
= 0 in a neighbourhood
of (u0, ζ0, t0). Again w(u, ζ, t) = T (t)w(u, ζ, t) is satisfied. 




u,w(u, v′, t), t
)
=: f(u, v′, t) (6.35a)
v = D(t)z(u, t) =: g(u, t). (6.35b)




′ + gt(u, t), t
)
. (6.36)
6.3 Proofs of the Results 109
In order to guarantee that (6.35) has index 1, as stated in Lemma 6.6, we have
to ensure that (6.36) can be solved for u′. To this end consider the matrix
M(u, ζ, t) = I − fv′(u, ζ, t)gu(u, t) satisfying



















Thus M remains nonsingular also on a neighbourhood of (u0, ζ0, t0) such that
(6.35) has indeed index 1. 
Remark 6.11. In Theorem 6.7 a solution x∗ was constructed by first solving










function is a solution of (6.21) since
Z̄Ḡ−12 [A(Dx∗)
′ + b(x∗, ·)] = F̂1
(




′ + b(x∗, ·)] = F̂2
(






′ + b(x∗, ·)] = D−(u′−f
(
u,w(u, v′, ·), ·
)
) = 0. (6.37c)
Here we want to remark that in order to see (6.37a), the relations Z̄Ḡ−12 AD = 0
and Z̄Ḡ−12 b(ξ, ·) = Z̄Ḡ−12 b(Uξ, ·) have to be taken into account. The latter
relation follows from the structural condition (A1) as was seen in (6.28). The
property (6.32) was used as well. Similarly, w(u, ζ, t) = T (t)w(u, ζ, t) and




and the definition of f in (6.33b). 

Part III




The numerical solution of differential algebraic equations often poses difficulties
for standard schemes. Hence there are many references studying numerical
methods for DAEs. Linear multistep methods are addressed in [10, 71, 111]
while [84, 104] are references for Runge-Kutta methods in the context of DAEs.
In [75, 85, 101] both families of methods are investigated.
We saw in Section 3.3 that even for simple linear DAEs numerical methods
might not work as expected. Recall from Example 3.10 on page 65 that the
inherent dynamics of the system was integrated using the explicit Euler scheme
even though the implicit method was applied to the original DAE.
In [89, 90] BDF methods and Runge-Kutta schemes were studied for linear
DAEs. It was shown that properly stated leading terms allow a numerically
qualified formulation ensuring that stability properties of these integration
schemes carry over to the inherent regular ODE.
Even though these results are of key relevance for numerical computation, the
approach of [89, 90] is confined to linear DAEs. Thus their scope is not wide
enough to include the nonlinear DAEs arising in electrical circuit simulation
using the modified nodal analysis.
In the introductory Chapter 2 we saw that both linear multistep and Runge-
Kutta methods suffer from certain disadvantages when being used for inte-
grated circuit design. In particular the damping behaviour of the BDF meth-
ods and artificial oscillations of numerical solutions obtained by the trapezoidal
rule gave rise to serious difficulties (see Example 2.1 and 2.2). On the other
hand, computational costs for fully-implicit Runge-Kutta methods are often
prohibitive for the large scale DAE systems arising in circuit simulation (cf.
Example 2.6). Although Runge-Kutta methods with diagonally implicit struc-
ture may be used, these methods suffer from a low stage order and are thus
prone to the order reduction phenomenon (cf. Example 2.7).
The object of this work is to extend the results of [89, 90] in two directions.
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will be addressed such that DAEs in Hessenberg form and in particular the
more general MNA equations are covered by the results. Additionally the wide
class of general linear methods will be investigated in order to overcome the
disadvantages associated with both linear multistep and Runge-Kutta methods.
In contrast to linear DAEs the nonlinear version (7.1) requires considerable
effort in order to reveal the inherent structure necessary for an appropriate
generalisation of the results from [89, 90]. The previous section showed that a
decoupling procedure can be successfully employed (although technically quite
complex). This approach lead to an inherent implicit index-1 system of the
form
y′ = f(y, z′, t), z = g(y, t). (7.2)
As a starting point, general linear methods are introduced for ordinary differ-
ential equations in this chapter. Implicit index-1 DAEs (7.2) are treated in
Chapter 8. There order conditions and convergence results will be derived.
Together with the decoupling procedure from the previous section, these in-
vestigations will lead to similar statements for properly stated nonlinear DAEs
(7.1) in Chapter 9.
7.1 Consistency, Order and Convergence
General linear methods (GLMs) were introduced by Butcher [18] already in
1966. The original intent was to provide a unifying framework for linear multi-
step and Runge-Kutta methods. It turned out that many other schemes such as
cyclic composition methods or predictor-corrector pairs can be cast into general
linear form as well.
In Section 2.3 we saw that a general linear method M = [A,U ,B,V ] is charac-
terised by four matrices A ∈ Rs×s, U ∈ Rs×r, B ∈ Rr×s and V ∈ Rr×r. Given





, y(t0) = y0, (7.3)
and r pieces of input information y
[n]
1 , . . . , y
[n]









j , i = 1, . . . , s, (7.4a)
are calculated. In order to proceed from tn to tn+1 = tn + h using a stepsize h











j , i = 1, . . . , r, (7.4b)
7.1 Consistency, Order and Convergence 115
are passed on to the next step. The numerical scheme (7.4) is often written in
the more compact form





 , F (Y ) =
f(Y1, tn + c1 h)...
f(Ys, tn + cs h)








are used. This formulation of a GLM is due to Burrage and Butcher [13]. The
internal stages Yi ≈ y(tn + ci h) represent approximations to the exact solution
at intermediate timepoints. Many different choices are possible for the external
stages. We will assume that the components of y[n] are related to the exact








Recall that s and r denote the number of internal and external stages, respec-
tively. In the introduction it was emphasised that the method’s order p and its
stage order q are further important parameters.
Definition 7.1. A general linear method M = [A,U ,B,V ] has order p and














ky(k)(tn+1) +O(hp+1), i = 1, . . . , r. (7.7b)
In Definition 7.1 all components of the vector y[n] are required to be of order
p. Although we will adopt this convention in the sequel, this restriction is not
necessary. A good example are so-called Almost Runge-Kutta methods where
r = 3, but y
[n]
3 is only a crude approximation to h
2y′′(tn). More details are
given in [135].
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ensures that changing the stepsize for a GLM is nearly as easy as in case of
Runge-Kutta methods. A simple rescaling of the Nordsieck vector ensures that
the correct powers of the stepsize h are used at the beginning of a step. Observe
that in contrast to Nordsieck’s original formulation [127] factorials have been
omitted for convenience.
For methods in Nordsieck form the parameters αik are given by
αik =
{
1 , i = k + 1
0 , otherwise
such that, in particular, α0 = e1 =
[
1 0 · · · 0
]>
and α1 = e2 =
[
0 1 · · · 0
]>
.
Example 7.2. Consider the 3 step BDF method. The coefficients are given in
Table 2.1 on page 27 such that yn+1 − 1811yn +
9
11






























0 1 0 0 0
0 0 1 0 0









where the additional input quantity yn−3 is considered for convenience. Notice
that yn−3 is not used for computing Y nor yn+1. Since yn ≈ y(tn) +O(h4) and





y(k)(tn) +O(h4), i = 1, . . . , 3,
it turns out that the coefficients αik are given by
W =
[
















Using this matrix W it is possible to rewrite the BDF scheme in Nordsieck










































The method M̂ is in Nordsieck form with Ŵ =
[
α̂0 α̂1 α̂2 α̂3
]
= I. 
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The definition of order is visualised in Figure 7.1. In general, if r > 1, a
starting procedure1 has to be used in order to compute y[0] from the initial
value y0 = y(t0). The method M takes y[0] as input and calculates y[1] at
the end of the first step. The local error is given by the difference y[1] − ŷ[1],
where ŷ[1] results from applying the starting procedure to the exact solution
y(t1). Similarly a finishing procedure is used to recover the solution yn from
y[n] at the end of the integration. For methods in Nordsieck form the finishing
procedure is trivial as the numerical result appears in the first component of y[n].
After several steps taken by the method the local errors accumulate to give
the global error y[n] − ŷ[n]. If the method has order p then the global error is
nO(hp+1) = O(hp) provided that the method is stable.
Definition 7.3. A general linear method M = [A,U ,B,V ] is stable if the
matrix V is power bounded, i.e. there is a constant C such that ‖Vn‖ ≤ C for
every n.
The definition of stability is closely related to solving the trivial ODE y′ = 0
where Y = Uy[n] and y[n+1] = Vy[n]. The requirements
y[n] = α0 y(tn) +O(h), y[n+1] = α0 y(tn+1) +O(h), Y = e y(tn) +O(h)
show that the method has to satisfy certain pre-consistency conditions.
Definition 7.4. A method M = [A,U ,B,V ] is pre-consistent if there is a
vector α0 called the pre-consistency vector, such that
Vα0 = α0, Uα0 = e =
[
1 · · · 1
]>
.
Consider the one-dimensional differential equation y′ = 1. The application of
M yields Y = hAe+ Uy[n] and y[n+1] = hBe+ Vy[n]. The method has at least






ŷ[1] ŷ[2] ŷ[n−1] ŷ[n]
E E E








Figure 7.1: The local and global error for general linear methods. S and
F denote the starting and finishing procedure, respectively. E is the exact
solution operator that evaluates the exact solution at the next timepoint [26].
1Generalised Runge-Kutta methods are often used as starting methods [93]. In practice
the vectors y[n] with r > 1 are built up gradually by using a variable order implementation
(see Chapter 11).
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order 1 for this problem, i.e.
y[n] = α0y(tn)+α1hy
′(tn)+O(h2), y[n+1] = α0y(tn+1)+α1hy′(tn+1)+O(h2),
provided that it satisfies the following consistency condition.
Definition 7.5. A method M = [A,U ,B,V ] is called consistent if it is pre-
consistent with pre-consistency vector α0 and there is a vector α1 such that
α0 + α1 = Be+ Vα1.
The requirement of having stage order 1, i.e. Yi = y(tn + cih) + O(h2) =
y(tn) + cihy
′(tn) +O(h2), leads to the additional condition
c = A e+ U α1 (7.8)
which fixes the vector c in terms of the method’s coefficients and the consistency
vector α1.
A precise definition of convergence is rather complicated in this general setup.
Let (7.3) be an initial value problem with f : Rm × [t0, tend] → Rm being con-
tinuous and satisfying a Lipschitz condition for the first argument. A starting
procedure S : Rm×R→ Rrm is required and we assume that S(y0, h) → α0⊗y0
as the stepsize h tends towards zero. Let η(n) be the result computed by the
method after n steps with stepsize h = (tend − t0)/n starting from S(y0, h).
The method is convergent if, for any such initial value problem and starting
procedure, limn→∞ η(n) = α0 ⊗ y(tend).
It is proved in [25] that for ordinary differential equations convergence is equiv-
alent to having stability and consistency.
The pre-consistency and consistency conditions as well as (7.8),
Vα0 = α0, Uα0 = e, α0 + α1 = Be+ Vα1, c = A e+ U α1,
ensure that the general linear method M = [A,U ,B,V ] has order and stage
order at least 1 for ordinary differential equations. In order to guarantee higher
order p and stage order q the method’s coefficients have to satisfy complicated
expressions, the so-called order conditions. If the stage order q is required to
be equal to the order p, these conditions simplify considerably [23, 26, 29].
Theorem 7.6. A general linear method M = [A,U ,B,V ] has order p and
stage order q = p if and only if




0 1 0 · · · 0 0







0 0 0 · · · 0 1
0 0 0 · · · 0 0





















0 0 0 · · · 1 1
1!
0 0 0 · · · 0 1
 = exp(K)
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and W =
[







· · · cp
p! ]. The exponentiation c
k is meant
componentwise.
Proof. Assume that the order and stage order is p, i.e. (7.6) implies (7.7) for
q = p. Due to (7.7a), Yj = y(tn + cjh) + O(hp+1), it follows that h f(Yj, tn +
cjh) = hy















Equating coefficients for like powers shows that
e = Uα0, 1k!c
k = 1
(k−1)!Ac
k−1 + Uαk, k = 1, . . . , p. (7.10a)






























Bck−1 + Vαk, k = 1, . . . , p. (7.10b)
The expressions (7.10) are equivalent to (7.9). On the other hand, if (7.9)
holds, then the same Taylor series expansions show that the method has order
and stage order p in the sense of Definition 7.1. 
For methods in Nordsieck form with s = r = p + 1 Theorem 7.6 takes a
particularly simple form. Due to W = I it turns out that such a method has
order p and stage order q = p if the matrices U and V are chosen as
U = C −ACK, V = E − BCK. (7.11)
In particular, A may have a diagonally implicit structure. Thus, for any given
order, there are diagonally implicit methods having stage order equal to the
order. Of course for such a method to be of practical use, V needs to be stable.
The construction of methods in Nordsieck form with s = r = p + 1 = q + 1
having excellent stability properties is carried out in [158].
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7.2 Stability Analysis
Similar to the approach of Chapter 2 the linear stability behaviour of a general
linear method M = [A,U ,B,V ] can be assessed by studying the linear scalar
test equation
y′(t) = λ y(t) (7.12)
where λ ∈ C is a complex number having negative real part. For (7.12) the
numerical scheme (7.4) reads
Y = zAY + Uy[n]




V + zB(I − zA)−1U
)
y[n].
As usual the variable z = λh has been introduced.
Definition 7.7. The matrix M(z) = V + zB(I − zA)−1U is called stability
matrix of the general linear method M = [A,U ,B,V ]. The stability region is
given by the set G = { z ∈ C | sup∞n=1 ‖M(z)n‖ <∞} and the stability function
is defined as





The close relationship between stability function and stability region becomes
obvious by considering the sets
H = { z ∈ C | ∃w ∈ C, |w| ≥ 1, Φ(w, z) = 0 },
H0 = { z ∈ C | ∃w ∈ C, |w| > 1, Φ(w, z) = 0 }.
It is easy to see that the complement Ḡ = C \ G of the stability region satisfies
Ḡ ⊂ H and Ḡ ⊃ H0. Hence the boundary of H reveals the shape of the
stability region G. In order to trace out the boundary of H one has to solve
Φ(exp(θi), z) = 0 for z where θ varies in the interval [0, 2π].
Definition 7.8. The general linear method M = [A,U ,B,V ] is called A-stable
if the left half of the complex plane C− = { z ∈ C |Re(z) < 0 } is included in
the stability region, i.e. C− ⊂ G.
If the sector { r e(π−θ)i ∈ C | r ∈ R, r ≥ 0, θ ∈ [−α, α] } is included in the
stability region G, then M is called A(α)-stable.
The method is called L-stable if it is A-stable and the stability matrix evaluated
at infinity, M∞ = limz→∞M(z), has zero spectral radius, i.e. the spectrum of
M∞ is given by σ(M∞) = {0}.
Since M(z) is a matrix valued function, L-stability could equally well be de-
fined using the stronger requirement M∞ = 0. However, this leaves only little
freedom for the method and we will confine ourselves with Definition 7.8.
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Runge-Kutta methods are known to often have excellent stability properties.
This was already discussed in Chapter 2. It is thus a desirable property that a
general linear method has the same stability region as a Runge-Kutta method.
This situation occurs when









such thatM(z) has only one nonzero eigenvalue. R(z) has the same significance
as the stability function of a Runge-Kutta method. Consequently, a general
linear method is said to have Runge-Kutta stability if its stability function
satisfies the relation (7.13).
It is a complicated task to determine conditions on the method that guarantee
Runge-Kutta stability. Nevertheless Wright [158] succeeded in constructing
practical methods by ensuring that the sufficient conditions of inherent Runge-
Kutta stability are met.
Definition 7.9. A general linear method M = [A,U ,B,V ] with Ve1 = e1 has
inherent Runge-Kutta stability if
BA = XB, BU ≡ XV − VX
for some matrix X and
Φ(w, 0) = det(w I − V) = wr−1(w − 1).
The notation A ≡ B indicates that the two matrices are equal with the possible
exception of the first row.
The following theorem shows that inherent Runge-Kutta stability is indeed
sufficient for Runge-Kutta stability. This result can be found in [25] or [158]
as well.
Theorem 7.10. Inherent Runge-Kutta stability implies Runge-Kutta stability.
Proof. In order to check for Runge-Kutta stability we need to compute the
characteristic polynomial of the stability matrix M(z) or, equivalently, of a
matrix that is related to M(z) by a similarity transformation. It turns out
that
(I − zX)M(z)(I − zX)−1 = (I − zX)
(















V − z(BU + VX) + zBU
)
(I − zX)−1
= (V − zVX)(I − zX)−1 = V .
Due to inherent Runge-Kutta stability, V has only one nonzero eigenvalue and
so does M(z) since (I − zX)M(z)(I − zX)−1 is identical to V except for the
first row. 
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Methods with inherent Runge-Kutta stability seem very likely to be good can-
didates for practical computations. Methods with s = r = p+ 1 = q + 1 can be
constructed using only linear operations [158]. It is possible for A to have singly
diagonally implicit structure such that these methods can be implemented ef-
ficiently. The stability for variable stepsize implementations is investigated in
[38] and highly accurate error estimators are provided in [40]. Many implemen-
tation issues such as stage predictors and details of the Newton iteration are
addressed by Huang in [93]. This work led to a fixed order implementation of
general linear methods having inherent Runge-Kutta stability. The code was
successfully used to solve stiff and nonstiff ordinary differential equations.





, y(t0) = y0, (7.14a)
can be considered as well. Assume that f satisfies the one-sided Lipschitz
condition
〈u− v, f(u, t)− f(v, t)〉 ≤ ν‖u− v‖ ∀u, v ∈ Rm, t ∈ [t0, tend], (7.14b)
where ‖·‖ is a norm in Rm and 〈·, ·〉 the corresponding inner product. Provided
that (7.14b) holds, any two solutions y(t), z(t) satisfy




(see e.g. [85]). For every ν ≤ 0 the distance between these two solutions is
thus a non-increasing function of t.
A Runge-Kutta method is called B-stable if it mimics this behaviour in the
sense that
‖yn+1 − zn+1‖ ≤ ‖yn − zn‖ (7.15)
for every problem (7.14a) satisfying (7.14b) with ν = 0. Studying nonlinear
stability for Runge-Kutta methods [12, 19] was motivated by the fundamental
works of Dahlquist on nonlinear stability for one-leg methods in 1976 [50]. For
any linear multistep method
k∑
i=0
αi yn+1−i = h
k∑
i=0
βi f(yn+1−i, tn+1−i) (7.16a)
its one-leg counterpart is given by
k∑
i=0
αi yn+1−i = h f(
k∑
i=0
βi yn+1−i, tn). (7.16b)
In [50] Dahlquist introduced the concept of G stability, i.e. he derived con-
ditions guaranteeing that numerical solutions obtained by a one-leg method
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behave in the sense of (7.15) for a special norm ‖ · ‖G constructed in the
paper. Later Dahlquist was able to prove that a linear multistep method
(7.16a) is A-stable if and only if the corresponding one-leg method (7.16b)
is G-stable [51, 85].
A series of papers [13, 20, 21] lead to a criterion which generalises both G-
stability for one-leg methods and B-stability for Runge-Kutta methods. This
criterion is based on the matrix
H =
[
DA+A>D − B>GB DU − B>GV
U>D − V>GB G− V>GV
]
.
Stable behaviour for a general linear method in the sense of (7.15) for problems
(7.14a) satisfying (7.14b) with ν = 0 is guaranteed if there is a matrix G and
a diagonal matrix D both being positive definite such that H is positive semi-
definite.




In this chapter implicit differential algebraic equations (DAEs)
y′ = f(y, z′), z = g(y), (8.1)
are considered. It is assumed that the matrix M = I−fz′gy remains nonsingular
in a neighbourhood of the solution. Thus the DAE (8.1) has index 1.
Equations of this type were obtained when decoupling properly stated index-2










we saw that the components u = DP̄1x and v = DQ̄1x of the solution need to
satisfy the inherent index-1 equation
u′ = f
(
u,w(u, v′, t), t
)
, v = D(t)z(u, t). (8.3)
z and w are obtained by the implicit function theorem. Details are given in














, g(y) = D(t)z(u, t).
Investigating implicit DAEs (8.1) can be regarded as the key step in studying
numerical methods for properly stated index-2 DAEs (8.2). Once order condi-
tions and convergence results are available for (8.1), the corresponding results
for the more general equation (8.2) can be obtained using the decoupling pro-
cedure from Chapter 6. The details of this approach will be carried out in
Chapter 9.
Nevertheless, implicit DAEs (8.1) constitute an interesting problem class in
their own right as DAEs of this type arise frequently in applications.




Figure 8.1: A simple RCL circuit
Example 8.1. Consider the simple linear
RCL circuit depicted in Figure 8.1. The
modified nodal analysis leads to
Ce′1 − Ce′2 + 1Re1 = 0,
−Ce′1 + Ce′2 + iL = 0,
Li′L − e2 = 0.
This is an index-1 system, where ei are node potentials and iL represents the
current through the inductive branch. Choosing new variables y = (
e2
il ) and


















y = g(y). 
For more general circuits f and g may of course be nonlinear. Equations of the
type (8.1) were also used as a model problem in [104] to study the local order
conditions for Runge-Kutta methods. Notice that when reformulating (8.1) in
Hessenberg form the index typically increases to 2.
Runge-Kutta methods for implicit DAEs and equations in Hessenberg form are
studied thoroughly in the literature [84, 104, 140] but general linear methods
have not yet been studied extensively in the context of DAEs. In this chapter
classical results obtained for Runge-Kutta methods will be generalised to this
wider class of integration schemes.
Section 8.1 is devoted to studying order conditions for general linear methods
when applied to implicit index-1 equations (8.1). These order conditions are
completely new but results for Runge-Kutta methods are still contained as spe-
cial cases. Combining the order conditions with a stability analysis leads to
a convergence result in Section 8.2. Here, the stability matrix – in contrast
to a stability function in case of Runge-Kutta methods – plays a decisive role.
Finally the accuracy of the stages and stage derivatives is investigated in Sec-
tion 8.3. The results obtained there will be seminal when addressing DAEs of
the form (8.2) in Chapter 9.
8.1 Order Conditions for the Local Error
General linear methods have not yet been studied for implicit index-1 systems
(8.1). Given a method M = [A,U ,B,V ], the numerical scheme (7.5) can be
modified for (8.1) such that
Y ′i = f(Yi, Z
′
i), i = 1, . . . , s, Zi = g(Yi), i = 1, . . . , s,
Y = hAY ′ + U y[n−1], Z = hAZ ′ + U z[n−1]
y[n] = hB Y ′ + V y[n−1], z[n] = hBZ ′ + V z[n−1].
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In addition to the stages Y , Z stage derivatives Y ′, Z ′ are used to formulate





 , Y ′ =
Y ′1...
Y ′s
 ∈ Rs·m1 , Z =
Z1...
Zs
 , Z ′ =
Z ′1...
Z ′s
 ∈ Rs·m2 .
s denotes the number of internal stages. The numerical scheme can be written
equivalently in the simplified form
Y = hA f̃(Y, Z ′) + U y[n−1], g̃(Y ) = hAZ ′ + U z[n−1], (8.4a)
y[n] = hB f̃(Y, Z ′) + V y[n−1], z[n] = hBZ ′ + Vz[n−1], (8.4b)
where the abbreviations










In this section we derive necessary and sufficient conditions for the local error
to be of a given order p. Compared to ordinary differential equations addi-
tional order conditions have to be satisfied since (8.1) is a DAE with index 1.
The order conditions are obtained by expanding the exact and the numerical
solution in a Taylor series, respectively, and comparing terms.
8.1.1 Taylor Expansion of the Exact Solution
The exact solution’s Taylor expansion for a problem quite similar to (8.1) was
derived in [104] by Kværnø. Hence this subsection rests, to a large extent, on
the results already presented there. The Taylor series expansion will be written
as a (generalised) B-series based on rooted trees. Due to the structure of the
implicit index-1 equation (8.1) derivatives of y and z will be involved. Thus,
trees with two types of vertices are required. The different types of vertices will
be referred to as black nodes ( ) and white ones ( ). Rooted trees consisting of
these nodes form the basis for analysing the numerical solution and for deriving
order conditions later on. Thus it is not possible to just quote the results of [104]
but we need to summarise the key points necessary for the subsequent sections.
Compared to [104] we will use a slightly different approach when introducing
the rooted trees. It is aimed at making the theory easier accessible.
For convenience we start by defining sets of tall trees. Tall trees consist of only
one type of vertex and have no ramifications,
TTy =
{




, , , , . . .
}
.
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The order |τ | of a tall tree τ is defined as the number of its nodes. Derivatives
of z can be associated with trees in the following way:
z′ = gyy




′, y′, y′)+ 3 gyy(y
′, y′′)+ gyy
′′′, . . .
All trees appearing here share a white root representing derivatives of g. The
black tall trees connected to the root represent derivatives of y. These trees
are collected in the following set of special trees,
STz = {∅} ∪
{
[τ1, . . . , τk]z =
τ1 τk
∣∣ k ≥ 1, τi ∈ TTy }.
The trees are ’special’ in the sense that higher derivatives of y are still in-
volved. The empty tree was included for convenience. Notice that we write
[τ1, . . . , τk]root to indicate that the trees τi are connected to a white root (root =
z) or a black root (root = y). The particular sequence of subtrees does not
matter. Each permutation of the subtrees yields the same tree. Often pictorial
representations [τ1, . . . , τk]z =
τ1 τk
will be used. Here, the leafs indicate the
black roots of the tall trees τi.
For a given tree σ ∈ STz the order |σ| is defined as the number of its black
nodes. Thus, z(p) can be written in terms of trees with order p. This will be
made more precise in the following result.
Lemma 8.2. For each σ ∈ STz define GS(σ) by
GS(∅) = g, GS
( τ1 τk )
= gky(y









where β(σ) is the number of times GS(σ) appears in the Taylor series expansion
of the exact solution. 
GS(σ) is called an elementary differential. Strictly speaking, for every σ ∈ STz
the elementary differential GS(σ) is a mapping GS(σ) : R
m1 × Rm2 → Rm2 .
Consistent initial values (y0, z0) determine the unique solution (y, z) such that
for instance GS
( )





′(t0). For better readability the
y- and z-arguments are generally omitted.
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As a next step derivatives of the exact solution y are considered. Using the
chain rule it turns out that




′, y′) + 2 fyz′(z
′′, y′) + fyy
′′ + fz′z′(z
′′, z′′) + fz′z
′′′
It is straightforward to associate the different terms with trees as indicated
above. The tall trees τ ∈ TTy represent y-derivatives y(|τ |). Similarly, σ ∈ TTz
represents z(|σ|+1). Be careful not to mix up the different counting for y- and
z-derivatives.
The highest derivative of z can be replaced by the expressions already calcu-





′, y′) + fz′gyy
′′ ]
y′′′ = fyy(y
′, y′) + 2 fyz′(z






′, y′, y′) + 3fz′gyy(y
′, y′′) + fz′gyy
′′′ ]
When replacing z-derivatives, the corresponding subtrees are treated accor-
dingly. Take e.g. σ = representing fz′z
′′′. Since z′′′ can be written in terms of
, and , we needed to replace σ’s single subtree with these three trees
one after the other. Thus we arrived at , and , but the tree itself is
no longer present in the expansion of y′′′.
Due to the index-1 condition the matrix M = I − fz′gy is nonsingular. This








′, y′) + 2 M−1fyz′(z






′, y′, y′) + 3 M−1fz′gyy(y
′, y′′)
]
Observe that due to the multiplication with M−1 the trees , etc. are no longer
present. Also notice that the trees representing y(p) fall into two distinct classes.
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There are trees that were present from the very beginning when calculating
y(p) from y′ = f(y, z′). But there are also those trees that originate from
representing the highest z-derivative by trees from STz. The former trees will
be collected in the set STyy while the latter ones belong to STyz.
STyy = {∅} ∪
{










∣∣ σ ∈ STz, σ 6= [τ ]z for τ ∈ TTy }.
The tree with only one vertex, ∈ STyy, is represented by [ ]y. The trees in STyy
have a black root. All subtrees are tall trees. But trees of the form [σ]y with
σ ∈ TTz had to be excluded since they where replaced by the corresponding
trees from STyz. The trees in STyz, in turn, are nothing but the STz trees
attached to a new black root. However, trees of the form [[τ ]z]y with a tall tree
τ ∈ TTy are not included as we solved for the highest y-derivative represented
by τ . Table 8.1 gives pictorial representations for special trees of order up to 4.
For any given tree τ let |τ | be the number of its black nodes. Similarly denote
the number of white nodes by |τ | . Using this notation we define
STy = STyy ∪ STyz, |τ | =
{
|τ | − |τ | , τ ∈ STy
|τ | − |τ | + 1 , τ ∈ STz
and arrive at the following straightforward result.
Lemma 8.3. Given the elementary differentials
FS(τ)=

y , τ = ∅
M−1fky lz′(y


















Again β(τ) is the number of times FS(τ) appears in the exact solution’s Taylor
series expansion. 
order 0 1 2 3 4
STz ∅ , , , , , , ,
STyy ∅ , , ,
, , , , ,
, , ,
Table 8.1: Special trees of order up to 4
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Lemma 8.2 and 8.3 enable a representation of derivatives y(p), z(p) in terms of
elementary differentials FS and GS, respectively. As these representations are
based on special trees, the elementary differentials themselves are defined using
y(k), z(k) for k up to p − 1. A recursive insertion of expressions for y(k), z(k)
into those of y(p), z(p) will make it possible to write derivatives of y and z in
terms of partial derivatives of f and g only. In order to make this process more
transparent we introduce the following notation: For any set T of trees, T k is
the subset of T which consists of all trees with order k.
Definition 8.4. Introduce the following sets of rooted trees,
Tz = {∅} ∪
{
[τ̂1, . . . , τ̂k]z
∣∣ ∃ τ1 τk ∈ STz : τ̂i ∈ T |τi|y },
Tyy = {∅} ∪
{
[τ̂1, . . . , τ̂k, σ̂1, . . . , σ̂l]y








[τ̂1, . . . , τ̂k]z
]
y
∣∣ ∃ τ1 τk ∈ STyz : τ̂i ∈ T |τi|y },
Ty = Tyy ∪ Tyz.
The order of a given tree τ is defined as |τ | =
{
|τ | − |τ | , τ ∈ Ty
|τ | − |τ | + 1 , τ ∈ Tz
.
The trees of order up to 3 are depicted in Table 8.2. Even though Definition 8.4
seems quite technical, the idea is simple: Each tree τ ∈ Ty, σ ∈ Tz is obtained
from a corresponding special tree sp(τ) ∈ STy, sp(σ) ∈ STz, respectively, by
recursively substituting subtrees. As an example consider the tree ∈ STy.
The subtree represents y′ and therefore it is replaced by each element of T 1y ,
respectively. As it happens, this doesn’t change the tree since T 1y = { }. In
contrast to that, the subtree represents z′′ and needs to be replaced by every
tree from T 2z . Thus the special tree gives rise to





order 0 1 2 3
Ty ∅
, , , , , , , , , ,
, , , ,
Tz ∅
, , , , , , , , , , ,
, , , , , ,
Table 8.2: Trees of order up to 3
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As indicated above, the unique special tree giving rise to τ ∈ Ty ∪ Tz will be
denoted as sp(τ).
It is obvious that the number of trees for a given order grows exponentially
as can be seen in Table 8.3. However, the trees can be constructed efficiently
using software tools such as Maple [9].
Not all of the trees in Ty ∪ Tz will lead to independent order conditions. To
this end suitable simplifications will be considered in Section 8.1.2.
The same procedure of recursively substituting subtrees by lower order expres-
sions can be applied to the elementary differentials as well.
Lemma 8.5. Introduce the following elementary differentials
G(σ) =
{
z , σ = ∅
gky
(
F (τ1), . . . , F (τk)
)
, σ =
τ1 τk ∈ Tz
F (τ) =

y , τ = ∅
f , τ =
M−1fky lz′
(
F (τ1), . . . , F (τk), G(σ1), . . . , G(σl)
)





with M = I − fz′gy. Then
y(p) =
∑














α is the number of times that a given elementary differential appears in the
exact solution’s Taylor expansion. α can be calculated recursively as
α(τ) =






α(τ1) · · ·α(τk) , τ =














order p 1 2 3 4 5 6
∑6
p=1
STz 1 2 3 5 7 11 29
STyy 1 1 4 9 19 35 69
STyz 0 1 2 4 6 10 23
Ty 1 2 15 136 1458 17089 18701
Tz 1 3 18 157 1645 19132 20956
Table 8.3: The number of trees for a given order
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Proof. From y = F (∅), z = G(∅), y′ = F ( ) and z′ = gy y′ = G( ) we imme-
diately get α(τ) = 1 for τ ∈ {∅, , }. Let p ≥ 2 be fixed and assume that














τs = [τ1, ..., τk, σ1, ..., σl]y
β(τs)M
−1fky lz′(y




τs = [[τ1, ..., τk]z ]y
β(τs)M
−1fz′gky(y
(|τ1|), . . . , y(|τk|)). (8.6)














Observe that τi and σj are tall trees. In order to distinguish them from τ̂i ∈ Ty
and σ̂j ∈ Tz we use the symbol ·̂ . Inserting (8.7) into (8.6) and using the














β(τs)α(τ̂1) · · ·α(τ̂k)α(σ̂1) · · ·α(σ̂l) ·
· M−1fky lz′(F
(















β(τs)α(τ̂1) · · ·α(τ̂k) ·
· M−1fz′gky
(





τ = [τ̂1, ..., τ̂k, σ̂1, ..., σ̂l]y
β(sp(τ))α(τ̂1) · · ·α(σ̂l)F (τ) +
∑
τ∈T pyz
τ = [[τ̂1, ..., τ̂k]z ]y
β(sp(τ))α(τ̂1) · · ·α(τ̂k)F (τ)
The formula for α(τ), τ ∈ Ty, follows by comparing terms with (8.5). For
σ ∈ Tz the corresponding expression is proved similarly. 





α(τ1) · · ·α(τk)α(σ1) · · ·α(σl). The proof above shows that this
is not correct for τ = [σ]y ∈ Tyz.
As an example consider τ = with sp(τ) = τ . Recall from the computa-








= 3. According to [104] one
calculates α(τ) = 3α( ) = 3 · 3 · α( ) · α( ) = 9, which is wrong. Following
Lemma 8.5, by contrast, we correctly find α(τ) = 3 · α( ) · α( ) = 3. 
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Lemma 8.5 shows how to write the Taylor series expansion of the exact solution
in terms of elementary differentials. In order to simplify notation we introduce
(generalised) B-series in the following definition. These B-series will be the
central tool in the subsequent analysis.
Definition 8.7. Let T be a set of rooted trees. Denote by F (τ) corresponding














is called B-series for the elementary weight function a at (y, z) with stepsize h.
Again, ⊗ denotes the Kronecker product which will often be omitted for con-
venience. If the type of the elementary differentials is clear from the context,
say by specifying the set T , the superscript F will be dropped as well.
Using the result of Lemma 8.5 we arrive at the following B-series representa-
tions.
Corollary 8.8. For r ≥ 1 define the elementary weight functions
S : Ty ∪ Tz → Rr, Si+1(τ) =
{
|τ |! , |τ | = i
0 , otherwise,
i = 0, . . . , r − 1,
E : Ty ∪ Tz → Rr, Ei+1(τ) =
{
|τ |!
(|τ |−i)! , |τ | ≥ i
0 , otherwise,
i = 0, . . . , r − 1.
Let (y, z) be the exact solution of (8.1). Then, for i = 0, . . . , r − 1, scaled



























Proof. With Lemma 8.5 and Definition 8.7 the representations of hiy(i)(t0) and
hiz(i)(t0) are obvious. Recall that the exact solution at t0 + h is given by






. Thus we calculate
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With Corollary 8.8 a large step was taken towards deriving order conditions
for general linear methods in the context of implicit index-1 DAEs – at least in





















It is clear from Figure 8.2 that in order to derive order conditions we need
to find similar expressions for the numerical result y[1], z[1] after taking one
step with the general linear method. The derivation of corresponding B-series
representations is the aim of the next section.
8.1.2 Taylor Expansion of the Numerical Solution
Let M = [A,U ,B,V ] be a general linear method having a nonsingular ma-
trix A. We assume that M is given in Nordsieck form and consider one step
of the numerical scheme (8.4). Let the initial values y(t0) = y0, z(t0) = z0





























involved in computing the numerical result. The definition of the elementary
weight functions v, k, y and z will be given in due course. Before doing so a
preliminary definition will prove useful.










Figure 8.2: One step taken by a GLM M for the problem (8.1).
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Definition 8.9. For any given elementary weight function a : Ty → Rs with
a(∅) = e =
[
1 · · · 1
]>
define






e , σ = ∅,
a(τ1) · · ·a(τk) , σ =
τ1 τk
.
Observe that even though a is defined on Ty, aD operates on the set Tz.









([ ]y) = a(∅) = e.
Obviously, D is closely related to the derivative operator used in [25]. However,
when dealing with implicit index-1 DAEs, D has a slightly different meaning.
In the next lemma we show that D expresses the relationship z = g(y) on the
level of elementary weight functions.
Lemma 8.10. Let v : Ty → Rs be an elementary weight function satisfying
v(∅) = e =
[
1 · · · 1
]>
. If the initial values (y0, z0) are consistent, then the
following relation holds
g̃(BTy(v; y0, z0)) = BTz(vD; y0, z0).








= e⊗ g(y0) = e⊗ z0 = (BTz(vD; y0, z0))
h=0
.

























for k ≥ 1. With this notation, Lemma 8.2, 8.5 and the multi-linearity of the


























β(σ)α(τ̂1) · · ·α(τ̂k)︸ ︷︷ ︸
=α([τ̂1,...,τ̂k]z)















which already proves the assertion. 
8.1 Order Conditions for the Local Error 137
Lemma 8.10 establishes the relationship z = g(y) on the level of elementary
weight functions. As (8.1) is a coupled system of two equations, the equation
y′ = f(y, z′) has to be addressed as well. In order to do so we give the following
definition.
Definition 8.11. Given the general linear method M = [A,U ,B,V ] with non-
singular A define the following elementary weight functions:
v : Ty → Rs, v(τ) = A l(τ) + U S(τ)
l : Ty → Rs, l(τ) =

0 , τ = ∅,
e , τ =
|τ |v(τ1) · · · v(τk)k(σ1)|σ1| · · ·
k(σl)
|σl|









(σ) = A k(σ) + U S(σ).
S denotes the elementary weight function representing exact Nordsieck vectors
y[0] = BTy(S; y0, z0) and z
[0] = BTz(S; y0, z0). This map was already introduced
in Corollary 8.8. Observe that v(∅) = U S(∅) = U e1 = e due to pre-consistency
(cf. Definition 7.4). Thus vD can be constructed as in Definition 8.9. Indeed,




(σ) and S(σ) since A is nonsingular by as-
sumption.
Example 8.12. In order to get a feeling for how these elementary weight
functions look like, we want to calculate v( ). For simplicity, assume that
r ≥ 4 such that
[
u1 u2 u3 u4 · · ·
]
denotes the columns of U .
Descending into the recursion:
v( ) = A l( ) + 6u4
l( ) = 3
2
v( )k( ) k( ) = A−1
(
v( )2 − 2u3
)
v( ) = A l( ) + u2
l( )= e
Ascending from the recursion:







l( ) = 3
2
c A−1(c2 − 2u3) k( ) = A−1(c2 − 2u3)
v( )= A e +u2 =: c
l( )= e
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In the above calculations the vector c = v( ) = A e + u2 = Ae + Ue2 was
used as suggested by 7.8 in the previous section. Recall that α1 = e2 =[
0 1 0 · · · 0
]>
for methods in Nordsieck form. Vector-vector products such
as c2 have to be understood in a component-by-component sense.
Again, let us stress that these computations can be carried out efficiently using
computer algebra tools such as Maple [9, 112]. 
Equipped with the elementary weight functions from Definition 8.11 we subject
the equation y′ = f(y, z′) to closer scrutiny.
Lemma 8.13. Consider v, l and k from Definition 8.11. Then the following
relation holds
h f̃(BTy(v; y0, z0), 1hBTz(k; y0, z0)) = BTy(l; y0, z0). (8.9)
Before proving Lemma 8.13 some brief remarks are due. Lemma 8.13 together
with Definition 8.11 reveals how B-series relate to the equation y′ = f(y, z′).
It comes as no surprise that the interaction of y, y′ and z′ complicates matters
considerably. It is for this reason that Definition 8.11 is not that straightfor-
ward. However, Lemma 8.10 and 8.13 are the key results for proving that the
quantities involved in the numerical scheme (8.4) are all B-series. As a guide
through the following computations keep in mind that finally we want to prove
(8.8), i.e. v represents the stages Y , but l and k represent the scaled stage
derivatives hY ′ and hZ ′, respectively.
Proof. The idea of the proof is similar to the one of Lemma 8.10. Notice that
1
h
BTz(k; y0, z0) represents the formal series
1
h











The zero-order term k(∅)z0 1h is not present since k(∅) = 0. This follows imme-
diately from the pre-consistency conditions in Definition 7.4. A similar remark
applies to 1
h
BTy(l; y0, z0) as well.

























where k( ) = e was used. This relation is a consequence of Definition 8.11. In
order to prove a similar result for higher derivatives, we consider Ȳ (k) defined
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for k ≥ 1. We will calculate derivatives of the left hand side of (8.9). Using
Lemma 8.5 and the multi-linearity of fky lz′ we find( dp
dhp
(






τ = [τ1, ..., τk, σ1, ..., σl]y
β(τ) fky lz′
(







τ = [τ̂1, ..., τ̂k, σ̂1, ..., σ̂l]y
α(τ)v(τ̂1) · · ·v(τ̂k)
k(σ̂1)
|σ̂1|













The definition of l was already inserted here to simplify expressions. With










in more detail. Recall that for σ ∈ Tz we have τ = [σ]y ∈ Tyz if and only if σ
has at least two subtrees, i.e. σ = [τ1, . . . , τk]z with k ≥ 2. In this situation we






α(τ)l(τ) MF (τ). (8.12)
On the other hand if σ = [τ ]z ∈ Tz, then α(σ) = α(τ) (since β(sp(σ)) = 1),
S(σ) = S(τ) and the definition of v yields l(σ) = A−1
(
v(τ) − U S(τ)
)
= l(τ).
Finally, fz′G(σ) = fz′gy F (τ) = (I −M)F (τ). Putting all this together yields∑




α(τ) l(τ) (I −M)F (τ). (8.13)
Inserting (8.11), (8.12), (8.13) into (8.10) concludes the proof since( dp
dhp
(






α(τ) l(τ)F (τ). 
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Taking a closer look at Lemma 8.10 and 8.13 the Taylor expansion of the nu-
merical solution is now obvious. It remains to collect the result in the following
theorem.
Theorem 8.14. Let y[0] = BTy(S; y0, z0) and z
[0] = BTz(S; y0, z0) be exact
Nordsieck vectors. Consider one step taken by the general linear method M,
Y = hA f̃(Y, Z ′, tc) + U y[0], g̃(Y, tc) = hAZ ′ + U z[0], (8.14a)
y[1] = hB f̃(Y,Z ′, tc)+V y[0], z[1] = hBZ ′+V z[0]. (8.14b)
Then the stages Y , the stage derivatives hZ ′ as well as the output quantities
y[1], z[1] are B-series
Y = BTy(v; y0, z0), hZ
′ = BTz(k; y0, z0), (8.14c)
y[1] = BTy(y; y0, z0), z
[1] = BTz(z; y0, z0), (8.14d)
where
y(τ) = B l(τ) + V S(τ), τ ∈ Ty, z(σ) = B k(σ) + V S(σ), σ ∈ Tz.
The elementary weight functions v, l and k are given in Definition 8.11.
Proof. Consider the elementary weight function v = A l + U S from Defini-
tion 8.11. Using B-series notation and applying Lemma 8.13 shows that
BTy(v; y0, z0) = ABTy(l; y0, z0) + U BTy(S; y0, z0) (8.15a)
= h f(BTy(v; y0, z0), 1hBTz(k; y0, z0)) + U BTy(S; y0, z0).
On the other hand, Lemma 8.10 and the definition of k yields
g(BTy(v; y0, z0)) = BTz(vD; y0, z0)
= ABTz(k; y0, z0) + U BTz(S; y0, z0).
(8.15b)
Thus, comparing (8.15) with (8.14a) reveals that the stages are B-series given
by (8.14c). Due to linearity (8.14d) is an immediate consequence of (8.14b)
and (8.14c). 
8.1.3 Order Conditions
The previous two sections were devoted to deriving B-series representations of
both the analytical and the numerical solution. By comparing these Taylor
series expansions it is possible to derive order conditions for general linear
methods applied to implicit index-1 DAEs.
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We assume that exact initial values y0 = y(t0), z0 = z(t0) are given. For
general linear methods this information is not enough to start the integration,
but we need to calculate initial input vectors y[0] and z[0]. We assume that the










where S is defined in Corollary 8.8. Using y[0] and z[0] as input quantities we
employ a given general linear method to calculate output vectors y[1] and z[1].
Recall from Definition 7.1 that the method has order p if
y[1] = ŷ[1] +O(hp+1), z[1] = ẑ[1] +O(hp+1).
Here, ŷ[1] = BTy
(
S; y(t0 + h), z(t0 + h)
)
and ẑ[1] = BTz
(
S; y(t0 + h), z(t0 + h)
)
are obtained by applying the starting procedure S to the exact solution at the
next timepoint (see Figure 8.2 on page 135).
If we restrict attention to methods in Nordsieck form, Corollary 8.8 and The-



















Thus order conditions can be derived by comparing elementary weight func-
tions.
Theorem 8.15. Let M = [A,U ,B,V ] be a general linear method in Nordsieck
form with a nonsingular matrix A. M has order p for implicit index-1 DAEs
(8.1) if and only if
y(τ) = E(τ) ∀ τ ∈ Ty with |τ | ≤ p,
z(σ) = E(σ) ∀ σ ∈ Tz with |σ| ≤ p. 
If a general linear method is applied to implicit index-1 DAEs (8.1), it produces
results with a local error of order O(hp+1) if and only if the conditions of
Theorem 8.15 are satisfied. However, recall from Table 8.3 that the number
of trees for a given order, and thus the number of order conditions, grows
exponentially.
In the remainder of this section we focus on simplifying the result of Theo-
rem 8.15. As a first step the close relationship between l, k and y, z, respec-
tively, is investigated. It will turn out that it suffices to consider trees in Ty
only. The trees from Tz yield no additional order conditions.
Lemma 8.16. Let M be a general linear method in Nordsieck form with a
nonsingular matrix A. Then for every tree σ ∈ Tz there is a tree τ ∈ Ty such
that |σ| = |τ | and k(σ) = l(τ), z(σ) = y(τ).
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Proof. Recall that S(∅) = e1 =
[
1 0 · · · 0
]>
is the first canonical unit vector
for methods in Nordsieck form. The first column of U is given by U e1 = e =[
1 · · · 1
]>
due to pre-consistency (Definition 7.4).









= 0 = l(∅).
For |σ| ≥ 1 we distinguish two cases:
(a) σ = [τ ]z for some τ ∈ Ty.





v(τ) = A l(τ) + U S(τ) we find k(σ) = A−1
(
(vD)(σ) − U S(σ)
)
= l(τ).
This immediately implies z(σ) = y(τ) as well.
(b) σ = [τ1, . . . , τk]z with τi ∈ Ty and k ≥ 2.
Let τ = [σ]y, i.e. we attach σ to a new black root. Then τ ∈ Tyz and,
again, |τ | = |σ|. Definition 8.11 yields l(τ) = |τ |k(σ)|σ| = k(σ) and thus
z(σ) = y(τ). 
If τ ∈ Ty is a tree corresponding to σ ∈ Tz in the sense of Lemma 8.16, then
τ and σ have the same order. Therefore E(τ) = E(σ) (cf. Corollary 8.8) and,
due to y(τ) = z(σ), the elementary weight function z can be omitted from
Theorem 8.15.
Another means of reducing the number of order conditions considerably is to
study simplified trees. This was already done in [104].
Definition 8.17. Every tree τ ∈ Ty can be associated with a simplified tree τ̄
as follows: If a white [black] node (except the root) has no ramifications and
is followed by a black [white] node, then the tree can be simplified by removing
these two nodes (see Figure 8.3). The simplified tree τ̄ corresponding to τ is
the tree which is simplified as much as possible.
T̄y = { τ̄ | τ ∈ Ty } is the set of simplified trees.
  
τ τ̄ τ τ̄
Figure 8.3: Simplification of trees.
Pictorial representations of the simplified trees up to order 4 are given in Ta-
ble 8.5 on page 144. Observe that simplifying a tree does not change its order.
The significance of the simplified trees is straightforward: The order conditions
generated by T̄y coincide with those generated by Ty.
Lemma 8.18. Let τ ∈ Ty. Then it holds that y(τ) = y(τ̄).
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Proof. The proof is similar to the one carried out in [104]. Let τ ∈ Ty be a tree







[τ1, . . . , τk, σ1, . . . , σl]y
]
z
as a (proper) subtree.
The white root has no ramifications but is followed by a black node. Thus the
first simplification rule applies. Notice that η is attached to one of τ ’s black
nodes, i.e. ξ = [ξ1, . . . , ξm, η, η2, . . . , ηn]y is again a subtree of τ (where τ = ξ
is possible). Since y(τ) is calculated by evaluating l and k for τ ’s subtrees
(depending on the subtrees’ roots), in order to prove y(τ) = y(τ̄) it suffices to
show that l(ξ) = l(ξ̄) where ξ̄ = [ξ1, . . . , ξm, τ1, . . . , τk, σ1, . . . , σl, η2, . . . , ηn]y.
From Lemma 8.16 we know that
































[ξ1, . . . , ξm, τ1, . . . , τk, σ1, . . . , σl, η2, . . . , ηn]y
)
= l(ξ̄).








is a subtree of τ . Two cases are possible: Either η is attached to a black node,
such that ξ = [η, η2, . . . , ηk, σ1, . . . , σl]y is a subtree of τ , or η is connected to a
white node and ξ = [η, η2, . . . , ηk]z is one of τ ’s subtrees.
In both cases l(ξ) = l(ξ̄) and k(ξ) = k(ξ̄) is shown along the lines of the
reasoning above. The crucial point to notice is that v(η) = v(τ1) · · ·v(τk).
Up to now only one simplification step was considered. However, it is clear
that the arguments can be repeated recursively. 
With Lemma 8.18 we can state the final version of the order conditions.
Theorem 8.19. Let M be a general linear method in Nordsieck form with a
nonsingular matrix A. M has order p for implicit index-1 DAEs (8.1) if and
only if
y(τ) = E(τ) ∀ τ ∈ T̄y with |τ | ≤ p.
Proof. We start from the order conditions of Theorem 8.15. It is, however,
sufficient to require y(τ) = E(τ) for all trees τ ∈ Ty with |τ | ≤ p as Lemma 8.16
showed that the trees from Tz yield no additional order conditions.
Because of Lemma 8.18 we can restrict attention to trees from the smaller set
T̄y instead of Ty. 
The number of order conditions up to p = 6 is given in Table 8.4. Even though
these numbers are still increasing exponentially, compared to Table 8.3 the
number of order conditions is significantly reduced by considering simplified
trees.
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In order to write down the order conditions for a given general linear method
M = [A,U ,B,V ] with s internal and r external stages, it is convenient to split
U =
[




v1 v2 · · · vr
]
order 1 2 3 4 5 6
∑
T̄y 1 2 6 21 81 336 447
Table 8.4: The number of order conditions
no. order τ y(τ) = E(τ)
1 1 Be+ v2 =
[
1 1 0 0 0
]>
2 2 2Bc+ 2 v3 =
[
1 2 2 0 0
]>
3 2 BA−1 (c2 − 2u3) + 2 v3 =
[
1 2 2 0 0
]>
4 3 3B (2Ac+ 2u3) + 6 v4 =
[
1 3 6 6 0
]>
5 3 3Bc2 + 6 v4 =
[




c (2Ac+ 2u3)− 6u4
)
+ 6 v4 =
[
1 3 6 6 0
]>
7 3 BA−1 (c3 − 6u4) + 6 v4 =
[




BcA−1 (c2 − 2u3) + 6 v4 =
[






A−1 (c2 − 2u3)
)2
+ 6 v4 =
[




A (Ac+ u3) + u4
)
+ 24 v5 =
[
1 4 12 24 24
]>
11 4 12B (Ac2 + 2u4) + 24 v5 =
[
1 4 12 24 24
]>
12 4 8Bc (Ac+ u3) + 24 v5 =
[
1 4 12 24 24
]>
13 4 4Bc3 + 24 v5 =
[




AcA−1 (c2 − 2u3) + 4u4
)
+ 24 v5 =
[










+ 24 v5 =
[




c (Ac2 + 2u4)− 8u5
)
+ 24 v5 =
[




(Ac+ u3)2 − 6u5
)
+ 24 v5 =
[




c2 (Ac+ u3)− 12u5
)
+ 24 v5 =
[
1 4 12 24 24
]>
19 4 BA−1 (c4 − 24u5) + 24 v5 =
[




BcA−1 (c3 − 6u4) + 24 v5 =
[






c (Ac+ u3)− 3u4
)
+ 24 v5 =
[
1 4 12 24 24
]>
22 4 4B (Ac+ u3)A−1 (c2 − 2u3) + 24 v5 =
[
1 4 12 24 24
]>
23 4 2Bc2A−1 (c2 − 2u3) + 24 v5 =
[










+ 24 v5 =
[












+ 24 v5 =
[




BA−1 (c2 − 2u3)A−1 (c3 − 6u4) + 24 v5 =
[






c (Ac+ u3)− 3u4
)
+ 24 v5 =
[




A−1 (c2 − 2u3)
)2
+ 24 v5 =
[
















+ 24 v5 =
[








+ 24 v5 =
[
1 4 12 24 24
]>
Table 8.5: Simplified trees of order up to 4 and corresponding order conditions.
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columnwise. Definition 8.11 and Theorem 8.14 show how to calculate y for
every tree τ ∈ T̄y. The order condition corresponding to τ ∈ T̄y is obtained by
equating y(τ) and E(τ). Since E(τ) depends only on the order of τ , E needs
to be calculated only once for every order.
Example 8.20. Let us investigate the order condition associated with the







Using the definition of y from Theorem 8.14 yields







Since |τ | = 3, we find E(τ) = e1 + 3 e2 + 6 (e3 + e4), where ei denotes the i-th








+ 6 v4 = e1 + 3 e2 + 6 (e3 + e4). 
The simplified trees of order up to 4 and their corresponding order condi-
tions are given in Table 8.5. The conditions stated there were calculated for
s = r = 5. However, they are valid for arbitrary s, r as well. In general one
has to use the convention uk = 0 for k > s and vk = 0 for k > r.
Unfortunately there is no “simple” procedure to read the order conditions di-
rectly from a given tree as is the case for Runge-Kutta methods. Due to the
multivalue structure of the method it seems unavoidable to use a recursive
approach for general linear methods.
Observe that each order condition is an equation in Rr. Taking a closer look,
it turns out that the order conditions derived for Runge-Kutta methods by
Kværnø in [104] re-appear in the vector’s first components. This is no surprise
as Runge-Kutta methods are a special case of general linear methods with
r = 1.
It is well known for Runge-Kutta methods that sufficiently high stage order
guarantees that the order conditions for DAEs are satisfied [84]. A similar
remark holds when general linear methods are applied to implicit index-1 DAEs.
We will investigate this situation in more detail.
8.1.4 Order Conditions and Stage Order
We know from Theorem 7.6 that a general linear method M = [A,U ,B,V ] has
order p and stage order q = p for ordinary differential equations if and only if
UW = C −ACK, VW = WE − BCK.
The matrix W =
[
α0 · · ·αp
]
is closely related to Definition 7.1 where order
and stage order are defined. Recall that for methods in Nordsieck form with
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s = r = p + 1 this matrix is given by W = I. Thus general linear methods in
Nordsieck form with s=r have order and stage order p=q =s−1 if and only if
U = C −AC K V = E − BC K. (8.16)
The matrices C, E and K are defined in Theorem 7.1. In this section we
will show that, given these definitions for U and V , the method has order p
for implicit index-1 DAEs (8.1) as well. We start by studying the elementary
weight function l.
If U and V are chosen in the special way (8.16), then l can be calculated simply
as l(τ) = CK S(τ). We prove this statement in the following result.
Lemma 8.21. Let M = [A,U ,B,V ] be a general linear method in Nordsieck
form with s = r = p+ 1 and U = C −AC K, V = E − BC K. Then
l(τ) = C K S(τ) ∀ τ ∈ T̄y with |τ | ≤ p. (8.17)





· · · cp
p!
]
and C K =
[




Using the definition of the exact starting procedure S from Corollary 8.8 we
find
C S(τ) = c|τ | and C K S(τ) = |τ | c|τ |−1 ∀ |τ | ≤ p.
For τ = ∅ and τ = it is straightforward to calculate l(∅) = 0 = C K S(∅)
and l( ) = e = C K S( ), respectively. Assume that (8.17) holds for all trees
τ with order |τ | ≤ k where 1 ≤ k < p. Let τ be an arbitrary tree with order
|τ | = k + 1. Again we distinguish two cases:





The tree |τ | has order k + 1 by assumption and therefore |τi| ≤ k and
|σj| ≤ k− 1. Evaluating v for the subtrees τi yields, due to the induction
hypothesis,
v(τi) = A l(τi) + U S(τi)
= AC KS(τi) + (C −AC K)S(τi) = C S(τi).
Since |σj| = |[σj]y| we have k(σj) = l([σj]y) = C K S([σj]y) = |σj| c|σj |−1.
Combining these two results it turns out that













= |τ | c|τ1|+···+|τk|+(|σ1|−1)+···+(|σl|−1).
Recall from Definition 8.4 that

















such that l(τ) = |τ | c|τ |−1 = CK S(τ).
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(b) τ =
τ1 τk
= [σ]y ∈ Tyz
In this case we have |τ | = |σ|. Thus we can not apply the induction
hypothesis directly but we have to take one step further into the recursion.
Let σ =
τ1 τk







i=1 C S(τi) = c
|τ | = C S(τ).
Observe that l(τ) = k(σ) and S(τ) = S(σ) such that






C S(τ)− (C −AC K)S(τ)
)
= C K S(τ). 
With Lemma 8.21 all the preparatory work is done and we can proceed to
formulating the desired result that links the order conditions for implicit in-
dex-1 DAEs to the property of a general linear method to have high order and
stage order for ordinary differential equations.
Theorem 8.22. Let M be a general linear method in Nordsieck form satisfying
s = r > 1. Assume that M has order and stage order equal to p = q = s − 1
for ordinary differential equations. Then M has order p for implicit index-1
DAEs (8.1).
Proof. SinceM has order and stage order p = q = s−1 for ordinary differential
equations, we know from Theorem 7.1 that U = C−AC K and V = E−BC K.
Theorem 8.14 and Lemma 8.21 then yield
y(τ) = B l(τ) + V S(τ) = BC K S(τ) + (E − BC K)S(τ) = E S(τ)
for every tree with |τ | ≤ p. In order to show that the order conditions for
implicit index-1 DAEs are satisfied, it remains to show that E S(τ) = E(τ).
However, this is clear from the definition of E in Corollary 8.8 as the i-th










δ|τ |+1,j|τ |! =
|τ |!
(|τ |+ 1− i)!





= 0 otherwise. 
8.2 Convergence for Implicit Index-1 DAEs
The order conditions from Theorem 8.19 and 8.22 make it possible to derive
general linear methods in Nordsieck form with a given local error when applied
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to implicit index-1 DAEs (8.1). However, when calculating the numerical so-
lution the local error contributions accumulate over a series of steps taken by
the method. Thus we have to study the global error
εyn = y
[n] − ŷ[n] and εzn = z[n] − ẑ[n].
Recall that ŷ[n] and ẑ[n] denote Nordsieck vectors obtained by applying the
starting procedure S to the exact solution y(tn) and z(tn) at timepoint tn,
respectively (see Figure 8.4).
Only if the global error can be bounded in terms of the local error, the scheme
is said to be stable and the numerical solution converges to the exact result if
the stepsize h tends to zero.
The convergence results presented in this section follow ideas from [84, 104].
The existence of GLM solutions and the influence of perturbations is studied
first. Then the main convergence result is proved in Theorem 8.27.
Hairer, Lubich and Roche [84] studied the application of Runge-Kutta methods
to DAEs in Hessenberg form having index µ ∈ {1, 2, 3}. Here, we investigate
general linear methods for implicit index-1 systems (8.1) instead. Observe that
a reformulation (8.1) in Hessenberg form typically increases the index to 2.
Fully implicit DAEs were studied by Kværnø in [104]. She considered Runge-
Kutta methods for the numerical solution of index-1 DAEs f(v, v′) = 0. The
aim of this section is to generalise her results to the case of general linear
methods.
Naturally, the mathematical techniques used in this section, in particular ho-
motopy arguments and careful ’big-O’ calculations, are very similar to the ones
used when analysing Runge-Kutta methods for fully implicit index-1 problems.
Unfortunately even for Runge-Kutta methods the threefold result of existence
of solutions, influence of perturbations and convergence is obtained only with
considerable technical effort. Nevertheless, as these results are seminal for nu-
merical computations it is essential to verify them for the class of general linear






ŷ[1] ŷ[2] ŷ[n−1] ŷ[n]
E E E








Figure 8.4: The global error for general linear methods. Only the y compo-
nent is drawn for simplicity.
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methods as well. It is a rather nice result that almost all ideas carry over from
the Runge-Kutta to the general linear case.
However, there are also new aspects coming into the play. Namely the concept
of consistency from Definition 7.4 and 7.5 is needed in Theorem 8.23 when prov-
ing the existence of solutions for the numerical scheme. Also, the requirement
|1 − b>A−1e| < 1 for Runge-Kutta methods [10, 84, 104] has to be replaced
by the power boundedness of the matrix M∞ = V − BA−1U . This matrix
is the general linear method’s stability matrix M(z) evaluated at infinity (see
Section 7.2 or [25]).
We consider the application of a general linear method M = [A,U ,B,V ] to the
implicit index-1 equation (8.1). If y[0] and z[0] are some input vectors for the
first step, we need to study the system
Y ′ = f̃(Y, Z ′), (8.18a)
Y = hAY ′ + U y[0], g̃(Y ) = hAZ ′ + U z[0], (8.18b)
y[1] = hB f̃(Y, Z ′) + V y[0], z[1] = hBZ ′ + V z[0]. (8.18c)





>, . . . , f(Ys, Z
′
s)
>]> and g̃(Y ) = [g(Y1)>, . . . , g(Ys)>]>













As usual Kronecker products in (8.18) were left out to simplify notation. In
contrast to (8.4) explicit representations of the stage derivatives Y ′ = f̃(Y, Z ′)
are used and Y ′ is not inserted into (8.18b). This will turn out to be useful
when proving existence of solutions and convergence for the numerical scheme.
Theorem 8.23 (Existence of solutions). Let M be a consistent general linear
method with nonsingular matrix A. Let the input vectors be given by
y
[0]
i = α0iν + hα1iµ+O(h2), z
[0]
i = α0iη + hα1iζ +O(h2)
for i = 1, . . . , r with ν, µ, η, ζ ∈ Rn. As in Definition 7.4, 7.5 the elements
α0, α1 ∈ Rr denote the pre-consistency and consistency vector, respectively.
Assume that
f(ν, ζ) = µ+O(h), g(ν) = η +O(h2), gy(ν)µ = ζ +O(h2) (8.19)
and that the matrices (I−fz′gy)−1, fy and fz′ remain bounded in an h-indepen-
dent neighbourhood of (ν, ζ). Then there exists a unique solution of (8.18a),
(8.18b) satisfying
Yi = ν +O(h), Z ′i = ζ +O(h).
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Proof. First define1 ȳ = h(A e)µ + U y[0] and z̄ = h(A e) ζ + U z[0] using the
vector e = [1, . . . , 1]> ∈ Rs. Consider the homotopy
Y ′ = f̃(Y, Z ′) + (τ − 1)
(
f̃(ȳ, e⊗ ζ)− e⊗ µ
)
, Y = hAY ′ + Uy[0],





For τ = 0 this system has the obvious solution Y = ȳ, Y ′ = e⊗µ and Z ′ = e⊗ζ,
but for τ = 1 it is equivalent to (8.18a), (8.18b).
Considering Y , Y ′ and Z ′ as functions of τ we differentiate with respect to this
parameter and obtain
Ẏ ′ = {fy} Ẏ + {fz′} Ż ′ + f̃(ȳ, e⊗ ζ)− e⊗ µ, Ẏ = hA Ẏ ′,
{gy} Ẏ = hA Ż ′ + z̄ − g̃(ȳ),








. The matrices {fz′} and
{gy} are defined similarly. Due to Ẏ = hA Ẏ ′ we find that Ẏ ′ and Ż ′ satisfy
Ẏ ′ − h{fy}A Ẏ ′ = {fz′} Ż ′ + f̃(ȳ, e⊗ ζ)− e⊗ µ,






























Since gy(Yi)aij = aijgy(Yj)+O(d) provided that ‖Yi−Yj‖ ≤ d with d indepen-
dent of h, the block in the upper left corner can be written as
I − h{fy}A − {fz′}A−1{gy}A = I − {fz′gy} − h{fy}A+O(d). (8.20)
By assumption M = I−fz′gy is nonsingular in a neighbourhood of (ν, ζ). Thus,
(8.20) is also nonsingular for h and d sufficiently small.
Therefore the coefficient matrix of the above system has a bounded inverse.
As (8.19) ensures that the right-hand side is O(h), standard arguments as in
[84, theorem 4.1] show that Y ′i = µ+O(h), Z ′i = ζ +O(h). It remains to note
that due to pre-consistency we have Uα0 = e and therefore Uy[0] = e⊗ν+O(h)
which shows Y = hAY ′ + Uy[0] = e⊗ ν +O(h).
The uniqueness of the solution is obtained in the same way as in [84]. 
1Using Kronecker products ȳ reads ȳ = h(A e) ⊗ µ + (U ⊗ Im1)y[0] in more detail. A
similar expression holds for z̄.
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When using the scheme (8.18) to solve (8.1) numerically, all the computations
are performed on some computer architecture. Thus the computed results will
not only suffer from inaccuracies due to the method (local and global error)
but also from the fact that all calculations are performed in finite precision.
The influence of these perturbations is studied in the next result.
Theorem 8.24 (Influence of perturbations). Let the assumptions of theorem
8.23 be satisfied. Denote the solution of (8.18a), (8.18b) by Y ′, Y and Z ′.
Assume that Ȳ ′, Ȳ , Z̄ ′ satisfy the perturbed system
Ȳ ′ = f̃(Ȳ , Z̄ ′) + δ, (8.21a)
Ȳ = hA Ȳ ′ + U ȳ[0], g̃(Ȳ ) = hA Z̄ ′ + U z̄[0] + θ, (8.21b)
where the input vectors satisfy
ȳ[0] − y[0] = O(h2), z̄[0] − z[0] = O(h2). (8.22)
If the perturbations are of order δ = O(h) and θ = O(h2) then there is a
constant C > 0 such that∥∥∥[ Ȳ ′−Y ′Z̄′−Z′ ]∥∥∥ ≤ C (‖ȳ[0] − y[0]‖+ ‖δ‖+ 1h‖z̄[0] − z[0]‖
+ 1
h
‖gy(η, ζ) (ȳ[0] − y[0])‖+ 1h‖θ‖)
(8.23)
provided that h is sufficiently small.
The norm used in (8.23) for super vectors is given by∥∥∥[ Ȳ ′−Y ′Z̄′−Z′ ]∥∥∥ = max (‖Ȳ ′ − Y ′‖, ‖Z̄ ′ − Z ′‖) = smaxi=1 (‖Ȳ ′i − Y ′i ‖, ‖Z̄ ′i − Z ′i‖)
where ‖ · ‖ denotes some vector norm in Rm1 or Rm2 , respectively.
Proof. The result of Theorem 8.24 is obtained very similar to the proof of
Theorem 8.23, but a different homotopy is used:
Y ′ = f̃(Y, Z ′) + (1− τ) δ,
g̃(Y ) = hAZ ′ + U z[0] + (1− τ)
(
θ + U (z̄[0] − z[0])
)
,
Y = hAY ′ + U y[0] + (1− τ)U(ȳ[0] − y[0]).
For τ = 1 this system is (8.18a), (8.18b), but for τ = 0 it coincides with (8.21).
See [84, 104] for more details. 
Before we continue to study the propagation of errors over several consecutive
steps we remark that (8.22) and (8.23) imply∥∥∥[ Ȳ ′−Y ′Z̄′−Z′ ]∥∥∥ ≤ C1h (8.24a)
for δ = 0, θ = 0. But if ȳ[0] − y[0] = O(h) and z̄[0] − z[0] = O(h), we only have∥∥∥[ Ȳ ′−Y ′Z̄′−Z′ ]∥∥∥ ≤ C2. (8.24b)
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Lemma 8.25 (Error propagation). Let the assumptions of Theorem 8.23 be
satisfied. Denote exact input vectors2 by ŷ[n], ẑ[n] and assume that
y[n] = ŷ[n] + εyn, z
[n] = ẑ[n] + εzn with ‖εyn‖ = O(hp), ‖εzn‖ = O(hp).
Let (y[n+1], z[n+1]) be the numerical solution obtained after n steps. Then the
global error satisfies the recursion
εn+1 = M∞ Sn εn + V Pn εn − dn+1 + η (8.25)
where M∞ = V − BA−1U is the method’s stability matrix evaluated at infinity,





hp+1), for p ≥ 2, or p = 1 and f linear in z′,
O
(
h), for p = 1 and f nonlinear in z′.




−gyM−1 I + gyM−1fz′
]
, Pn = I − Sn,






Remark 8.26. In order to simplify matters, (8.25) is a slight abuse of nota-


































M∞ ⊗ S1n M∞ ⊗ S2n




V ⊗ P1n V ⊗ P2n











Proof. Using exact input vectors we find
Ŷ ′ = f̃(Ŷ , Ẑ ′), (8.26a)
Ŷ = hA Ŷ ′ + U ŷ[n], g̃(Ŷ ) = hA Ẑ ′ + U ẑ[n] (8.26b)
ŷ[n+1] = hB Ŷ ′ + V ŷ[n] + dyn+1, ẑ[n+1] = hB Ẑ ′ + V ẑ[n] + dzn+1 (8.26c)




iz(i)(tn), i = 1, . . . , r, for methods in Nord-
sieck form.
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with local error dyn+1, d
z
n+1. On the other hand
Y ′ = f̃(Y, Z ′), (8.27a)
Y = hAY ′ + U y[n], g̃(Y ) = hAZ ′ + U z[n] (8.27b)
ŷ[n+1] = hB Y ′ + V y[n] + εyn+1, ẑ[n+1] = hBZ ′ + V z[n] + εzn+1 (8.27c)
with global error εyn+1, ε
z
n+1. Introduce ∆Y
′ = Y ′ − Ŷ ′, ∆Z ′ = Z ′ − Ẑ ′ and
assume that
‖εyn‖ ≤ ε, ‖εzn‖ ≤ ε, ‖∆Y ′‖ ≤ δ, ‖∆Z ′‖ ≤ δ.
(8.24) implies δ = O(h) for p ≥ 2 and δ = O(1) for p = 1. By assumption we
have ε = O(hp). Writing Z ′ = Ẑ ′ +∆Z ′ and Y = Ŷ +hA∆Y ′+U εyn, we may
linearise f in (Ŷ , Ẑ ′) such that









and so on are notations similar
to the ones already introduced in the proof of Theorem 8.23. The term ηf
contains higher order terms of the form
{fy}
(















, . . .








+O(h). Similar estimates hold for the other
derivatives. It turns out that
f̃(Y, Z ′) = f̃(Ŷ , Ẑ ′) + fz′ ∆Z
′ +O
(
hδ + ε+ δ2 + hδ2
)
. (8.28)






. Similar calculations show that
g̃(Y ) = g̃
(
Ŷ + hA∆Y ′ + U εyn
)
= g̃(Ŷ ) + {gy}
(
hA∆Y ′ + U εyn
)
+ ηg,
where ηg contains higher order terms of the form {gyy}
(
hA∆Y ′ + U εyn
)2
and
so on. With Ŷi = y(tn) +O(h) we get ηg = O
(
h2δ2 + hδε+ ε2
)
and finally
g̃(Y ) = g̃(Ŷ ) + gy ·
(




h2δ2 + h2δ + hε
)
. (8.29)
Using (8.28), (8.29) together with (8.26), (8.27) we find
∆Y ′ = f̃(Y, Z ′)− f̃(Ŷ , Ẑ ′) = fz′∆Z ′ +O
(
















hA∆Y ′ + U εyn
)
− U εzn) +O
(








A−1U εzn +O(hδ2 + hδ + ε)

(8.30)
154 8 Implicit Index-1 DAEs
The calculations performed here involve several Kronecker products [91]. For
more clarity observe that
A−1 · gy · A∆Y ′ = (A−1 ⊗ Im2)(Is ⊗ gy)(A⊗ Im1)∆Y ′
= (A−1A⊗ gy)∆Y ′ = (Is ⊗ gy)∆Y ′ ∈ Rsm2
and similarly
A−1 · gy · U εyn = (A−1 ⊗ Im2)(Is ⊗ gy)(U ⊗ Im1)εyn = (A−1U ⊗ gy)εyn
= (Is ⊗ gy)(A−1U ⊗ Im1)εyn ∈ Rsm2 .
In the equations on the previous page we wrote gy ∆Y
′ = (Is ⊗ gy)∆Y ′ and
gyA−1U εyn = (Is ⊗ gy)(A−1U ⊗ In)εyn in order to shorten notations.

































−1 I + gyM
−1fz′
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−gyM−1 I + gyM−1fz′
]
(8.32)
is a projector function. All matrix functions occurring in the definition of Sn






Since ‖εyn‖ ≤ ε, ‖εzn‖ ≤ ε we infer from the inequality (8.31) that∥∥[∆Y ′
∆Z′
]∥∥ ≤ K (hδ + ε+ δ2 + hδ2 + ε
h
)
with some constant K. As in [104, 111] it is possible to obtain an estimate for
δ by considering the functional iteration δ = G(δ) = K
(
hδ+ ε+ δ2 + hδ2 + ε
h
)
using the initial value δ(0) = C hp−1. It turns out that δ = O(hp−1) for p ≥ 1.




















hp), for p ≥ 2,
O
(
1), for p = 1.
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Observe that the term O(1) originates from O(δ2) in (8.31). Recall that the



























hp), for p ≥ 2, or p = 1 and f linear in z′,
O
(
1), for p = 1 and f nonlinear in z′.















































hp+1), for p ≥ 2, or p = 1 and f linear in z′,
O
(
h), for p = 1 and f nonlinear in z′.
Introducing Pn = I − Sn we get the desired result:









Snεn + VPnεn − dn+1 + η. 
Our aim is to prove convergence of general linear methods for implicit index-1
DAEs (8.1). With Lemma 8.25 most of the work is already done. All that is
left to do is to use Lemma 8.25 recursively to find a representation of the global
error in terms of the local one and the initial data.
Theorem 8.27 (Convergence). LetM = [A,U ,B,V ] be a general linear method
with nonsingular A. Assume that
(a) M∞ = V − BA−1U and V are power bounded.
(b) f , g are sufficiently differentiable.
(c) The initial input vectors y[0], z[0] satisfy
y[0] = ŷ[0] +O(hp), z[0] = ẑ[0] +O(hp) (8.34)
with p ≥ 2. ŷ[n], ẑ[n] denote exact input vectors.
(d) The local truncation error satisfies dn+1 = O(hp+1) with p ≥ 2.
Then the method is convergent with order p.
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Proof. We start from the error recursion
εn+1 = M∞ Sn εn + V Pn εn + d̃n+1 (8.35)
derived in Lemma 8.25. For convenience d̃n+1 = −dn+1 + ηn+1 is used as an
abbreviation. Recall that ηn+1 = O(hp+1) and thus also d̃n+1 = O(hp+1). The
components of the projectors P and S defined in (8.32) are smooth functions.
Therefore we have
Sn+1Sn = Sn +O(h), Pn+1Pn = Pn +O(h),
Sn+1Pn = O(h), Pn+1Sn = O(h).









































bounded, given that V and M∞ = V −BA−1U are power bounded themselves.
















The constant C is independent of h. Due to the assumptions (c) and (d) this
stability inequality proves convergence of order (at least) p. 
After proving this convergence result, let us briefly comment on the assumptions
made when formulating Theorem 8.27.
Assumption (c) guarantees the existence of a solution for the first step of the
numerical scheme (8.18) as (8.34) implies
y[0] = α0 y(t0) + hα1 y
′(t0) +O(h2), z[0] = α0 z(t0) + hα1 z′(t0) +O(h2)
with pre-consistency vector α0 and consistency vector α1 (see Theorem 8.23).
The error recursion of Lemma 8.25 and the power boundedness of V and M∞
ensure that y[n], z[n] are calculated with the same accuracy for n ≥ 1. Thus
the numerical scheme (8.18) is solvable also for n ≥ 1. In order to guarantee
(d) the order conditions from Theorem 8.19 have to be satisfied.
Comparing with the corresponding Theorem 3.3. in [104], which deals exclu-
sively with Runge-Kutta methods, the assumption on V and M∞ to be power
bounded is the most obvious deviation. However, ifM was itself a Runge-Kutta
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method, then V = 1 and M∞ = 1 − b>A−1e = R(∞). Thus for Runge-Kutta
methods assumption (a) means that |R(∞)| ≤ 1.
Also note that we restricted attention to the case p ≥ 2. This restriction is not
necessary. Similar results as in [104] can be derived also for p = 1 using mere
technical considerations.
8.3 The Accuracy of Stages and Stage Derivatives
Theorem 8.27 guarantees that the global error
εyn = y
[n] − ŷ[n] = O(hp), εzn = z[n] − ẑ[n] = O(hp)
is of order p both for the y and the z component. It is interesting to investigate
whether similar estimates hold for the global error
∆Yni = Yni − y(tn−1 + cih), ∆Z ′ni = Z ′ni − z′(tn−1 + cih)
of the stages and stage derivatives as well. Yn and Z
′
n are calculated via
Yn = hAf̃(Yn, Z ′n) + Uy[n−1], g̃(Yn) = hAZ ′n + Uz[n−1],
where the input vectors y[n−1], z[n−1] are obtained by taking n− 1 consecutive
steps with the general linear method M starting from y[0], z[0] at t = t0. In
order to keep track of the current step number, Yn and Z
′
n are equipped with
the subscript n.
From [84] it is well known that for Runge-Kutta methods applied to index-2
DAEs in Hessenberg form the global error of the z component is essentially
given by the local error, i.e. if the local error is O(hp+1) then the global error
is O(hp+1) as well. In this situation one immediately finds ∆Z ′n = O(hmin(p,q))
from a perturbation result similar to Theorem 8.24.
Unfortunately, this standard approach for estimating the order of the derivative
approximations is not feasible for implicit index-1 systems. In general the z
component is calculated with global error of order O(hp) only and convergence
of order O(hp+1) can’t be expected. This is illustrated in the following example.
Example 8.28. For L ∈ R consider the implicit DAE
y′ = f(y, z′) = Ly2 − z′, t ∈ [0, 0.5], y(0) = z(0) = 1,
z = g(y) = y3.






t L+ 2 +
√
(t L+ 2)2 + 12
)
, z(t) = y(t)3.
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constructed in [158]. The method has order p = 2 and stage order q = 2 for



















 , E =
 1 1 120 1 1
0 0 1

and use Theorem 7.6 to find that U = C −ACK and V = E − BCK. Due to






























Figure 8.5 (b): Norm of the global error











Figure 8.5 (c): Norm of the global error



















Figure 8.5 (d): Norm of the global error
∆Z ′n for n = 1, 2, 3
Figure 8.5: Numerical solution of Example 8.28 for L = 1 on [0, 0.5] using
fixed stepsizes. For Figure 8.5 (a) exact input vectors were used. All the other
results were calculated from input vectors y[0] = ŷ[0] +O(hp), z[0] = ŷ[0] +O(hp)
where p = 2 is the method’s order.
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Consequently, both the y and the z component are calculated with local error















 , M∞ = V − BA−1U =








have eigenvalues σ(V) = {1, 0, 0}, σ(M∞) = {0, 0, 0}, and are therefore power
bounded, we expect convergence of order 2. Again, the numerical results from
Figure 8.5 (b) confirm this result. Observe that the global error of the z com-
ponent is indeed O(h2) even though the local error is O(h3).
However, this does not mean that the stage derivatives are calculated with a
lower order. In fact, Figure 8.5 (c) shows that the stage derivatives Z ′n are
calculated with order 2 as well. As seen from Figure 8.5 (d) this order of
convergence is not exhibited after the first and second step but from the third
step onwards. We will see that the reason for this behaviour is the fact that
M∞ is nilpotent with M
2
∞ = 0. 
From Figure 8.5 (d) it is clear that in general, and in particular for the first few
steps, one can only expect ∆Z ′n = O(hmin(p−1,q)). This will be proved in the
next lemma.
Given the additional assumption Mk0∞ = 0, it is nevertheless possible to show
∆Z ′n = O(hmin(p,q)). This situation will be dealt with later in Lemma 8.30.
For simplicity, this section deals exclusively with methods in Nordsieck form.
Lemma 8.29. Let the assumptions of Theorem 8.27 be satisfied. Given that
the general linear method has stage order q for ordinary differential equations,
the global error satisfies ∆Yn = O(hmin(p,q+1)) and ∆Z ′n = O(hmin(p−1,q)) for the
stages and stage derivatives, respectively.
Even though Lemma 8.29 is a straightforward result, it is quite technical to
prove. Again, B-series and elementary weight functions can be used. Recall
that the method has s internal and r external stages. Thus matters become
more complicated due to the fact that either r < q + 1 or r ≥ q + 1 can hold.
In order to treat both cases consistently, we introduce r̂ = min(r, q + 1). As in














to be useful. In particular it is possible to write the stage order conditions in
matrix form.
By assumption the method has stage order q for ordinary differential equations.
Thus we know from Theorem 7.6 that the first r̂ columns of U are fixed by the
stage order conditions. Using Matlab notation [123] to extract submatrices
we obtain




( : , 1 : r̂). (8.36a)
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If r ≥ q + 1 then (8.36a) reads U( : , 1:q+1) = C−ACK as in Theorem 7.6.
However, in case of r < q + 1 additional conditions A ck−1 = 1
k
ck are satisfied
for r ≤ k ≤ q due to high stage order. These are exactly the C(k)-conditions
used for analysing Runge-Kutta methods (see page 34 or [25]). In Matlab
notation we can write(
AC K
)
( : , r + 1 : q + 1) = C( : , r + 1 : q + 1). (8.36b)
Using the relations (8.36) we proceed to proving Lemma 8.29.
Proof. Let Ŷn and Ẑ
′
n be the stages and stage derivatives calculated from exact
input vectors, i.e.
Ŷn = hAf(Ŷn, Ẑ ′n) + U ŷ[n−1], g(Ŷn) = hAẐ ′n + U ẑ[n−1],
The local error Ŷni−y(tn−1+cih), Ẑ ′ni−z′(tn−1+cih) is studied first. The global
error can then be bounded by finding estimates for Yni − Ŷni and Z ′ni − Ẑ ′ni.








with the elementary weight function










where v̂ and k̂ are the weight functions given in Definition 8.11. If τ ∈ Ty
with |τ | < r̂, then v̂(τ) = C S(τ) is obtained similarly to Lemma 8.21
using (8.36a). On the other hand, if r̂ ≤ |τ | ≤ q, then the term US(τ)
vanishes such that
v̂(τ) = Al̂(τ) + US(τ) = Al̂(τ) = ACKS(τ) = C S(τ)
due to (8.36b). We have shown that v̂(τ) = C S(τ) for all trees with
|τ | ≤ q such that Ŷi = y(tn−1 +cih)+O(hq+1) follows. The corresponding
result for h Ẑ ′i is obtained similarly by keeping in mind that l̂([σ]y) = k̂(σ)
for [σ]y ∈ Tyz and l̂(τ) = k̂([τ ]z) for [τ ]z ∈ Tz (Lemma 8.16).
(b) In order to derive bounds for Yni− Ŷni and Z ′ni− Ẑ ′ni the stages Yn as well










Recall that v and k were introduced in Definition 8.11,
v : Ty → Rs, v(τ) = A l(τ) + U Sn−1(τ)
l : Ty → Rs, l(τ) =

0 , τ = ∅,
e , τ =
|τ |v(τ1) · · ·v(τk)
k(σ1)
|σ1|
· · · k(σl)
|σl|









(σ) = Ak(σ) + U Sn−1(σ),
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where the starting procedure Sn−1 represents both y[n−1] and z[n−1]. Using(
y(t0), z(t0)
)
as the new reference point for the B-series expansion we



















v̂ and k̂ are defined similar to v, k but using Ŝn−1 instead of Sn−1.
Since the global error has order p for the y and z component, the two
starting procedures agree for trees of order less than p, i.e. Sn−1(τ) =
Ŝn−1(τ) for all trees τ ∈ Ty ∪ Tz with |τ | < p. This immediately implies
v(τ) = v̂(τ) for |τ | < p and k(σ) = k̂(σ) for |σ| < p.
(c) Putting the results of (a) and (b) together we find
Yi = Ŷi +O(hp) = y(tn−1 + cih) +O(hq+1) +O(hp),
hZ ′i =h Ẑ
′
i +O(hp) = h z′(tn−1 + cih) +O(hq+1) +O(hp). 
In general the stage derivatives Z ′n are calculated with global error of magnitude
∆Z ′n = O(hmin(p−1,q)) as was shown in the previous lemma. In spite of this
Figure Figure 8.5 (d) shows that from the third step onwards higher accuracy
∆Z ′n = O(hmin(p,q)) is realised. It was pointed out earlier that the stability
matrix at infinity, M∞, plays a crucial role in explaining this behaviour.
Lemma 8.30. Let the assumptions of Lemma 8.29 be satisfied. In partic-
ular the initial input vectors are assumed to satisfy y[0] = ŷ[0] + O(hp) and
z[0] = ẑ[0] +O(hp). If the matrix M∞ = V − BA−1U is nilpotent with nilpo-
tency index k0, then ∆Z
′
n = O(hmin(p,q)) after k0 + 1 steps.
Proof. Define y0 = S0 and z0 = S0 where the elementary weight function
y0 : Ty → Rr is defined on Ty but z0 : Tz → Rr operates on Tz. For n ≥ 1
consider
vn = A ln + U yn−1, vnD = Akn + U zn−1,
yn = B ln + V yn−1, zn = B kn + V zn−1.
Similarly introduce
v̂n = A l̂n + U Ŝn−1, v̂nD = A k̂n + U Ŝn−1
ŷn = B l̂n + V Ŝn−1, ẑn = B k̂n + V Ŝn−1
as was already done in the previous proof. From Lemma 8.29 it is clear that
k(σ) = k̂(σ) for all trees σ ∈ Tz with |σ| < p. In order to prove the relation
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∆Z ′n = O(hmin(p,q)) we need to show that k(σ) = k̂(σ) holds for trees of order
p as well.
Using the above notation it turns out that zn = BA−1(vnD) + M∞ zn−1 and
therefore
Akn = vnD − Uzn−1 = vnD − UM∞ zn−2 − UBA−1(vn−1D)




Given that Mk0∞ = 0 this simplifies to
Akn = vnD −
k0∑
i=1
UM i−1∞ BA−1(vn−iD) (8.37a)
for n ≥ k0 + 1. As the local error is of order O(hp+1), we have ẑn(σ) = Ŝn(σ)
for every tree σ with |σ| ≤ p. Thus a similar argument as above shows that
A k̂n =p v̂nD −
k0∑
i=1
UM i−1∞ BA−1(v̂n−iD). (8.37b)
In contrast to (8.37a) equality holds only for trees with |σ| ≤ p. This is
indicated using the symbol =p.
Let σ ∈ Tz be an arbitrary tree with order |σ| = p. If the root of σ has
ramifications, i.e. σ =
τ1 τk
with k ≥ 2, then each subtree τi has order strictly
lower than p. Therefore
(vkD)(σ) = vk(τ1) · · ·vk(τk) = v̂k(τ1) · · · v̂k(τk) = (v̂kD)(σ)
for every k ≥ 1 and the recursions (8.37) imply kn(σ) = k̂n(σ) for n ≥ k0 + 1.
It remains to prove that this relationships holds for trees of the form σ = [τ ]z,
too. For such a tree kn(σ) = ln(τ) holds (Lemma 8.16). Recall that τ has the




with (k, l) 6= (0, 1).
Since |τi| < |τ | and |σj| < |τ | for i = 1, . . . , k and j = 1, . . . , l, the calculation
of ln requires the evaluation of vn and kn only for trees of order less than p.
This means ln(τ) = l̂n(τ) and therefore also kn(σ) = k̂n(σ). 
Consider a stiffly accurate Runge-Kutta method, i.e. M = [A, e, b>, 1] with
e>s A = b> such that the last row of A coincides with the vector b>. The
stability function reads R(z) = 1 + z b>(I − zA)−1 e (cf. Section 2.2) such
that R∞ = limz→∞R(z) = 1 − b>A−1 e = 0. Therefore the error in the stage
derivatives can be estimated by ∆Z ′n = O(hmin(p,q)) already for n ≥ 2.
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For a general linear method with r > 1 stiff accuracy no longer implies M∞ = 0
but only the first row is zero. Hence, nilpotency of the stability matrix M∞
becomes an additional requirement.
A statement similar to Lemma 8.30 was already proved in [10] for BDF meth-
ods. Since the BDF schemes are included within the framework of general
linear methods a result such as Lemma 8.30 had to be expected.











































such that the stability matrix at infinity is given by
M∞ = V − BA−1U =

















It can be verified easily that
M2∞ =


















 , M3∞ =





−1 0 0 0
−1 0 0 0
 , M4∞ = 0. 
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Properly Stated Index-2 DAEs










with a properly stated leading term. In Chapter 6 a decoupling procedure was




u,w(u, v′, t), t
)
, v = D(t)z(u, t). (9.2)
When studying numerical methods for (9.1) it is seminal that the inherent
index-1 DAE (9.2) is treated correctly. This work was carried out in the pre-
vious section. General linear methods were studied for (9.2). Order conditions
and a convergence result have been derived.
We will investigate how these results can be transferred to the general index-2
formulation (9.1) using the decoupling procedure from Chapter 6.
By ensuring that a general linear method, when applied to (9.1), correctly
discretises the inherent system (9.2) the results of [90] are extended in two
directions: Not only nonlinear DAEs are treated but also the large class of
general linear methods is considered.
9.1 Discretisation and Decoupling
Assume that we wanted to employ a general linear method M = [A,U ,B,V ]
in order to solve the initial value problem





The vector x0 originates from an initialisation A(t0)y
0 + b(x0, t0) = 0. Observe
that x0 will be inconsistent in general, but the formulation (9.3) ensures that
there is a unique local solution as was shown in Theorem 6.7.
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From Chapter 6 the exact solution x∗ is known to satisfy the decoupled system
u′ = f
(
u,w(u, v′, ·), ·
)
= f(u, v′, ·), v = Dz(u, ·) = g(u, ·), (9.4a)
x∗ = D
−u+ z(u, ·) + w(u, v′, ·). (9.4b)
Recall that u = DP̄1x and v = DQ̄1x are components of the solution deter-















∈ D×I ∀ t ∈ I, (9.5)
where D×I ⊂ Rm ×R is the domain where the DAE (9.3) is defined.
As the decoupled system (9.4) is known, it is straightforward to apply the
general linear method M directly to the inherent index-1 system (9.4a),
U = hAF (U, V ′) + U u[n], G(U) = hAV ′ + U v[n], (9.6a)
u[n+1] = hB F (U, V ′) + V u[n], v[n+1] = hB V ′ + V v[n]. (9.6b)
The numerical solution is then given by
xn = D
−(tn)un + z(un, tn) + w(un, v
′
n, tn) (9.6c)
where un and v
′
n are numerical approximations to u(tn) and v
′(tn) respectively.
For stiffly accurate methods these quantities are given by the last stages, i.e.




s . As in Chapter 7 the shorthand notation
F (U, V ′) =
f(U1, V ′1 , tn + c1 h)...
f(Us, V
′
s , tn + cs h)
 , G(U) =
g(U1, tn + c1 h)...
g(Us, tn + cs h)

has been used.
Unfortunately the system (9.4) is not available for direct computation. Even
though the implicit function theorem guarantees the existence of the functions
A[Dx]′ + b(x, ·) = 0
index-2 DAE
u
′ = f(u, v′, ·)










Figure 9.1: The relationship between discretisation and decoupling
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f, w and z, these mappings are not accessible for practical applications. The
decoupling procedure is only a theoretical tool to study the behaviour of the
exact/numerical solution. The decoupling is not intended to be carried out in
practice.
However, we will derive conditions on the DAE (9.3) which guarantee that a
general linear method, when applied to the original formulation (9.3), behaves
as if it was applied to the inherent system (9.4a). Thus the aim of this section
is to derive conditions on the DAE (9.3) such that the diagram in Figure 9.1
commutes.
We have to compare the following two approaches:
(a) The DAE (9.3) is decoupled first and the method M is applied to the
decoupled system (9.4a).
(b) The general linear method is applied directly to the original formulation
(9.3) and the decoupling procedure is applied to the resulting discretised
scheme afterwards.
The decoupling procedure is explained in detail in Chapter 6. General linear
methods for implicit index-1 DAEs have been studied in Chapter 8. Thus
approach (a) has received considerable attention so far in this thesis.
For practical computations only the approach (b) is feasible. Additional re-
quirements on the DAE (9.3) will ensure that the numerical quantities obtained
using approach (b) coincide with those originating from approach (a). Hence
the numerical result will correctly reflect qualitative properties of the inherent
index-1 system.
9.1.1 Decoupling the Discretised Equations
The general linear method’s discretisation of (9.3) is given by
A(tn+ci h)[DX]
′
i + b(Xi, tn+cih) = 0, i = 1, . . . , s, (9.7a)
[DX] = hA [DX]′ + U [Dx][n], (9.7b)
[Dx][n+1] = hB [DX]′ + V [Dx][n]. (9.7c)
The stages Xi ≈ x(tn + cih) are approximations to the exact solution at inter-
mediate timepoints. The super vectors [DX] and [DX]′ are given by
[DX] =
D(tn + c1 h)X1...
D(tn + cs h)Xs
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(tn+cih) represents stage derivatives for the component








is assumed to be a Nordsieck vector. Observe that only information about the
solution’s D-component is passed on from step to step. Hence errors in this
component are the only ones that are possibly propagated.
As a consequence the numerical result xn+1 at tn+1 = tn+h has to be obtained
as a linear combination of the stages Xi. Every stage Xi satisfies the obvious
constraints, such that
Xi ∈M0(tn + cih), M0(t) = { z ∈ D | b(z, t) ∈ imA(t) }. (9.8)
The setM0(t) was already introduced in Section 4.2 on page 74. It is a desirable
feature for the numerical solution to satisfy xn+1 ∈ M0(tn+1) as well. Thus
stiffly accurate methods, where xn+1 coincides with the last stage Xs, guarantee







with e>s A = e>1 B, e>s U = e>1 V , cs = 1,
such that the last row of [A,U ] coincides with the first row of [B,V ].
In order to decouple the discretised system (9.7) according to the approach
(b) described above, the vector [Dx][n] of incoming approximations needs to be







i ∈ im(DP̄1)(tn−1)⊕ im(DQ̄1)(tn−1) (9.9)
for i = 1, . . . , r. We will justify this assumption later on.
The stages Xi are split according to
Ui = D(tn + cih)P̄1(tn + cih)Xi, Zi = Z̄(tn + cih)Xi, (9.10a)
Vi = D(tn + cih)Q̄1(tn + cih)Xi, Wi = T (tn + cih)Xi, (9.10b)
such that
Xi = D
−(tn + cih)Ui + Zi + Wi, Vi = D(tn + cih)Zi. (9.10c)
Recall from Section 5.1 that T is a projector function with imT = N0 ∩S0. As
we are always assuming that the structural condition
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(A1) N0(t) ∩ S0(x, t) does not depend on x
holds, T can be chosen to depend on time only. Using U = I −T the projector
function
Z̄(t) = P0(t)Q̄1(t) + U(t)Q0(t)
was introduced in Section 5.1 as well. Finally, for a nonsingular matrix A stage
derivatives U′i and V
′
i can be defined using the relations
U = hAU′ + U u[n], V = hAV′ + U v[n].
A quick comparison with (9.7b), (9.9) and (9.10) shows that [DX]′ = U′ + V′
holds by construction.














D−niUi + Zi + Wi, tn+cih) = 0,
(9.7a’)
where Ani = A(tn + cih) was used to shorten notations. Dni has a similar
interpretation. The mapping F (u,w, z, η, ζ, t) was first defined in (6.14b) on
page 93. Later, in Section 6.3, F was split into three different parts, F̂1, F̂2 and
F̂3 used to determine z, w and f, respectively. This procedure will be repeated
for the discretised system (9.7a’).
Lemma 9.1. Let (9.3) be a regular index-2 DAE with a properly stated leading
term. Assume that the structural condition (A1) is satisfied and that (9.5) holds
for some function x̄ ∈ C1(I,Rm). If a general linear method M = [A,U ,B,V ]
with nonsingular A and sufficiently small h is used for the numerical scheme
(9.7), then the following relations hold:
Zi = z(Ui, tn + cih), (9.11a)
Vi = Dni z(Ui, tn + cih), (9.11b)
U′i = T
i













z is the mapping from Lemma 6.4. The functions f and F̂2 are defined in (6.16)
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Proof. Lemma 5.2 and 6.9 imply Z̄Ḡ−12 AD = 0 such that the representation
(9.7a’) leads to F̂1
(
Ui,Zi, tn + cih
)
= 0 for the function









(see Section 6.3 for more details). As the mapping z is implicitly defined by
F̂1(u, z, t) = 0, the stages Zi are given by (9.11a). The relation (9.11b) follows
from (9.11a) due to Vi = DniQ̄1Xi = DniZi.
To be precise, it is assumed that the stepsize h is small enough to guarantee
that (Ui, tn + cih) remains in the domain where z is defined. This will not be
stated every time, but all arguments are meant locally in that sense.
As a next step, (9.7a’) is multiplied by DP̄1Ḡ
−1



















U′i − (DP̄1D−)niV′i −DP̄1Ḡ−12 b(Xi, tn + cih)









D−niUi + Zi + Wi, tn + cih
)
= 0.













It remains to take TḠ−12 A = −Q0Q̄1D− into account to see that (9.12) is
identical to (9.11d). 
The terms Tij appearing in the previous lemma are similar to correspond-
ing quantities obtained in [90] when studying Runge-Kutta methods for linear
DAEs. There we also find practical criteria for Tij = 0.
Lemma 9.2. (a) If the space imDP̄1D
− is constant, then Ti1 = 0, T
i
3 = 0.
(b) If the space imDQ̄1D
− is constant, then Ti2 = 0.
Proof. The proof is essentially the same as in [90, Lemma 7]. 
9.1.2 Comparing Approach (a) and (b)
We are now in a position to prove commutativity for the diagram in Figure 9.1.
Recall that we wanted to compare the following two approaches:
9.1 Discretisation and Decoupling 171
(a) The DAE (9.3) is decoupled first and the method M is applied to the
decoupled system (9.4a).
This approach leads to the numerical scheme
U = hAF (U, V ′) + U u[n], G(U) = hAV ′ + U v[n], (9.6a)
u[n+1] = hB F (U, V ′) + V u[n], v[n+1] = hB V ′ + V v[n], (9.6b)
with




i , tn + cih), tn + cih
)
,
G(U)i = Dni z(Ui, tn + cih).
For stiffly accurate methods the numerical solution is given by
xn+1 = D
−(tn+1)Us + z(Us, tn+1) + w(Us, V
′
s , tn+1). (9.6c)
(b) The general linear method is applied directly to the original formulation
(9.3) and the decoupling procedure is applied to the resulting discretised
scheme afterwards.
We saw above that this approach leads to
U = hAU′ + U u[n], V = hAV′ + U v[n], (9.13a)
u[n+1] = hBU + V u[n], v[n+1] = hBV′ + V v[n]. (9.13b)
Lemma 9.1 ensures that

















Finally the numerical result can be represented in the form
xn+1 = Xs = DnsUs + z(Us, tn+1) + Ws. (9.13c)
Obviously, the two schemes (9.6) and (9.13) coincide provided that
• the same initial vectors u[0] = u[0], v[0] = v[0] are used
• the terms Tij = 0 vanish,
• Wi = w(Ui,V′i, tn + cih) holds.
Theorem 9.3. Let the assumptions of Lemma 9.1 be satisfied and assume
that the subspaces imDP̄1D
− and imDQ̄1D








i ∈ im(DP̄1)(t0)⊕ im(DQ̄1)(t0) (9.14)
for i = 1, . . . , r, then the diagram in Figure 9.1 commutes.
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Proof. Due to Lemma 9.2 the terms Tij vanish such that T
i
1 = 0, T
i
3 = 0 and
Ti2 = 0. Therefore (9.11d) reduces to
F̂2(Ui,Wi,V
′
i, tn + cih) = 0.
This equation determines Wi as a function of Ui, V
′
i and the timepoint tn+cih
(cf. Lemma 6.5). Thus Wi = w(Ui,V
′
i, tn + cih), since the implicitly defined





i, tn + cih), tn + cih
)
= F (U,V′)i (9.15a)
and (9.11b) implies
Vi = DniZi = Dniz(Ui, tn + cih) = G(U)i. (9.15b)
As a consequence, (9.6) and (9.13) yield the same numerical scheme.
Note that (9.7b) and (9.7c) split into
U = hAU′ + U u[n], V = hAV′ + U v[n]
u[n+1] = hBU′ + V u[n], v[n+1] = hBV′ + V v[n].
This justifies (9.9) whenever we have a similar splitting (9.14) for the initial
input vector. 
The case of index-1 equations is again included in the results presented here.
If (9.3) was an index-1 DAE, G2 = G1 would be non-singular. Hence Q1 = 0,
P1 = I is an obvious choice for the projectors in the sequence (6.7). We have
DQ1D
− = 0 and DP1D
− = DD− = R, where R is the projector function re-
lated to the properly stated leading term (see Definition 3.2). For Theorem 9.3
the only remaining requirement is a constant subspace imR = imD.
As for linear DAEs [89, 90] we will say that a given equation is numerically
qualified whenever Theorem 9.3 is applicable. More precisely we consider
Definition 9.4. • A regular index-1 DAE (9.3) with a properly stated lead-
ing term is said to be numerically qualified if imD is constant.
• A regular index-2 DAE (9.3) with a properly stated leading term is said




For a general linear method to be suited for integrating nonlinear index-2 DAEs
with properly stated leading terms it has to be designed for dealing with the
implicit index-1 systems but at the same time the method has to discretise the
constraints correctly. The commutativity of diagram 9.1 guarantees that both
properties are combined correctly.
When doing practical computations the quantities U, V, u[n], v[n] and so on
are never used explicitely. All calculations are based on X, [DX]′ and [Dx][n],
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since the numerical scheme has to be applied directly to the index-2 formula-
tion. Nevertheless Theorem 9.3 ensures that these quantities are interrelated
by (9.13). Thus for numerically qualified DAEs the method behaves as if it
was integrating the inherent index-1 equation.
It remains to prove convergence for general linear methods applied to properly
stated index-2 DAEs. To this point we now turn.
9.2 Convergence










with index 1 or 2 and assume that (9.16) is numerically qualified in the sense
of Definition 9.4. Recall from Chapter 6 that the exact solution x(t) can be
written as
x(t) = D−(t)u(t) + z(t) + w(t). (9.17a)










while the components w and z are given by
w(t) = w
(
u(t), v′(t), t), z(t) = z
(
u(t), t). (9.17c)
In the previous section a general linear method M = [A,U ,B,V ] was applied
to (9.16) giving rise to the numerical scheme
Ani[DX]
′
i + b(Xi, tn + cih) = 0, i = 1, . . . , s, (9.18a)
[DX] = hA [DX]′ + U [Dx][n], (9.18b)
[Dx][n+1] = hB [DX]′ + V [Dx][n]. (9.18c)
As the DAE (9.16) is assumed to be numerically qualified, Theorem 9.3 ensures
that the stages Xi exhibit a structure quite similar to (9.17a). In particular
Xi = D
−
niUi + Zi + Wi, (9.19a)
U = hAF (U,V′) + U u[n], g(U) = hAV′ + U v[n],





i, tn + cih), Zi = z(Ui, tn + cih). (9.19c)
Observe that (9.19b) is precisely the general linear method’s discretisation
of the inherent index-1 system (9.17b). As usual the shorthand notations
F (U,V′)i =f(Ui,V
′
i, tn+cih) and G(U)i =Dniz(Ui, tn+cih) have been used.
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For stiffly accurate methods the numerical result xn+1 at time tn+1 is given by
the last stage such that xn+1 = Xs. In order to prove convergence we therefore
have to compare (9.17a) and (9.19a).















with a properly stated leading term, µ ∈ {1, 2}, satisfy the following conditions:
(A1) N0(t) ∩ S0(x, t) does not depend on x
(A2) ∃ (y0, x0, t0) ∈ imD(t0)×D×I such that A(t0)y0 + b(x0, t0) = 0,




∈ D×I ∀ t ∈ I,









exist and are continuous,
(A5) (9.16) is numerically qualified in the sense of Definition 9.4.
Then there exists a unique local solution x ∈ C1D([t0, tend],Rm) of the initial
value problem (9.20). Let M = [A,U ,B,V ] be a general linear method with
nonsingular A. Assume that
(a) V is power bounded and M∞ is nilpotent with Mk0∞ = 0.
(b) f, v, w are sufficiently differentiable.
(c) The initial input vector [Dx][0] satisfies [Dx][0] = ̂[Dx][0] +O(hp), wherê[Dx][0] denotes the exact input vector.
(d) The method has order p for implicit index-1 DAEs (9.17b) and stage
order q = p for ordinary differential equations.
(e) M is stiffly accurate.
Then, after k0+1 steps, the numerical result computed using a constant stepsize
h converges to the exact solution of the DAE (9.16) with order (at least) p.
Before actually proving this results, some brief remarks are due.
The structural condition (A1) ensures that the decoupled system (9.17) can
be constructed. As in Theorem 6.7 the assumptions (A2)-(A4) guarantee the
existence of the solution x.
(A5) ensures that Theorem 9.3 is applicable. Since discretisation and decou-
pling are therefore known to commute, the discrete system (9.18) decouples
into (9.19) and we can study (9.19a) and (9.19b) separately.
The assumptions (a)-(d) guarantee convergence of order p for the inherent
index-1 system (9.17b). This result was established in Theorem 8.27. The
initial input vector [Dx][0] can be computed using generalised Runge-Kutta
methods taking only the initial value x0 as input but producing r output quan-
tities. In this case but also when building up [Dx][0] gradually using a variable
order implementation, the splitting (9.14) is evident.
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Finally, assumption (e) ensures that the numerical result xn+1 = Xs coincides
with the last stage. Thus the numerical result at tn+1 satisfies the obvious
constraint (9.8) and xn+1 can be expressed using (9.19a).
Observe that the assumption on M∞ to be nilpotent is a stronger requirement
than in Theorem 8.27. There M∞ was assumed to be power bounded, but
the nilpotency of M∞ allows the application of Lemma 8.29 such that V
′ is
calculated with order min(p, q) = p.
Proof of Theorem 9.5. Due to stiff accuracy, comparing (9.17a) and (9.19a)












































The functions ϕ and ψ are given by
ϕ(τ) = τUs + (1− τ)u(tn+1), ψ(τ) = τV′s + (1− τ)v′(tn+1).
Since the partial derivatives zu, wu and wv′ are bounded, there are h-indepen-
dent constants C1, C2 such that
‖xn+1 − x(tn+1)‖ ≤ C1‖Us − u(tn+1)‖+ C2‖V′s − v′(tn+1)‖.
Recall that the general linear method was assumed to be stiffly accurate. Thus
Theorem 8.27 implies Us = u(tn+1) +O(hp). On the other hand, Lemma 8.29
and Mk0∞ = 0 show that after k0 + 1 steps the stage derivatives satisfy V
′
s =
v′(tn+1) + O(hp) due to the stage order being q = p. In summary, the global
error can be estimated as ‖xn+1 − x(tn+1)‖ = O(hp) proving the assertion. 
The proof presented here hinges on three essential ingredients:
• The DAE (9.20) is properly stated and the structural condition (A1)
ensures the existence of the decoupled system (9.17).
• Theorem 8.27 guarantees convergence of order p for the inherent index-1
system (9.17b).
• Lemma 8.29 yields the same accuracy for the stage derivatives V′i.
In view of Theorem 8.22 the second requirement can be expressed in terms of
the method’s order and stage order for ordinary differential equations.
Corollary 9.6. Let M be a general linear method in Nordsieck form with
s = r > 1. Then the assumption (d) in Theorem 9.5 can be replaced by








The derivation of integration schemes is a well established topic in numerical
analysis. Methods later called Runge-Kutta schemes were used as early as in
1901 by Kutta [103]. The construction of Runge-Kutta methods is a complex
task as complicated nonlinear expressions, the order conditions, have to be
solved. The use of rooted trees by Butcher [15, 16, 18] made a systematic
study of order conditions possible.
This work lead to well-known order barriers. Explicit methods with order p,
for example, require at least s ≥ p stages. In case of p ≥ 5 the number of stages
necessarily satisfies s > p [25]. On the other hand, the maximum attainable
order of an s-stage implicit Runge-Kutta scheme is p = 2s.
The RadauIIA methods suitable for stiff equations where constructed by John
Butcher in [17]. These methods form the basis of the popular code Radau
written by Hairer and Wanner [85, 86]. An extensive overview of Runge-Kutta
formulae is given in [22].
Alexander and Nørsett [1, 141] focused on diagonally implicit methods. This
work is continued in Trondheim until today. A comprehensive overview is
available at [106]. The code Simple written by Nørsett and Thomsen uses
an embedded pair of SDIRK methods with order 3(2). Recent research in
Trondheim focuses on SDIRK methods with an explicit first stage [105] as well
as on multirate methods [5].
Linear multistep schemes were used even earlier than Runge-Kutta methods.
Adams and Bashforth [6] used linear multistep methods in 1883 to study
capillary action by investigating drop formation. BDF methods were intro-
duced by Curtiss and Hirschfelder [48] and became popular through the work
of Gear [70, 71]. Dassl, one of the most successful BDF solvers, was written
by Petzold [128]. It was also Gear who promoted the use of Nordsieck vectors
for linear multistep methods. The codes Difsub of Gear and later Lsode of
Hindmarsh [134] use this technique.
With [71, 73, 75, 84, 111] and other references differential algebraic equations
came into focus in the 1980’s. The numerical methods used for DAEs were
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the ones that had been successfully applied to stiff ordinary differential equa-
tions. The BDF code Dassl and the Runge-Kutta code Radau are the most
prominent examples.
Methods of Rosenbrock type were studied for DAEs as well [137, 140]. Günther
took up this approach and adapted Rosenbrock methods to the charge oriented
MNA equations [79] (see also Section 1.1). Details about his code Choral can
be found in [81].
Richardson extrapolation is a further technique that can be efficiently used pro-
vided that the global error has a known asymptotic expansion into powers of the
stepsize h. For index-1 equations Deuflhard, Hairer and Zugck [54] were able to
derive a perturbed asymptotic expansion such that extrapolation methods can
be successfully used. The code Limex developed at the Konrad-Zuse-Zentrum
für Informationstechnik Berlin (ZIB) [159] is based on the extrapolated im-
plicit Euler scheme. Limex is capable of solving linear implicit index-1 DAEs
B(y, t)y′(t) = f(y, t).
Extrapolation schemes were modified by Gerstberger and Günther [74] to be
applicable to integrated circuit design. Their work showed that index-1 circuits
are feasible but it is not known how to derive the required asymptotic expansion
for index-2 equations.
General linear methods (GLMs) were introduced by Butcher [18] in 1966 in or-
der to provide a unifying framework for both linear multistep and Runge-Kutta
methods. General linear methods are addressed in detail in the monograph [22].








Y = hAF (Y ) + U y[n],
y[n+1] = hB F (Y ) + V y[n],
(10.1)
using four matrices later became a standard. This formulation due to Burrage
and Butcher [13] was already used in Section 2.3 and Chapter 7. Observe that
(10.1) covers ordinary differential equations
y′ = f(y, t), y(t0) = y0,
where F (Y )i = f(Yi, tn + cih) for i = 1, . . . , s. Recall that a general linear
method M is characterised by four integers:
s: the number of internal stages Yi,
r: the number of external stages y
[n]
i ,
p: the order of the method,
q: the stage order of the method.
Among the huge class of general linear methods Diagonally Implicit Multistage
Integration Methods (Dimsims) seem to be most likely to be used for practical
applications. A Dimsim is loosely defined by the quantities s, r, p, and q
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all being approximately equal [25]. Dimsims were introduced by Butcher in
1993 [23]. It is common practice to require the matrix A to have lower a
triangular structure,
A =
 a11 0... . . .
as1 · · · ass
 . (10.2)
Thus the stages Yi can be evaluated sequentially such that an efficient imple-
mentation is possible (see Section 2.2). We will adopt the diagonally implicit
structure (10.2) as a standard as well. Whenever possible the diagonal elements
aii will be chosen to be equal. This allows a further reduction of implementation
costs.
As stability of a general linear method is directly connected with the matrix V
being power bounded (see Definition 7.3), this matrix is often assumed to be
of low rank. The example methods constructed in [23] focus on the structure
U = I and V = e · v where e =
[




v1 · · · vr
]
. In [33, 34]
Butcher and Jackiewicz require the same structure for U and V . Computer
algebra tools are used in [33] for the construction of Dimsims with order 1,
2, 3. Order 4 methods are obtained with the aid of homotopy techniques.
Higher order methods are constructed in [34] using least square minimisation
algorithms from Minpack [125]. The main reason for using numerical searches
is the fact that computer algebra tools such as Maple or Mathematica are
no longer powerful enough to solve the order conditions associated with high p
and q. Methods of even higher order, p = 7, p = 8, are derived in [39] using a
nonlinear optimisation approach.
General linear methods for parallel computing have been developed by Butcher
and Chartier [28]. The matrix A = λI is assumed to be a diagonal matrix.
Methods of this kind are sometimes referred to as type-4 Dimsims. Type-4
methods with the additional property that the stability matrix M(z) has only
one nonzero eigenvalue are called Dimsems by Enenkel and Jackson1 [60]. Us-
ing the somewhat unusual choice of all parameters ci being zero, they succeeded
in constructing methods with p = r − 1 for any r ≥ 2.
The concept of Runge-Kutta stability was introduced in Chapter 7. Obviously,
Dimsems belong to this class of methods. A systematic study of general linear
methods having inherent Runge-Kutta stability by Wright [158] lead to the
surprising result that Dimsims with s = r = p+ 1 = q + 1 can be constructed
using only linear operations. The important concept of inherent Runge-Kutta
stability was already introduced in Definition 7.9.
Methods of this type mark the starting point for constructing practical methods
for index-2 DAEs in the next two sections. As described above, most examples
of general linear methods were derived in the context of (stiff) ODEs. In
1Dimsem: Diagonally IMplicit Single-Eigenalue Method.
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view of Theorem 9.5 and Corollary 9.6, we know that DAEs require additional
properties such as stiff accuracy or improved stability at infinity. More precisely
we focus on methods having the following properties:
(P1) M has order p and stage order q = p for ordinary differential equations.
(P2) A has a diagonally implicit structure (10.2) with aii = λ for i = 1, . . . , s.
(P3) V is power bounded and M∞ is nilpotent. Mk0∞ = 0 for some k0 ≥ 1 is a
necessary requirement for L-stability ensuring that the stage derivatives
are calculated with the desired accuracy (see Lemma 8.30).
(P4) The abscissae ci satisfy ci ∈ [0, 1] and ci 6= cj for i 6= j.
(P5) M is stiffly accurate, i.e. cs = 1 and the last row of [A U ] coincides
with the first row of [B V ].
(P6) M is given in Nordsieck form such that the stepsize can be varied easily.
Apart from these requirements a small error constant is desirable. The error
constant Cp signifies that the local truncation error for an order p method
applied to the ordinary differential equation y′ = f(y) is given by the term
Cph
p+1y(p+1)(tn) +O(hp+2). Thus a small |Cp| allows larger steps to be taken
for a given tolerance. More details on computing error constants will be given
in Chapter 11.
Finally, we will pay close attention to stability properties when constructing
methods. Recall from the introduction that for electrical circuit simulation
the stability behaviour along the imaginary axis is an indicator for the meth-
ods damping properties. We saw in Example 2.1 and 2.2 that two kinds of
oscillations need to be addressed:
• Oscillations of physical significance should be preserved. Hence for a
sampling rate of about 8− 20 steps per period, the largest eigenvalue of
M(yi) is required to stay close to 1 provided that y ∈ [0.1π, 0.25π].
• High frequent oscillations caused by numerical noise, perturbations, in-
consistent initial values or errors from the Newton iteration should be
damped out quickly. This requires the eigenvalues of M(yi) to decay as
y tends towards infinity.
We will first look at methods with inherent Runge-Kutta stability satisfying
s = r = p+ 1 = q + 1. In order to improve stability at infinity, stiffly accurate
methods with M∞ = 0 will be constructed as well.
These methods use s = p + 1 internal stages. Thus the computational costs
per step can be reduced by considering Dimsims with s = r = p = q. Methods
of this type will be considered in Section 10.2.
Recall from Chapter 2 that the MNA equations modelling electrical circuits
typically suffer from poor smoothness properties of the semiconductor models
being used. Thus we restrict attention to low order methods with 1 ≤ p ≤ 3.
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10.1 Methods with s = p + 1 Stages
General linear methods M = [A,U ,B,V ] with inherent Runge-Kutta stability
and s = r = p+ 1 = q + 1 have been constructed in [38, 40, 158]. Other exam-
ples can be found in [93], where implementation details are addressed as well.
The construction is based on an algorithm developed by Wright [158].
Recall from Section 7.2 that Runge-Kutta stability,









is ensured by requiring that V has a single nonzero eigenvalue given by V e1 = e1
and imposing the conditions2
BA = XB, BU ≡ XV − VX. (10.4)
As seen in Lemma 7.10, the conditions (10.4) guarantee that the stability matrix
M(z) and V are related by a similarity transformation
(I − zX)M(z) (I − zX)−1 ≡ V. (10.5)
Wright showed that the most general matrix X satisfying (10.4), (10.5) has
doubly companion form [158]
X =

−α1 −α2 · · · −αp −αp+1
1 0 · · · 0 −βp
0 1 · · · 0 −βp−1... ... . . . ... ...
0 0 · · · 1 −β1
 . (10.6)
The vector β =
[
β1 . . . βp
]
is considered as a free parameter. The entries
of α =
[
α1 . . . αp+1
]
are determined by det(wI − X) = (w − λ)s since the
matrix X = BAB−1 has a single s-fold eigenvalue λ due to (10.4) and the
requirement (P2) from the previous page. It will be always assumed that B is
nonsingular (see [158] for more details).
Observe that in (10.4) the matrix A is determined by B. Similarly, for methods
in Nordsieck form, the conditions for order p = q = s − 1 fix the matrices U
and V in terms of A and B,
U = C −ACK, V = E − BCK. (10.7)
2As in Section 7.2, A ≡ B indicates equality for the matrices A and B with the possible
exception of the first row.
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· · · cp
p!
]
have been introduced in Theorem 7.6 on page 118.
Thus, the construction of a general linear method M = [A,U ,B,V ] with in-
herent Runge-Kutta stability boils down to choosing the coefficients of B.
Instead of the matrix B itself, Wright considers B̃ = Ψ−1B. The nonsingular
matrix Ψ is known from the transformation of X to Jordan canonical form, i.e.
Ψ−1XΨ = λI + J where J = K>. In order to guarantee a lower triangular
structure for A, the matrix B̃ has to be lower triangular, too.
Stiff accuracy as required by the condition (P5) can be ensured by setting
cs = 1, βp = 0, e
>
2 B = e>s . (10.8)
It is easily seen that (10.8) indeed implies stiff accuracy since
e>s A = e>s B−1XB = e>2 XB = e>1 B,
e>s U = e>s (C −ACK) = e>1 (E − BCK) = e>1 V .
For the second equation, observe that cs = 1 ensures e
>
s C = e
>
1 E.
Methods satisfying (10.8) will not only be stiffly accurate but they also satisfy




0 · · · 0 1
]
,
e>2 V = e>2 (E − BCK) = e>2 E − e>s CK = e>2 E − e>1 EK =
[
0 · · · 0
]
show that for ordinary differential equations y′ = f(y, t) the exact derivative
Y ′s = f(Ys, tn+ csh) of the last stage is passed on to the next step as the second





that the FSAL property (first same as last) is satisfied: hY ′s could be equally
well computed using an explicit zeroth stage in step number n+1. We will see
in Section 11 that this property simplifies error estimation considerably (see
also [40]).
The construction of general linear methods M = [A,U ,B,V ] with inherent
Runge-Kutta stability can now proceed along the following lines (full details
are given in [158]):
(1) Choose s = r = p+1 = q+1 in advance and fix parameters λ, c1, . . . , cs−1,
β1, . . . , βp−1 ∈ R. Set cs = 1, βp = 0 and choose a nonsingular matrix
T ∈ R(s−2)×(s−2).
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(2) Compute α, X and the transformation matrix Ψ.
(3) Compute B̃ from the following set of linear conditions:
• inherent Runge-Kutta stability (10.4),
• stiff accuracy and FSAL property (10.8),








with v̂1, v̂2 ∈ Rs−2, V̂ ∈ R(s−2)×(s−2),
• tr(M∞) = 0, as a vanishing trace implies that the single nonzero
eigenvalue is zero at infinity. The error constant can be prescribed
as well [158].
(4) Compute B = ΨB̃, A = λI+ B̃−1JB̃ and U = C−ACK, V = E−BCK.
This algorithm was used in [40] to derive the family of methods presented in
Table 10.1. Observe that the order-1 method does not use the second com-
ponent of the Nordsieck vector. Thus, in a variable order implementation, no




















0 1 0 0
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Table 10.1: A family of methods constructed by Butcher and Podhaisky in
[40] having inherent Runge-Kutta stability.
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The methods from Table 10.1 have Runge-Kutta stability by construction. It
can be verified that for the method of order p the single nonzero eigenvalue of
the stability matrix
M(z) = V + zB(I − zA)−1U
is given by Rp(z) where
R1(z) =
1+(1−2λ)z












The parameter λ denotes the diagonal element. Observe that Rp(z) coincides
with the stability function of stiffly accurate SDIRK methods having s = p+ 1
stages and order p [85]. Thus, the methods from Table 10.1 have the same
linear stability behaviour as the corresponding SDIRK methods. A-stability
(and hence L-stability) is ensured by an appropriate choice of λ.






































plays a decisive role for the methods’ applicability to index-2 differential alge-
braic equations. Although M∞,p is nilpotent for 1 ≤ p ≤ 3 with M s∞,p = 0, the
entries of M∞,p tend to become large in magnitude (up to ≈1463.84 for p = 3).
For differential algebraic equations certain parts of the global error are amplified
by M∞ (see Lemma 8.25). Hence suitability of these methods for DAEs might
be improved by requiring M∞,p = 0 for p = 1, 2, 3.
Recall from Theorem 7.6 that a method in Nordsieck form with s = r = p+1 =
q + 1 needs to satisfy U = C−ACK, V = E−BCK. Therefore
M∞ = V − BA−1U = (E − BCK)− BA−1(C −ACK) = E − BA−1C
vanishes if and only if
B = E C−1A. (10.9)
For (10.9) to make sense we have to restrict attention to non-confluent methods,
i.e. ci 6= cj for i 6= j. In this case C is a Vandermonde matrix and hence
nonsingular. The matrix V can be written as
V = E − BCK = E − E C−1ACK (10.10)
such that A and c remain the only free parameters of the method.
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E C−1A E − E C−1ACK
]
, A =
 λ 0 ··· 0 0a21 λ ··· 0 0... ... ... ... ...
as−1,1 as−1,2 ··· λ 0




c1 · · · cs−1 1
]>
. The structure (10.9) for the matrix B ensures
M∞,p = 0. The particular choice of U and V shows that Mp has order p and
stage order q = p.
Order p = 1
For order 1 methods with 2 stages (10.11) takes the form
M1 =

λ 0 1 c1 − λ
a21 λ 1 1 − a21 − λ







 , c = [c11
]
.
Observe that e>s A = e>1 B and cs = 1 guarantee stiff accuracy, but we do
not require the FSAL property explicitely. As M1 will be used to start the
integration, picking a zero second column for U and V ensures that only the
initial value is required for startup. We arrive at
M1 =

λ 0 1 0
1− λ λ 1 0
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Figure 10.1 (b): Stab. function R1(yi).
Figure 10.1: Choosing λ for the method (10.12): The left hand picture shows
the modulus |C1(λ)| of the error constant. In Figure 10.1 (b) the stability
function R1(z) is plotted for z = yi. Increasing λ leads to poorer preservation
of physical oscillations.
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This method has the stability function




= w2 − 1+(1−2λ)z





It turns out that M1 has Runge-Kutta stability and hence the same linear
stability behaviour as the SDIRK method with p = 1 and two stages.









stability [85]. Figure 10.1 suggests λ = 3
10




) = − 1
100
and good damping behaviour along the imaginary axis is re-
alised.
Order p = 2
For p = s − 1 = 2 the formulation (10.11) leaves six free parameters: λ, c1,
c2 and a21, a31, a32. Recall from (10.4) that a necessary condition for inherent
Runge-Kutta stability is
BA = XB ⇔ E C−1A = XEC−1 ⇔ X = (EC−1)A (EC−1)−1.
Since X has doubly companion form (10.6), the submatrix X2:3,1:2 = I yields





particular, the linear system
X2,1 = 1, X3,1 = 0, X3,2 = 1,


















can be solved for
a21 = c2 − c1, a31 = (1−c1)(2c1−3c2+1)2(c1−c2) , a32 =
(1−c1)(c2−1)
2(c1−c2) .
The remaining condition X2,2 =
1
2
(c1 − c2) + λ = 0 can easily be satisfied by
choosing c1 = c2 − 2λ. For simplicity, c2 is chosen such that the abscissae ci
are spaced equidistantly in [0, 1], i.e. c1 =
1
2
− λ, c2 = 12 + λ. This results in
the method















































4λ2−1 0 0 0

. (10.13)
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The diagonal element λ is again a free parameter. The stability function









shows that for every λ the method (10.13) has Runge-Kutta stability. R2(z)
is the stability function of the SDIRK method with s = p + 1 = 3. There-
fore, A-stability is achieved for λ ∈ [0.18042531, 2.18560010] (see again [85]).
Figure 10.2 shows that again small values of λ lead to smaller error constants
and to the desired stability behaviour along the imaginary axis. The diagonal
element λ = 2
11
≈ 0.1818 might be a good compromise since the correspond-
ing method is A-stable with C2(
2
11
) = − 103
7986
≈ −0.0129. Methods with even
smaller error constants are possible for λ ≈ 0.436 = 109
250
, but Figure 10.2 (b)
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Figure 10.2 (b): Stab. function R2(yi).
Figure 10.2: Choosing λ for the method (10.13): λ = 2
11




) = − 103
7986
and nice stability properties.
Order p = 3
Unfortunately the approach taken for order 2 methods cannot be generalised to
p = 3. In fact, for p = s− 1 = 3 and λ 6= 0 there is no inherently Runge-Kutta
stable method of the form (10.11) satisfying all requirements (P1) – (P6) from
page 182. This can be seen as follows:
Let X be the doubly companion matrix from (10.6) and assume that





δ1 − δ2 − δ3.
Then
X̂ = E−1XE =

−α̂1 −α̂2 · · · −α̂p −α̂p+1
1 0 · · · 0 −δp
0 1 · · · 0 −δp−1... ... . . . ... ...
0 0 · · · 1 −δ1

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is again a doubly companion matrix. For a method (10.11) to have inherent
Runge-Kutta stability the relation
BA = XB ⇔ E C−1A = XEC−1 ⇔ AC = CX̂
needs to be satisfied. This system of nonlinear equations3 can be solved for
the unknowns λ, ci, δi, aij. Simple but quite lengthy computations not being
reproduced here show that either λ = 0 or ci = cj for some i 6= j.











such that the stability function
Φ(w, z) =
(
p0 + p1w + p2w
2 + p3w








l, k = 0, . . . , 3,
where pkl are polynomials depending on the method’s remaining parameters λ
and aij. Details on this particular structure are given in [33, 34].
For Runge-Kutta stability we have to ensure p0 = 0, p1 = 0, p2 = 0 such that




. This yields 1+2+3 = 6 conditions on the remaining
seven parameters. Thus λ is fixed in advance and the system
p00 = 0, p10 = 0, p11 = 0, p20 = 0, p21 = 0, p22 = 0 (10.14)
is solved for a21, a31, a32, a41, a42, a43.
The equations (10.14) can easily be generated using computer algebra tools.
Consider Maple [112] as an example. Appropriate commands read
s := 4:
A := evalm(matrix(s, s, (i, j) -〉 ‘if‘(i 〈 j, 0, cat(’a’, i, j) )) + lambda*&*() ):
C := matrix(s, s, (i, j) -〉 (i/s)ˆ(j-1) / (j-1)! ):
K := matrix(s, s, (i, j) -〉 ‘if‘(j = i+1, 1, 0) ):
5 E := exponential(K):
B := evalm(E &* inverse(C) &* A):
U := evalm(C - A &* C &* K):
V := evalm(E - B &* C &* K):
Mz := map(simplify, evalm(V + z*B &* inverse(&*()-z*A) &* U)):
10 Phi := series(det( w*&*() - Mz ), w, s+1):
eqns := { seq( seq(
coeff(series(numer(coeff(Phi, w, k)), z, k+1), z, l), l=0..k), k=0..2) };
The set eqns contains all equations from (10.14). However, solving this system
symbolically,
solve(eqns, indets(eqns) minus {lambda} );
was not possible on an Intel R© Pentium R© M processor with 1.4 GHz, 512 MB
RAM, using Maple 9.5. Hence it was decided to solve (10.14) numerically
using routines from Minpack.
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The Fortran subroutine hybrd from Minpack [125] solves a system of n non-
linear equations in n variables using a modification of the Powell hybrid method.
For every iteration the correction is chosen as a convex combination of the New-
ton and scaled gradient directions. This ensures (under reasonable conditions)
global convergence for starting points far from the solution and a fast rate of
convergence. The Jacobian is computed using forward differences and rank-1
Broyden updates.
Input for the simplified driver hybrd1 can be generated using Maple,
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region of A-stability
Figure 10.3 (a): Magnitude of M’s lar-
gest element. Different initial values a0
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region of A-stability
Figure 10.3 (b): Error constant C3(λ).
Two methods M(λ, a0) 6= M(λ, ā0)



















Figure 10.3 (c): Stability behaviour on
the imaginary axis. For λ = 13 oscilla-
tions of physical significance will be













Figure 10.3 (d): Comparison of stability
regions. The stable region is given by
the outside of the kidney shaped area.
Figure 10.3: λ = 1
4
leads to a small error constant C3(
1
4
) ≈ 0.00391. The
largest coefficient of the corresponding method has magnitude ≈38.7 (see Ta-
ble 10.2). Although λ = 1
3
leads to smaller coefficients, the stability behaviour
is inferior to that of the 1
4
-method. The error constant C3(
1
3
) ≈ 0.017 is larger
as well.
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For fixed λ ∈ [0.22364780, 0.57281606] this approach yields A-stable meth-
ods [85] as the single nonzero eigenvalue is given by the stability function















lead to methodsM(λ, a0). Figure 10.3 (a)
shows that the coefficients ofM(λ, a0) vary enormously in absolute size. Smaller
coefficients are preferable over larger ones, as exceedingly large entries will lead
to cancellation of significant values due to round-off effects. The order 3 method
from Table 10.2 with λ = 1
4
offers a good compromise between reasonably sized
coefficients, a small error constant and good damping properties. For λ = 1
3
smaller coefficients are possible, but the error constant is considerably larger
and the stability behaviour is no longer acceptable (see Figure 10.3).
Even though the order 3 method in Table 10.2 is reproduced using (truncated)
decimal numbers, the matrices
B = EC−1A, U = C −ACK, V = E − BCK
will be computed using (10.7) and (10.9). In an actual implementation the order
conditions will thus be satisfied exactly. The errors resulting from truncating
A’s coefficients will affect stability only. As reported in [34], these changes in



























































































0.25000000 0 0 0 1 0 −0.03125000 −0.005208333
3.96644133 0.25000000 0 0 1 −3.71644133 −0.99161033 −0.134367958
7.10874919 0.19011989 0.25000000 0 1 −6.79886908 −1.77849724 −0.245913398
9.22821238 0.30032578 0.14504057 0.25000000 1 −8.92357873 −2.31599641 −0.325048352
9.22821238 0.30032578 0.14504057 0.25000000 1 −8.92357873 −2.31599641 −0.325048352
5.83388174 1.42095043 −1.93636919 1.83333333 0 −6.15179631 −1.55000209 −0.231990442
−23.5448944 10.4008341 −15.3587019 8.00000000 0 20.5027622 5.20483297 0.755308606
−28.7175183 30.7178318 −38.7174038 16.0000000 0 20.7170903 4.85851648 0.946963295











Table 10.2: A family of methods having Runge-Kutta stability and M∞,p = 0.
10.2 Methods with s=p Stages 193
10.2 Methods with s = p Stages
The methods from Table 10.1 and 10.2 use s = p+1 internal stages to perform
an order p computation. Hence, each step requires at least p+1 function evalu-
ations – one for each stage. Due to the diagonally implicit structure the stages
can be evaluated sequentially. Newton’s method is used in order to determine
the stages Yi for i = 1, . . . , s. Evaluating the Jacobian and performing the
Newton iteration requires additional function calls.
In electrical circuit simulation a function call means the evaluation of all device
models. This process is often referred to as ’loading’. For standard applications
with up to 103 equations the loading requires approximately 85% of the work
while the linear solver causes only about 10% [66]. Most time is spent for
loading since even standard transistor models are very complex. The overhead
required for stepsize and convergence control is usually below 5%.
Consequently, a large number of internal stages may slow down the simulation
significantly. Spending more time per step can be justified only if larger steps
are taken. This, in turn, requires small error constants and a relatively smooth
behaviour of the solution. Discontinuities and breakpoints, as they appear
frequently in circuit simulation, will render an efficient stepsize control more
difficult. It is not clear for realistic applications whether the steps can be taken
large enough to benefit from the small error constants and the good stability
properties of the methods constructed above.
In order to judge how much work should be spent per step, it was decided not
only to look at methods with s = p + 1 stages but also to construct methods
with only s = p stages. In this section general linear methods M = [A,U ,B,V ]
with s = r = p = q are derived. In other words, we will construct Dimsims of
type 2, where the matrix A has the diagonally implicit structure (10.2).
The method M has to satisfy the properties (P1) – (P6) from page 182 such
that it can be used efficiently for solving differential algebraic equations. How-
ever, for s = r = p = q fewer coefficients are available for satisfying these
requirements. Compared to the previous section little freedom remains. It
will turn out that M∞,p = 0 is not possible for p = 2 and the property of
Runge-Kutta stability has to be dropped for p = 3.
Order p = 1












is uniquely defined. This method, however, is nothing but the
implicit Euler scheme already introduced in Section 2.1.
194 10 Construction of Methods
Order p = 2
The construction of general linear methods with s = r = p = q = 2 is more









λ 0 u11 u12
a21 λ u21 u22
a21 λ u21 u22
b21 b22 v21 v22
 , c = [c11
]
such that eleven parameters can be chosen to satisfy the requirements (P1) –
(P6) from page 182. In order to guarantee p = q = 2 the method’s coefficients
have to satisfy
UW = C −ACK, VW = WE − BCK. (10.15)









[ 0 I0 0 ] and E = exp(K). More details are given in Section 7.1. Recall that
methods in Nordsieck form are characterised by Wij =
{
1 , i = j






for s = p = 2. The order and stage order conditions (10.15) can




















As usual, the exponentiation ck has to be understood in a component by com-





















b21 1− 2b21λ 0 b21(2λ− 1)






















It can be checked easily that the system m21 = 0, m22 = 0 has no solution.
Hence, M∞,2 = 0 is not possible. Nevertheless, it is easy to achieve Runge-
Kutta stability by requiring b21 = 0. This can be seen by computing the
stability function







p0 + p1w + (1− λz)2w2
)
.
4For simplicity it is assumed that c1 6= 0.
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The polynomial p0 is given by
p0 = b21(2λ− 1)(2− 2λz + z).
Thus p0 vanishes for b21 = 0. Assuming that b21 = 0 holds, the stability
function reads







w − R̃2(λ, z)
)
.
The single nonzero eigenvalue R̃2(λ, z) is given by the stability function of the
corresponding SDIRK method with two stages and order 2. It is well known









leads to c1 = 2λ ≈ 0.586 ∈ [0, 1] such
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Notice that M2 exhibits the FSAL property. This method could therefore be
interpreted equally well as a diagonally implicit Runge-Kutta scheme with an
explicit first stage. Using this slightly different point of view, the method M2
was also constructed by Kværnø in [105].
It is interesting to note that a strictly lower triangular structure (10.16) for
M∞,2 can be obtained by fixing A’s first diagonal element only. Repeating the
above computations for A = [ a11 0a21 a22 ] leads to the method











0 1 0 0
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such that a strictly lower triangular structure can be ensured by choosing a11 =
2a22−1



























0 1 0 0







has Runge-Kutta stability due to














and compute the poles by solving








For 0 < a22 <
1
2
all poles are positive numbers such that A-stability is equivalent
to requiring
E(y) = Q(iy)Q(−iy)− P (iy)P (−iy) ≥ 0 ∀ y ∈ R.
This mapping, the E-polynomial, is widely used e.g. in [25, 85]. The property
E(y) ≥ 0 ensures that the nonzero eigenvalue satisfies |R∗2(yi)| ≤ 1 on the
imaginary axis. Since all poles belong to the right half of the complex plane,
the maximum principle shows that |R∗2(z)| ≤ 1 holds whenever z has negative
























Figure 10.4 (a): Stability behaviour on











Figure 10.4 (b): Error constant
C̃2(a22) for the method M∗2.
Figure 10.4: The parameter a22 controls the damping behaviour of the
method M∗2. For a22 → 0 the damping behaviour of the trapezoidal rule
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For the special case of M∗2(a22) the E-polynomial is easy to compute,
E(y) = y4a222(2a22 − 1)2.
Thus M∗2(a22) is A-stable (and hence also L-stable) for every 0 < a22 < 12 .
The significance of the parameter a22 is visualised in Figure 10.4 (a). Varying
a22 allows to control the damping behaviour of the method. For a22 → 0 the
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is nothing but a complicated representation of the trapezoidal rule itself.












Example 10.1. In Chapter 2 the damping behaviour of BDF methods was in-
vestigated. Recall from Example 2.1 on page 27 that the BDF2 scheme showed
strong artificial damping for the circuit in Figure 10.5 (a) below. Plotting the
node potential u3 and the current through the voltage source iV in phase space
this becomes clearly visible as the numerical solution spirals inwards. The
general linear method M∗2, by contrast, shows little numerical damping for




. For a22 =
1
100








Figure 10.5 (a): The RLC series

























Figure 10.5: For a small resistance R = 1
G
= 1mΩ the exact solution is nearly
undamped such that u3 and iV trace out a circle in phase space (b). The BDF2
(c) shows strong numerical damping while the general linear method, (d) and
(e), allows a control of the damping behaviour via the parameter a22.
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The possible control of the damping behaviour comes at the price of the di-
agonal elements a11, a22 not being equal. This is far from optimal as different
iteration matrices will be necessary for each of the two stages. The additional
evaluations of the Jacobian may slow down the simulation significantly.
For electrical circuit simulation this is not a severe restriction. Although func-
tion evaluations are extremely expensive, information about the Jacobian can
be obtained at little additional costs. ROW methods have been adapted to a
cheap Jacobian by Günther [82]. For general linear methods exploiting cheap
Jacobians may lead to an adaptive control of the damping behaviour. However,
these investigations are beyond the scope of this thesis and, for the time being,




such that M∗2(a22) = M2 becomes singly
diagonally implicit and the error constant is minimised (see Figure 10.4 (b)).
Order p = 3








λ 0 0 u11 u12 u13
a21 λ 0 u21 u22 u23
a31 a32 λ u31 u32 u33
a31 a32 λ u31 u32 u33
b21 b22 b23 v21 v22 v23
b31 b32 b33 v31 v32 v33





Solving the order and stage order conditions
UW = C −ACK, VW = WE − BCK
from Theorem 7.6 shows that for s = r = p = q = 3 and c1 6= 0 the method
M3 has the form
A=
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Observe that the fourth column of the stage order conditions UW = C−ACK









 13c31 − λc211
3
c32 − a21c21 − λc22
1
3
− a31c21 − a32c22 − λ

to hold. For c1 6= 0 the first component implies c1 = 3λ as is already indicated
by the above formulae.
On the other hand, if M3 had Runge-Kutta stability,
Φ(w, z) = w2
(
w − R̃3(λ, z)
)
,
the single nonzero eigenvalue R̃3(λ, z) would be given by the stability function
of the SDIRK method with s = p = 3. Thus, A-stability would be possible




= 0 (see [85]).
As a consequence, there is no A-stable singly diagonally implicit general linear
method in Nordsieck form having stiff accuracy, s = r = p = q = 3 and
satisfying 0 < c1 < 1.
Sacrificing A-stability in favour of a value c1 ∈ [0, 1] will inevitably lead to a
stability matrix M∞ having a nonzero eigenvalue. Hence, nilpotency of M∞
would be impossible for 0 < c1 < 1, but this was one of the requirements
(P1) – (P6) on page 182.
The difficulty of finding L-stable methods with s = r + 1 = p = q = 3 was al-
ready observed in [33]. Although Butcher and Jackiewicz succeed in construct-
ing A- and L-stable Dimsims with s = r = p = q = 3 in [33], these methods
are neither in Nordsieck form nor stiffly accurate. In [27] it is conjectured that
no A-stable type-4 Dimsim5 with M∞ = 0 exists for s = r = p = q = 3.
In order to cope with these difficulties, we will drop the requirement of Runge-
Kutta stability from now on.
In view of Theorem 9.5 good stability at zero and at infinity will be ensured
first. The remaining free parameters can be used to achieve A-stability, or at
least large regions of A(α)-stability.
Recall from Chapter 7 that a general linear method M = [A,U ,B,V ] applied
to the ordinary differential equation y′ = f(y, t) reads
Y = hnAF (Y ) + U y[n], y[n+1] = hnB F (Y ) + V y[n], (10.18)
where F (Y ) =
[
f(Y1, tn + c1 hn)
> · · · f(Ys, tn + cs hn)>
]>
. Using the scheme
(10.18) the method proceeds from tn to tn+1 = tn + hn using a stepsize hn. If
the next step is taken with a different stepsize hn+1 6= hn, the output vector
5A Dimsim is said to be of type-4 if A = λI.
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y[n+1] has to be modified. For methods in Nordsieck form the appropriate mod-
ification is given by simply multiplying the Nordsieck vector with the diagonal





















denotes the stepsize ratio6. In case of the linear scalar test








In a variable stepsize implementation, stability is thus related to products of
matrices M(σi, zi) = D(σi)M(zi). To ensure that y
[n+1] remains bounded as




< 1 for each
factor, but we have to guarantee a spectral radius less than 1 for the product.
This goal can be achieved by limiting the stepsize ratio σ. Corresponding results
for low order BDF schemes and a two-stage order 1 general linear method were
derived by Butcher and Heard [31] using appropriate norms. Guglielmi and
Zennaro use the theory of a joint spectral radius for a family of matrices and
the concept of polytope norms [77, 76]. Results for two-step W -methods are
given in [95].
Butcher and Jackiewicz use a different approach in [38]. They show that gen-
eral linear methods being unconditionally zero-stable can be constructed using
special error estimators and appropriate modifications of the Nordsieck vector.
For the order-3 method (10.17), by contrast, we will try to guarantee stability
at zero and at infinity by construction. If the matrices V and M∞ were of the
form
V =
1 v12 v130 0 0
0 v32 0
 , M∞ =
 0 0 0m21 0 0
m31 m32 0
 , (10.19)
then M(σ, 0) = D(σ)V and M(σ,∞) = D(σ)M∞ would have the same struc-
ture. Thus, multiplication by D(σ) does not affect stability since the special
zero-pattern ensures that the spectra σ(V) = {1, 0} and σ(M∞) = {0} do not
depend on the particular values of vij, mij.
6A more refined adjustment of the Nordsieck vector that preserves the first order error
terms will be discussed in Chapter 11.
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is solved first. One particularly simple solution is given by
b21 = 0, b22 = 0, b32 =
−1−3b31λ+9b31λ2
c2(1−c2) , (10.20)
where it is assumed that c2 6= 0 and c2 6= 1. Observe that (10.20) ensures









For the structure (10.19) it remains to compute M∞ = (mij) and to solve the

















and the diagonal element λ is left as a free parameter. Of course, we have























and that λ is not a root of
3λ3 − 9λ2 + 6λ − 1 = 0. This avoids a zero denominator. The coefficients of
the method M3(λ) are reproduced in Table 10.3.
Due to the special structure (10.19) for the matrices V and M∞ this method
is stable at zero and at infinity for every stepsize pattern (σn)n ∈ N. Hence we
have ensured unconditional stability at zero and at infinity by construction.




such that 0 < c1 < c2 < 1.
Unfortunately, the corresponding methods are not A-stable.
Information on possible angles for A(α)-stability is given in Figure 10.6 (b).
For each λ ∈ [0, 1] the method M3(λ) has been computed. The angle of A(α)-
stability was computed from the corresponding stability region. This angle α(λ)
is plotted in Figure 10.6 (b) as a function of the diagonal element λ. M(λ) is
A-stable provided that α(λ) = 90◦, i.e. for λ ≥ λ∗ ≈ 0.3558.
For λ ≥ λ∗ the abscissa c1 lies outside the unit interval [0, 1]. As we chose
the condition c1, c2 ∈ [0, 1] as a design criterion, the optimal angle of A(α)





) ≈ 73.7535◦ much simpler rational coefficients can be obtained (see
Table 10.4). The entry of largest magnitude is b32 ≈ −13.4165 and the error
constant is given by C3(
4
25
) = − 35404169
6805687500
≈ −0.0052.
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A
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     ,
U
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    ,
B
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     ,
V
=




































































































































    .
c
=





















   .
Table 10.3: The method M3(λ) satisfies s = r = p = q = 3 and is uncondi-
tionally stable at zero and at infinity.
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Although the region of A(α)-stability is considerably smaller than for the BDF
scheme with the same order (see Table 2.2 on page 32), we will see in Chap-














Figure 10.6 (a): Values for the















Figure 10.6 (b): Possible angles
for A(α)-stability.












≈ 0.211 at least
one ci lies outside the unit interval. Figure 10.6 (b) contains an enlarged copy
of the left hand picture. Additionally the angle α is plotted (rightmost axis)




















































0 1 0 0































































Table 10.4: A family of Dimsims with s = r = q = p
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Larger regions of A(α)-stability are possible by weakening the requirement
(10.19). As an example assume that V and M∞ satisfy
V =
1 v12 v130 0 0
0 v32 0
 , M2∞ =
 0 0 0m21 0 0
m31 m32 0
 , (10.21)
where M2∞, in contrast to M∞, is required to have a strictly lower triangular
form. Solving m22 = 0, m23 = 0, m33 = 0 yields many different solutions. Un-
fortunately it was not possible to find A-stable methods within these families.
One example of a method with a large region of A(α)-stability is given in Ta-
ble 10.5. There the angle α satisfies α ≈ 88.1◦ such that the method is more

























































































Table 10.5: A Dimsim with s = r = p = q = 3 and A(α)-stability for α ≈
88.1◦. In the tableau β represents
√











In the literature [23, 28, 33, 34, 93, 158] general linear methods have been
constructed mainly for (stiff) ordinary differential equations. The investigations
of Theorem 9.5 and Corollary 9.6 showed that differential algebraic equations
can be treated as well, but additional requirements need to be satisfied.
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In particular additional order conditions and stronger stability requirements
have to be met. It was thus decided to find methods M having the following
properties:
(P1) M uses s = r stages to achieve order p and stage order q = p for
ordinary differential equations.
(P2) A has a diagonally implicit structure (10.2) with aii = λ for i = 1, . . . , s.
(P3) V is power bounded and M∞ is nilpotent7.
(P4) The abscissae ci satisfy ci ∈ [0, 1] and ci 6= cj for i 6= j.
(P5) M is stiffly accurate, i.e. cs = 1 and the last row of [A U ] coincides
with the first row of [B V ].
(P6) M is given in Nordsieck form such that the stepsize can be varied easily.
Three families of methods have been considered so far. The methods from
Table 10.1 constructed by Butcher and Podhaisky and those in Table 10.2 with
M∞,p = 0 use s= p+ 1 stages while the Dimsims constructed in the previous
section have only s=p stages.
The methods in Table 10.1 were constructed using the algorithm of Wright [158]
assuming BA = XB and BU ≡ XV − VX. Thus these methods have inherent
Runge-Kutta stability (IRKS). One of the many advantages of this approach
is the fact, that only linear operations are necessary to derive a method.
In an attempt to improve stability at infinity, the methods from Table 10.2
were constructed such that M∞,p=0. For p = 1 and p = 2 IRKS was still
possible. For p = 3 inherent Runge-Kutta stability could not be realised any




p0 + p1w + p2w
2 + p3w




the Fortran routine hybrd from Minpack [125] was used to solve the system
p0 = 0, p1 = 0, p2 = 0 numerically. Thus the resulting method has, once again,
only one nonzero eigenvalue.
Solving the complicated nonlinear system leads only to isolated methods. The
IRKS approach of Wright, by contrast, yields families of methods.
The requirement of having M∞,p = 0 is a strong restriction. Some of the
method’s coefficients seem to get a bit too large. Also, the methods of Butcher
and Podhaisky have smaller error constants. We have to check numerically
whether there is any benefit due to the improved stability at infinity. The
corresponding numerical experiments will be performed in Chapter 12.
In Section 10.2 Dimsims with s = r = p = q have been considered. These
methods seem of particular interest as only s = p stages are used per step. The
reduced computational work may lead to a clear increase in performance.
7Recall from Lemma 8.30 that Mk0∞ = 0 for some k0 ≥ 1 ensures that the stage derivatives
are calculated with the desired accuracy.
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Figure 10.7 (c): Table 10.4 (s = p).
The method from Table 10.5 is plotted
as a dashed line.
Figure 10.7: Stability regions of the
three families of methods constructed
in the previous sections. The stable
region is always given by the outside
of the encircled areas.
However, compared to s = p+ 1 fewer
parameters are available for satisfying
the requirements (P1) – (P6).
For p=1 the corresponding method is
uniquely determined. Forcing Runge-
Kutta stability for p = 2 by setting
b21 = 0 leads to an order 2 method
that can be interpreted as a singly di-
agonally implicit Runge-Kutta scheme
with an explicit first stage.
If the entries a11 and a22 on the dia-
gonal are allowed to take different val-
ues, a family M∗2(a22) of A- and L-
stable diagonally implicit general li-
near methods was constructed. Vary-
ing a22 ∈ [0, 12 ] this family allows a
control of the method’s damping be-
haviour.
Unfortunately the search for A-stable
methods with p = 3 was not suc-
cessful. If unconditional stability at
zero and at infinity is guaranteed by
construction, the maximal angle for
A(α)-stability is α ≈ 75.8053◦ (see
Figure 10.7 (c)). There are, however,
methods that are more stable than
their BDF-counterparts. The method
from Table 10.5 with α ≈ 88.1◦ served
as an example.
The methods with s = r = p = q
from Table 10.4 will be the basis of the
variable-order variable-stepsize imple-
mentation Glimda. The acronym
’Glimda’ is used to abbreviate Gen-
eral LInear Methods for Differential
Algebraic equations.
Although the order 3 method is not A-
stable, there is some hope for a com-
petitive code as only s = p stages are
used per step. This code will also ben-
efit from the unconditional stability of
the order 3 method.
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Since the methods from Table 10.1 and 10.2 use an incremented number of
stages, the corresponding code will be denoted as Glimda++. The family
of methods being used for a particular computation can be chosen easily by
changing the method’s coefficients.
In Chapter 12 a large number of numerical experiments will be performed in
order to assess the potential of these different families of methods. The codes
based on general linear methods will not only be compared with each other
but also with Dassl and Radau. It will turn out that general linear methods
are competitive and often superior to classical linear multistep or Runge-Kutta
codes. In particular Glimda will prove a tough competitor.
Before proceeding to the numerical experiments, implementation issues such as
error estimation, stepsize selection and strategies for changing the order have




Implementation specifics for general linear methods (GLMs) have been dis-
cussed in several papers [26, 37, 40, 94] mainly by Butcher and Jackiewicz.
The focus is always on (stiff) ordinary differential equations
y′ = f(y, t), t ∈ [t0, tend], y(t0) = y0. (11.1)
For stiff equations singly diagonally implicit methods with high stage order are
most appropriate. Recall that in the stiff regime implicit methods have to be
used, but due to the diagonally implicit structure the stages can be evaluated
sequentially. Thus the computational costs are considerably reduced.
The resulting nonlinear systems are solved using Newton’s method. General
linear schemes allow the construction of highly accurate predictors for the initial
guess. The predictors are based on incoming approximations and on stage
derivatives already evaluated within the current step. Thus the initial guess
can be obtained at no additional costs. A case study for possible predictors is
given in [93].
A distinct feature of general linear methods is the possibility to have diagonally
implicit schemes with high stage order. High stage order is not only exploited
in deriving predictors for Newton’s method but also, as we will see later, for
constructing error estimates. In the context of stiff equations and DAEs it is of
particular importance to recall that high stage order avoids the order reduction
phenomenon discussed in Section 2.2. Finally, dense output comes practically
for free (see again [93]).
Solving (11.1) numerically requires discretisation. Starting from the initial con-
dition y(t0) = y0 approximations yn ≈ y(tn) to the exact solution are computed
on the nonuniform grid
t0 < t1 < t2 < · · · < tN = tend.
After computing yn at timepoint tn a stepsize hn has to be predicted for the
next step from tn to tn+1 = tn+hn. The suggestion for the stepsize hn is based
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on an estimate of the local truncation error in step number n. In [29] the error
estimator is obtained from information computed in the previous two steps.
This is not always convenient in a variable order implementation. Thus, we
will use ideas from [37, 40] where the error estimate is based on information
from the current step only. As indicated above, error estimation benefits from
high stage order. Methods with s = p + 1 stages will have clear advantages
over those with s = p stages.
Finally, an efficient implementation has to be capable of changing the order.
Low order methods are preferred for loose tolerances. Tight tolerances and
very smooth solutions are most efficiently dealt with by higher order schemes.
Adaptivity, i.e. monitoring how the solution evolves and changing the order
accordingly, is the key for an efficient simulation.
Variable-order implementations for general linear methods are discussed in [30,
40, 94]. While [30, 94] use ratios of appropriate error estimates to decide on
the new order, the approach taken in [40] is more elegant. There it is shown
how to obtain an estimate for hp+2y(p+2)(tn). As the method currently used is
assumed to have order p, this allows to estimate the local truncation error for
the method of order p+ 1.
For methods with s = p stages this approach is not feasible, but techniques of
Hairer and Wanner [86] can be adapted to general linear methods. The decision
on the new order will be based on the convergence rate of Newton’s method.
These topics – Newton’s method, error estimation and order control – will now
be addressed in more detail. We will restrict attention to methods in Nordsieck







contains approximations to scaled derivatives of the exact solution.


















, x(t), t) = 0 (11.2)
such that the codes Glimda and Glimda++ will eventually be capable of
solving DAEs of the form (11.2).
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11.1 Newton Iteration
Let M = [A,U ,B,V ] be a general linear method with the matrix A being
nonsingular. Similar to the approach taken in Chapter 9 the method M can
be applied to the DAE (11.2) by introducing internal stages Xi and stage
derivative Q′i representing Xi ≈ x(tn + cih) and Q′i ≈ q̇
(
x(tn + cih), tn + cih
)
,
respectively, for i = 1, . . . , s.
Xi and Q
′
i are related by the differential equation,
f
(
Q′i, Xi, tn + cih
)
= 0, i = 1, . . . , s, (11.3a)
Q(X) = hAQ′ + U q[n], (11.3b)
q[n+1] = hBQ′ + V q[n]. (11.3c)




 , Q′ =
Q′1...
Q′s
 , Q(X) =
q(X1, tn + c1h)...
q(Xs, tn + csh)
 .
The input vectors q
[n]




, i = 1, . . . , r, approximate scaled
derivatives of the function q appearing in (11.2). Observe that only information
about q(x, t) is propagated from step to step. As a consequence, the numerical
solution xn might not be recoverable from q
[n]. For stiffly accurate methods this
is no restriction at all since the numerical result in step number n coincides
with the last stage, i.e. xn = Xs.
Observe that q[n] ∈ Rr·l for
f : Rl ×Rm ×R→ Rm.
In general the relation l ≤ m holds such that for l < m the memory required
for storing the Nordsieck vector is lower as compared to the case of ordinary
differential equations where q[n] satisfies q[n] ∈ Rr·m.
Given that the matrix A has singly diagonally implicit structure,
A =
 λ 0 ··· 0 0a21 λ ··· 0 0... ... ... ... ...
as−1,1 as−1,2 ··· λ 0
as1 as2 ··· as,s−1 λ
 ,
the relation (11.3b) can be written as
q(Xi, tn + cih) = hλQ
′
i + ωi (11.4)
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is already known from previous results. Thus, in order to determine the value
of Xi we need to solve the nonlinear system
Fi(Xi) = hλ f( 1hλ [q(Xi, tn + cih)− ωi], Xi, tn + cih) = 0.


















is computed using difference approximations. Of course, Ji(Xki ) can be assem-







Notice that the stages Xi can indeed be evaluated sequentially. Hence in order
to determine the stages from (11.3), s nonlinear systems of dimension m have
to be solved. The integer m denotes the problem size.
The diagonal element λ stays the same for every stage Xi. Hence there is
some hope that the same Jacobian J1(Xk1 ) can be used for all stages. The
Jacobian information may even be kept constant over several steps. In case of
convergence problems the Jacobian is updated as needed. Full details on the
iteration scheme are given in [93].
For solving the linear system (11.5), the Jacobian Ji(Xki ) = LU is decomposed
into its LU factors using dgetrf from Lapack [109]. The Newton process is
stopped provided that the residuum Fi(Xki ) and the correction ∆Xki satisfy
the mixed criterion
‖Fi(Xki )‖sc ≤ tolf, ‖∆Xki ‖sc ≤ tolx,





( |ηj| / (atolj + rtolj · |xn,j|)).
The vectors atol and rtol are given by the user and contain the absolute and rel-
ative accuracy requirements, respectively. The numerical result of the previous
step from tn−1 to tn is denoted by xn ∈ Rm. This vector is used as a reference
when assessing the relative accuracy. The tolerances tolf and tolx can be chosen
by the user. Default values are tolf = tolx = 1
10
.
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It remains to chose an appropriate initial guess X0i for the Newton iteration.
Many different approaches are discussed in [93]. These ideas use quantities
based on the Nordsieck vector in order to predict a stage value. In case of





but it was mentioned earlier that X0i cannot be computed from Q
0
i in general.
A similar remark applies when using explicit methods of order p to compute a
prediction. Hence a different approach is required.
Extensive numerical tests have shown that extrapolation based on previous
stage values gives satisfactory results. Let X̄ be a queue of κ past (accepted)
stages and corresponding timepoints, i.e.
X̄ =
[
(X̄1, t̄1), (X̄2, t̄2), . . . , (X̄κ, t̄κ)
]
,
and let P denote the unique polynomial satisfying P (t̄j) = X̄j for j = 1, . . . , κ
and P (tn+cjh) = Xj for j = 1, . . . , i−1. A prediction X0i is found by evaluating
X0i = P (tn + cih). After completing step number n, the κ most recent values
from the list[
(X̄1, t̄1), (X̄2, t̄2), . . . , (X̄κ, t̄κ), (X1, tn + c1h), . . . , (Xs, tn + csh)
]
are saved in X̄ for use in step number n + 1. For extrapolation Neville’s
algorithm from [130] is used. Obviously, the development of more sophisticated
stage predictors for DAEs should be a topic for further research.
From the stage values Xi the corresponding stage derivatives Q
′
i can be com-





q(Xi, tn + cih)− ωi
)
.
Finally the output vector q[n+1] of step number n is obtained from (11.3c).
11.2 Error Estimation and Stepsize Prediction
After computing the output vector at the end of the step we have to decide
whether to accept or reject the result. This decision is based on an estimation
of the local truncation error. Appropriate estimators have been developed
in [26, 37, 40] in the context of stiff ODEs (11.1). For completeness the key
points will be briefly reviewed here.
We assume that M = [A,U ,B,V ] is a general linear method in Nordsieck form
with s internal and r external stages. The stage order q = p agrees with the
order. Recall that M is applied to the ODE (11.1) according to
Y = hAY ′ + U y[n],
y[n+1] = hB Y ′ + V y[n]
with Y ′i = f(Yi, tn + cih) being the stage derivatives.
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It is assumed that the input vector y[n] used for numerical computations comes





i − βi hp+1y(p+1)(tn) +O(hp+2) (11.6)
for i = 1, . . . , r. As we are interested in the local error, the first component is
assumed to be exact, i.e. β1 = 0. As in [26, 37], using Taylor series expansion
yields
Yi = y(tn + cih) − εi hp+1y(p+1)(tn) +O(hp+2), (11.7a)
hY ′i = h y









i − γi hp+1y(p+1)(tn+1) +O(hp+2), (11.7c)





A cp + U β,
γ = α(p, r) − 1
p!















The matrix V plays a crucial role in propagating the error. For methods with






where the submatrix Ṽ has zero spectral radius. Hence the errors
in the first component of the Nordsieck vector are propagated quite differently

















it turns out that
β̃ 7→ α̃− 1
p!
B̃ cp + Ṽ β̃
is a fixed-point mapping. Thus, after a series of steps using a constant stepsize,
the values β̃ will settle down to a fixed value that is not changed from step to
step. This fixed point can be computed by solving








= α(p, r)− 1
p!
B cp. (11.8)
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i − β̃i hp+1y(p+1)(tn) +O(hp+2), i = 2, . . . , r,










i − β̃i hp+1y(p+1)(tn+1) +O(hp+2), i = 2, . . . , r.





1 = Cp h
p+1y(p+1)(tn+1) +O(hp+2) (11.9)
is the local truncation error.












































































































Hence the error constant is given by C2 = − 1037986 . 
If a method M is used with a constant stepsize h, the above computations
are valid for all n as the coefficients β̃ won’t change from step to step. In
general, however, an efficient numerical solution of any given problem requires
an adaptive change of the stepsize in order to react on how the solution evolves.
If the current step is computed with stepsize hn and another stepsize hn+1 will
be used for the next step, the Nordsieck vector needs modification. This was
discussed briefly in Section 10.2.




be the stepsize ratio. Then the Nordsieck vector y[n+1] needs to
be multiplied by the diagonal matrix D(σn) = diag(1, σn, . . . , σ
r−1
n ) in order to
provide the correct scaled derivatives for the next step.




y(tn+1) − Cp hp+1n y(p+1)(tn+1) +O(hp+2n )
hn y
′(tn+1) − β2 hp+1n y(p+1)(tn+1) +O(hp+2n )...
hr−1n y



























(i−1)(tn+1)− σp+1n βi hp+1n y(p+1)(tn+1) +O(h
p+2
n+1).
Hence the appropriate modification of the Nordsieck vector has to be twofold.
First y[n+1] needs to be scaled with the stepsize ratio and then the correction









[n+1] + (σi−1n − σp+1n )βi hp+1n y(p+1)(tn+1). (11.10)
This approach is called ’scale and modify’ [26, 40]. It ensures that the coeffi-
cients β̃ are maintained correctly also in case of a variable-stepsize implemen-
tation.
In order to apply the scale and modify technique, an estimate
scdrvp+1(tn+1) ≈ hp+1y(p+1)(tn+1)
for the scaled derivative is required. This value will not only be used for (11.10),
but also in order to estimate the local truncation error (11.9) via
estp+1(tn+1) = Cp scdrvp+1(tn+1).
The error constant Cp can be computed from the method’s coefficients as a
solution of the linear system (11.8).
Recall from (11.7) that due to the method’s high stage order the (scaled) stage
derivatives hY ′i are exact to within O(hp+2). Thus, scdrvp+1(tn+1) will be
computed as a linear combination of stage derivatives.
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In the previous chapters we restricted attention to stiffly accurate methods.
There the first component of the input vector y
[n]
1 = Ȳs is computed from
the last stage Ȳs of the previous step. The corresponding scaled derivative
h Ȳ ′s is thus available for further exploitation as well. Since in case of local
error estimation y
[n]
1 is assumed to be exact, h Ȳ
′
s constitutes the exact scaled
derivative.
For methods having the FSAL property, or Property F as it is called in [26],
h Ȳ ′s is passed on to the next step as the second component of the Nordsieck
vector (see page 184). For methods with y
[n]
2 6= h Ȳ ′s the quantity h Ȳ ′s can be
made available using an appropriate implementation.
As in [40] we consider the estimation of hp+1y(p+1) using a linear combination








Expanding the right hand side of (11.11) into a Taylor series leads to
scdrvp+1(δ0, δ, tn+1)









= δ0 h y
′(tn) + δ
























The matrix C was introduced in Theorem 7.6 and extensively used in the
previous Chapter. Compared to C, the matrix Ĉ uses an additional column.
Observe that the multiplication δ>Ĉ Zn = [(δ
>Ĉ)⊗ Im]Zn involves Kronecker
products.
For (11.11) to be an estimator satisfying
scdrvp+1(δ0, δ, tn+1) = h
p+1y(p+1)(tn+1) +O(hp+2)
= hp+1y(p+1)(tn) +O(hp+2)
we need to solve the linear system
[
δ0 δ1 · · · δs
]

1 0 · · · 0
1 c1
1!
























218 11 Implementation Issues
This system consists of p + 1 equations in s + 1 unknowns. Observe that the
first p equations guarantee that hky(k)(tn) does not appear in the Taylor series
expansion (11.12) for k = 1, . . . , p. The last equation ensures coefficient 1 for
hp+1y(p+1)(tn) such that the correct scaled derivative is approximated.
For non-confluent methods with s = p, the solution is uniquely defined. In this
case the coefficient matrix is a Vandermonde matrix and hence nonsingular.
The estimators computed for the methods from Table 10.4 are presented in
Table 11.1.
Example 11.2. In order to verify that the estimators derived for methods
with s = r = p = q are highly accurate, we want to solve the problem





+ g′(t), t ∈ [0, 20]. (11.14)
This equation introduced by Prothero and Robinson [131] was already discussed
in Example 2.7. Here, the complex function g(t) = exp(xi) with i2 = −1 is
used. The exact solution is given by y(t) = g(t). Similar to [38, 40] the periodic
stepsize pattern
hn+1 = ρ
(−1)k(n) sin(8πtn/20) cos(2π tn/20) hn (11.15)
is used. The choice k(n) = 1−bn mod 4
2
c ensures that the stepsize is successively
increased twice and then decreased twice such that hn oscillates around the
initial stepsize h0 =
20
N
, N = 800. When changing the stepsize, the scale and
modify technique is used.
The integration is started with order p = 1. After that a random order change
is allowed at every fourth step. More precisely, the following random-variable
order strategy is employed,
pn+1 =

pn , n mod 4 6= 0
pn + 1 , n mod 4 = 0, pn = 2 and z ∈ [23 , 1]
pn + 1 , n mod 4 = 0, pn = 1 and z ∈ [12 , 1]
pn − 1 , n mod 4 = 0, pn = 2 and z ∈ [0, 13 ]
pn − 1 , n mod 4 = 0, pn = 3 and z ∈ [0, 12 ]
order δ0 δ1 δ2 δ3
p = 1 −1 1




2 2 + 2
√
2








Table 11.1: Error estimators for the methods from Table 10.4 (s = r = p = q)
constructed in Chapter 10.











Figure 11.1: Accuracy of the estimators from Table 11.1 for the problem
(11.14) using fixed-variable steps (11.15) and random order.
where z is a random number uniformly distributed in [0, 1]. Thus, each pos-
sibility – changing the order up- or downwards and keeping the same order –
has the same probability.
At every timepoint tn the accuracy of the estimate scdrvp+1(tn) is measured by
computing the relative error∣∣∣∣scdrvp+1(tn)− hp+1n y(p+1)(tn)hp+1n y(p+1)(tn)
∣∣∣∣ .
This relative error together with the order history is plotted in Figure 11.1.
In spite of the demanding stepsize and order variations used here the estima-
tors perform quite satisfactory. The estimate yields approximately two correct
digits. 
Recall that the schemes discussed in the previous example use only s = r = p
stages and the estimators in Table 11.1 are uniquely defined by the linear system
(11.13). Methods with s = r = p + 1 = q + 1 leave more freedom to derive
optimised error estimators.
Example 11.3. For illustration consider again the order 2 method from Ex-
ample 11.1. In order to determine an error estimator (δ0, δ), the linear system
(11.13) needs to be solved, i.e.
[














 = [ 0 0 1 ] .
Obviously the solution is not uniquely defined. One solution is given by the
vector[
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This particular solution has advantages over other choices in the sense that















Recall that ε is related to the first order error term of the stages as indicated
in (11.7). Satisfying the additional requirement δ>ε = 0 allows to construct
estimators of higher accuracy. 
For general linear methods with s = r = p+ 1 = q + 1 assume that the (δ0, δ)
is obtained from solving the extended system
[
δ0 δ








The estimator (11.12) is thus seen to satisfy
scdrvp+1(δ0, δ, tn+1) = h
p+1
n y






for θ = 1
(p+1)!
δ>cp+1. The scaled derivative hp+1n y
(p+1)(tn+θhn) can therefore
be estimated with much higher accuracy. The particular values of δ0, δ and θ
corresponding to the methods constructed in the previous chapter are given in
Table 11.2 and 11.3.
The increased accuracy of scdrvp+1(δ0, δ, tn+1) offers the possibility to estimate
the (p+ 2)-nd derivative as well. The details of this construction are described
in [40]. Since estimating the local truncation error of the method with order
order δ0 δ1 δ2 δ3 δ4 θ






























Table 11.2: Error estimators for the methods with inherent Runge-Kutta
stability from Table 10.1
order δ0 δ1 δ2 δ3 δ4 θ


















p = 3 −5.19608 −43.2157 160.823 −171.216 58.8039 0.604703
Table 11.3: Error estimators for the methods with M∞,p = 0 from Table 10.2
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p + 1 is seminal for a variable-order implementation, the main ideas will be
briefly reviewed.




































−1)hp+2n y(p+2)(tn) +O(hp+3n ).
The aim is to find coefficients µ and λ such that
µ ηn+λ ηn−1 = h
p+2
n y
(p+2)(tn+1) +O(hp+3n ) = hp+2n y(p+2)(tn) +O(hp+3n ).































Hence an estimator for the (p+ 2)-nd scaled derivative is given by
scdrvp+2(tn+1) =
σn−1




Observe that this estimator uses information from the current step and from
the step before.
Example 11.4. The estimators for s = r = p + 1 = q + 1 were tested using
the same numerical experiment as in Example 11.2. Figure 11.2 displays the
relative error∣∣∣∣scdrvp+1(tn+1)− hp+1n y(p+1)(tn + θhn)hp+1n y(p+1)(tn + θhn)
∣∣∣∣
and ∣∣∣∣scdrvp+2(tn+1)− hp+2n y(p+1)(tn+1)hp+2n y(p+2)(tn+1)
∣∣∣∣
for estimating the (p+ 1)-st and (p+ 2)-nd scaled derivative, respectively.









Figure 11.2: Accuracy of the estimators from Table 11.2 (methods with in-
herent Runge-Kutta stability, Table 10.1) for the problem (11.14) using fixed-
variable steps (11.15) and random order. The relative error in scdrvp+1(tn) (+)
and scdrvp+2(tn) (o) is displayed.
The relative error in the estimator scdrvp+2(tn) is displayed only after three
consecutive steps with the same order. This allows a settling of the leading
error term after changing the order.
Figure 11.2 indeed indicates very high accuracy for these estimators. In case
of the scaled (p + 1)-st derivative, scdrvp+1(tn) yields approximately 5 correct
digits while the estimator scdrvp+2(tn) for the scaled (p+2)-nd derivative offers
2–3 significant digits. 
Using the estimators for scaled derivatives as described above, the local trun-
cation error (11.9) can be estimated using





The error constant Cp is computed from (11.8). Recall that for properly stated





∈ Rl such that the estimate satisfies estp+1(tn+1) ∈ Rl as
well. The current step is accepted provided that the inequality
‖ estp+1(tn+1)‖scq ≤ 1





( |qj| / (atolqj + rtolqj · |qn,j|))
depends on absolute and relative tolerances atolq, rtolq for q. These tolerances
can be computed from the values atol, rtol that are prescribed by the user (see
also Chapter 12). The numerical approximation for q(xn, tn) obtained in the
previous step is denoted by qn.
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The number ‖ estp+1(tn+1)‖scq is used to predict a stepsize hn+1 for the next
step from tn+1 to tn+2 as well. Recall that








and similarly we will have








Since optimal performance is realised if the local error coincides with the re-
quired tolerance, we will try to choose hn+1 such that ‖ estp+1(tn+2)‖scq ≈ 1.
















In spite of its simplicity, this standard stepsize controller (11.17) is quite reliable
for many problems. The GLM codes described in [93, 94] use this technique.
A slightly modified version is used in [40]. The controller (11.17) will also be
adopted as standard for the codes Glimda and Glimda++. As usual, safety
factors will be employed to avoid excessively large variations in the stepsize
which might destroy stability properties of the methods [85, 93]. Observe that
in case of rejected steps, ‖ estp+1(tn+1)‖scq > 1, the controller (11.17) decreases
the stepsize.






















A control theoretic study of similar estimators can be found in [148, 149].
11.3 Changing the Order
With the error estimator and stepsize control techniques described in the pre-
vious section, a variable-stepsize implementation of general linear methods is
already possible. It remains to develop a strategy for choosing the appropriate
order in an adaptive fashion.
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Assume that we are currently using a method with s = r = p + 1 = q + 1. In
this case, scdrvp+2(tn+1) can be used to estimate the local truncation error
estp+2(tn+1) = Cp+1 scdrvp+2(tn+1)




for the method with order p − 1 is trivial to obtain as the last component of





Thus a stepsize prediction can be computed not only for the method of order
p but also for its adjacent methods with order p+ 1 and p− 1, respectively.
The decision on what order should be used for the next step is based on these
stepsize predictions hn+1,p−1, hn+1,p and hn+1,p+1. As methods of different order
use a different number of stages, the computational costs per step have to be
taken into account as well.









The safety factor α = 1.2 is used to prevent frequent order changes.
This strategy is employed for Glimda++ as well. Similar to [40] the order is




Example 11.5. This order selection strategy will be tested using the Miller
Integrator from Example 1.1. Recall from Chapter 1 that the Miller Integrator
circuit leads to an index-1 equation with m = 5, l = 1. The input signal
v(t) = sin(ω t2) is used with ω = 1014. The DAE is solved for t ∈ [0, 7 · 10−7]
using x(0) = 0 as initial value.
For many different tolerances rtol = 10−j, j = 0, . . . , 11, atol = 10−3 · rtol, Fig-
ure 11.3 shows the number of functions evaluations required for solving the






























Figure 11.3: Testing the order selection strategy for the Miller Integrator
using the methods from Table 10.1.
11.3 Changing the Order 225
of the integration interval. The figure contains four curves. Three correspond
to solving the Miller Integrator using constant order p ∈ {1, 2, 3} while the
fourth curve shows the results of the variable-order code Glimda++. For the
computations the methods of Butcher and Podhaisky from Table 10.1 were
used.
The order control described above shows almost optimal performance: For high
accuracy demands high order methods are used while low order methods are
chosen for loose tolerances. 
This order selection strategy is very elegant and seems to work reliably. How-
ever, for methods with s = r = p = q we cannot proceed in a similar fashion
since no estimator scdrvp+2(tn+2) is available for methods of this type. In order
to overcome these difficulties there are at least three possible approaches.
(a) Information from previous steps could be used in order to compute the
required estimate scdrvp+2(tn+2). Keeping track of the backward infor-
mations is a complex task in a variable-stepsize variable-order setting
and a related theory establishing the error expansions quickly becomes
difficult to manage (see e.g. [29]).
(b) In [30, 94] the decision on a new order is based on monitoring the ratio
ρ = estp+1(tn+1)
estp(tn+1)
. If ρ < ρmin = 0.9 and p < pmax, the order is increased.
On the other hand, the order is decreased provided that ρ > ρmax = 1.1
and p > pmin.
(c) Hairer and Wanner [86] discovered that high order methods perform
poorly for loose tolerances due to a slowly converging Newton iteration.
Hence, order control for their code Radau is based on the convergence
rate of Newton’s method.
The approaches (b) and (c) have been tested. It was found that in case of
(b) the order is built up quickly, but often it is not decreased sufficiently fast.
Hence, most computations are performed using the method of highest order.
The approach (c), by contrast, resulted in more efficient and more reliable
computations such that (c) was implemented for Glimda.
The technique of Hairer and Wanner is well documented in [85, 86]. It can be
used for general linear methods without any modifications being necessary.
For k ≥ 1 let θk = ‖∆Xki ‖/‖∆Xk−1i ‖ denote the quotient of two consecutive
Newton corrections in the iterative procedure (11.5). Based on θk the conver-
gence rate is measured using
ψ1 = θ1, ψk =
√
θm · θk−1, k ≥ 2.
For any given problem the computation is started using the lowest order p = 1.
The order is allowed to change only after computing samep consecutive steps
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In case of a possible order change, the order is increased provided that ψ < upth
and p < pmax. Here, ψ denotes the final value ψk of the Newton iteration for
the current step. Similarly the order is decreased if ψ > downth and p > pmin.
Convergence failures give rise to an order decrease as well.
The parameters samep and upth, downth can be set by the user. A value samep =
5 is used by default. For the threshold values upth = 10−3 and downth = 0.8 has
been found to be appropriate.
Example 11.6. The order selection strategy is tested using the same numerical
experiment as in Example 11.5.
For the Miller Integrator Figure 11.4 (a) shows the desired behaviour. For high
accuracy demands the solution is computed using order p = 3 but for loose
tolerances order p = 1 is used.
One of the test problems used most frequently for comparing integrators for stiff
ODEs is given by the Robertson Reaction. This problem consists of a system of
stiff ordinary differential equation modelling an autocatalytic chemical reaction.
The reaction is described in [139]. The equations became popular in numerical
analysis through the work of Hairer and Wanner. In [86] it is used for deriving
and testing their order selection strategy.
Usually the equations are posed for t ∈ [0, 1011]. Here, the tolerances rtol =
10−j, j = 2, 3, . . . , 9, atol = 10−3 · rtol have been used.
The results obtained for the code Glimda based on the general linear methods
from Table 10.4 are presented in Figure 11.4 (b). Obviously the order 3 method
is most efficient for almost all tolerances. This method is chosen correctly by


























































Figure 11.4 (b): Robertson Reaction.




Using techniques from the previous chapter the general linear methods from
Table 10.1, 10.2 and 10.4 have been implemented using Fortran77. This pro-
gramming language offers fast performance and high accuracy. Linear algebra
can be handled conveniently using routines from Blas and Lapack [8, 109].






, x(t), t) = 0. (12.1)












covered by the results of this thesis.
Both Glimda and Glimda++ are variable-stepsize variable-order codes based
on singly diagonally implicit general linear methods. The order p satisfies
1 ≤ p ≤ 3 and the stage order q = p coincides with the order. The quantities

















Our aim is to compare the following methods:
• Glimda: s = r = p stages are used. For p = 1, 2 the methods from
Table 10.4 are A- and L-stable. The order 3 method is A(α)-stable with
α ≈ 73.7535◦. Unfortunately there was no success in finding an A-stable
order 3 method satisfying all requirements (P1) – (P6) from page 182.
The method from Table 10.5 with α ≈ 88.1◦ might be an alternative.
As described in the previous chapter, order control is based on the conver-
gence rate of Newton’s method. Fast convergence signals a possible order
increase. If the iteration process converges slowly or does not converge
at all, the order is switched downwards.
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• Glimda++: this solver uses an additional flag to distinguish between
the two families of methods from Table 10.1 and 10.2. The former meth-
ods have been constructed with inherent Runge-Kutta stability while the
latter family satisfies M∞,p = 0.
In all cases s = r = p + 1 stages are used and the stage order is q = p.
The methods are A- and L-stable. Order control is based on estimates of















The codes Glimda and Glimda++ are available from the author.
Comparing different codes is a notoriously difficult task. The results of the
comparison will clearly depend on the problem, on the prescribed accuracy or
on the machine that runs the tests.
Since we are studying general linear methods for integrated circuit design,
this chapter focuses on applications from electrical circuit engineering. Thus
most problems are realistic circuits. The Test Set for Initial Value Problem
Solvers [124] of Bari University (formerly maintained by CWI Amsterdam)
offers a wealth of suitable test problems.
In case of electrical circuits, the vector x of the DAE (12.1) contains node poten-
tials as well as the currents through inductors and voltage sources. The vector
q(x, t) comprises charges and fluxes. Observe that x ∈ Rm and q(x, t) ∈ Rn
might be of different size. We have seen in Chapter 11 that error estimation is
most naturally based on q rather than on x. The user, however, will prescribe
a desired tolerance for x, such that this tolerance needs modification in order
to be applicable to charges and fluxes. The computation of an appropriate tol-
erance is performed automatically based on the matrix ∂q
∂x
(x, t). BDF schemes
used for electrical circuit simulation give rise to similar difficulties. More details
can be found in [147].
In order to achieve a comparison as fair as possible, each code has to solve
every test problem for many different tolerances. The results are visualised in
work-precision diagrams showing the relation between the required work and
the achieved accuracy. A code performs optimal if high accuracy is achieved
investing little work.
It is difficult to find a reasonable measure for the work necessary to solve a
given problem. The easiest option is to measure the time required by the
solver. This approach, however, is likely to give false results as the processor
of the test machine might be busy with other tasks at the same time. Hence
the results will often be un-reproducible.
For electrical circuit simulation most time is spent evaluating the complex
transistor models and setting up the equations. This process called ’loading’
requires approximately 85% of the work for standard applications with up to
103 devices [66]. Thus a fair comparison is possible when counting the number
of function evaluations.
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As one code may update the Jacobian much more frequently than another, the
number of Jacobian evaluations has to be taken into account as well. Extensive
tests using the simulator Titan of Infineon Technologies AG have shown that
for electrical circuit simulation the Jacobian can be obtained rather cheaply.
Evaluating the Jacobian together with a function call amounts to approximately
1.4 to 1.5 times the work of a single function evaluation [64, 82]. To be on the
safe side, each Jacobian evaluation will be counted as an additional function
call.
The accuracy is measured using scd numbers. The scd value denotes the mini-
mum number of significant correct digits in the numerical solution at the end
of the integration interval, i.e
scd = − log10
(
‖relative error at the end of the integration interval‖∞
)
.
We will first use Glimda++ to compare the two families from Table 10.1
and 10.2. Here we want to find out whether there is any benefit in using meth-
ods with M∞,p = 0. Afterwards Glimda++ will be judged against Glimda.
It will turn out that the methods with only s = p stages indeed show a better
performance.
Two of the most successful linear multistep and Runge-Kutta codes are Dassl
and Radau. Hence, to assess the potential of general linear methods for re-
alistic applications we have to compare Glimda to these highly tuned codes.
Additionally the code Mebdfi by Cash [45] will be used for comparison in Sec-
tion 12.3. Mebdfi is based on modified BDF formulae with improved stability
properties. We will see that Glimda is indeed competitive. In particular for
many electrical circuits it will often be superior to classical codes.
All computations were performed on an Intel R© Pentium R© M processor with
1.4 GHz and 512 MB RAM running SuSE Linux 9.1 [150]. The GNU Fortran
compiler was used for compilation and linking. Each code was used with its
corresponding standard options. Except for adjusting the tolerances and the
initial stepsize there was no tweaking of parameters to improve performance.
12.1 Glimda++: Methods with s = p + 1 Stages
The techniques for implementing Dimsims with s = r = p+1 = q+1 presented
in Chapter 11 do not depend on the particular coefficients of the method. Hence
the two families from Table 10.1 and 10.2 can be used within the same code
Glimda++.
Four test problems will be used to compare the different methods.
• miller – the Miller Integrator (index 1, m = 5, n = 1)
This example was used in Chapter 1 to introduce the modified nodal analysis.
It is described in detail in [66]. Using a properly stated leading term it consists
of one differential and four algebraic equations.
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For the miller problem relative tolerances rtol = 10−j, j = 1, . . . , 9, were chosen.
The absolute tolerance satisfied atol = 10−3 · rtol. The initial stepsize was chosen
as h0 = 10
−10. As in Example 11.5 miller was solved on the interval [0, 7 · 10−7]
using x(0) = 0 and the input signal v(t) = sin(ω t2) with ω = 1014.
Figure 12.1 (a) shows that both families perform similarly for loose tolerances.
For tight tolerances the IRKS methods are clearly superior.





• nand – NAND gate model (index 1, m = n = 14)
The NAND gate was discussed in Chapter 4 and 5.
It served as an example where both functions q
and b are nonlinear in the formulation 12.2. Here
the NAND gate model from the Bari Testset for
Initial Value Problem Solvers is used [124].
The problem has been contributed by Günther and Rentrop [83]. The equations
model a basic logical element expressing the NAND relation as indicated on
the right. Due to a simplified transistor model the equations have index 1.
The test set uses the implicit formulation f̂(x′, x, t) = 0 and the derivative
q̇(x, t) = C(x, t)x′ is calculated explicitely. Since the new solver Glimda++ is
capable of handling properly stated leading terms, the equations were modified
such that the formulation f
(
q̇(x, t), x, t
)
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Figure 12.1 (d): transamp
Figure 12.1: Comparison of the methods from Table 10.1 with inherent
Runge-Kutta stability (IRKS) and those from Table 10.2 with M∞,p = 0.
Although the latter family is superior for the index-2 DAE (c), the overall
performance is far from optimal. The IRKS methods are generally superior.
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The following tolerances have been used: rtol = 10−j/2, j = 2, 3, . . . , 10 and
atol = 10−3 · rtol. As for miller the initial stepsize was h0 = 10−10.
For the NAND gate the methods with M∞,p = 0 show a poor performance.
Spending more work does not lead to a significant increase in accuracy. Almost
half of the runs failed with stepsize too small (see Table 12.1). The methods with
inherent Runge-Kutta stability, by contrast, show the desired behaviour.
• ringmod dae – the Ring Modulator as a DAE (index 2, m = 15, n = 11)
The Ring Modulator circuit was introduced in Chapter 2. The circuit diagram
from Example 2.6 corresponds to the index-2 formulation used here. Recall that
the Ring Modulator mixes a low-frequent input signal Uin1 with a high-frequent
input signal Uin2 .
For this problem, rtol = 10−j/2, j = 4, 6, . . . , 10 and atol = 10−2 · rtol have been
used. Again, the initial stepsize was prescribed as h0 = 10
−10.
For this index-2 problem the schemes with M∞,p = 0 are clearly superior to
the IRKS methods. For all tolerance requirements higher accuracy is achieved
with fewer function evaluations.
• transamp – the transistor amplifier circuit (index 1, m = 8, n = 5)
The transistor amplifier circuit from Figure 12.2 is one of most frequently used
benchmark circuits. Given an input signal Uin, the amplified output is delivered
at node 8. Amplification is realised using two transistors. Each transistor is
modelled as
IG = (1− α) g(uG − uS), ID = α g(uG − uS), IS = g(uG − uS),
where IG, ID and IS denotes the current through the gate, drain and source
contact, respectively. The node potentials at gate and source are denoted by
uG, uS. The function g is given by g(u) = β
(
exp(u/uF ) − 1
)
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Figure 12.2: The transistor amplifier circuit. The input signal Uin is converted
into an amplified signal at node 8.
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uF = 0.026 and α = 0.99. The transistor amplifier problem was published by
Rentrop in [137]. It can be found in [84, 124] as well.
For the numerical simulation rtol = 10−j/2, j = 0, 1, . . . , 8, atol = 10−6 · rtol and
h0 = 10
−10 has been used.
The results in Figure 12.1 (d) once again show a clear superiority of the IRKS
methods. The methods with M∞,p = 0 are competitive only for rtol = 1,
atol = 10−6. Tighter tolerances do not lead to an increase in accuracy. Higher
scd values seem possible for rtol = 10−4, atol = 10−10. On the other hand the
IRKS methods show a nice increase of accuracy when tightening the tolerances.
There is, however, a need for improvement in particular for loose tolerances.
The same accuracy scd ≈ 3.5 is reached with a completely different amount of
work. Behaviour of this kind has to be avoided.
The above numerical experiments show a clear difference in performance for the
two families of methods considered here. A summary of failed runs is given in
Table 12.1. As expected the methods with M∞,p = 0 perform best for nonlinear
index-2 problems. Here the improved stability at infinity seems to be a benefit.
However, in all other cases the results are far from satisfactory, in particular
for nand and transamp.
The methods with inherent Runge-Kutta stability constructed by Butcher and
Podhaisky [40] show a good behaviour for all test examples. These methods
will therefore be used as the standard option for the solver Glimda++.
It becomes clear that the construction of good methods is not a trivial task.
Although both families of methods have Runge-Kutta stability and satisfy the
same order and stage order conditions, their performance is quite different.
Thus the construction of methods should always be accompanied with a cor-
responding test implementation in order to allow a realistic assessment of the
method’s potential.
problem solver rtol reason for failing





Glimda++ (IRKS) 10−2, 10−5/2 stepsize too small
Glimda++ (M∞,p = 0) 10
−2 stepsize too small
Table 12.1: Summary of failed runs for Glimda++ applied to miller, nand,
ringmod dae and transamp.
12.2 Glimda vs. Glimda++
In the previous section it was decided to adopt the methods from Table 10.1
as a standard for Glimda++. We are now going to compare this code with
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the implementation Glimda based on the methods from Table 10.4. Recall
that Glimda not only uses different methods with only s = p stages, but also
employs different implementation specifics. In particular, order control is based
on the convergence rate of Newton’s method (see Chapter 11 for more details).
The same test problems miller, nand, ringmod dae and transamp as in Section 12.1
have been used.
Figure 12.3 shows a surprisingly well performance for Glimda. The code
Glimda++ is outperformed for all four test examples. Notice in particular
that for Glimda the relation between the achieved accuracy and the required
work is almost given by straight line. This behaviour ensures that Glimda is
clearly superior not only for high accuracy demands but in particular for loose
tolerances (see e.g. Figure 12.3 (d)).
In order to allow a more complete comparison, four additional test examples
will be considered next.
• ringmod – the Ring Modulator circuit formulated as an ordinary differential
equation (index 0, m = 15, n = 15)
As described in Example 2.6 the Ring Modulator can be regularised by intro-
ducing artificial capacitances Cs. The resulting model is an ordinary differential
equation of dimension m = 15. For Cs = 10
−12 simulation results can be found
in [124]. The same values are used here. Due to the capacitances Cs, artificial
oscillations of high frequency are introduced. Thus the numerical simulation
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Figure 12.3: Comparison of Glimda and Glimda++
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For the comparison of Glimda and Glimda++ the tolerances rtol = 10−j/2,
j = 4, 5, . . . , 8, atol = 10−3 · rtol have been used. The initial stepsize was chosen
as h0 = 10
−6.
Glimda produces accurate solutions but shows little reaction to different tol-
erances. Glimda++, by contrast, is able to efficiently compute solutions that
satisfy low accuracy demands. As this is the required behaviour, Glimda++
is superior for this example as well.
Nevertheless the ODE formulation of the Ring Modulator circuit should not be
used for practical applications. A comparison with the results for the index-2
formulation in Figure 12.3 (c) shows that there Glimda achieves four times the
accuracy with only half the effort.
• rober – the Robertson reaction (index 0, m = n = 3)
This stiff ordinary differential equation models an autocatalytic chemical re-
action described in [139]. The problem is used frequently for numerical stud-
ies [85]. It is used in particular for comparing integrators for stiff ODEs.
For the rober problem stiffness is caused by reaction rates of different magnitude.
The exact solution shows a quick initial transient. Afterwards the components
vary slowly such that a large stepsize is appropriate. As reported in [85, 124]
many codes fail if t becomes very large. Problems arise if components of the
solution become accidentally negative, which eventually causes overflow. Thus
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Figure 12.4: Comparison of Glimda and Glimda++. Second set of test
problems.
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The tolerances rtol = 10−j, j = 2, 3, . . . , 9, atol = 10−3 · rtol and an initial stepsize
h0 = 10
−10 have been used for the numerical simulations.
Recall that the order 3 method used for Glimda is not A-stable. In spite of
this, the code performs quite satisfactory. Apart from rtol = 10−5, atol = 10−8
the relation between accuracy and work is almost given by straight line. In
particular for loose tolerance Glimda is superior to Glimda++.
Let us stress that the order 3 method is indeed used for the computations. This
was seen in Example 11.6. Hence the lacking A-stability does not seem to be
a severe restriction.
• fekete – the Fekete problem (Index 2, m = 160, n = 120)
This problem taken from [124] computes elliptic Fekete points. The task is
to distribute N points x =
[
x1 · · · xN
]
on the unit sphere such that the
mutual distance V (x) =
∏
i<j ‖xi − xj‖2 is maximised. The global optimum is
difficult to compute as an optimisation problem. Using Lagrange multipliers
an equivalent DAE formulation can be found. In order to arrive at the index-2
formulation used here the constraints have to be regularised [10]. The fekete
problem was solved for N = 20.
The relative tolerances were swept over rtol = 10−j, j = 0, 1, . . . , 5 with atol =
10−2 · rtol. An initial stepsize h0 = 10−8 has been used.
Figure 12.4 (c) shows that both solvers Glimda and Glimda++ do not per-
form satisfactory. In particular Glimda requires the same amount of work for
almost all accuracy requirements. Indeed, the best performance is achieved
when restricting the order 1 ≤ p ≤ 2 for Glimda and thus using A-stable
methods only. As a consequence the problems for p = 3 might be caused by
the lacking A-stability. Unfortunately, [124] contains no information about the
exact position of the eigenvalues.
• tba – the Two Bit Adding Unit (index 1, m = n = 175)
Given two numbers in base 2 representation the adding unit computes the
sum of these numbers. In order to achieve this, voltages are associated with
boolean values. By convention, a voltage exceeding 2V is interpreted as true
while values lower than 0.8V correspond to false. In between the boolean value
is undefined.
Let A1A0 and B1B0 be two 2-bit numbers. These numbers and a carry bit Cin
are fed into the circuit as input voltages. The circuit performs the addition
A1A0 +B1B0 + Cin = C S1S0.
S1S0 is the 2-bit representation of the output and C is the updated carry bit.
An example computation is indicated in Figure 12.5. The circuit diagram of
the Two Bit Adding Unit is available from [124].
It is emphasised in [124] that the equations have the form
A q̇(x) = f(x, t) (12.3)
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with x ∈ R175, but standard solvers require a different formulation. Usually
DAEs of the formMy′ = f(y, t) can be handled. Thus the software part of [124]
uses the reformulation
Q̇ = f(x, t), 0 = Q− Aq(x).
Introducing the additional variable Q = Aq(x) doubles the dimension such
that in [124] the tba problem is referred to as a DAE of dimension m = 350.
Since Glimda and Glimda++ are capable of handling the structure (12.3),
this formulation is used directly.
For the tba problem the tolerances rtol = atol = 10−j/2, j = 2, 3, . . . , 10 and an
initial stepsize h0 = 10
−10 have been used.
Again, Figure 12.4 (d) shows a clear superiority of Glimda over Glimda++.
For the latter solver most runs fail as can be seen in Table 12.2.
The summary of failed runs in Table 12.2 shows that Glimda is a very robust
solver. Only one computation out of 61 runs failed. The computed results are
most satisfactory in almost all cases and the lack of A-stability for the order 3
method seems not to play a crucial role. In particular the stiff rober problem
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Figure 12.5: The input signals Ā1Ā0, B̄1B̄0, Cin for the Two Bit Adding Unit
tba lead to the output S1S0 and the carry bit C̄. Notice that the bar denotes
logical inversion. For t = 200 the input reads Ā1Ā0 = 10, B̄1B̄0 = 00, Cin = 1,
such that the addition 01 + 11 + 1 = 101 = C S1S0 is performed.
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Figure 12.3 shows that Glimda is clearly superior to Glimda++ for the test
problems miller, nand, ringmod dae and transamp. Higher accuracy is achieved
investing a considerably lower amount of work.
The second four test examples ringmod, rober, fekete and tba do not change this
assessment, even though the difference between the two solvers is no longer as
clear as for the first four problems.
In particular ringmod and fekete seem to indicate a better performance for
Glimda++ as compared to Glimda. However, this is not a severe restric-
tion as the first problem is academic in the sense that the index-2 formulation
can be solved much more efficiently, while the situation for fekete can be im-
proved considerably by limiting the maximum order for Glimda. It is not clear
whether Glimda’s problems with fekete result from the missing A-stability. In
any case, an improved A-stable order 3 method is most desirable.
The numerical experiments of this section indicate that a practical implementa-
tion should be based on methods with s=p stages. Although the linear stability
properties of methods with s=p+1 stages are more desirable and error estima-
tion as well as order control can be realised very elegantly, these methods seem
not to benefit from their excellent properties as much as expected. The robust
implementation and the reduced work per step for methods with s= p stages
is seen to be a clear advantage for the many test problems considered here.
In fact, Glimda seems powerful enough to be a tough competitor for classi-
cal codes such as Dassl or Radau. The corresponding comparisons will be
performed in the next section.
problem solver rtol reason for failing
ringmod dae Glimda++ 10−2, 10−5/2 stepsize too small
ringmod Glimda 10−2 stepsize too small
fekete Glimda++ 10−5 stepsize too small
tba Glimda++ 10−3/2, 10−5/2, 10−3,
10−7/2, 10−4, 10−9/2, 10−5
stepsize too small
Table 12.2: Summary of failed runs for Glimda and Glimda++ (IRKS)
applied to miller, nand, ringmod dae, transamp, ringmod, rober, fekete and tba.
12.3 Glimda vs. Standard Solvers
In Chapter 2 classical numerical methods such as linear multistep schemes and
Runge-Kutta methods have been considered. It was pointed out that both
families of methods have disadvantages for integrated circuit design. Hence,
general linear methods have been studied in the context of differential algebraic
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equations modelling electrical circuit. These studies eventually lead to the test
implementation Glimda.
The numerical experiments of this section are performed in order to test the
code Glimda against three of the most successful and highly tuned codes
available at [124].
• Dassl solves general implicit DAEs f(x′, x, t) = 0 having index µ ≤ 1.
This linear multistep code is based on BDF formulae of order 1 ≤ p ≤ 5.
Dassl was written by Petzold [10, 128] and can be downloaded from
www.netlib.org/ode/ddassl.f.
• Radau is a standard Runge-Kutta code written by Hairer and Wan-
ner [85, 86]. It is capable of solving differential algebraic equations of the
form M y′ = f(y, t) with index µ ≤ 3. The code uses RadauIIA meth-
ods of order p = 5, 9, 13 and can be obtained from www.unige.ch/∼hairer/
prog/stiff/radau.f.
• Mebdfi uses Modified Extended Backward Differentiation Formulae that
increase the region of absolute stability as compared to classical BDF
methods. The resulting schemes are A-stable up to order 4, but the
implementation by Abdulla and Cash uses methods of order 1 ≤ p ≤ 7.
Similar to Dassl implicit DAEs f(x′, x, t) = 0 can be solved. The code
is applicable if the index satisfies µ ≤ 3. Mebdfi is available at www.
ma.ic.ac.uk/∼jcash/IVP software/itest/mebdfi.f.
For the numerical experiments performed here, the codes Dassl, Radau,
Mebdfi and the Fortran77 problem descriptions have been downloaded
from [124]. All simulation results are displayed as work-precision diagrams
in Figure 12.6.
It is no surprise that Glimda is not competitive with the standard solvers for
ringmod and fekete (Figure 12.6 (e) and Figure 12.6 (g)). These issues have al-
ready been discussed in the previous section. Observe that Radau as available
from [124] was not able to solve ringmod. Dassl, on the other hand, fails for
fekete. A complete summary of failed runs is given in Table 12.3.
For miller and tba Glimda shows a performance quite similar to Dassl. Again,
Radau fails completely for tba and Figure 12.6 (h) shows that Mebdfi is not
at all competitive with Glimda and Dassl for the Two Bit Adding Unit. For
the miller problem Figure 12.6 (a) shows a similar situation for Glimda, Dassl
and Mebdfi, although the three solvers are now much closer together. Radau,
by contrast, is most efficient. For miller this solver seems to benefit from the
high order methods being used.
The benefit of high order can be seen clearly in Figure 12.6 (f) for the rober
problem. Although Glimda is competitive for low accuracy demands, a max-
imum order of p = 3 is not sufficient to keep up with Dassl or Radau, where
orders up to 5 and 13 are used, respectively.
In contrast to these results for ordinary differential equations, computations
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with a maximum order p = 3 seem to be most appropriate for problems from
electrical circuit simulation. Indeed, Glimda is the most efficient solver for
both ringmod dae and transamp. Figure 12.6 (c) and Figure 12.6 (d) show that
Glimda is superior for all tolerances. Notice that the gap between Glimda
and the other solvers increases for low accuracy demands. This is a particularly
nice feature as for realistic applications an error of about 2% is sufficient [66].
problem solver rtol reason for failing
(as reported by the solver)
miller Mebdfi 10−7 hmin reduced by a factor
of 1.0e10
nand Radau 10−1, · · · ,
10−5
RADAU can not solve IDEs
ringmod Glimda 10−2 stepsize too small
Dassl 10−2 failed to converge repeatedly
or with abs(h)=hmin
Radau 10−2, · · · ,
10−4
RADAU can not handle
FEVAL IERR
tba Dassl 10−1 could not converge because
ires was equal to minus one
Radau 10−1, · · · ,
10−5
RADAU can not handle
FEVAL IERR
Mebdfi 10−5 the requested error is smaller
than can be handled
transamp Dassl 100, 10−1/2,
10−1
failed to converge repeatedly
or with abs(h)=hmin
Radau 100, 10−1/2 step size too small
Mebdfi 100, 10−1/2 the requested error is smaller
than can be handled
ringmod dae Dassl 10−2, 10−5/2 failed to converge repeatedly
or with abs(h)=hmin
Mebdfi 10−2, 10−5/2 corrector convergence could
not be achieved
rober Dassl 10−6, 10−7,
10−9




step size too small
fekete Dassl 100, . . . , 10−5 DASSL can not solve higher
index problems
Table 12.3: Summary of failed runs for Glimdaand Dassl, Radau, Mebdfi
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For the nand problem in Figure 12.6 (b) Glimda lies in between Mebdfi and
Dassl. Radau was not able to solve this example (see again Table 12.3).
The results of this section show that Glimda is competitive with the standard













with a properly stated leading term and index µ ≤ 2. Ordinary differential
equations y′ = f(y, t) can be cast into this form, such that Glimda is capable
of handling ODEs as well. Nevertheless, the comparison from Table 12.4 shows
that specialised codes such as Radau should be used. Although Glimda shows
a reasonable performance for ODEs, other codes are often more efficient.
Table 12.4 attempts a pictorial assessment of the results for ODEs. ⊕ in-
dicates superior performance while © and 	 represent reasonable and poor
performance, respectively. A hyphen – is used in case of a solver failing for a
given problem.
The high potential of Glimda is revealed when applying the solver to differ-
ential algebraic problems. Glimda and Mebdfi are the only codes successful
in solving all examples. Dassl and Radau fail for at least one test prob-
lem. Table 12.5 confirms that Glimda is indeed competitive if not superior to
standard solvers.
miller ringmod rober
Glimda © 	 ©
Dassl © ⊕ ⊕
Radau ⊕ – ⊕
Mebdfi © ⊕ ⊕
Table 12.4: Comparison of different solvers for ordinary differential equations.
nand ringmod dae fekete tba transamp
Glimda © ⊕ 	 ⊕ ⊕
Dassl ⊕ © – ⊕ 	
Radau – © ⊕ – ©
Mebdfi 	 © ⊕ 	 ©






The design and production of today’s electronic devices requires extensive nu-
merical testing. Using CMOS technology there is an ongoing trend towards
decreasing size and increasing power density for future chip generations. Due
to high quality demands and short product cycles, circuit simulation is a key
technology in every modern design flow as it allows an efficient layout and
parameter optimisation.
The modified nodal analysis (MNA) applied to electrical circuits leads to dif-
ferential algebraic equations (DAEs) that need to be solved in the time do-
main. Many classical methods give rise to severe difficulties. Problems due to
high computational costs for Runge-Kutta methods and undesired stability be-
haviour for the trapezoidal rule or BDF schemes have been discussed. General
linear methods (GLMs) are suggested as a means to overcome these difficulties.
General linear methods are studied for nonlinear differential algebraic equa-
tions having a properly stated leading term. A refined analysis for DAEs of
increasing complexity is presented. Restricting attention to DAEs satisfying an
additional structural condition, it is shown how to derive a decoupling proce-
dure for nonlinear equations. Using this procedure statements on the existence
and uniqueness of solutions are given. Compared to previous results the suffi-
cient conditions derived here are much easier to check for practical applications.
The derivative array is not used at all. MNA equations are covered by the re-
sults as well as DAEs in Hessenberg form. It is shown how the special structure
of DAEs in circuit simulation can be exploited in order to simplify the results
considerably.
In order to use the decoupling procedure to study numerical methods for index-
2 DAEs, implicit index-1 equations have to be addressed first. A thorough
study of general linear methods for implicit index-1 equations is presented.
Using rooted tree theory order conditions are derived and it is shown that
sufficiently high order p and stage order q guarantee that these order conditions
are satisfied. Convergence is proved as well. Special care is taken when assessing
the accuracy of stages and stage derivatives. It is shown that methods with a
nilpotent stability matrix at infinity and p = q provide the desired accuracy.
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Using the decoupling procedure these results are transferred to properly stated
index-2 equations. Provided that the DAE is numerically qualified it is shown
that a GLM, when applied to the original DAE, behaves as if it was integrat-
ing the inherent index-1 system. Hence convergence can be proved for GLMs
applied to properly stated index-2 DAEs.
In order to verify the theoretical results, practical GLMs with s = p + 1 and
s = p stages are constructed. Addressing implementation issues it turns out
that error estimation and order control can be realised easily for methods of
the former type. Although it is not as straightforward to implement methods
with s = p stages, these methods offer reduced costs per step such that they
might have higher potential for practical computations.
Using extensive numerical studies it is indeed confirmed that general linear
methods can be efficiently used in electrical circuit simulation. In particular
the code Glimda based on methods with s = p stages is competitive with
classical codes such as Dassl or Radau.
These results motivate a further study of general linear methods for DAEs.
Glimda is still in an experimental stage and there is room for considerable
improvement. In particular, the error estimators and order selection strategies
were derived in the context of ODEs. Another highly desired improvement is
the derivation of an A-stable order-3 method, if it exists. As indicated by the
method of order 2 an adaptive control of the damping behaviour might even
be possible.
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