ABSTRACT Low-contrast defects recognition is a dramatically difficult issue in the field of image recognition. The traditional machine vision method is mainly suitable for defects with obvious feature differences. In recent years, machine learning techniques have been successfully applied to the image analyses, and the deep learning methods provide new solutions for challenging problems in many areas. In this paper, a deep learning network framework based on the low-order residual network is proposed to detect lowcontrast defects. Especially, a low-order feature extraction module is designed in order to effectively extract target features with low contrast and small size. The low-contrast watermark defects on complementary metal-oxide-semiconductor transistor (CMOS) camera modules are collected as the test objects to validate the effectiveness of the proposed method. The gray differences between the watermark defects and their adjacent areas are generally several gray-levels. The experimental results show that compared with the existing advanced classification neural network algorithms, the proposed method can effectively identify the watermark defects with a recognition accuracy of over 89%.
I. INTRODUCTION
In the past few decades, the defect recognition or classification, is a popular but challenging topic in the field of machine vision. In this paper, we focus on the recognition of the low-contrast defects that are even hard to detect by human eyes. The water spots, also named as watermarks, can be treated as such defects, and watermarks generally appear on the surface of some products after water scrubbing, such as droplets remained on liquid crystal screens and camera components. The gray difference between the watermark defect and the adjacent area is generally just a few gray-levels, so it is hard to be recognized. The impact of an imperceptible watermark defect would be significantly enlarged if it exists on the CMOS (Complementary Metal-Oxide-Semiconductor Transistor) chip. In fact, a very weak watermark defect on the CMOS chip can result in severe degenerations on the captured images during the imaging process. Therefore, it is meaningful to detect the low-contrast defects, such as tiny water spots on the CMOS chip.
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At present, the traditional image processing methods are still in the stage of detecting the defects with high contrast. There is no reliable solution to detect defects with low contrast that is difficult to be found by human eyes. In 2013, Li et al. proposed a low envelope Weber contrast recognition algorithm [1] to detect defects. However, the algorithm is only suitable for the specific situations, i.e., the pit defects on the surface of steel bar, whose sizes meet the special requirements and have uniform background intensity in column pixels. It cannot detect extremely low-contrast defects with a few gray levels. In 2015, Wu et al. proposed a medical weak foreign body vision inspection robot based on neural network [2] , and the identification accuracy rate reached 99.7%. The method is mainly suitable for these defects with obvious features, such as rubber, glass chips, and chemical fibers. Besides, a complex illumination system is needed to detect these particular features. Therefore, it is not a good candidate for low-contrast defects recognition. In 2010, Chao et al. conducted in-depth research on the similarity between noise and fine defects [3] . A generalized scattering model is proposed to detect fine defects on the liquid crystal surface using the curvature of the scattering coefficient VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ function. Due to this method is aimed at the situation of liquid crystal surface, and the background light intensity is evenly distributed, it cannot be directly used to other scenes. At present, traditional machine vision algorithms cannot well detect low-contrast defects with strong robustness and high precision. In recent years, the deep learning method has provided new ideas for the defects recognition and has been well validated in the ILSVRC (ImageNet Large Scale Visual Recognition Challenge) competition, which is one of the most authoritative academic competitions in the field of machine vision, representing the highest level in the image field. At the beginning, both of the winning teams, in 2010 and 2011, adopted traditional image classification algorithms, such as SIFT (Scale-Invariant Feature Transform), LBP (local binary pattern) [4] etc., to extract features. Then, the features were used to train the model of the SVM (Support Vector Machine) for classification. In recent years, the deep convolution neural network algorithm has improved the classification ability year by year in the field of image classification.
In 2012, AlexNet, as a deep learning method proposed by Krizhevsky et al. [5] , was firstly applied to the large-scale image classification. Afterwards, the convolution network framework of the deep learning method has been improved by using deeper network layers and different network frameworks. Then, VGG [6] with 16 layers and GoogleNet [7] with 28 layers were proposed. The Residual Network (ResNet) [8] , proposed in 2016, can greatly improve the classification accuracy by introducing more layers to the deep convolution neural network. Last two years, PolyNet [9] , DPN [10] , Block-QNN [11] have been proposed to further improve the accuracy and computation rate. For example, PolyNet got the top-1 and top-5 error rate of 18.71% and 4.25% respectively on ILSVRC 2012 validation set. DPN achieved the top-1 and top-5 error rate of 19.93% and 5.12% respectively on ImageNet-1k Dataset. Although the error rate of DPN is higher than that of PloyNet, it has faster calculation rate than the PloyNet. Block-QNN achieved the top-1 and top-5 error rate of 18.00% and 4.00% respectively on ImageNet1k Dataset. It can make the calculation faster and improve the accuracy. Image classification has always been a research hotspot in the field of image vision, and the classification ability of algorithms is also being improved continuously.
Although a large number of classification methods have been proposed, there are few classification methods for objects with low contrast and small feature. In this paper, an improved deep learning model based on low-order Residual network is proposed for recognizing low-contrast defects with inconspicuous texture features and uneven background. Watermark defects on CMOS Camera Module caused by the operation of ultrasonic cleaning are selected as the test objects. Samples of the test objects are shown in Fig. 1 . As shown in Fig. 1(a) , it is part of the training images in the training data set. Figure 1(b) shows the gray value distribution of a watermark defect, indicating that the boundary of the watermark defect and its adjacent areas is low-contrast, where the extremely gray difference is about 2 to 4 gray-level. The traditional machine vision methods cannot detect defects in such images with small texture features and low contrast. For comparison, some images without defects are shown in Fig. 1(c) . The proposed low-order residual network is compared with ResNet and ShuffleNet v2 [12] . ResNet and ShuffleNet v2 separately achieved the top-1 error rate of 21.43% and 27.4% on ImageNet validation set. With the residual block, the error rate of ResNet can be reduced, but its computational efficiency is similarly reduced. Since the residual network is similar to the low-order residual network proposed in this paper, it is selected as one of the compared methods. ShuffleNet v2 is based on a number of efficient and practical network design guidelines. Comprehensive experiments have demonstrated that it achieves optimal tradeoff between the speed and accuracy. Therefore, this article chooses ShuffleNet v2 as another compared network. The three networks are compared in terms of accuracy, recall rate, precision and F-score. The results indicated that the ResNet achieved the worst accuracy on the low-contrast image classification. The ShuffleNet v2 performs best in term of computational efficiency, but its classification performance is lower than the low-order residual network proposed in this paper. Additionally, the minimum defect size that can be detected by the networks is analyzed. The results showed that the proposed low-order residual network has the highest ability to detect small size defects.
II. NETWORK FRAMEWORK
At present, researchers have confirmed that different network frameworks, different convolution methods and different activation functions can improve the performance of deep learning classification algorithms. In terms of convolution methods, MobileNet v1 [13] and MobileNet v2 [14] can greatly reduce the number of model parameters. ResNet and DenseNet [15] are able to improve the accuracy of classification according to optimized network frameworks. The low-order residual network proposed in this paper aims to enhance the classification ability of the network to lowcontrast defects by improved network framework. Features of the image can be divided into low-order features and highorder features. Low-order features are often generalized and easy to be expressed, such as texture, color, edges, corners etc. High-order features are often complex and difficult to be explained, such as golden hair, ladybug wings, and colorful flowers. By observing the features of low-contrast defects, we found that the size of such defects is small and the shape and texture are relatively simple. In addition, the loworder features contain a lot of effective information about the low-contrast defects. Therefore, in this paper the loworder residual network is designed to preserve the low-order features of the input images and enable the low-order features to participate in the process of classification. The network model framework is shown in Fig. 2 , where each box represents a convolution process. A green box and a yellow box form a low-order feature extraction module, and kernel size of the green boxes is 1 × 1, stride is 1, 2, and 4, respectively. The orange boxes are convolution process with channel shuffle, and the yellow boxes are the max pooling. The markup part is the residual block.
A. LOW-ORDER RESIDUAL BLOCK
The size of the convolution kernel directly affects the receptive field of the model. The kernel size used in the AlexNet is very large, in 2012, for example 11 × 11 and 5 × 5. At first, it was considered that the receptive field increases with the enlargement of the convolution kernel, so that more picture information and better features can be acquired. However, large convolution kernels would lead to a huge increase in computational complexity, which is not conducive to the increase of model depth, and reduces the computational performance. Therefore, in VGG and Inception Networks, the combination of two 3 × 3 convolution kernels is better than one 5 × 5 convolution kernels, and the parameters are reduced from 26 (5 × 5×1+1) to 19 (3 × 3 × 2 + 1). Thus, 3 × 3 kernels are widely used in various models.
In this paper, the 1 × 1 kernels are used in the low-order residual block. Fig. 3 presents the difference between the 1×1 kernel size and the 3 × 3 kernel size, both of which are compact convolution kernels, and have been widely used since GoogleNet and ResNet. The receptive field formed by superimposing multiple 3×3 convolution kernels is the same as the receptive field of large-scale convolution kernels. Therefore, in the case of the same parameter quantity, the small convolution kernel can increase the number of network layers, thereby improving network performance. It has been theoretically proved that the efficiency of neural networks can be improved to a certain extent for specific problems. As for the VOLUME 7, 2019 effects of 1 × 1 kernel, there are two main aspects in general: One is to raise or reduce the dimensions of the feature maps, and the other is to reduce the number of parameters. Both the features of dimensionality reduction and network parameter reduction have been demonstrated in GoogleNet, and more details can be found in [7] . While the functions of dimensionality enhancement and network parameter reduction are very prominent in ResNet [8] . Obviously, each filter of 1 × 1 kernel can realize cross-channel information communication. The receptive field of 1 × 1 convolution kernel is 0, so it is generally not used for feature extraction. However, as for low-contrast features, 3 × 3 convolution kernel may inhibit the expression of some features at the beginning of training. Therefore the convolution kernels with size 3 × 3 are used as feature extraction part, while low-order residual blocks with convolution kernels size of 1 × 1 are used to enrich the features to be extracted. Although it is a simple linear combination, it can enrich the expression of information and make for feature extraction. In this way, low-order residual blocks can be used as auxiliary constraints to improve the classification ability.
Although the receptive field of a 1 × 1 kernel is 0, it can effectively retain the feature information for the defective target with low-contrast and only one pixel size, and is not disturbed by the neighborhood pixels. The low-order residual module can retain effective low-dimensional features in the process of high-dimensional feature extraction, so that highdimensional features and low-dimensional features can both contribute to the classification.
On the other hand, if the low-order residual block obtains useless information, the convolution kernel parameters of the low-order residual block can also be set very small or even 0 by the gradient descent method, removing the low-order residual blocks from the network framework. In this way, the original performance of the network framework will not be degraded.
In the design of low-order residual blocks, the maximum stride of convolution kernel is set to be 4. Therefore, in theory, the proposed method can correctly recognize defect features lager than 8 pixels under ideal conditions.
B. ACCELERATED EFFICIENCY
In this paper, size of the input images is 256 × 256. On the one hand, if the image size is scaled by interpolation algorithm, the small size defects will be annihilated. On the other hand, if the image is directly input into the traditional network framework, it will definitely cause low computational efficiency. Therefore, it is necessary to optimize the network framework and reduce the number of parameters so that the network can have higher computational efficiency as large-scale images are input. In an efficient network, especially for those used in mobile devices, the network must achieve optimal accuracy with the limited computing power. At present, many methods, e.g., Xception [16] , MobileNet, ShuffleNet v1, ShuffleNet v2 and CondenseNet [17] , have been proposed to accelerate the computation, as well as to make a balance between the computation speed and the precision. Group convolution (Gconv) and depthwise separable convolution (DWconv) play important roles in these effective network frameworks. The ShuffleNet v2 convolution method has obvious advantages in both speed and recognition accuracy. The Gconv and DWconv can effectively improve the computational efficiency of the network, then channel shuffle can enhance information exchange between channels. It rearranges each channel, and then uses the 1 × 1 kernel to establish the connection between channels. Fig. 4 shows the block diagram of ShuffleNet v2 convolution.
ShuffleNet v2 convolution mainly employs four ways, namely channel split, Gconv, DWconv and channel shuffle, to reduce network parameters and increase the speed. The channel split divides the input feature map into two parts on average. As shown in Fig. 4 , the left branch does not do any operation, while the right branch contains three convolution operations. The Gconv operation divides the feature graph into two parts and performs convolution operation separately. It can reduce the number of parameters, but it also can hinder information exchange. The channel shuffle is to increase information exchange between channels to reduce the impact of Gconv. DWconv is a special convolutional method, including two steps. The first step is to compute the depthwise convolution, and the second step is to use pointwise convolution to establish information links between channels. Assuming the size of input images is D k × D k , and the number of input channels is m, after depthwise convolution and pointwise convolution operations, the feature maps size can be changed as
where D f is the size of the output feature maps,n is the number of the pointwise convolution kernels. Using the depthwise separable convolution, the number of parameters of the traditional convolution can be reduced as
Eq. (2) shows that there are n convolution kernels, whose size is D w × D w × 1, which convolute with m channels of the input feature map respectively. Then the channels correspond to n convolution kernels of 1 × 1 × m, and then output the feature map of D f × D f × n. These two stages of convolution operation are equivalent to that of traditional convolution using D w × D w × m convolution kernels, as shown in Fig. 5 , where
The group convolution, Gconv, is another method to reduce the number of parameters. The difference between the Gconv and the traditional convolution is shown in Fig. 6 . First, the input feature maps are grouped, then the feature maps of each group are processed using traditional convolution method. Assuming the size of the feature maps is H × W × C (H is the height, W is the width, and C is the number of the channel), the output number of the feature maps is N , and the number of the feature maps groups to be divided is G, then the number of input feature maps for each group can be obtained as C/G, and the number of output feature maps for each group is N /G. The required convolution kernel size is K × K × C/G, the total number of convolution kernels is still N , and the number of convolution kernels for each group is N /G. The convolution kernel is only convolved with the input map of the same group. The total parameter amount of the convolution kernel is N × K × K × C/G, meaning that it is reduced to 1/G of its former size. As shown in Fig. 6(b) , the number of features output by Group 1 is two, and there are two convolution kernels. Each convolution kernel has four features, which is the same as that of the input features of Group 1.
Although group convolution can effectively reduce the amount of parameters, it would lead to loss of information between the channels of the feature maps. The reason is that different channels in the same group may contain the same information, and different groups have the related information. Related information cannot be merged, while the same information in different channels results in incomplete feature expression. Channel shuffling can overcome the information loss. If some channels are exchanged between different groups, then information can be exchanged, making each group more informative. As a result, the features can be easily extracted, and better results can be obtained. Fig. 7 presents the channel shuffling process. In Fig. 7(a) , the channels are divided into three groups because of the group convolution, and the different groups are completely independent. In Fig. 7(b) , the feature maps are divided into three groups and then exchanged among the three groups, so that information can be exchanged among the groups. The channel shuffle process can effectively solve the problem of incomplete information transmission between channels and improve the performance of the model, without reduction of computation speed.
In this paper, we employed the above four methods, i.e., channel split, depthwise separable convolution, group convolution and channel shuffle, to accelerate the computation speed, and introduced the low-order residual block in order to improve the recognition accuracy. As a result, the proposed low-order residual network can improve the recognition accuracy and computation speed simultaneously. Compared with VOLUME 7, 2019 other network frameworks, the proposed network framework can perform better in term of extracting the features with lowcontrast and insignificant texture, which will be experimentally validated in Section V.
C. RESIDUAL BLOCK AND NETWORK PARAMETERS
The results of ResNet on ImageNet datasets [18] showed that the classification performance of residual framework is much better than traditional convolution framework. Fig. 8 presents a residual block. Deep learning network has the possibility of gradient disappearing during back propagation, which leads to poor training effect. Deep residual network solves this problem at the structural level of neural network, so that even if the network is very deep, gradient will not disappear. ResNet can be easily trained, even though the network is very deep.
In Fig. 8 , the interior of the large dash-line rectangular frame is the residual block, and the residual network is composed of a large number of residual blocks. The basic idea of residual blocks is to transfer the features of the front layers to the back layers, and to add some direct channels, as some constraints, to the network. If the input and output dimensions of the residual block are inconsistent, the 1 × 1 convolution kernel will be used to change the dimension size. The basic idea of the low-order residual block is to extract the loworder features of the input images and merge them into the back layers. Schematic diagram of the low-order residual block is shown in Fig. 9 , where inside of the large dotted-line rectangle is a low-order residual block.
The low-order residual framework adds constraints derived from the input images to the convolution process. Besides, the low-order residual block extracts the features of the input image, which are largely reused and directly contribute to the final classification results. Therefore, this network framework is more suitable for the target of small area and small difference in features. At the same time, the combination of each convolution layer and low-order features can reduce the difficulty of training. Parameters settings in the model are shown in Fig. 10 , where 'conv_bn_relu' represents the batch normalization algorithm [19] after convolution, and the activation function is set as ReLU [20] . The number of convolutions in the low-order residual feature extraction part is 24, and different low-order residual layers have different stride size. Because the two feature maps need to be merged with 'channel_shuffle' convolution, the stride size of the loworder feature extraction part will be different. Channel shuffle convolution kernels size is small, i.e., 3, so that the receptive field is small. Due to the small receptive field, small features can be extracted, the number of parameters can be reduced, and deeper network can be achieved. Finally, the classification results can be output after global average pooling. Since the defects recognition is binary classification, sigmoid loss is used as the loss function.
III. DATASET
Datasets with watermarking defects used in this paper are collected from actual production process and classified by professional engineers. In the actual production process, sensors are easily polluted and watermarking defects are usually generated due to automatic welding. The image collector used in this paper is a general image processing equipment, GT300, which is widely used in image acquisition, focusing test, image testing and image processing of the camera modules. Some examples of the collected images with and without defects can be found in Fig. 1 .
In the process of updating deep learning parameters, the increase of test data is benefiting to enhancing the network generalization ability. Without sufficient amount of original data, the network cannot be fully trained, affecting the performance of the network. Data augmentation for the original images is commonly used to expand the amount of data. This paper mainly adopts horizontal flip and diagonal flip to achieve data augmentation. Finally, 351 original images with defects and 360 images without defects were collected in the database. In order to check network performance, 70 images were selected from the original images as test sets. After data augmentation, 1124 images with defects and 1160 images without defects were obtained. The test dataset has 240 images with defects and 240 images without defects.
IV. TRAINING
The training of the deep convolution neural network is actually a process of learning data distribution. The weight of each layer gradually changes as the network training. When weights of a network shallow layer are updated, the output characteristic map of this layer accordingly change, resulting in the weights of the next layer need to relearn this new data distribution, which affects the weights update of each layer afterwards. All the images in the dataset are zoomed to the same size (256 × 256 pixels). Every 16 images makes a batch. Dynamic learning rate is used herein. When the training step is less than 5000, the learning rate is set to 0.1, and then, if the training step is less than 10000, the learning rate is set to be 0.01, otherwise, the learning rate is set to 0.001. At the same time, in order to stabilize the training process, batch normalization is adopted. Firstly, the input data of each layer is normalized (the mean is 0 and the standard deviation is 1), so that the data distribution is stable. Therefore, a larger learning rate can be used in the early training in order to accelerate the network convergence and improve the training speed. The small batch size is set to 16, and the optimization method used in this paper is Adam [21] . The variation of the training loss is shown in Fig. 11 . It can be seen that the loworder residual network performs best in convergence ability, while the residual network performs worst.
In this paper, the training process was carried on a highperformance computer, with Intel Core i7, TATAN XP 1080P, 12GB video memory, Ubuntu operating system, and Tensorflow deep learning framework.
V. RESULTS AND ANALYSIS
To validate the advances of the proposed low-order residual network for recognizing the low-contrast defects, it is compared with two existed approaches, namely ResNet and ShuffleNet v2. Four aspects, including accuracy, speed, precision, F-score and recall rate are evaluated. Accuracy and recall are widely used in information retrieval and statistical classification to evaluate the quality of results. Accuracy is based on the prediction results, which shows how many positive samples are actually positive. The recall rate is for the original sample, which indicates how many positive examples in the sample have been predicted correctly. These four indicators are formulated as
where In this paper, the images with defects are defined as the positive sample, and the images without defects are the negative sample. The performance of classification model cannot be fully evaluated by a single indicator, so it is evaluated by aforementioned four indicators and the computation efficiency simultaneously.
It is always expected that an advanced network has both high-precision and high-rate. However, these two aspects are usually contradictory to each other, so we usually have to make a tradeoff between them. In this paper, we need to fully consider these two indicators. The results of the used five indicators with the same operating environment are shown in Table 1 . It can be seen that the ResNet achieved the lowest accuracy and recall values for the low-contrast watermark defects recognition, although it has been demonstrated to have low classification error rate on ImageNet dataset, and the Residual network is more suitable for large-scale image classification tasks, such as 100 or even 1000 classification targets. Besides, the ResNet has many layers and parameters, so its speed is the lowest. ShuffleNet v2 is a lightweight network, and it has excellent performance in classification task. Compared with ResNet, its precision, accuracy and recall rate are significantly improved. ShuffleNet v2 achieves optimal tradeoff between the speed and accuracy. Compared with the ResNet, the proposed low-order residual network has much fewer layers, so its computation speed is greatly improved. In addition, the low-order residual network achieves much higher recognition accuracy as comparison with the ResNet, due to the introduction of channel split, depthwise separable convolution, group convolution and channel shuffle. Compared with ShffuleNet v2, the proposed low-order residual network has more low-order residual blocks, its performance is accordingly improved in terms of accuracy, precision and recall rate. Although the computation speed of the low-order residual network decreases due to the light increase of parameters as comparison with the ShffuleNet, it can still meet the requirement of run on GPU in real time, which is significantly faster than the ResNet. As to the F-score of three networks, low-order residual network achieves the largest value, 88.2%.
The experimental results fully demonstrate the superiority of the low-order residual blocks in low-contrast defects recognition. To further compare the ability of the three networks to detect small size defects, defects with different sizes are tested, and the results are shown in Table 2 . It can be seen from the Table 2 that all of the three networks can correctly detect the large-size defects, however, only the low-order residual network can detect the small-size defects. In addition, even the low-order residual network fails to detect the defects that nearly cannot be seen by human eyes. Based on the above experimental results, it can be concluded that the proposed low-order residual network has better expressive ability for extracting defects with low-contrast and small size.
It is worth mentioning that the classification ability of the framework may be further improved if traditional convolution neural network is used instead of establishing the whole framework using depthwise separable convolution and channel shuffling. However, the computation speed will be slow down dramatically. Thus, we usually have to make a tradeoff between the accuracy and computation speed. Channel shuffling model has been demonstrated to perform well in both accuracy and speed. In order to ensure the accuracy of low-contrast defects recognition and take account of computation efficiency, this paper proposed a channel shuffling with low-order feature residual network. Although channel shuffling can enhance the information connection among different groups, traditional convolution can be used as we aims to improve the accuracy.
VI. CONCLUSIONS
This paper proposed a low-order residual network to detect low-contrast defects. Low-order feature constraints were merged to the residual network. As a residual term, it contributes to the training of the whole network, extracts the low-order features of the target images, and introduces the low-order features into the feature extraction process of the deep convolutional neural network. The proposed method was compared with two existed methods, namely ResNet and ShuffleNet v2, in terms of accuracy, recall, precision, F-Score and efficiency. The experimental results showed that the proposed low-order residual network performed best in accuracy, recall, precision and F-Score. Although it lowered the computation speed as comparison with the ShuffleNet v2, it can still run on GPU in real time, which is significantly faster than the ResNet. Therefore, the low-order residual network can effectively improve the model to recognize and classify the features with low contrast and inconspicuous features. 
