Previous algorithms for the construction of belief networks structures from data are mainly based either on independence criteria or on scoring metrics. The aim of this paper is to present a hybrid methodology that is a combination of these two approaches, which bene®ts from characteristics of each one, and to develop two operative algorithms based on this methodology. Results of the evaluation of the algorithms on the wellknown Alarm network are presented, as well as the algorithms performance issues and some open problems. Ó
Introduction
Graphical models such as belief networks [35] have become very attractive tools because of their ability to represent knowledge with uncertainty and to eciently perform reasoning tasks. The knowledge that they manage is in the form of dependence and independence relationships, two basic notions in the human reasoning. Both relationships are coded by means of the qualitative component of the model, i.e., the directed acyclic graph (dag). The presence of links in the graph may represent the existence of direct dependency www.elsevier.com/locate/ijar relationships between the linked variables (that sometimes may be interpreted as causal in¯uence or temporal precedence), and the absence of some links means the existence of certain conditional independency relationships between the variables. The strength of the dependencies is measured by means of a collection of numerical parameters, usually conditional probabilities. This quantitative component allows to introduce uncertainty in the knowledge represented by the model.
The good performance of the inference processes when using belief networks is due to the existence of dierent algorithms that use local computations, which take advantage of the independences represented in the dag. In fact, independence modularizes knowledge in such a way that what is relevant is quickly identi®able, and easily accessible in the whole knowledge base. Moreover, independence allows a suitable factorization of the global numerical representation (a joint probability distribution) which gives rise to an important saving in the storage requirements. In addition to their methodological advantages, belief networks provide a very intuitive graphical representation of the available knowledge, reasons for the growing interest on these networks in the Arti®cial Intelligence community.
First of all, it is necessary to have a belief network in order to exploit it in reasoning tasks. For this purpose, in recent years a strong eort in automatic learning of belief networks from data has been invested. The reason is that partially automated learning methods may alleviate the knowledge acquisition bottleneck, common to most techniques for knowledge representation and reasoning. The result is a lot of learning algorithms from dierent approaches and dierent principles [11] . However, they can be grouped in two main approaches: methods based on conditional independence tests, and methods based on a scoring metric.
The algorithms based on independence tests (also called constraint-based) carry out a qualitative study on the dependence and independence properties among the variables in the domain, and then they try to ®nd a network representing most of these properties. This quality isolates learning methods from the current formalism used to represent quantitative information. So, they take a list of conditional independence relationships as the input and the output is a graph displaying these relationships as far as possible. This list, in a learning process from a database, is obtained by means of conditional independence tests. They represent the major computational cost for these algorithms as for their number and their complexity. Unreliable results may be another consequence of the high complexity of the tests applied on the database (unless huge amounts of data were available). In spite of these drawbacks the methods based on independence tests, under certain conditions, have been proven to be accurate. Some of the algorithms based on this approach can be found in [12, 23, 29] , which work on polytrees, [24, 13] on simple graphs, and [15, 40, 43, 44] for general dags.
The algorithms based on scoring metrics try to ®nd a graph which has the minimum number of links that`best' represents the data according to their own metric. They all use a function (the scoring metric) that measures the quality of each candidate structure and a heuristic search method to explore the space of possible solutions, trying to select the best one. During the search process, the scoring metric is applied to evaluate the ®tness of each candidate structure to the data. So, each one of these algorithms is characterized by the speci®c scoring metric (there are very dierent expressions) and the search procedure used.
The algorithms based on a scoring metric are generally more ecient than the algorithms mentioned above, although given their greedy nature, they may not ®nd the optimal solution, but a local optimal one. Some algorithms that use this approach may be found in [12, 18, 37] , where the search space is restricted to trees or polytrees, and the scoring function is based on marginal and/or ®rst-order conditional dependence measures (such as the Kullback± Leibler cross-entropy). Other algorithms, which work on general dags, almost invariably use greedy searches, and the scoring metrics are based on dierent principles, such as entropy [27] , Bayesian approaches [10, 19, 22, 25, 26, 33, 36] , or Minimum Description Length [8, 21, 32, 42] .
The algorithms we are going to describe in this paper do not fall clearly in any of these two categories but they utilize a hybrid methodology: they use a speci®c metric and a search procedure (so, they belong to the group of methods based on scoring metrics), although they also explicitly make use of the conditional independences embodied in the topology of the network to elaborate the scoring metric, and carry out independence tests to limit the search eort (hence they have also strong similarities with the algorithms based on independence tests). The only precedents we know about hybrid learning algorithms are the works in [38, 41] , where a scoring-based algorithm (K2 [19] ) is, in some sense, inserted into a constraint-based one (PC [40] ), with the objective of removing the need of an ordering of the variables.
The rest of the paper is organized as follows. In Section 2 we describe our methodology, which we have called BENEDICT. Section 3 presents two algorithms, BENEDICT-dsep and BENEDICT-step, for recovering the graph with the restriction that the ordering between the variables is given. Section 5 discusses the dierent rules used to stop the search and evaluation processes of our algorithms. In Section 6, we carry out a comparative study of the results obtained by both algorithms using the well-known Alarm network. Finally, Section 7 contains the concluding remarks and some proposals for future works.
The methodology
The basic idea of the methodology is to measure the discrepancies between the conditional independences represented in any given candidate network G and the ones displayed by the database D. The lesser these discrepancies are, the better the network ®ts the data. The aggregation of all these (local) discrepancies will result in a measure gG; D of global discrepancy between the network and the database. From this perspective, our proposal falls on the methods which use a scoring metric. So, this measure of global discrepancy will be used by a search procedure, which will explore the feasible solutions space searching for optimum (no discrepancy) or at least good (low discrepancy) solutions.
To construct our discrepancy-based scoring metric, ®rst we have to study, on one hand, what conditional independences must be contrasted in both models, the graphical model and the numerical model (i.e., the database), and on the other hand, how to measure the discrepancy of these independences. Next, we will decide on how to aggregate all the local discrepancies. We also need to specify the kind of search process that our method will use.
In the graphical model, the independence assertions correspond to a graphical criterion, the d-separation criterion [35, 43] for directed acyclic graphs: · d-separation: Given a dag G, a chain C (a chain in a directed graph is a sequence of adjacent nodes, the direction of the arrows does not matter) from node a to node b is said to be blocked by the set of nodes Z, if there is a vertex c P C such that, either c P Z and arrows of C do not meet head to head at c, or c T P Z, nor has c any descendants in Z, and the arrows of C do meet head to head at c. A chain that is not blocked by Z is said to be active. Two subsets of nodes, X and Y, are said to be d-separated by Z, and this is denoted by hX ; Y j Zi G , if all chains between the nodes in X and the nodes in Y are blocked by Z.
In the underlying distribution of the numerical model, the concept of conditional independence, IX ; Y j Z, corresponds to stochastic independence, i.e., P x j z; y P x j z whenever P z; y > 0; for every instantiation x, y and z of the sets of variables X, Y and Z.
So, given a candidate network, in principle the conditional independence statements which have to be contrasted in the numerical model are all those obtained applying the d-separation criterion on this network. 1 Now, we need a metric to measure the discrepancy of each one of these independences. We are going to use the Kullback±Leibler cross-entropy [30] , a function that measures the degree to which a speci®c independency is supported by the database.
The Kullback±Leibler cross-entropy is de®ned as follows:
DepX ; Y j Z x;y;z P x; y; z log P x; y j z P x j zP y j z ; 1 where x, y, z denote instantiations of the sets of variables X, Y and Z, respectively, and P is a probability estimated from the database. Observe that the value of DepX ; Y j Z is zero if X and Y are indeed independent, given Z, and the more dependent X and Y are, given Z, the greater DepX ; Y j Z is. Given a d-separation statement hX ; Y j Zi G , DepX ; Y j Z measures the degree of dependence between X and Y, given that we know Z. The more strongly supported by the database is the independence, the smaller is the value of the measure, i.e., the discrepancy. We could also use other dierent dependency measures, such as those considered in [5] or in [1] which exhibit a similar behaviour. However, the Kullback±Leibler cross entropy has one important advantage from our point of view: it is possible to design an independence test based on this statistic, as we will see later.
To get an idea of the complexity of this initial proposal, let us consider the network in Fig. 1 , de®ned over the set of variables U fA; B; C; E; P ; T g. Some d-separation statements which are true in this model are:
hC; T j Yi; hC; E j Yi; hC; A j Yi; hC; P j Yi; hE; B j T i; hE; A j T i; hE; P j T i; hB; A j T i; hB; P j T i; hA; P j T i:
Other true d-separation statements, where the involved subsets of variables are not singletons are:
hE; B j fT ; Agi; hE; B j fT ; P gi; hE; B j fT ; Cgi; hE; B j fT ; A; P gi; hE; B j fT ; A; Cgi; . . . ; hE; fA; P g j T i; hE; fA; P ; Bg j T i; . . . ; hE; fA; P ; B; Cg j T i; hfB; Cg; fA; E; P g j T i; . . .
As we can observe, the number of d-separation statements may grow exponentially with the number of nodes and also their complexity. Both are critical factors to our methodology in order to con®gure the list of independences to be contrasted in the numerical model by means of DepX ; Y j Z. Therefore, we have to focus on some selected subset of`representative' d-separation statements and ignore the remainders.
As a ®rst approach to get the selected subset, we may use the concept of causal input list or recursive basis [43] : given a set of variables, U fx 1 ; x 2 ; . . . ; x n g, and given an ordering l of the variables in U, let U i Pred l x i fx j P U j x j < l x i g be the set of predecessors of x i in the ordering l, and let B i U i be a minimal subset satisfying the independence statement Ix i ; U i n B i j B i (i.e., given B i , x i is independent of all its predecessors that are not in B i ). The causal input list has the important property that the graph G formed by designing, for each i, the variables in the set B i as the parents of x i (p G x i B i ), is a minimal I-map [35] of the underlying dependency model (i.e., all the d-separation statements found in the graph correspond to true independence relationships in the model). Moreover, all the d-separation statements displayed by this graph can be deduced from those in the causal input list, using the graphoid axioms [35] , hence we have a completely representative set. So, our list of independences would be the set composed by n d-separation statements in the form: fhx i ; U i n B i j B i i; i 1; . . . ; ng. To sum up, we have reduced the initial set of independence statements to be considered (with exponential size) to n. The problem is that each one of these statements involves all the variables in the set U i fx i g, and therefore the computation of Depx i ; U i n p G x i j p G x i will take an exponential time.
A re®nement of the selected set of independences is to reduce the complexity of the current statements (coming from the causal input list). For this purpose we can use the decomposition property (one of the graphoid axioms [34] ), so that, supposing that U i n p G x i fx i 1 ; . . . ; x i k g, instead of considering the relationship hx i ; U i n p G x i j p G x i i G , we can decompose it as hx i ; x ij j p G x i i G , Vj 1; . . . ; k. In this way we considerably reduce the size of the sets involved in the calculus of the dependence measures, thus gaining in eciency and reliability (although we have to compute On 2 dependence measures instead of only On). So, given any candidate network G, we have to calculate, from the database, the conditional dependence degrees of any two non-adjacent single variables, x i and x j (assuming that x j < l x i in the ordering l) given the parent set p G x i of x i in the network G,
For example, for the network in Fig. 1 , and assuming that the ordering l of the variables in U is E; C; T ; B; A; P , we would need to compute the following dependence degrees:
DepE; C j Y; DepE; B j fC; T g; DepE; A j T ; DepE; P j T ; DepC; T j E; DepC; A j T ; DepC; P j T ; DepB; A j T ; DepB; P j T ; DepA; P j T :
However, we can try to further reduce the complexity of each independence statement, by reducing the size of the d-separating sets or cut-sets. Given two nodes x i and x j , such that x j < l x i , instead of using the parent set of x i , we could use the set of minimum size that still d-separates x i and x j . Of course, ®nding this set will take some additional eort, but it will be compensated by a decreasing computing time of the corresponding dependence degree. Moreover, it will also increase the reliability of the results, because less data are needed to reliably compute a conditional dependence measure of lower order. For the example in Fig. 1 , the dependence degrees that would have to be calculated are the following:
DepE; C j Y; DepE; B j T ; DepE; A j T ; DepE; P j T ; DepC; T j Y; DepC; A j Y; DepC; P j Y; DepB; A j T ; DepB; P j T ; DepA; P j T :
In many other cases, depending on the topology of the network, the savings may be quite remarkable, even cutting down the exponential complexity of the computations. For example, for the network displayed in Fig. 2 , if we were to compute the conditional dependence measures of any pair of nodes given the parent set of the largest numbered node in the pair, this would represent 10 measures of order zero, 30 of order one and 5 of order ®ve. However, if we use the minimum d-separating set instead of the parent set, we need 40 measures of order zero and 5 of order one.
So, in the general case, given a candidate network G and given an ordering l 2 on the set of nodes, for any pair x i and x j of non-adjacent nodes in G, such that x j < l x i , we propose to replace Depx i ; x j j p G x i by Depx i ; x j j S G x i ; x j , where S G x i ; x j is a d-separating set for x i and x j in G with minimum size. The method we use for eciently ®nding the sets S G x i ; x j will be outlined in section 2.1 (see [2, 3] for a detailed study of this matter).
In order to give a score g to a speci®c network structure G given a database D (that would measure the global discrepancy), we propose to de®ne gG; D as a weighted average of all the local discrepancies Depx i ; x j j S G x i ; x j being considered (the weighting factors could re¯ect some kind of con®dence about the reliability of each local discrepancy). Finally, the type of search method we propose is a simple greedy search (which will become more de®nite in Section 3).
Finding d-separating sets of minimum size
The problem we are considering is the following: Find a d-separating set of minimum size for two non-adjacent nodes x i and x j in a dag G. To solve it we use a series of stepwise transformations of the original problem.
First, we reduce the problem to the simpler one 3 of ®nding a minimum separating set in an undirected graph. For this purpose the searching process has to be applied on the undirected graph G Anfxi;xjg m , where G Anfxi;xjg m is the moral graph of the subgraph of G induced by Anfx i ; x j g [2] ; Anfx i ; x j g is the smallest ancestral set of fx i ; x j g, i.e., x i , x j and all their predecessors. Figs. 3 and 4 show an example of this transformation. Second, we develop an algorithm for solving this new problem, Minimum-cut-set. To design the algorithm for solving the current problem we took into account the strong relationship that exists between problems of connectivity and problems of¯ow in graphs. The problem of ®nding the maximum¯ow between a pair of nodes in a graph (which is equivalent to ®nding a minimum cut-set) is eciently solved by the well-known Ford± Fulkerson algorithm [20] . However, this result is not directly applicable, because the cited algorithm works on directed graphs while the state of the current graph G Anfx i ;x j g m is undirected, and also because it looks for cutsets composed by arcs but not by nodes as we are interested in. Thus, we would have to transform separating arc-sets for directed graphs into separating node-sets for undirected graphs. This last transformation is illustrated in Fig. 5 for only one link, and in Fig. 6 for the graph G Anfx 3 ;x 15 g m (see [2, 3] for details).
Our algorithm Minimum-cut-set does not really need to explicitly make all these transformations. It works on the original dag G where we want to test for d-separation and all the transformations are implicit, with the consequent savings and increment on performance. 3 Simpler because the separation criterion is easier than the d-separation one as the separation criterion manages the independences in a more uniform way; on the other hand, the resultant graphs are simpler in complexity, number of nodes and links involved. 6 . Last transformation for G in Fig. 3 , where the Ford±Fulkerson algorithm would have to be applied. The Minimum-cut-set algorithm does not use this graph but the original one.
The BENEDICT methodology
Although the main ideas of our learning methodology have already been presented, we will now try to summarize and systematize them. Thus, we are going to describe the dierent elements that compose the methodology for learning belief networks, which we have called BENEDICT. The name is an acronym of BElief NEtworks DIscovery using Cut-set Techniques, and is motivated by the use of d-separating sets or cut-sets to de®ne the metric.
The ®rst two elements refer to the search process and the next three elements concern the scoring metric: · A current candidate network G to be evaluated. The initial candidate network G 0 usually will be empty (containing no arcs), although we may start from any other network by ®xing an initial set of arrows (thus imposing some constraints to the learning process: knowledge, supplied by an expert, about the existence of some arcs). · A set L of candidate arcs to be introduced in the current network. This set will dynamically vary as the algorithm progresses. Initially, L may contain all the possible arcs or a more restricted set of arcs (in this case we impose another type of constraint to the learning: knowledge about the absence of some arcs or about the existence of some conditional independence relationships). · A subset M G of the set of valid graphical independence relationships in the current candidate network G, M G I G , where
where S G x i ; x j is a d-separating set for x i and x j in G with minimum size. · A measure of (local) discrepancy between each hx i ; x j j S G x i ; x j i G and Ix i ; x j j S G x i ; x j , i.e., between each graphical independence relationship in M G and the database D. At present we are using the Kullback±Leibler cross-entropy Depx i ; x j j S G x i ; x j de®ned in Eq. (1). · A measure of global discrepancy gG; D (which has to be minimized) between the candidate network and the database, based on the aggregation of the local discrepancies. We de®ne gG; D as a weighted sum (the weighting factors could re¯ect some kind of con®dence about the reliability of each local discrepancy or whatever):
Algorithms based on the BENEDICT methodology
Now, our objective is to materialize the methodology proposed in the previous section into operative algorithms. We are going to develop two algorithm, BENEDICT-dsep and BENEDICT-step. Both algorithms determine the network structure under the assumption that a total ordering l for the variables is known. This assumption, although somewhat restrictive, is quite frequent for learning algorithms [17, 19, 27, 41, 43, 44] . We can understand this ordering as either causal (causes before eects) or temporal (determined by the occurrence time for each variable), although it may also be arbitrary. This ordering could be obtained, for example, from an expert; alternatively, it may be automatically constructed using a speci®c algorithm [7, 14, 16] .
The two algorithms we are going to describe also share the following elements: · The weights a ij in Eq. (3) are all equal to 1 (the same con®dence degrees for all the discrepancies). · There is no prior knowledge about either the presence or the absence of some arcs in the network that we are looking for. · The search process is greedy and allows to insert into the structure the candidate arc that produces a greater improvement of the score (removal of arcs is not permitted).
Algorithm BENEDICT-dsep
The ®rst algorithm we are going to describe based on the BENEDICT methodology is called BENEDICT-dsep. As we have already commented, the search algorithm to explore the space of feasible solutions is greedy: the set of con®gurations explored at each step is obtained as the result of adding a new single arc to the previous better con®guration. The selected candidate arc will be the one that produces the network with one extra arc having the best score. The initial set of candidate arcs in this case is the set of all the arcs compatible with the given ordering l, i.e.:
The subset M G of valid graphical independence relationships considered for a given network G is M G I G (i.e., all the minimal d-separation relationships between non-adjacent nodes). Thus, the metric used by BENEDICT-dsep is gG; D n i2 xj; xj< l xi
Initially, BENEDICT-dsep starts out from a completely disconnected network, i.e., it is assuming marginal independence among all the variables. The scoring of this`empty' graph G 0 (considered the current best network) is then calculated, from Eq. (5), as gG 0 ; D n i2 xj< l xi Depx i ; x j j Y. Next, the algorithm looks for the arc whose addition to the graph results in a greater decrease of g:; D, thus obtaining a new graph, G 1 , containing only one arc. The process continues in this way, adding at each step, k, the single arc, say
In other cases the improvement of the score because of the addition of an arc may be less local to the eliminated independence. This arc changes the connectivity of the network, thus modifying the d-separation statements because of the change in the minimal d-separating sets. For example, let us consider the graph G 4 in Fig. 7 , and suppose that we are going to add the arc x 3 3 x 5 . Table 1 shows which are the d-separation statements in the model before and after inserting the arc x 3 3 x 5 . We can see how some d-separations remain unchanged but some others are modi®ed, and one disappears. For this reason it is necessary to recompute completely the global discrepancy after the inclusion of a new arc (the eort to determine the terms of the sum which have changed is roughly equivalent to compute the global discrepancy). In other words, our metric is not decomposable [26] .
In this way arcs are added in a stepwise process until a stopping rule is satis®ed. The stopping rule we use, as well as some alternative rules, will be discussed later in Section 5. A pseudocode description of BENEDICT-dsep is given in Fig. 8 .
The algorithm takes U fx 1 ; x 2 ; . . . ; x n g, the ordering l of the variables and the database D as the inputs, and returns a network structure compatible with the ordering l as the output. To study the algorithm complexity, consider a graph with n nodes. Since every pair of nodes may be adjacent, On 2 arcs have to be considered before the best one could be added; when testing the addition of any arc, we have to 6 (which does not include the dependence measure calculations; however, the dependence measures needed by BENEDICT are normally expected to be of low order. Note that if we use the dependence measures obtained directly from the causal input list, we would obtain a complexity of On 5 , but the cost of computing them would be exponential, and the result less reliable). As we will detail later, to save on computing time, the algorithm uses some additional heuristics; for example, if, at any stage, the algorithm detects an independence relationship between two variables (i.e., the dependence degree being nearly zero), then it removes the arc linking this pair of variables from the list L and it will never reconsider it as a candidate arc during the rest of the process.
Algorithm BENEDICT-step
The second algorithm also based on the BENEDICT methodology is called BENEDICT-step, which works under the same assumption as -dsep (the total ordering of the variables is known). The purpose of designing a new algorithm is to improve the eciency of BENEDICT-dsep by a better use of the ordering. The BENEDICT-dsep algorithm exploits the ordering just to give an orientation to the links and therefore to obtain a saving in the process of exploration. However, the ordering may also guide the search process and save computing eort during the evaluation process.
The main dierence of this algorithm with respect to the previous one is the dierent search processes, which we are going to describe now. Instead of starting out from the completely disconnected network with n nodes (containing all the variables), it will begin with a network composed of a single node (the ®rst variable in the ordering). The ®rst step consists in including a second node in the initial structure and then to evaluate the dierent graph con®gurations that may appear (in this ®rst step we only have to evaluate two graphs: the empty graph with two nodes and the complete graph with two nodes). Once the best con®guration with the current set of nodes is reached, another node is introduced, the best graph con®guration with respect to the just introduced node and the previous ones, is looked for, and several arcs may be introduced. A new node is included and so on, until completing the set of all the n variables. So, the network is growing in nodes as well as in arcs. The searching process is very simple at the beginning and implies progressively more and more variables, therefore a saving in the total eort is obtained.
In this way we have a process composed of n steps, where each step i represents the inclusion of a new node x i in the structure and the inclusion of the necessary arcs to construct the best graph with i nodes, G i . Each step i has its own list of initial candidate arcs, L i fx j 3 x i j x j < l x i g (only the arcs going to the just introduced node are candidate). Consequently, the set of d-separation relationships considered at each step i is also dierent: M Gi fhx i ; x j j S Gi x i ; x j i Gi ; x j < l x i ; x j T P p Gi x i g (only the relationships between the last node introduced and the previous ones).
This strategy of considering a node and all its predecessors before to include the next node in the structure (which resembles the search strategy of the K2 algorithm [19] ) gives rise to a double saving with respect to BENEDICT-dsep. On one hand, the number of con®gurations (and their complexity) to explore and to evaluate has been reduced (every candidate arc is considered less times). On the other hand, once all the parents of a node x i have been introduced at step i, the dseparation relationships (and the Dep values) of x i with its other predecessors remain unchanged for subsequent steps. Thus, in order to measure the discrepancy of a network structure, these terms would be constant in the sum that de®nes the global discrepancy. Therefore, to discriminate between competing candidate networks, we only have to take into account the d-separation relationships which involve the last node introduced in the current set of nodes (i.e., the set M Gi de®ned above). Hence the metric used by BENEDICT-step is
In this way the number of independences and the computational eort necessary to evaluate each candidate structure has decreased signi®cantly. The pseudocode of BENEDICT-step is given in Fig. 9 . As we said, BENEDICT-step has a lower complexity order than BENE-DICT-dsep. As it begins from a network with a single node, n À 1 nodes remain to be included, and every time it is done, at step i, there are i À 1 candidate arcs. So, in the worst case, if all the arcs have to be included, the while loop is repeated i À 1 times. Each time it tries to include the i À 1 À jE i j À jE iÀ1 j remaining arcs in L i . Finally, in order to compute the global discrepancy measure, the local discrepancies have to be computed for the i À 1 À jE i j À jE iÀ1 j À 1 pairs of non-adjacent nodes. Thus, we obtain a complexity of On 4 for BENEDICT-step.
Stopping rules
In the description of the algorithms BENEDICT-dsep and BENEDICTstep we have not speci®ed the way in which we stop the learning process, i.e., how to decide whether the size of the graph is adequate and then do not add more arcs to the current structure. The extent to which the resultant network is a good description of the domain strongly depends on this question.
For example, if we let the graph grow until no more arcs can be included (thus obtaining a complete graph), this network has a zero global discrepancy with every database, since it does not explicitly represent any independence relationship. However, this network is far from being descriptive (although it may represent any independence relationship, that remains hidden in the conditional probability tables). In general, if we stop the learning process too late the resultant networks are very complex to be understood, estimated and used for inference purposes (moreover, an over®tting phenomenon can appear). On the other hand, if we stop too early the growing process, in order to get a simpler structure, we may lose the chance to improve it (i.e., to get a better score). So, the network displays more independences than those they are really supported by the data, thus resulting in a bad approximation of the distribution underlying the data. Therefore, we have to focus on ®nding appropriate stopping rules, or in other words, on ®nding a criterion for determining a good trade-o between network complexity and accuracy.
The ®rst stopping rule we tried consisted in setting a threshold a and deciding not to include an arc if the global discrepancy with the data, gG k ; D, was beneath a. This means that if the discrepancy is quite low, close to zero, then all the d-separation statements considered in the current graph are almost completely supported by the database, hence this graph is already a good approximation, and we should stop adding arcs. A second alternative, also using another threshold b, was not to include an arc if the decreasing of discrepancy in two consecutive steps was below b, gG kÀ1; ; D À gG k ; D < b, i.e., no signi®cant improvement is achieved by adding the best arc to the current graph, so that we should also stop the process.
After having studied the behaviour of our algorithms using the two aforementioned stopping rules [4] (and using also a combination of both rules), by means of several databases, we get clear that these rules produced in general unsatisfactory results. The problem has two aspects: First, the threshold values are critical to the density of the learned networks; if the threshold a is set too low, then the algorithms stop essentially when there are very few terms in the summatory representing the global discrepancy, which in turn entails that a lot of arcs are added to the structure (and this may hide real independences). However, if the value of the threshold a is high we may stop too early, thus including very few arcs in the graph (hence the network would represent more independences than the ones really supported by the database). Using b instead of a results in a similar behaviour. Second, it is quite dicult to determine automatically, from the data distribution, their appropriate values.
Thus, we decided to tackle the problem of ®nding the optimum size of the learned network from another perspective. Instead of looking for the right stopping rule (or the right threshold) we will use two dierent procedures that have a direct in¯uence on the size of the network. These are: · Using independence tests to remove arcs from the set of candidate arcs, and thus avoiding to include them in the structure regardless of the value of the discrepancy reached by the current network. · Pruning instead of stopping. Grow a network in a not very restrictive manner and then prune it by revisiting each arc (dependency) established in the building process, in order to check whether it was introduced prematurely. This is inspired by the common practice of using methods for pruning decision trees, which often produce excellent results [9] .
Independence tests
The basic idea for using independence tests is to consider as candidate, at every step of the learning process, only the arcs between pairs of (non-adjacent) variables which have not been found independent. In the case that the test establishes an independence relationship, then the arc linking the independent variables is deleted from the set of candidate arcs L. Therefore, the learning process will stop naturally when the set of candidate arcs becomes empty (the arcs are removed from this set either because they are inserted into the current graph or because their extreme nodes are found to be independent by the test).
In order to de®ne the kind of test, we will take advantage of the fact that the statistic 2 Ã N Ã Depx i ; x j j Z is approximately v 2 -distributed with kZkkx i k À1 kx j k À 1 degrees of freedom [31] , where N is the number of samples in the database D, and k Á k represents the number of dierent states in the corresponding set of variables.
Let us see how to use the independence tests in our algorithms: At each step, once the best candidate arc x j 3 x i has been selected, it is included in the current structure G (and removed from the set of candidate arcs); then the remaining candidate arcs in L are reexamined in order to see if some may be removed because their extreme nodes are found to be independent by the test (the newly introduced arc changes the connectivity of the network, and can turn into independent variables that were not yet determined as independent). If G H G fx j 3 x i g denotes the new current graph, then for any pair of nodes x h and x l such that x h 3 x l P L, we apply an independence test based on the value Depx l ; x h j S G H x l ; x h . As all these values have already been calculated, the tests entail almost null additional computational cost.
The pruning process
With the same goal to get the optimal size of a network during the learning task, the new approach is to use a pruning process. The ®rst step is to grow the network by letting the building process (any of the BENEDICT algorithms) to work with a non-very restrictive stopping criterion (for instance that the set of candidate arcs is empty). In the resultant structure G, some right arcs will be introduced and also some additional (incorrect) ones. Then a review of the arcs included in the structure may reveal that some of them are super¯uous and thus can be removed from the network.
An arc x j 3 x i in G may be considered super¯uous if the nodes it connects are conditionally independent (i.e., the dependence degree between x i and x j is very low). Perhaps this fact was not discovered before because, due to the greedy nature of the process, the d-separating set used previously to try to separate these nodes was not correct. However, the information obtained in subsequent steps (new arcs have been introduced) changes the connectivity of the network and therefore may also change the relationships between the variables. So, to verify the possible independence relationship between the linked variables x i and x j , the arc x j 3 x i is removed momentarily and the Dep value is calculated to be used in an independence test. If the independency is true, the arc is removed de®nitively, otherwise it is put back in the network. The value Dep we compute is the following: let G H G n fx j 3 x i g, then we determine the minimum d-separating set between x i and x j in G H , S G H x i ; x j and compute Depx i ; x j j S G H x i ; x j .
In summary, the pruning process consists of reviewing the arcs, one by one, in the same ordering that they were introduced in the graph, and applying a test of conditional independence on the nodes connected by each arc. For the pruning process, every arc in G is a candidate to be removed. When a link is de®nitively removed, we get the new graph G H , a subgraph of G. In this case G is an I-map of G H , i.e., every d-separation assertion true in G is also true in G H . Therefore, the pruning process consists of a set of local veri®cations by means of tests, that in no case aect the rest of the structure. The ordering to applying these tests is precisely the ordering in which the arcs were introduced in the structure: in this way we can reexamine the established dependences in the light of the information obtained after any arc x j 3 x i is introduced (so, the dseparating set that, at the moment in which x j 3 x i was inserted, was not able to make independent x i and x j could change, thus being able to render x i and x j independent). Finally, in order to recover the right ordering to prune is necessary to remember the arcs introduced during the building process, by means of a list of arcs P.
To illustrate how the independence tests and the pruning process 4 are integrated in the BENEDICT algorithms, Fig. 10 shows the pseudocode of BENEDICT-dsep using these elements to make up the stopping rule.
The pseudocode of the pruning process is shown in Fig. 11 . The inputs to the algorithm are the graph G, and the ordered list of arcs P, both elaborated by the learning process.
Experimental results
In this section, we are going to present the results obtained by our algorithms using dierent databases in the learning process. In order to do a comparative study of the proposed algorithms, all the experiments were carried out on a sun4m sparc station at 100 MHz, to reconstruct the so-called Alarm belief network (see Fig. 12 ). This network displays the relevant variables and relationships for the Alarm Monitoring System [6] , a diagnostic application for patient monitoring. The Alarm network contains 37 variables and 46 arcs.
The input data commonly used are subsets of the Alarm database [28] , which contains 20,000 cases that were stochastically generated using the Alarm network. The information we will show about each experiment with our algorithms is the following: · Time. The time, measured in minutes and seconds, spent by the algorithm when learning the Alarm network. · gG; D. The value of the measure of global discrepancy, gG; D, used by the algorithm, on each learned network G with respect to the database D it comes from. · Ham. The Hamming distance, number of dierent arcs (missing or added) in the learned network with respect to the original model. · N.Arc. Number of arcs in the learned network. · Kull. The Kullback distance (cross-entropy) between the probability distribution, P, associated to the database (the empirical frequency distribution) and the probability distribution associated to the learned network, P G . In this way we try to assess the performance of the algorithms, not only from the perspective of how much of the target network is reconstructed, but also of how closely the probability distribution learned approximates the empirical frequency distribution. Actually, we have calculated a decreasing monotonic linear transformation of the Kullback distance, because this one has exponential complexity and the transformation can be computed in a very ecient form: If P G is the joint probability distribution associated to a network G whose set of nodes is U fx 1 ; . . . ; x n g, then the Kullback distance can be written in the following way: KullP
where H P denotes the Shannon entropy with respect to the distribution P. As the ®rst two terms of the expression above do not depend on the graph G, our transformation consists in calculating only the third term in Eq. (7). So, the interpretation of our transformation of the Kullback distance is: the higher this parameter is the better is the network. We will use databases of dierent sizes for training, with the aim of evaluating the robustness of the algorithms. More precisely, we use, to reconstruct the Alarm network, four training sets containing the ®rst 500, 1000, 2000 and 3000 cases in the Alarm database.
Our ®rst experiment concentrates around the stopping rules, aiming to determine the quality of the dierent rules proposed: using thresholds (a; b), independence tests, and pruning. In the ®rst case we use a conjunction of the two thresholds (low discrepancy and no signi®cant improvement). Both thresholds were set`ad hoc' as a fraction of the initial discrepancy calculated on the empty graph. We use the v 2 test for the conditional independence tests and the pruning process with a ®xed con®dence level of 0.99. The results are displayed in Table 2 for BENEDICT-dsep and Table 3 for BENEDICT-step. For this experiment we used the database containing 3000 cases.
From these results it is clear that the use of independence tests improves remarkably the performance of the algorithms with respect to the use of thresholds, as much in the quality of the results as in the eciency. They present lower discrepancy values and also higher values of the objective Kullback measure. On the other hand, we can observe that the times spent are markedly lower, specially with BENEDICT-step, than using thresholds (a; b). This gives us an idea of the savings in evaluating candidate networks obtained by removing some arcs from the candidate set L. We can also see that ®nal process of pruning, using almost null additional time, simpli®es the ®nal structures, although slightly decreasing the Kullback distances; anyway, the results are comparable. Furthermore, using pruning overcomes, at least partially, some of the problems due to the use of the irrevocable search strategy selected. In the light of these results, in the following experiments we will always use the combination of independence tests and pruning as the stopping rule.
In the second experiment we are interested in evaluating the impact of using d-separating sets of minimum size, S G x i ; x j , against directly using the parent set p G x i . Then we have also implemented versions of BENEDICT-dsep and BENEDICT-step using p G x i instead of S G x i ; x j to measure the dependence degree between the non-adjacent nodes x i and x j . The results are displayed in Table 4 for BENEDICT-dsep and Table 5 for BENEDICT-step. For this experiment we also used the database containing 3000 cases.
The obtained results are quite conclusive: the use of d-separating sets of minimum size is clearly preferable to the use of parent sets, not only with respect to the quality of the learned network (lower values of the Hamming distance and greater values of the transformed Kullback distance) but also in terms of eciency (the use of d-separating sets of minimum size reduces around four times the execution time of the algorithm).
In the third experiment our interest is focused mainly in evaluating the performance of the algorithms using databases of dierent sizes. As we already mentioned, we have used four sizes (500, 1000, 2000 and 3000). The results of this experiment are displayed in Table 6 for BENEDICT-dsep and Table 7 for BENEDICT-step.
Several conclusions may be drawn from this experiment. First, it seems that the learned networks approach the original one as the sample size increases, as shown by the Hamming distances and the Kullback measures, in both tables. The time employed by the two algorithms is almost linear with respect to the sample size. Nevertheless, as we could expect, the running time of BENE-DICT-step is signi®catively lower than the one of BENEDICT-dsep. However, the quality of the resultant networks, judging by the rest of the parameters, is very similar in both cases. Speci®cally, for the training set of 3000 samples, the mistaken arcs are in common to both algorithms. There are three missing arcs, 11 3 27, 12 3 32 and 21 3 31. The last two arcs are not strongly supported by the data, as it was reported by several authors. There are one or two additional erroneous arcs, linking variables which have not been determined as independent by the tests. These arcs are 31 3 27 for BENEDICT-dsep, and 24 3 9 and 31 3 27 for BENEDICT-step (the arc 31 3 27 is set in both cases while trying to compensate the loss of the arc 11 3 27).
Concluding remarks
We have proposed a new hybrid methodology for learning Bayesian belief networks from databases, and two algorithms based on it. These algorithms belong to the class of learning algorithms that use a scoring metric and heuristic search to ®nd a good graphical representation for the database. However, they also exhibit several characteristics related to the class of learning algorithms based on independency relationships. As we explained, our algorithms use conditional independence relationships of order as low as possible, by using the Minimum-cut-set algorithm. This fact bene®ts our algorithms, gaining in eciency and also in reliability. The algorithm BENEDICT-dsep as well as the algorithm BENEDICT-step recovers reasonably well complex belief network structures from data in polynomial time. Both algorithms work under the assumption that the ordering among the variables is known. However, BENEDICT-step is more ef®cient in exploiting the ordering and reaches a better performance than BENEDICT-dsep.
Several possible extensions of this work, that we plan to study in the future, include: · Avoiding the requirement of an ordering on the nodes. One approach is to leave the search procedure to also cope with the directions of the arcs to be added, although this may considerably increase the search eort. For this task the algorithm BENEDICT-dsep would act as the starting point (because BENEDICT-step is so dependent on the ordering that it cannot be generalized to work without this requirement). Another option is to perform a two-step process: the ®rst one is to run an algorithm for learning a good ordering [7, 14, 16] , the second one would be carried out by one of our algorithms (in this case BENEDICT-step would probably be more appropriate). · Modi®cation of the pure greedy search used for arc addition. Sometimes the algorithm selects one arc instead of another one by a very small dierence in the respective scorings. It might be interesting in these cases to design another criterion to`break the tie', or to postpone the decision until it becomes clearer in subsequent steps. Anyway, the search process may be trapped in a local minimum. Other search techniques that may escape from local minima, such as branch and bound or simulated annealing, could be used in combination with our scoring metric. We could modify the search process in a different direction, by using not only arc addition but allowing more operations, as arc removal (or even arc reversal). · More empirical work to investigate the practicality of our approach in real domains, particularly in the ®eld of classi®cation. For this kind of problems, our algorithms (and all other algorithms for learning belief networks) should probably be modi®ed to give them a more classi®cation-oriented perspective.
