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Introduction
Nous commenc¸ons la preuve des the´ore`mes [VI] 5.2 et [VI] 5.4. Rappelons-en les
e´nonce´s, en renvoyant a` [VI] pour les de´finitions. Le triplet (G, G˜, a) est de´fini sur un
corps de nombres F . On fixe un ensemble fini V de places de F contenant l’ensemble
Vram des ”mauvaises” places.
The´ore`me [VI] 5.2 (a` prouver). On suppose (G, G˜, a) quasi-de´ploye´ et a` torsion
inte´rieure. Soit OV une classe de conjugaison stable semi-simple dans G˜(FV ). Alors
SAG˜(V,OV ) est stable.
The´ore`me [VI] 5.4 (a` prouver). Soit OV une classe de conjugaison stable semi-simple
dans G˜(FV ). Alors on a l’e´galite´ A
G˜,E(V,OV , ω) = A
G˜(V,OV , ω).
Dans cet article, nous prouverons le premier the´ore`me. Nous prouverons aussi le se-
cond sauf pour certains triplets (G, G˜, a) particuliers. Pour ceux-ci, nous le prouverons
sauf pour un nombre fini de classes OV exceptionnelles. On renvoie a` 3.5 pour des as-
sertions pre´cises. Les cas restants de ce the´ore`me seront prouve´s plus tard en utilisant la
formule des traces.
On introduit en 1.1 un ensemble de parame`tres Stab(G˜(F )). On de´finit en 1.2 une
application qui, a` une classe de conjugaison stable semi-simple dans G˜(F ), associe un
e´le´ment de notre ensemble de parame`tres. Cette application est toujours injective. En
ge´ne´ral, elle n’est pas surjective. Elle l’est toutefois si (G, G˜, a) est quasi-de´ploye´ et a` tor-
sion inte´rieure. La question de savoir si un parame`tre provient bel et bien d’une classe de
conjugaison stable semi-simple est de´licate et nous ne la re´soudrons pas. L’inte´reˆt d’in-
troduire cet ensemble de parame`tres est justement de la contourner. Si G′ = (G′,G ′, s˜)
est une donne´e endoscopique de (G, G˜, a), la correspondance entre classes de conjugaison
stable semi-simples dans G˜′(F ) et G˜(F ) est complique´e pre´cise´ment parce qu’il y a des
classes dans G˜′(F ) qui ne correspondent a` rien dans G˜(F ). Mais cette correspondance
se traduit par une ve´ritable application Stab(G˜′(F ))→ Stab(G˜(F )) entre ensembles de
parame`tres.
On e´nonce dans la section 3 de nouveaux the´ore`mes qui sont pour l’essentiel des re-
formulations des the´ore`mes ci-dessus. Mais les donne´es sont cette fois un e´le´ment X de
Stab(G˜(F )) et un ensemble fini de places V . Ces donne´es sont inde´pendantes l’une de
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l’autre. Pour X fixe´, on peut faire varier V . On prouve dans la section 2 des formules
de scindage qui entraˆınent que, si les the´ore`mes sont ve´rifie´s pour V grand (cette notion
de´pendant de X ), alors ils le sont pour tout V . Les re´sultats de cette section 2 s’ap-
puient sur le lemme fondamental ponde´re´ tordu duˆ a` Chaudouard et Laumon (cf. [CL] ;
faˆcheusement, ces auteurs n’ont pas encore publie´ la preuve comple`te annonce´e dans
cette re´fe´rence). Ils s’appuient aussi sur une version tordue d’un argument d’annulation
duˆ a` Kottwitz.
Les sections 4 a` 8 sont consacre´es a` la preuve des the´ore`mes de la section 3 pour un
parame`tre X et un ensemble de places V assez grand. Cette hypothe`se sur V entraˆıne
que toutes les distributions intervenant se calculent par la me´thode de descente d’Harish-
Chandra. Cela nous rame`ne a` deux proble`mes. D’abord, la me´thode de descente applique´e
globalement, c’est-a`-dire sur F , fait intervenir une combinatoire complique´e controˆle´e par
divers groupes de cohomologie. Dans notre situation tordue, il s’agit de cohomologie de
complexes de tores. Fort heureusement, cette combinatoire a e´te´ entie`rement e´lucide´e par
Labesse dans une se´rie d’articles (cf. [Lab1], [Lab2], [Lab3]). On est alors ramene´ a` des
proble`mes similaires aux proble`mes initiaux, mais dans une situation non tordue et pour
des distributions a` support unipotent. Puisque la situation n’est plus tordue, on peut
utiliser les re´sultats d’Arthur ([A1]). Cela ne suffit toutefois pas car la descente d’Harish-
Chandra applique´e au cas tordu fait ine´vitablement intervenir un phe´nome`ne qui ne se
produit pas dans le cas non tordu : il apparaˆıt des triplets endoscopiques non standard.
Pour ceux-ci, on utilise le the´ore`me [VI] 5.6 qui permet d’achever la preuve. Bien suˆr,
ce dernier the´ore`me n’est pas encore prouve´. Toutefois, les hypothe`ses de re´currence
sophistique´es que l’on a pose´es en [VI] 5.8 permettent de l’appliquer, sauf dans quelques
cas particuliers. Cette restriction est pre´cise´ment la raison pour laquelle la de´monstration
du the´ore`me [VI] 5.4 restera incomple`te.
Dans la section 9, nous prouverons le the´ore`me [VI] 5.6. La preuve est la meˆme que
ci-dessus, mais inverse´e. Ci-dessus, on de´duit le the´ore`me [VI] 5.4 du the´ore`me [VI] 5.6.
Maintenant, on de´duit le the´ore`me [VI] 5.6 du the´ore`me [VI] 5.4. Les hypothe`ses de
re´curence assurent cette fois que ce the´ore`me est valide pour les triplets (G, G˜, a) que
nous utiliserons. Il faut toutefois prendre garde que, toutes ces de´monstrations se faisant
par re´currence, elles ne deviendront de vraies de´monstrations que quand tous les pas de
la re´currence auront e´te´ traite´s. Comme on l’expliquera davantage en 3.7, il suffira pour
cela d’achever la preuve du the´ore`me [VI] 5.4.
Comme on le voit, notre preuve suit de tre`s pre`s celle d’Arthur dans son deuxie`me
article sur la stabilisation ([A2]). Il s’agissait seulement d’y inse´rer les ide´es de Labesse
afin de l’adapter a` la situation tordue.
J’ai rec¸u l’aide de C. Moeglin pour la section 2. Je l’en remercie.
1 Coefficients globaux et classes de conjugaison stable
1.1 Ensemble de parame`tres
Pour tout l’article, sauf mention expresse du contraire, F est un corps de nombres,
G est un groupe re´ductif connexe de´fini sur F , G˜ est un espace tordu sous G de´fini sur
F et a est un e´le´ment de H1(WF ;Z(Gˆ))/ker
1(WF ;Z(Gˆ)). On utilise les de´finitions de
[VI] 1.1 et on adjoint au triplet (G, G˜, a) diverses donne´es supple´mentaires comme dans
cette re´fe´rence.
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Conside´rons la paire de Borel e´pingle´e E∗ = (B∗, T ∗, (E∗α)α∈∆) de G. Elle est munie
de l’action galoisienne quasi-de´ploye´e, note´e σ 7→ σG∗ , cf. [I] 1.2. Elle est aussi munie
d’un automorphisme θ∗ qui commute a` l’action galoisienne. On note Σ(T ∗) l’ensemble
des racines de T ∗ dans g. Pour α ∈ Σ(T ∗), on note αres sa restriction a` T
∗,θ∗,0 et on pose
Σ(T ∗)res = {αres;α ∈ Σ(T
∗)}. On note Σ+(T
∗) et Σres,+(T
∗) les sous-ensembles positifs
de´termine´s par B∗. Pour α ∈ Σ(T ∗), on note Nα la somme des e´le´ments de l’orbite
de α sous l’action du groupe d’automorphismes engendre´ par θ∗. Ce caracte`re de T ∗ se
descend en un caracte`re de T ∗/(1− θ∗)(T ∗).
Soit µ ∈ (T ∗/(1− θ∗)(T ∗))×Z(G) Z(G˜) (cf. [I] 1.2 pour la de´finition de Z(G˜)), fixons
ν ∈ T ∗ et e¯ ∈ Z(G˜) de sorte que µ soit l’image de (ν, e¯). On note Σ(µ) l’ensemble des
αres pour α ∈ Σ(T
∗) ve´rifiant l’une des conditions suivantes
- α est de type 1 ou 2 et (Nα)(ν) = 1 ;
- α est de type 3 et (Nα)(ν) = −1.
Cet ensemble s’interpre`te de la fac¸on suivante. Identifions E∗ a` une paire de Borel
e´pingle´e particulie`re de G et relevons e¯ en un e´le´ment e ∈ Z(G˜, E∗). Posons η = νe ∈ G˜,
G¯ = Gη, B¯ = G¯∩B
∗ et T¯ = T ∗,θ
∗,0. Alors Σ(µ) est l’ensemble des racines ΣG¯(T¯ ) de T¯ dans
g¯. En particulier, Σ(µ) est un honneˆte syste`me de racines et Σ+(µ) = Σ(µ) ∩ Σres,+(T
∗)
est le sous-ensemble positif associe´ a` B¯. On introduit le groupe de Weyl W (µ) de Σ(µ),
c’est-a`-dire le sous-groupe de W θ
∗
engendre´ par les syme´tries relatives aux αres ∈ Σ(µ).
C’est aussi le groupe de Weyl W G¯ du groupe G¯.
Le groupe W θ
∗
agit sur (T ∗/(1 − θ∗)(T ∗)) ×Z(G) Z(G˜) par l’action naturelle sur le
premier facteur et par l’action triviale sur le second. Tous les objets sont munis de l’action
galoisienne quasi-de´ploye´e. Pour un cocycle ωG¯ : ΓF →W
θ∗, conside´rons les conditions
(1) ωG¯(σ)σG∗ fixe µ pour tout σ ∈ ΓF ;
(2) ωG¯(σ)σG∗ fixe µ et conserve Σ+(µ) pour tout σ ∈ ΓF .
Remarquons que la condition (1) implique en tout cas que ωG¯(σ)σG∗ conserve Σ(µ) pour
tout σ ∈ ΓF . On note Stab(G˜(F )) l’ensemble des couples (µ, ωG¯) tels que ωG¯ ve´rifie
(1) et Stab(G˜(F )) celui des couples (µ, ωG¯) tels que ωG¯ ve´rifie (2). Disons que deux
e´le´ments (µ, ωG¯) et (µ
′, ωG¯′) de Stab(G˜(F )) sont e´quivalents si et seulement si µ = µ
′ et
ωG¯′(σ) ∈ W (µ)ωG¯(σ) pour tout σ ∈ ΓF . On a
(3) Stab(G˜(F )) est un ensemble de repre´sentants des classes d’e´quivalence dans
Stab(G˜(F )).
Preuve. Pour (µ, ωG¯) ∈ Stab(G˜(F )) et σ ∈ ΓF , il existe un unique u(σ) ∈ W (µ)
tel que u(σ)ωG¯(σ)σG∗ conserve Σ+(µ). Posons ω
′
G¯
(σ) = u(σ)ωG¯(σ). L’unicite´ de u(σ)
entraˆıne facilement que ω′
G¯
est encore un cocycle. Alors (µ, ω′
G¯
) est un e´le´ment de
Stab(G˜(F )) qui est e´quivalent a` (µ, ωG¯). D’autre part, il est imme´diat que deux e´le´ments
de Stab(G˜(F )) sont e´quivalent si et seulement s’ils sont e´gaux. D’ou` (3). 
Le groupe W θ
∗
agit sur Stab(G˜(F )) de la fac¸on suivante. Pour (µ, ωG¯) ∈ Stab(G˜(F ))
et w ∈ W θ
∗
, l’image de (µ, ωG¯) par w est le couple (µ
′, ωG¯′) de´fini par µ
′ = w(µ) et
ωG¯′(σ) = wωG¯(σ)σG∗(w
−1) pour tout σ. Cette action respecte la relation d’e´quivalence
introduite ci-dessus. Montrons que
(4) soient (µ, ωG¯) et (µ
′, ωG¯′) deux e´le´ments de Stab(G˜(F )) ; alors les trois conditions
suivantes sont e´quivalentes :
(i) il existe w ∈ W θ
∗
tel que (µ′, ωG¯′) = w(µ, ωG¯) ;
(ii) il existe w ∈ W θ
∗
tel que (µ′, ωG¯′) = w(µ, ωG¯) et w(Σ+(µ)) = Σ+(µ
′) ;
(iii) il existe w ∈ W θ
∗
tel que (µ′, ωG¯′) et w(µ, ωG¯) soient e´quivalents dans Stab(G˜(F )).
Preuve. Evidemment, (ii) entraˆıne (i) et (i) entraˆıne (iii). Soit w ve´rifiant (iii). On
a w(µ) = µ′ donc w envoie Σ(µ) dans Σ(µ′). Il existe un unique u ∈ W (µ′) tel que uw
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envoie Σ+(µ) dans Σ+(µ
′). Il est clair que (µ′, ωG¯′) et u(µ
′, ωG¯′) sont e´quivalents. Puisque
(µ′, ωG¯′) et w(µ, ωG¯) sont e´quivalents et que l’action de W
θ∗ conserve l’e´quivalence,
u(µ′, ωG¯′) et uw(µ, ωG¯) sont e´quivalents. Donc aussi (µ
′, ωG¯′) et uw(µ, ωG¯). On peut
donc remplacer w par uw, la condition (iii) reste ve´rifie´e et maintenant, w envoie Σ+(µ)
dans Σ+(µ
′). On voit que cette dernie`re conditon implique que w(µ, ωG¯) ve´rifie (2), donc
appartient a` Stab(G˜(F )). Alors (µ′, ωG¯′) et w(µ, ωG¯) sont deux e´le´ments e´quivalents de
Stab(G˜(F )). Ils sont donc e´gaux et la conclusion de (ii) est ve´rifie´e. 
Pour deux e´le´ments (µ, ωG¯), (µ
′, ωG¯′) ∈ Stab(G˜(F )), on dit qu’ils sont conjugue´s si et
seulement s’ils ve´rifient les trois conditions e´quivalentes ci-dessus. On note Stab(G˜(F ))
l’ensemble des classes de conjugaison. Cet ensemble est en bijection avec celui des classes
de conjugaison par W θ
∗
dans Stab(G˜(F )).
Soit (µ, ωG¯) ∈ Stab(G˜(F )). Comme plus haut, relevons µ en un e´le´ment η ∈ G˜ et
de´finissons le groupe G¯. Comple´tons la paire de Borel (B¯, T¯ ) de G¯ en une paire de
Borel e´pingle´e. Alors il existe une unique action de ΓF sur G¯ qui conserve cette paire
de Borel e´pingle´e, de sorte que cette action et l’action σ 7→ ωG¯(σ)σG∗ co¨ıncident sur
T¯ = T ∗,θ
∗,0 et induisent la meˆme action sur Σ+(µ). On note cette action σ 7→ σG¯. Pour
celle-ci, G¯ est quasi-de´ploye´. Le centre Z(G¯) est inde´pendant du rele`vement η : c’est
le sous-groupe des x ∈ T ∗,θ
∗,0 tels que αres(x) = 1 pour tout αres ∈ Σ(µ). L’action
galoisienne sur ce centre est σ 7→ ωG¯(σ)σG∗ . On dit que (µ, ωG¯) est elliptique si et
seulement si on a l’e´galite´ Z(G¯)ΓF ,0 = Z(G)ΓF ,θ,0 (on note simplement θ la restriction
de θ∗ a` Z(G), ce qui est justifie´ par le fait que c’est aussi la restriction de adg ◦ θ
∗ pour
tout g ∈ G). Cette proprie´te´ est conserve´e par conjugaison. On note Stabell(G˜(F )) le
sous-ensemble des e´le´ments elliptiques de Stab(G˜(F )) et Stabell(G˜(F )) l’ensemble des
classes de conjugaison dans ce sous-ensemble.
1.2 Classes de conjugaison stable semi-simples
Rappelons que l’on note G˜ss l’ensemble des e´le´ments semi-simples de G˜. Pour η ∈ G˜ss,
on pose Iη = Z(G)
θGη. Pour η ∈ G˜ss(F ), on note Yη l’ensemble des y ∈ G(F¯ ) tels que
yσ(y)−1 ∈ Iη = Iη(F¯ ) pour tout σ ∈ ΓF . On dit que deux e´le´ments η, η
′ ∈ G˜ss(F ) sont
stablement conjugue´s si et seulement s’il existe y ∈ Yη tel que y
−1ηy = η′.
Soit η ∈ G˜ss(F ). Fixons une paire de Borel (B, T ) deG conserve´e par adη. Comple´tons
cette paire en une paire de Borel e´pingle´e E = (B, T, (Eα)α∈∆). Fixons e ∈ Z(G˜, E) et
posons θ = ade. On introduit une cochaˆıne uE : ΓF → GSC de sorte que aduE(σ) ◦ σ
conserve E pour tout σ ∈ ΓF . L’action galoisienne naturelle fixe η donc conserve Gη.
Le couple (B ∩ Gη, T
θ,0) est une paire de Borel de Gη. On peut choisir une cochaˆıne
uη : ΓF → GSC,η (GSC,η est le groupe des points fixes de adη dans GSC) de sorte que
aduη(σ) ◦σ conserve cette paire de Borel pour tout σ ∈ ΓF . Posons vη(σ) = uη(σ)uE(σ)
−1.
On a
(1) pour tout σ ∈ ΓF , vη(σ) normalise T et son image dans W est fixe par θ.
Preuve. On a advη(σ) = (aduη(σ) ◦ σ)(aduE(σ) ◦ σ)
−1. Les deux facteurs conservent T ,
donc advη(σ) aussi. Pour la seconde assertion, on doit montrer qu’il existe t(σ) ∈ T de
sorte que θ−1advη(σ)θ = adt(σ)advη(σ). Il suffit de ve´rifier la meˆme assertion pour chacun
des facteurs aduη(σ) ◦ σ et aduE(σ) ◦ σ. Pour le deuxie`me, c’est clair : il commute a` θ.
Pour le premier, on e´crit η = νe avec ν ∈ T . Alors θ = ade = ad
−1
ν adη. Le terme adη
commute a` aduη(σ) ◦σ car η est fixe par σ et uη(σ) ∈ Gη. Le terme ad
−1
ν ne commute pas
a` aduη(σ) ◦ σ mais ve´rifie la relation plus faible que l’on souhaite simplement parce que
aduη(σ) ◦ σ normalise T . 
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Ecrivons comme ci-dessus η = νe, avec ν ∈ T . Notons µη l’image de (ν, e) par les
applications
T × Z(G˜, E)→ (T/(1− θ)(T ))×Z(G) Z(G˜, E) ≃ (T
∗/(1− θ∗)(T ∗))×Z(G) Z(G˜).
Pour σ ∈ ΓF , notons ωη(σ) l’image dans W
θ∗ de vη(σ), modulo l’isomorphisme W
θ ≃
W θ
∗
.
Le couple (µη, ωη) ne de´pend pas du choix de e : on ne peut changer e qu’en le
multipliant par un e´le´ment de Z(G) et on voit que la construction est insensible a` une
telle multiplication. De meˆme, il ne de´pend pas des choix de cochaˆınes uE(σ) et uη(σ). Il
ne de´pend pas de toute la paire de Borel e´pingle´e E mais seulement de la paire de Borel
sous-jacente (B, T ). En effet, si on change seulement l’e´pinglage, sans changer la paire
de Borel sous-jacente, µη ne change pas (cf. [I] preuve de 1.10(1)) et les e´le´ments uE(σ)
et uη(σ) sont multiplie´s par des e´le´ments de T , ce qui ne change pas ωη.
Proposition. (i) Pour η ∈ G˜ss(F ), le couple (µη, ωη) construit ci-dessus appartient a`
Stab(G˜(F )).
(ii) L’image de ce couple dans Stab(G˜(F )) ne de´pend pas de la paire (B, T ) utilise´e
dans sa construction.
(iii) Soient η, η′ ∈ G˜ss(F ) et (B, T ), (B
′, T ′) des paires de Borel conserve´es respec-
tivement par adη et adη′ . Les couples (µη, ωη) et (µη′, ωη′) de´duits de ces donne´es sont
e´gaux si et seulement s’il existe y ∈ Yη tel que η
′ = y−1ηy et (B′, T ′) = ady−1(B, T ).
(iv) Soient η, η′ ∈ G˜ss(F ) et (B, T ), (B
′, T ′) des paires de Borel conserve´es respec-
tivement par adη et adη′ . Les couples (µη, ωη) et (µη′ , ωη′) de´duits de ces donne´es ont
meˆme image dans Stab(G˜(F )) si et seulement si η et η′ sont stablement conjugue´s.
Preuve. Pour de´montrer (i), on peut identifier E a` E∗. On a alors σG∗ = aduE(σ) ◦ σ
pour tout σ ∈ ΓF . Soulignons que cette formule de´finit une action galoisienne sur G mais
pas force´ment sur G˜ car l’action par conjugaison du cobord de la cochaˆıne uE peut ne
pas eˆtre triviale. Pour cette raison, on n’utilise la notation σG∗ que pour l’action sur G.
On doit montrer que ωη(σ)σG∗ conserve µη pour tout σ. L’e´le´ment ωη(σ)σG∗(µη) est
l’image dans (T/(1− θ)(T ))×Z(G) Z(G˜, E) de
(2) (advη(σ) ◦ σG∗(ν), aduE (σ) ◦ σ(e)).
On sait que σG∗ conserve Z(G˜, E
∗), donc il existe z(σ) ∈ Z(G) tel que aduE(σ) ◦ σ(e) =
z(σ)−1e. Parce que ωη(σ) ∈ W
θ, on peut choisir n(σ) ∈ Ge qui le rele`ve et t(σ) ∈ T de
sorte que vη(σ) = t(σ)n(σ). On a alors advη(σ) ◦ aduE (σ) ◦ σ(e) = t(σ)θ(t(σ))
−1z(σ)−1e.
Parce que η est fixe par ΓF et que uη(σ) ∈ Gη, on a aduη(σ) ◦ σ(η) = η, ou encore
advη(σ) ◦ aduE (σ) ◦ σ(νe) = νe. Les deux relations pre´ce´dentes entraˆınent
advη(σ) ◦ σG∗(ν) = t(σ)
−1θ(t(σ))z(σ)ν.
Mais alors le couple (2) a bien pour image µη dans (T/(1− θ)(T ))×Z(G) Z(G˜, E).
On doit montrer que ωη est un cocycle. L’application qui, a` σ ∈ ΓF , associe l’au-
tomorphisme aduη(σ) ◦ σ de T , est un homomorphisme : son cobord est donne´ par des
automorphismes inte´rieurs de Gη qui conservent (B ∩ Gη, T
θ,0), donc commutent a` T .
Mais l’automorphisme ωη(σ)σG∗ de T est e´gal a` aduη(σ) ◦ σ. Donc σ 7→ ωη(σ)σG∗ est un
homomorphisme de ΓF a` valeurs dans le groupe d’automorphismes de T . Cela signifie
que ωη est un cocycle.
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De meˆme, ωη(σ)σG∗ conserve Σ+(µη) parce que aduη(σ) ◦ σ conserve B ∩ Gη. Cela
prouve (i).
Prouvons (ii). Changeons la paire (B, T ). D’apre`s [I] 1.3(2), on ne peut que la rem-
placer par une paire adx ◦ w(B, T ), ou` x ∈ Gη et w ∈ W
θ. On sait que Gη ⊂ Z(G)GSC,η
et que tout e´le´ment de W θ se rele`ve en un e´le´ment de GSC,e. On est ramene´ a` voir ce
qui se passe quand on remplace E par adxE , avec ou bien x ∈ GSC,η, ou bien x ∈ GSC,e
et normalise T . Comme dans la preuve de (i), on peut supposer E = E∗. Dans les deux
cas, on doit construire les objets relatifs a` E∗ = adx(E
∗), notons-les en les soulignant,
puis les ramener a` E∗ par l’isomorphisme canonique ad−1x . Dans le cas ou` x ∈ GSC,η, on
a η = adx(η) = adx(ν)adx(e) et on peut prendre ν = adx(ν), e = adx(e). On peut aussi
choisir uE∗(σ) = xuE∗(σ)σ(x)
−1 et uη(σ) = xuη(σ)σ(x)
−1. D’ou` vη(σ) = xvη(σ)x
−1. En
ramenant les objets ν, e et vη par l’isomorphisme ad
−1
x , on retrouve les objets initiaux,
rien n’a change´. Dans le cas ou` x ∈ GSC,e et x normalise T , on a e = adx(e) ∈ Z(G˜, E
∗).
On peut prendre ν = ν, e = e. On peut encore prendre uE∗(σ) = xuE∗(σ)σ(x)
−1. En
posant B = xB∗x−1, le couple (B ∩Gη, T
∗,θ∗,0) est une paire de Borel de Gη et on peut
fixer y ∈ GSC,η tel que cette paire soit e´gale a` ady(B
∗∩Gη, T
∗,θ∗,0). On peut alors prendre
uη(σ) = yuη(σ)σ(y)
−1. Alors
vη(σ) = yuη(σ)σ(y
−1x)uE∗(σ)
−1x−1.
Ramenons les e´le´ments ν, e et vη par l’isomorphisme ad
−1
x . On obtient respectivement
les e´le´ments ν ′ = x−1νx, e′ = e, et
v′η(σ) = x
−1yuη(σ)σ(y
−1x)uE∗(σ)
−1
= x−1yvη(σ)aduE∗(σ) ◦ σ(y
−1x).
Les e´le´ments x et y normalisent T ∗. Leurs images dansW sont fixes par θ∗, par hypothe`se
pour x, parce que y ∈ Gη pour y. Donc x
−1y de´finit un e´le´ment w ∈ W θ
∗
. En notant
ω′η(σ) l’image de v
′
η(σ) dans W , on obtient
ω′η(σ) = wωη(σ)σG∗(w)
−1.
Parce que y normalise T ∗ et appartient a` Gη, un calcul de´ja` fait plusieurs fois montre
que yνy−1 a meˆme image que ν dans T ∗/(1− θ∗)(T ∗). Donc ν ′ = x−1νx a meˆme image
que w(ν). Mais alors le couple (µ′η, ω
′
η) construit a` l’aide de E est (w(µη), ω
′
η), ou` ω
′
η est
comme ci-dessus. Ce couple est conjugue´ a` (µη, ωη), ce qui prouve (ii).
Remarque. En inversant la preuve de (ii), on obtient le re´sultat suivant.
(3) Soit (µη, ωη) le couple associe´ a` η et a` une paire de Borel (B, T ). Soit (µ
′, ωG¯′) ∈
Stab(G˜(F )) un couple conjugue´ a` (µη, ωη). Alors il existe une autre paire de Borel (B, T )
conserve´e par adη de sorte que
- (µ′, ωG¯′) soit le couple associe´ a` η et a` cette paire (B, T ) ;
- T = T et B ∩Gη = B ∩Gη.
Preuve. On introduit E et e comme au de´but du paragraphe et on identifie E a`
E∗. D’apre`s 1.1(4)(ii), on peut fixer w ∈ W θ
∗
de sorte que (µ′, ωG¯′) = w(µη, ωη) et
w(Σ+(µη)) = Σ+(µ
′). Relevons l’e´le´ment w−1 en un e´le´ment x ∈ GSC,e qui normalise
T = T ∗. On pose E = adx(E). La preuve de (ii) montre que cette paire ve´rifie les
proprie´te´s requises, pourvu que l’on montre que B ∩ Gη = B ∩ Gη (cette proprie´te´
entraˆıne que l’on peut prendre y = 1 donc le w que l’on vient de choisir est le meˆme
que plus haut). Or l’e´galite´ w(Σ+(µη)) = Σ+(µ
′) entraˆıne que les racines de T ∗ dans le
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radical unipotent de B ∩ Gη sont positives pour B = B
∗. Autrement dit B ∩ Gη ⊂ B.
D’ou` force´ment B ∩Gη = B ∩Gη. Cela prouve (3).
Prouvons (iii). Soient η, η′, (B, T ) et (B′, T ′) comme en (iii). Supposons qu’il existe
y ∈ Yη tel que η
′ = y−1ηy et (B′, T ′) = ady−1(B, T ). On fixe un tel y et on le de´compose
en y = yscz, avec ysc ∈ GSC et z ∈ Z(G) (on identifie ici ysc a` son image dans G).
On comple`te (B, T ) en une paire de Borel e´pingle´e que l’on identifie a` E∗. On comple`te
(B′, T ′) en la paire de Borel e´pingle´e E ′ = ady−1sc (E
∗). On affecte d’un ′ les objets relatifs a`
η′ et E ′. On a η′ = y−1ηy = y−1sc νyscz
−1θ(z)y−1sc eysc. On peut prendre ν
′ = y−1sc νyscz
−1θ(z)
et e′ = y−1sc eysc. On peut prendre uE ′(σ) = y
−1
sc uE∗(σ)σ(ysc). Puisque aduη(σ) ◦ σ conserve
(B∗∩Gη, T
∗,θ∗,0), l’automorphisme ady−1uη(σ) ◦σ ◦ady conserve (B
′∩Gη′ , T
′∩Gη′). On a
ady−1uη(σ) ◦ σ ◦ ady = ady−1uη(σ)σ(y) ◦ σ.
Puisque σ(y) ∈ Iηy, on peut e´crire σ(y) = z(σ)x(σ)y, avec z(σ) ∈ Z(G) et x(σ) ∈ GSC,η.
Alors
ady−1uη(σ) ◦ σ ◦ ady = ady−1uη(σ)x(σ)y ◦ σ.
L’e´le´ment y−1uη(σ)x(σ)y = y
−1
sc uη(σ)x(σ)ysc appartient a` GSC,η′ et on peut choisir
uη′(σ) = y
−1
sc uη(σ)x(σ)ysc. D’ou`
vη′(σ) = y
−1
sc uη(σ)x(σ)yscσ(ysc)
−1uE∗(σ)
−1y−1sc .
On a
x(σ)yscσ(ysc)
−1 = z(σ)−1σ(y)y−1yscσ(ysc)
−1.
Ceci est un e´le´ment de Z(G), notons-le ζ(σ). Alors
vη′(σ) = ζ(σ)y
−1
sc vη(σ)ysc.
Le couple (µη′ , ωη′) se de´duit de ν
′, e′, vη′ en ramenant ces objets a` E
∗ par l’isomorphisme
adysc . Autrement dit, µη′ est l’image naturelle de (νz
−1θ(z), e) et ωη′(σ) est l’image dans
W de ζ(σ)vη(σ). Ces images ne sont autres que µη et ωη. Cela prouve que (µη′ , ωη′) =
(µη, ωη).
Inversement, soient η, η′, (B, T ) et (B′, T ′) comme en (iii) et supposons que (µη′ , ωη′) =
(µη, ωη). On comple`te (B, T ) en une paire de Borel e´pingle´e que l’on peut supposer eˆtre
e´gale a` E∗ et on comple`te (B′, T ′) en une paire de Borel e´pingle´e E ′. On note comme
plus haut les termes relatifs a` η. On choisit dsc ∈ GSC tel que addsc(E
′) = E∗. L’e´le´ment
e′ = d−1sc edsc appartient a` Z(G˜, E
′). On peut e´crire η′ = ν ′e′, avec ν ′ ∈ T ′. L’hypothe`se
µη′ = µη signifie que ν et dscν
′d−1sc ont meˆme image dans T
∗/(1 − θ∗)(T ∗). On peut
choisir τ ∈ T ∗ de sorte que τdscν
′d−1sc θ
∗(τ)−1 = ν. Posons y = τdsc. Alors y
−1ηy = η′
et ady−1(B, T ) = ady−1(B
∗, T ∗) = (B′, T ′). On peut choisir uE ′(σ) = d
−1
sc uE∗(σ)σ(dsc).
Choisissons une cochaˆıne uη′ relative a` η
′ et E ′. Alors
vη′(σ) = uη′(σ)σ(dsc)
−1uE∗(σ)
−1dsc.
L’hypothe`se ωη′ = ωη signifie que les deux e´le´ments dscvη′(σ)d
−1
sc et vη(σ) ont meˆme image
dans W . Autrement dit, on a la relation
dscuη′(σ)σ(dsc)
−1uE∗(σ)
−1 ∈ T ∗uη(σ)uE∗(σ)
−1,
ou encore
dscuη′(σ)σ(dsc)
−1 ∈ T ∗uη(σ).
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On peut multiplier cette relation a` gauche par τ et a` droite par σ(τ)−1. Parce que uη(σ)◦σ
conserve T ∗, on obtient
yuη′(σ)σ(y)
−1 ∈ T ∗uη(σ),
ou encore
yuη′(σ)y
−1yσ(y)−1 ∈ T ∗uη(σ).
Les e´le´ments yuη′(σ)y
−1 et uη(σ) appartiennent a` Gη. Parce que y
−1ηy = η′, l’e´le´ment
yσ(y)−1 appartient au commutant ZG(η). On peut donc remplacer dans la relation ci-
dessus le tore T ∗ par son intersection avec ZG(η), autrement dit par T
∗,θ∗. Mais ce groupe
est e´gal a` Z(G)θT ∗,θ
∗,0, donc contenu dans Iη. La relation pre´ce´dente entraˆıne alors que
yσ(y)−1 ∈ Iη. Donc y ∈ Yη, ce qui ache`ve la preuve de (iii).
Prouvons (iv). Soient η, η′, (B, T ) et (B′, T ′) comme en (iv). Supposons η et η′ sta-
blement conjugue´s, fixons y ∈ Yη tel que η
′ = y−1ηy. La paire ady−1(B, T ) est conserve´e
par adη′ . On peut remplacer (B
′, T ′) par cette paire ady−1(B, T ) puisque, d’apre`s (ii),
cela ne change pas l’image de (µη′ , ωη′) dans Stab(G˜(F )). Mais alors, d’apre`s (iii), on
a (µη′ , ωη′) = (µη, ωη). A fortiori, ces termes ont meˆme image dans Stab(G˜(F )). Inver-
sement, supposons que (µη, ωη) et (µη′ , ωη′) ont meˆme image dans Stab(G˜(F )). D’apre`s
(3), on peut changer la paire (B′, T ′) de sorte que l’on ait l’e´galite´ (µη′ , ωη′) = (µη, ωη).
Alors (iii) implique que η et η′ sont stablement conjugue´s. 
Notons G˜ss(F )/st − conj l’ensemble des classes de conjugaison stable semi-simples
dans G˜(F ). La proposition nous fournit une application que l’on note
χG˜ : G˜ss(F )/st− conj → Stab(G˜(F )).
Celle-ci est injective d’apre`s le (iv) de la proposition.
Soit X ∈ Stab(G˜(F )). Modulo divers choix, on lui associe un groupe G¯ comme en
1.1. En introduisant les tores ”standard” Tˆ et ˆ¯T des groupes duaux Gˆ et ˆ¯G, on peut
identifier ˆ¯T a` Tˆ /(1− θˆ)(Tˆ ), muni d’une action galoisienne σ 7→ ωG¯(σ)◦σG∗ . Un calcul de
syste`me de racines de´ja` fait plusieurs fois montre que Z(Gˆ) s’envoie dans Z( ˆ¯G). Ainsi, la
donne´e a se pousse en un e´le´ment de H1(WF ;Z(
ˆ¯G))/ker1(WF ;Z(
ˆ¯G)). Celui-ci de´termine
un caracte`re automorphe de G¯(AF ). On voit que la paire forme´e du groupe G¯ et de ce
caracte`re ne de´pend des choix qu’a` isomorphisme pre`s.
Soient η ∈ G˜ss(F ) et (B, T ) une paire de Borel conserve´e par adη. On peut utiliser
l’e´le´ment η pour construire le groupe G¯ associe´ comme en 1.1 au couple (µη, ωη). Ce
groupe n’est autre qu’une forme quasi-de´ploye´e du groupe Gη. Le caracte`re automorphe
ci-dessus de G¯(AF ) se transfe`re en un caracte`re automorphe de Gη(AF ), qui n’est autre
que la restriction de ω a` ce groupe.
Rappelons que l’on dit qu’un e´le´ment η ∈ G˜ss(F ) est elliptique s’il ve´rifie les condi-
tions e´quivalentes
(4) il existe un sous-tore tordu T˜ de G˜ de´fini sur F et elliptique (c’est-a`-dire tel que
T ΓF ,θ,0 = Z(G)ΓF ,θ,0) tel que η ∈ T˜ (F ) ;
(5) on a l’e´galite´ Z(Gη)
ΓF ,0 = Z(G)ΓF ,θ,0.
On note G˜(F )ell l’ensemble des e´le´ments elliptiques de G˜ss(F ). Cet ensemble est
invariant par conjugaison stable. On voit qu’une classe de conjugaison stable semi-
simple est forme´e d’e´le´ments elliptiques si et seulement si son image par χG˜ appartient
a` Stabell(G˜(F )).
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1.3 Le cas quasi-de´ploye´ a` torsion inte´rieure
Lemme. Supposons (G, G˜, a) quasi-de´ploye´ et a` torsion inte´rieure.
(i) L’application χG˜ est bijective.
(ii) Plus pre´cise´ment, pour (µ, ωG¯) ∈ Stab(G˜(F )), il existe ǫ ∈ G˜ss(F ) et une paire
de Borel (Bǫ, Tǫ) tels que
- adǫ conserve (Bǫ, Tǫ) ;
- en utilisant la paire (Bǫ, Tǫ) dans la construction de 1.2, on a l’e´galite´ (µǫ, ωǫ) =
(µ, ωG¯) ;
- Gǫ est quasi-de´ploye´ et la paire de Borel (B
∗
♭ , Tǫ) = (Gǫ ∩ Bǫ, Tǫ) de ce groupe est
de´finie sur F .
Preuve. On peut identifier E∗ a` une paire de Borel e´pingle´e deG de´finie sur F . L’action
galoisienne quasi-de´ploye´e n’est autre que l’action naturelle. Soit (µ, ωG¯) ∈ Stab(G˜(F )).
Le terme ωG¯ est un cocycle de ΓF dans W . D’apre`s [K1] corollaire 1.2, on peut fixer
gsc ∈ GSC tel que, pour tout σ ∈ ΓF , gscσ(gsc)
−1 normalise T ∗ et ait ωG¯(σ) pour image
dans W . Le terme µ est un e´le´ment de T ∗×Z(G)Z(G˜, E
∗) et cet ensemble n’est autre que
le centralisateur T˜ ∗ de T ∗ dans G˜. Posons η = gscµg
−1
sc . Parce que ωG¯(σ)σ fixe µ pour tout
σ, on voit que η ∈ G˜(F ). C’est un e´le´ment semi-simple. On pose (Bǫ, Tǫ) = adgsc(B
∗, T ∗).
On ve´rifie imme´diatement qu’en utilisant cette paire, la construction de 1.2 envoie ǫ sur
(µ, ωG¯). En utilisant les notations de l’e´nonce´, on a B
∗
♭ = adgsc(B
∗∩Gµ) et Tǫ = adgsc(T
∗).
Parce que ωG¯(σ)σ conserve Σ+(µ) pour tout σ, l’automorphisme adgscσ(gsc)−1 ◦σ conserve
(B∗ ∩Gµ, T
∗). Donc σ conserve (B∗♭ , Tǫ). 
1.4 Le cas local
Dans les trois paragraphes pre´ce´dents, le corps de base F e´tait notre corps de nombres.
En fait, on peut le remplacer par un corps local de caracte´ristique nulle, tout reste vrai
a` l’exception suivante pre`s.
Exception. C’est la dernie`re assertion de 1.2 dans le cas ou` F est archime´dien.
Dans ce cas, les conditions (4) et (5) de 1.2 ne sont plus e´quivalentes. Dans les articles
pre´ce´dents, on a choisi la condition (4) pour de´finir l’ellipticite´. Mais la dernie`re assertion
de 1.2 n’est vraie que si on utilise la condition (5).
En particulier, pour une place v de notre corps de nombres F , on de´finit les en-
sembles Stab(G˜(Fv)) et Stab(G˜(Fv)). Il y a une application naturelle de localisation
Stab(G˜(F ))→ Stab(G˜(Fv)) : a` (µ, ωG¯), on associe (µ, ωG¯v), ou` ωG¯v est la restriction de
ωG¯ a` ΓFv . Cette application se quotiente en une application Stab(G˜(F ))→ Stab(G˜(Fv)).
Le diagramme suivant est commutatif
G˜ss(F )/st− conj → G˜ss(Fv)/st− conj
χG˜ ↓ ↓ χG˜v
Stab(G˜(F )) → Stab(G˜(Fv))
On peut remplacer la place v par un ensemble fini V de places de F : on de´finit
Stab(G˜(FV )) =
∏
v∈V Stab(G˜(Fv)) et on a des proprie´te´s analogues.
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1.5 Rappels sur le cas local non ramifie´
Fixons une place finie v 6∈ Vram. Nous allons d’abord fixer les notations qui seront
utilise´es dans toute la suite de l’article. On note ov l’anneau des entiers de Fv, o
×
v le
groupe d’unite´s et Fv le corps re´siduel. On note o¯v, o¯
×
v et F¯v, resp. o
nr
v , o
nr,×
v , F¯v, les
objets analogues pour la cloˆture alge´brique F¯v, resp. pour la plus grande extension non-
ramifie´e F nrv contenue dans F¯v. On pose Γ
nr
v = Gal(F
nr
v /Fv) et on note Iv ⊂ ΓFv le groupe
d’inertie. On a aussi Iv ⊂WFv et on pose W
nr
v = WFv/Iv. On note p la caracte´ristique de
Fv. En [VI] 1.1, on a fixe´ un sous-groupe compact hyperspe´cial Kv de G(Fv) et un sous-
espace hyperspe´cial K˜v de G˜(Fv). Au groupe Kv est associe´ un sche´ma en groupes lisse
Kv sur ov. On note K
nr
v = Kv(o
nr
v ). Si E est une extension finie de F non ramifie´e en v et
si w est une place de E au-dessus de v, on utilise les notations ow etc... et Kw = Kv(ow).
Si E est une extension non ramifie´e de Fv, on utilisera plutoˆt les notations oE etc... et
KEv = Kv(oE). Le groupe Kv de´termine des sous-groupes compacts hyperspe´ciaux des
groupes GSC , GAD et G♯ = G/Z(G)
θ. On les note Ksc,v, Kad,v, K♯,v.
On se rappelle que le groupe Kv est issu d’une paire de Borel e´pingle´e de G de´finie
sur Fv. On fixe une telle paire E0 = (B0, T0, (E0,α)α∈∆). Le tore T0 est non ramifie´ et a
donc une structure naturelle sur ov. On a T0(ov) = T0(Fv) ∩Kv. D’apre`s les the´ore`mes
de structure de Bruhat et Tits, l’application
(1)
T0(ov)×Ksc,v → Kv
(t, x) 7→ tπ(x)
est surjective, ou` π : GSC → G est l’homomorphisme naturel.
On se rappelle le groupe Gab(Fv) de [I] 1.12. On a Gab(Fv) = G(Fv)/π(GSC(Fv)). Soit
S un sous-tore maximal de G de´fini sur Fv et non ramifie´. On a
(2) S(ov) et Kv ont meˆme image dans Gab(Fv).
Preuve. C’est clair d’apre`s (1) si S = T0. Il suffit donc de prouver que, si S1 et S2
sont deux sous-tores maximaux de G de´finis sur Fv et non ramifie´s, on a
(3) S1(ov) et S2(ov) ont meˆme image dans Gab(Fv).
Puisque S1 et S2 sont de´ploye´s sur F
nr
v , on peut fixer x ∈ G(F
nr
v ) de sorte que
S2 = adx(S1). Soit s1 ∈ S1(ov), posons s2 = xs1x
−1. Alors s2 ∈ S2(o
nr
v ). On sait que tout
commutateur se rele`ve canoniquement dans GSC . Cela entraˆıne qu’il existe y ∈ GSC(F
nr
v )
tel que xs1x
−1s−11 = π(y). On a s2 = π(y)s1. Soit σ ∈ Γ
nr
v . On a σ(s2) = π(σ(y))s1 donc
s2σ(s2)
−1 = π(yσ(y)−1). Mais s2σ(s2)
−1 appartient a` S2(o
nr
v ) et l’image re´ciproque de
ce groupe dans GSC(F
nr
v ) est S2,sc(o
nr
v ). Donc yσ(y)
−1 ∈ S2,sc(o
nr
v ). L’application σ 7→
yσ(y)−1 est un cocycle et H1(Γnrv ;S2,sc(o
nr
v )) = {1}. On peut donc fixer u ∈ S2,sc(o
nr
v ) tel
que yσ(y)−1 = u−1σ(u) pour tout σ. Posons s′2 = π(u)s2 et y
′ = uy. Alors y′ ∈ GSC(Fv),
s′2 ∈ S2(o
nr
v ) et s
′
2 = π(y
′)s1. Ces relations entraˆınent que s
′
2 ∈ S2(ov). De plus, puisque
π(GSC(Fv)) est le noyau de la projection G(Fv) → Gab(Fv), s
′
2 et s1 ont meˆme image
dans Gab(Fv). Cela de´montre que l’image dans ce groupe de S1(ov) est contenue dans
celle de S2(ov). En e´changeant les roˆles de S1 et S2, on obtient l’e´galite´ de ces images. 
Rappelons queH1(WFv ;Z(Gˆ)) est le groupe dual deGab(Fv). NotonsResIv : H
1(WFv ;Z(Gˆ))→
H1(Iv;Z(Gˆ)) l’homomorphisme de restriction. On a
(4) le noyau de ResIv est l’annulateur dans H
1(WFv ;Z(Gˆ)) de l’image de Kv dans
Gab(Fv).
Preuve. Supposons d’abord que G soit un tore, notons-le plutoˆt T0. On a alors Kv =
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T0(ov). On a le diagramme de suites exactes
1 → H1(W nrv ; Tˆ0) → H
1(WFv ; Tˆ0)
ResIv→ H1(Iv; Tˆ0)
0 ← X∗(T0)
Γnrv ← T0(Fv) ← T0(ov)
Le groupe H1(W nrv ; Tˆ0) s’identifie au quotient des coinvariants Tˆ0,Γnrv , qui s’identifie lui-
meˆme a` Hom(X∗(T0)
Γnrv ;C×). Les fle`ches de gauche du diagramme ci-dessus sont compa-
tibles a` cette dualite´ et a` celle entre H1(WFv ; Tˆ0) et T0(Fv). Un e´le´ment de H
1(WFv ; Tˆ0)
appartient au noyau de ResIv si et seulement s’il provient d’un e´le´ment de H
1(W nrv ; Tˆ0),
ou encore si et seulement si le caracte`re de T0(Fv) qu’il de´finit se quotiente en un ca-
racte`re de X∗(T0)
Γnrv , ou encore si et seulement si ce caracte`re de T0(Fv) annule T0(ov).
Cela prouve (4) pour un tore.
Passons au cas ge´ne´ral. Avec les notations introduites plus haut, on a le diagramme
commutatif
H1(WFv ;Z(Gˆ)) → H
1(WFv ; Tˆ0)
ResIv ↓ ResIv ↓
H1(Iv;Z(Gˆ)) → H
1(Iv; Tˆ0)
Les fle`ches horizontales sont injectives : par des suites exactes de cohomologie, cela
re´sulte de la connexite´ de Tˆ
ΓFv
0,ad et Tˆ
Iv
0,ad. Un e´le´ment χ ∈ H
1(WFv ;Z(Gˆ)) appartient donc
au noyau de ResIv si et seulement si son image dans H
1(WFv ; Tˆ0) appartient au noyau
de l’application similaire. D’apre`s ce que l’on a de´ja` prouve´, cela e´quivaut a` ce que χ
annule l’image de T0(ov) dans Gab(Fv). D’apre`s (2), cette image est aussi celle de Kv. 
On note pre´cise´ment W le groupe de Weyl de G relatif a` T0. Soit E une extension
finie non ramifie´e de Fv telle que G soit de´ploye´ sur E. Montrons que
(5) soit u : Gal(E/Fv) → W un cocycle ; alors il existe x ∈ K
E
v tel que, pour tout
σ ∈ Gal(E/Fv), xσ(x)
−1 normalise T0 et ait u(σ) pour image dans W .
Fixons un Frobenius φ ∈ ΓFv . On peut relever u(φ) en un e´le´ment de K
nr
v qui norma-
lise T0. On peut meˆme supposer que cet e´le´ment appartient a` un sous-groupe invariant
par Γnrv dont tous les e´le´ments sont d’ordre fini (le groupe engendre´ par l’image d’une sec-
tion de Springer et tous les e´le´ments d’ordre au plus 2 de T0(o
nr
v ) convient). Appliquant
[W1] 4.2(2), il existe y ∈ Knrv tel que yφ(y)
−1 soit un rele`vement de u(φ) dans le norma-
lisateur de T0. Notons N = [E : Fv]. Alors yφ
N(y)−1 rele`ve u(φN) = 1 donc appartient
a` T0 ∩ K
nr
v = T0(o
nr
v ). L’application σ 7→ yσ(y)
−1 est un cocycle de Gal(F nrv /E) dans
T0(o
nr
v ). Un tel cocycle est un cobord. Il existe donc t ∈ T0(o
nr
v ) tel que yσ(y)
−1 = tσ(t)−1
pour tout σ ∈ Gal(F nrv /E). On pose x = t
−1y. Alors x ∈ Knrv et xφ
N (x)−1 = 1, donc
x ∈ KEv . De plus xφ(x)
−1 rele`ve u(φ). Par la relation de cocycle, xσ(x)−1 rele`ve donc
u(σ) pour tout σ ∈ Gal(E/Fv). Cela prouve (5). 
On a vu en [I] 6.2(2) qu’il existait un couple (ν0, e0) tel que ν0 ∈ T0(o
nr
v ), e0 ∈
Z(G˜, E0)(F
nr
v ) et ν0e0 ∈ K˜v. L’hypothe`se v 6∈ Vram implique que p est ”grand”, donc que
l’image naturelle de X∗(T0,sc) dans X∗(T0,ad) est d’indice premier a` p. Puisqu’extraire des
racines d’ordre premier a` p d’unite´s ne cre´e que des extensions non-ramifie´es, l’application
T0,sc(o
nr
v )→ T0,ad(o
nr
v )
est surjective. Quitte a` multiplier ν0 par un e´le´ment de Z(G;F
nr
v ) ∩ T0(o
nr
v ) et e0 par
l’inverse de cet e´le´ment, on peut donc supposer qu’il existe ν0,sc ∈ T0,sc(o
nr
v ) tel que
ν0 = π(ν0,sc). La condition ν0e0 ∈ G˜(Fv) implique alors qu’il existe un cocycle non
ramifie´ σ 7→ z(σ) de ΓFv dans Z(GSC) (= Z(GSC ;F
nr
v ) d’apre`s l’hypothe`se v 6∈ Vram)
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tel que σ(ν0,sc) = z(σ)ν0,sc et σ(e0) = z(σ)
−1e0 pour tous σ. On suppose de´sormais que
(ν0, e0) ve´rifie cette hypothe`se.
On peut identifier E0 a` la paire de Borel e´pingle´e de G, munie de son action galoisienne
quasi-de´ploye´e. Notons µ0 l’image du couple (ν0, e0) dans (T
∗/(1− θ∗)(T ∗))×Z(G)Z(G˜).
Ce terme de´pend des choix effectue´s. Mais les groupes T ∗(onrv ) et T
∗(o¯v) agissent sur T
∗
et ces actions se descendent en des actions sur (T ∗/(1− θ∗)(T ∗))×Z(G) Z(G˜). On ve´rifie
que la classe T ∗(onrv )µ0 ne de´pend pas des choix, a fortiori la classe T
∗(o¯v)µ0 n’en de´pend
pas non plus. Remarquons que l’on obtiendrait les meˆmes classes en remplac¸ant µ0 par
l’image du couple (1, e0). On a
(6) ces classes sont invariantes par l’action de W θ
∗
.
Preuve. Le couple (1, e0) e´tant invariant par W
θ∗ , la seule chose a` prouver est que les
sous-groupes T ∗(onrv ) et T
∗(o¯v) le sont aussi. C’est imme´diat puisque, le groupe G e´tant
non ramifie´ en v, tout e´le´ment de W de´finit un automorphisme de T ∗ de´fini sur F nrv . 
On pose µ(K˜v) = T
∗(o¯v)µ0.
1.6 Parame`tres dans le cas local non ramifie´
On fixe v 6∈ Vram. Soit X ∈ Stab(G˜(Fv)). Fixons (µ, ωG¯) ∈ Stab(G˜(Fv)) d’image X
et relevons µ en un couple (ν, e¯), avec ν ∈ T ∗ et e¯ ∈ Z(G˜). Conside´rons les conditions
suivantes :
(nr1) pour tout α ∈ Σ(T ∗), (Nα)(ν) ∈ o¯×v ;
(nr2)(type 1) pour α ∈ Σ(T ∗) de type 1, la relation (Nα)(ν) 6= 1 entraˆıne que la
re´duction dans F¯v de (Nα)(ν) est diffe´rente de 1 ;
(nr2)(types 2 et 3) pour α ∈ Σ(T ∗) de type 2 ou 3, et pour ǫ = ±1, la relation
(Nα)(ν) + ǫ 6= 0 entraˆıne que la re´duction dans F¯v de (Nα)(ν) + ǫ est non nulle ;
(nr3) µ ∈ µ(K˜v) ;
(nr4) le cocycle ωG¯ est non ramifie´.
Ces conditions ne de´pendent pas des rele`vements choisis.
Lemme. (i) Supposons ve´rifie´es (nr3) et (nr4). Alors il existe une classe de conjugaison
stable O ∈ G˜ss(Fv)/st− conj et un e´le´ment η ∈ O tels que χ
G˜(O) = X , que η ∈ K˜v et
que Gη soit quasi-de´ploye´.
(ii) Supposons ve´rifie´es (nr1) et (nr2) et supposons qu’il existe une classe de conjugai-
son stable O ∈ G˜ss(Fv)/st− conj telle que χ
G˜(O) = X et que O coupe K˜v. Alors (nr3)
et (nr4) sont ve´rifie´es. Pour η ∈ O ∩ K˜v, le groupe Gη est non ramifie´ et Kv ∩ Gη(Fv)
en est un sous-groupe compact hyperspe´cial. Plus pre´cise´ment, en notant Kη le sche´ma
en groupes associe´ a` ce groupe hyperspe´cial, on a Kη(oE) = Kv(oE) ∩Gη(E) pour toute
extension non ramifie´e E de Fv.
Preuve de (i). Avec les notations de 1.5, on peut identifier E∗ a` E0 et supposer que e¯
est l’image de e0. Notons ν¯ l’image de ν dans T0/(1− θ)(T0), ou` θ = ade0. Puisque µ est
fixe par l’action σ 7→ ωG¯(σ)σ et puisque σ(e0) = z(σ)
−1e0, on a l’e´galite´
(1) ωG¯(σ)σ(ν¯) = z(σ)ν¯ .
Puisque ωG¯ et z sont non ramifie´s, cette relation implique que ν¯ ∈ (T0/(1−θ)(T0))(F
nr
v ).
D’apre`s (nr3), on a aussi ν¯ ∈ (T0/(1− θ)(T0))(o¯v). Donc ν¯ appartient a` l’intersection de
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ces deux groupes, qui n’est autre que (T0/(1 − θ)(T0))(o
nr
v ). De la suite exacte de tores
non ramifie´s
1→ (1− θ)(T0)→ T0 → T0/(1− θ)(T0)→ 1
se de´duit une suite exacte
1→ ((1− θ)(T0))(o
nr
v )→ T0(o
nr
v )→ (T0/(1− θ)(T0))(o
nr
v )→ 1.
Quitte a` changer ν, on peut donc supposer ν ∈ T0(o
nr
v ). La relation (1) implique l’exis-
tence d’une cochaˆıne non ramifie´e t : ΓFv → ((1− θ)(T0))(o
nr
v ) telle que
ωG¯(σ)σ(ν) = z(σ)t(σ)ν.
Puisque z est un cocycle a` valeurs centrales, cette e´galite´ implique que t est un cocycle
si l’on munit ((1 − θ0)(T0))(o
nr
v ) de la structure galoisienne σ 7→ ωG¯(σ)σG. Le the´ore`me
de Lang implique qu’un tel cocycle est un cobord. Donc, quitte a` changer encore ν, on
peut supposer
ωG¯(σ)σG(ν) = z(σ)ν
pour tout σ. Introduisons le groupe GθSC des points fixes de θ = ade0 dans GSC . De
la paire de Borel e´pingle´e E0 se de´duit une telle paire pour G
θ
SC, puis un sous-groupe
compact hyperspe´cial de GθSC(Fv), notons-le K
1
v . Comme pre´ce´demment, il de´termine un
sous-groupe K1,nrv de G
θ
SC(F
nr
v ). En appliquant 1.5(5), on obtient un e´le´ment k ∈ K
1,nr
v
tel que, pour tout σ ∈ Γnrv , k
−1σ(k) normalise T0 et ait ωG¯(σ) pour image dans W
θ.
Posons η = kνe0k
−1. On a η ∈ G˜(F nrv ). De plus
σ(η) = σ(k)σ(ν)σ(k−1)σ(e0)
pour tout σ ∈ Γnrv parce k ∈ G
θ
SC. Puis
σ(η) = σ(k)ωG¯(σ)
−1(z(σ)ν)σ(k−1)z(σ)−1e0.
En utilisant l’e´galite´ ωG¯(σ)
−1 = adσ(k)−1k, on obtient σ(η) = η, donc η appartient a`
G˜(Fv). Par un calcul analogue, la relation 1.1(2) entraˆıne que la paire de Borel (k(B0 ∩
Gνe0)k
−1, kT θ,00 k
−1) de Gη est de´finie sur Fv. Donc Gη est quasi-de´ploye´. On a aussi
η = kνk−1e0 = kνk
−1ν−10 ν0e0. On sait que ν0e0 ∈ G˜(Fv), donc kνk
−1ν−10 ∈ G(Fv). Or
c’est un e´le´ment de Knrv . Donc il appartient a` Kv. Puisque ν0e0 ∈ K˜v, cela entraˆıne
que η ∈ K˜v. Il est clair que la classe de conjugaison stable de η a pour image X dans
Stab(G˜(Fv)). La conclusion de (i) est ve´rifie´e.
Preuve de (ii). Soit η ∈ K˜v dont la classe de conjugaison stable s’envoie sur X . On
peut fixer un entier N premier a` p de sorte que
- θN = 1 ;
- le nombre d’e´le´ments de Z(GSC) divise N .
On introduit le groupe non connexe G+ = G ⋊ {1, θ, ..., θN−1}, muni de l’action de
ΓFv de´finie par σ(g, θ
j) = (z(σ)−jσ(g), θj). Alors G˜ s’identifie a` la composante Gθ, ge0
s’identifiant a` gθ pour g ∈ G. Dans cette situation, on a de´fini en [W1] 5.2 la notion
d’e´le´ment compact de G˜(Fv) : un e´le´ment est compact si et seulement si le sous-groupe
qu’il engendre dans G+(Fv) est d’adhe´rence compacte. La condition η ∈ K˜v entraˆıne que
le sous-groupe engendre´ par η est inclus dans G+(Fv)∩(K
nr
v ×{1, θ, ..., θ
N−1}), donc η est
compact. D’apre`s [W1] 5.2, on peut de´composer η en uηp′, ou` ηp′ est d’ordre fini premier a`
p et u ∈ G(Fv) est topologiquement unipotent. Ces e´le´ments appartiennent a` l’adhe´rence
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du groupe engendre´ par η. En particulier, ils commutent entre eux et le commutant de
η dans G est l’intersection des commutants de u et ηp′. La description ci-dessus de
l’adhe´rence du sous-groupe engendre´ par η montre que u ∈ Kv et ηp′ ∈ K˜v. Le lemme
[W1] 5.4 nous dit qu’il existe k ∈ Knrv et un e´le´ment νp′ ∈ T0(o
nr
v ) d’ordre fini premier a`
p de sorte que kηp′k
−1 = νp′e0 et que le tore T = adk−1(T0) soit de´fini sur Fv. L’e´le´ment u
appartient a` ZG(ηp′;Fv). La condition v 6∈ Vram implique que l’indice de Gηp′ (Fv) dans ce
groupe est premier a` p. Puisque u est topologiquement unipotent, il appartient a`Gηp′ (Fv).
On peut fixer x ∈ Gηp′ tel que xux
−1 ∈ T . Posons u′ = kxux−1k−1. C’est un e´le´ment
de T0 qui est topologiquement unipotent. Posons ν = u
′νp′. On a kxη(kx)
−1 = νe0. Par
construction, les hypothe`ses (nr1) et (nr2) s’appliquent a` cet e´le´ment ν. Pour α ∈ Σ(T0),
(Nα)(νp′) est un e´le´ment d’ordre premier a` p de o
nr,×
v , tandis que (Nα)(u
′) est un e´le´ment
topologiquement unipotent de F¯×v , donc une unite´ de re´duction 1 dans le corps re´siduel.
La condition (nr2) nous dit donc que, pour ǫ = 1 dans le cas ou` α est de type 1 et pour
ǫ = ±1 dans le cas ou` α est de type 2 ou 3, la condition (Nα)(ν) = ǫ est e´quivalente
a` (Nα)(νp′) = ǫ. D’apre`s la description des commutants de νe0 et νp′e0, cela entraˆıne
que ces deux commutants ont meˆme syste`me de racines. On sait de´ja` que Gη ⊂ Gηp′ ,
donc Gνe0 ⊂ Gνp′e0. Ces deux groupes sont donc e´gaux et aussi Gη = Gηp′ . Les relations
u ∈ Gηp′ = Gη ⊂ Gu entraˆınent que u appartient au centre de Gηp′ . Mais alors l’e´le´ment
x de la construction ci-dessus ne sert a` rien : on a xux−1 = u. On reprend la construction
avec x = 1. L’e´le´ment u′ appartient maintenant a` T0(o
nr
v ) et ν aussi. On a kηk
−1 = νe0.
En reprenant les de´finitions, on voit que la relation ν ∈ T0(o
nr
v ) entraˆıne la condition (nr3)
tandis que la relation k ∈ Knrv entraˆıne la condition (nr4). Enfin, les dernie`res assertions
de (ii) re´sultent de l’e´galite´ Gη = Gηp′ et du lemme [W1] 5.4(ii) ou plus exactement de
sa preuve, qui montre que ces assertions sont ve´rifie´es par le groupe Gηp′ . 
1.7 Parame`tres et endoscopie
SoitG′ = (G′,G ′, s˜) une donne´e endoscopique de (G, G˜, a). On fixe une paire de Borel
e´pingle´e Eˆ = (Bˆ, Tˆ , (Eˆα)α∈∆) de Gˆ de sorte que ads˜ conserve (Bˆ, Tˆ ). On en de´duit un
automorphisme θˆ de Gˆ et une action galoisienne modifie´e qui conserve Eˆ , cf. [I] 1.4. On
e´crit s˜ = sθˆ. On choisit une paire de Borel e´pingle´e Eˆ ′ de Gˆ′ dont la paire de Borel sous-
jacente soit (Bˆ ∩ Gˆ′, Tˆ θˆ,0). On note E ′∗ = (B′∗, T ′∗, (E ′α)α∈∆′) la paire de Borel e´pingle´e
de G′. De l’injection naturelle Tˆ θˆ,0 ⊂ Tˆ se de´duit un homomorphisme
ξ : T ∗ → T ∗/(1− θ∗)(T ∗) ≃ T ′∗.
En munissant ces objets des actions quasi-de´ploye´es, il y a un cocycle ωG′ : ΓF → W
θ∗
de sorte que σG′ ∗ ◦ ξ = ξ ◦ ωG′(σ) ◦ σG∗ pour tout σ ∈ ΓF . Le groupe W
G′ s’identifie
a` un sous-groupe de W θ
∗
en identifiant w′ ∈ WG
′
a` l’unique e´le´ment w ∈ W θ
∗
tel que
ξ ◦ w = w′ ◦ ξ. On a de´crit en [I] 1.6 l’ensemble de racines Σ(T ′∗).
Il y a aussi un homomorphisme naturel Z(G˜) → Z(G˜′) qui est e´quivariant pour les
actions galoisiennes. On en de´duit un isomorphisme
ξ˜ : (T ∗/(1− θ∗)(T ∗))×Z(G) Z(G˜) ≃ T
′∗ ×Z(G′) Z(G˜
′).
Soit (µ′, ωG¯′) ∈ Stab(G˜
′(F )). Par l’inverse de l’isomorphisme pre´ce´dent, µ′ s’identifie
a` un e´le´ment µ ∈ (T ∗/(1−θ∗)(T ∗))×Z(G)Z(G˜). L’ensemble de racines Σ(µ
′) ne s’identifie
pas a` un sous-ensemble de Σ(µ) car le premier ensemble est forme´ d’e´le´ments Nα ou
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2Nα pour α ∈ Σ(T ∗) tandis que le second est forme´ d’e´le´ments αres. Mais, pour tout
β ′ ∈ Σ(µ′), il existe un unique β ∈ Σ(µ) de sorte que la restriction de β ′ a` T ∗,θ
∗,0 soit de
la forme bβ, avec b ∈ Q, b > 0. Pour une raison qui apparaˆıtra plus tard, on note ΣH¯
l’ensemble de ces racines β. Rappelons plus pre´cise´ment cette correspondance. On fixe
ν ∈ T ∗ et e¯ ∈ Z(G˜) tel que µ soit l’image de (ν, e¯). Alors
Σ(µ′) = {Nα;α ∈ Σ(T ∗), α de type 1, (Nαˆ)(s) = 1, (Nα)(ν) = 1}
∪{2Nα;α ∈ Σ(T ∗), α de type 2, (Nαˆ)(s) = 1, (Nα)(ν) = 1}
∪{2Nα;α ∈ Σ(T ∗), α de type 2, (Nαˆ)(s) = 1, (Nα)(ν) = −1}
∪{Nα;α ∈ Σ(T ∗), α de type 3, (Nαˆ)(s) = −1, (Nα)(ν) = 1}.
On envoie un e´le´ment Nα du premier ensemble sur αres, un e´le´ment 2Nα du deuxie`me
sur αres, un e´le´ment 2Nα du troisie`me sur 2αres, un e´le´ment Nα du quatrie`me sur αres/2.
On ve´rifie que ΣH¯ est un sous-syste`me de racines de Σ(µ), dont le groupe de Weyl n’est
autre que WG
′
(µ′). Cela entraˆıne que WG
′
(µ′) est un sous-groupe de W (µ).
L’application σ 7→ ωG¯′(σ)ωG′(σ) est un cocycle de ΓF dans W
θ∗ . Pour tout σ ∈
ΓF , ωG¯′(σ)ωG′(σ)σG∗ = ωG¯′(σ) ◦ σG′ ∗ fixe µ. Le couple forme´ de µ et de ce cocycle
appartient donc a` Stab(G˜(F )). On note (µ, ωG¯) l’unique e´le´ment de Stab(G˜(F )) qui lui
est e´quivalent. On note ωH˜ l’unique cocycle de ΓF dans W (µ) tel que ωH¯(σ) ◦ ωG¯(σ) =
ωG¯′(σ)ωG′(σ) pour tout σ. On a ainsi de´fini une application
Stab(G˜′(F )) → Stab(G˜(F ))
(µ′, ωG¯′) 7→ (µ, ωG¯).
On ve´rifie qu’elle se quotiente en une application
(1) Stab(G˜′(F ))→ Stab(G˜(F )).
Celle-ci ne de´pend pas du choix de la paire de Borel e´pingle´e Eˆ . Ses fibres sont e´videmment
finies.
On a
(2) supposons G′ elliptique ; soit X ′ ∈ Stab(G˜′(F )), notons X son image par l’appli-
cation ci-dessus ; si X ′ est elliptique, alors X l’est.
Preuve. On reprend les constructions pre´ce´dentes en supposant que (µ′, ωG¯′) est el-
liptique. Avec les notations de 1.1, on a l’inclusion Z(G)ΓF ,θ,0 ⊂ Z(G¯)ΓF ,0 et on doit
prouver que c’est une e´galite´. Puisqu’il s’agit de groupes connexes et que l’homomor-
phisme naturel T ∗,θ
∗,0 → T ∗/(1− θ∗)(T ∗) a un noyau fini, il revient au meˆme de prouver
que les images de ces groupes dans T ∗/(1 − θ∗)(T ∗) sont e´gales. L’action galoisienne
sur Z(G¯) est σ 7→ ωG¯(σ)σG∗ . Puisque ωH¯(σ) appartient au groupe W (µ) = W
G¯, son
action sur Z(G¯) est triviale et on peut aussi bien remplacer l’action pre´ce´dente par
σ 7→ ωH¯(σ)ωG¯(σ)σG∗ = ωG¯′(σ)σG′ ∗ . Un e´le´ment x∗ ∈ X∗(Z(G¯)
0) annule l’ensemble Σ(µ),
donc aussi ΣH¯ . Son image dans X∗(T
∗/(1− θ∗)(T ∗)) annule donc ΣG
′
(µ′). Cela montre
que Z(G¯)0 s’envoie dans Z(G¯′)0. Donc Z(G¯)ΓF ,0 s’envoie dans Z(G¯′)ΓF ,0, ou` l’action de
ΓF est l’action ci-dessus. Cette action sur Z(G¯
′) est la meˆme qu’en 1.1. L’ellipticite´ de
X ′ nous dit que Z(G¯′)ΓF ,0 = Z(G′)ΓF ,0. Mais l’ellipticite´ de G′ signifie que ce groupe est
pre´cise´ment l’image de Z(G)ΓF ,θ,0. D’ou` la conclusion. 
Si l’on remplace le corps de base F par un comple´te´ Fv, on a une application similaire
a` (1). Soit v une place de F telle que v 6∈ Vram(G
′). Soit X ′ ∈ Stab(G˜′(Fv)), notons
X ∈ Stab(G˜(Fv)) son image par cette application. On a
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(3) si X ve´rifie la condition (nr1) de 1.6, resp. (nr2), alors X ′ ve´rifie la meˆme condi-
tion ; X ve´rifie la condition (nr3) si et seulement si X ′ ve´rifie la meˆme condition.
Quand on passe de X a` X ′, les termes (Nα)(ν) de ces conditions sont remplace´s
par les meˆmes termes ou e´ventuellement par (2Nα)(ν) pour α de type 2 ou 3. De plus,
pour G′, toutes les racines sont de type 1. La premie`re assertion s’ensuit. D’autre part,
l’espace K˜ ′v est de´fini de telle sorte que, par l’isomorphisme ξ˜ de´fini plus haut, le terme
µ(K˜v) s’identifie a` µ(K˜
′
v). D’ou` la seconde assertion.
On a aussi
(4) si X ′ ve´rifie la condition (nr4), alors X la ve´rifie aussi.
Soit σ dans le groupe d’inertie Iv. Avec les notations de la construction ci-dessus,
σG∗ agit trivialement sur Σ(T
∗) puisque v 6∈ Vram, ωG′(σ) = 1 puisque v 6∈ Vram(G
′) et
ωG¯′(σ) = 1 puisque X
′ ve´rifie (nr4). Donc ωG¯(σ) = ωH¯(σ)
−1. Cet e´le´ment appartient a`
W (µ) et conserve Σ+(µ). C’est donc l’identite´. 
1.8 Retour sur la correspondance entre classes de conjugaison
stable
Soit G′ = (G′,G ′, s˜) une donne´e endoscopique de (G, G˜, a) et soit V un ensemble fini
de places de F . On a un diagramme
G˜′ss(FV )/st− conj ... G˜ss(FV )/st− conj
χG˜
′
V ↓ ↓ χG˜V
Stab(G˜′(FV )) → Stab(G˜(FV ))
La ligne horizontale du haut n’est qu’une correspondance, pre´cise´ment une fonction
de´finie sur un sous-ensemble de G˜′ss(FV )/st − conj, a` valeurs dans G˜ss(FV )/st − conj.
L’application χG˜
′
V est bijective (lemme 1.3). On conside`re maintenant le cas ou` V est
re´duit a` une seule place v.
Lemme. Soit O′ ∈ G˜′ss(Fv)/st − conj. Notons X
′ son image par χG˜
′
v et X l’image de
X ′ dans Stab(G˜(Fv)).
(i) Supposons que O′ corresponde a` une classe O ∈ G˜ss(Fv)/st− conj par la corres-
pondance supe´rieure du diagramme. Alors χG˜v(O) = X .
(ii) Supposons que v 6∈ Vram et que X ve´rifie les conditions (nr3) et (nr4) de 1.6.
Alors O′ correspond a` une classe O ∈ G˜ss(Fv)/st− conj et on a χ
G˜v(O) = X .
Preuve. Prouvons (i). On fixe des paires de Borel e´pingle´es dans les groupes duaux
comme en 1.7. Puisque O correspond a` O′, on peut fixer un diagramme (ǫ, B′, T ′, B, T, η)
(sur le corps de base Fv) avec ǫ ∈ O
′ et η ∈ O. On comple`te (B, T ) et (B′, T ′) en des paires
de Borel e´pingle´es E et E ′, que l’on peut identifier a` E∗ et E ′∗. On e´crit η = νe, avec ν ∈ T
et e ∈ Z(G˜, E). On a alors ǫ = ξ(ν)e′ ou` e′ est l’image de e dans Z(G˜′) ≃ Z(G˜′, E ′).
Donc les termes µ et µ′ co¨ıncident dans (T/(1 − θ)(T )) ×Z(G) Z(G˜). On introduit les
cochaˆınes uE , uη, uE ′ et uǫ comme en 1.2. Soit σ ∈ ΓF . Parce que les e´le´ments η et ǫ et
les tores T et T ′ sont de´finis sur Fv, les e´le´ments uE(σ) et uη(σ) normalisent T et les
e´le´ments uE ′(σ) et uǫ(σ) normalisent T
′. Leurs images dans W sont invariantes par θ (cf.
[I] 1.3(3)). On les note par des lettres grasses : uE(σ) est l’image de uE(σ) dans W
θ. Les
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de´finitions entraˆınent ωη(σ) = uη(σ)uE(σ)
−1, ωǫ(σ) = uǫ(σ)uE ′(σ)
−1. L’homomorphisme
ξ est e´quivariant pour les actions naturelles. Donc
ξ ◦ uE(σ)
−1 ◦ σG∗ = uE ′(σ)
−1 ◦ σG′ ∗ ◦ ξ.
Il en re´sulte que
ωG′(σ) = uE ′(σ)uE(σ)
−1.
On ve´rifie que ωǫ(σ)ωG′(σ)σG∗ conserve µ. On peut donc introduire la cochaˆıne ωH¯ a`
valeurs dans W (µ) telle que ωH¯(σ)
−1ωǫ(σ)ωG′(σ)σG∗ conserve Σ+(µ). Pour prouver que
χG˜v(O) = X , il suffit de prouver que
ωH¯(σ)
−1ωǫ(σ)ωG′(σ) = ωη(σ)
pour tout σ ∈ ΓFv . Puisque, compose´s avec σG∗ , ces deux e´le´ments conservent Σ+(µ), il
suffit de prouver que leurs images dans W (µ)\W θ
∗
sont e´gales. On a
ωH¯(σ)
−1ωǫ(σ)ωG′(σ) = ωH¯(σ)
−1uǫ(σ)uE ′(σ)
−1ωG′(σ) = ωH¯(σ)
−1uǫ(σ)uE(σ)
−1,
ωη(σ) = uη(σ)uE(σ)
−1.
Dans le membre de droite de la premie`re e´galite´, les deux premiers termes appartiennent
a` WG
′
(µ′) ⊂ W (µ). Dans le membre de droite de la seconde, le premier terme appartient
a` W (µ). Les deux termes appartiennent donc a` W (µ)uE(σ)
−1, ce qui prouve l’assertion
cherche´e.
Prouvons (ii). On peut choisir ǫ ∈ O′ tel que G′ǫ soit quasi-de´ploye´. On fixe une paire
de Borel (B′, T ′) de G′ conserve´e par adǫ et telle que (B
′ ∩ Gǫ, T
′) soit de´finie sur Fv.
D’apre`s le lemme 1.6(i), X est l’image par χG˜v d’une classe O ∈ G˜ss(Fv)/st − conj et
on peut choisir un e´le´ment η ∈ O tel que Gη soit quasi-de´ploye´. On choisit une paire de
Borel (B⋆, T⋆) de G conserve´e par adη et telle que (B⋆ ∩Gη, T⋆ ∩Gη) soit de´finie sur Fv.
A l’aide des paires (B′, T ′) et (B⋆, T⋆), on construit les couples (µǫ, ωǫ) et (µη, ωη) comme
en 1.2. De (µǫ, ωǫ) se de´duit comme en 1.7 un e´le´ment de Stab(G˜(Fv)). L’hypothe`se
que X est l’image de X ′ signifie que cet e´le´ment est conjugue´ a` (µη, ωη). En appliquant
1.2(3), on voit que l’on peut remplacer la paire (B⋆, T⋆) par une autre qui posse`de les
meˆmes proprie´te´s que ci-dessus, de sorte qu’apre`s ce remplacement, le couple (µη, ωη)
soit e´gal a` celui de´duit de (µǫ, ωǫ). On comple`te les paires (B
′, T ′) et (B⋆, T⋆) en des
paires de Borel e´pingle´es E ′ et E⋆. Ecrivons η = ν⋆e⋆ avec ν⋆ ∈ T⋆ et e⋆ ∈ Z(G˜, E⋆) et
ǫ = ν ′e′, ou` ν ′ ∈ T ′ et e′ ∈ Z(G˜′, E ′) est l’image de e⋆. On a l’homomorphisme usuel
ξT⋆,T ′ : T⋆ → T
′. On voit que l’e´galite´ des couples ci-dessus signifie que ξT⋆,T ′(ν⋆) = ν
′
et qu’il existe un cocycle σ 7→ ωH¯(σ) de ΓFv dans W
Gη de sorte que l’on ait la relation
σG′ ◦ ξT⋆,T ′ = ξT⋆,T ′ ◦ωH¯(σ) ◦ σG. Parce que Gη est quasi-de´ploye´, on peut appliquer [K1]
corollaire 2.2 : on peut fixer g ∈ Gη,SC de sorte que le tore T = adg−1(T⋆) soit de´fini sur
Fv et que, pour tout σ ∈ ΓFv , l’e´le´ment gσ(g)
−1 normalise T⋆ et ait ωH¯(σ) pour image
dans WGη . Posons E = adg−1(E⋆). Son tore sous-jacent est T et on note B le sous-groupe
de Borel sous-jacent. Parce que adg fixe η, on a l’e´galite´ η = νe, ou` ν = adg−1(ν⋆) et
e = adg−1(e⋆). On a aussi ξT,T ′ = ξT⋆,T ′ ◦adg. On ve´rifie alors que ξT,T ′(ν) = ν
′ et que l’on
a l’e´galite´ σG′◦ξT,T ′ = ξT,T ′◦σ. Mais cela signifie que (ǫ, B
′, T ′, B, T, η) est un diagramme.
Donc O correspond a` O′. Cela prouve la premie`re assertion de (ii). La seconde re´sulte
de (i). 
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1.9 Distributions associe´es a` un parame`tre
Soit X ∈ Stab(G˜(F )). On peut repre´senter X par un e´le´ment (µ, ωG¯) ∈ Stab(G˜(F ))
et relever µ en (ν, e¯), avec ν ∈ T ∗ et e¯ ∈ Z(G˜). On conside`re les conditions (nr1),...,(nr4)
de 1.6 pour une place v ∈ V al(F ) − Vram. Il est clair que chacune d’elles est ve´rifie´e
sauf pour un ensemble fini de places. On note S(X ) le plus petit ensemble de places
contenant Vram tel que (nr1) et (nr2) soient ve´rifie´es hors de S(X ). On note S(X , K˜) le
plus petit ensemble de places contenant Vram tel que les conditions (nr1), (nr2), (nr3) et
(nr4) soient ve´rifie´es hors de S(X , K˜). On a e´videmment S(X ) ⊂ S(X , K˜).
Si X est l’image par χG˜ d’une classe de conjugaison stable dans G˜ss(F ), l’ensemble
S(X ) co¨ıncide avec l’ensemble S(C) de´fini en [VI] 2.3 pour toute classe de conjugaison C
contenue dans cette classe de conjugaison stable.
Soient X ∈ Stab(G˜(F )) et V un ensemble fini de places de F contenant Vram. On
de´finit une distribution AG˜(V,X , ω) ∈ Dge´om(G˜(FV )) ⊗Mes(G(FV ))
∗. Elle est nulle si
X n’appartient pas a` l’image de l’application χG˜. Supposons que X = χG˜(O), ou` O est
une classe de conjugaison stable semi-simple. Pour toute classe de conjugaison ordinaire
C ∈ G˜ss(F )/conj, on a de´fini la distribution A
G˜(V, C, ω) en [VI] 2.3. On pose
AG˜(V,X , ω) =
∑
C∈G˜ss(F )/conj,C⊂O
AG˜(V, C, ω).
Les termes de cette somme sont presque tous nuls. En effet, pour tout v ∈ V , la classe
de conjugaison stable dans G˜(Fv) engendre´e par O se de´compose en un nombre fini de
classes de conjugaison par G(Fv). Il existe donc un sous-ensemble fini U˜V de G˜(FV ) tel
que, pour tout η ∈ O, la classe de conjugaison par G(FV ) de η coupe U˜V . De plus, un
terme AG˜(V, C, ω) n’est non nul que si, pour tout v 6∈ V , la classe de conjugaison par
G(Fv) engendre´e par C coupe K˜v, cf. [VI] 2.3(6). Le lemme [VI] 2.1 entraˆıne la finitude
affirme´e.
On a
(1) si S(X , K˜)− S(X ) 6⊂ V , alors AG˜(V,X , ω) = 0.
C’est clair si X n’est pas dans l’image de χG˜. Si X = χG˜(O), conside´rons une place
v ∈ S(X , K˜)− S(X ) qui n’appartient pas a` V . En v, les conditions (nr1) et (nr2) sont
ve´rifie´es, mais au moins une des conditions (nr3) ou (nr4) ne l’est pas. Le lemme 1.6(ii)
nous dit qu’il n’existe aucune classe C ⊂ O telle que la classe engendre´e par C dans G˜(Fv)
coupe K˜v. Toutes les distributions A
G˜(V, C, ω) intervenant sont donc nulles. 
On a
(2) si S(X ) ⊂ V et si X n’est pas elliptique, alors AG˜(V,X , ω) = 0.
Pour toute classe C ⊂ O, on a S(X ) = S(C) et l’hypothe`se que X n’est pas ellip-
tique entraˆıne que C ne l’est pas non plus. D’apre`s la de´finition de [VI] 2.3, on a alors
AG˜(V, C, ω) = 0. 
En 1.1 et 1.2 on a associe´ a` X un groupe G¯ et un caracte`re automorphe de G¯(AF ).
Le couple forme´ de ce groupe et de ce caracte`re n’est de´fini qu’a` isomorphisme pre`s mais
la condition que la restriction du caracte`re a` Z(G¯;AF ) est triviale est insensible a` un tel
isomorphisme. Par abus de langage, nous la formulerons : la restriction de ω a` Z(G¯;AF )
est triviale. On a
(3) si les restrictions de ω a` Z(G;AF )
θ et a` Z(G¯;AF ) ne sont pas toutes deux triviales,
alors AG˜(V,X , ω) = 0.
En effet, soient C ⊂ O et γ˙ ∈ C. Alors la restriction de ω a` Z(G¯;AF ) est triviale si et
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seulement si la restriction de ω a` Z(Gγ˙;AF ) est triviale. L’assertion re´sulte alors de [VI]
proposition 2.3(iv).
1.10 Distributions stables et endoscopiques associe´es a` un pa-
rame`tre
On fixe un ensemble fini V de places de F contenant Vram.
Supposons (G, G˜, a) quasi-de´ploye´ et a` torsion inte´rieure. Soit X ∈ Stab(G˜(F )).
On va de´finir une distribution SAG˜(V,X ) ∈ Dge´om(G˜(FV )) ⊗ Mes(G(FV ))
∗. Comme
toujours, on a besoin de supposer par re´currence que cette distribution ve´rifie certaines
proprie´te´s. Il y a des proprie´te´s formelles qui permettent de ”recoller” ces distributions
dans la situation habituelle, cf. [VI] 1.15. Ce sont les meˆmes que dans cette re´fe´rence et on
les abandonne au lecteur. On donnera toutefois dans le paragraphe suivant des formules
plus explicites dans la situation ”avec caracte`re central”. Comme en [VI] 5.2(1), il y a
une condition concernant les espaces hyperspe´ciaux K˜v pour v 6∈ V . La de´finition fournit
une distribution qui de´pend de ces espaces. On doit savoir que
(1) elle ne de´pend que des classes de conjugaison par GAD(Fv) des K˜v pour v 6∈ V .
Surtout, on doit supposer par re´currence que cette distribution SAG˜(V,X ) est stable.
Modulo ces hypothe`ses, soit G′ = (G′,G ′, s) une donne´e endoscopique de (G, G˜, a) rele-
vante et non ramifie´e hors de V , avec dim(G′SC) < dim(GSC). Soit X
′ ∈ Stab(G˜′(F )).
Alors on peut de´finir SAG
′
(V,X ′) ∈ Dstge´om(G
′
V ) ⊗ Mes(G
′(FV ))
∗. On pose (avec les
notations de [VI] 5.1) :
(2) SAG˜(V,X ) = AG˜(V,X )−
∑
G′∈E(G˜,V ),G′ 6=G∑
X ′∈Stab(G˜′(F )),X ′ 7→X
i(G˜, G˜′)transfert(SAG
′
(V,X ′)),
ou` on a note´ X ′ 7→ X l’application (1) de 1.7.
On revient au cas ou` (G, G˜, a) est quelconque. Pour X ∈ Stab(G˜(F )), on pose
(3) AG˜,E(V,X , ω) =
∑
G′∈E(G˜,a,V )
∑
X ′∈Stab(G˜′(F )),X ′ 7→X
i(G˜, G˜′)transfert(SAG
′
(V,X ′)).
Remarque. Comme souvent, le cas ou` (G, G˜, a) est quasi-de´ploye´ et a` torsion inte´rieure
est un peu particulier. Dans ce cas, les hypothe`ses de re´currence ne s’appliquent pas a` la
donne´e endoscopique principaleG. Il convient de remplacer le terme transfert(SAG(V,X ))
intervenant dans la somme par SAG˜(V,X ). On a alors AG˜,E(V,X ) = AG˜(V,X ) par
de´finition de ce terme SAG˜(V,X ).
The´ore`me (i) (a` prouver). Pour tout X ∈ Stab(G˜(F )), on a l’e´galite´ AG˜,E(V,X , ω) =
AG˜(V,X , ω).
The´ore`me (ii). Supposons (G, G˜, a) quasi-de´ploye´ et a` torsion inte´rieure. Alors, pour
tout X ∈ Stab(G˜(F )), SAG˜(V,X ) est stable et ve´rifie (1).
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Le the´ore`me (ii) sera prouve´ dans cet article, cf. 3.4. Le the´ore`me (i) ne sera entie`rement
prouve´ que plus tard. Toutefois, dans cet article, nous prouverons ce the´ore`me sauf pour
des triplets (G, G˜, a) particuliers. Pour ceux-ci, le the´ore`me sera prouve´ sauf pour des X
particuliers, qui sont en nombre fini. On renvoie a` 3.5 pour des assertions pre´cises.
1.11 Formules dans la situation avec caracte`re central
On suppose (G, G˜, a) quasi-de´ploye´ et a` torsion inte´rieure. On suppose donne´s une
extension
1→ C1 → G1 → G
ou` C1 est un tore central induit, une extension compatible G˜1 → G˜ ou` G˜1 est encore a`
torsion inte´rieure et un caracte`re automorphe λ1 de C1(AF ). On a de´fini l’ensemble de
places V1,ram en [VI] 1.15. Pour v 6∈ V1,ram, on fixe un espace hyperspe´cial K˜1,v ⊂ G˜1(Fv)
au-dessus de K˜v. On impose la condition de compatibilite´ globale habituelle : pour γ1 ∈
G˜1(F ), on a γ1 ∈ K˜1,v pour presque tout v. On a une suite exacte
0→ AC1 → AG1 → AG → 0
On a fixe´ en [VI] 1.3 une mesure de Haar sur AG. On en fixe sur les deux autres groupes
de sorte que la suite soit compatible aux mesures.
Introduisons les paires de Borel e´pingle´es de G et G1, dont on note les tores T
∗ et
T ∗1 . On a des applications naturelles T
∗
1 → T
∗ et Z(G˜1) → Z(G˜). On en de´duit une
application
T ∗1 ×Z(G1) Z(G˜1) → T
∗ ×Z(G) Z(G˜)
µ1 7→ µ
dont les fibres sont isomorphes a` C1. D’ou` une application Stab(G˜1(F ))→ Stab(G˜(F )),
qui, a` (µ1, ωG¯), associe (µ, ωG¯). Elle se quotiente en une application
(1) Stab(G˜1(F ))→ Stab(G˜(F )).
Celle-ci traduit simplement l’application de projection G˜1,ss(F )/st−conj → G˜ss(F )/st−
conj. Remarquons que les fibres de cette application ne sont pas isomorphes a` C1(F ) en
ge´ne´ral, deux e´le´ments de Stab(G˜1(F )) de la forme (µ1, ωG¯) et (cµ1, ωG¯), avec c ∈ C1(F ),
c 6= 1, pouvant avoir la meˆme image dans Stab(G˜1(F )).
Soit V un ensemble fini de places contenant V1,ram. Fixons des mesures dg sur G(AF )
et dc sur C1(AF ), dont on de´duit une mesure dg1 sur G1(AF ). On identifie ces mesures a`
des mesures sur G(FV ), C1(FV ) et G1(FV ), cf. [VI] 1.1. On rappelle que les distributions
de´finies en 1.9 et 1.10 de´pendent de l’espace K˜V =
∏
v 6∈V K˜v, bien que l’on n’ait pas fait
figurer cet espace dans la notation. Dans les formules qui suivent, on inse`re si besoin est
cet espace dans la notation, de fac¸on que l’on espe`re compre´hensible.
Soit X ∈ Stab(G˜(F )). Soit f ∈ C∞c,λ1(G˜1(FV )). On fixe une fonction φ ∈ C
∞
c (G˜1(FV ))
de sorte que
f =
∫
C1(FV )
φcλ1(c) dc.
La formule [VI] 2.5(14) donne imme´diatement la variante AG˜1λ1 (V,X ) de la distribution
de´finie en 1.9 sous la forme
(2) IG˜1λ1 (A
G˜1
λ1
(V,X ), f ⊗ dg) = mes(AC1C1(F )\C1(AF ))
−1
∫
C1(F )\C1(AF )
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∑
X1∈F ib(X )
IG˜1(AG˜1(V,X1, c
V K˜V1 ), φ
cV ⊗ dg1)λ1(c) dc,
ou` Fib(X ) est la fibre de l’application (1) au-dessus de X .
On obtient par re´currence une formule analogue pour la variante SAG˜1λ1 (V,X ) de la
distribution de´finie en 1.10 :
(3) IG˜1λ1 (SA
G˜1
λ1
(V,X ), f ⊗ dg) = mes(AC1C1(F )\C1(AF ))
−1
∫
C1(F )\C1(AF )∑
X1∈F ib(X )
IG˜1(SAG˜1(V,X1, c
V K˜V1 ), φ
cV ⊗ dg1)λ1(c) dc.
Conside´rons le cas particulier ou` G˜ = G, G˜1 = G1, K˜v = Kv et K˜1,v = K1,v pour
tout v 6∈ V et ou` X correspond a` la classe de conjugaison stable de l’e´le´ment neutre.
Comme toujours, on remplace dans la notation la lettre X par un indice unip : AG˜unip(V )
au lieu de AG˜(V,X ) etc... La fibre Fib(X ) est alors l’ensemble {ξX1; ξ ∈ C1(F )}, ou` X1
correspond a` la classe de conjugaison stable de l’unite´ dans G1(F ). D’apre`s [VI] 2.4(7),
on a l’e´galite´ :
IG˜1(AG˜1(V, ξX1, ξ
V cVKV1 ), φ
ξV cV ⊗ dg1) = I
G˜1(AG˜1(V,X1, c
VKV1 ), φ
cV ⊗ dg1).
Puisque de plus
IG˜1(AG˜1(V,X1, c
VKV1 ), φ
cV ⊗ dg1) =
{
IG˜1(AG˜1(V,X1, K
V
1 ), φ
cV ⊗ dg1), si c
V ∈ KVC1 ,
0, sinon,
la formule (2) se simplifie en
(4) IG˜1λ1 (A
G˜1
unip,λ1
(V ), f ⊗ dg) = mes(AC1C1(F )\C1(AF ))
−1
∫
C1(FV )
IG˜1(AG˜1unip(V ), φ
cV ⊗ dg1)λ1(c) dc.
La formule (5) se simplifie de meˆme en
(5) IG˜λ1(SA
G˜1
unip,λ1
(V ), f ⊗ dg) = mes(AC1C1(F )\C1(AF ))
−1
∫
C1(FV )
IG˜1(SAG˜1unip(V ), φ
cV ⊗ dg1)λ1(c) dc.
Autrement dit, la distribution AG˜1unip,λ1(V )dg, qui appartient a`Dunip,λ1(G˜
′
1(FV )) est l’image
de l’e´le´ment mes(AC1C1(F )\C1(AF ))
−1AG˜1unip(V )dg1 de Dunip(G˜
′
1(FV )) par l’application
de´finie en [II] 1.10(3). De meˆme, SAG˜1unip,λ1(V )dg est l’image de
mes(AC1C1(F )\C1(AF ))
−1SAG˜1unip(V )dg1.
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1.12 Relation avec les distributions associe´es aux classes de
conjugaison stable locales
Soit V un ensemble fini de places de F contenant Vram. Soit OV ∈ G˜ss(FV )/st−conj.
Posons XV = χ
G˜V (OV ). Pour X ∈ Stab(G˜(F )), on note simplement X 7→ XV la relation :
XV est l’image de X par localisation. Les distributions des membres de gauche des e´galite´s
de l’e´nonce´ ci-dessous ont e´te´ de´finies en [VI] 2.3, 5.2 et 5.4.
Proposition. (i) On a l’e´galite´
AG˜(V,OV , ω) =
∑
X∈Stab(G˜(F )),X 7→XV
AG˜(V,X , ω).
(ii) On a l’e´galite´
AG˜,E(V,OV , ω) =
∑
X∈Stab(G˜(F )),X 7→XV
AG˜,E(V,X , ω).
(iii) Supposons (G, G˜, a) quasi-de´ploye´ et a` torsion inte´rieure. Alors on a l’e´galite´
SAG˜(V,OV ) =
∑
X∈Stab(G˜(F )),X 7→XV
SAG˜(V,X ).
Preuve. Les deux coˆte´s de l’e´galite´ (i) sont des sommes de AG˜(V, C, ω), ou` C ∈
G˜ss(F )/conj. Du coˆte´ gauche, on somme sur les C dont la classe localise´e CV est contenue
dans OV . Du coˆte´ droit, on somme sur les C contenus dans une classe de conjugaison
stable O dont le parame`tre X s’envoie par localisation sur XV . La commutativite´ du
diagramme de 1.4 entraˆıne que ces ensembles de sommation sont les meˆmes. D’ou` (i).
Si (G, G˜, a) est quasi-de´ploye´ et a` torsion inte´rieure, les termes intervenant dans
(ii) sont identiques par de´finition aux meˆmes termes ou` l’on supprime l’exposant E .
L’assertion (ii) n’est alors autre que (i). Supposons maintenant que (G, G˜, a) n’est pas
quasi-de´ploye´ et a` torsion inte´rieure. Par de´finition
AG˜,E(V,OV , ω) =
∑
G′∈E(G˜,a,V )
i(G˜, G˜′)transfert(SAG
′
(V,OV,G˜′)).
Fixons G′. Rappelons que OV,G˜′ est la re´union des O
′
V ∈ G˜
′
ss(FV )/st− conj qui corres-
pondent a` OV . Le lemme 1.8 nous dit que cet ensemble de classes est e´gal a` celui des
classes O′V qui ve´rifient les deux conditions suivantes :
- elles correspondent a` une classe dans G˜ss(FV )/st− conj ;
- leur parame`tre X ′V s’envoie sur XV par la version locale de l’application 1.7(1) (ce
que l’on note X ′V 7→ X ).
On se rappelle que SAG
′
(V,O′V ) est a` support dans l’ensemble des e´le´ments dont la
partie semi-simple appartient a` O′V , cf. [VI] 5.2. Si O
′
V ne correspond a` aucune classe dans
G˜ss(FV ), le transfert de SA
G′(V,O′V ) est donc nul. On peut donc aussi bien supprimer
la premie`re condition ci-dessus :
transfert(SAG
′
(V,OV,G˜′)) =
∑
X ′V 7→XV
transfert(SAG
′
(V,O′V )),
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ou` O′V est l’unique e´le´ment parame´tre´ par X
′
V . Modulo les formalite´s habituelles, on peut
appliquer (iii) aux termes du membre de droite. On obtient
transfert(SAG
′
(V,OV,G˜′)) =
∑
X ′V 7→XV
transfert

 ∑
X ′∈Stab(G˜′(F )),X ′ 7→X ′V
SAG
′
(V,X ′)

 .
La localisation commute a` l’application 1.7(1). Sommer en X ′V 7→ XV puis X
′ 7→ X ′V
revient a` sommer sur les X ∈ Stab(G˜(F )) tels que X 7→ XV puis sur les X
′ tels que
X ′ 7→ X . Donc
transfert(SAG
′
(V,OV,G˜′)) =
∑
X∈Stab(G˜(F )),X 7→XV
∑
X ′∈Stab(G˜′(F )),X ′ 7→X
transfert(SAG
′
(V,X ′)).
Puis
AG˜,E(V,OV , ω) =
∑
X∈Stab(G˜(F )),X 7→XV
∑
G′∈E(G˜,a,V )
i(G˜, G˜′)
∑
X ′∈Stab(G˜′(F )),X ′ 7→X
transfert(SAG
′
(V,X ′)).
La double somme inte´rieure est par de´finition e´gale a` AG˜,E(V,X , ω). On obtient (ii).
La preuve de (iii) est analogue. Par de´finition, on a cette fois
SAG˜(V,OV ) = A
G˜(V,OV )−
∑
G′∈E(G˜,V ),G′ 6=G
i(G˜, G˜′)transfert(SAG
′
(V,OV,G˜′)).
On connaˆıt (i) pour le premier terme de droite et (iii) par re´currence pour les autres
termes. Par le meˆme calcul, on en de´duit (iii) pour le terme de gauche. 
2 Formules de scindage
2.1 Comple´ment sur le lemme fondamental ponde´re´
Par exception, dans ce paragraphe, F est un corps local non-archime´dien
de caracte´ristique nulle. On note p sa caracte´ristique re´siduelle. On conside`re un
triplet (G, G˜, a) de´fini sur F qui est ”non ramifie´”. Pre´cise´ment, comme en [VI] 1.1, on
suppose que G et a sont non ramifie´s, que G˜(F ) posse`de un sous-espace hyperspe´cial et
que, en posant e = [F : Qp], on a p > 5 et p > N(G)e + 1, ou` N(G) est de´fini en [W1]
4.3. On fixe un espace hyperspe´cial K˜, de groupe associe´ K. Soit M˜ un espace de Levi
de G˜ tel que le Levi M associe´ soit en bonne position relativement a` K. On munit G(F )
de la mesure canonique pour laquelle K est de masse totale 1. On a de´fini en [II] 4.1 une
forme line´aire rG˜
M˜
(., K˜) sur Dge´om(M˜(F ), ω) : on a
rG˜
M˜
(γ, K˜) = J G˜
M˜
(γ, 1K˜),
ou` 1K˜ est la fonction caracte´ristique de K˜. Dans le cas ou` (G, G˜, a) est quasi-de´ploye´
et a` torsion inte´rieure, on a de´fini en 4.2 un avatar stable de cette forme line´aire. Ici, il
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n’est plus besoin de supposer que M˜ est en bonne position relativement a` K˜. L’avatar
stable est une forme line´aire sG˜
M˜
(., K˜) sur Dstge´om(M˜(F )). Elle ve´rifie
(1) sG˜
M˜
(., K˜) ne de´pend que de la classe de conjugaison de K˜ par GAD(F ).
Pour δ ∈ Dstge´om(M˜(F )), on a la formule familie`re
sG˜
M˜
(δ, K˜) = rG˜
M˜
(δ, K˜)−
∑
s∈Z(Mˆ)ΓF /Z(Gˆ)ΓF ,s 6=1
iM˜(G˜, G˜
′(s))s
G′(s)
M (δ, K˜).
Expliquons la signification du dernier terme. Comme on l’a dit en [II] 4.2, pour s interve-
nant dans cette somme, le choix d’un sous-espace hyperspe´cial K˜ ′(s) de G˜′(s;F ) permet
de de´finir par re´currence un terme s
G′(s)
M (δ, K˜
′(s)). Mais l’espace K˜ de´termine un sous-
espace K˜ ′(s) de G˜′(s;F ) bien de´fini a` conjugaison pre`s par G′(s)AD(F ). La proprie´te´ (1)
permet de noter s
G′(s)
M (δ, K˜) le terme s
G′(s)
M (δ, K˜
′(s)) pour un tel K˜ ′(s).
Revenons a` un triplet (G, G˜, a) quelconque. Soit M′ = (M ′,M′, ζ˜) une donne´e en-
doscopique de (M, M˜, aM ). Si M
′ est elliptique et non ramifie´e (donc relevante d’apre`s
le lemme [I] 6.2), on a de´fini en [II] 4.3 une forme line´aire rG˜,E
M˜
(M′, ., K˜) sur Dstge´om(M
′)
par l’e´galite´
rG˜,E
M˜
(M′, δ, K˜) =
∑
s˜∈ζ˜Z(Mˆ)ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ
iM˜ ′(G˜, G˜
′(s˜))s
G′(s˜)
M′ (δ, K˜).
Il convient de ge´ne´raliser la de´finition au cas ou` M′ est non ramifie´e mais pas elliptique.
Dans ce cas, il existe un espace de Levi R˜ de M˜ tel que M′ apparaisse comme une
donne´e endoscopique elliptique et non ramifie´e de (R, R˜, aR). On peut supposer R en
bonne position relativement a` K. Comme en [VI] 4.5, on pose alors
(2) rG˜,E
M˜
(M′, δ, K˜) =
∑
L˜∈L(R˜)
dG˜
R˜
(M˜, L˜)rL˜,E
R˜
(M′, δ, K˜L˜),
ou` K˜L˜ = K˜ ∩ L˜(F ).
Proposition. Soit M′ = (M ′,M′, ζ˜) une donne´e endoscopique relevante de (M, M˜, aM)
et soit δ ∈ Dstge´om(M
′). Alors
(i) si M′ est non ramifie´e, on a l’e´galite´ rG˜
M˜
(transfert(δ), K˜) = rG˜,E
M˜
(M′, δ, K˜) ;
(ii) si M′ n’est pas non ramifie´e, on a l’e´galite´ rG˜
M˜
(transfert(δ), K˜) = 0.
Preuve. Supposons que M′ ne soit pas elliptique. Comme ci-dessus, on introduit
R˜ ⊂ M˜ de sorte que M′ soit une donne´e elliptique pour (R, R˜, aR). Remarquons que M
′
est non ramifie´e pour (M, M˜, aM) si et seulement si elle l’est pour (R, R˜, aR). Notons γ
le transfert de δ a` R˜(F ). Alors le transfert de δ a` M˜(F ) est l’induite γM˜ . On a la formule
rG˜
M˜
(γM˜ , K˜) =
∑
L˜∈L(R˜)
dG˜
R˜
(M˜, L˜)rL˜
R˜
(γ, K˜L˜),
cf. [II] 4.1(1). Celle-ci et la formule paralle`le (2) nous rame`ne a` de´montrer les assertions
de la proposition quand on remplace le couple (G˜, M˜) par un couple (L˜, R˜). En oubliant
cette construction, on est ramene´ au cas M′ est une donne´e endoscopique elliptique de
(M, M˜, aM). L’assertion (i) est le lemme fondamental ponde´re´, cf. [II] 4.4.
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Il reste a` prouver (ii). On suppose donc que M′ n’est pas non ramifie´e. On utilise
la me´thode d’Arthur qui se base sur un lemme de Kottwitz ([K2] proposition 7.5) que
l’on ge´ne´ralise a` notre cas. Fixons une paire de Borel e´pingle´e E = (B, T, (Eα)α∈∆) de
G, de´finie sur F , telle que M soit standard pour E et que le groupe K soit celui issu de
E . On pose M♯ = M/Z(M)
θ et TM♯ = T/Z(M)
θ. On rappelle (cf. [I] 2.7) que le groupe
M♯(F ) ope`re par conjugaison sur M˜(F ). Si on fixe des donne´es auxiliairesM
′
1,...,∆1 pour
M′, le facteur de transfert ∆1(δ1, γ) se transforme, quand on conjugue γ par un e´le´ment
de M♯(F ), par un caracte`re ω♯ de M♯(F ) qui prolonge le caracte`re ω de M(F ). Notons o
l’anneau des entiers de F . Montrons que
(3) le groupe d’inertie IF est inclus dans M
′ si et seulement si ω♯ est trivial sur
TM♯ (o), ce qui est encore e´quivalent a` ce que le cocycle de´finissant ω♯ soit trivial sur IF .
On a une action galoisienne sur Mˆ ′. Pour w ∈ IF , fixons mw = (m(w), w) ∈ M
′
qui agisse sur Mˆ ′ comme w. Le groupe IF est contenu dans M
′ exactement quand
m(w) ∈ Mˆ ′ pour tout w ∈ IF , c’est-a`-dire quand m(w) est dans la composante neutre
du centralisateur de ζ˜ dans Mˆ .
La deuxie`me condition de (3) est e´quivalente a` ce que la restriction de ω♯ a` T
M
♯ (F )
soit non ramifie´e c’est-a`-dire que tout cocycle de´finissant ce caracte`re soit trivial sur IF .
Un tel cocycle est a` valeurs dans Z(Mˆ♯). Rappelons la construction de la restriction a` IF
d’un tel cocycle. On suppose ζ˜ = ζθˆ avec ζ ∈ Tˆ , avec les notations habituelles. Soient
w ∈ IF et mw = (m(w), w) comme ci-dessus. Comme pour tout e´le´ment de M
′, on a la
proprie´te´ de commutation suivante vis-a`-vis de ζ˜ :
ζθˆ(m(w))ζ−1 = m(w)
puisqueG et a sont non ramifie´s. Le cocycle associe´ a` ω♯ est de´fini en relevant les e´le´ments
intervenant ci-dessus dans le groupe dual de M♯ et en fait, parce que le groupe Mˆ♯ est
plus difficile a` analyser, on rele`ve meˆme dans un reveˆtement simplement connexe du
groupe de´rive´ de Mˆ note´ MˆSC . On fixe un e´le´ment z(w) ∈ Z(Mˆ) tel que m(w)z(w) soit
l’image d’un e´le´ment msc(w) ∈ MˆSC . Quitte a` changer la donne´e endoscopique en une
donne´e e´quivalente, on peut aussi relever ζ en un e´le´ment ζsc. Et on a une relation
(4) ζscθˆ(msc(w))ζ
−1
sc = asc(w)msc(w),
avec un e´le´ment asc(w) ∈ MˆSC dont on ve´rifie aise´ment qu’il est dans le centre de ce
groupe. On note a♯(w) l’image de asc(w) dans Mˆ♯ (par projection naturelle) et on pose
z♯(w) = a♯(w)z(w)θˆ(z(w))
−1. Par de´finition (cf. [I] 2.7), z♯ est la restriction a` IF d’un
cocycle de´finissant ω♯. En [I] 2.7 (suite exacte suivant la suite (2)), il est montre´ que
z♯(w) est l’e´le´ment neutre de Z(Mˆ♯) si et seulement s’il existe b(w) ∈ Z(MˆSC) tel que
z(w) ∈ b(w)Tˆ θˆ,0 et asc(w) = θˆ(b(w))b(w)
−1.
Supposons que z♯(w) = 1. On fixe les choix pre´ce´dents d’ou` en particulier b(w) ∈
Z(MˆSC). On modifie z(w) en le remplac¸ant par z(w)b(w)
−1 ; ainsi z(w) ∈ Tˆ θˆ,0 et asc(w) =
1. Ainsi, avec (4),msc(w) est dans le commutant de ζscθˆ qui est un groupe connexe et son
imagem(w)z(w) est dans la composante connexe du commutant de ζ˜ dans Mˆ , c’est-a`-dire
Mˆ ′. Mais Mˆ ′ contient Tˆ θˆ,0 donc m(w) lui-meˆme est dans Mˆ ′. Puisque (m(w), w) ∈ M′,
on a (1, w) ∈M′ et M′ contient IF .
Re´ciproquement, supposons que (1, w) ∈M′ pour tout w ∈ IF . Alors on peut prendre
ci-dessus m(w) = 1. Il est alors clair que z♯(w) = 1 en reprenant la construction rappele´e
ci-dessus de cet e´le´ment. Cela de´montre (3).
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On termine la preuve du (ii) de la proposition. Le groupe TM♯ (o) agit par conju-
gaison sur C∞c (M˜(F )). Il s’en de´duit une action sur I(M˜(F ), ω) et, par dualite´, sur
Dge´om(M˜(F ), ω). La proprie´te´ de transformation des facteurs de transfert rappele´e ci-
dessus entraˆıne que, pour f ∈ C∞c (M˜(F )), les transferts a`M
′ de f et de ω♯(x)adx(f) sont
e´gaux. Par dualite´, il en re´sulte que ω♯(x)adx(transfert(δ)) = transfert(δ). On va faire
agir x par conjugaison mais pour que x agisse sur G˜(F ), il faut commencer par relever
x en un e´le´ment de G♯(F ), ou` G♯ = G/Z(G)
θ. Pour faire cela, posons T♯ = T/Z(G)
θ.
On commence par de´montrer que l’application T♯(o) → T
M
♯ (o) est surjective : le co-
noyau s’injecte dans H1(Gal(F nr/F ); (Z(M)θ/Z(G)θ)(onr)), ou` F nr est l’extension non
ramifie´e maximale de F et onr est son anneau d’entiers. Or Z(M)θ/Z(G)θ est un tore
(donc connexe) et ce groupe de cohomologie est nul par le the´ore`me de Lang. On rele`ve
donc x en un e´le´ment de T♯(ov). Par simple transport de structure, on a l’e´galite´
rG˜
M˜
(transfert(δ), K˜) = rG˜
M˜
(adx(transfert(δ)), adx(K˜)).
Puisque transfert(δ) se transforme par un caracte`re non trivial de TM♯ (o), il ne reste plus
qu’a` de´montrer que K˜ = adx(K˜). Certainement, adx conserve K puisque K est associe´
a` E . Il suffit donc de prouver qu’il existe γ ∈ K˜ tel que adx(γ) ∈ K˜. On a rappele´ en 1.5
que l’on pouvait choisir t ∈ T (onr) et e ∈ Z(G˜, E ;F nr) de sorte que γ = te appartienne
a` K˜. On rele`ve x en un e´le´ment y ∈ T (onr) et on e´crit
xγx−1 = yt ade(y
−1)e.
Les e´le´ments yt et ade(y
−1) sont dans T (onr). Ainsi yt ade(y
−1) ∈ T (onr) et aussi u =
yt ade(y
−1)t−1. Ainsi
xγx−1 ∈ ute = uγ,
avec u ∈ T (onr). Mais xγx−1 et γ sont dans G˜(F ) donc u ∈ T (onr)∩G(F ) = T (o) ⊂ K.
Ainsi xγx−1 ∈ K˜, ce qui est l’assertion cherche´e. 
2.2 Version globale du lemme fondamental ponde´re´
Le corps de base est de nouveau notre corps de nombres. On conside`re un triplet
(G, G˜, a) de´fini sur F . Soit U un ensemble fini de places tel que, contrairement a` l’ha-
bitude, U ∩ Vram = ∅ et soit M˜ ∈ L(M˜0). On a de´fini en [VI] 1.13 une forme line´aire
rG˜
M˜
(., K˜U) sur Dge´om(M˜(FU), ω) par
rG˜
M˜
(γ, K˜U) = J
G˜
M˜
(γ, 1K˜U ).
Supposons (G, G˜, a) quasi-de´ploye´ et a` torsion inte´rieure. Nous allons de´finir une
forme line´aire δ 7→ sG˜
M˜
(δ, K˜U) sur D
st
ge´om(M˜(FU)). Elle doit ve´rifier les proprie´te´s for-
melles habituelles. Elle doit aussi posse´der une proprie´te´ d’invariance relativement a`
l’action de GAD(FU) en le sens suivant. On oublie pour un temps que l’on a fixe´ en
1.1 les espaces hyperspe´ciaux K˜v. Soient K˜U et K˜
′
U deux sous-espaces hyperspe´ciaux de
G˜(FU) dont les groupes sous-jacents KU et K
′
U sont en bonne position relativement a`
M0. Supposons que K˜U et K˜
′
U soient conjugue´s par un e´le´ment de GAD(FU). On doit
alors avoir l’e´galite´
(1) sG˜
M˜
(δ, K˜ ′U) = s
G˜
M˜
(δ, K˜U)
26
pour tout δ. Comme en [II] 4.2, cette condition permet de ge´ne´raliser la de´finition au
cas ou` le groupe KU n’est pas suppose´ en bonne position relativement a` M0.
Soit s ∈ Z(Mˆ)ΓF , introduisons la donne´e endoscopique G′ = G′(s) de (G, G˜, a). In-
troduisons des donne´es auxiliaires G′1, G˜
′
1, C1, ξˆ1, K˜
′
1,U non ramifie´es dans U . Par une ex-
tension formelle des de´finitions, on de´finit s
G˜′1
M˜ ′1,λ1
(δ1, K˜
′
1,U) pour δ1 ∈ D
st
ge´om,λ1
(M˜ ′1(FU)).
Si on remplace les donne´es auxiliaires par d’autres donne´es G′2, ..., K˜
′
2,U , ces termes se
recollent pourvu que la fonction de recollement λ˜12,U ve´rifie l’e´galite´ λ˜12,U(γ1, γ2) = 1
pour γ1 ∈ K˜1,U et γ2 ∈ K˜2,U . Mais l’espace D
st
ge´om(MU) a e´te´ de´fini en conside´rant
des donne´es auxiliaires G′1, G˜
′
1, C1, ξˆ1,∆1,U et des fonctions de recollement identifiant les
facteurs de transfert. L’identification entre les deux types de donne´es auxiliaires se fait
bien suˆr en utilisant les facteurs de transfert ”non ramifie´s” : on de´duit des donne´es
G′1, G˜
′
1, C1, ξˆ1, K˜
′
1,U les donne´es G
′
1, G˜
′
1, C1, ξˆ1,∆1,U , ou` ∆1,U est le facteur de transfert
de´termine´ par le couple (K˜U , K˜
′
1,U). Les deux notions de recollement co¨ıncident alors. Les
formes line´aires pre´ce´demment de´finies se recollent en une forme line´aire sur Dstge´om(MU).
La proprie´te´ (1) montre qu’elle ne de´pend que de la classe de conjugaison par G′AD(FU)
de l’espace hyperspe´cial K˜ ′U de G˜
′(FU), laquelle ne de´pend que de K˜U lui-meˆme. Cela
justifie de noter cette forme line´aire
δ 7→ sG
′
M (δ, K˜U).
On peut alors poser la de´finition, pour δ ∈ Dstge´om(M˜(FU)) :
sG˜
M˜
(δ, K˜U) = r
G˜
M˜
(δ, K˜U)−
∑
s∈Z(Mˆ)ΓF /Z(Gˆ)ΓF ,s 6=1
iM˜(G˜, G˜
′(s))s
G′(s)
M (δ, K˜U).
Une preuve similaire a` celle de la proposition [VI] 4.2 montre que, pour δ = ⊗v∈Uδv,
on a l’e´galite´
sG˜
M˜
(δ, K˜U) =
∑
L˜U∈L(M˜U )
eG˜
M˜U
(M˜, L˜U)
∏
v∈U
sL˜
v
M˜v
(δv, K˜
L˜v
v ),
ou` les derniers termes sont les formes line´aires locales de´finies en [II] 4.2. Graˆce a` cette
e´galite´, les proprie´te´s formelles requises ainsi que la proprie´te´ (1) re´sultent des meˆmes
proprie´te´s de ces formes line´aires locales prouve´es en [II] 4.2.
Revenons au cas ou` (G, G˜, a) est quelconque. Soit M′ = (M ′,M′, ζ˜) une donne´e
endoscopique de (M, M˜, aM) non ramifie´e dans U . De nouveau, pour s˜ ∈ ζ˜Z(Mˆ)
ΓF ,θˆ, on
de´finit une forme line´aire δ 7→ s
G′(s˜)
M′ (δ, K˜U) sur D
st
ge´om(M
′
U). Pour un tel δ, on pose
rG˜,E
M˜
(M′, δ, K˜U) =
∑
s˜∈ζ˜Z(Mˆ)ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ
iM˜ ′(G˜, G˜
′(s˜))s
G′(s˜)
M′ (δ, K˜U).
Une preuve similaire a` celle de la proposition [VI] 4.5 montre que, pour δ = ⊗v∈Uδv, on
a l’e´galite´
rG˜,E
M˜
(M′, δ, K˜U) =
∑
L˜U∈L(M˜U )
dG˜
M˜U
(M˜, L˜U )
∏
v∈U
rL˜
v,E
M˜v
(M′, δv, K˜
L˜v
v ),
ou` les derniers termes sont les formes line´aires locales de´finies en 2.1. Graˆce a` cette e´galite´
et a` l’e´galite´ paralle`le concernant les termes rG˜
M˜
(γ, K˜U) (cf. [VI] 1.13) , la proposition
suivante re´sulte de celle du paragraphe pre´ce´dent.
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Proposition. Soit M′ une donne´e endoscopique elliptique et relevante de (M, M˜, aM)
et soit δ ∈ Dstge´om(M
′
V ). Alors
(i) si M′ est non ramifie´e dans U , on a l’e´galite´
rG˜
M˜
(transfert(δ), K˜U) = r
G˜,E
M˜
(M′, δ, K˜U);
(ii) si M′ n’est pas non ramifie´e dans U , on a l’e´galite´
rG˜
M˜
(transfert(δ), K˜U) = 0.
2.3 Enonce´ des formules de scindage
On conside`re un triplet quelconque (G, G˜, a) et deux ensembles finis V et S de places
de F tels que Vram ⊂ V ⊂ S.
Soit M˜ ∈ L(M˜0). Choisissons une paire de Borel e´pingle´e E = (B, T, (Eα)α∈∆)
de G telle que M soit standard. Alors M de´termine un sous-ensemble ∆M ⊂ ∆ et
(B, T, (Eα)a∈∆M ) est une paire de Borel e´pingle´e de M . En identifiant ces paires aux
paires de Borel e´pingle´es de G et M , on a une inclusion naturelle Stab(M˜(F )) ⊂
Stab(G˜(F )), qui de´pend du choix de E . Il s’en de´duit une application Stab(M˜(F )) →
Stab(G˜(F )). Celle-ci ne de´pend plus du choix de E . On la note simplement XM 7→
X . Pour XM ∈ Stab(M˜(F )), on a de´fini en 1.9 une distribution A
M˜(S,XM , ω) ∈
Dge´om(M˜(FS), ω)⊗Mes(M(FS))
∗. Cet espace est le produit tensoriel deDge´om(M˜(F
V
S ), ω)⊗
Mes(M(F VS ))
∗ et de Dge´om(M˜(FV ), ω) ⊗Mes(M(FV ))
∗. De plus, le choix des mesures
canoniques identifie Mes(M(F VS ))
∗ a` C. On peut donc e´crire
(1) AM˜(S,XM , ω) =
∑
i=1,...,n(XM)
kM˜i (XM , ω)
V
S ⊗ A
M˜
i (XM , ω)V
avec des kM˜i (XM , ω)
V
S ∈ Dge´om(M˜(F
V
S ), ω) et des A
M˜
i (XM , ω)V ∈ Dge´om(M˜(FV ), ω) ⊗
Mes(M(FV ))
∗. On note AG˜i (XM , ω)V ∈ Dge´om(G˜(FV ), ω) ⊗ Mes(G(FV ))
∗ l’induite de
AM˜i (XM , ω)V . On a rappele´ dans le paragraphe pre´ce´dent la forme line´aire r
G˜
M˜
(., K˜S−V )
et on en a de´fini divers avatars. Nous modifions le´ge`rement leur notation en remplac¸ant
K˜S−V par K˜
V
S .
Soit X ∈ Stab(G˜(F )). Il re´sulte de la de´finition de 1.9 et de [VI] 2.3(9) que l’on a
l’e´galite´
(2) AG˜(V,X , ω) =
∑
M˜∈L(M˜0)
|W M˜ ||W G˜|−1
∑
XM∈Stab(M˜(F )),XM 7→X∑
i=1,...,n(XM)
rG˜
M˜
(kM˜i (XM , ω)
V
S , K˜
V
S )A
G˜
i (XM , ω)V .
Supposons (G, G˜, a) quasi-de´ploye´ et a` torsion inte´rieure. Pour M˜ ∈ L(M˜0) et XM ∈
Stab(M˜(F )), on a de´fini la distribution SAM˜(S,XM) en 1.10. Si M˜ 6= G˜, elle est stable
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d’apre`s le the´ore`me 1.10(ii) et nos hypothe`ses de re´currence. Si M˜ = G˜, supposons qu’elle
est stable. On peut alors la de´composer comme en (1) en
(3) SAM˜(S,XM) =
∑
i=1,...,n(XM)
SkM˜i (XM)
V
S ⊗ SA
M˜
i (XM)V
avec des SkM˜i (XM)
V
S ∈ D
st
ge´om(M˜(F
V
S )) et des SA
M˜
i (XM)V ∈ D
st
ge´om(M˜(FV ))⊗Mes(M(FV ))
∗.
On note SAG˜i (XM)V ∈ D
st
ge´om(G˜(FV ))⊗Mes(G(FV ))
∗ l’induite de SAM˜i (XM)V .
Revenons au cas ou` (G, G˜, a) est quelconque. Pour X ∈ Stab(G˜(F )), on a de´fini une
distribution AG˜,E(S,X , ω) en 1.10. On peut la de´composer de la meˆme fac¸on qu’en (1) :
(4) AG˜,E(S,X , ω) =
∑
i=1,...,n(X )
kG˜,Ei (X , ω)
V
S ⊗A
G˜,E
i (X , ω)V
avec des kG˜,Ei (XM , ω)
V
S ∈ Dge´om(G˜(F
V
S ), ω) et des A
G˜,E
i (X , ω)V ∈ Dge´om(G˜(FV ), ω) ⊗
Mes(G(FV ))
∗.
Proposition. Soit X ∈ Stab(G˜(F )).
(i) On a l’e´galite´
AG˜,E(V,X , ω) =
∑
i=1,...,n(X )
rG˜(kG˜,Ei (X , ω)
V
S , K˜
V
S )A
G˜,E
i (X , ω)V
+
∑
M˜∈L(M˜0),M˜ 6=G˜
|W M˜ ||W G˜|−1
∑
XM∈Stab(M˜ (F )),XM 7→X
∑
i=1,...,n(XM)
rG˜
M˜
(kM˜i (XM , ω)
V
S , K˜
V
S )A
G˜
i (XM , ω)V .
(ii) Supposons que (G, G˜, a) soit quasi-de´ploye´ et a` torsion inte´rieure et que SAG˜(S,X )
soit stable. Alors on a l’e´galite´
SAG˜(V,X ) =
∑
M˜∈L(M˜0)
|W M˜ ||W G˜|−1
∑
XM∈Stab(M˜(F )),XM 7→X∑
i=1,...,n(XM)
sG˜
M˜
(SkM˜i (XM)
V
S , K˜
V
S )SA
G˜
i (XM)V .
2.4 Preuve de la proposition 2.3
Prouvons le (i) de cette proposition. Si (G, G˜, a) est quasi-de´ploye´ et a` torsion inte´rieure,
on a par de´finition les e´galite´s AG˜,E(V,X , ω) = AG˜(V,X , ω) et AG˜,E(S,X , ω) = AG˜(S,X , ω).
La formule a` prouver n’est autre que 2.3(2). On suppose maintenant que (G, G˜, a) n’est
pas quasi-de´ploye´ et a` torsion inte´rieure.
Soient G′ ∈ E(G˜, a, S) et M˜ ′ ∈ L(M˜ ′0) (ou` M˜
′
0 est le Levi minimal fixe´ dans G˜
′). Soit
XM ′ ∈ Stab(M˜
′(F )). Supposons que M˜ ′ soit relevant. Alors il existe un espace de Levi M˜
de G˜ tel que M˜ ′ apparaisse comme l’espace associe´ a` une donne´e endoscopique elliptique
M′ de (M, M˜, aM ). Comme on l’a dit en 1.10, des formalite´s permettent de de´finir des
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distributions SAM
′
(V,XM ′) et SA
M′(S,XM ′). On peut de´composer cette dernie`re par
une formule similaire a` 2.3(3) :
(1) SAM
′
(S,XM ′) =
∑
i=1,...,n(XM′)
SkM
′
i (XM ′)
V
S ⊗ SA
M′
i (XM ′)V .
On note SAG
′
i (XM ′)V l’induite a` G
′ de SAM
′
i (XM ′)V .
Soient G′ ∈ E(G˜, a, V ) et XG′ ∈ Stab(G˜(F )). Montrons que l’on a l’e´galite´
(2) transfert(SAG
′
(V,XG′)) =
∑
M˜ ′∈L(M˜ ′0),M˜
′ relevant
|WM
′
||WG
′
|−1
∑
XM′∈Stab(M˜
′(F )),XM′ 7→XG′
∑
i=1,...,n(XM′)
sG
′
M′(Sk
M′
i (XM ′)
V
S , K˜
V
S ) transfert(SA
G′
i (XM ′)V ).
Preuve. On fixe des donne´es auxiliaires G′1 etc... pourG
′. Alors SAG
′
(V,XG′) s’identifie a`
une distribution que l’on peut noter SA
G˜′1
λ1
(V,XG′). Graˆce a` nos hypothe`ses de re´currence
et a` quelques formalite´s, on peut lui appliquer le (ii) de la proposition 2.3. On applique
ensuite l’application de transfert a` la formule obtenue. On obtient une formule similaire
a` celle ci-dessus. Plus pre´cise´ment, on obtient une somme sur M˜ ′ ∈ L(M˜ ′0) de certains
termes, notons-les X(M˜ ′). On voit facilement que, si M˜ ′ est relevant, X(M˜ ′) est e´gal au
terme indexe´ par M˜ ′ intervenant dans (2). Il faut montrer que, si M˜ ′ n’est pas relevant,
X(M˜ ′) est nul. En tout cas, X(M˜ ′) est un transfert d’un e´le´ment de Dstge´om,λ1(G˜
′
1(FV ))⊗
Mes(G′(FV ))
∗ qui est induit a` partir d’un e´le´ment deDstge´om,λ1(M˜
′
1(FV ))⊗Mes(M
′(FV ))
∗.
Il s’ensuit que, pour que X(M˜ ′) soit nul, il suffit qu’il existe une place v ∈ V telle que
l’espace de Levi localise´ M˜ ′v ne soit pas relevant. Par hypothe`se, M˜
′ n’est pas relevant. Par
de´finition, cela signifie soit que M˜ ′(F ) = ∅, soit qu’il existe v ∈ V al(F ) tel que M˜ ′v n’est
pas relevant. La premie`re possibilite´ est exclue : G′ est relevant, donc G˜′(F ) 6= ∅ et alors
M˜ ′(F ) 6= ∅ puisque M˜ ′ est un espace de Levi de G˜′. Donc il existe une place v ∈ V al(F )
telle que M˜ ′v n’est pas relevant. Il reste a` montrer qu’une telle place appartient a` V .
Pour v 6∈ V , G est quasi-de´ploye´ sur Fv donc il existe un espace de Levi M˜v de G˜v tel
que M˜ ′v apparaisse comme l’espace associe´ a` une donne´e endoscopique elliptique M
′
v de
(Mv, M˜v, aMv). Parce que G
′ est non ramifie´e en v,M′v l’est aussi. AlorsM
′
v est relevante
d’apre`s le lemme [I] 6.2. 
On applique la formule de de´finition 1.10(3) et la formule (2) ci-dessus. On obtient
AG˜,E(V,X , ω) =
∑
G′∈E(G˜,a,V )
∑
XG′∈Stab(G˜
′(F )),XG′ 7→X
i(G˜, G˜′)
∑
M˜ ′∈L(M˜ ′0),M˜
′ relevant
|WM
′
||WG
′
|−1
∑
XM′∈Stab(M˜
′(F )),XM′ 7→XG′
∑
i=1,...,n(XM′)
sG
′
M′(Sk
M′
i (XM ′)
V
S , K˜
V
S ) transfert(SA
G′
i (XM ′)V ).
Pour un e´le´ment G′ ∈ E(G˜, a) et un espace de Levi M˜ ′ de G˜′, que l’on identifiera dans
la notation a` une ”donne´e de Levi” M′, de´finissons un terme S(G′,M′) de la fac¸on
suivante. Si G′ n’est pas non ramifie´e hors de V ou si M′ n’est pas relevant, on pose
S(G′,M′) = 0. Si G′ est non ramifie´e hors de V et si M′ est relevant, on pose
S(G′,M′) =
∑
XG′∈Stab(G˜
′(F )),XG′ 7→X
∑
XM′∈Stab(M˜
′(F )),XM′ 7→XG′
∑
i=1,...,n(XM′)
sG
′
M′(Sk
M′
i (XM ′)
V
S , K˜
V
S )
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transfert(SAG
′
i (XM ′)V ).
La formule ci-dessus se re´crit
AG˜,E(V,X , ω) =
∑
G′∈E(G˜,a,V )
i(G˜, G˜′)
∑
M˜ ′∈L(M˜ ′0)
|WM
′
||WG
′
|−1S(G′,M′).
On peut appliquer la proposition [VI] 6.5. La formule de cette proposition fait apparaˆıtre
des Levi Mˆ du groupe dual Gˆ. Cela parce que l’on conside´rait une situation ge´ne´rale
ou` le terme S(G′,M′) pouvait eˆtre non nul meˆme si M′ n’e´tait pas relevant. Ici, seuls
peuvent apparaˆıtre des M′ qui sont relevants et des Mˆ correspondant a` des espaces de
Levi M˜ de G˜. On peut re´crire cette proposition en sommant sur de tels espaces M˜ et de
telles donne´es endoscopiques de (M, M˜, aM). On obtient
(3) AG˜,E(V,X , ω) =
∑
M˜∈L(M˜0)
|W M˜ ||W G˜|−1
∑
M′∈E(M˜,aM )
i(M˜, M˜ ′)
∑
s˜∈ζ˜Z(Mˆ)ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ
iM˜ ′(G˜, G˜
′(s˜))S(G′(s˜),M′).
On a note´ simplement ζ˜ le terme tel que M′ = (M ′,M′, ζ˜). On peut limiter la somme
en M′ aux e´le´ments de E(M˜, aM , V ). En effet, si M
′ n’est pas ramifie´ hors de V , les
donne´es G′(s˜) apparaissant ne sont pas non plus non ramifie´es hors de V et les termes
S(G′(s˜),M′) sont nuls. D’autre part, fixons M˜ , M′ et s˜ intervenant ci-dessus. On a un
diagramme commutatif
Stab(M˜ ′(F )) → Stab(G˜′(s˜;F ))
↓ ↓
Stab(M˜(F )) → Stab(G˜(F ))
Dans la de´finition de S(G′(s˜),M′), on peut donc remplacer la double somme en XG′(s˜)
tel que XG′(s˜) 7→ X et en XM ′ tel que XM ′ 7→ XG′(s˜) par une double somme sur XM ∈
Stab(M˜(F )) tel que XM 7→ X et sur XM ′ ∈ Stab(M˜
′(F )) tel que XM ′ 7→ XM . On a
aussi l’e´galite´ transfert(SA
G′(s˜)
i (XM ′)V ) = (transfert(SA
M′
i (XM ′)V ))
G˜. On obtient
S(G′(s˜),M′) =
∑
XM∈Stab(M˜(F )),XM 7→X
∑
XM′∈Stab(M˜
′(F )),XM′ 7→XM∑
i=1,...,n(XM′)
s
G′(s˜)
M′ (Sk
M′
i (XM ′)
V
S , K˜
V
S )(transfert(SA
M′
i (XM ′)V ))
G˜.
Pour XM ′ ∈ Stab(M˜
′(F )), posons
(4) b(M′,XM ′) =
∑
i=1,...,n(XM′)
(transfert(SAM
′
i (XM ′)V ))
G˜
∑
s˜∈ζ˜Z(Mˆ)ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ
iM˜ ′(G˜, G˜
′(s˜))s
G′(s˜)
M′ (Sk
M′
i (XM ′)
V
S , K˜
V
S ).
Pour XM ∈ Stab(M˜(F )), posons
(5) B(M˜,XM) =
∑
M′∈E(M˜,aM ,V )
i(M˜, M˜ ′)
∑
XM′∈Stab(M˜
′(F )),XM′ 7→XM
b(M′,XM ′).
31
Les conside´rations ci-dessus permettent de re´crire l’e´galite´ (3) sous la forme
(6) AG˜,E(V,X , ω) =
∑
M˜∈L(M˜0)
|W M˜ ||W G˜|−1
∑
XM∈Stab(M˜ (F )),XM 7→X
B(M˜,XM).
Dans la formule (4), on reconnaˆıt la somme en s˜ : elle est e´gale a` rG˜,E
M˜
(M′, SkM
′
i (XM ′)
V
S , K˜
V
S ).
On applique la proposition 2.2(i) et on obtient
(7) b(M′,XM ′) =
∑
i=1,...,n(XM′)
rG˜
M˜
(transfert(SkM
′
i (XM ′)
V
S ), K˜
V
S )
(transfert(SAM
′
i (XM ′)V ))
G˜.
On a suppose´ ici M′ non ramifie´ hors de V . Mais le membre de droite ci-dessus conserve
un sens si M′ est seulement non ramifie´ hors de S. Pour un tel M′, on de´finit b(M′,XM ′)
par l’e´galite´ (7). SiM′ est non ramifie´ hors de S mais pas hors de V , on a b(M′,XM ′) = 0 :
cela re´sulte de la proposition 2.2(ii). Dans la de´finition (5), on peut donc e´tendre la somme
en M′ ∈ E(M˜, aM , V ) en une somme en M
′ ∈ E(M˜, aM , S). C’est-a`-dire
(8) B(M˜,XM) =
∑
M′∈E(M˜,aM ,S)
i(M˜, M˜ ′)
∑
XM′∈Stab(M˜
′(F )),XM′ 7→XM
b(M′,XM ′).
On note AG˜,E(V,X , ω) le membre de droite de l’e´galite´ du (i) de la proposition 2.3.
Pour M˜ ∈ L(M˜0) et XM ∈ Stab(M˜(F )), posons
- si M˜ 6= G˜,
B(M˜,XM) =
∑
i=1,...,n(XM)
rG˜
M˜
(kM˜i (XM , ω)
V
S , K˜
V
S )A
G˜
i (XM , ω)V ;
- si M˜ = G˜,
B(G˜,XG) =
∑
i=1,...,n(XG)
rG˜,E(kG˜,Ei (XG, ω)
V
S , K˜
V
S )A
G˜,E
i (XG, ω)V .
On a alors
(9) AG˜,E(V,X , ω) =
∑
M˜∈L(M˜0)
|W M˜ ||W G˜|−1B(M˜,XM).
Fixons M˜ ∈ L(M˜0) et XM ∈ Stab(M˜(F )). Par de´finition, on a
AM˜,E(S,XM , ω) =
∑
M′∈E(M˜ ,aM ,V )
i(M˜, M˜ ′)
∑
XM′∈Stab(M˜
′(F )),XM′ 7→XM
transfert(SAM
′
(S,XM ′)).
En utilisant (1), on obtient
AM˜,E(S,XM , ω) =
∑
M′∈E(M˜,aM ,S)
i(M˜, M˜ ′)
∑
XM′∈Stab(M˜
′(F )),XM′ 7→XM∑
i=1,...,n(XM′)
transfert(SkM
′
i (XM ′)
V
S )transfert(SA
M′
i (XM ′)V ).
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Si M˜ 6= G˜, on a AM˜,E(S,XM , ω) = A
M˜(S,XM , ω) d’apre`s les hypothe`ses de re´currence.
Alors la de´composition ci-dessus est de la forme 2.3(1) : l’ensemble d’indices {1, ..., n(XM)}
est la re´union disjointe des {1, ..., n(XM ′)} sur les M
′ et XM ′ intervenant ci-dessus. Si
M˜ = G˜, cette de´composition est de meˆme de la forme 2.3(4). Il en re´sulte par de´finition
que
B(M˜,XM) =
∑
M′∈E(M˜ ,aM ,S)
i(M˜, M˜ ′)
∑
XM′∈Stab(M˜
′(F )),XM′ 7→XM∑
i=1,...,n(XM′)
rG˜
M˜
(transfert(SkM
′
i (XM ′)
V
S ), K˜
V
S )(transfert(SA
M′
i (XM ′)V ))
G˜.
En utilisant (7) et (8), on voit que
B(M˜,XM) = B(M˜,XM).
Alors les membres de droite de (6) et (9) co¨ıncident. Cela prouve l’e´galite´
(10) AG˜,E(V,X , ω) = AG˜,E(V,X , ω),
ce qui est le (i) de la proposition 2.3.
Prouvons maintenant le (ii) de cette proposition. On suppose (G, G˜, a) quasi-de´ploye´
et a` torsion inte´rieure. Soit X ∈ Stab(G˜(F )). La formule 1.10(3) se modifie en
AG˜,E(V,X ) = SAG˜(V,X ) +
∑
G′∈E(G˜,a,V ),G′ 6=G∑
XG′∈Stab(G˜
′(F )),XG′ 7→X
i(G˜, G˜′)transfert(SAG
′
(V,XG′)).
PourG′ 6= G, on a encore l’e´galite´ (2) et on peut remplacer le terme transfert(SAG
′
(V,XG′))
ci-dessus par le membre de droite de cette e´galite´. Pour G′ = G, le membre de droite
de (2) est e´gal au membre de droite de l’e´galite´ du (ii) de la proposition 2.3. On ne
sait pas qu’il est e´gal a` SAG˜(V,X ), c’est ce qu’on veut prouver. Mais on peut remplacer
SAG˜(V,X ) par le membre de droite de (2), plus un nombre C dont on veut prouver qu’il
est nul. Le calcul se poursuit comme pre´ce´demment et on obtient l’e´galite´
AG˜,E(V,X ) = C + AG˜,E(V,X ).
Mais, comme on l’a dit au de´but de la preuve, dans notre situation quasi-de´ploye´e a`
torsion inte´rieure, le (i) de la proposition 2.3, c’est-a`-dire l’e´galite´ (10), est tautologique.
On conclut C = 0, ce qui prouve le (ii) de la proposition 2.3.
2.5 Extension de l’ensemble fini de places
Corollaire. (i) Soit V un ensemble fini de places de F contenant Vram et soit X ∈
Stab(G˜(F )). Supposons qu’il existe un ensemble fini S de places de F contenant V et
tel que l’assertion du the´ore`me 1.10(i) soit ve´rifie´e pour le couple (S,X ). Alors cette
assertion est ve´rifie´e pour le couple (V,X ).
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(ii) Supposons (G, G˜, a) quasi-de´ploye´ et a` torsion inte´rieure. Alors la meˆme proprie´te´
vaut pour le the´ore`me 1.10(ii).
Preuve. Si AG˜,E(S,X , ω) = AG˜(S,X , ω), on peut supposer que les de´compositions 2.3
(1) et 2.3 (4) de cette distribution co¨ıncident. L’e´galite´ 2.3(2) et celle du (i) de la pro-
position 2.3 entraˆınent alors l’e´galite´ AG˜,E(V,X , ω) = AG˜(V,X , ω). Supposons (G, G˜, a)
quasi-de´ploye´ et a` torsion inte´rieure. L’hypothe`se du (ii) de la proposition 2.3 est ve´rifie´e.
La formule de cette proposition exprime SAG˜(V,X ) comme combinaison line´aire de dis-
tributions stables. Donc SAG˜(V,X ) est stable. La distribution SAG˜(S,X ) ne de´pend
que des classes de conjugaison par GAD(Fv) des K˜v pour v 6∈ S. Elle ne de´pend pas des
K˜v pour v ∈ S − V . Pour un espace de Levi M˜ ∈ L(M˜0) et pour XM ∈ Stab(M˜(F )),
la distribution SAM˜(S,XM˜) ve´rifie les meˆmes proprie´te´s. En effet, elle ne de´pend que
des classes de conjusaison par MAD(Fv) des K˜v ∩ M˜(Fv) pour v 6∈ S. On a vu dans
la preuve de [II] 4.2(3) que, si K˜v et K˜
′
v sont conjugue´s par un e´le´ment de GAD(Fv) et
sont tous deux en bonne position relativement a` M , alors les espaces K˜v ∩ M˜(Fv) et
K˜ ′v ∩ M˜(Fv) sont conjugue´s par un e´le´ment de Mad(Fv). L’assertion s’ensuit. Alors, pour
v 6∈ S, la formule du (ii) de la proposition 2.3 ne de´pend que de la classe de conjugaison
par GAD(Fv) de K˜v. Pour v ∈ S − V , la formule ne de´pend des K˜v que par les formes
line´aires sG˜
M˜
(., K˜VS ). Or, d’apre`s 2.2(1), celles-ci ne de´pendent que des classes de conju-
gaison par GAD(Fv) des K˜v pour v ∈ S − V . Finalement, SA
G˜(V,X ) ne de´pend que des
classes de conjugaison par GAD(Fv) des K˜v pour v 6∈ V . 
3 Enonce´s de nouveaux the´ore`mes
3.1 Le the´ore`me d’Arthur
Supposons ici G = G˜, a = 1, K˜v = Kv pour tout v 6∈ V .
The´ore`me. Sous ces hypothe`ses, les the´ore`mes 1.10(i) et (ii) sont ve´rifie´s.
C’est l’un des principaux re´sultats de l’article d’Arthur ([A1] global theorem 1’). La
preuve que nous donnerons des the´ore`mes 1.10(i) et (ii) e´tant directement inspire´e de celle
d’Arthur, nous pourrions aussi bien les rede´montrer entie`rement. Mais cela n’aurait aucun
inte´reˆt. Nous pre´fe´rons simplifier un peu la noˆtre en utilisant le re´sultat d’Arthur. La
proprie´te´ 1.10(1) de SAG(V,X ) n’est pas clairement e´nonce´e par Arthur, mais est incluse
dans sa de´monstration. On la retrouve en tout cas de la fac¸on suivante. Conside´rons
d’autres sous-groupes hyperspe´ciaux K ′v pour v 6∈ V , soumis aux conditions de [VI] 1.1.
Ces conditions impliquent qu’il existe un ensemble fini de places S contenant V tel que
K ′v = Kv pour v 6∈ S. La distribution SA
G(S,X ) ne change donc pas quand on remplace
les Kv par les K
′
v. On sait qu’elle est stable d’apre`s le the´ore`me d’Arthur. De plus, pour
v ∈ S − V , les compacts Kv et K
′
v sont conjugue´s par un e´le´ment de GAD(Fv) : il en est
ainsi pour tout couple de sous-groupes compacts hyperspe´ciaux. La preuve du corollaire
2.5 montre que la distribution SAG(V,X ) ne change pas non plus quand on remplace les
Kv par les K
′
v.
34
En fait, nous n’utiliserons le the´ore`me d’Arthur que pour l’e´le´ment X correspondant a`
la classe de conjugaison stable re´duite a` {1}. Dans ce cas, on note plutoˆt nos distributions
AG˜,Eunip(V ) et SA
G˜
unip(V ).
3.2 De´finition d’une autre distribution stable
On suppose que (G, G˜, a) est quasi-de´ploye´ et a` torsion inte´rieure. Soient X ∈
Stab(G˜(F )) et V un ensemble fini de places contenant Vram. On a vu que X corres-
pondait a` une classe de conjugaison stable dans G˜ss(F ). On sait qu’il existe un e´le´ment
ǫ de cette classe telle que Gǫ soit quasi-de´ploye´. On fixe un tel ǫ. Soit Uǫ un voisinage
ouvert de l’unite´ dans Gǫ(FV ) qui ve´rifie les conditions suivantes :
x ∈ Uǫ si et seulement si sa partie semi-simple xss appartient a` Uǫ ;
si x ∈ Uǫ et y ∈ Gǫ(FV ) sont conjugue´s par un e´le´ment de ZG(ǫ; F¯V ) (ou` F¯V =∏
v∈V F¯v), alors y ∈ Uǫ.
On note U˜ l’ensemble des e´le´ments de G˜(FV ) dont la partie semi-simple est stablement
conjugue´e a` un e´le´ment de Uǫǫ. On note SI(U˜), resp. SI(Uǫ), le sous-espace des e´le´ments
de SI(G˜(FV )), resp. SI(Gǫ(FV )), a` support dans U˜ , resp. Uǫ. On pose Ξǫ = ZG(ǫ)/Gǫ. Ce
groupe est naturellement muni d’une action galoisienne. On a e´tabli en [I] lemme 4.8 un
isomorphisme de descente descstǫ : SI(U˜) ⊗Mes(G(FV )) ≃ SI(Uǫ)
Ξ
ΓFV
ǫ ⊗Mes(Gǫ(FV ))
pourvu que Uǫ soit assez petit. Dans cette re´fe´rence, on avait fixe´ les mesures mais
l’isomorphisme devient canonique quand on l’e´crit sous la forme ci-dessus. Rappelons la
caracte´risation de l’isomorphisme. Soit x ∈ Uǫ tel que xǫ ∈ G˜reg(FV ). Fixons une mesure
de Haar sur (Gǫ)x(FV ) = Gxǫ(FV ). Rappelons que la donne´e de x et de la mesure de´finit
un e´le´ment de Dstorb(Uǫ)⊗Mes(Gǫ(FV ))
∗, a` savoir l’inte´grale orbitale stable SGǫ(x, .). De
meˆme, la donne´e de xǫ et de la mesure de´finit une inte´grale orbitale stable SG˜(xǫ, .).
Soient alors f ∈ SI(U˜)⊗Mes(G(FV )) et fǫ = desc
st
ǫ (f). On a l’e´galite´
SGǫ(x, fǫ) = S
G˜(xǫ, f).
Les distributions de 1.10 de´pendent d’une mesure sur AG fixe´e en [VI] 1.3. On doit
aussi fixer une mesure sur AGǫ . Dans le cas ge´ne´ral, le choix est arbitraire. Mais, si on
suppose ǫ elliptique, on a AGǫ = AG et on choisit la mesure de´ja` fixe´e sur ce dernier
espace.
Rappelons que, pour tout groupe re´ductif connexe H de´fini sur F , on pose
τ(H) = |π0(Z(Hˆ)
ΓF )||ker1(F, Z(Gˆ))|−1,
cf. [VI] 5.1. Supposons
(1) S(X ) ⊂ V .
On de´finit une distribution SAG˜(V,X ) ∈ Dge´om(G˜(FV ))⊗Mes(G(FV ))
∗ de la fac¸on
suivante. Si X n’est pas elliptique ou si V ne contient pas S(X , K˜), on pose SAG˜(V,X ) =
0. Supposons
(2) X est elliptique et S(X , K˜) ⊂ V .
Soit f ∈ C∞c (G˜(FV ))⊗Mes(G(FV )). On restreint f a` U˜ . On conside`re l’image dans
SI(U˜) ⊗ Mes(G(FV )) de cette restriction. On note fǫ ∈ SI(Uǫ)
Ξ
ΓFV
ǫ ⊗ Mes(Gǫ(FV ))
l’image de l’e´le´ment obtenu par l’isomorphisme descstǫ . On pose
IG˜(SAG˜(V,X ), f) = |ΞΓFǫ |τ(G)τ(Gǫ)
−1SGǫ(SAGǫunip(V ), fǫ).
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Rappelons que l’on sait que SAGǫunip(V ) est stable et inde´pendante de tout choix de
sous-groupes compacts hyperspe´ciaux, cf. 3.1. Cela donne un sens a` cette de´finition.
Puisque SAGǫunip(V ) est a` support unipotent, la de´finition ne de´pend pas du choix de Uǫ.
Elle ne de´pend pas non plus du choix de ǫ. En effet, remplac¸ons ǫ par ǫ′ ve´rifiant les meˆmes
proprie´te´s. On peut fixer y ∈ G tel que y−1ǫy = ǫ′ et yσ(y)−1 ∈ Gǫ pour tout σ ∈ ΓF .
Parce que l’on suppose Gǫ et Gǫ′ quasi-de´ploye´s, on peut supposer que ady−1 envoie une
paire de Borel e´pingle´e de´finie sur F de Gǫ sur une telle paire de de Gǫ′. Cela entraˆıne
que yσ(y)−1 appartient au centre de Gǫ. Alors l’isomorphisme ady−1 : Gǫ → Gǫ′ est de´fini
sur F . Cet isomorphisme identifie SAGǫunip(V ) a` SA
Gǫ′
unip(V ) et fǫ a` fǫ′. L’inde´pendance
affirme´e s’ensuit.
Remarquons que
(3) SAG˜(V,X ) est stable.
En effet, si l’image de f dans SI(G˜(FV )) ⊗ Mes(G(FV )) est nulle, alors fǫ = 0.
L’assertion s’ensuit.
La distribution SAG˜(V,X ) de´pend e´videmment de diverses donne´es. Mais, quant a`
sa de´pendance des espaces hyperspe´ciaux K˜v, on a
(4) SAG˜(V,X ) ne de´pend que des classes de conjugaison par GAD(Fv) des K˜v pour
v 6∈ V .
En effet, la de´finition ci-dessus ne de´pend des K˜v pour v 6∈ V que par la condition
S(X , K˜) ⊂ V . Or, d’apre`s la de´finition de l’ensemble S(X , K˜), cette condition ne de´pend
que des classes de conjugaison par GAD(Fv) des K˜v pour v 6∈ V .
The´ore`me . Pour tout X ∈ Stab(G˜(F )) et tout V contenant S(X ), on a l’e´galite´
SAG˜(V,X ) = SAG˜(V,X ).
Cela sera de´montre´ en 3.4.
3.3 Enonce´ du the´ore`me principal
En [III] 6.3, on a de´fini certains triplets (G, G˜, a) particuliers. Dans cette re´fe´rence,
le corps de base e´tait local non-archime´dien, mais les de´finitions et re´sultats valent aussi
bien sur notre corps de nombres. Conside´rons un tel triplet. Rappelons que G est quasi-
de´ploye´ sur F et simplement connexe. On a a = 1. Notons ΘF l’ensemble des η ∈ G˜(F )
tels qu’il existe une paire de Borel e´pingle´e E de G de´finie sur F de sorte que adη conserve
E . Cet ensemble n’est pas vide. L’ensemble des classes de conjugaison stable contenant
un e´le´ment de ΘF , que l’on note ΘF/st − conj, est en bijection avec Z(G˜)
ΓF . De plus,
l’application naturelle
Z(G˜)→ (T ∗/(1− θ∗)(T ∗))×Z(G) Z(G˜)
est injective, cf. preuve de [III] 6.3(3). On voit alors que l’ensemble ΘF/st − conj est
parame´tre´ par le sous-ensemble fini Stabexcep(G˜(F )) de Stab(G˜(F )) de´fini de la fac¸on
suivante. C’est l’ensemble des (µ, ωG¯) tels que µ appartienne a` l’image de Z(G˜)
ΓF par
l’application pre´ce´dente. On a alors W (µ) = W θ
∗
donc ωG¯ est force´ment trivial. L’indice
excep signifie exceptionnel. Si (G, G˜, a) n’est pas l’un des triplets de´finis en [III] 6.3, on
pose Stabexcep(G˜(F )) = ∅.
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Conside´rons un triplet (G, G˜, a) quelconque.
The´ore`me . Soient X ∈ Stab(G˜(F )) et V un ensemble fini de places contenant S(X ).
On suppose X 6∈ Stabexcep(G˜(F )). Alors on a l’e´galite´
AG˜(V,X , ω) =
∑
G′∈E(G˜,a,V )
∑
X ′∈Stab(G′(F ));X ′ 7→X
i(G˜, G˜′)transfert(SAG
′
(V,X ′)).
D’apre`s 1.7(3), on a S(X ′) ⊂ S(X ) ⊂ V pour tout X ′ intervenant ci-dessus. Alors
les termes SAG
′
(V,X ′) sont de´duits de ceux de´finis au paragraphe pre´ce´dent par les
constructions formelles habituelles. La de´monstration du the´ore`me occupe les sections 5
a` 8.
3.4 Le the´ore`me 3.3 implique les the´ore`mes 3.2, 1.10(ii) et [VI]
5.2
On suppose que (G, G˜, a) est quasi-de´ploye´ et a` torsion inte´rieure. En particulier,
ce n’est pas l’un des triplets de´finis en [III] 6.3 et l’ensemble Stabexcep(G˜(F )) est vide.
Soient X ∈ Stab(G˜(F )) et V un ensemble fini de places contenant S(X ). Soient G′ ∈
E(G˜, V ) tel que G′ 6= G et X ′ ∈ Stab(G˜′(F )) tel que X ′ 7→ X . Comme on l’a dit, on a
S(X ′) ⊂ S(X ) ⊂ V et on peut appliquer le the´ore`me 3.2 par re´currence : SAG
′
(V,X ′) =
SAG
′
(V,X ′). L’e´galite´ du the´ore`me 3.3 se re´crit
AG˜(V,X ) = SAG˜(V,X )+
∑
G′∈E(G˜,V ),G′ 6=G
∑
X ′∈Stab(G′(F ));X ′ 7→X
i(G˜, G˜′)transfert(SAG
′
(V,X ′)).
En utilisant la de´finition 1.10(2), cela entraˆıne
SAG˜(V,X ) = SAG˜(V,X ),
ce qui prouve le the´ore`me 3.2.
Graˆce au the´ore`me 3.2, les proprie´te´s 3.2(3) et 3.2(4) de la distribution SAG˜(V,X )
impliquent l’assertion du the´ore`me 1.10(ii) sous la restriction S(X ) ⊂ V . Le corollaire
2.5 permet de supprimer cette restriction, d’ou` le the´ore`me 1.10(ii).
Soit V un ensemble fini de places de F contenant Vram. En utilisant le the´ore`me
1.10(ii), la proposition 1.12(iii) entraˆıne que SAG˜(V,OV ) est stable pour tout OV ∈
G˜ss(FV )/st− conj et qu’elle ne de´pend que des classes de conjugaison par GAD(Fv) des
K˜v pour v 6∈ V . Ce sont les assertions du the´ore`me [VI] 5.2.
A ce point, on peut remarquer que le the´ore`me 3.2 permet de retrouver la formule
habituelle pour une distribution SAG˜(V,OV ) associe´e a` une classe de conjugaison stable
elliptique et fortement re´gulie`re. Pre´cise´ment, conside´rons un e´le´ment δ ∈ G˜(F ) ellip-
tique et fortement re´gulier. Notons X le parame`tre de sa classe de conjugaison stable.
Fixons un ensemble fini V de places de F contenant S(X , K˜). Notons OV la classe de
conjugaison stable de δ dans G˜(FV ), fixons un ensemble de repre´sentants Y˙δ des classes
de conjugaison par G(FV ) contenues dansOV . Fixons une mesure de Haar dx sur Gδ(FV ).
Pour δ′ ∈ Y˙δ, Gδ′(FV ) est isomorphe a` Gδ(FV ) et on munit le premier groupe de la me-
sure correspondant a` dx. Soient f ∈ C∞c (G˜(FV )) et dg une mesure de Haar sur G(FV ).
Alors on a l’e´galite´
(1) SG˜(SAG˜(V,OV ), f ⊗ dg) = τ(G)τ(Gδ)
−1mes(AGGδ(F )\Gδ(AF ))
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∑
δ′∈Y˙δ
∫
Gδ′(FV )\G(FV )
f(g−1δ′g) dg.
Preuve. Notons XV l’image naturelle de X dans Stab(G˜(FV )). La condition de forte
re´gularite´ impose´e a` δ implique que l’ensemble de sommation de la proposition 1.12(iii)
est re´duit a` {X}. Donc SAG˜(V,OV ) = SA
G˜(V,X ). Graˆce au the´ore`me 3.2, ceci est e´gal
a` SAG˜(V,X ). On utilise la de´finition de ce terme. Par forte re´gularite´, le groupe Ξδ est
re´duit a` {1}. On obtient
SG˜(SAG˜(V,OV ), f ⊗ dg) = τ(G)τ(Gδ)
−1SGδ(SAGδunip(V ), (f ⊗ dg)δ).
Puisque Gδ est un tore, on a SA
Gδ
unip(V ) = A
Gδ
unip(V ). Ecrivons (f⊗dg)δ = ϕ⊗dx. D’apre`s
[VI] 2.2, on a
IGδ(AGδunip(V ), ϕ⊗ dx) = mes(AGGδ(F )\Gγ(AF ))ϕ(1).
Il re´sulte de la de´finition de l’application de descente que
ϕ(1) =
∑
δ′∈Y˙δ
∫
Gδ′(FV )\G(FV )
f(g−1δ′g) dg.
En mettant ces calculs bout a` bout, on obtient (1). 
Comme on l’expliquera en 4.1, si la mesure dx et la mesure sur AG sont les mesures
de Tamagawa, on a l’e´galite´ mes(AGGδ(F )\Gδ(AF )) = τ(Gδ). Alors la formule (1) se
simplifie en
SG˜(SAG˜(V,OV ), f ⊗ dg) = τ(G)
∑
δ′∈Y˙δ
∫
Gδ′(FV )\G(FV )
f(g−1δ′g) dg.
On retrouve ainsi les formules de [KS] et [Lab3].
3.5 Le the´ore`me 3.3 implique presque les the´ore`mes 1.10(i) et
[VI] 5.4
Soit V un ensemble fini de places de F contenant Vram. On de´finit l’ensemble
Stabexcep(G˜(FV )) de la meˆme fac¸on qu’en 3.3. Il est vide si (G, G˜, a) n’est pas l’un
des triplets de´finis en [III] 6.3. Si (G, G˜, a) est l’un de ces triplets, Stabexcep(G˜(FV ))
parame`tre les classes de conjugaison stable dans G˜(FV ) d’e´le´ments ηV = (ηv)v∈V ∈
G˜ss(FV ) tels que, pour tout v ∈ V , il existe une paire de Borel e´pingle´e Ev de G de´finie
sur Fv de sorte que adηv conserve Ev. L’ensemble Stabexcep(G˜(FV )) est en bijection avec∏
v∈V Z(G˜)
ΓFv . C’est un ensemble fini.
Proposition. (i) Le the´ore`me 3.3 implique l’assertion du the´ore`me 1.10(i) pour X 6∈
Stabexcep(G˜(F )).
(ii) Le the´ore`me 3.3 implique l’assertion du the´ore`me [VI] 5.4 pour toute classe OV ∈
G˜ss(FV )/st− conj qui est parame´tre´e par un e´le´ment de Stab(G˜(FV )) qui n’appartient
pas a` Stabexcep(G˜(FV )).
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Preuve. On peut supposer que (G, G˜, a) n’est pas quasi-de´ploye´ et a` torsion inte´rieure,
sinon les the´ore`mes 1.10(i) et [VI] 5.4 sont tautologiques. Soit X ∈ Stab(G˜(F )) −
Stabexcep(G˜(F )), supposons d’abord S(X ) ⊂ V . Comme dans le paragraphe pre´ce´dent,
les hypothe`ses de re´currence permettent d’appliquer le the´ore`me 3.2, cette fois pour tout
G′. Alors l’e´galite´ du the´ore`me 3.3 devient
AG˜(V,X , ω) =
∑
G′∈E(G˜,a,V )
∑
X ′∈Stab(G′(F ));X ′ 7→X
i(G˜, G˜′)transfert(SAG
′
(V,X ′)).
En comparant avec 1.10(3), on obtient
AG˜(V,X , ω) = AG˜,E(V,X , ω).
Cela de´montre le the´ore`me 1.10(i) sous la restriction S(X ) ⊂ V . Celle-ci disparaˆıt graˆce
au corollaire 2.5. Cela prouve (i).
L’application Stab(G˜(F ))→ Stab(G˜(FV )) envoie Stabexcep(G˜(F )) dans Stabexcep(G˜(FV )).
Pour une classe OV qui est parame´tre´e par un e´le´ment de Stab(G˜(FV )) qui n’est pas
exceptionnel, les X qui interviennent dans les formules (i) et (ii) de la proposition 1.12
ne sont donc pas exceptionnels. Le the´ore`me 1.10(i) de´ja` de´montre´ pour les e´le´ments non
exceptionnels implique que les membres de droite de ces deux formules sont e´gaux. D’ou`
l’e´galite´ des membres de gauche, ce qui est l’assertion du the´ore`me [VI] 5.4. 
3.6 Le the´ore`me [VI] 5.4 implique le the´ore`me 1.10(i) et e´tend
le the´ore`me 3.3
A la fin du pre´sent article, nous aurons de´montre´ le the´ore`me 3.3, avec ses conse´quences
de´crites dans les deux paragraphes pre´ce´dents. Nous comple´terons ulte´rieurement la
preuve du the´ore`me [VI] 5.4, c’est-a`-dire nous le de´montrerons pour les classes OV
parame´tre´es par des e´le´ments de Stabexcep(G˜(FV )). Montrons que cela suffira pour
comple´ter la preuve du the´ore`me 1.10(i). Soit X ∈ Stab(G˜(F )). Si X n’est pas excep-
tionnel, on a vu ci-dessus que l’assertion du the´ore`me 1.10(i) re´sultait du the´ore`me 3.3.
Supposons X ∈ Stabexcep(G˜(F )). Cet e´le´ment parame`tre une classe de conjugaison stable
O. Il s’envoie sur un e´le´ment XV ∈ Stabexcep(G˜(FV )), qui parame`tre la classe OV . En
ge´ne´ral, l’application Stab(G˜(F ))→ Stab(G˜(FV )) n’est pas injective. Mais ici, la fibre
de cette application au-dessus de XV est re´duite a` {X}. En effet, le de´faut d’injectivite´
est duˆ au fait qu’un cocycle ωG¯ n’est pas toujours de´termine´ par ses restrictions ωG¯,v pour
v ∈ V . Ici, X est l’image d’un couple (µ, ωG¯) tel que µ ∈ Z(G˜)
ΓF . On a W (µ) = W θ
∗
tout entier et tout cocycle ω′
G¯
comple´tant µ en un e´le´ment (µ, ω′
G¯
) ∈ Stab(G˜(F )) est
force´ment trivial. Les assertions (i) et (ii) de la proposition 1.12 se re´duisent aux e´galites
AG˜(V,OV , ω) = A
G˜(V,X , ω),
AG˜,E(V,OV , ω) = A
G˜,E(V,X , ω).
Le the´ore`me [VI] 5.4 affirme l’e´galite´ des deux membres de gauche. D’ou` l’e´galite´ des
membres de droite, ce qui est l’assertion du the´ore`me 1.10(i).
Sous la meˆme hypothe`se, l’e´galite´ du the´ore`me 3.3 est valable pour tout X ∈ Stab(G˜(F )).
En effet, comme dans le paragraphe pre´ce´dent, le membre de droite de cette e´galite´ est
e´gal a` AG˜,E(V,X , ω). Le the´ore`me 1.10(i) affirme que ce terme est e´gal a` AG˜(V,X , ω).
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3.7 Quelques cas faciles
Soient X ∈ Stab(G˜(F )) et V contenant S(X ). On conside`re les hypothe`ses suivantes :
(1) V contient S(X , K˜) ;
(2) X est elliptique ;
(3) pour toute place v ∈ V al(F ), l’image de X dans Stab(G˜(Fv)) appartient a` l’image
de l’application χG˜v ;
(4) les restrictions de ω a` Z(G;AF )
θ et a` Z(G¯;AF ) sont triviales.
Lemme. Si l’une de ces hypothe`ses n’est pas satisfaite, l’e´galite´ du the´ore`me 3.3 est
ve´rifie´e, les deux membres e´tant nuls.
Preuve. Les assertions 1.9 (1), (2) et (3) nous disent que AG˜(V,X , ω) = 0 si (1), resp
(2), (4), n’est pas ve´rifie´e. On a aussi AG˜(V,X , ω) = 0 par de´finition si (3) n’est pas
ve´rifie´e car a fortiori X n’est pas dans l’image de χG˜.
Conside´rons maintenant le membre de droite de l’e´galite´ . Soient G′ et X ′ y inter-
venant. Supposons transfert(SAG
′
(V,X ′)) 6= 0. On va prouver que les conditions (1)
a` (4) sont alors ve´rifie´es. Les relations 1.7(3) et (4) nous disent que S(X ′) ⊂ S(X ) ⊂
V et S(X , K˜) − S(X ) ⊂ S(X ′, K˜ ′) − S(X ′). La non-nullite´ de SAG
′
(V,X ′) entraˆıne
S(X ′, K˜ ′) ⊂ V d’apre`s 3.2(2). Ces inclusions entraˆınent (1). De meˆme, 3.2(2) implique
que X ′ est elliptique, d’ou` (2) d’apre`s 1.7(2). Notons O′ la classe de conjugaison stable
dans G˜′(F ) associe´e a` X ′. Puisque SAG
′
(V,X ′) est a` support dans la classe de conjugai-
son stable O′V dans G˜
′(FV ) engendre´e par O
′, la non-nullite´ de transfert(SAG
′
(V,X ′))
entraˆıne que cette classe correspond a` une classe de conjugaison stable dans G˜(FV ).
D’apre`s le lemme 1.8, il existe pour tout v ∈ V une classe Ov ∈ G˜ss(Fv)/st − conj qui
corresponde a` O′v et dont l’image par χ
G˜v soit l’image de X dans Stab(G˜(Fv)). Puis-
qu’on a de´ja` prouve´ que (1) e´tait ve´rifie´e, le lemme 1.8(2) entraˆıne la meˆme proprie´te´
pour v 6∈ V . Cela entraˆıne (3). Cela entraˆıne aussi que, pour toute place v, on peut
fixer un diagramme (ǫ, B′, T ′, B, T, η) de´fini sur Fv, avec ǫ ∈ G˜
′
ss(Fv) et η ∈ Ov. D’apre`s
[KS] lemme 4.4.C, ω est trivial sur T θ,0(Fv). A fortiori ω est trivial sur le sous-groupe
Z(Gη;Fv) ⊂ T
θ,0(Fv). Cela e´quivaut a` ce que la restriction de ω a` Z(G¯;Fv) soit triviale.
Enfin, l’existence de G′ entraˆıne que ω est trivial sur Z(G;AF )
θ (cf. par exemple [I]
lemme 2.7). Cela ve´rifie la condition (4). 
4 Distributions a` support unipotent
4.1 Mesures de Tamagawa
Dans ce paragraphe, G est un groupe re´ductif connexe de´fini sur F . Pour toute place
finie v de F , on note ov l’anneau des entiers de Fv, pv son ide´al maximal et Fv le corps
re´siduel. Pour toute place v ∈ V al(F ), on munit Fv d’une mesure de Haar de sorte
que mes(ov) = 1 pour presque toute place finie v. Le produit de ces mesures est une
mesure sur AF . On suppose que mes(AF/F ) = 1. Fixons une forme diffe´rentielle de
degre´ maximal sur g, de´finie sur F et non nulle. Pour toute place v, on de´duit de cette
forme diffe´rentielle et de la mesure sur Fv une mesure dXv sur g(Fv). Rappelons que
l’ensemble des mesures de Haar sur g(Fv) s’identifie a` celui des mesures de Haar sur
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G(Fv) : deux mesures se correspondent si et seulement si le jacobien de l’application
exponentielle, calcule´ pour ces mesures, vaut 1 au point 0 ∈ g(Fv). On a donc aussi une
mesure dgv sur G(Fv). Fixons un ensemble fini V de places de F , contenant les places
archime´diennes, de sorte que G soit non ramifie´ hors de V . Notons ρG la repre´sentation
de ΓF dans X
∗(G)⊗Z C. On note Lv(ρG, s) sa fonction L en la place v et L
V (ρG, s) sa
fonction L partielle hors de V . Notons r l’ordre du poˆle en 1 de la fonction LV (ρG, s) et
posons
ℓVG = lims→1(s− 1)
rLV (ρG, s).
La mesure de Tamagawa sur G(AF ) est par de´finition e´gale a`
(ℓVG)
−1(
∏
v 6∈V
Lv(ρG, 1)dgv)⊗ (
∏
v∈V
dgv),
ce produit e´tant convergent.
Conforme´ment a` nos de´finitions de [VI] 1.1, il se de´duit de la mesure de Tamagawa
sur G(AF ) une mesure dg
Tam
V sur G(FV ). En effet, fixons pour tout v 6∈ V un sous-groupe
compact hyperspe´cial Kv de G(Fv). On a une mesure canonique dg
can
v sur G(Fv) telle
que la mesure de Kv soit 1. Alors dg
Tam
V est la mesure telle que dg
Tam
V ⊗⊗v 6∈V dg
can
v soit la
mesure de Tamagawa sur G(AF ). D’une fac¸on ge´ne´rale, si X est un ensemble muni d’une
mesure dx et si Y est un sous-ensemble mesurable de X , notons mes(Y, dx) la mesure
de Y . La de´finition entraˆıne que dgTamV est e´gale a`
(1) (ℓVG)
−1(
∏
v 6∈V
Lv(ρG, 1)mes(Kv, dgv))
∏
v∈V
dgv.
Soit v 6∈ V . On sait qu’a` Kv est associe´ un sche´ma en groupes Kv sur ov. On note kv le
groupe des points sur ov de son alge`bre de Lie. C’est une sous-ov-alge`bre de g(Fv). On
note Kv la fibre re´siduelle de Kv. On a un homomorphisme surjectif Kv → Kv(Fv) dont
on note K1v le noyau. Alors l’exponentielle se restreint en un isomorphisme pvkv → K
1
v
qui pre´serve les mesures. La formule pre´ce´dente se re´crit sous la forme suivante : notre
mesure dgTamV sur G(FV ) est e´gale a`
(2) (ℓVG)
−1(
∏
v 6∈V
Lv(ρG, 1)|Kv(Fv)|mes(pvkv, dXv))
∏
v∈V
dgv.
Jusqu’a` la fin de l’article, pour tout groupe G et tout ensemble V de places
comme ci-dessus, on munit G(AF ) et G(FV ) des mesures de Tamagawa. Cela
nous de´barrasse des espaces de mesures.
On a aussi besoin d’une mesure sur AG. Rappelons la normalisation habituelle dans
le cadre des mesures de Tamagawa. Identifions AG a` Hom(X
∗(G)ΓF ,R), ou` X∗(G) est le
groupe des caracte`res alge´briques de G. On de´finit le re´seau AG,Z = Hom(X
∗(G)ΓF ,Z).
La mesure ”de Tamagawa” sur AG est celle pour laquelle ce re´seau est de covolume 1. Si
on munit G(AF ) de la mesure de Tamagawa et que l’on choisit cette mesure sur AG, on
sait que la mesure de
AGG(F )\G(AF )
est e´gale au terme τ(G) de´fini en 3.2. Mais cette normalisation est peu commode. Par
exemple, elle n’est pas compatible avec la situation de 4.2(2) ci-dessous. On fixe donc la
mesure sur AG sans supposer qu’il s’agit de la mesure de Tamagawa. On note covol(AG,Z)
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le covolume de ce re´seau et τ ′(G) la mesure de AGG(F )\G(AF ) calcule´e a` l’aide de notre
mesure sur AG. On a alors l’e´galite´
(3) τ ′(G) = covol(AG,Z)
−1τ(G).
4.2 Compatibilite´ des mesures
Conside´rons les deux situations suivantes.
(1) On se donne une suite exacte
1→ C1 → G1 → G→ 1
de groupes re´ductifs connexes de´finis sur F , ou` C1 est un tore central induit. On a une
suite exacte
1→ AC1 → AG1 → AG → 1.
On suppose qu’elle est compatible aux mesures. On fixe un ensemble fini V de places de
F tel que les trois groupes soient non ramifie´s hors de V .
(2) On se donne une suite exacte
1→ Ξ→ G1 ×G2 → G→ 1
ou` G1, G2 et G sont des groupes re´ductifs connexes de´finis sur F et Ξ est un sous-groupe
fini central de G1 ×G2. On fixe un ensemble fini V de places de F tel que G1, G2 et G
soient non ramifie´s hors de V et tel que le nombre d’e´le´ments de X soit premier a` p pour
tout nombre premier p divisant une place hors de V .
Lemme. (i) Dans la situation (1), la suite exacte
1→ C1(FV )→ G1(FV )→ G(FV )→ 1
est compatible aux mesures. On a l’e´galite´ τ ′(G1) = τ
′(C1)τ
′(G).
(ii) Dans la situation (2), le reveˆtement
G1(FV )×G2(FV )→ G(FV )
pre´serve localement les mesures.
Preuve. On effectue les constructions du paragraphe pre´ce´dent en adaptant les nota-
tions de fac¸on e´vidente.
Conside´rons la situation (1). Fixons un isomorphisme d’alge`bres de Lie
g1 = c1 ⊕ g.
On fixe des formes diffe´rentielles de degre´ maximal sur c1 et g, de´finies sur F et non
nulles. Par produit tensoriel, on en de´duit une telle forme sur g1. Pour chaque place v,
on associe a` ces formes des mesures de Haar sur C1(Fv), G1(Fv) et G(Fv) comme dans
le paragraphe pre´ce´dent. La suite
1→ C1(Fv)→ G1(Fv)→ G(Fv)→ 1
42
est compatible a` ces mesures. On a aussi ρG1 = ρC1 ⊕ ρG. On en de´duit que la suite
1→ C1(AF )→ G1(AF )→ G(AF )→ 1
est compatible aux mesures de Tamagawa. La dernie`re assertion du (i) re´sulte alors de
[Oe] the´ore`me 5.3 (dont l’e´nonce´ se simplifie graˆce a` l’hypothe`se que C1 est induit). Pour
v 6∈ V , le sous-groupe compact hyperspe´cial KC1,v de C1(Fv) est unique et on peut choisir
des sous-groupes compacts hyperspe´ciaux dans G1(Fv) et G(Fv) qui fixent le meˆme point
hyperspe´cial de l’immeuble commun du groupe G1,AD = GAD. Alors la suite
1→ KC1,v → K1,v → Kv → 1
est exacte. Le the´ore`me de Lang entraˆıne que la suite de´duite
1→ KC1,v(Fv)→ K1,v(Fv)→ Kv(Fv)→ 1
est exacte. La suite
0→ kC1,v → k1,v → kv → 0
est aussi exacte. De ces deux faits, on de´duit par un argument familier que la suite
1→ KC1,v → K1,v → Kv → 1
est aussi exacte. D’apre`s la compatibilite´ des mesures, on ames(KC1,v, dc1,v)mes(K, dg) =
mes(K1, dg1). La premie`re assertion de (i) re´sulte alors de la formule (1) du paragraphe
pre´ce´dent.
Conside´rons la situation (2). On a un isomorphisme
g1 ⊕ g2 ≃ g.
On peut supposer que la forme diffe´rentielle fixe´e sur g est le produit des formes diffe´rentielles
fixe´es sur g1 et sur g2. Pour toute place v, l’isomorphisme
g1(Fv)⊕ g2(Fv) ≃ g(Fv)
est alors compatible aux mesures de´duites de ces formes. Donc le reveˆtement
G1(Fv)×G2(Fv)→ G(Fv)
pre´serve localement ces mesures. Pour prouver le (ii) du lemme, il suffit de prouver que la
constante figurant dans la formule (2) du paragraphe pre´ce´dent pour G est le produit des
constantes pour G1 et pour G2. On a l’e´galite´ ρG = ρG1 ⊕ ρG2 , les constantes provenant
des fonctions L sont donc compatibles. Soit v 6∈ V . On peut de nouveau supposer que
les sous-groupes hyperspe´ciaux de G1(Fv) × G2(Fv) et de G(Fv) fixent le meˆme point
hyperspe´cial de l’immeuble commun du groupe GAD. L’hypothe`se que |Ξ| est premier a`
la caracte´ristique re´siduelle de Fv entraˆıne que l’on a l’e´galite´
kv = k1,v ⊕ k2,v
et que la suite
1→ Ξ→ K1,v ×K2,v → Kv → 1
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est exacte. L’e´galite´ ci-dessus entraˆıne
(1) mes(pvkv) = mes(pvk1,v)mes(pvk2,v).
La suite exacte ci-dessus, jointe au the´ore`me de Lang, entraˆıne l’exactitude de la suite
1→ ΞΓ
nr
v → K1,v(Fv)×K2,v(Fv)→ K(Fv)→ H
1(Γnrv ; Ξ)→ 1.
On ve´rifie facilement l’e´galite´
|ΞΓ
nr
v | = |H1(Γnrv ; Ξ)|
qui est valable pour tout Γnrv -module abe´lien fini Ξ. D’ou`
(2) |K1,v(Fv)×K2,v(Fv)| = |K(Fv)|.
Les e´galite´s (1) et (2) entraˆınent l’e´galite´ requise des constantes. 
4.3 Coefficients et reveˆtement
Dans la suite de cette section, on conside`re un triplet (G, G˜, a) tel que G˜ = G. Mais on
n’impose pas que a = 1. On impose toutefois que ω est trivial sur Z(G;AF ). On suppose
K˜v = Kv pour tout v 6∈ Vram. On conside`re un sous-tore Z ⊂ Z(G) et un groupe re´ductif
connexe G♯. On suppose donne´ un homomorphisme q : G♯ → G. Ces trois donne´es sont
de´finies sur F . On pose G♭ = Z × G♯ et on prolonge q par l’identite´ sur Z. On obtient
ainsi un homomorphisme note´ q♭ : G♭ → G. On suppose qu’il s’inscrit dans une suite
exacte
1→ Ξ♭ → G♭
q♭→ G→ 1
ou` Ξ♭ est un sous-groupe fini central. On suppose que ω est trivial sur q(G♭(AF )). On
fixe un ensemble fini V de places de F tel que G♭ et G soient non ramifie´s hors de V
et tel que le nombre d’e´le´ments de Ξ♭ soit premier a` tout nombre premier divisant une
place v 6∈ V .
Exemple. On peut prendre Z = Z(G)0, G♯ = GSC et V ⊃ Vram. Ces donne´es
ve´rifient les conditions ci-dessus.
On note Ξ la projection de Ξ♭ dans G♯. Pour toute place v ∈ V , fixons un voisinage
ouvert Ω♯,v de 1 dans G♯(Fv). On suppose que x appartient a` Ω♯,v si et seulement si la
partie semi-simple de x appartient a` Ω♯,v. On suppose que, si x et x
′ sont deux e´le´ments
de G♯(Fv) qui sont conjugue´s par un e´le´ment de G♯(F¯v), alors x ∈ Ω♯,v si et seulement si
x′ ∈ Ω♯,v. On suppose enfin que, si ξ ∈ Ξ(Fv) est diffe´rent de 1, alors Ω♯,v ∩ ξΩ♯,v = ∅.
On pose Ωv = q♭(Z(Fv) × Ω♯,v). On pose ΩV =
∏
v∈V Ωv, Ω♯,V =
∏
v∈V Ω♯,v. Fixons un
ensemble de repre´sentants UV du quotient fini
q♭(G♭(FV ))\G(FV ).
Pour f ∈ C∞c (ΩV ) et u ∈ UV , on de´finit la fonction (
uf)G♯ sur Ω♯,V par (
uf)G♯(x) =
f(u−1q(x)u) pour tout x ∈ Ω♯,V . On pose
(1) ιG♯,G(f) = |UV |
−1
∑
u∈UV
ω(u)(uf)G♯.
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Cette application est le produit sur les places v ∈ V de celles que l’on a de´finies et
e´tudie´es en [III] 3.1. Elle de´pend du choix de UV , mais il s’en de´duit une application
ιG♯,G : I(ΩV , ω)→ I(Ω♯,V )
qui n’en de´pend pas (les notations sont celles de [III] 3.1, adapte´es a` un ensemble fini de
places). Elles sont aussi compatibles, en un sens facile a` pre´ciser, a` un changement de
voisinage Ω♯,V . Il s’en de´duit dualement un homomorphisme
Dge´om(Ω♯,V )→ Dge´om(ΩV , ω).
Celui-ci se restreint en un homomorphisme
ι∗G♯,G : Dunip(G♯(FV ))→ Dunip(G(FV ), ω).
On a fixe´ les mesures en 4.1, la distribution AGunip(V, ω) est donc un e´le´ment de
Dunip(G(FV ), ω). Elle de´pend de la mesure fixe´e sur AG, mais τ
′(G)−1AGunip(V, ω) n’en
de´pend pas. Elle de´pend du groupe KV =
∏
v 6∈V Kv. Si ne´cessaire, on fait figurer ce
groupe dans la notation. Pour le groupe G♯ et pour v 6∈ V , on choisit pour sous-groupe
hyperspe´cial K♯,v de G♯(Fv) le groupe tel queK♯,v etKv fixent le meˆme point hyperspe´cial
de l’immeuble commun du groupe GAD. Autrement dit K♯,v = q
−1(Kv). Soit S un sous-
ensemble fini de places de F contenant V . Choisissons un ensemble de repre´sentants UVS
du quotient
q♭(G♭(F
V
S )\G(F
V
S ).
Pour u = (uv)v∈S−V ∈ U
V
S , posons
uKV♯ = (
∏
v 6∈S
K♯,v)(
∏
v∈S−V
uvK♯,vu
−1
v ).
Posons
A
G♯
unip;G,ω,S(V ) = |U
V
S |
−1
∑
u∈UVS
ω(u)A
G♯
unip(V,
uKV♯ ).
Cela ne de´pend pas du choix de l’ensemble de repre´sentants.
Proposition. Si l’ensemble S est assez grand, la distribution τ ′(G)−1AGunip(V, ω) est
l’image par l’homomorphisme ι∗G♯,G de τ
′(G♯)
−1A
G♯
unip;G,ω,S(V ).
4.4 Preuve de la proposition 4.3
On doit commencer par quelques pre´liminaires. De tout Levi M de G se de´duisent
des Levi M♭ = q
−1
♭ (M) et M♯ = q
−1(M) de G♭ et G♯. Pour v ∈ V al(F ), on pose
K♯,v = q
−1(Kv) et K♭,v = q
−1
♭ (Kv). On note K
M
v = M(Fv) ∩Kv. On rappelle que l’on a
fixe´ un Levi minimal M0. On a l’e´galite´
q♭(M0,♭(Fv))\M0(Fv) = q♭(G♭(Fv))\G(Fv).
On fixe un ensemble de repre´sentants Uv de ce quotient, contenu dansM0(Fv). Conside´rons
un ensemble fini S de places de F , contenant V et tel que :
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(1) pour tout M ∈ L(M0), on a les e´galite´s
M(AF ) = M(F )(M(FS)×K
M,S), M♭(AF ) = M♭(F )(M♭(FS)×K
M♭,S
♭ ).
Cette condition est ve´rifie´e si S est assez grand. On va prouver l’assertion de la
proposition pour un tel S. On pose US =
∏
v∈S Uv.
Soit ϕ une fonction inte´grable sur G(F )AG\G(AF ). On suppose qu’elle est invariante
a` droite par Z(G)0(AF )K
S. Montrons qu’on a l’e´galite´
(2) τ ′(G)−1
∫
AGG(F )\G(AF )
ϕ(g) dg = τ ′(G♯)
−1|US|
−1
∑
u∈US
∫
AG♯G♯(F )\G♯(AF )
ϕ(q(x)u) dx.
Preuve. On commence par faire un calcul a` des constantes multiplicatives pre`s, e´tant
entendu que ces constantes ne de´pendent pas de ϕ. Notons ∆ la projection dans G(FS)
de G(F ) ∩ (G(FS)×K
S) et de´finissons de meˆme ∆♭. En vertu de (1) et de l’invariance
de ϕ par KS, on a l’e´galite´∫
AGG(F )\G(AF )
ϕ(g) dg =
∫
AG∆\G(FS)
ϕ(g) dg.
On montrera ci-dessous que
(3) q♭(∆♭) est d’indice fini dans ∆.
Il existe donc c1 > 0 tel que l’inte´grale pre´ce´dente soit e´gale a`
c1
∫
AGq♭(∆♭)\G(FS)
ϕ(g) dg.
Les hypothe`ses entraˆınent que AG = q♭(AG♭). Puisque G(FS) = ⊔u∈USq♭(G♭(FS))u, on
peut de´composer l’inte´grale pre´ce´dente en
c1
∑
u∈US
∫
q♭(AG♭∆♭)\q♭(G♭(FS))
ϕ(gu) dg.
Puisque G♭(FS)→ q♭(G♭(FS)) est un honneˆte reveˆtement, il existe une constante c2 > 0
tel que l’expression pre´ce´dente soit e´gale a`
c2
∑
u∈US
∫
AG♭
∆♭\G♭(FS)
ϕ(q♭(y)u) dy.
En utilisant (1) et l’invariance de la fonction a` inte´grer par KS♭ , on peut reconstituer
cette expression comme
c2
∑
u∈US
∫
AG♭
G♭(F )\G♭(AF )
ϕ(q♭(y)u) dy.
Les inte´grales se de´composent en produit d’inte´grales sur z ∈ AZZ(F )\Z(AF ) et sur
x ∈ AG♯G♯(F )\G♯(AF ). D’apre`s l’hypothe`se d’invariance de ϕ, la fonction a` inte´grer est
constante en z. Puisque le volume de AZZ(F )\Z(AF ) est fini, il existe c3 > 0 tel que
l’expression pre´ce´dente soit e´gale a`
c3
∑
u∈US
∫
AG♯G♯(F )\G♯(AF )
ϕ(q(x)u) dx.
46
Cela de´montre l’e´galite´ (2), au calcul pre`s de la constante c3. Pour calculer celle-ci, il
suffit d’appliquer la relation obtenue a` la fonction ϕ constante de valeur 1. 
Preuve de (3). On peut de´finir
vol(AGq♭(∆♭)\G(FS)) =
∫
AGq♭(∆♭)\G(FS)
dg
ce terme pouvant valoir +∞. L’assertion (3) e´quivaut a` dire que ce volume est fini. On
reprend le calcul ci-dessus en l’appliquant a` la fonction ϕ constante de valeur 1. Il montre
que vol(AGq♭(∆♭)\G(FS)) est le produit d’une constante finie et de vol(AG♯G♯(F )\G♯(AF )).
On sait bien que ce dernier volume est fini. Donc vol(AGq♭(∆♭)\G(FS)) l’est aussi et (3)
est ve´rifie´e. 
Soit f ∈ C∞c (G(AF )). Rappelons qu’en [VI] 2.1, pour un parame`tre T ∈ AM0 dans
un certain coˆne, on a de´fini une fonction g 7→ kTunip(f, g) sur Z(G;AF )\G(AF ), puis
l’inte´grale
JTunip(f, ω) =
∫
AGG(F )\G(AF )
kTunip(f, g)ω(g) dg.
Cette expression est asymptote a` un polynoˆme en T , dont on note JGunip(f, ω) la valeur
en un certain point T0. Tous ces objets, y compris le point T0, de´pendent de K =∏
v∈V al(F )Kv. Si ne´cessaire, on fait figurer ce groupe dans la notation. En appliquant
(2), on obtient
τ ′(G)−1JTunip(f, ω) = τ
′(G♯)
−1|US|
−1
∑
u∈US
∫
AG♯G♯(F )\G♯(AF )
kTunip(f, q(x)u)ω(u) dx
puisque ω est trivial sur q♭(G♭(AF )). Pour tout u ∈ US, on pose
uK♯ = uK♯u
−1 et on
de´finit une fonction (uf)G♯ sur G♯(AF ) par (
uf)G♯(x) = f(u
−1q(x)u). En reprenant les
de´finitions de [LW], on voit qu’on a l’e´galite´
kTunip(f, q(x)u) = k
G♯,T−T0+T0(
uK♯)
unip ((
uf)G♯, x,
uK♯).
On en de´duit l’e´galite´
(4) τ ′(G)−1JGunip(f, ω) = τ
′(G♯)
−1|US|
−1
∑
u∈US
ω(u)J
G♯
unip((
uf)G♯ ,
uK♯).
Supposons maintenant f = fV ⊗ 1KV , pour fV ∈ C
∞
c (ΩV ). En posant UV =
∏
v∈V Uv
et UVS =
∏
v∈S−V Uv, on a US = UV × U
V
S . Pour u ∈ US , que l’on e´crit u = u
′u′′, avec
u′ ∈ UV et u
′′ ∈ UVS , on a (
uf)G♯ = (
u′fV )G♯ ⊗ 1u′′KV♯ , avec des notations naturelles.
Pour le membre de gauche de (4), on peut utiliser le de´veloppement [VI] 2.2(1) relatif a`
KV . Pour le terme indexe´ par u du membre de droite, on utilise le meˆme de´veloppement
relatif a` uKV♯ . On obtient l’e´galite´
(5)
∑
M∈L(M0)
|WM ||WG|−1XM = 0,
ou`
XM = τ
′(G)−1JGM(A
M
unip(V, ω), fV )− τ
′(G♯)
−1|US|
−1
∑
u∈US
ω(u)J
G♯
M♯
(A
M♯
unip(V,
u′′K
M♯,V
♯ ), (
u′fV )G♯,
u′K♯,V ).
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Avec la de´finition de 4.3, on re´crit
XM = τ
′(G)−1JGM(A
M
unip(V, ω), fV )− τ
′(G♯)
−1|UV |
−1
∑
u∈UV
ω(u)J
G♯
M♯
(A
M♯
unip;M,ω,S(V ), (
ufV )G♯,
uK♯,V ).
SoitM ∈ L(M0). Les distributions et inte´grales orbitales ponde´re´es intervenant de´pendent
de mesures sur AG, AM , AG♯ et AM♯ . L’homomorphisme q de´finit un isomorphisme de
AM/AG sur AM♯/AG♯ . On peut supposer que cet isomorphisme pre´serve les mesures. Pour
tout γ ∈ Dunip(M♯(FV )), on a alors l’e´galite´
(6) JGM(ι
∗
M♯,M
(γ), ω, fV ) = |UV |
−1
∑
u∈UV
ω(u)J
G♯
M♯
(γ, (ufV )G♯ ,
uK♯,V ).
En effet, on a vu l’e´galite´ analogue dans le cas local en [III] 3.3. Pour obtenir (5), on peut
soit reprendre la preuve de ce cas local, soit utiliser les formules de scindage habituelles.
On laisse les de´tails au lecteur.
Pour M 6= G, on peut utiliser la proposition 4.3 par re´currence : pour
γ = τ ′(M♯)
−1A
M♯
unip;M,ω,S(V ), on a ι
∗
M♯,M
(γ) = τ ′(M)−1AMunip(V, ω) (notons que la condi-
tion (1) impose´e a` S implique la meˆme condition quand on remplace G par M). En
utilisant (6), on transforme XM en
(τ ′(G)−1 − τ ′(G♯)
−1τ ′(M)−1τ ′(M♯))J
G
M(A
M
unip(V, ω), fV ).
On montrera ci-dessous que
(7) τ ′(G)−1τ ′(M) = τ ′(G♯)
−1τ ′(M♯).
On obtient alors XM = 0 pour tout Levi M 6= G. L’e´galite´ (5) entraˆıne alors XG = 0.
D’apre`s les de´finitions, cela signifie que
τ ′(G)−1IG(AGunip(V, ω), fV ) = τ
′(G♯)
−1IG♯(A
G♯
unip;G,ω,S(V ), ιG♯,G(fV )),
ou encore
τ ′(G)−1IG(AGunip(V, ω), fV ) = τ
′(G♯)
−1IG(ι∗G♯,G(A
G♯
unip;G,ω,S(V )), fV ).
Cela e´tant vrai pour tout fV ∈ C
∞
c (ΩV ), on en de´duit
τ ′(G)−1AGunip(V, ω) = τ
′(G♯)
−1ι∗G♯,G(A
G♯
unip;G,ω,S(V )),
ce qui prouve la proposition 4.3.
Il reste a` prouver (7). Puisque G♭, resp. M♭, est le produit de Z et de G♯, resp. M♯,
on a
τ ′(G♯)
−1τ ′(M♯) = τ
′(G♭)
−1τ ′(M♭).
On peut aussi bien de´montrer l’e´galite´
(8) τ ′(G)−1τ ′(M) = τ ′(G♭)
−1τ ′(M♭).
Rappelons que l’on a identifie´ AG a` Hom(X
∗(G)ΓF ,R) et que l’on a de´fini le re´seau
AG,Z = Hom(X
∗(G)ΓF ,Z). On a une injection X∗(G)ΓF → X∗(M)ΓF . Son conoyau est
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sans torsion. En effet, si on introduit un tore maximal T ⊂M , ce conoyau est l’image de
l’homomorphisme naturel X∗(M)ΓF → X∗(Tsc)
ΓF , ou`, comme toujours, Tsc est l’image
re´ciproque de T dans GSC . De l’injection pre´ce´dente se de´duisent des homomorphismes
AM → AG et AM,Z → AG,Z. Le premier est trivialement surjectif. Le second est lui aussi
surjectif, parce que le conoyau de l’injection X∗(G)ΓF → X∗(M)ΓF est sans torsion. En
notant AGM et A
G
M,Z les noyaux de ces homomorphismes, on obtient une suite exacte
0→ AGM/A
G
M,Z → AM/AM,Z → AG/AG,Z → 0
Donc
covol(AM,Z)
−1covol(AG,Z) = covol(A
G
M,Z)
−1.
En se rappelant la de´finition de 4.1, on obtient
τ ′(G)−1τ ′(M) = τ(G)−1τ(M)covol(AGM,Z)
−1.
On a de´montre´ en [VI] 6.1 l’e´galite´ ker1(F, Z(Gˆ)) = ker1(F, Z(Mˆ)). L’e´galite´ pre´ce´dente
se re´crit donc
(9) τ ′(G)−1τ ′(M) = |π0(Z(Gˆ)
ΓF )|−1|π0(Z(Mˆ)
ΓF )|covol(AGM,Z)
−1.
On a bien suˆr une relation analogue pour G♭ et M♭. On a un diagramme commutatif
(10)
X∗(G)ΓF → X∗(M)ΓF
↓ ↓
X∗(G♭)
ΓF → X∗(M♭)
ΓF
dont les fle`ches sont injectives. Les fle`ches verticales sont de conoyaux finis. On en de´duit
un diagramme d’isomorphismes
1 → AGM → AM → AG → 1
‖ ‖ ‖
1 → AG♭M♭ → AM♭ → AG♭ → 1
et un diagramme commutatif
1 → AGM,Z → AM,Z → AG,Z → 1
↑ ↑ ↑
1 → AG♭M♭,Z → AM♭,Z → AG♭,Z → 1
↑ ↑ ↑
1 1 1
Les suites ci-dessus sont exactes. On les comple`te en notant BGM , BM et BG les conoyaux
des suites verticales. Ils sont finis et on a la suite exacte
1→ BGM → BM → BG → 1.
On a normalise´ les mesures de sorte que l’isomorphisme AG♭M♭ → A
G
M les conserve. On en
de´duit
covol(AG♭M♭,Z) = covol(A
G
M,Z)|B
G
M |,
d’ou` aussi
(11) covol(AG♭M♭,Z) = covol(A
G
M,Z)|BG|
−1|BM |.
49
On sait que X∗(G) ≃ X∗(Z(Gˆ)
0). Dualement au diagramme (10), on a un diagramme
commutatif
Z(Gˆ)ΓF ,0 → Z(Mˆ)ΓF ,0
↓ ↓
Z(Gˆ♭)
ΓF ,0 → Z(Mˆ♭)
ΓF ,0
Les fle`ches horizontales sont injectives. Les fle`ches verticales sont surjectives. On note
leurs noyaux BˆG et BˆM . Remarquons que, puisque Gˆ et Gˆ♭ ont meˆme groupe adjoint,
l’image re´ciproque par la deuxie`me fle`che verticale de Z(Mˆ♭)
ΓF ,0 ∩ Z(Gˆ♭)
ΓF n’est autre
que Z(Mˆ)ΓF ,0 ∩ Z(Gˆ)ΓF . Remarquons aussi que le quotient
Z(Gˆ)ΓF ,0\(Z(Mˆ)ΓF ,0 ∩ Z(Gˆ)ΓF )
n’est autre que le groupe des composantes connexes π0(Z(Mˆ)
ΓF ,0∩Z(Gˆ)ΓF ). On obtient
alors un diagramme commutatif
1 1 1
↓ ↓ ↓
1 → BˆG → BˆM → Bˆ
G
M → 1
↓ ↓ ↓
1 → Z(Gˆ)ΓF ,0 → Z(Mˆ)ΓF ,0 ∩ Z(Gˆ)ΓF → π0(Z(Mˆ)
ΓF ,0 ∩ Z(Gˆ)ΓF ) → 1
↓ ↓ ↓
1 → Z(Gˆ♭)
ΓF ,0 → Z(Mˆ♭)
ΓF ,0 ∩ Z(Gˆ♭)
ΓF → π0(Z(Mˆ♭)
ΓF ,0 ∩ Z(Gˆ♭)
ΓF ) → 1
↓ ↓ ↓
1 1 1
ou` BˆGM est de´fini comme le noyau de la dernie`re suite verticale. Les lignes verticales sont
exactes. Les deux dernie`res lignes horizontales aussi. Donc la premie`re ligne horizontale
aussi.
Revenons a` la de´finition de BG, qui est le conoyau de l’homomrophisme AG♭,Z →
AG,Z. Par dualite´, |BG| est aussi le nombre d’e´le´ments du conoyau de l’homomorphisme
X∗(G)ΓF → X∗(G♭)
ΓF . En vertu de l’isomorphisme X∗(G) ≃ X∗(Z(Gˆ)
0) et de l’isomor-
phisme analogue pour G♭, on voit que BG a meˆme nombre d’e´le´ments que BˆG. De meˆme,
BM a meˆme nombre d’e´le´ments que BˆM . D’apre`s le diagramme ci-dessus, on obtient
|BG|
−1|BM | = |Bˆ
G
M | = |π0(Z(Mˆ♭)
ΓF ,0 ∩ Z(Gˆ♭)
ΓF )|−1|π0(Z(Mˆ)
ΓF ,0 ∩ Z(Gˆ)ΓF )|.
On a la suite exacte
1→ π0(Z(Mˆ)
ΓF ,0 ∩ Z(Gˆ)ΓF )→ π0(Z(Mˆ)
ΓF )→ π0(Z(Gˆ)
ΓF )→ 1.
D’ou` l’e´galite´
|BG||BM |
−1 = |π0(Z(Mˆ♭)
ΓF )|−1|π0(Z(Gˆ♭)
ΓF )||π0(Z(Mˆ)
ΓF )||π0(Z(Gˆ)
ΓF )|−1.
En inse´rant cette e´galite´ dans (11) et en utilisant (9) ainsi que la relation analogue pour
G♭, on obtient (8). Cela ache`ve la de´monstration. 
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4.5 Donne´es endoscopiques et reveˆtement
On a e´tudie´ cette question dans le cas local en [III] 3.6 et 3.7 et en [V] 3.3. On se
contente ici de reprendre brie`vement les constructions dans notre cadre global.
On suppose G quasi-de´ploye´ et a = 1. Comme on l’a vu en [III] 3.5, l’homomorphisme
ιG♯,G : C
∞
c (ΩV )→ C
∞
c (Ω♯,V ) de 4.3 se quotiente en un homomorphisme ιG♯,G : SI(ΩV )→
SI(Ω♯,V ). Il est plus commode de noter cet homomorphisme ιG♯,G : SI(G(FV )) →
SI(G♯(FV )), e´tant entendu qu’il n’est de´fini que sur les fonctions a` support assez voisin de
l’origine. Dualement, on a un homomorphisme Dstge´om(G♯(FV )) → D
st
ge´om(G(FV )), de´fini
sur les distributions a` support voisin de l’origine. Il se restreint en un homomorphisme
ι∗G♯,G : D
st
unip(G♯(FV ))→ D
st
unip(G(FV )).
C’est aussi la restriction a` Dstunip(G♯(FV )) de l’homomorphisme ι
∗
G♯,G
de´fini en 4.3.
Dualement a` la suite exacte
1→ Ξ♭ → Z ×G♯ → G→ 1,
on a une suite exacte
1→ Ξˆ♭ → Gˆ→ Zˆ × Gˆ♯ → 1,
ou` Ξˆ♭ est un sous-groupe fini central de Gˆ. Soit G
′ = (G′,G ′, s) une donne´e endoscopique
de G. L’e´le´ment s ∈ Gˆ s’envoie sur un e´le´ment (z, s♯) ∈ Zˆ × Gˆ♯. En notant Gˆ
′
♯ la
composante neutre de ZG♯(s♯), on a la suite exacte
(1) 1→ Ξˆ♭ → Gˆ
′ → Zˆ × Gˆ′♯ → 1.
Le groupe G ′/Ξˆ♭ contient Zˆ donc est de la forme Zˆ×G
′
♯, ou` G
′
♯ est un sous-groupe de
LG♯.
Ce groupe de´finit une action galoisienne sur Gˆ′♯. On introduit un groupe quasi-de´ploye´ G
′
♯
sur F dont Gˆ′♯ soit le groupe dual. Alors G
′
♯ = (G
′
♯,G
′
♯, s♯) est une donne´e endoscopique
de G♯. En [I] 2.7, on a associe´ a` une telle donne´e un caracte`re de G♯,AD(AF ) note´ ω♯.
Remarque. Dans cette re´fe´rence, le corps de base e´tait local mais la construction
vaut aussi bien sur notre corps de nombres. D’autre part, l’indice ♯ n’avait pas de rapport
avec le pre´sent indice mais on peut aussi bien conserver ici cette notation.
Rappelons que G♯,AD = GAD. Pour la donne´e que l’on vient de construire, on a
(2) la restriction de ω♯ a` l’image de G(AF ) dans GAD(AF ) est triviale.
Inversement, soitG′♯ = (G
′
♯,G
′
♯, s♯) une donne´e endoscopique de G♯. On fixe une image
re´ciproque s ∈ Gˆ de (1, s♯) ∈ Zˆ×Gˆ♯. On note G
′ l’image re´ciproque de Zˆ×G ′♯ dans
LG. Ce
groupe agit sur Gˆs et munit ce groupe d’une action galoisienne. On introduit un groupe
G′ quasi-de´ploye´ sur F dont Gˆs est le groupe dual. Le triplet (G
′,G ′, s) est une donne´e
endoscopique pour G muni d’un certain cocycle a. C’est une donne´e endoscopique pour
G, c’est-a`-dire ce cocycle est trivial, si et seulement si la condition (2) est ve´rifie´e.
Ces constructions de´finissent des bijections inverses l’une de l’autre entre les classes
d’e´quivalence de donne´es endoscopiques pour G et les classes d’e´quivalence de donne´es
endoscopiques pour G♯ ve´rifiant (2). Ces bijections pre´servent l’ellipticite´ et la non-
ramification hors de V . On a fixe´ des ensembles de repre´sentants E(G, V ) et E(G♯, V )
des classes d’e´quivalence de donne´es endoscopiques pour G et G♯ qui sont elliptiques et
non ramifie´es hors de V . On note EG(G♯, V ) le sous-ensemble des e´le´ments de E(G♯, V )
qui ve´rifient la condition (2). Les ensembles E(G, V ) et EG(G♯, V ) sont en bijection.
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Conside´rons une donne´e G′ = (G′,G ′, s) et la donne´e G′♯ = (G
′
♯,G
′
♯, s♯) construite
ci-dessus. Dualement a` la suite (1), on a la suite exacte
1→ Ξ♭ → Z ×G
′
♯
q♯
→ G′ → 1.
Les groupes G′ et G′♯ sont donc dans la meˆme situation que les groupes G et G♯. Fixons
des donne´es auxiliaires G′1, C1, ξˆ1 pour G
′. Notons G′♯,1 le produit fibre´ de G
′
1 et G
′
♯
au-dessus de G′. Le groupe dual Gˆ′♯,1 s’identifie a` Gˆ
′
1/ξˆ1(Zˆ♭), ou` Zˆ♭ est l’image re´ciproque
de Zˆ dans Gˆ. Puisque G ′♯ est aussi isomorphe a` G
′/Zˆ♭, le plongement ξˆ1 se quotiente en un
plongement ξˆ♯,1 : G
′
♯ →
LG
′
♯,1. Les donne´es G
′
♯,1, C1, ξˆ♯,1 sont des donne´es auxiliaires pour
G′♯. Supposons les donne´es endoscopiques non ramifie´es hors de V , ainsi que les donne´es
auxiliaires pour G′. Alors les donne´es auxiliaires pour G′♯ sont elles-aussi non ramifie´es
hors de V . On a vu en [VI] 3.6 que le choix des groupes Kv pour v 6∈ V permettait de
de´finir un facteur de transfert canonique ∆1,V sur G
′
1(FV )×G(FV ) (notons que, dans le
cas non tordu, l’hypothe`se Hyp de cette re´fe´rence est toujours ve´rifie´e). On a releve´ les
Kv en des sous-groupes K♯,v. Ils de´terminent de meˆme un facteur de transfert canonique
∆♯,1,V sur G
′
♯,1(FV )×G♯(FV ). On ve´rifie que si (δ♯,1, γ♯) ∈ G
′
♯,1(FV )×G♯(FV ) est un couple
d’e´le´ments semi-simples G♯-fortement re´guliers qui se correspondent, on a l’e´galite´
∆♯,1,V (δ♯,1, γ♯) = ∆1,V (δ1, γ),
ou` δ1 et γ sont les projections naturelles de δ♯,1 et γ♯.
Remarque. Il se peut que les e´le´ments δ1 et γ se correspondent alors que δ♯,1 et γ♯
ne se correspondent pas. L’e´galite´ ci-dessus devient fausse, le membre de gauche e´tant
nul alors que celui de droite ne l’est pas.
On peut adapter les constructions de 4.3 et de´finir un homomorphisme
ιG′♯,1,G′1 : SIλ1(G
′
1(FV ))→ SIλ1(G
′
♯,1(FV ))
bien de´fini sur les fonctions dont le support dans G′(FV ) est voisin de l’origine. Le
diagramme suivant est commutatif
(3)
I(G(FV ))
transfert
→ SIλ1(G
′
1(FV ))
ιG♯,G ↓ ↓ ιG′♯,1,G′1
I(G♯(FV ))
transfert
→ SIλ1(G
′
♯,1(FV ))
Supposons que nos donne´es endoscopiques soient elliptiques. Les espaces AG et AG′ sont
isomorphes et, conforme´ment aux conventions de [VI], on suppose que l’isomorphisme
pre´serve les mesures. De meˆme pour les espaces AG♯ et AG′♯ . On fixe une mesure sur
AC1 . En utilisant les suites exactes habituelles, des mesures de´ja` fixe´es se de´duisent des
mesures sur AG′1 et AG′♯,1 . Avec ces normalisations, montrons que l’on a l’e´galite´
(4) i(G,G′)τ ′(G)−1τ ′(G′1) = i(G♯, G
′
♯)τ
′(G♯)
−1τ ′(G′♯,1).
Preuve. Rappelons (cf. [VI] 5.1) que, dans notre situation quasi-de´ploye´e et sans torsion,
on a simplement
i(G,G′) = |Out(G′)|−1τ(G)τ(G′)−1.
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D’autre part, le lemme 4.2 nous dit que τ ′(G′1) = τ
′(G′)τ ′(C1). Le membre de gauche de
(4) est donc e´gal a`
|Out(G′)|−1covol(AG,Z)covol(AG′,Z)
−1τ ′(C1).
Parce que G′ est elliptique, on a les isomorphismes
X∗(G)ΓF ≃ X∗(Z(Gˆ)
ΓF ,0) = X∗(Z(Gˆ
′)ΓF ,0) ≃ X∗(G′)ΓF .
Il en re´sulte que covol(AG,Z) = covol(AG′,Z). Donc le membre de gauche de (4) est
e´gal a` |Out(G′)|−1τ ′(C1). On a une formule analogue pour le membre de droite. On
ve´rifie imme´diatement que les groupes Out(G′) et Out(G′♯) sont isomorphes. L’e´galite´
(4) s’ensuit. 
4.6 Coefficients stables et reveˆtement
On suppose encore G quasi-de´ploye´ et a = 1.
Proposition. La distribution τ ′(G)−1SAGunip(V ) est l’image par l’homomorphisme ι
∗
G♯,G
de τ ′(G♯)
−1SA
G♯
unip(V ).
Preuve. Soit f ∈ C∞c (G(FV )). On a par de´finition
(1) τ ′(G)−1IG(SAGunip(V ), f) = τ
′(G)−1IG(AGunip(V ), f)
−
∑
G′∈E(G,V ),G′ 6=G
τ ′(G)−1i(G,G′)SG
′
(SAG
′
unip(V ), f
G′).
FixonsG′ = (G′,G ′, s) ∈ E(G, V ) avec G′ 6= G. Introduisons des donne´es auxiliaires pour
cette donne´e, non ramifie´es hors de V . Introduisons aussi la donne´e G′♯ comme dans le
paragraphe pre´ce´dent. On utilise les notations de ce paragraphe. On identifie fG
′
a` un
e´le´ment f1 ∈ SIλ1(G
′
1(FV )). On a
SG
′
(SAG
′
unip(V ), f
G′) = S
G′1
λ1
(SA
G′1
unip,λ1
(V ), f1).
On peut appliquer la proposition par re´currence a` G′ puisque G′ 6= G. On travaille ici
avec des distributions qui se transforment selon le caracte`re λ1 de C1(FV ) mais la dernie`re
e´galite´ du paragraphe 1.11 permet d’adapter la proposition a` ce cas. On a donc
SA
G′1
unip,λ1
(V ) = τ ′(G′1)τ
′(G′1,♯)
−1ι∗G′♯,1,G′1(SA
G′♯,1
unip,λ1
(V )).
D’ou`
S
G′1
λ1
(SA
G′1
unip,λ1
(V ), f1) = τ
′(G′1)τ
′(G′1,♯)
−1S
G′♯,1
λ1
(SA
G′♯,1
unip,λ1
(V ), f♯,1),
ou` f♯,1 = ιG′♯,1,G′1(f1). En utilisant ces formules et 4.5(4), on transforme la somme en G
′
de l’expression (1) en
(2)
∑
G′♯∈EG(G♯,V )
τ ′(G♯)
−1i(G♯, G
′
♯)S
G′♯,1
λ1
(SA
G′♯,1
unip,λ1
(V ), f♯,1).
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Posons f♯ = ιG♯,G(f). Remarquons que, d’apre`s 4.5(3), les fonctions f♯,1 intervenant
peuvent aussi se de´finir comme le transfert de f♯ a` G
′
♯,1(FV ). Le terme que l’on somme
ne fait alors plus re´fe´rence a` G. En particulier, on peut le de´finir pour toute donne´e
G′♯ ∈ E(G♯, V ) et pas seulement pour celles qui proviennent d’une donne´e endosco-
pique de G. D’autre part, les facteurs de transfert utilise´s pour de´finir ces fonctions f♯,1
de´pendent des compacts Kv pour v 6∈ V . Notons-les plus pre´cise´ment f♯,1[K
V ]. On sait
par contre que les distributions SA
G′♯,1
unip,λ1
(V ) ne de´pendent pas des compacts. Soit S
un ensemble fini de places de F contenant V . Soit UVS un ensemble de repre´sentants
du quotient q♭(G♭(F
V
S ))\G(F
V
S ). Pour u ∈ U
V
S , on de´finit pour v ∈ S − V le groupe
uKv = uKvu
−1, qui se rele`ve en le compact uK♯,v = uK♯,vu
−1 de G♯(Fv). On pose
uKV = (
∏
v∈S−V
uKv)(
∏
v 6∈S Kv). Soit G
′
♯ ∈ E(G♯, V ). Montrons que
(3) si S est assez grand, on a l’e´galite´
|UVS |
−1
∑
u∈UVS
S
G′♯,1
λ1
(SA
G′♯,1
unip,λ1
(V ), f♯,1[
uKV ]) =
{
S
G′♯,1
λ1
(SA
G′♯,1
unip,λ1
(V ), f♯,1[K
V ]), si G′♯ ∈ EG(G♯, V ),
0, sinon.
En 4.5, on a rappele´ l’existence d’un caracte`re ω♯ de GAD(AF ) associe´ a` G
′
♯. La
fonction f♯ est par construction invariante par l’action de G(FV ). Il re´sulte de cela et
de la de´finition du caracte`re ω♯ que tous les transferts f♯,1[
uKV ] sont nuls sauf si ω♯ est
trivial sur G(FV ). Si cette condition n’est pas ve´rifie´e, la relation (2) est donc e´vidente.
Supposons que ω♯ est trivial sur G(FV ). Pour v ∈ S − V , notons
u∆♯,1,v le facteur
de transfert local associe´ a` uK♯,v. Ce n’est autre que (δ♯,1, γ♯) 7→ ∆♯,v(δ♯,1, u
−1γ♯u), ou`
∆♯,v est associe´ a` K♯,v. On a simplement ∆♯,v(δ♯,1, u
−1γ♯u) = ω♯,v(u)∆♯,v(δ♯,1, γ♯). Donc
u∆♯,1,v = ω♯,v(u)∆♯,1,v. Ces facteurs locaux en v ∈ S − V sont les seules donne´es qui
changent quand on change de compacts. En se rappelant la de´finition des facteurs de
transfert canoniques, on voit alors que f♯,1[
uKV ] = ω♯(u)
−1f♯,1[K
V ]. La somme de (3)
vaut donc
S
G′♯,1
λ1
(SA
G′♯,1
unip,λ1
(V ), f♯,1[K
V ])|UVS |
−1
∑
u∈UVS
ω♯(u)
−1.
C’est-a`-dire qu’elle vaut S
G′♯,1
λ1
(SA
G′♯,1
unip,λ1
(V ), f♯,1[K
V ]) si ω♯ est trivial sur G(F
V
S ) et 0
sinon. Le caracte`re ω♯ est automorphe et, parce que G
′
♯ est non ramifie´ hors de V , il
est trivial sur KV . Choisissons S tel que G(AF ) = G(F )(G(FS) × K
S). Parce que l’on
a suppose´ que ω♯ e´tait trivial sur G(FV ), la condition que ce caracte`re soit trivial sur
G(F VS ) e´quivaut alors a` ce qu’il soit trivial sur tout G(AF ). C’est la condition 4.5(2),
dont on a vu qu’elle e´quivalait a` l’appartenance de G′♯ a` EG(G♯, V ). Cela de´montre (3).
On fixe S assez grand. Graˆce a` (3), l’expression (2) se re´crit
τ ′(G♯)
−1|UVS |
−1
∑
u∈UVS
∑
G′♯∈E(G♯,V )
i(G♯, G
′
♯)S
G′♯,1
λ1
(SA
G′♯,1
unip,λ1
(V ), f♯,1[
uKV ]).
La proposition 4.3 nous dit que le premier terme du membre de droite de (1) est e´gal a`
τ ′(G♯)
−1|UVS |
−1
∑
u∈UVS
IG♯(A
G♯
unip(V,
uKV♯ ), f♯).
54
Ainsi le membre de droite de la formule (1) est le produit de τ ′(G♯)
−1|UVS |
−1 et de la
somme en u ∈ UVS de l’expression
IG♯(A
G♯
unip(V,
uKV♯ ), f♯)−
∑
G′♯∈E(G♯,V )
i(G♯, G
′
♯)S
G′♯,1
λ1
(SA
G′♯,1
unip,λ1
(V ), f♯,1[
uKV ]).
Celle-ci est par de´finition e´gale a` IG♯(SA
G♯
unip(V ), f♯). La re´fe´rence aux compacts dis-
paraˆıt puisqu’on sait que la distribution SA
G♯
unip(V ) n’en de´pend pas. Ce terme e´tant
inde´pendant de u, l’e´galite´ (1) devient simplement
τ ′(G)IG(SAGunip(V ), f) = τ
′(G♯)
−1IG♯(SA
G♯
unip(V ), f♯).
Dire que cette e´galite´ est ve´rifie´e pour tout f e´quivaut a` l’assertion de l’e´nonce´. 
5 Descente
5.1 Une premie`re transformation
On commence la preuve du the´ore`me 3.3. Le triplet (G, G˜, a) est quelconque. On fixe
X ∈ Stab(G˜(F )) qui n’appartient pas a` Stabexcep(G˜(F )). On fixe un ensemble fini V
de places de F contenant S(X ). En vertu du lemme 3.7, on impose de plus
(1) V contient S(X , K˜) ;
(2) X est elliptique ;
(3) pour toute place v ∈ V al(F ), l’image de X dans Stab(G˜(Fv)) appartient a` l’image
de l’application χG˜v ;
(4) les restrictions de ω a` Z(G;AF )
θ et Z(G¯;AF ) sont triviales.
On pose
AG,E(V,X , ω) =
∑
G′∈E(G˜,a,V )
∑
X ′∈Stab(G˜′(F ));X ′ 7→X
i(G˜, G˜′)transfert(SAG
′
(V,X ′)).
Il s’agit de de´montrer l’e´galite´
AG(V,X , ω) = AG,E(V,X , ω).
On fixe une paire de Borel e´pingle´e Eˆ = (Bˆ, Tˆ , (Eˆα)α∈∆) de Gˆ et on de´finit l’auto-
morphisme θˆ ainsi que l’action galoisienne relativement a` cette paire, cf. [I] 1.2. Notons
ETˆ (G˜, a, V ) l’ensemble des donne´es endoscopiques de (G, G˜, a) qui sont de la forme
G′ = (G′,G ′, sθˆ) avec s ∈ Tˆ et qui sont elliptiques, relevantes et non ramifie´es hors de V .
Pour deux donne´es G′1 = (G
′
1,G
′
1, s1θˆ) et G
′
2 = (G
′
2,G
′
2, s2θˆ) dans cet ensemble, disons
qu’elles sont Tˆ -e´quivalentes s’il existe x ∈ Tˆ tel que xG ′1x
−1 = G ′2 et xs1θˆ(x)
−1 ∈ s2Z(Gˆ).
Fixons un ensemble de repre´sentants ETˆ (G˜, a, V ) des classes de Tˆ -e´quivalence dans
ETˆ (G˜, a, V ). Toute donne´e endoscopique elliptique, relevante et non ramifie´e hors de
V est e´quivalente a` une donne´e appartenant a` ETˆ (G˜, a, V ). Il y a donc une application
surjective
ETˆ (G˜, a, V )→ E(G˜, a, V ).
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Soit G′ = (G′,G ′, sθˆ) ∈ ETˆ (G˜, a, V ). La fibre de cette application au-dessus de l’image
de G′ est forme´ des (G′1,G
′
1, s1θˆ), a` Tˆ -e´quivalence pre`s, pour lesquels il existe x ∈ Gˆ de
sorte que xG ′x−1 = G ′1 et xsθˆ(x)
−1 ∈ s1Z(Gˆ). Puisque Gˆ′ et Gˆ
′
1 contiennent Tˆ
θˆ,0, on peut
supposer que x normalise Tˆ θˆ,0, donc aussi Tˆ . La condition xsθˆ(x)−1 ∈ s1Z(Gˆ) implique
alors que l’image de x dans W est fixe par θˆ. Inversement, un e´le´ment x ∈ NormGˆ(Tˆ )
dont l’image dans W est fixe par θˆ donne naissance a` une donne´e (G′1,G
′
1, s1θˆ). Cette
donne´e est Tˆ -e´quivalente a` G′ si et seulement si x ∈ Tˆ (Aut(G′)∩NormGˆ(Tˆ )). On a une
suite exacte
1→ WG
′
→ Tˆ\Tˆ (Aut(G′) ∩NormGˆ(Tˆ ))→ Out(G
′)→ 1
Ainsi la fibre de l’application pre´ce´dente au-dessus de l’image de G′ a pour nombre
d’e´le´ments |W θ||Out(G′)|−1|WG
′
|−1. On peut donc re´crire
AG,E(V,X , ω) = |W θ|−1
∑
G′∈E
Tˆ
(G,a,V )
|Out(G′)||WG
′
|
i(G˜, G˜′)
∑
X ′∈Stab(G′(F ));X ′ 7→X
transfert(SAG
′
(V,X ′)).
Soit G′ = (G′,G ′, sθˆ) ∈ ETˆ (G, a, V ). On fixe une paire de Borel e´pingle´e de Gˆ
′ dont la
paire de Borel sous-jacente (Bˆ′, Tˆ ′) est (Bˆ ∩ Gˆ′, Tˆ θˆ,0). En utilisant les notations de 1.7,
cela de´finit l’application ξ : T ∗ → T ′∗ et une application Stab(G˜′(F ))→ Stab(G˜(F )) que
l’on note simplement (µ′, ωG¯′) 7→ (µ, ωG¯). Notons ici pG˜ : Stab(G˜(F )) → Stab(G˜(F ))
l’application naturelle.
Remarque. Les hypothe`ses que G′ est relevante et non ramifie´e hors de V n’in-
terviennent pas ici. Les meˆmes notations seront utilise´es plus loin pour des donne´es ne
ve´rifiant pas ces hypothe`ses.
Pour Y ∈ Stab(G˜(F )), notons Fib(Y) la fibre de pG˜ au-dessus de Y . On adopte de
meˆmes notations pour G˜′. Sommer sur les X ′ ∈ Stab(G˜′(F )) tels que X ′ 7→ X revient a`
sommer sur les (µ, ωG¯) ∈ Stab(G˜(F )) tels que pG˜(µ, ωG¯) = X et sur les (µ
′, ωG¯′) tels que
(µ′, ωG¯′) 7→ (µ, ωG¯), a` condition d’affecter les termes d’un coefficient |Fib(pG˜′(µ
′, ωG¯′))|
−1.
Ce nombre d’e´le´ments se calcule aise´ment a` l’aide de 1.1(4). Notons FixG
′
(µ′, ωG¯′) le
groupe des w ∈ WG
′
tels que wµ′ = µ′, w(Σ+(µ
′)) = Σ+(µ
′) et wωG¯′(σ)σG′ ∗(w)
−1 =
ωG¯′(σ) pour tout σ ∈ ΓF . Alors
(4) |Fib(pG˜′(µ
′, ωG¯′))| = |W
G′||WG
′
(µ′)|−1|FixG
′
(µ′, ωG¯′)|
−1.
On obtient ∑
X ′∈Stab(G′(F ));X ′ 7→X
transfert(SAG
′
(V,X ′)) =
∑
(µ,ωG¯)∈Stab(G˜(F )),pG˜(µ,ωG¯)=X∑
(µ′,ωG¯′)∈Stab(G˜
′(F )),(µ′,ωG¯′)7→(µ,ωG¯)
|WG
′
|−1|WG
′
(µ′)||FixG
′
(µ′, ωG¯′)|
transfert(SAG
′
(V, pG˜′(µ
′, ωG¯′))).
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Cela conduit a` l’e´galite´
AG˜,E(V,X , ω) = |W θ|−1
∑
G′∈E
Tˆ
(G,a,V )
∑
(µ,ωG¯)∈Stab(G˜(F )),pG˜(µ,ωG¯)=X∑
(µ′,ωG¯′)∈Stab(G˜
′(F )),(µ′,ωG¯′)7→(µ,ωG¯)
i(G˜, G˜′, µ′, ωG¯′)transfert(SA
G′(V, pG˜′(µ
′, ωG¯′))),
ou`
(5) i(G˜, G˜′, µ′, ωG¯′) = i(G˜, G˜
′)|Out(G′)||WG
′
(µ′)||FixG
′
(µ′, ωG¯′)|.
Pour tout (µ, ωG¯) ∈ Fib(X ), on a la formule paralle`le a` (4) :
|Fib(X )| = |W θ||WG(µ)|−1|FixG(µ, ωG¯)|
−1.
Posons
(6) AG˜,E(V, µ, ωG¯, ω) = |W
G(µ)|−1|FixG(µ, ωG¯)|
−1
∑
G′∈E
Tˆ
(G,a,V )∑
(µ′,ωG¯′)∈Stab(G˜
′(F )),(µ′,ωG¯′)7→(µ,ωG¯)
i(G˜, G˜′, µ′, ωG¯′)transfert(SA
G′(V, pG˜′(µ
′, ωG¯′))).
On obtient la formule
AG,E(V,X , ω) = |Fib(X )|−1
∑
(µ,ωG¯)∈F ib(X )
AG˜,E(V, µ, ωG¯, ω).
Enonc¸ons une forme plus pre´cise du the´ore`me 3.3, qui implique celui-ci d’apre`s la formule
pre´ce´dente.
Proposition. Soient X et V comme plus haut. Pour tout (µ, ωG¯) ∈ Fib(X ), on a
l’e´galite´
AG˜,E(V, µ, ωG¯, ω) = A
G˜(V,X , ω).
C’est cette assertion que nous allons prouver. On fixe jusqu’a` la fin de la preuve un
e´le´ment (µ, ωG¯) ∈ Fib(X ).
5.2 Descente des donne´es endoscopiques
On identifie la paire de Borel e´pingle´e E∗ = (B∗, T ∗, (Eα)α∈∆) de G a` une paire
particulie`re. On rele`ve µ en (ν, e) avec ν ∈ T ∗ et e ∈ Z(G˜, E∗). On pose η = νe et
G¯ = Gη. On note T¯ le tore T
∗,θ∗,0 vu comme un sous-tore maximal de G¯. On rappelle
que Σ(µ) s’identifie a` l’ensemble de racines ΣG¯(T¯ ) de T¯ dans G¯. On fixe une paire de
Borel e´pingle´e E¯ de G¯ dont la paire de Borel sous-jacente soit (B¯, T¯ ), ou` B¯ = B∗∩G¯, et on
munit G¯ de l’unique action galoisienne σ 7→ σG¯ conservant E¯ et co¨ıncidant sur T¯ = T
∗,θ,0
avec l’action σ 7→ ωG¯(σ)σG∗ . Il est clair que cette action galoisienne s’e´tend en une action
sur le groupe Iη = Z(G)
θG¯ et on munit ce groupe de cette action. On introduit le groupe
dual ˆ¯G, muni d’une paire de Borel e´pingle´e dont on note la paire sous-jacente ( ˆ¯B, ˆ¯T ). On
peut identifier ˆ¯T a` Tˆ /(1− θˆ)(Tˆ ), muni de l’action galoisienne σ 7→ ωG¯(σ)σG∗ . L’ensemble
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de racines Σ
ˆ¯G( ˆ¯T ) est en bijection avec Σ(µ) et le sous-ensemble positif de´termine´ par ˆ¯B
correspond au sous-ensemble Σ+(µ).
Conside´rons une donne´e endoscopique de (G, G˜, a) de la forme G′ = (G′,G ′, sθˆ), avec
s ∈ Tˆ . On la suppose elliptique. Soit (µ′, ωG¯′) ∈ Stab(G˜
′(F )) tel que (µ′, ωG¯′) 7→ (µ, ωG¯).
Posons ˆ¯Tad =
ˆ¯T/Z( ˆ¯G). C’est un quotient de Tˆ . Notons s¯ l’image de s dans ce groupe.
Posons ˆ¯H = Z ˆ¯GAD(s¯)
0. On munit ce groupe de la paire de Borel ( ˆ¯Bad ∩
ˆ¯H, ˆ¯Tad). D’apre`s
la de´finition de 1.7, il y a une unique cochaˆıne σ 7→ ωH¯(σ) de ΓF dans W (µ) de sorte
que l’on ait l’e´galite´
ωG¯′(σ)ωG′(σ) = ωH¯(σ)ωG¯(σ)
pour tout σ ∈ ΓF . Cette cochaˆıne s’e´tend en une cochaˆıne de´finie sur WF . Puisque
W (µ) = W
ˆ¯G = W
ˆ¯GAD , pour tout w ∈ WF , on peut relever ωH¯(w) en un e´le´ment
g¯(w) ∈ ˆ¯GAD qui normalise
ˆ¯Tad. On de´finit le sous-groupe H¯ ⊂
L(G¯SC) =
ˆ¯GAD ⋊WF
engendre´ par ˆ¯H et les (g¯(w), w) pour w ∈ WF . On a prouve´ en [W1] 3.5 que ce groupe
s’inse´rait dans une extension scinde´e
1→ ˆ¯H → H¯ →WF → 1.
On peut donc munir ˆ¯H d’une L-action galoisienne compatible avec cette extension. On
introduit le groupe re´ductif H¯ de´fini et quasi-de´ploye´ sur F tel que ˆ¯H , muni de cette
action galoisienne, soit le groupe dual de H¯ . On a prouve´ en [W1] 3.5 que le triplet
H¯ = (H¯, H¯, s¯) e´tait une donne´e endoscopique de G¯SC. Il s’agit ici d’endoscopie non
tordue, toute torsion et tout caracte`re ont disparu. On fixe une paire de Borel (BH¯ , T H¯)
de H¯ de´finie sur F .
Remarque. Dans [W1], la situation de de´part n’e´tait pas la meˆme qu’ici, on partait
d’un diagramme. Mais on ve´rifie aise´ment que les pre´sentes hypothe`ses sont suffisantes
pour assurer la validite´ des proprie´te´s e´nonce´es ci-dessus. La meˆme remarque vaut pour
la suite. D’autre part, dans [W1], le corps de base e´tait local non-archime´dien mais les
constructions valent e´videmment pour tout corps de base. Enfin, on a de´ja` repris cette
construction dans la section 5 de [III], ou` l’on a note´ G¯′ la donne´e H¯. Il nous semble
plus clair de revenir ici a` la notation de [W1], la notation G¯′ e´tant de´ja` utilise´e.
Fixons un e´le´ment ǫ ∈ G˜′ss(F ) et une paire de Borel (Bǫ, Tǫ) ve´rifiant les conditions
du (ii) du lemme 1.3 relativement a` l’e´le´ment (µ′, ωG¯′). Le groupe G
′
ǫ est quasi-de´ploye´ et
est muni de la paire de Borel (B∗♭ , Tǫ) de´finie dans ce lemme. Fixons une paire de Borel
(BG
′
, TG
′
) de G′ de´finie sur F . Par la construction de ce lemme, le tore Tǫ s’identifie a`
TG
′
, l’identification n’e´tant pas ΓF -e´quivariante : elle identifie l’action galoisienne sur Tǫ
avec l’action σ 7→ ωG¯′(σ)σG′ sur T
G′. On a alors un diagramme
(1)
T H¯sc Tǫ,sc
↓
T H¯ ↓
‖
T¯sc Tǫ
↓
T¯ ‖
↓
T ∗ → T ∗/(1− θ∗)(T ∗) ≃ TG
′
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(on a note´ T H¯sc , resp. Tǫ,sc, T¯sc, les images re´ciproques de T
H¯ dans H¯SC , resp. de Tǫ dans
G′ǫ,SC, resp. de T¯ dans G¯SC). Pour tout tore S, posons X∗,Q(S) = X∗(S)⊗ZQ. Le lemme
[W1] 3.6 affirme qu’il se de´duit de ce diagramme un isomorphisme
X∗,Q(T
H¯
sc ) ≃ X∗,Q(Tǫ,sc)
qui est e´quivariant pour les actions galoisiennes et graˆce auquel les deux groupes H¯SC et
G′ǫ,SC forment une paire endoscopique non standard.
Le lemme [W1] 3.6 nous dit que du diagramme (1) se de´duit un diagramme commu-
tatif
(2)
X∗,Q(Z(G)
θ,0) → X∗,Q(Z(G
′)0)
↓
X∗,Q(Z(G¯)
0) ↓
↓
X∗,Q(Z(G¯)
0)⊕X∗,Q(Z(H¯)
0) ≃ X∗,Q(Z(G
′
ǫ)
0)
Il est forme´ d’applications injectives e´quivariantes pour les actions galoisiennes et la
fle`che du bas est un isomorphisme.
On a
(3) supposons (µ′, ωG¯′) elliptique ; alors la donne´e endoscopique H¯ de G¯SC est ellip-
tique.
Preuve. L’hypothe`se implique que ǫ est elliptique dans G˜′(F ). Dans le diagramme (2),
on prend les invariants par ΓF . La fle`che verticale de droite devient un isomorphisme par
ellipticite´ de ǫ. La fle`che horizontale du haut aussi par ellipticite´ de G′. Donc les deux
fle`ches de gauche deviennent aussi des isomorphismes. Cela entraˆıne X∗,Q(Z(H¯)
0)ΓF =
{0} et l’assertion. 
On a
(4) supposons S(pG˜′(µ
′, ωG¯′), K˜
′) ⊂ V ; alors la donne´e H¯ est non ramifie´e hors de V .
La preuve est la meˆme qu’en 1.7(4). Soit v 6∈ V et σ dans le groupe d’inertie Iv.
L’hypothe`se implique ωG¯′(σ) = 1. On a ωG′(σ) = 1 puisque G
′ n’est pas ramifie´e en v.
Donc ωG¯(σ) = ωH¯(σ)
−1. Cet e´le´ment appartient a` W G¯ car ωH¯(σ) ∈ W
G¯ et il conserve
l’ensemble des racines positives de T¯ dans G¯ car c’est le cas de ωG¯(σ). Ces deux conditions
entraˆınent qu’il est e´gal a` 1, c’est-a`-dire ωH¯(σ) = 1. Dans le cas d’endoscopie non tordue,
cela suffit a` assurer que la donne´e (H¯, H¯, s¯) est non ramifie´e en v. 
Posons quelques de´finitions. Soit v une place de F . Soient G¯0 un groupe re´ductif
connexe de´fini sur Fv et ψv : G¯0 → G¯ un torseur inte´rieur (pour l’action de ΓFv). Soient
(B♭, T♭), (BH¯ , TH¯), (B♮, T♮) et (B♮,0, T♮,0) des paires de Borel respectivement de G
′
ǫ, H¯ , G¯
et G¯0 de´finies sur F¯v. En conjuguant les trois premie`res paires en celles fixe´es plus haut,
on obtient des isomorphismes
(5) X∗,Q(TH¯,sc) ≃ X∗,Q(T♭,sc)
et
(6) TH¯ ≃ T♮,sc.
La donne´e de ψv e´tablit aussi un isomorphisme
(7) T♮ ≃ T♮,0.
Il se de´duit de (6) et (7) un isomorphisme
(8) TH¯ ≃ T♮,0,sc
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qui ne de´pend pas de la paire (B♮, T♮). On dit que (B♭, T♭) et (BH¯ , TH¯) se correspondent si
T♭ et TH¯ sont de´finis sur Fv et que (5) est e´quivariant pour l’action de ΓFv . On de´finit de
meˆme la notion de correspondance entre (BH¯ , TH¯) et (B♮, T♮), resp. (B♮, T♮) et (B♮,0, T♮,0),
resp. (BH¯ , TH¯) et (B♮,0, T♮,0), en remplac¸ant l’isomorphisme (5) respectivement par (6),
(7) et (8).
Les meˆmes de´finitions peuvent eˆtre pose´es sur le corps de base F , en remplac¸ant
simplement ci-dessus Fv et F¯v par F et F¯ .
5.3 La sous-somme attache´e a` une donne´e endoscopique H
Conside´rons la de´finition 5.1(6). Dans la somme en (µ′, ωG¯′), on peut ajouter les
conditions que (µ′, ωG¯′) est elliptique et que S(pG˜′(µ
′, ωG¯′), K˜
′) ⊂ V . En effet, si elles ne
sont pas ve´rifie´es, la distribution SAG
′
(V, pG˜′(µ
′, ωG¯′)) est nulle. Notons E ˆ¯Tad,⋆
(G¯SC , V )
l’ensemble des donne´es endoscopiques de G¯SC de la forme H¯ = (H¯, H¯, s¯), ou` s¯ ∈
ˆ¯Tad, qui sont elliptiques et non ramifie´es hors de V . A partir de G
′ = (G′,G ′, sθˆ) ∈
ETˆ (G, ω, V ) et de (µ
′, ωG¯′) ∈ Stab(G˜
′(F )) ve´rifiant les deux conditions ci-dessus et tel
que (µ′, ωG¯′) 7→ (µ, ωG¯), on a construit une donne´e endoscopique H¯ de G¯SC, qui appar-
tient a` E ˆ¯Tad,⋆
(G¯SC , V ), cf. 5.2(3) et (4) . Pour H ∈ E ˆ¯Tad,⋆
(G¯SC , V ), on note J (H) la fibre
de cette application. On note AG˜,E(V,H, ω) la sous-somme de l’expression 5.1(6), ou` on
somme sur les triplets (G′, µ′, ωG¯′) ∈ J (H). Autrement dit
AG˜,E(V,H, ω) = |WG(µ)|−1|FixG(µ, ωG¯)|
−1
∑
(G′,µ′,ωG¯′)∈J (H)
i(G˜, G˜′, µ′, ωG¯′)transfert(SA
G′(V, pG˜′(µ
′, ωG¯′))).
On a l’e´galite´
(1) AG˜,E(V, µ, ωG¯, ω) =
∑
H∈E ˆ¯Tad,⋆
(G¯SC ,V )
AG˜,E(V,H, ω).
On fixe jusqu’en 8.1 une donne´e H ∈ E ˆ¯Tad,⋆(G¯SC , V ). On va e´tudier la distribu-
tion AG˜,E(V,H, ω).
5.4 Proprie´te´s de relevance
Soit v ∈ V al(F ), plac¸ons-nous sur le corps Fv. Conside´rons l’ensemble Dv des couples
(ηv, rv) ∈ G˜(Fv)×G(F¯v) tels que
(1) rvηvr
−1
v = η ;
(2) en utilisant la paire de Borel adr−1v (B
∗, T ∗) dans la construction de 1.2, on ait
l’e´galite´ (µηv , ωηv) = (µ, ωG¯v).
On peut traduire cette condition (2) de la fac¸on suivante. La condition (1) implique
que l’automorphisme adrv se restreint en un isomorphisme de Gηv sur Gη = G¯. Le groupe
Gηv e´tant muni de sa structure galoisienne naturelle et le groupe G¯ e´tant muni de sa
structure quasi-de´ploye´e de´finie en 5.2, (2) e´quivaut a` ce que adrv soit un torseur inte´rieur
de Gηv sur G¯ que l’on note ψrv .
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Le groupe Iη = Iη(F¯v) agit a` gauche sur Dv par (x, (ηv, rv)) 7→ (ηv, xrv). Le groupe
G(Fv) agit a` droite par ((ηv, rv), g) 7→ (g
−1ηvgv, rvg).
On se rappelle notre hypothe`se 5.1(3) : l’image de X dans Stab(G˜(Fv)) appartient
a` l’image de l’application χG˜v . Montrons que
(3) l’ensemble Dv est non vide ;
fixons (ηv, rv) ∈ Dv et rappelons que l’on a de´fini l’ensemble Yηv en 1.2 ; on a
(4) l’ensemble Dv co¨ıncide avec l’ensemble des (y
−1ηvy, rvy) pour y ∈ Yηv .
Preuve. La proposition 1.2 vaut bien suˆr aussi sur le corps de base Fv. L’hypothe`se
5.1(3) implique que l’on peut fixer ηv ∈ G˜ss(Fv) et une paire de Borel (B, T ) conserve´e par
adηv de sorte que le couple (µηv , ωηv) de´duit de ces donne´es ait meˆme image que (µ, ωG¯v)
dans Stab(G˜(Fv)). D’apre`s 1.2(3), on peut modifier (B, T ) de sorte que (µηv , ωηv) =
(µ, ωG¯v). Fixons r
′
v ∈ G = G(F¯v) tel que (B, T ) = adr′v−1(B
∗, T ∗). Par construction,
l’e´galite´ µηv = µ e´quivaut a` la relation r
′
vηvr
′
v
−1 ∈ (1 − θ∗)(T ∗)η. En multipliant r′v
a` gauche par un e´le´ment convenable de T ∗, on obtient un e´le´ment rv tel que (1) soit
ve´rifie´e. La proprie´te´ (2) l’est aussi par construction. Alors (ηv, rv) ∈ Dv, ce qui prouve
(3). Soit (ηv, rv) ∈ Dv. Pour y ∈ Yηv , il est clair que l’e´le´ment (y
−1ηvy, rvy) ve´rifie (1).
Il re´sulte du (iii) de la proposition 1.2 que le couple (ωy−1ηvy, ωy−1ηvy) associe´ a` y
−1ηvy
et a` la paire ady−1r−1v (B
∗, T ∗) est e´gal au couple (µηv , ωηv) associe´ a` ηv et a` la paire
adr−1v (B
∗, T ∗), donc a` (µ, ωG¯v). Donc (y
−1ηvy, rvy) ∈ Dv. Inversement, soit (η
′
v, r
′
v) ∈ Dv.
La meˆme proposition 1.2(iii) implique qu’il existe y1 ∈ Yηv de sorte que η
′
v = y
−1
1 ηvy1
et adr′v−1(B
∗, T ∗) = ady−11 r
−1
v
(B∗, T ∗). Cette dernie`re e´galite´ implique r′v ∈ T
∗rvy1. En
posant T = adr−1v (T
∗), cela e´quivaut a` l’existence de t ∈ T tel que r′v = rvty1. Les
e´galite´s r′vη
′
vr
′
v
−1 = η = rvηvr
−1
v et η
′
v = y
−1
1 ηvy1 impliquent alors tηvt
−1 = ηv, donc
t ∈ T θ ⊂ Iηv . L’e´le´ment y = ty1 appartient a` Yηv et on a l’e´galite´ (η
′
v, r
′
v) = (y
−1ηvy, rvy).
Cela prouve (4). 
Soit (ηv, rv) ∈ Dv. La donne´e locale Hv e´tant une donne´e endoscopique de G¯SC est
aussi une donne´e endoscopique pour Gηv ,SC, via le torseur ψrv introduit ci-dessus. On
dira plus pre´cise´ment que c’est une donne´e endoscopique pour (Gηv,SC , ψrv). On note
Drelv l’ensemble des (ηv, rv) ∈ Dv tels que Hv est relevante pour (Gηv,SC , ψrv). Pour deux
e´le´ments (ηv, rv) et (η
′
v, r
′
v) de Dv dans la meˆme double classe modulo les actions de Iη
a` gauche et de G(Fv) a` droite, les couples (Gηv , ψrv) et (Gη′v , ψr′v) sont isomorphes. Il en
re´sulte que Drelv est invariant par les actions de Iη et G(Fv).
On a de´fini l’ensemble J (H) en 5.3. Introduisons un ensemble J⋆(H) a priori plus
gros. Notons ETˆ ,⋆(G˜, a, V ) l’ensemble des donne´es endoscopiques de (G, G˜, a) qui sont
de la forme G′ = (G′,G ′, sθˆ) avec s ∈ Tˆ et qui sont elliptiques et non ramifie´es hors
de V . Fixons un ensemble de repre´sentants ETˆ ,⋆(G˜, a, V ) des classes de Tˆ -e´quivalence
dans ETˆ ,⋆(G˜, a, V ). La diffe´rence avec ETˆ (G˜, a, V ) est que les donne´es G
′ ne sont pas
suppose´es relevantes. Une partie de nos constructions vaut aussi bien sans cette hypothe`se
de relevance. On peut supposer ETˆ (G˜, a, V ) ⊂ ETˆ ,⋆(G˜, a, V ). On note J⋆(H) l’ensemble
des triplets (G′, µ′, ωG¯′), ou` G
′ ∈ ETˆ ,⋆(G˜, a, V ) et (µ
′, ωG¯′) ∈ Stab(G˜
′(F )), tels que
- (µ′, ωG¯′) 7→ (µ, ωG¯) ;
- (µ′, ωG¯′) est elliptique et S(pG˜′(µ
′, ωG¯′), K˜
′) ⊂ V ;
- H est associe´ a` (G′, µ′, ωG¯′) par la construction de 5.2.
Soit (G′, µ′, ωG¯′) ∈ J⋆(H). On de´finit un e´le´ment ǫ ∈ G˜
′(F ) comme en 5.2, dont on
reprend les notations.
Lemme. Supposons que la classe de conjugaison stable de ǫ dans G˜′(Fv) corresponde a`
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une classe de conjugaison stable dans G˜(Fv). Alors D
rel
v n’est pas vide.
Preuve. Par hypothe`se, il existe un diagramme (ǫ, B′, T ′, B, T, ηv) joignant ǫ a` un
e´le´ment semi-simple ηv ∈ G˜(Fv). Comme on l’a vu en [I] 1.10, on peut remplacer B
′ par
n’importe quel Borel contenant T ′, quitte a` changer B. On peut donc supposer que la
paire (B′, T ′) est conjugue´e a` la paire (Bǫ, Tǫ) que l’on a fixe´e en 5.2 par un e´le´ment de G
′
ǫ.
Comme on l’a vu dans la preuve de la proposition 1.2, la construction de ce paragraphe
est insensible a` une telle conjugaison. Donc, en utilisant la paire (B′, T ′), on a l’e´galite´
(µǫ, ωǫ) = (µ
′, ωG¯′v). Fixons rv ∈ G(F¯v) tel que adrv(B, T ) = (B
∗, T ∗). Dans la preuve du
lemme 1.8(i), on a calcule´ le couple (µηv , ωηv) de´duit de la paire (B, T ). Il est e´gal a` l’image
(µ, ωG¯v) de (µǫ, ωǫ). Or µηv est l’image de adrv(ηv) dans (T
∗/(1 − θ∗)(T ∗))×Z(G) Z(G˜).
Donc adrv(ηv) et η ont meˆme image dans cet ensemble. Quitte a` multiplier rv a` gauche
par un e´le´ment de T ∗, on peut supposer adrv(ηv) = η. Alors le couple (ηv, rv) appartient
a` Dv. Il se de´duit de (B, T ) une paire de Borel (B♮, T♮) = (B ∩ Gηv , T ∩ Gηv) de Gηv ,
puis une paire de Borel (B♮,sc, T♮,sc) de Gηv,SC . D’autre part, puisque H¯SC et G
′
ǫ,SC sont
en situation d’endoscopie non standard, on peut fixer une paire de Borel (BH¯ , TH¯) de
H¯ (on rappelle que le corps de base est ici Fv) qui correspond a` (B
′
sc, T
′
sc). Puisque Hv
est une donne´e endoscopique de (Gηv,SC , ψrv), les deux paires (BH¯ , TH¯) et (B♮,sc, T♮,sc)
de´finissent un isomorphisme de T♮,sc sur TH¯ . Les proprie´te´s d’e´quivariance du diagramme
5.2(1) entraˆınent que cet isomorphisme est de´fini sur Fv, autrement dit que les paires
ci-dessus se correspondent. Cela implique que Hv est relevante pour (Gηv,SC , ψrv). 
Inversement, soit (ηv, rv) ∈ D
rel
v . On peut alors fixer des paires de Borel (BH¯ , TH¯)
de H¯ et (B♮, T♮) de Gηv qui se correspondent via le torseur ψrv . Les couples adrv(B♮, T♮)
et (B¯, T¯ ) sont des paires de Borel de Gη sur F¯v. On peut fixer xv ∈ Gη de sorte que
adxvrv(B♮, T♮) = (B¯, T¯ ). Posons (B, T ) = ad
−1
xvrv(B
∗, T ∗). On a B∩Gηv = B♮ et T ∩Gηv =
T♮. D’autre part, puisque les groupes G
′
ǫ,SC et H¯SC sont en situation d’endoscopie non
standard, on peut fixer une paire de Borel (B♭, T♭) de G
′
ǫ qui correspond a` (BH¯ , TH¯). On
peut fixer uv ∈ G
′
ǫ tel que (B♭, T♭) = aduv(B
∗
♭ , Tǫ). Posons (B
′, T ′) = aduv(Bǫ, Tǫ). On a
B′ ∩G′ǫ = B♭ et T
′ = T♭. De nouveau, les proprie´te´s d’e´quivariance du diagramme 5.2(1)
entraˆınent que
(5) le sextuplet (ǫ, B′, T ′, B, T, ηv) est un diagramme.
5.5 Les places hors de V
Soit v une place de F , provisoirement quelconque. On a de´fini en [I] 2.7 le groupe
G♯ = G/Z(G)
θ. On a une suite de projections G→ G♯ → GAD. On note G♯(Fv) le sous-
groupe des g ∈ G(F¯v) dont l’image dans G♯(F¯v) appartient a` G♯(Fv). Pour g ∈ G♯(Fv),
les automorphismes adg de G et de G˜ sont tous deux de´finis sur F . Pour (ηv, rv) ∈ Dv,
G♯(Fv) est inclus dans Yηv . Il re´sulte de 5.4(4) que G♯(Fv) agit a` droite sur Dv par
((ηv, rv), g) 7→ (g
−1ηvg, rvg). Cette action e´tend celle de G(Fv).
Supposons maintenant v 6∈ V . Le groupe Kv de´termine un sous-groupe hyperspe´cial
K♯,v de G♯(Fv). On note K♯,v le sous-groupe des e´le´ments de G♯(Fv) dont l’image dans
G♯(Fv) appartient a` K♯,v. Utilisons les notations de 1.5. On a
(1)K♯,v est inclus dans Z(G)
θKnrv ; pour g ∈ K♯,v, l’automorphisme adg de G˜ conserve
K˜v.
Preuve. La surjectivite´ de l’application G → G♯ se prolonge en la surjectivite´ de
l’application analogue entre les sche´mas en groupes associe´s a` Kv et K♯,v. On voit ainsi
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qu’il y a une suite exacte
1→ Z(G)θ ∩Knrv → K
nr
v → K
nr
♯,v → 1.
Tout e´le´ment de K♯,v se rele`ve donc en un e´le´ment de K
nr
v . La premie`re assertion en
re´sulte. La seconde a e´te´ vue a` la fin de la preuve de la proposition 2.1. 
On note Dnrv l’ensemble des (ηv, rv) ∈ Dv tels qu’il existe h ∈ G(Fv) de sorte que
ηv ∈ ad
−1
h (K˜v). Puisque v 6∈ V , on a v 6∈ S(X , K˜) d’apre`s l’hypothe`se 5.1(1). Le lemme
1.6 implique alors que
(2) Dnrv est non vide ; pour (ηv, rv) ∈ D
nr
v et h ∈ G(Fv) tel que ηv ∈ ad
−1
h (K˜v), le
groupe Gηv est non ramifie´ et Gηv(Fv) ∩ ad
−1
h (Kv) est un sous-groupe hyperspe´cial de
Gηv(Fv). Plus pre´cise´ment, en notant Kηv le sche´ma en groupes associe´ a` ce sous-groupe
hyperspe´cial, on a Kηv(oE) = Gηv(E)∩ adh−1(Kv(oE)) pour toute extension non ramifie´e
E de Fv.
Il est clair que Dnrv est invariant a` gauche par Iη et a` droite par G(Fv). Remarquons
que, puisque adg est de´fini sur Fv pour tout g ∈ G♯(Fv), les ensembles G(Fv)K♯,v et
K♯,vG(Fv) sont e´gaux et ce sont des groupes.
Lemme. L’ensemble Dnrv est stable par l’action a` droite de Kv,♯. Il forme une unique
double classe modulo l’action a` gauche de Iη et a` droite de K♯,vG(Fv).
Preuve. Soient (ηv, rv) ∈ D
nr
v et k ∈ K♯,v. Posons η
′
v = k
−1ηvk, r
′
v = rvk. Soit
h ∈ G(Fv) tel que ηv ∈ ad
−1
h (K˜v). Posons h
′ = k−1hk. C’est un e´le´ment de G(Fv). On a
η′v ∈ adk−1h−1(K˜v) = ad(h′)−1k−1(K˜v) = ad(h′)−1(K˜v),
la dernie`re e´galite´ re´sultant de (1). Donc (η′v, r
′
v) ∈ D
nr
v , ce qui prouve la premie`re
assertion. NotonsDnr,0v le sous-ensemble des (ηv, rv) ∈ Dv tels que ηv ∈ K˜v. Par de´finition,
Dnrv est engendre´ par D
nr,0
v sous l’action a` droite de G(Fv). La deuxie`me assertion du
lemme re´sulte de
(3) Dnr,0v forme une unique double classe modulo l’action a` gauche de Gη et a` droite
de K♯,v.
Fixons un e´le´ment (ηv, rv) ∈ D
nr,0
v . C’est loisible puisque D
nr
v n’est pas vide. Remar-
quons que faire agir a` gauche un e´le´ment de Gη sur (ηv, rv) revient a` faire agir a` droite
un e´le´ment de Gηv . L’assertion a` prouver revient a` dire que tout e´le´ment de D
nr,0
v s’e´crit
(y−1ηvy, rvy) pour un y ∈ GηvK♯,v. Soit (η
′
v, r
′
v) ∈ D
nr,0
v . D’apre`s 5.4(4), il existe y ∈ Yηv
tel que (η′v, r
′
v) = (y
−1ηvy, rvy). D’apre`s le lemme [W1] 5.6(i), la relation y
−1ηvy ∈ K˜v en-
traˆıne que y ∈ GηvK
nr
v . Ecrivons y = xk, avec x ∈ Gηv et k ∈ K
nr
v . On a encore k ∈ Yηv .
Notons Z(G)p′ le sous-groupe des e´le´ments de Z(G; F¯v) d’ordre premier a` p. C’est un
sous-groupe de Knrv ([W1] 5.5(1)). Le lemme 5.5 de [W1] implique que l’application
Z(G)θp′ → Gηv ∩K
nr
v \Iηv ∩K
nr
v
est surjective.
Fixons un Frobenius φ ∈ ΓFv . Puisque k ∈ Yηv , on a kφ(k)
−1 ∈ Iηv . Puisque k ∈
Knrv , on a aussi kφ(k)
−1 ∈ Knrv . D’apre`s l’assertion ci-dessus, on peut e´crire kφ(k)
−1 =
g(φ)z(φ), avec g(φ) ∈ Gηv∩K
nr
v et z(φ) ∈ Z(G)
θ
p′. Par les relations de cocycle habituelles,
on prolonge g(φ) et z(φ) en des applications de´finies sur φZ. Par exemple, pour n ∈ N,
on pose
g(φn) = g(φ)φ(g(φ))...φn−1(g(φ)).
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Parce que z(φ) est d’ordre fini, on voit qu’il existe N ≥ 1 tel que n 7→ z(φn) se factorise
par Z/NZ. Puisque k ∈ Knrv , il en est de meˆme de l’application n 7→ kφ
n(k)−1. Puisque
g(φn) = kφn(k)−1z(φn)−1, il en est aussi de meˆme de n 7→ g(φn). Alors cette application
de´finit un cocycle continu et non ramifie´ de ΓFv dans Gηv ∩ K
nr
v . Un tel cocycle est
un cobord. On peut donc fixer x1 ∈ Gηv ∩ K
nr
v de sorte que g(φ) = x
−1
1 φ(x1). Posons
k1 = x1k. Alors k1φ(k1)
−1 = z(φ) ∈ Z(G)θ. Donc k1 ∈ G♯(Fv). Puisque de plus k1 ∈ K
nr
v ,
cela implique k1 ∈ K♯,v. Alors y = xx
−1
1 k1 appartient a` GηvK♯,v. Cela ache`ve la preuve.

On a
(4) soit (ηv, rv) ∈ D
nr
v ; alors Hv est relevante pour (Gηv,SC , ψrv).
Il s’agit d’endoscopie non tordue. Puisque Gηv ,SC est quasi-de´ploye´, tout se transfe`re.
5.6 Une conse´quence
Corollaire. Supposons qu’il existe v ∈ V tel que Drelv = ∅. Alors A
G˜,E(V,H, ω) = 0.
Preuve. Par de´finition, AG˜,E(V,H, ω) est une somme sur les e´le´ments (G′, µ′, ωG¯′) ∈
J (H) des transferts des distributions SAG
′
(V, pG˜′(µ
′, ωG¯′)). Fixons un tel triplet (G
′, µ′, ωG¯′),
auquel est associe´ un e´le´ment ǫ ∈ G˜′(F ). La distribution SAG
′
(V, pG˜′(µ
′, ωG¯′)) est sup-
porte´e par les e´le´ments de G˜′(FV ) dont la partie semi-simple est stablement conjugue´e a`
ǫ (plus exactement, ces distributions vivent sur des donne´es auxiliaires, mais peu importe
ici). Son transfert est nul s’il existe v ∈ V tel que la classe de conjugaison stable de ǫ
dans G˜′(Fv) ne correspond a` aucune classe de conjugaison stable dans G˜(Fv). D’apre`s le
lemme 5.4, il est donc nul s’il existe v ∈ V tel que Drelv = ∅. 
Dore´navant, on suppose Drelv 6= ∅ pour tout v ∈ V . Il re´sulte de 5.5(3) et (4)
qu’alors Drelv 6= ∅ pour tout v ∈ V al(F ). En conse´quence
(1) on a l’e´galite´ J⋆(H) = J (H).
Preuve. Soit (G′, µ′, ωG¯′) ∈ J⋆(H). Le lemme 1.3 entraˆıne que G˜
′(F ) est non-vide.
Fixons un e´le´ment ǫ comme dans ce lemme. Pour v ∈ V al(F ), soit (ηv, rv) ∈ D
rel
v . On
a construit en 5.4(5) un diagramme (ǫ, B′, T ′, B, T, ηv). Donc la donne´e locale G
′
v est
relevante. Par de´finition, G′ est donc relevante et (G′, µ′, ωG¯′) appartient a` J⋆(H). 
Dore´navant, pour v ∈ V al(F ), on notera dv un e´le´ment de Dv. Quand on aura besoin
de l’e´crire comme un couple (ηv, rv), on e´crira ce couple (η[dv], r[dv]). On supprimera le
torseur ψrv de la notation : le groupe Gη[dv ] sera toujours conside´re´ comme une forme
inte´rieure de G¯ via ce torseur. On utilisera des notations analogues dans diffe´rentes
variantes de notre situation. Par exemple, on pose DV =
∏
v∈V Dv et D
rel
V =
∏
v∈V D
rel
v .
On note (η[dV ], r[dV ]) le couple associe´ a` un e´le´ment dV ∈ DV etc...
On notera j un e´le´ment de J (H). Quand on a besoin de l’e´crire comme un triplet
(G′, µ′, ωG¯′), on note ce triplet (G
′
j , µ
′
j, ωG¯′j) et on affecte tous les objets relatifs a` ce
triplet d’un indice j. Par exemple, on fixe un e´le´ment ǫj ∈ G˜
′
j(F ) ve´rifiant les conditions
du lemme 1.3(ii).
On a
(2) il existe un sous-tore maximal SH¯ de H¯, de´fini sur F , tel que, pour toute place
v ∈ V , le localise´ SH¯,v soit elliptique dans H¯v si v est non-archime´dienne et SH¯,v soit
fondamental dans H¯v si v est archime´dienne.
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Preuve. Pour toute place v ∈ V , on peut en tout cas fixer un sous-tore maximal Sv de
H¯v de´fini sur Fv qui posse`de cette proprie´te´. On fixe un e´le´ment Xv ∈ sv(Fv) ∩ h¯reg(Fv).
L’espace h¯(F ) est dense dans h¯(FV ). On peut donc fixer X ∈ h¯(F ) tel que, pour toute
place v ∈ V ,X soit arbitrairement proche deXv. SiX est assez proche deXv, sa classe de
conjugaison par H¯(Fv) coupe sv(Fv)∩ h¯reg(Fv). A fortiori, X est semi-simple et re´gulier.
On note SH¯ son commutant dans H¯. C’est un sous-tore maximal de´fini sur F . Pour tout
v ∈ V , le localise´ SH¯,v est conjugue´ a` Sv donc posse`de la proprie´te´ requise. 
On fixe un tel tore, que l’on comple`te en une paire de Borel (BH¯ , SH¯) de´finie sur F¯ .
Soit j ∈ J (H). Puisque H¯SC et G
′
j,ǫj,SC
sont en situation d’endoscopie non standard,
on peut fixer une paire de Borel (B♭,j , Sj) de G
′
j,ǫj
qui correspond a` (BH¯ , SH¯). Puisque
(B♭,j , Sj) et (B
∗
♭,j , Tǫj) sont deux paires de Borel de G
′
j,ǫj
de´finies sur F¯ , on peut fixer
u ∈ G′j,ǫj(F¯ ) tel que (B♭,j, Sj) = adu(B
∗
♭,j , Tǫj). On pose (Bj , Sj) = adu(Bǫj , Tǫj). C’est
une paire de Borel de G′j de´finie sur F¯ (avec Sj de´fini sur F ) conserve´e par adǫj . On a
Bj ∩G
′
j,ǫj
= B♭,j.
Soit v ∈ V al(F ) et dv ∈ D
rel
v . Si v 6∈ V , supposons de plus dv ∈ D
nr
v . Montrons que
(3) il existe une paire de Borel (B♮[dv], S♮[dv]) de Gη[dv ] qui correspond a` (BH¯ , SH¯).
Preuve. Le corps de base est ici Fv. Si v 6∈ V , l’hypothe`se implique que Gη[dv ] est quasi-
de´ploye´. L’assertion re´sulte alors de [K1] corollaire 2.2. Supposons v ∈ V . Puisque Hv est
relevante pour Gη[dv],SC, on peut en tout cas fixer des paires de Borel (B
′
H¯
, S ′
H¯
) de H¯ et
(B′♮,sc[dv], S
′
♮,sc[dv]) de Gη[dv ],SC qui se correspondent. Puisque G¯SC est quasi-de´ploye´, on
peut, d’apre`s le corollaire 2.2 de [K1], comple´ter ces deux paires par une paire (B¯′♮,sc, S¯
′
♮,sc)
de G¯SC qui correspond a` chacune de ces paires. On note M
′
H¯
le commutant de AS′
H¯
dans
H¯ , M¯ ′sc celui de AS¯′♮,sc dans G¯SC et M
′
sc[dv] celui de AS′♮,sc[dv] dans G
′
η[dv],SC
. Les trois
tores intervenant sont naturellement isomorphes et les trois groupes M ′
H¯
, M¯ ′sc et M
′
sc[dv]
sont des Levi. On ve´rifie que M ′sc[dv] est une forme inte´rieure de M¯
′
sc et que M
′
H¯
est un
groupe endoscopique elliptique de M¯ ′sc, donc aussi de M
′
sc[dv]. Notons MH¯ le commutant
de ASH¯ dans H¯. Si v est non archime´dienne, SH¯ est elliptique, donc MH¯ = H¯, a fortiori
MH¯ ⊃ M
′
H¯
. Si v est archime´dienne, SH¯ est fondamental. Cela implique que, quitte a`
effectuer une conjugaison, on peut supposer MH¯ ⊃ M
′
H¯
. Dans les deux cas, on a donc
ASH¯ ⊂ AS′H¯ . Le tore ASH¯ s’identifie a` des sous-tores de AS¯′♮,sc et AS
′
♮,sc[dv]
dont on note
M¯sc et Msc[dv] les commutants dans G¯SC et Gη[dv ],SC. De nouveau, Msc[dv] est une forme
inte´rieure de M¯sc et MH¯ est un groupe endoscopique elliptique de M¯
′
sc, donc aussi de
M ′sc[dv]. Fixons un sous-groupe de Borel B0 deMH¯ contenant SH¯ . Puisque M¯sc est quasi-
de´ploye´, il re´sulte du corollaire 2.2 de [K1] que l’on peut fixer une paire de Borel (B1, S¯sc)
de M¯sc qui correspond a` (B0, SH¯). On a alors AS¯sc ≃ ASH¯ = AMH¯ ≃ AM¯sc . Cela implique
que S¯sc est elliptique dans M¯sc. D’apre`s [K2] lemme 10.2, il existe donc une paire de Borel
(B2, S♮,sc[dv]) de Msc[dv] qui correspond a` (B1, S¯sc). Elle correspond aussi a` (B0, SH¯).
Fixons u ∈ M¯H tel que (B0, SH¯) = adu((B
′
H¯
∩ MH¯), S
′
H¯
) et posons BH¯,0 = adu(B
′
H¯
).
Fixons x ∈ Msc[dv] tel que (B2, S♮,sc[dv]) = adx((B
′
♮,sc[dv] ∩Msc[dv]), S
′
♮,sc[dv]) et posons
B♮,sc,2[dv] = adx(B
′
♮,sc[dv]). L’isomorphisme SH¯ ≃ S♮,sc[dv] de´duit des paires de Borel
(BH¯,0, SH¯) de H¯ et (B♮,sc,2[dv], S♮,sc[dv]) de Gη[dv ],SC est le meˆme que celui de´duit des
paires de Borel (B0, SH¯) de MH¯ et (B2, S♮,sc[dv]) de Msc[dv]. Il est donc de´fini sur Fv.
Donc les paires de Borel (BH¯,0, SH¯) et (B♮,sc,2[dv], S♮,sc[dv]) se correspondent. Comme on le
sait, on peut remplacer le groupe BH¯,0 par BH¯ , quitte a` remplacer B♮,sc,2[dv] par un sous-
groupe de Borel B♮,sc[dv] convenable, cf. [I] 1.10. On obtient une paire (B♮,sc[dv], S♮,sc[dv])
de Gη[dv],SC qui correspond a` (BH¯ , SH¯). Elle de´termine une paire (B♮[dv], S♮[dv]) de Gη[dv]
qui correspond a` (BH¯ , SH¯) au sens de 5.2. 
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Fixons une telle paire (B♮[dv], S♮[dv]). Comme en 5.4(5), on en de´duit une paire de
Borel de G, note´e ici (B[dv], S[dv]), qui est conserve´e par adηv . La preuve de 5.4(5) montre
que
(4) pour tout j ∈ J (H), tout v ∈ V al(F ) et tout dv ∈ D
rel
v tel que dv ∈ D
nr
v si v 6∈ V ,
le sextuplet (ǫj, Bj , Sj, B[dv], S[dv], η[dv]) est un diagramme sur Fv.
5.7 Facteurs de transfert
Soit j ∈ J (H). On fixe des donne´es auxiliaires G′j,1, G˜
′
j,1, Cj,1, ξˆj,1 pour G
′
j , non
ramifie´es hors de V . On fixe un e´le´ment ǫj,1 ∈ G˜
′
j,1(F ) au-dessus de ǫj . Pour v ∈ V al(F )−
V , l’hypothe`se que S(pG˜′j (µ
′
j, ωG¯′j), K˜
′
j) ⊂ V et le lemme 1.6 assurent qu’il existe ǫj,v ∈
K˜ ′j,v qui soit stablement conjugue´ a` ǫj . Fixons uv ∈ G
′
j(F¯v) tel que u
−1
v ǫjuv = ǫj,v et
uvσ(uv)
−1 ∈ G′j,ǫj pour tout σ ∈ ΓFv . Posons ǫj,1,v = u
−1
v ǫj,1uv. C’est un e´le´ment au-
dessus de ǫj,v et on ve´rifie qu’il appartient a` G˜
′
j,1(Fv). On pose K˜
′
j,1,v = K
′
j,1,vǫj,1,v. On
peut choisir xv = 1 pour presque tout v. La famille (K˜
′
j,1,v)v 6∈V ve´rifie alors la condition de
compatibilite´ globale habituelle, c’est-a`-dire que, pour δ1 ∈ G˜
′
j,1(F ), on a δ ∈ K˜
′
j,1,v pour
presque tout v. De ces choix d’espaces hyperspe´ciaux se de´duit un facteur de transfert
∆j,1,v sur G˜
′
j,1(Fv) × G˜(Fv) pour toute place v 6∈ V . La relation 5.6(4) et le fait que la
paire (Bj, Sj) est de´finie sur F¯ montrent que, non seulement la donne´e G
′
j est relevante,
mais qu’elle ve´rifie l’hypothe`se Hyp de [VI] 3.6 qui permet de de´finir un facteur de
transfert global. De ce facteur global et des facteurs ∆j,1,v pour v 6∈ V se de´duit comme
dans cette re´fe´rence un facteur de transfert ∆j,1,V sur G˜
′
j,1(FV )× G˜(FV ).
Puisque G¯SC est quasi-de´ploye´, la donne´e H est relevante pour ce groupe. Puisqu’il
est aussi simplement connexe, on sait que l’on peut identifier H¯ au L-groupe de H¯ .
Autrement dit, on peut fixer des donne´es auxiliaires H¯1, C¯1 et
ˆ¯ξ1 telles que H¯1 = H¯ et
C¯1 = {1}. On fixe de telles donne´es. Pour toute place v et tout dv ∈ D
rel
v , ces donne´es
auxiliaires valent pour le groupe Gη[dv ],SC. Supposons v 6∈ V et dv ∈ D
nr
v . Dans ce cas,
Hv est une donne´e non ramifie´e pour Gη[dv ],SC. On dispose d’un facteur de transfert
canonique pourvu que l’on fixe un sous-groupe hyperspe´cial de Gη[dv ],SC(Fv) (dans la
situation non tordue, la donne´e de ce sous-groupe suffit). Pour cela, on fixe un e´le´ment
hv ∈ G(Fv) tel que h
−1
v η[dv]hv ∈ K˜v. On choisit le sous-groupe image re´ciproque dans
Gη[dv ],SC(Fv) de adhv(Kv)∩Gη[dv ](Fv). Si v ∈ V , il n’y a pas de choix canonique de facteur
de transfert, on en fixe un que l’on note ∆[dv]. Par le choix de nos donne´es auxiliaires,
le facteur ∆[dv] est quel que soit v une fonction sur H¯(Fv)×Gη[dv ],SC(Fv).
Soient v ∈ V al(F ) et dv ∈ D
rel
v . Soient Y¯sc ∈ h¯SC(Fv), Z2 ∈ z(H¯ ;Fv) et Z1 ∈ z(G¯;Fv).
On suppose ces e´le´ments en position ge´ne´rale. Posons Y¯ = Y¯sc + Z2. On suppose que
la classe de conjugaison stable de Y¯ se transfe`re en une classe de conjugaison stable
dans gη[dv ],SC(Fv). On fixe un e´le´ment X [dv]sc dans cette classe. Puisqu’on a fixe´ un
torseur inte´rieur entre G¯ et Gη[dv], les centres de ces groupes s’identifient et on peut
conside´rer Z1 comme un e´le´ment de z(Gη[dv];Fv). On pose X [dv] = Z1 + X [dv]sc ∈
gη[dv ](Fv). Soit j ∈ J (H). Puisque H¯SC et G
′
j,ǫj,SC
sont en situation d’endoscopie non
standard, la classe de conjugaison stable de Y¯sc se transfe`re en une classe de conjugaison
stable dans g′j,ǫj ,SC(Fv). On fixe un e´le´ment Yj,sc dans cette classe. Par le diagramme
5.2(5), Z1 + Z2 s’identifie a` un e´le´ment Zj ∈ z(G
′
j,ǫj
;Fv). On pose Yj = Yj,sc + Zj . C’est
un e´le´ment de g′j,ǫj(Fv). Supposons les e´le´ments de de´part assez proches de 0 pour que
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toutes les exponentielles qui suivent soient de´finies. Les classes de conjugaison stable
de exp(Yj)ǫj et de exp(X [dv])η[dv] se correspondent. Soit Yj,1 ∈ g
′
j,1,ǫj,1
(Fv) au-dessus
de Yj. On dispose des deux facteurs de transfert ∆j,1,v(exp(Yj,1)ǫj,1, exp(X [dv])η[dv]) et
∆[dv](exp(Y¯ ), exp(Xsc[dv])).
The´ore`me. (i) Si v est finie, il existe une constante δj[dv] telle que, pour des e´le´ments
comme ci-dessus tels que Yj,1 soit assez proche de 0, on ait l’e´galite´
∆j,1,v(exp(Yj,1)ǫj,1, exp(X [dv])η[dv]) = δj[dv]∆[dv](exp(Y¯ ), exp(Xsc[dv])).
(ii) Si v est archime´dienne, il existe une constante δj [dv] et un e´le´ment bj ∈ X∗(Z(Gˆ
′
j,1,ǫj,1
)0)⊗
C tels que, pour des e´le´ments comme ci-dessus pour lesquels Yj,1 est assez proche de 0,
on ait l’e´galite´
∆j,1,v(exp(Yj,1)ǫj,1, exp(X [dv])η[dv]) = δj [dv]∆[dv](exp(Y¯ ), exp(Xsc[dv]))exp(< bj , Yj,1 >).
(iii) Si v 6∈ V , on a δj [dv] = ω(hv)
−1, ou` hv est l’e´le´ment utilise´ pour de´finir le
sous-groupe hyperspe´cial de Gη[dv ],SC(Fv).
Preuve. L’assertion (i) est le the´ore`me 3.9 de [W1] : les deux facteurs locaux co¨ıncident
a` une constante pre`s. L’assertion (ii) a e´te´ vue en [V] 4.1. Supposons v 6∈ V . Dans le
cas ou` hv = 1, l’assertion (iii) est la proposition 5.9 de [W1]. On se rame`ne a` ce cas
en introduisant le facteur ∆′j,1,v normalise´ a` l’aide des espaces adhv(K˜v) et K˜
′
j,1,v. On
conserve le meˆme facteur ∆[dv]. On a une nouvelle constante δ
′
j [dv] dont on vient de dire
qu’elle valait 1 : quand on remplace K˜v par adhv(K˜v), on remplace en meˆme temps hv
par 1. Mais on ve´rifie aise´ment que ∆′j,1,v = ω(hv)∆j,1,v. L’assertion (iii) en re´sulte. 
5.8 De´but du calcul de AG˜,E(V,H, ω)
Soit f ∈ C∞c (G˜(FV )). Notre but est de calculer I
G˜(AG˜,E(V,H, ω), f).
Soit (G′, µ′, ωG¯′) ∈ J (H). On se propose de calculer le terme
i(G˜, G˜′, µ′, ωG¯′)I
G˜(transfert(SAG
′
(V,X ′)), f)
qui intervient dans la de´finition de 5.3, ou` X ′ = pG˜′(µ
′, ωG¯′). On le re´crit imme´diatement
i(G˜, G˜′, µ′, ωG¯′)S
G′(SAG
′
(V,X ′), fG
′
).
On utilise les de´finitions et notations des paragraphes pre´ce´dents associe´es a` l’e´le´ment
j = (G′, µ′, ωG¯′), tout en supprimant cet indice j pour simplifier la notation. Le transfert
fG
′
s’identifie a` un e´le´ment f1 ∈ SI
∞
λ1
(G˜′1(FV )). Alors S
G′(SAG
′
(V,X ′), fG
′
) est e´gal a`
S
G˜′1
λ1
(SA
G˜′1
λ1
(V,X ′), f1). La distribution SA
G˜′1
λ1
(V,X ′) est de´finie par une formule similaire
a` 1.11(3). On fixe une fonction φ ∈ C∞c (G˜
′
1(FV )) telle que
f1 =
∫
C1(FV )
φcλ1(c) dc.
On a l’e´galite´
SG
′
(SAG
′
(V,X ′), fG
′
) = τ ′(C1)
−1
∫
C1(F )\C1(AF )
∑
X ′1∈F ib(X
′)
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SG˜
′
1(SAG˜
′
1(V,X ′1, c
V K˜ ′
V
1 ), φ
cV )λ1(c) dc.
Notons X ′1 l’e´le´ment de Stab(G˜
′
1(F )) parame´trant la classe de conjugaison stable de ǫ1.
On peut remplacer la somme sur Fib(X ′) par la somme sur les ξX ′1 pour ξ ∈ C1(F ), a`
condition de diviser par le nombre d’e´le´ments du groupe Fix(X ′1) = {ξ ∈ C1(F ); ξX
′
1 =
X ′1}. Ensuite, par un calcul fait plusieurs fois, la somme en ξ ∈ C1(F ) et l’inte´grale en
c ∈ C1(F )\C1(AF ) se recomposent en une inte´grale en c ∈ C1(AF ). On obtient
SG
′
(SAG
′
(V,X ′), fG
′
) = τ ′(C1)
−1|Fix(X ′1)|
−1
∫
C1(AF )
SG˜
′
1(SAG˜
′
1(V,X ′1, c
V K˜ ′
V
1 ), φ
cV )λ1(c) dc.
Soit c ∈ C1(AF ). Par de´finition de SA
G˜′1(V,X ′1, c
V K˜ ′
V
1 ), ce terme est nul sauf si X
′
1 est
elliptique et S(X ′1, cK˜
′
1) ⊂ V (remarquons que cette inclusion ne de´pend que des cvK˜
′
1,v
pour v 6∈ V ). Les conditions analogues X ′ elliptique et S(X ′, K˜ ′) ⊂ V sont satisfaites
d’apre`s l’hypothe`se sur (µ′, ωG¯′). En revenant a` leurs de´finitions, on voit que ces deux
se´ries d’hypothe`ses sont e´quivalentes, a` l’exception de la condition (nr3) de 1.6 : en une
place v 6∈ V , cette condition pour X ′ et K˜ ′v n’implique pas la meˆme condition pour X
′
1 et
cvK˜
′
1,v. Mais on a choisi les K˜
′
1,v de sorte que, pour v 6∈ V , (nr3) soit ve´rifie´e pour cv = 1.
Il re´sulte alors de [VI] 2.5(13) qu’elle est satisfaite pour tout v 6∈ V si et seulement si
cV ∈ KVC1 . La fonction a` inte´grer est invariante par ce groupe et l’inte´grale sur ce groupe
disparaˆıt. D’ou`
SG
′
(SAG
′
(V,X ′), fG
′
) = τ ′(C1)
−1|Fix(X ′1)|
−1
∫
C1(FV )
SG˜
′
1(SAG˜
′
1(V,X ′1, K˜
′V
1 ), φ
cV )λ1(cV ) dcV
= τ ′(C1)
−1|Fix(X ′1)|
−1IG˜
′
1(SAG˜
′
1(V,X ′1, K˜
′V
1 ), f1).
Restreignons f1 a` un voisinage de la classe de conjugaison stable de ǫ1. On a de´fini en [I]
4.8 un homomorphisme de descente d’Harish-Chandra
descstǫ1 : SI(G˜
′
1(FV ))→ SI(G
′
1,ǫ1
(FV )).
On pose fǫ1 = desc
st
ǫ1
(f1). Pour de´finir correctement l’homomorphisme de descente, il
faut en re´alite´ remplacer l’espace de de´part, resp. d’arrive´e, par un espace de fonctions
a` support dans un voisinage convenable de ǫ1, resp. de l’e´le´ment neutre. Il est com-
mode de le noter comme ci-dessus tout en se rappelant l’incorrection de cette notation.
Concre`tement, cela signifie que les inte´grales orbitales stables de fǫ1 n’ont de sens qu’au
voisinage de l’e´le´ment neutre dans G′1,ǫ1(FV ). Cela ne geˆne pas pour appliquer a` cette
fonction une distribution a` support unipotent.
En appliquant la de´finition de 3.2, on obtient
SG
′
(SAG
′
(V,X ′), fG
′
) = τ ′(C1)
−1|Fix(X ′1)|
−1|ΞΓFǫ1 |
−1τ ′(G′1)
τ ′(G′1,ǫ1)
−1SG
′
1,ǫ1 (SA
G′1,ǫ1
unip (V ), fǫ1).
Introduisons la fonction fǫ,sc ∈ SI(Gǫ,SC(FV )) image de fǫ1 par l’homomorphisme ιGǫ,SC ,G1,ǫ1 .
De la meˆme fac¸on que ci-dessus, les inte´grales orbitales stables de fǫ,sc n’ont de sens qu’au
voisinage de l’e´le´ment neutre dans Gǫ,SC(FV ). Puisque G
′
ǫ,SC est simplement connexe, on
a AG′ǫ,SC = {0} donc τ
′(G′ǫ,SC) = τ(G
′
ǫ,SC). Ce dernier terme vaut 1 d’apre`s le the´ore`me
de Lai ([Lab1] the´ore`me 1.2). En utilisant la proposition 4.6, on obtient
(1) SG
′
(SAG
′
(V,X ′), fG
′
) = τ ′(C1)
−1|Fix(X ′1)|
−1|ΞΓFǫ1 |
−1τ ′(G′1)S
G′ǫ,SC(SA
G′ǫ,SC
unip (V ), fǫ,sc).
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D’apre`s le lemme 4.2(i), on a
(2) τ(C1)
−1τ(G′1) = τ(G
′).
Montrons que
(3) |Fix(X ′1)||Ξ
ΓF
ǫ1
| = |ΞΓFǫ |.
On rappelle que Ξǫ = ZG′(ǫ)/G
′
ǫ. Pour x ∈ ZG′(ǫ), l’e´le´ment xǫ1x
−1 est un e´le´ment
de la fibre de G′1 au-dessus de ǫ, donc de la forme cǫ1 pour c ∈ C1. Cela de´finit une
application ZG′(ǫ) → C1. On voit que c’est un homomorphisme. Par ailleurs, le groupe
G′1,ǫ1 s’envoie surjectivement sur G
′
ǫ et est l’image re´ciproque de ce groupe dans G
′
1. La
suite suivante est donc exacte
1→ Ξǫ1 → Ξǫ → C1.
D’ou` aussi une suite exacte
1→ ΞΓFǫ1 → Ξ
ΓF
ǫ → C1(F ).
Il suffit de montrer que l’image du second homomorphisme est exactement Fix(X ′1). Soit
x ∈ ZG′(ǫ) dont l’image dans Ξǫ est fixe par ΓF . Ecrivons xǫ1x
−1 = cǫ1. La condition sur
x implique que xǫ1x
−1 est stablement conjugue´ a` ǫ1. Donc c ∈ Fix(X
′
1). Inversement, si
c ∈ Fix(X ′1), il existe u ∈ G
′
1 tel que u
−1ǫ1u = cǫ1 et uσ(u)
−1 ∈ G′1,ǫ1 pour tout σ ∈ ΓF .
Soit x l’image de u dans G′. La premie`re condition sur u entraˆıne que x appartient a`
ZG′(ǫ) et la seconde condition entraˆıne que l’image de x dans Ξǫ est fixe par ΓF . Cela
prouve (3).
Montrons que
(4) |ΞΓFǫ | = |Fix
G′(µ′, ωG¯′)|
On utilise la paire de Borel (Bǫ, Tǫ) du lemme 1.3 pour construire (µǫ, ωǫ) comme en
1.2. Rappelons que ce couple est e´gal a` (µ′, ωG¯′) par de´finition de ǫ et (Bǫ, Tǫ). A l’aide
de la paire (Bǫ, Tǫ), on identifie W
G′ au groupe de Weyl de Tǫ dans g
′. Il y a donc deux
actions galoisiennes sur WG
′
: l’action quasi-de´ploye´e note´e σ 7→ σG′ ∗ et celle provenant
de l’action naturelle sur le normalisateur de Tǫ, que l’on note σ 7→ σ. Comple`tons (Bǫ, Tǫ)
en une paire de Borel e´pingle´e Eǫ. L’action galoisienne σ 7→ σG′ ∗ = uEǫ(σ) ◦ σ conserve
Eǫ. Parce que Tǫ est de´fini sur F , il en re´sulte que uEǫ(σ) normalise Tǫ. Parce que Bǫ∩G
′
ǫ
est de´fini sur F , la cochaˆıne uǫ de la construction de 1.2 est a` valeurs dans Tǫ,sc. On voit
alors que, parce que (µǫ, ωǫ) = (µ
′, ωG¯′), l’image dans W
G′ de uEǫ(σ)
−1 est ωG¯′(σ). Il en
re´sulte que, pour w ∈ WG
′
et σ ∈ ΓF , on a l’e´galite´ σ(w) = ωG¯′(σ)σG′ ∗(w)ωG¯′(σ)
−1.
Notons N l’ensemble des e´le´ments n ∈ G′ tels que adn conserve ǫ et la paire (Bǫ ∩
G′ǫ, Tǫ). Il est inclus dans ZG′(ǫ) et on voit que cette inclusion se quotiente en un isomor-
phisme
N/Tǫ ≃ Ξǫ.
Cet isomorphisme identifie ΞΓFǫ au sous-groupe des e´le´ments de N/Tǫ fixes par l’action
galoisienne naturelle. D’autre part, N/Tǫ est un sous-ensemble de W
G′. On voit que c’est
l’ensemble des w ∈ WG
′
tels que
- w(µ′) = µ′ (cela traduit la condition que adn conserve ǫ) ;
- w(Σ+(µ
′)) = Σ+(µ
′) (cela traduit la condition que adn conserve la paire (Bǫ ∩
G′ǫ, Tǫ)).
D’apre`s ce que l’on a dit ci-dessus, l’element w est fixe par l’action galoisienne natu-
relle si et seulement si
69
- w = ωG¯′(σ)σG′ ∗(w)ωG¯′(σ)
−1 pour tout σ ∈ ΓF .
Ces trois conditions caracte´risent le groupe StabG
′
(µ′, ωG¯′), cf. 5.1. D’ou` (4).
En utilisant (2), (3) et (4), la formule (1) se re´crit
SG
′
(SAG
′
(V,X ′), fG
′
) = τ ′(G′)|FixG
′
(µ′, ωG¯′)|
−1SG
′
ǫ,sc(SA
G′ǫ,sc
unip (V ), fǫ,sc).
Rappelons la formule
i(G˜, G˜′, µ′, ωG¯′) = i(G˜, G˜
′)|Out(G′)||WG
′
(µ′)||FixG
′
(µ′, ωG¯′)|
de 5.1(5) et la de´finition
i(G˜, G˜′) = |Out(G′)|−1|det((1− θ)|AG/AG˜)|
−1τ(G)τ(G′)−1
|π0((Z(Gˆ)/Z(Gˆ) ∩ Tˆ
θˆ,0)ΓF )|−1|π0(Z(Gˆ)
ΓF ,0 ∩ Tˆ θˆ,0)|
de [VI] 5.1. Le groupeWG
′
(µ′) s’identifie a`W H¯ . On a l’e´galite´ τ ′(G′) = covol(AG′,Z)
−1τ(G′).
On a suppose´ que l’isomorphisme AG˜ ≃ AG′ pre´servait les mesures. Il transforme le re´seau
AG˜,Z = Hom(X
∗(G)ΓF ,θ,Z) en le re´seau AG′ car, dualement, Z(Gˆ)
ΓF ,θˆ,0 = Z(Gˆ′)ΓF . Il en
re´sulte que covol(AG′,Z) = covol(AG˜,Z), avec une de´finition e´vidente de ce dernier terme.
Posons
C(G˜) = |det((1− θ)|AG/AG˜)|
−1τ(G)covol(AG˜,Z)
−1
|π0((Z(Gˆ)/Z(Gˆ) ∩ Tˆ
θˆ,0)ΓF )|−1|π0(Z(Gˆ)
ΓF ,0 ∩ Tˆ θˆ,0)|.
On obtient alors l’e´galite´
(4) i(G˜, G˜′, µ′, ωG¯′)S
G′(SAG
′
(V,X ′), fG
′
) = C(G˜)|W H¯ |SG
′
ǫ,sc(SA
G′ǫ,sc
unip (V ), fǫ,sc).
5.9 Utilisation du the´ore`me [VI] 5.6
On poursuit notre calcul. Les deux groupes H¯SC et G
′
ǫ,SC sont en situation d’endosco-
pie non standard. Plus pre´cise´ment, notons j∗ : X∗,Q(T
H¯
sc ) → X∗,Q(Tǫ,sc) l’isomorphisme
de´duit du diagramme 5.2(1). Alors (H¯SC , G
′
ǫ,SC, j∗) est un triplet endoscopique non stan-
dard. L’hypothe`se X 6∈ Stabexcep(G˜(F )) implique que N(H¯SC , G
′
ǫ,SC, j∗) < dim(GSC),
cf. [III] lemme 6.3. Nos hypothe`ses de re´currence permettent d’appliquer le the´ore`me [VI]
5.6. On voit aise´ment que V ve´rifie les conditions de non-ramification impose´es dans cette
re´fe´rence. Il n’y a pas d’isomorphisme entre SI(G′ǫ,SC(FV )) et SI(H¯SC(FV )) mais il y en a
un par contre entre SI(g′ǫ,SC(FV )) et SI(h¯SC(FV )). Via l’exponentielle, on de´duit de celui-
ci un isomorphisme entre deux sous-espaces de SI(G′ǫ,SC(FV )) et SI(H¯SC(FV )), a` savoir
les sous-espaces de fonctions a` support dans des voisinages convenables des e´le´ments
neutres. Comme pour les homomorphismes de descente, il est plus commode de conside´rer
cet isomorphisme comme une correspondance entre SI(G′ǫ,SC(FV )) et SI(H¯SC(FV )). In-
troduisons la fonction f¯sc ∈ SI(H¯SC(FV )) qui correspond ainsi par endoscopie non stan-
dard a` fǫ,sc ∈ SI(G
′
ǫ,SC(FV )). Ses inte´grales orbitales stables n’ont de sens qu’au voisinage
de l’e´le´ment neutre de H¯SC(FV ) mais cela nous suffit. Le the´ore`me [VI] 5.6 transforme
l’expression (4) du paragraphe pre´ce´dent en
(1) i(G˜, G˜′, µ′, ωG¯′)S
G′(SAG
′
(V,X ′), fG
′
) = C(G˜)|W H¯ |SH¯SC(SAH¯SCunip(V ), f¯sc).
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Si V e´tait re´duit a` une seule place, la fonction f¯sc serait calcule´e par la formule [III] 5.2(6).
Dans cette re´fe´rence, le corps de base e´tait non-archime´dien. Comme on l’a dit en [V] 4.1,
le meˆme calcul vaut sur un corps de base archime´dien. Dans ce cas, parce qu’on remonte
nos fonctions au reveˆtement simplement connexe H¯SC, l’exponentielle pertubatrice du
(ii) du the´ore`me 5.7 disparaˆıt. Le re´sultat pour notre ensemble fini V de places s’ensuit,
en faisant le produit sur tous les v ∈ V . De´crivons-le. Soit dV = (dv)v∈V ∈ D
rel
V . Puisqu’on
a fait disparaˆıtre les espaces de mesures, on suppose implicitement fixe´es des mesures sur
les groupes Gη[dV ](FV ) et Gη[dV ],SC(FV ) (le choix fait en 4.1 des mesures de Tamagawa
ne vaut pas ici puisque les groupes Gη[dV ] et Gη[dV ],SC ne sont pas de´finis sur F ). Elles se
de´duisent de mesures sur les alge`bres de Lie des groupes en question. On a l’isomorphisme
gη[dV ](FV ) ≃ z(G¯;FV )⊕ gη[dV ],SC(FV ).
Or Z(G¯)0 est de´fini sur F , on munit donc z(G¯;FV ) de la mesure de Tamagawa. On sup-
pose que l’isomorphisme ci-dessus est compatible aux mesures. Posons f [dV ] = desc
G˜
η[dV ]
(f),
cf. [I] 4.1 pour la de´finition de l’homomorphisme de descente descG˜η[dV ]. C’est un e´le´ment de
I(Gη[dV ](FV ), ω). Posons f [dV ]sc = ιGη[dV ],SC ,Gη[dV ](f [dV ]). C’est un e´le´ment de I(Gη[dV ],SC(FV )).
On a fixe´ le facteur de transfert ∆[dV ] en 5.7 (on supprime l’indice j de cette re´fe´rence).
Notons f¯ [dV ] le transfert de f [dV ]sc a` H¯(FV ). C’est un e´le´ment de SI(H¯(FV )). On note
f¯ [dV ]sc son image par ιH¯SC ,H¯ . C’est un e´le´ment de SI(H¯SC(FV )). Posons
c[dV ] = [Iη[dV ](FV ) : Gη[dV ](FV )]
−1
et
δ[dV ] =
∏
v∈V
δ[dv],
avec la notation de 5.7 ou` on supprime les indices j. Fixons un ensemble de repre´sentants
D˙relV dans D
rel
V de l’ensemble de doubles classes
Iη(F¯V )\D
rel
V /G(FV ).
La formule [III] 5.2(6) nous dit que
f¯sc =
∑
dV ∈D˙
rel
V
c[dV ]δ[dV ]f¯ [dV ]sc.
Plus exactement, les inte´grales orbitales stables des deux membres co¨ıncident dans un
voisinage de l’e´le´ment neutre de H¯SC(FV ).
Remarque. Cette formule, qui est issue de [W1] 3.11, ne´cessite certaines compa-
tibilite´s dans nos choix de mesures. Pre´cise´ment, les mesures sur G′ǫ(FV ) et G
′
ǫ,SC(FV )
se de´duisent l’une de l’autre par le choix d’une mesure sur z(G′ǫ;FV ) ; les mesures sur
Gη[dV ](FV ) et Gη[dV ],SC(FV ) se de´duisent l’une de l’autre par le choix d’une mesure sur
z(Gη[dV ];FV ) ; les mesures sur H¯(FV ) et H¯SC(FV ) se de´duisent l’une de l’autre par le choix
d’une mesure sur z(H¯;FV ). Alors les mesures sur z(G
′
ǫ;FV ), z(Gη[dV ];FV ) et z(H¯;FV )
doivent eˆtre compatibles avec l’isomorphisme
z(G′ǫ;FV ) ≃ z(Gη[dV ];FV )⊕ z(H¯;FV )
de´duit du diagramme 5.2(1). Cette compatibilite´ est assure´e par le choix fait ci-dessus
des mesures sur Gη[dV ](FV ) et Gη[dV ],SC(FV ) et par le choix des mesures de Tamagawa
sur les autres groupes, cf. lemme 4.2(ii).
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On a donc
SH¯SC(SAH¯SCunip(V ), f¯sc) =
∑
dV ∈D˙
rel
V
c[dV ]δ[dV ]S
H¯SC(SAH¯SCunip(V ), f¯ [dV ]sc).
Appliquons la proposition 4.6. Elle se simplifie ici. En effet, puisque H est une donne´e
endoscopique elliptique de G¯SC, on a AH¯ = AG¯SC = {1}, donc τ
′(H¯) = τ(H¯). On
a de meˆme AH¯SC = {1}, donc τ
′(H¯SC) = τ(H¯SC) = 1 d’apre`s le the´ore`me de Lai
([Lab1] the´ore`me 1.2). On obtient que ι∗
H¯SC ,H¯
(SAH¯SCunip(V )) = τ(H¯)
−1SAH¯unip(V ). Pour
tout dV ∈ D˙
rel
V , on a alors l’e´galite´
SH¯SC(SAH¯SCunip(V ), f¯ [dV ]sc) = τ(H¯)
−1SH¯(SAH¯unip(V ), f¯ [dV ]).
La formule (1) se re´crit
i(G˜, G˜′, µ′, ωG¯′)S
G′(SAG
′
(V,X ′), fG
′
) = C(G˜)|W H¯ |τ(H¯)−1∑
dV ∈D˙
rel
V
c[dV ]δ[dV ]S
H¯(SAH¯unip(V ), f¯ [dV ]).
On a fixe´ le triplet (G′, µ′, ωG¯′) ∈ J (H) au de´but du paragraphe pre´ce´dent. Faisons-le
varier, en le notant j. Dans la formule ci-dessus, seul le terme δ[dV ] en de´pend, on le
note de´sormais δj [dV ]. En reprenant la de´finition de 5.3, la formule ci-dessus conduit a`
l’e´galite´
(2) IG˜(AG˜,E(V,H, ω), f) = |WG(µ)|−1|FixG(µ, ωG¯)|
−1C(G˜)τ(H¯)−1|W H¯ |∑
dV ∈D˙
rel
V
c[dV ]S
H¯(SAH¯unip(V ), f¯ [dV ])
∑
j∈J (H)
δj[dV ].
6 Calculs de facteurs de transfert
6.1 Rappels cohomologiques
Rappelons quelques de´finitions usuelles. Soient T1 et T2 deux tores de´finis sur F et
ϕ : T1 → T2 un homomorphisme de´fini sur F . On de´finit le groupe de cohomologie
H1,0(F ;T1
ϕ
→ T2) = H
1,0(ΓF ;T1(F¯ )
ϕ
→ T2(F¯ )).
On de´finit le groupe H1,0(AF ;T1
ϕ
→ T2) comme la limite inductive sur les extensions
galoisiennes finies E de F des groupes
H1,0(Gal(E/F );T1(AE)
ϕ
→ T2(AE)).
On peut aussi dire qu’en notant AF¯ la limite inductive des AE, c’est le groupe
H1,0(ΓF ;T1(AF¯ )
ϕ
→ T2(AF¯ )).
Pour toute place v, on de´finit le groupe
H1,0(Fv;T1
ϕ
→ T2) = H
1,0(ΓFv ;T1(Fv)
ϕ
→ T2(Fv)).
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Pour une place v finie ou` T1 et T2 sont non ramifie´s, on de´finit
H1,0(ov;T1
ϕ
→ T2) = H
1,0(Γnrv ;T1(o
nr
v )
ϕ
→ T2(o
nr
v )),
ou` on rappelle que Γnrv = Gal(F
nr
v /Fv). Il s’envoie injectivement dans H
1,0(Fv;T1
ϕ
→ T2).
Le groupe H1,0(AF ;T1
ϕ
→ T2) est isomorphe au produit restreint des H
1,0(Fv;T1
ϕ
→ T2),
la restriction e´tant relative aux sous-groupes H1,0(ov;T1
ϕ
→ T2) de´finis pour presque tout
v. On de´finit le groupe H1,0(AF/F ;T1
ϕ
→ T2) comme la limite inductive comme ci-dessus
des groupes
H1,0(Gal(E/F );T1(AE)/T1(E)
ϕ
→ T2(AE)/T2(E)).
Ou encore comme
H1,0(ΓF ;T1(AF¯ )/T1(F¯ )
ϕ
→ T2(AF¯ )/T2(F¯ )).
Dans l’appendice C de [KS], Kottwitz et Shelstad de´finissent une topologie sur ce groupe,
qui en fait un groupe localement compact. Ils de´finissent un accouplement entre ce groupe
et le groupe H1,0(WF ; Tˆ2
ϕˆ
→ Tˆ1). De cet accouplement se de´duit un homomorphisme
surjectif
(1) H1,0(WF ; Tˆ2
ϕˆ
→ Tˆ1)→ Homcont(H
1,0(AF/F ;T1
ϕ
→ T2),C
×),
ou`, pour deux groupes topologiques X et Y , Homcont(X, Y ) de´signe le groupe des ho-
momorphismes continus de X dans Y . Il y a une suite exacte
Tˆ ΓF2 → Tˆ
ΓF
1 → H
1,0(WF ; Tˆ2
ϕˆ
→ Tˆ1).
D’apre`s le lemme C.2.C de [KS], on a
(2) le noyau de (1) est l’image de Tˆ ΓF ,01 par le second homomorphise de la suite
ci-dessus.
Conside´rons maintenant
- deux autres tores T ′1 et T
′
2 de´finis sur F et un homomorphisme ϕ
′ : T ′1 → T
′
2 de´fini
sur F ;
- deux groupes diagonalisables Z1 et Z2 de´finis sur F et un homomorphisme ψ : Z1 →
Z2 de´fini sur F ;
- des diagrammes commutatifs et e´quivariants pour les actions galoisiennes
Z1
ψ
→ Z2 Z1
ψ
→ Z2
↓ ↓ ↓ ↓
T1
ϕ
→ T2 T
′
1
ϕ′
→ T ′2
On suppose que ces diagrammes sont des quasi-isomorphismes. Cela signifie qu’il s’en
de´duit des isomorphismes entre groupes de cohomologie, c’est-a`-dire entre
- le noyau ker(ψ) et le noyau ker(ϕ), resp. ker(ϕ′) ;
- le conoyau coker(ψ) et le conoyau coker(ϕ), resp. coker(ϕ′).
On a alors des homomorphismes naturels
H1,0(F ;Z1
ψ
→ Z2)
ւ ց
H1,0(F ;T1
ϕ
→ T2) H
1,0(F ;T ′1
ϕ′
→ T ′2)
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Les deux fle`ches descendantes sont des isomorphismes. On en de´duit un isomorphisme
H1,0(F ;T1
ϕ
→ T2) ≃ H
1,0(F ;T ′1
ϕ′
→ T ′2).
De meˆme, pour toute place v, on a un isomorphisme
H1,0(Fv;T1
ϕ
→ T2) ≃ H
1,0(Fv;T
′
1
ϕ′
→ T ′2).
On ve´rifie que, pour presque tout v, cet isomorphisme identifie H1,0(ov;T1
ϕ
→ T2) a`
H1,0(ov;T
′
1
ϕ′
→ T ′2). On en de´duit un isomorphisme
H1,0(AF ;T1
ϕ
→ T2) ≃ H
1,0(AF ;T
′
1
ϕ′
→ T ′2).
On a aussi un isomorphisme
H1,0(AF/F ;T1
ϕ
→ T2) ≃ H
1,0(AF/F ;T
′
1
ϕ′
→ T ′2).
La preuve est plus de´licate mais routinie`re et on la laisse au lecteur. Tous ces isomor-
phismes sont ”fonctoriels” et compatibles aux suites exactes de cohomologie.
6.2 Groupes de cohomologie abe´lienne
On sait de´finir les groupes de cohomologie abe´lienne d’un groupe re´ductif connexe
de´fini sur F . Ce sont les groupes de cohomologie d’un complexe de tores. Conside´rons
l’exemple de G. Fixons un sous-tore maximal T de G de´fini sur F . On peut prendre
pour complexe Tsc → T . Ainsi, on de´finit H
0
ab(F ;G) = H
1,0(F ;Tsc → T ), H
1
ab(F ;G) =
H2,1(F ;Tsc → T ). Les nombres (i+1, i) en exposants indiquent que ces groupes classifient
des cocycles qui sont des paires de cochaˆınes, la premie`re e´tant de degre´ i+ 1 a` valeurs
dans Tsc, la seconde e´tant de degre´ i a` valeurs dans T . On de´finit de meˆme les groupes
H iab(Fv;G) pour v ∈ V al(F ), H
i
ab(AF ;G) et H
i
ab(AF/F ;G). Le choix du tore T n’importe
pas. Plus ge´ne´ralement, introduisons le tore T ∗ de G, muni de l’action quasi-de´ploye´e et
fixons un cocycle ωT ′ : ΓF →W . De´finissons le tore T
′ comme e´tant e´gal a` T ∗, mais muni
de l’action galoisienne σ 7→ ωT ′(σ) ◦ σG∗ . On de´finit aussi T
′
sc comme e´tant e´gal a` T
∗
sc
muni de l’action pre´ce´dente. Le tore T ′ n’a pas de raison d’eˆtre isomorphe a` un sous-tore
de G mais les conside´rations du paragraphe pre´ce´dent montrent que l’on peut aussi bien
de´finir les groupes de cohomologie abe´lienne de G a` l’aide du complexe T ′sc → T
′. En
effet, les complexes Tsc → T et T
′
sc → T
′ sont tous deux quasi-isomorphes au complexe
Z(GSC)→ Z(G).
Soit v ∈ V al(F )− V . On peut choisir un sous-tore maximal Tv de G de´fini sur Fv et
non ramifie´. On de´finit alors
H iab(ov;G) = H
i+1,i(ov;Tsc,v → Tv).
Cela ne de´pend pas du choix de Tv. Rappelons queH
0
ab(Fv;G) s’identifie a`G(Fv)/π(GSC(Fv)).
On a H1ab(ov;G) = {0} tandis que H
0
ab(ov;G) est l’image naturelle de Tv(ov) dans
H0ab(Fv;G) ([KS] lemme C.1.A). L’assertion 1.5(2) peut se reformuler ainsi
(1) H0ab(ov;G) est l’image naturelle de Kv dans H
0
ab(Fv;G).
On notera plus simplement Gab(Fv) = H
0
ab(Fv;G) et Gab(ov) = H
0
ab(ov;G).
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La de´finition des groupes de cohomologie abe´lienne s’e´tend aux groupes non connexes
mais quasi-connexes, cf. [Lab2] 1.6. Il faut dans ce cas utiliser des complexes de tores
de longueur 3. Conside´rons par exemple un e´le´ment semi-simple γ ∈ G˜(F ), posons
Iγ = Z(G)
θGγ . Fixons un sous-tore maximal T♮ de Gγ , notons T son commutant dans G
et T♮,sc l’image re´ciproque de T♮ dans Gγ,SC . Alors les groupes de cohomologie abe´lienne
de Iγ sont de´finis a` l’aide du complexe T♮,sc → T
1−θ
→ (1−θ)(T ). Par exemple, H1ab(F ; Iγ) =
H2,1,0(F ;T♮,sc → T
1−θ
→ (1− θ)(T )). L’homomorphisme de complexes
Z(Gγ,SC) → Z(Iγ)
1−θ
→ (1− θ)(Z(G))
↓ ↓ ↓
T♮,sc → T
1−θ
→ (1− θ)(T )
est un quasi-isomorphisme, c’est-a`-dire qu’il s’en de´duit des isomorphismes entre groupes
de cohomologie.Les conside´rations du paragraphe pre´ce´dent s’e´tendent aux complexes de
longueur finie quelconque, avec les meˆmes conse´quences. Identifions WGγ au groupe de
Weyl de T♮ dans Gγ et fixons un cocycle ωT ′ : ΓF → W
Gγ . De´finissons le tore T ′ comme
e´tant e´gal a` T , muni de l’action galoisienne σ 7→ ωT ′ ◦ σ. On de´finit de meˆme les tores
T ′♮ et T
′
♮,sc. Alors on peut aussi bien de´finir les groupes de cohomologie abe´lienne de Iγ a`
l’aide du complexe de tores T ′♮,sc → T
′ 1−θ→ (1− θ)(T ′).
6.3 Un lemme de densite´
Il y a un homomorphisme naturel de H0ab(F ;G) dans H
0(AF ;G) dont on note l’image
Im(H0ab(F ;G)). Cette image est discre`te pour la topologie naturelle de H
0(AF ;G) ([KS]
lemme C.3.A). D’autre part, pour toute place v, il y a un homomorphisme naturel
G(Fv) → Gab(Fv) = H
0
ab(Fv;G). Il est continu et ouvert. Il est surjectif si v est fi-
nie. L’assertion 6.2(1) montre qu’il s’en de´duit un homomorphisme G(AF )→ H
0
ab(F ;G).
Plus pre´cise´ment, notons V∞ l’ensemble des places archime´diennes de F . En de´finissant
de fac¸on e´vidente le groupe H0ab(A
V∞
F ;G), l’assertion 6.2(1) montre que l’homomorphisme
G(AV∞F )→ H
0
ab(A
V∞
F ;G) est continu, ouvert et surjectif.
Lemme. L’homomorphisme
G(AF )→ H
0
ab(AF ;G)/Im(H
0
ab(F ;G))
est continu, ouvert et surjectif.
Preuve. Le fait qu’il soit continu et ouvert re´sulte de ce que l’on a dit ci-dessus. D’apre`s
le lemme C.5.A de [KS], la projection de Im(H0ab(F ;G)) dans
∏
v∈V∞
H0ab(Fv;G) est
dense. Il revient au meˆme de dire que l’image deH0ab(A
V∞
F ;G) dansH
0
ab(AF ;G)/Im(H
0
ab(F ;G))
est dense, ou encore que l’image de G(AV∞F ) dans ce quotient est dense. A fortiori, l’ho-
momorphisme de l’e´nonce´ est d’image dense. Cette image e´tant un sous-groupe ouvert,
cela entraˆıne que cette image est le groupe H0ab(AF ;G)/Im(H
0
ab(F ;G)) tout entier. 
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6.4 Fibres de la descente
On conserve la donne´e H = (H¯, H¯, s¯) ∈ E ˆ¯Tad,⋆(G¯, V ) fixe´e en 5.3, soumise a` la
condition Drelv 6= ∅ pour tout v ∈ V pose´e en 5.6. On veut de´crire l’ensemble J (H).
On a fixe´ en 5.2 des paires de Borel des groupes ˆ¯G et ˆ¯H . On peut identifier le tore ˆ¯T
de la premie`re paire a` Tˆ /(1− θˆ)(Tˆ ) et celui de la seconde a` ˆ¯Tad =
ˆ¯T/Z( ˆ¯G). Les actions
galoisiennes sur ces tores sont de la forme σ 7→ σG¯ = ωG¯(σ)σG∗ et σ 7→ σH¯ = ωH¯(σ)σG¯,
ou` ωG¯ est un cocycle a` valeurs dans W
θ et ωH¯ est un cocycle a` valeurs dans W
G¯. On a
fixe´ en 5.6 une paire de Borel (BH¯ , SH¯) de H¯. On peut identifier le tore dual SˆH¯ a`
ˆ¯Tad
muni d’une action galoisienne σS = ωS,H¯(σ)σH¯ , ou` ωS,H¯ est un cocycle de ΓF dans W
H¯ .
On pose
ωS(σ) = ωS,H¯(σ)ωH¯(σ)ωG¯(σ).
On ve´rifie que ωS : ΓF → W
θ est un cocycle pour l’action quasi-de´ploye´e σ 7→ σG∗
de ΓF sur W
θ. Introduisons le tore Sˆ isomorphe a` Tˆ , muni de l’action galoisienne σS =
ωS(σ)σG∗ . Alors SˆH¯ s’identifie a` (Sˆ/(1−θˆ)(Sˆ))/Z(
ˆ¯G). On fixe des χ-data pour l’ensemble
des racines du tore Sˆ θˆ,0 dans Gˆθˆ,0, de´finies sur F . On de´finit comme dans le cas local (cf.
[I] 2.2) une cochaˆıne
WF → Gˆ
θˆ
SC
w 7→ rˆS(w)nˆG(ωS(w))
D’apre`s [LS] paragraphe 2.6, c’est un cocycle. Il prend ses valeurs dans le normalisateur
de Tˆ dans GˆθˆSC . En le poussant en un cocycle a` valeurs dans W
θ, on obtient ωS (releve´
en un cocycle de´fini sur WF ).
Conside´rons un e´le´ment (G′, µ′, ωG¯′) ∈ J (H¯). On e´crit G
′ = (G′,G ′, sθˆ). On se
rappelle que ωG¯′(σ)ωG′(σ) = ωH¯(σ)ωG¯(σ) et que W
H¯ = WG
′
(µ′). On pose ωS,G′(σ) =
ωS,H¯(σ)ωG¯′(σ). On ve´rifie que ωS,G′ est un cocycle de WF dans W
G′ (muni de l’action
galoisienne provenant de G′). Le tore Sˆ θˆ,0 s’identifie au sous-tore maximal Tˆ ′ = Tˆ θˆ,0 de
Gˆ′. Par cette identification, l’action σ 7→ σS co¨ıncide avec σ 7→ ωS,G′(σ)σG′ . Comme dans
le cas local, des χ-data que l’on a fixe´es se de´duisent de telles donne´es pour l’ensemble
des racines du tore Sˆ θˆ,0 dans le groupe Gˆ′. On de´finit comme ci-dessus le cocycle
WF → Gˆ
′
SC
w 7→ rˆS,G′(w)nˆG′(ωS,G′(w)).
Pour w ∈ WF , on fixe un e´le´ment gw = (g(w), w) ∈ G
′ tel que adgw co¨ıncide avec wG′ sur
Gˆ′. On pose
tS(w) = rˆS(w)nˆG(ωS(w))g(w)
−1nˆG′(ωS,G′(w))
−1rˆS,G′(w)
−1.
C’est une cochaˆıne a` valeurs dans Sˆ. Ce n’est pas force´ment un cocycle, mais son image
tS : WF → Sˆ/Sˆ
θˆ,0 en est un, parce que g(w) est bien de´termine´ modulo Tˆ θˆ,0. Pour
la meˆme raison, ce cocycle ne de´pend pas du choix de gw, ni de celui des e´pinglages
ne´cessaires pour de´finir les sections de Springer. Notons s l’image de s dans Sˆad =
Sˆ/Z(Gˆ) ≃ Tˆad. On ve´rifie que le couple (tS, s) est un e´le´ment de Z
1,0(WF ; Sˆ/Sˆ
θˆ,0 1−θˆ→ Sˆad).
Posons
P = H1,0(WF ; Sˆ/Sˆ
θˆ,0 1−θˆ→ Sˆad)
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et notons encore (tS, s) la classe dans P du cocycle pre´ce´dent. On a ainsi de´fini une
application
p : J (H) → P
j = (G′, µ′, ωG¯′) 7→ p(j) = (tS, s).
L’ensemble ETˆ (G˜, ω, V ) est un ensemble de repre´sentants de donne´es endoscopiques
modulo Tˆ -e´quivalence. Evidemment, l’application ci-dessus peut se de´finir sur toutes les
donne´es et pas seulement sur un ensemble de repre´sentants. Montrons qu’alors, elle se
quotiente par cette Tˆ -e´quivalence. En effet, remplac¸ons la donne´e G′ pre´ce´dente par une
donne´e Tˆ -e´quivalente. Cette nouvelle donne´e est de la forme (G′, xG ′x−1, xsθˆ(x)−1z),
avec x ∈ Tˆ et z ∈ Z(Gˆ). L’ensemble Stab(G˜′(F )) ne change pas et le couple (µ′, ωG¯′)
est encore un e´le´ment de cet ensemble. Dans les constructions pre´ce´dentes, on peut
remplacer le cocycle w 7→ rˆS,G′(w)nˆG′(ωS,G′(w)) par w 7→ xrˆS,G′(w)nˆG′(ωS,G′(w))x
−1 et
gw par xgwx
−1, donc g(w) par xg(w)wG(x)
−1. Cela remplace tS(w) par
rˆS(w)nˆG(ωS(w))wG(x)g(w)
−1nˆG′(ωS,G′(w))
−1rˆS,G′(w)
−1x−1.
On a rˆS(w)nˆG(ωS(w)) ◦ wG = wS sur Tˆ , donc le terme pre´ce´dent est wS(x)tS(w)x
−1.
Evidemment, s est remplace´ par (1 − θˆ)(x)s. Mais le couple forme´ du cocycle w 7→
wS(x)tS(w)x
−1 et de l’e´le´ment (1 − θˆ)(x)s est cohomologue a` (tS, s), ce qui de´montre
l’assertion.
On a des homomorphismes naturels
P = H1,0(WF ; Sˆ/Sˆ
θˆ,0 1−θˆ→ Sˆad)→ H
0(WF ; Sˆad/(1− θˆ)(Sˆad))→ H
0(WF ; SˆH¯) = Sˆ
ΓF
H¯
.
On note p1 leur compose´.
Le diagramme commutatif
1
↓
1 → Z(Gˆ)
↓ ↓
Sˆ/Sˆ θˆ,0
1−θˆ
→ Sˆ
↓ ↓
Sˆ/Sˆ θˆ,0
1−θˆ
→ Sˆad
↓ ↓
1 1
fournit un homomorphisme naturel
p′2 : P = H
1,0(WF ; Sˆ/Sˆ
θˆ,0 1−θˆ→ Sˆad)→ H
1(WF ;Z(Gˆ)),
puis
p2 : P → H
1(WF ;Z(Gˆ))/ker
1(WF ;Z(Gˆ)).
Soit v ∈ V al(F )−V , notons Iv le groupe d’inertie de ΓFv . C’est aussi un sous-groupe
de WFv . Remarquons que l’on n’a pas suppose´ que le tore S e´tait non ramifie´ hors de V .
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On a un diagramme
(Sˆsc/(1− θˆ)(Sˆsc))
Iv
‖
H1,0(Iv; Sˆsc/Sˆ
θˆ
sc
1−θˆ
→ Sˆsc)
↓ ϕv
P = H1,0(WF ; Sˆ/Sˆ
θˆ,0 1−θˆ→ Sˆad)
resIv→ H1,0(Iv; Sˆ/Sˆ
θˆ,0 1−θˆ→ Sˆad).
On a note´ comme toujours Sˆsc l’image re´ciproque de Sˆ dans GˆSC . Son groupe de points
fixes Sˆ θˆsc est connexe et l’homomorphisme 1− θˆ est injectif sur Sˆsc/Sˆ
θˆ
sc. L’isomorphisme
du haut en re´sulte, par la suite exacte de [KS] p.119. L’homomorphisme resIv est la
restriction.
On note P (H) l’ensemble des p ∈ P tels que
- p1(p) = s¯ ;
- p2(p) = a ;
- pour tout v 6∈ V , resIv(p) appartient a` l’image de ϕv.
Proposition. L’application p est injective. Son image est P (H).
Preuve. On commence par prouver l’injectivite´. Conside´rons deux e´le´ments (G′1, µ
′
1, ωG¯′1)
et (G′2, µ
′
2, ωG¯′2) de J (H) ayant meˆme image par p. On affecte les termes attache´s a`
chacune des donne´es d’un indice 1 ou 2. Les deux cocycles (tS,1, s1) et (tS,2, s2) sont
cohomologues. On a prouve´ que remplacer la donne´e G′2 par une donne´e Tˆ -e´quivalente
remplac¸ait le cocycle (tS,2, s2) par un cocycle cohomologue. En reprenant la preuve, on
voit qu’a` l’inverse, on peut remplacer G′2 par une donne´e Tˆ -e´quivalente de sorte que les
deux cocycles (tS,1, s1) et (tS,2, s2) soient e´gaux. Alors les images de s1 et s2 dans Tˆad sont
e´gales. A e´quivalence pre`s, on peut supposer s1 = s2. Alors Gˆ
′
1 = Gˆ
′
2. Notons simplement
Gˆ′ ce groupe. Pour σ ∈ ΓF , on a l’e´galite´
ωG¯′1(σ)ωG′1(σ)σG∗ = ωG¯′2(σ)ωG′2(σ)σG∗
parce que chacun des deux termes est e´gal a` ωH¯(σ)ωG¯(σ)σG∗ . Mais, pour i = 1, 2,
ωG′i(σ)σG∗ conserve l’ensemble des racines positives de Tˆ
θˆ,0 dans Gˆ′, tandis que ωG¯′i(σ)
appartient a` WG
′
. Une de´composition en produits de termes ve´rifiant ces proprie´te´s est
unique. D’ou` les e´galite´s
(1) ωG¯′1 = ωG¯′2 et ωG′1 = ωG′2 .
La seconde e´galite´ signifie que l’e´galite´ Gˆ′1 = Gˆ
′
2 est compatible aux actions galoisiennes.
Dualement, on peut supposer G′1 = G
′
2. Pour w ∈ WF , les termes qui interviennent dans
la construction de tS,1(w) et tS,2(w) sont e´gaux, a` l’exception peut-eˆtre de g1(w) et g2(w).
L’e´galite´ tS,1(w) = tS,2(w) entraˆıne donc que g2(w) ∈ Tˆ
θˆ,0g1(w) pour tout w ∈ WF . Donc
gw,2 ∈ Gˆ
′g1,w. Pour i = 1, 2, G
′
i est engendre´ par Gˆ
′ et les gw,i pour w ∈ WF . Donc
G ′1 = G
′
2. Cela prouve que, quitte a` remplacer G
′
2 par un e´le´ment Tˆ -e´quivalent, on a
l’e´galite´ G′1 = G
′
2. Puisque les deux e´le´ments de de´part appartiennent a` un ensemble
de repre´sentants modulo Tˆ -e´quivalence, ces deux e´le´ments de de´part sont en fait e´gaux.
Enfin, on a l’e´galite´ µ′1 = µ
′
2 = µ. D’ou`, graˆce a` (1), (G
′
1, µ
′
1, ωG¯′1) = (G
′
2, µ
′
2, ωG¯′2). Cela
prouve l’injectivite´ de p.
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Montrons maintenant que p(J (H)) ⊂ P (H). Soit j = (G′, µ′, ωG¯′) ∈ J (H). On e´crit
G′ = (G′,G ′, sθˆ). On lui associe le cocycle p = (tS, s). Le fait que p1(p) = s¯ est imme´diat.
Concre`tement, l’image z = p′2(p) se construit ainsi. Le cocycle (tS, s) se rele`ve en la
cochaˆıne (tS, s). Le cocycle z : WF → Z(Gˆ) est de´fini par
(1− θˆ)(tS(w)) = wS(s)s
−1z(w).
Parce que rˆS(w)nˆG(ωS(w)) est fixe par θˆ, on a
(1− θˆ)(tS(w)) = θˆ (rˆS,G′(w)nˆG′(ωS,G′(w))g(w)) g(w)
−1nˆG′(ωS,G′(w))
−1rˆS,G′(w)
−1
= s−1sθˆ (rˆS,G′(w)nˆG′(ωS,G′(w))) s
−1sθˆ(g(w))g(w)−1nˆG′(ωS,G′(w))
−1rˆS,G′(w)
−1.
Parce que rˆS,G′(w)nˆG′(ωS,G′(w)) ∈ Gˆ
′, ce terme est fixe par ads ◦ θˆ. D’autre part, on a
une e´galite´
sθˆ(g(w)) = a(w)g(w)wG∗(s),
ou` a est un cocycle a` valeurs dans Z(Gˆ), d’image a dans H1(WF ;Z(Gˆ))/ker
1(WF ;Z(Gˆ)).
On obtient
(1− θˆ)(tS(w)) = a(w)s
−1rˆS,G′(w)nˆG′(ωS,G′(w))g(w)wG∗(s)g(w)
−1
nˆG′(ωS,G′(w))
−1rˆS,G′(w)
−1.
Mais
adnˆG′ (ωS,G′ (w))g(w) ◦ wG∗ = wS.
D’ou`
(1− θˆ)(tS(w)) = a(w)s
−1wS(s).
Alors le cocycle z est e´gal a` a. Il s’ensuit que p2(p) = a.
Soit v ∈ V al(F ) − V . Pour w ∈ Iv, on peut prendre g(w) = 1 puisque G
′ est non
ramifie´ en v. Alors les termes intervenant dans la de´finition de tS(w) appartiennent tous
a` GˆSC . On peut conside´rer tS comme une cochaˆıne a` valeurs dans Sˆsc. C’est encore un
cocycle. On en de´duit un cocycle encore note´ tS a` valeurs dans Sˆsc/Sˆ
θˆ
sc. On fixe un e´le´ment
ssc ∈ Sˆsc ayant meˆme image que s dans Sˆad. Le meˆme calcul que ci-dessus montre que le
couple (tS, ssc) est un cocycle et de´finit un e´le´ment de H
1,0(Iv; Sˆsc/Sˆ
θˆ
sc
1−θˆ
→ Sˆsc). Il est clair
que resIv(tS, s) est l’image par ϕv de ce cocycle. Cela ache`ve de prouver que p = (tS, s)
appartient a` P (H).
Re´ciproquement, soit p ∈ P (H). On repre´sente p par un cocycle (tS, s). On rele`ve s
en un e´le´ment s ∈ Tˆ . On pose Gˆ′ = ZGˆ(sθˆ)
0. On munit ce groupe d’une paire de Borel
e´pingle´e dont la paire sous-jacente soit (Bˆ ∩ Gˆ′, Tˆ θˆ,0).
Parce que Sˆ θˆ,0 est connexe, l’homomorphisme
H1(WF ; Sˆ)→ H
1(WF ; Sˆ/Sˆ
θˆ,0)
est surjectif, cf. [Lan] p. 719 (1). On rele`ve tS en un cocycle tS a` valeurs dans Sˆ. Pour
w ∈ WF , posons
u(w) = tS(w)
−1rˆS(w)nˆG(ωS(w)),
puis uw = (u(w), w) ∈
LG. On ve´rifie que w 7→ uw est un homomorphisme de WF
dans LG. Parce que p2(p) = a, il existe un cocycle a : WF → Z(Gˆ), dont l’image dans
H1(WF ;Z(Gˆ))/ker
1(F, Z(Gˆ)) est a, tel que
(2) (1− θˆ)(tS(w)) = wS(s)s
−1a(w)
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pour tout w ∈ WF . Montrons que l’on a
(3) sθˆ(u(w))wG∗(s)
−1 = a(w)u(w) pour tout w ∈ WF .
Parce que rˆS(w)nˆG(ωS(w)) est fixe par θˆ, on a
sθˆ(u(w))wG∗(s)
−1 = sθˆ(tS(w))
−1rˆS(w)nˆG(ωS(w))wG∗(s)
−1.
Parce que wS = adrˆS(w)nˆG(ωS(w)) ◦ wG∗ , on obtient
sθˆ(u(w))wG∗(s)
−1 = sθˆ(tS(w))
−1wS(s)
−1rˆS(w)nˆG(ωS(w)).
En utilisant (2), on obtient
sθˆ(u(w))wG∗(s)
−1 = a(w)tS(w)
−1rˆS(w)nˆG(ωS(w)) = a(w)u(w).
Cela prouve (3).
La relation (3) entraˆıne aise´ment que aduw normalise ZGˆ(sθˆ), donc aussi sa compo-
sante neutre Gˆ′. Alors l’ensemble Gˆ′{uw;w ∈ WF} est un groupe. Notons-le G
′. On a la
suite exacte
1→ Gˆ′ → G ′ →WF → 1
qui est scinde´e par l’homomorphisme u. Comme toujours, pour w ∈ WF , on peut fixer un
e´le´ment gw ∈ Gˆ
′uw tel que adgw conserve l’e´pinglage fixe´ de Gˆ
′. Alors w 7→ adgw munit Gˆ
′
d’une action galoisienne pre´servant l’e´pinglage. On introduit le groupe re´ductif connexe
G′ sur F , quasi-de´ploye´, tel que Gˆ′, muni de son action galoisienne, soit le groupe dual
de G′. La relation (3) montre que G′ = (G′,G ′, sθˆ) est une donne´e endoscopique pour
(G, G˜, a).
Montrons que
(4) cette donne´e endoscopique est non ramifie´e hors de V .
Soit v 6∈ V . On sait resIv(p) appartient a` l’image de ϕv. Fixons un cocycle (t
′
S,sc, s
′
sc) ∈
H1,0(Iv; Sˆsc/Sˆ
θˆ
sc
1−θˆ
→ Sˆsc) tel que resIv(p) = ϕv(t
′
S,sc, s
′
sc). Cela signifie qu’il existe x ∈
Sˆ tel que l’on ait s ∈ Z(Gˆ)xs′sc et tS(w) = t
′
S,sc(w)wS(x)x
−1 pour tout w ∈ Iv (en
identifiant un e´le´ment de GSC a` son image dans G). On e´crit x = zxsc, avec xsc ∈ Sˆsc
et z ∈ Z(Gˆ). On remplace (t′S,sc, s
′
sc) par le cocycle cohomologue (tS,sc, ssc) de´fini par
tS,sc(w) = t
′
S,sc(w)wS(xsc)x
−1
sc et ssc = s
′
scxsc. Les relations deviennent s ∈ Z(Gˆ)ssc et
tS(w) = tS,sc(w)wS(z)z
−1 pour σ ∈ Iv. Mais toutes les actions galoisiennes co¨ıncident sur
Z(Gˆ). Elles y sont non ramifie´es en v puisque v 6∈ Vram. Donc wS(z) = z pour w ∈ Iv et
on a simplement tS(w) = tS,sc(w) pour w ∈ Iv. Parce que Sˆ
θˆ
sc est connexe, le re´sultat de
[Lan] cite´ ci-dessus permet de relever tS,sc en un cocycle tS,sc a` valeurs dans Sˆsc. En se
rappelant que le terme rˆS(w)nˆG(ωS(w)) est naturellement un e´le´ment de GˆSC, on de´finit
usc(w) = tS,sc(w)
−1rˆS(w)nˆG(ωS(w)) ∈ GˆSC. Parce que (tS,sc, ssc) est un cocycle, le meˆme
calcul qu’en (3) montre que
sscθˆ(usc(w))wG∗(ssc)
−1 = usc(w)
pour w ∈ Iv. On a en fait wG∗(ssc) = ssc puisque l’action w 7→ wG∗ est non ramifie´e.
Donc u(w) appartient au groupe des points fixes de l’automorphisme adssc ◦ θˆ de GˆSC .
Ce dernier groupe e´tant simplement connexe, le groupe de points fixes est connexe. Son
image dans Gˆ est la composante neutre du groupe des points fixes de ads ◦ θˆ, c’est-a`-dire
Gˆ′. Il re´sulte des de´finitions que u(w) ∈ Sˆ θˆ,0usc(w) pour w ∈ Iv. Donc u(w) ∈ Gˆ
′ pour
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w ∈ Iv. Alors (1, w) = u(w)
−1uw ∈ G
′, ce qui est la condition pour que la donne´e G′ soit
non ramifie´e en v. Cela prouve (4).
Par construction, l’e´le´ment u(w) normalise Tˆ . La relation (3) entraˆıne que son image
dans W est fixe par θˆ. Il en re´sulte que l’e´le´ment g(w) de´fini par gw = (g(w), w) a les
meˆmes proprie´te´s. On note ωG′(w) son image dans W
θ et on note ωS,G′(w) l’e´le´ment de
W θ tel que l’image de u(w) dans W soit ωS,G′(w)ωG′(w). Parce que gw ∈ Gˆ
′uw, on a
en fait ωS,G′(w) ∈ W
G′. Il est clair que les applications ωG′ et ωS,G′, qui sont de´finies
sur WF , se factorisent en des applications continues sur ΓF . La de´finition de uw entraˆıne
l’e´galite´
ωS,G′(σ)ωG′(σ) = ωS(σ) = ωSH¯(σ)ωH¯(σ)ωG¯(σ)
pour tout σ ∈ ΓF . Comme en 1.7, l’e´le´ment µ s’identifie a` un e´le´ment µ
′ ∈ T ′∗ ×Z(G′)
Z(G˜′), ou` T ′∗ est le tore de G′. Les calculs de syste`mes de racines de ce paragraphe et
l’hypothe`se p1(p) = s¯ entraˆınent que le groupe W
H¯ s’identifie au groupe WG
′
(µ′). Le
terme ωSH¯ (σ) appartient a` ce groupe. Posons
ωG¯′(σ) = ωSH¯(σ)
−1ωS,G′(σ).
On a ωG¯′(σ) ∈ W
G′ et l’e´galite´ pre´ce´dente se re´crit
(5) ωG¯′(σ)ωG′(σ) = ωH¯(σ)ωG¯(σ).
D’ou` aussi
ωG¯′(σ)σG′ = ωH¯(σ)ωG¯(σ)σG∗ .
Le membre de droite fixe µ donc celui de gauche fixe µ′. Le membre de droite conserve
l’ensemble des racines positives de H¯, donc celui de gauche conserve l’ensemble ΣG
′
+ (µ
′).
Donc (µ′, ωG¯′) appartient a` Stab(G˜
′(F )). La relation (5) entraˆıne que cet e´le´ment s’envoie
sur (µ, ωG¯) par l’application de Stab(G˜
′(F )) dans Stab(G˜(F )). D’apre`s 1.7(3), (µ′, ωG¯′)
ve´rifie pour v 6∈ V les conditions (nr1), (nr2) et (nr3) de 1.6, puisque (µ, ωG¯) les ve´rifie.
La condition (nr4) re´sulte de (5) : pour v 6∈ V et σ ∈ Iv, on a ωG′(σ) = 1 puisque G
′ est
non ramifie´, ωH¯(σ) = 1 puisque H est non ramifie´, ωG¯(σ) = 1 puisque v 6∈ S(X , K˜) (on
a impose´ S(X , K˜) ⊂ V , cf. 5.1) ; d’ou` ωG¯′(σ) = 1. Donc S(pG˜′(µ
′, ωG¯′), K˜
′) ⊂ V .
En inversant la preuve de 5.2(3), on voit que les hypothe`ses d’ellipticite´ de H et de
(µ, ωG¯) entraˆınent queG
′ est elliptique et que (µ′, ωG¯′) l’est aussi. En utilisant l’hypothe`se
p1(p) = s¯ et la relation (5), on voit que les donne´es (G
′, µ′, ωG¯′) s’envoient sur H par la
construction du paragraphe 5.2. Evidemment, la donne´eG′ n’a pas de raison d’appartenir
a` l’ensemble de repre´sentants des classes de Tˆ -e´quivalence que l’on a fixe´, mais on peut
la remplacer par l’e´le´ment de cet ensemble qui lui est Tˆ -e´quivalent. Tout cela de´montre
que (G′, µ′, ωG¯′) appartient a` l’ensemble J⋆(H) introduit en 5.4. On rappelle que cet
ensemble est de´fini de fac¸on analogue a` J (H), sauf que l’on supprime la condition que
G′ est relevante. Mais on a vu en 5.6(1) que, sous l’hypothe`se pose´e surH, cette condition
de relevance e´tait automatique. Donc (G′, µ′, ωG¯′) ∈ J (H). Il re´sulte des constructions
que l’image de cet e´le´ment par p est l’e´le´ment p ∈ P (H) dont on est parti. Cela ache`ve
la preuve. 
6.5 Dualite´s
On a de´ja` introduit le groupe
P = H1,0(WF ; Sˆ/Sˆ
θˆ,0 1−θˆ→ Sˆad).
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Introduisons le tore S sur F e´gal a` T ∗ muni de l’action galoisienne σ 7→ ωS(σ)σG∗ . Son
dual est Sˆ. Introduisons le groupe
Q = H1,0(AF/F ;Ssc
1−θ
→ (1− θ)(S)).
Comme on l’a dit en 6.1, Kottwitz et Shelstad de´finissent une topologie sur Q, pour
laquelle ce groupe est localement compact, ainsi qu’un accouplement entre P et Q. On a
(1) l’accouplement entre P et Q identifie P au groupe Homcont(Q,C
×) des homo-
morphismes continus de Q dans C×.
D’apre`s 6.1(2), il suffit de prouver que l’homomorphisme
SˆΓF ,0
1−θˆ
→ SˆΓF ,0ad
est surjectif. On a une projection Sˆ/(1−θˆ)(Sˆ)→ SˆH¯ de noyau Z(
ˆ¯G). Elle est e´quivariante
pour les actions galoisiennes. Le tore SH¯ est elliptique dans H¯v pour toute place non-
archime´dienne v ∈ V . Cet ensemble de places est non vide puisque V contient Vram, lequel
contient les places de caracte´ristique re´siduelle 2, 3 et 5. Donc SH¯ est elliptique dans H¯ .
De plus H¯ est une donne´e elliptique pour G¯SC . Il en re´sulte que Sˆ
ΓF ,0
H¯
= {1}. Donc
(Sˆ/(1 − θˆ)(Sˆ))ΓF ,0 ⊂ Z( ˆ¯G)ΓF ,0. Mais (µ, ωG¯) est elliptique. Donc Z(
ˆ¯G)ΓF ,0 est l’image
naturelle de Z(Gˆ)ΓF ,0. Il en re´sulte que (Sˆad/(1− θˆ)(Sˆad))
ΓF ,0 = {1}. C’est e´quivalent a`
la surjectivite´ cherche´e. 
Pour une place v ∈ V al(F ), on pose
Pv = H
1,0(WFv ; Sˆ/Sˆ
θˆ,0 1−θˆ→ Sˆad)
et
Qv = H
1,0(Fv;Ssc
1−θ
→ (1− θ)(S)).
On note resv : P → Pv l’homomorphisme de restriction et ιv : Qv → Q l’homomorphisme
naturel. On note
p2,v : Pv → H
1(WFv ;Z(Gˆ))
l’analogue local de l’homomorphisme p′2.
On a rappele´ en 5.5 le groupe G♯ = G/Z(G)
θ. On a le diagramme commutatif
Ssc → S
↓ ↓
Ssc → S/Z(G)
θ
↓ ↓ 1− θ
Ssc
1−θ
→ (1− θ)(S)
Comme on l’a dit en 6.2, le groupe Gab(Fv) peut se de´finir a` l’aide du complexe Ssc → S.
De meˆme, G♯,ab(Fv) peut se de´finir a` l’aide du complexe Ssc → S/Z(G)
θ. On de´duit du
diagramme ci-dessus un diagramme commutatif
Gab(Fv)
ζv→ Qv
ց ր ζ♯,v
G♯,ab(Fv)
Enfin, on note
q1 : H
1(AF/F ;SH¯)→ Q
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l’homomorphisme de´duit de l’homomorphisme SH¯ → Ssc dual de Sˆad → SˆH¯ .
Proposition. (i) Pour toute place v, le noyau de p2,v ◦ resv est l’annulateur dans P de
ιv ◦ ζv(Gab(Fv)).
(ii) Pour toute place v 6∈ V , le sous-groupe des p ∈ P tels que resIv appartienne a`
l’image de ϕv est l’annulateur dans P de ιv ◦ ζ♯,v(G♯,ab(ov).
(iii) Le noyau de p1 est l’annulateur dans P de l’image de q1.
Preuve. L’accouplement entre H1(AF/F ;SH¯) et Sˆ
ΓF
H¯
identifie le second groupe a`
celui des homomorphismes continus du premier dans C×. Comme dans la preuve de
(1), cela re´sulte de [KS] lemme C.2.C et de l’ellipticite´ de SH¯ . Alors p1 s’identifie a`
l’homomorphisme
Homcont(Q,C
×)→ Homcont(H
1(AF/F ;SH¯),C
×)
de´duit par dualite´ de q1. L’assertion (iii) re´sulte de la proprie´te´ ge´ne´rale suivante : si
f : X → Y est un homomorphisme continu entre groupes abe´liens localement compacts,
le noyau de l’homomorphisme dual
fD : Homcont(Y,C
×)→ Homcont(X,C
×)
est l’annulateur de l’image de f .
Soit v une place de F . On a un diagramme
P
resv→ Pv
p2,v
→ H1(WFv ;Z(Gˆ))
Q
ιv← Qv
ζv← Gab(Fv)
Il y a des accouplements entre P et Q, entre Pv et Qv et entre H
1(WFv ;Z(Gˆ)) et Gab(Fv).
On a de´ja` dit que, par le premier accouplement, P s’identifiait a` Homcont(Q,C
×). On sait
aussi que, par le dernier, H1(WFv ;Z(Gˆ)) s’identifie a` Homcont(Gab(Fv),C
×). On ve´rifie
que p2,v ◦ resv s’identifie a` l’homomorphisme
Homcont(Gab(Fv),C
×)→ Homcont(Q,C
×)
dual de ιv ◦ ζv. L’assertion (ii) re´sulte alors du meˆme principe ge´ne´ral que ci-dessus.
Remarque. En ge´ne´ral, l’accouplement entre Pv et Qv a un noyau dans Pv, e´gal a`
l’image naturelle de l’homomorphisme Sˆ
ΓFv ,0
ad → Pv. C’est le conoyau de cet homomor-
phisme qui s’identifie a` Homcont(Qv,C
×).
Soit v 6∈ V . Notons S♯ = S/Z(G)
θ. On a de´crit le tore dual Sˆ♯ en [I] 2.7. On a une
suite exacte
1→ Sˆsc/Sˆ
θˆ
sc
(π,1−θˆ)
→ Sˆ/Sˆ θˆ,0 × Sˆsc → Sˆ♯ → 1.
Il s’en de´duit un diagramme commutatif
Sˆsc/Sˆ
θˆ
sc
1−θˆ
→ Sˆsc
↓ ↓
Sˆ/Sˆ θˆ,0
1−θˆ
→ Sˆad
↓ ↓
Sˆ♯ → Sˆad
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C’est un triangle distingue´ dans la cate´gorie des complexes de tores. On obtient un
diagramme
H1,0(Iv; Sˆsc/Sˆ
θˆ
sc
1−θˆ
→ Sˆsc)
↓ ϕv
P
resv→ Pv
ResIv→ H1,0(Iv; Sˆ/Sˆ
θˆ,0 1−θˆ→ Sˆad)
↓ p2,♯,v ↓
H1,0(WFv ; Sˆ♯ → Sˆad)
Res♯,Iv→ H1,0(Iv; Sˆ♯ → Sˆad)
‖ ‖
H1(WFv ;Z(Gˆ♯))
Res♯,Iv→ H1(Iv;Z(Gˆ♯))
Les deux premiers homomorphismes de la colonne de droite forment une suite exacte.
D’autre part, on a l’e´galite´ resIv = ResIv ◦ resv avec la notation ci-dessus. Donc, pour
p ∈ P , la condition que resIv(p) appartienne a` l’image de ϕv est e´quivalente a` ce que
p2,♯,v ◦ resv(p) appartienne au noyau de Res♯,Iv . Le groupe H
1(WFv ;Z(Gˆ♯)) s’identifie
a` Homcont(G♯,ab(Fv),C
×). D’apre`s 1.5(4) et 6.2(1), un e´le´ment χ ∈ H1(WFv ;Z(Gˆ♯))
est annule´ par Res♯,Iv si et seulement si χ annule G♯,ab(ov). La condition que resIv(p)
appartienne a` l’image de ϕv e´quivaut donc a` l’e´galite´ < p2,♯,v ◦ resv(p), k >= 1 pour tout
k ∈ G♯,ab(ov). Mais on a l’e´galite´ < p2,♯,v ◦ resv(p), k >=< p, ιv ◦ ζ♯,v(k) >. La condition
ci-dessus e´quivaut donc a` ce que p annule ιv ◦ ζ♯,v(G♯,ab(ov)). Cela prouve (ii). 
Supposons que v soit une place hors de V en laquelle S est non ramifie´e. On a alors
(2) le groupe ιv ◦ ζ♯,v(G♯,ab(ov)) co¨ıncide avec l’image naturelle dans Q de ((1 −
θ)(S))(ov).
Preuve. On a une suite exacte
1→ Sθ/Z(G)θ → S♯
1−θ
→ (1− θ)(S)→ 1.
Il s’en de´duit une suite exacte
1→ (Sθ/Z(G)θ)(onrv )→ S♯(o
nr
v )
1−θ
→ ((1− θ)(S))(onrv )→ 1.
Mais le groupe Sθ/Z(G)θ est connexe en vertu de l’e´galite´ Sθ = Sθ,0Z(G)θ. En prenant
les invariants par le groupe de Galois Γnrv , le the´ore`me de Lang implique la surjectivite´
de l’homomorphisme
S♯(ov)
1−θ
→ ((1− θ)(S))(ov).
On a le diagramme commutatif
S♯(ov)
1−θ
→ ((1− θ)(S))(ov)
↓ ↓
G♯,ab(Fv) → Qv.
D’apre`s 1.5(2) et 6.2(1), l’image de S♯(ov) dans G♯,ab(Fv) co¨ıncide avec G♯,ab(ov). Cela
conclut. 
6.6 Description d’un annulateur
On note P 0 le sous-groupe des p ∈ P tels que
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- p1(p) = 0 ;
- pour toute place v, p2,v ◦ resv(p) = 0 ;
- pour toute place v 6∈ V , resIv(p) appartient a` l’image de ϕv.
Remarquons que l’ensemble P (H) ⊂ P introduit en 6.4 est soit vide, soit une unique
classe modulo ce sous-groupe P 0.
On a de´ja` de´fini l’homomorphisme q1 : H
1(AF/F ;SH¯)→ Q. On poseQ1 = H
1(AF/F ;SH¯).
Pour toute place v, on a de´fini des homomorphismes ζv : Gab(Fv) → Qv et ζ♯,v :
G♯,ab(Fv)→ Qv. Ils se globalisent en des homomorphismes ζ : H
0
ab(AF ;G)→ H
1,0(AF ;Ssc
1−θ
→
(1−θ)(S)) et ζ♯ : H
0
ab(AF ;G♯)→ H
1,0(AF ;Ssc
1−θ
→ (1−θ)(S)). En poussant le premier par
l’application naturelle H1,0(AF ;Ssc
1−θ
→ (1− θ)(S))→ Q, on obtient un homomorphisme
H0ab(AF ;G) → Q. Il est clair qu’il annule l’image naturelle de H
0
ab(F ;G) dans l’espace
de de´part. En notant Im(H0ab(F ;G)) cette image et Q2 = H
0
ab(AF ;G)/Im(H
0
ab(F ;G)),
on obtient un homomorphisme q2 : Q2 → Q. Notons Q3 =
∏
v 6∈V H
0
ab(ov;G♯). C’est un
sous-groupe de H0ab(AF ;G♯). En utilisant l’homomorphisme ζ♯, on obtient de meˆme un
homomorphisme q3 : Q3 → Q.
On note Q0 le sous-groupe de Q engendre´ par les sous-groupes qi(Qi) pour i = 1, 2, 3.
Lemme. Le groupe Q0 est un sous-groupe ouvert, ferme´ et d’indice fini de Q. Le groupe
P 0 est l’annulateur de Q0 dans P . Le groupe Q0 est l’annulateur de P
0 dans Q.
Preuve. On a une suite d’homomorphismes
(1) ((1− θ)(S))(AF )→ H
1,0(AF ;Ssc
1−θ
→ (1− θ)(S))→ Q.
Pour v ∈ V alF , le diagramme suivant est commutatif
S(Fv)
ւ ց
G(Fv) (1− θ)(S(Fv))
↓
↓ ((1− θ)(S))(Fv)
↓
Gab(Fv)
ζv→ Qv
Donc Q0 contient l’image naturelle de (1− θ)(S(Fv)). Ce groupe s’envoyant sur un sous-
groupe ouvert d’indice fini de ((1 − θ)(S))(Fv), Q0 contient l’image naturelle d’un tel
sous-groupe. L’assertion 6.5(2) montre qu’il contient aussi ((1− θ)(S))(ov) pour presque
toute place finie v. Donc Q0 contient l’image par la suite d’homomorphismes (1) d’un
sous-groupe ouvert de ((1− θ)(S))(AF ). D’apre`s la de´finition de la topologie de Q ([KS]
page 147), Q0 est donc un sous-groupe ouvert de Q.
En [KS] page 151, Kottwitz et Shelstad de´finissent un homomorphisme
(2) Q = H1,0(AF/F ;Ssc
1−θ
→ (1− θ)(S))→ coker(ASsc
1−θ
→ A(1−θ)(S)).
Cet homomorphisme posse`de une section naturelle. On a l’e´galite´ AS = ASsc ×AG, d’ou`
A(1−θ)(S) = (1− θ)(AS) = (1− θ)(ASsc)× (1− θ)(AG).
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Le conoyau ci-dessus est donc isomorphe a` (1 − θ)(AG). En reprenant les de´finitions de
[KS], on voit que l’image de ce groupe par la section de l’homomorphisme (2) co¨ıncide
avec l’image de
AG →
∏
v∈V al∞(F )
G(Fv)
∏
v∈V al∞(F )
ιv◦ζv
−→ Q.
Notons Qc le noyau de (2). On obtient un isomorphisme
Q ≃ Qc × (1− θ)(AG).
C’est un home´omorphisme et le groupe Qc est compact d’apre`s [KS] lemme C.2.D. La
description que l’on vient de donner de l’image de (1 − θ)(AG) dans Q montre que ce
groupe est contenu dans Q0. Donc Q0 est le produit de (1− θ)(AG) et d’un sous-groupe
ouvert de Qc. Ce dernier e´tant compact, ce sous-groupe est aussi ferme´ et d’indice fini.
D’ou` la premie`re assertion de l’e´nonce´.
Par de´finition de P 0 et d’apre`s la proposition 6.5, P 0 est l’annulateur du sous-groupe
Q′0 de Q engendre´ par les images des diffe´rents homomorphismes de´crits dans cette pro-
position. C’est aussi l’annulateur de l’adhe´rence Q′′0 de ce sous-groupe. Tous les groupes
de´crits dans la proposition 6.5 sont inclus dans Q0. Donc Q
′
0 ⊂ Q0 et aussi Q
′′
0 ⊂ Q0
puisque Q0 est ferme´. En sens inverse, Q
′
0 contient q1(Q1). Il contient ιv◦ζv(Gab(Fv)) pour
tout v. Il est clair que q2(Q2) est l’adhe´rence du groupe engendre´ par ces sous-groupes
quand v parcourt V al(F ). Donc q2(Q2) ⊂ Q
′′
0. De meˆme, Q
′
0 contient ιv ◦ ζ♯,v(Gab(ov))
pour tout v 6∈ V . Le groupe q3(Q3) est l’adhe´rence du groupe engendre´ par ces sous-
groupes quand v parcourt V al(F )− V . Donc q3(Q3) ⊂ Q
′′
0. Cela de´montre que Q
′′
0 = Q0
donc que P 0 est l’annulateur de Q0.
Puisque Q0 est un sous-groupe ouvert d’indice fini de Q, de la dualite´ entre P et Q
se de´duit une dualite´ entre les groupes finis P 0 et Q/Q0. Alors Q0 est aussi l’annulateur
de P 0 dans Q. 
6.7 L’ensemble DAF
Pour toute place v ∈ V al(F ), on a de´fini l’ensemble Dv en 5.4. La condition 5.1(3)
signifie qu’il est non vide. On note DAF l’ensemble des familles d = (dv)v∈V al(F ) telles
que dv ∈ Dv pour tout v et η[d] ∈ G˜(AF ), ou` η[d] = (η[dv])v∈V al(F ). Soulignons qu’on
n’impose aucune condition ”globale” a` la famille r[d] = (r[dv])v∈V al(F ).
On de´finit de meˆme DAVF en remplac¸ant l’ensemble d’indices V al(F ) par V al(F )−V .
On a l’e´galite´ DAF = DV ×DAVF . Pour un e´le´ment d = (dv)v∈V al(F ), on a η[dv] ∈ K˜v pour
presque tout v, donc dv ∈ D
nr
v pour presque tout v. Inversement, on a dit en 5.5(2) que
le lemme 1.6 impliquait que l’ensemble Dnrv e´tait non vide pour tout v 6∈ V . Puisque
DV non vide d’apre`s 5.1(3), l’ensemble DAF n’est pas vide lui non plus. On note D
nr
AVF
le
sous-ensemble des d = (dv)v∈V al(F )−V ∈ DAVF tels que dv ∈ D
nr
v pour tout v 6∈ V . Il n’est
pas vide lui non plus.
Soit d = (dv)v∈V al(F ) ∈ D
rel
V ×D
nr
AVF
⊂ DAF . On peut fixer pour toute place v ∈ V al(F )
une paire de Borel (B[dv], S[dv]) ve´rifiant les conditions de 5.6. Rappelons celles-ci. Le
tore S[dv] est de´fini sur Fv. Le sous-groupe de Borel B[dv] est de´fini sur F¯v. La paire
(B[dv], S[dv]) est conserve´e par adη[dv ]. Il existe u ∈ Gη[dv] tel que adr[dv]u(B[dv], S[dv]) =
(B∗, T ∗) et que adr[dv]u se restreigne en un isomorphisme de´fini sur Fv de S[dv] sur S (on
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rappelle que S = T ∗ muni de l’action galoisienne σ 7→ ωS(σ)σG∗). Nous allons imposer
des conditions supple´mentaires ”globales” a` ces paires.
On a fixe´ en 5.2 une paire de Borel e´pingle´e E∗ de G, une paire de Borel e´pingle´e E¯
de G¯ et des e´le´ments ν ∈ T ∗ et e ∈ Z(G˜, E∗). On a note´ θ∗ = ade. On fixe pour tout
σ ∈ ΓF un e´le´ment uE∗(σ) ∈ GSC(F¯ ) tel que σG∗ = aduE∗(σ) ◦ σ conserve E
∗. On peut
supposer que σ 7→ uE∗(σ) est continue et se factorise par un quotient fini de ΓF . On peut
aussi supposer uE∗(1) = 1. D’autre part, les applications σ 7→ ωG¯(σ) et σ 7→ ωS(σ) sont
des cocycles de ΓF dans W
θ∗ (muni de l’action quasi-de´ploye´e). D’apre`s [K1] corollaire
2.2, on peut fixer x ∈ Gθ
∗
SC(F¯ ) tel que xσG∗(x)
−1 normalise T ∗ et ait ωS(σ) pour image
dans W . On fixe une extension galoisienne finie E de F telle que
- E∗ et E¯ soient de´finies sur E et G soit de´ploye´ sur E ;
- ν ∈ T ∗(E), e ∈ Z(G˜, E∗;E), x ∈ Gθ
∗
SC(E) ;
- l’application σ 7→ uE∗(σ) se factorise par Gal(E/F ) et prend ses valeurs dans
GSC(E) :
- l’application σ 7→ ωG¯(σ) se factorise par Gal(E/F ).
Il en re´sulte que toutes les actions galoisiennes co¨ıncident sur ΓE et que tous les
groupes qui interviennent sont de´ploye´s sur E. Utilisons les de´finitions de 1.5. Fixons
un ensemble fini V ′ de places de F , contenant V , de sorte que, pour toute place v 6∈ V ′
et toute place w′ de E au-dessus de v, Ew′/Fv soit non ramifie´e et que les proprie´te´s
suivantes soient ve´rifie´es
- Kw′ est le sous-groupe compact hyperspe´cial issu de la paire de Borel e´pingle´e E
∗ ;
- e ∈ K˜w′, ν ∈ T
∗(ow′), x ∈ Kw′ et, pour tout σ ∈ ΓF , uE∗(σ) ∈ Kw′.
Soit v ∈ V al(F ). Rappelons que v a e´te´ prolonge´e en une place v¯ de F¯ , cf. [VI] 1.1.
Le corps F¯v a e´te´ identifie´ a` la cloˆture alge´brique de Fv dans le comple´te´ de F¯ en v¯. Par
abus de notations, notons-le F¯v¯. Le groupe ΓFv a e´te´ identifie´ au fixateur de v¯ dans ΓF .
Notons-le plutoˆt Γv¯. On notera sans plus de commentaire w la restriction de v¯ a` E. Soit
w′ une autre place de E divisant v. On fixe une fois pour toutes un e´le´ment τ ∈ ΓF telle
que τ(w) = w′ (avec τ = 1 dans le cas w′ = w). Notons v¯′ = τ(v¯). De τ se de´duit un
isomorphisme de F¯v¯ sur F¯v¯′ . Pour toute varie´te´ alge´brique X de´fini sur Fv, on a aussi
un isomorphisme τ : X(F¯v¯)→ X(F¯v¯′). Pour une paire (B[dv], S[dv]) comme ci-dessus, le
groupe B[dv] est pre´cise´ment de´fini sur F¯v¯. En fait, le tore S[dv] est de´ploye´ sur Ew donc
tout sous-groupe de Borel contenant ce tore est de´fini sur Ew. En particulier B[dv] est
de´fini sur Ew. Notons S[d](AE) le produit restreint des S[dv](Ew′) sur toutes les places
v ∈ V al(F ) et les places w′ de E divisant v. La restriction est relative aux sous-groupes
S[dv](ow′) qui sont de´finis pour presque tous v et w
′. Le groupe de Galois Gal(E/F ) agit
naturellement sur S[d](AE).
Proposition. Soit d = (dv)v∈V al(F ) ∈ D
rel
V ×D
nr
AVF
⊂ DAF . On peut fixer
- pour toute place v une paire de Borel (B[dv], S[dv]) ve´rifiant les conditions de 5.6 ;
- un e´le´ment g = (gw′)w′∈V al(E) ∈ GSC(AE) ;
- un e´le´ment t = (tw′)w′∈V al(E) ∈ ((1− θ
∗)(T ∗))(AE) ;
de sorte que les conditions suivantes soient ve´rifie´es :
(i) si v 6∈ V ′ et η[dv] ∈ K˜v, alors, pour tout w
′ divisant v, on a S[dv](ow′) ⊂ Kw′,
gw′ ∈ Ksc,w′ et tw′ ∈ ((1− θ
∗)(T ∗))(ow′) ;
(ii) adg(S[d](AE)) = S(AE) et adg se restreint en un isomorphisme de S[d](AE) sur
S(AE) qui est e´quivariant pour les actions galoisiennes ;
(iii) pour toute place v ∈ V al(F ), on a adgw(B[dv], S[dv]) = (B
∗, T ∗) et gw ∈
T ∗(F¯v¯)r[dv]Gη[dv ](F¯v¯) ;
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(iv) pour toute place v ∈ V al(F ) et toute place w′ de E divisant v, on a l’e´galite´
gw′ = xτG∗(x)
−1uE∗(τ)τ(gw), ou` τ ∈ ΓF est l’e´le´ment fixe´ tel que τ(w) = w
′ ;
(v) adg(η[d]) = tη.
Remarques. (1) La condition (i) entraˆıne que S[d](AE) est contenu dans G(AE).
Cela donne un sens a` la condition (ii).
(2) On peut choisir arbitrairement la paire (B[dv], S[dv]) pour un ensemble fini de
places v, pourvu que ces paires satisfassent aux conditions de 5.6.
(3) Sous les hypothe`ses de (i), la premie`re inclusion se ge´ne´ralise en S[dv](o
nr
v ) ⊂ K
nr
v .
En prenant les invariants par Γnrv , on en de´duit S[dv](ov) ⊂ Kv.
Preuve. Soit v ∈ V al(F ), fixons une paire de Borel (B[dv], S[dv]) ve´rifiant les condi-
tions de 5.6. On va prouver l’existence de gv = (gw′)w′|v et tv = (tw′)w′|v (ou` w
′|v signifie
que w′ divise v) ve´rifiant les analogues des conditions (ii) a` (v) ou` l’on se restreint aux
places de E divisant v. Comme on l’a dit, on note w la restriction de v¯ a` E. Les tores S[dv]
et T ∗ sont de´ploye´s sur Ew. Il en re´sulte que les groupes de Borel B[dv] et B
∗ sont de´finis
sue Ew. Il existe donc gw ∈ GSC(Ew) tel que adgw(B[dv], S[dv]) = (B
∗, T ∗). On fixe un tel
e´le´ment. L’une des proprie´te´s de la paire (B[dv], S[dv]) est qu’il existe u ∈ Gη[dv ](F¯v¯) tel
que adr[dv]u(B[dv], S[dv]) = (B
∗, T ∗). Alors adgwu−1r[dv]−1 conserve (B
∗, T ∗). Cela implique
que gw appartient a` T
∗(F¯v¯)r[dv]u. La condition (iii) est donc satisfaite. Soit w
′ une place
de E au-dessus de v. On note τ l’e´le´ment fixe´ de ΓF tel que τ(w) = w
′. On de´finit gw′
par l’e´galite´ de la condition (iv). Montrons que
(4) adgw′ (S[dv]) = T
∗ ;
(5) pour σ ∈ Γv¯′ et s ∈ S[dv](F¯v¯′), on a l’e´galite´ adgw′ ◦ σ(s) = σS ◦ adgw′ (s), ou`
σS = ωS(σ) ◦ σG∗ ;
(6) pour s ∈ S[dv](F¯v¯), on a adgw′ ◦ τ(s) = τS ◦ adgw(s) ;
(7) il existe tw′ ∈ ((1− θ
∗)(T ∗))(Ew′) tel que adgw′ (η[dv]) = tw′η.
La preuve de (4), (5) et (6) est similaire a` celle de [VI] 3.6(5) et (6). On la laisse
au lecteur. Prouvons (7). Remarquons que, si l’on prouve l’existence de tw′ ∈ (1 −
θ∗)(T ∗(F¯v¯′)) satisfaisant l’e´galite´ ci-dessus, on a ne´cessairement tw′ ∈ ((1−θ
∗)(T ∗))(Ew′)
puisque les autres termes de cette e´galite´ sont de´finis sur Ew′. Pour w
′ = w, on sait qu’il
existe t0 ∈ T
∗(F¯v¯) et u ∈ Gη[dv ](F¯v¯) tels que gw = t0r[dv]u. On a alors
adgw(η[dv]) = adt0 ◦ adr[dv](η[dv]) = adt0(η) = (1− θ
∗)(t0)η.
D’ou` l’assertion avec tw = (1− θ
∗)(t0). Pour une autre place w
′, on a
adgw′ (η[dv]) = adxτG∗ (x)−1uE∗(τ) ◦ adτ(gw)(η[dv]).
On a τ(η[dv]) = η[dv] puisque η[dv] ∈ G˜(Fv). Donc
adτ(gw)(η[dv]) = τ ◦ adgw(η[dv]) = τ(twη).
L’application τS se prolonge en une application de ((1−θ
∗)(T ∗))(F¯v¯) sur ((1−θ
∗)(T ∗))(F¯v¯′)
et on a
adxτG∗(x)−1uE∗ (τ) ◦ τ(tw) = τS(tw).
Il reste a` prouver que
adxτG∗(x)−1uE∗ (τ) ◦ τ(η) ∈ (1− θ
∗)(T ∗(F¯ ))η.
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On a e´crit η = νe. Soit z(τ) ∈ Z(G) tel que aduE∗(τ) ◦ τ(e) = z(τ)
−1e. Parce que x
appartient a` Gθ
∗
SC , on a
adxτG∗ (x)−1uE∗ (τ) ◦ τ(η) = z(τ)
−1adxτG∗ (x)−1uE∗ (τ) ◦ τ(ν)e = z(τ)
−1ωS(τ) ◦ τG∗(ν)e.
On peut de´composer ωS(τ) en ωS,G¯(τ)ωG¯(τ). Les conditions impose´es en 1.1 a` η im-
pliquent que z(τ)−1ωG¯(τ) ◦ τG∗(ν) appartient a` (1 − θ
∗)(T ∗(F¯ ))ν. L’e´le´ment ωS,G¯(τ)
appartient a` W G¯ et tout e´le´ment de ce groupe conserve l’ensemble (1− θ∗)(T ∗(F¯ ))ν. On
obtient
adxτG∗(x)−1uE∗(τ) ◦ τ(η) ∈ (1− θ
∗)(T ∗(F¯ ))νe = (1− θ∗)(T ∗(F¯ ))η.
Cela prouve (7).
Pour w′ divisant v, on a de´fini le terme gw′ et la relation (7) de´finit le terme tw′. En
posant gv = (gw′)w′|v et tv = (tw′)w′|v, la relation (7) entraˆıne la condition (v) restreinte
aux places divisant v. Les relations (4), (5) et (6) entraˆınent la condition (ii) restreinte
aux meˆmes places.
Supposons maintenant que v 6∈ V ′ et que η[dv] appartient a` K˜v. On va prouver
qu’en choisissant convenablement la paire (B[dv], S[dv]), on peut imposer la condition
(i). Puisque v 6∈ V , on peut fixer une paire de Borel e´pingle´e E0 = (B0, T0, (E0,α)α∈∆) de
G, de´finie sur Fv, dont est issu de groupe Kv. Puisque E
∗ et E0 sont toutes deux de´finies
sur Ew, il existe yad ∈ GAD(Ew) tel que adyad(E0) = E
∗. L’automorphisme adyad conserve
le groupe Kw puisque ce groupe est issu de chacune des deux paires. Donc yad ∈ Kad,w.
On sait que les deux applications
T ∗ad(ow)×Ksc,w → Kad,w
(t, k) 7→ tπ(k)
et
T ∗sc(o
nr
v )→ T
∗
ad(o
nr
v )
sont surjectives (le corps F nrv est ici un sous-corps de F¯v¯). On peut donc fixer t1 ∈ T
∗
sc(o
nr
v )
et y ∈ Ksc,w tels que yad = π(t1y). On a t1y ∈ K
nr
v . Posons η1 = ad(t1y)−1(η). On reprend
maintenant la preuve du lemme 1.6. Puisque η ∈ K˜w, on a η1 ∈ K˜
nr
v . De plus, adη1
conserve (B0, T0). Fixons ν0 ∈ T0(o
nr
v ) et e0 ∈ Z(G˜, E0)(F
nr
v ) tels que ν0e0 ∈ K˜, cf.
1.5. On peut e´crire η1 = ν1e0, avec ν1 ∈ T0. Puisque η1 ∈ K˜
nr
v , on a ν1 ∈ T0(o
nr
v ).
Introduisons le cocycle z : ΓFv → Z(G) ∩ T0(o
nr
v ) tel que σ(e0) = z(σ)
−1e0 et posons
θ = ade0 . La proprie´te´ de de´finition de η se transporte a` η1. C’est-a`-dire qu’en identifiant
W au groupe de Weyl relatif a` T0, il existe une cochaˆıne t : ΓFv → (1 − θ)(T0(F¯v¯))
telle que ωG¯(σ)σ(ν1) = z(σ)t(σ)ν1 pour tout σ ∈ Γv¯. Puisque ν1 ∈ T0(o
nr
v ) et que ce
groupe est normalise´ par W , cette relation implique que t(σ) ∈ ((1 − θ)(T0))(o
nr
v ) et
que σ 7→ t(σ) est un cocycle a` valeurs dans ce groupe, si on munit celui-ci de l’action
σ 7→ σG¯ = ωG¯(σ)◦σ. Un tel cocycle est un cobord. De plus, l’hypothe`se v 6∈ Vram implique
que 1 − θ : T0(o
nr
v ) → ((1 − θ)(T0))(o
nr
v ) est surjective. On peut donc fixer t0 ∈ T0(o
nr
v )
tel que t(σ) = (1 − θ)(t0σG¯(t0)
−1). Posons ν2 = ν1(1 − θ)(t0). On a σG¯(ν2) = z(σ)ν2.
On introduit le groupe GθSC des points fixes de θ dans GSC. De E0 se de´duit une paire
de Borel e´pingle´e de ce groupe puis un sche´ma en groupes K1v. En appliquant 1.5(5),
on construit k ∈ K1v(ow) tel que, pour tout σ ∈ ΓFv , k
−1σ(k) normalise T0 et ait ωG¯(σ)
pour image dans W θ. On pose η⋆ = kν2e0k
−1. Le meˆme calcul qu’en 1.6 montre que
η⋆ ∈ K˜v et que la paire de Borel (kB0k
−1 ∩ Gη⋆ , kT0k
−1 ∩ Gη⋆) de Gη⋆ est de´finie sur
Fv. En reprenant la preuve de [W1] lemme 5.4, on peut la comple´ter en une paire de
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Borel e´pingle´e de´finie sur Fv de sorte que le sche´ma en groupes K⋆ issu de cette paire
ve´rifie la condition K⋆(o
nr
v ) = K
nr
v ∩Gη⋆(F¯v¯). On note K⋆,sc le sche´ma en groupes associe´
dans le groupe Gη⋆,SC. Pour σ ∈ ΓFv , on pose ωS,G¯(σ) = ωS(σ)ωG¯(σ)
−1. Par de´finition,
c’est un e´le´ment du groupe de Weyl W G¯, lequel s’identifie a` WGη⋆ . En appliquant de
nouveau 1.5(5), on construit h ∈ K⋆,sc(ow) tel que, pour tout σ ∈ ΓFv , h
−1σ(h) normalise
kT0k
−1 ∩ Gη⋆ et ait pour image ωS,G¯(σ) dans W
Gη⋆ . Posons (B⋆, S⋆) = adhk(B0, T0),
t⋆ = t1yt
−1
0 y
−1, g⋆ = yk
−1h−1 et r⋆ = t⋆g⋆. On voit que d⋆ = (η⋆, r⋆) appartient a` Dv, que
η⋆ appartient a` K˜v, que la paire (B⋆, S⋆) ve´rifie les conditions de 5.6 relatives a` l’e´le´ment
d⋆, que t⋆ ∈ T
∗(onrv ), que g⋆ ∈ Ksc,w et que adg⋆ envoie la paire (B⋆, S⋆) sur (B
∗, T ∗).
Revenons a` notre e´le´ment quelconque dv = (η[dv], r[dv]) ∈ Dv tel que η[dv] ∈ K˜v.
D’apre`s 5.5(3), on peut fixer k♯ ∈ K♯,v et u ∈ Gη[dv ](F¯v¯) tels que η⋆ = k
−1
♯ η[dv]k♯ et r⋆ =
r[dv]uk♯. L’automorphisme adk♯ envoie Gη⋆ sur Gη[dv] et est de´fini sur Fv. On peut donc
prendre pour paire (B[dv], S[dv]) la paire adk♯(B⋆, S⋆). Comme plus haut, l’application
produit
Ksc,w × T0(o
nr
v )→ K♯,w
est surjective. Mais S⋆ est conjugue´ a` T0 par un e´le´ment de Ksc,w. En conjuguant la
proprie´te´ ci-dessus, on obtient que l’application produit
Ksc,w × S⋆(o
nr
v )→ K♯,w
est surjective. On peut donc e´crire k♯ = zls, avec z ∈ Z(G)
θ(F¯v¯), s ∈ S⋆(o
nr
v ) et l ∈ Ksc,w.
Posons gw = g⋆l
−1 et x = z−1t⋆g⋆s
−1g−1⋆ . On a gw ∈ Kw,sc, adgw(B[dv], S[dv]) = (B
∗, T ∗)
et gw = x
−1r[dv]u. Puisque x ∈ T
∗(F¯v¯), la condition (iii) est satisfaite. On a adgw(η[dv]) =
twη, ou` tw = (θ
∗ − 1)(x). Puisque η[dv] ∈ K˜v et gw ∈ Ksc,w, on a adgw(η[dv]) ∈ K˜w.
On a aussi η ∈ K˜w par de´finition de V
′. L’e´galite´ pre´ce´dente entraˆıne alors tw ∈ (1 −
θ)(T ∗(F¯v¯))∩Kw = ((1−θ)(T
∗))(ow). Enfin, puisque Kw est issu de E
∗, on a T ∗(ow) ⊂ Kw.
En conjuguant par g−1w ∈ Ksc,w, on en de´duit S[dv](ow) ⊂ Kw. Cela satisfait les conditions
(i), (iii) et (v) en la place w. Comme on l’a vu dans la premie`re partie de la preuve, la
condition (iii) implique (ii). Pour une autre place w′ de E au-dessus de v, on construit gw′
et tw′ comme dans cette premie`re partie. Puisque le sche´ma en groupes Kv est de´fini sur
ov, on a τ(Ksc,w) = Ksc,w′. Les conditions impose´es a` V
′ entraˆınent que tous les termes de
la formule (iv) appartiennent a` Ksc,w′ donc gw′ ∈ Ksc,w′. Le meˆme raisonnement que dans
le cas de la place w entraˆıne alors que tw′ ∈ ((1− θ)(T
∗))(ow′) et que S[dv](ow′) ⊂ Kw′.
Cela ache`ve la preuve. 
6.8 L’ensemble DF
On note DF l’ensemble des couples d = (η[d], r[d]) ∈ G˜(F )×G(F¯ ) tels que
- r[d]η[d]r[d]−1 = η ;
- en utilisant la paire de Borel adr[d]−1(B
∗, T ∗) dans la construction de 1.2, on ait
l’e´galite´ (µη[d], ωη[d]) = (µ, ωG¯).
Soit d ∈ DF . On a fixe´ en 5.2 une paire de Borel e´pingle´e E¯ de G¯ de´finie sur F¯ .
Posons (B∗[d], T ∗[d]) = adr[d]−1(B
∗, T ∗), (B¯[d], T¯ [d]) = (B∗[d] ∩ Gη[d], T
∗[d] ∩ Gη(d]) et
E¯ [d] = adr[d]−1(E¯). Alors E¯ [d] est une paire de Borel e´pingle´e de Gη[d] de´finie sur F¯ dont la
paire de Borel sous-jacente est (B¯[d], T¯ [d]). Pour tout σ ∈ ΓF , fixons u¯[d](σ) ∈ Gη[d],SC(F¯ )
tel que adu¯[d](σ)◦σ conserve E¯ [d]. On note σ 7→ σG∗
η[d]
= adu¯[d](σ)◦σ l’action quasi-de´ploye´e
qui conserve E¯ [d]. On suppose que σ 7→ u¯[d](σ) est continue et que u¯[d](1) = 1. La
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deuxie`me condition ci-dessus signifie que adr[d], qui envoie T
∗[d] sur T ∗, entrelace l’action
σ 7→ σG∗
η[d]
sur T ∗[d] avec l’action σ 7→ ωG¯(σ) ◦ σG∗ sur T
∗. Transportons par adr[d]−1 le
cocycle ωS,G¯ en un cocycle a` valeurs dans le groupe de Weyl de Gη[d] relatif a` T¯ [d] (pour
l’action quasi-de´ploye´e). D’apre`s [K1] corollaire 2.2, on peut fixer x¯[d] ∈ Gη[d],SC(F¯ ) tel
que, pour tout σ ∈ ΓF , x¯[d]σG∗
η[d]
(x¯[d])−1 normalise T¯ [d] et que son image dans le groupe
de Weyl soit ωS,G¯(σ). Alors adr[d] entrelace l’action σ 7→ adx¯[d]σG∗
η[d]
(x¯[d])−1 ◦σG∗
η[d]
sur T ∗[d]
avec l’action σ 7→ ωS(σ) ◦ σG∗ sur T
∗. Fixons une de´composition r[d] = z[d]r[d]sc avec
z ∈ Z(G; F¯ ) et r[d]sc ∈ GSC(F¯ ). Il est facile de traduire la condition pre´ce´dente par la
proprie´te´
(1) pour tout σ ∈ ΓF , il existe t(σ) ∈ T
∗
sc(F¯ ) tel que
xσG∗(x)
−1uE∗(σ)σ(r[d]sc) = t(σ)r[d]scx¯[d]σG∗
η[d]
(x¯[d])−1u¯[d](σ).
Pour d ∈ DF et v ∈ V al(F ), on note dv le meˆme couple (η[d], r[d]), vu comme
e´le´ment de G˜(Fv)×G(F¯v). L’application d 7→ (dv)v∈V al(F ) est une injection DF ⊂ DAF .
Soit d ∈ DF . Supposons que l’image de d dansDAF appartienne a`D
rel
V ×D
nr
AVF
. On reprend
les constructions du paragraphe pre´ce´dent. On impose de plus au corps E les conditions
suivantes
- z[d] ∈ Z(G;E), r[d]sc ∈ GSC(E), x¯[d] ∈ Gη[d],SC(E) et E¯ est de´finie sur E ;
- l’application σ 7→ u¯[d](σ) se factorise par Gal(E/F ) et prend ses valeurs dans
Gη[d],SC(E).
Il en re´sulte que l’application σ 7→ t(σ) se factorise par Gal(E/F ) et prend ses
valeurs dans T ∗sc(E). Construisons des paires de Borel et des e´le´ments g et t ve´rifiant la
proposition 6. 7.
Lemme. Sous ces hypothe`ses, l’e´le´ment g appartient a` T ∗sc(AE)r[d]scGη[d],SC(AE).
Preuve. Soient v une place de F et w′ une place de E au-dessus de v. Montrons que
(2) gw′ ∈ T
∗
sc(Ew′)r[d]scGη[d],SC(Ew′).
Supposons d’abord que w′ = w soit la restriction de v¯ a` E. Par construction, il
existe u1 ∈ Gη[d](F¯v¯) de sorte que adu1(B[dv], S[dv]) = (B
∗[d], T ∗[d]). Les deux couples
(B[dv]∩Gη[d], S[dv]∩Gη[d]) et (B
∗[d]∩Gη[d], T
∗[d]∩Gη[d]) sont des paires de Borel de Gη[d]
qui sont de´finies sur Ew. Il existe donc u ∈ Gη[d],SC(Ew) telle que la seconde soit l’image
de la premie`re par adu. Puisque u1 ve´rifie la meˆme proprie´te´, on a u1 ∈ (T
∗[d] ∩Gη[d])u.
Alors on a aussi adu(B[dv], S[dv]) = (B
∗[d], T ∗[d]). Donc adr[d]scu(B[dv], S[dv]) = (B
∗, T ∗).
Puisque gw ve´rifie la meˆme proprie´te´ et que les deux e´le´ments r[d]scu et gw appartiennent
a` GSC(Ew), ces deux e´le´ments diffe`rent par multiplication a` gauche par un e´le´ment de
T ∗sc(Ew). Cela prouve (2) pour la place w.
Conside´rons maintenant une autre place w′ au-dessus de v. Rappelons que gw′ =
xτG∗(x)
−1uE∗(τ)τ(gw). Ecrivons gw = twr[d]scuw, avec tw ∈ T
∗
sc(Ew) et uw ∈ Gη[d],SC(Ew).
Posons t0,w′ = adxτG∗(x)−1uE∗(τ) ◦ τ(tw). Comme dans la preuve de 6.7(7), on a t0,w′ =
τS(tw) ∈ T
∗
sc(Ew′). On a aussi τ(uw) ∈ Gη[d],SC(Ew′). Puisque
gw′ = t0,w′xτG∗(x)
−1uE∗(τ)τ(r[d]sc)τ(uw),
la relation (2) a` prouver e´quivaut a`
xτG∗(x)
−1uE∗(τ)τ(r[d]sc) ∈ T
∗
sc(Ew′)r[d]scGη[d],SC(Ew′).
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Mais cette relation re´sulte de (1) et des conditions impose´es a` E. Cela prouve (2) en
ge´ne´ral.
Fixons un ensemble fini V ′ de places de E ve´rifiant les conditions du paragraphe
pre´ce´dent ainsi que les conditions suivantes. On impose que, pour tout v 6∈ V ′ et pour
toute place w′ de E divisant v, on ait d’abord
- z[d] ∈ Ksc,w′ et r[d]sc ∈ Ksc,w′.
Il en re´sulte que η[d] ∈ K˜w′ ∩ G˜(Fv) = K˜v. On sait qu’alors le groupe Kv[d] =
Kv ∩ Gη[d](Fv) est un sous-groupe compact hyperspe´cial de Gη[d](Fv) (cf. lemme 1.6). Il
s’en de´duit un tel sous-groupe Ksc,v[d] de Gη[d],SC(Fv) puis un tel sous-groupe Ksc,w′[d]
de Gη[d],SC(Ew′). On impose de plus que
- x¯[d] ∈ Ksc,w′[d] et u¯[d](σ) ∈ Ksc,w′[d] pour tout σ ∈ ΓF .
Toutes ces conditions impliquent que l’on a aussi t(σ) ∈ T ∗sc(ow′) pour tout σ ∈ ΓF ,
ou` t(σ) est l’e´le´ment figurant dans (1).
Soient v 6∈ V ′ et w′ une place de E divisant v. Puisque gw′ conjugue S[dv]sc(Ew′) en
T ∗sc(Ew′) (ou` S[dv]sc est l’image re´ciproque de S[dv] dans GSC), la relation (2) e´quivaut
a` gw′ ∈ r[d]scGη[d],SC(Ew′)S[dv]sc(Ew′). Ecrivons gw′ = r[d]scus, avec u ∈ Gη[d],SC(Ew′)
et s ∈ S[dv]sc(Ew′). Cela entraˆıne us = r[d]
−1
sc gw′ ∈ Ksc,w′. Appliquons l’ope´rateur θ =
adη[d]. Puisque η[d] ∈ K˜v, θ conserve Ksc,w′. Donc uθ(s) = θ(us) ∈ Ksc,w′. D’ou` (1 −
θ)(s) = (uθ(s))−1us ∈ Ksc,w′. Fixons une uniformisante ̟ de Fv, qui est aussi une
uniformisante de Ew′ puisque Ew′/Fv est non ramifie´e. Puisque S[dv]sc est de´ploye´ sur
Ew′, l’e´le´ment s s’e´crit de fac¸on unique s0x∗(̟) pour un e´le´ment s0 ∈ S[dv]sc(ow′) et un
e´le´ment x∗ ∈ X∗(S[dv]sc). On a alors (1 − θ)(s) = (1 − θ)(s0)((1 − θ)(x∗))(̟). Puisque
S[dv]sc(ow′) ⊂ Ksc,w′ d’apre`s le (i) de la proposition 6.7, cela entraˆıne ((1− θ)(x∗))(̟) ∈
Ksc,w′. Cette condition ne peut eˆtre re´alise´e que si (1−θ)(x∗) = 0. Alors x∗ ∈ X∗(S[dv]
θ,0
sc )
et x∗(̟) ∈ S[dv]
θ,0
sc (Ew′). Ce groupe est contenu dans GSC,η[d](Ew′).
Remarque. Le groupe GSC,η[d] est la composante neutre du commutant de η[d] dans
GSC ; on prend garde de le distinguer du groupe Gη[d],SC qui est le reveˆtement simplement
connexe du groupe de´rive´ deGη[d], ou encore le reveˆtement simplement connexe du groupe
de´rive´ de GSC,η[d].
On a ux∗(̟) = (us)s
−1
0 ∈ Ksc,w′. Donc ux∗(̟) appartient au groupe GSC,η[d](Ew′) ∩
Ksc,w′, qui est un sous-groupe compact hyperspe´cial de GSC,η[d](Ew′). D’apre`s 1.5(2), il
existe s1 ∈ S[dv]sc(ow′) tel que ux∗(̟) et s1 aient meˆme image dans GSC,η[d],ab(Ew′).
Puisque u ∈ Gη[d],SC(Ew′), son image dans GSC,η[d],ab(Ew′) est l’identite´. Cela entraˆıne
que l’image de x∗(̟)s
−1
1 est aussi l’identite´. Donc x∗(̟)s
−1
1 est l’image d’un e´le´ment
s2 ∈ Gη[d],SC(Ew′). En notant S¯[dv]sc l’image re´ciproque de S[dv] dans Gη[d],SC , l’e´le´ment
s2 appartient force´ment a` S¯[dv]sc(Ew′). Comme plus haut, on peut e´crire s2 = s¯0x¯∗(̟)
avec s¯0 ∈ S¯[dv]sc(ow′) et x¯∗ ∈ X∗(S¯[dv]sc). L’unicite´ de ces de´compositions entraˆıne que
x∗ = x¯∗. Cela entraˆıne que x∗(̟) appartient a` S¯[dv]sc(Ew′) donc aussi a` Gη[d],SC(Ew′)
(plus exactement, c’est l’image dans GSC(Ew′) d’un e´le´ment de ce groupe). Posons u =
ux∗(̟). Alors u appartient a` Gη[d],SC(Ew′) et son image dans GSC(Ew′) appartient a`
Ksc,w′. Donc u ∈ Ksc,w′[d]. On a gw′ = r[d]scus0 ∈ r[d]scKsc,w′[d]S[dv]sc(ow′). Comme plus
haut, cela implique par conjugaison que gw′ ∈ T
∗
sc(ow′)r[d]scKsc,w′[d]. Cette relation est
ve´rifie´e pour tout v 6∈ V ′ et tout w′ divisant v. Jointe a` (2), elle entraˆıne le lemme. 
6.9 Un re´sultat d’annulation
Soit dV = (dv)v∈V ∈ D
rel
V . On note DF [dV ] l’ensemble des d ∈ DF tels que
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- la projection de d dans DAVF appartient a` D
nr
AVF
;
- la projection de d dans DV appartient a` IηdVG(FV ).
Pour j ∈ J (H), on a de´fini la constante δj[dV ] en 5.9.
Proposition. Soit dV ∈ D
rel
V . Si DF [dV ] = ∅, alors∑
j∈J (H)
δj [dV ] = 0.
Preuve. Ce re´sultat est trivial si J (H) est vide. On suppose cet ensemble non vide.
Alors l’application p de 6.4 l’identifie a` P (H), qui est une unique classe modulo le
sous-groupe P 0 ⊂ P de 6.6. Fixons p ∈ P (H). Soit p0 ∈ P 0. Posons j = p−1(p) et
j′ = p−1(p0p). On va calculer le rapport δj′ [dV ]δj [dV ]
−1.
On dispose des paires de Borel (Bj , Sj) de G
′
j et (Bj′, Sj′) de G
′
j′ dont les groupes
de Borel sont de´finis sur F¯ et les tores sont de´finis sur F . Par construction, on a des
isomorphismes
X∗,Q(Sj) ≃ X∗,Q(SH¯)⊕X∗,Q(Z(G¯)
0) ≃ X∗,Q(Sj′)
qui sont e´quivariants pour les actions galoisiennes. En fait, l’isomorphisme compose´ pro-
vient d’un isomorphisme Sj ≃ Sj′ sur F¯ , qui est le compose´ de Sj ≃ T
∗/(1− θ∗)(T ∗) ≃
Sj′. Puisque l’isomorphisme X∗,Q(Sj) ≃ X∗,Q(Sj′) qui s’en de´duit fonctoriellement est
e´quivariant pour les actions galoisiennes, l’isomorphisme Sj ≃ Sj′ est lui-meˆme de´fini sur
F .
On comple`te la donne´e dV en fixant un e´le´ment d
V = (dv)v 6∈V ∈ D
nr
AVF
et en posant
d = dV×d
V = (dv)v∈V al(F ). On applique a` cet e´le´ment la proposition 6.7. On en de´duit des
paires de Borel (B[dv], S[dv]) pour toute place v ∈ V al(F ) et des e´le´ments g ∈ GSC(AE)
et t ∈ ((1− θ∗)(T ∗))(AE). Pour toute place v, les sextuplets
(ǫj , Bj, Sj , B[dv], S[dv], η[dv])
et
(ǫj′, Bj′, Sj′, B[dv], S[dv], η[dv])
sont des diagrammes.
Pour v ∈ V , on fixe des e´le´ments Y¯sc,v ∈ sH¯(Fv), Z1 ∈ z(G¯;Fv) et Z2 ∈ z(H¯ ;Fv). On
les suppose en position ge´ne´rale et proches de 0. On construit comme en 5.7 un e´le´ment
X [dv] ∈ gη[dv ](Fv) dont on peut supposer qu’il appartient a` s[dv]
θ(Fv). On construit
les e´le´ments Yj,v et Yj′,v comme en 5.7. On peut supposer que Yj,v appartient a` sj(Fv),
plus pre´cise´ment que Yj,v est l’image de X [dv] par l’homomorphisme s[dv](Fv)→ sj(Fv)
provenant du premier diagramme ci-dessus. On peut supposer que Yj′,v ve´rifie des pro-
prie´te´s analogues. Alors Yj,v et Yj′,v se correspondent via l’isomorphisme ci-dessus entre
Sj et Sj′. On en fixe des rele`vements Yj,1,v ∈ g
′
j,1,ǫj,1
(Fv) de Yj,v et Yj′,1,v ∈ g
′
j′,1,ǫj′,1
(Fv)
de Yj′,v, que l’on suppose proches de 0 . On pose x[dv] = exp(X [dv]), yj,v = exp(Yj,v),
yj′,v = exp(Yj′,v), yj,1,v = exp(Yj,1,v), yj′,1,v = exp(Yj′,1,v). Les sextuplets
(yj,vǫj , Bj, Sj, B[dv], S[dv], x[dv]η[dv])
et
(yj′,vǫj′ , Bj′, Sj′, B[dv], S[dv], x[dv]η[dv])
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sont des diagrammes.
Pour v 6∈ V , on fixe des e´le´ments x[dv] ∈ S[dv]
θ,0(Fv), yj,v ∈ Sj(Fv) et yj′,v ∈ Sj′(Fv) de
sorte que les sextuplets ci-dessus soient encore des diagrammes. On impose que x[dv]η[dv]
est fortement re´gulier. Pour presque tout v, S[dv] est non ramifie´ et posse`de une structure
naturelle sur ov. On impose x[dv] ∈ S[dv]
θ,0(ov) pour presque tout v. D’apre`s le (i) de la
proposition 6.7, cela entraˆıne que x[dv]η[dv] ∈ K˜v pour presque tout v. Cela entraˆıne aussi
que yj,v ∈ K˜
′
j,v et yj′,v ∈ K˜
′
j′,v pour presque tout v. Enfin, on impose que x[dv]η[dv] ve´rifie
la condition [VI] 3.6(2) pour presque tout v. C’est loisible car, d’apre`s la meˆme preuve que
celle de [VI] 3.6(15), on peut choisir pour presque tout v un e´le´ment x[dv] ∈ S[dv]
θ,0(ov)
tel que cette condition soit ve´rifie´e. On rele`ve yj,v et yj′,v en des e´le´ments yj,1,v et yj′,1,v.
On suppose comme il est loisible que yj,1,v ∈ K˜
′
j,1,v et yj′,1,v ∈ K˜
′
j′,1,v pour presque tout
v.
On supprime les indices v pour noter les produits sur toutes les places de F . Par
exemple x[d] =
∏
v∈V al(F ) x[dv]. On remplace ces indices v par V pour noter les produits
sur v ∈ V , par exemple x[d]V =
∏
v∈V x[dv]. Par de´finition δj′[dV ]δj [dV ]
−1 est la limite
quand les termes Yj,1,V et Yj′,1,V tendent vers 0 de
∆j′,1,V (yj′,1ǫj′,1, x[dV ]η[dV ])∆j,1,V (yj,1ǫj,1, x[dV ]η[dV ])
−1.
Par de´finition, ce rapport est le produit du quotient des facteurs globaux de [VI] 3.6
(1) ∆j′,1(yj′,1ǫj′,1, x[d]η[d])∆j,1(yjǫj,1, x[d]η[d])
−1
et du produit pour toute place v 6∈ V des quotients des facteurs normalise´s
(2) ∆j′,1,v(yj′,1ǫj′,1, x[dv]η[dv])
−1∆j,1,v(yj,1ǫj,1, x[dv]η[dv]).
On a
(3) quitte a` remplacer en un nombre fini de places hors de V les termes x[dv], yj,1,v
et yj′,1,v par d’autres termes assez proches des e´le´ments neutres, le quotient (2) vaut 1
pour tout v 6∈ V .
Comme on l’a vu en [VI] 3.6, les deux termes de ce rapport valent 1 en presque toute
place, disons pour v 6∈ V ′′, ou` V ′′ est un ensemble fini de places contenant V . Pour
v ∈ V ′′−V , remplac¸ons les termes x[dv], yj,1,v et yj′,1,v par d’autres termes assez proches
des e´le´ments neutres. Le the´ore`me 5.7(i) dit que le rapport est alors e´gal a` δj [dv]δj′[dv]
−1,
ces termes e´tant de´finis comme dans ce paragraphe. Le (iii) du meˆme the´ore`me dit que
ce rapport vaut 1. D’ou` (3).
On doit calculer le quotient (1), ou plus exactement sa limite quand les composantes
yj,1,v et yj′,1,v tendent vers 1 pour tout v ∈ V (dans la suite, on dira simplement ”sa
limite”). Comme ci-dessus, on peut s’autoriser a` remplacer en un nombre fini de places
hors de V les termes x[dv], yj,1,v et yj′,1,v par d’autres termes assez proches des e´le´ments
neutres. On se reporte a` la de´finition de [VI] 3.6. L’automorphisme adg envoie S[d](AE)
sur S(AE) de fac¸on e´quivariante pour l’action de Gal(E/F ). En particulier, il envoie
x[d] sur un e´le´ment de S(AF ). que l’on note xS[d] =
∏
v∈V al(F ) xS[dv]. D’autre part, on a
adg(η[d]) = tη. D’ou` adg(x[d]η[d]) = xS [d]tη.
Posons
∆j′,j,II [d] = ∆j′,II(yj′ǫj′, x[d]η[d])∆j,II(yjǫj′ , x[d]η[d])
−1.
Montrons que
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(4) quitte a` remplacer en un nombre fini de places hors de V les termes x[dv], yj,1,v
et yj′,1,v par d’autres termes assez proches des e´le´ments neutres, on a
lim∆j′,j,II[d] = 1.
On note Σ(S)res l’ensemble des restrictions a` S
θ∗,0 = T ∗,θ
∗,0 des racines de S dans
G et Σ(S)res,ind le sous-ensemble des e´le´ments indivisibles. Les termes intervenant dans
∆j′,j,II[d] sont produits de termes indexe´s par les orbites de ΓF dans l’ensemble Σ(S)res,ind.
Conside´rons une orbite galoisienne d’un e´le´ment αres ∈ Σ(S)res,ind qui se rele`ve en
une racine α ∈ Σ(S) de type 1. Une telle racine contribue au nume´rateur comme au
de´nominateur de ∆j′,j,II[d] soit par 1, soit par
(5) χαres(
(Nα)(xS[d]ν)− 1
aαres
)
(le terme t disparaˆıt quand on applique Nα). Si (Nα)(ν) 6= 1, on peut fixer un ensemble
V ′′ de places contenant V et assez grand pour que, pour v 6∈ V ′′, on ait
χαres,v(
(Nα)(xS[dv]ν)− 1
aαres
) = χαres,v(
(Nα)(ν)− 1
aαres
) = 1.
Pour v ∈ V ′′−V , quitte a` remplacer nos donne´es x[dv] etc... par des termes assez proches
des e´le´ments neutres, on peut supposer que l’on a
χαres,v(
(Nα)(xS[dv]ν)− 1
aαres
) = χαres,v(
(Nα)(ν)− 1
aαres
).
Pour v ∈ V , on a en tout cas
limχαres,v(
(Nα)(xS[dv]ν)− 1
aαres
) = χαres,v(
(Nα)(ν)− 1
aαres
).
Ainsi, la limite de l’expression (5) est χαres(
(Nα)(ν)−1
aαres
), qui vaut 1 puisque les e´le´ments
qui interviennent appartiennent a` Fα et que le caracte`re χαres est automorphe. Donc la
racine αres ne contribue pas a` lim ∆j′,j,II[d] si (Nα)(ν) 6= 1. Supposons (Nα)(ν) = 1.
Dans ce cas, αres est une racine de G¯. Mais alors, par construction, on a les e´galite´s
(Nαˆ)(sj′) = (Nαˆ)(sj) = (Nαˆ)(s¯). Les conditions (Nαˆ)(sj′) = 1 et (Nαˆ)(sj) = 1 sont
e´quivalentes. Donc αres contribue au nume´rateur de ∆j′,j,II [d] si et seulement si elle
contribue au de´nominateur. Quand elles contribuent, leur contributions sont toutes deux
e´gales. Donc αres ne contribue pas au quotient.
Conside´rons maintenant une orbite galoisienne d’un e´le´ment αres ∈ Σ(S)res,ind qui
se rele`ve en une racine α ∈ Σ(S) de type 2. Une telle racine contribue au nume´rateur
comme au de´nominateur de ∆j′,j,II[d] soit par 1, soit par χαres(
(Nα)(xS [d]ν)
2−1
aαres
), soit par
χαres((Nα)(xS[d]ν) + 1). Si (Nα)(ν) 6= ±1, le meˆme raisonnement que ci-dessus montre
que αres ne contribue pas a` lim ∆j′,j,II [d]. Supposons (Nα)(ν) = 1. Le meˆme rai-
sonnement montre que la troisie`me contribution possible est triviale et que l’on peut
remplacer la seconde par χαres((Nα)(xS[d]ν) − 1). La condition (Nα)(ν) = 1 signi-
fie que αres est une racine de G¯ et 2Nαˆ est une racine de
ˆ¯G. On a alors les e´galite´s
(Nαˆ)(sj′)
2 = (Nαˆ)(sj)
2 = (Nαˆ)(s¯)2. Les conditions (Nαˆ)(sj′)
2 = 1 et (Nαˆ)2(sj) = 1
sont e´quivalentes et de nouveau, αres contribue de la meˆme fac¸on au nume´rateur et au
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de´nominateur de ∆j′,j,II [d]. Donc αres ne contribue pas au quotient. Supposons enfin
(Nα)(ν) = −1. Le meˆme raisonnement que ci-dessus montre que les deux contributions
non triviales possibles sont toutes deux e´gales a` χαres((Nα)(xS[d]ν)+1). Ce terme inter-
vient au nume´rateur si et seulement si (Nαˆ)(sj′) 6= 1 et au de´nominateur si et seulement
si (Nαˆ)(sj) 6= 1. La condition (Nα)(ν) = −1 signifie que 2αres est une racine de G¯
et Nαˆ est une racine de ˆ¯G. On a de nouveau (Nαˆ)(sj′) = (Nαˆ)(sj) = (Nαˆ)(s¯). Les
conditions (Nαˆ)(sj′) 6= 1 et (Nαˆ)(sj) 6= 1 sont e´quivalentes et, comme pre´ce´demment,
αres ne contribue pas a` ∆j′,j,II[d]. Cela prouve (4).
La limite du quotient (1) est donc la meˆme que celle du quotient
(6) ∆j′,imp(yj′,1ǫj′,1, x[d]η[d])∆j′,imp(yjǫj,1, x[d]η[d])
−1.
On utilise les de´finitions de [VI] 3.6. On y remplace les T par des S et on ajoute des
indices j ou j′. Le de´nominateur de (6) est l’inverse d’un produit < h, hˆ > dans
H1,0(AF/F ;Ssc
1−θ
→ Sj,1)×H
1,0(WF ; Sˆj,1
1−θˆ
→ Sˆad).
L’e´le´ment h ∈ H1,0(AF/F ;Ssc
1−θ
→ Sj,1) intervenant est un couple forme´ d’un cocycle
VS a` valeurs dans Ssc(AE)/Ssc(E) et d’un e´le´ment de Sj,1(AE)/Sj,1(E). Rappelons la
de´finition de VS. Avec les notations de 6.7, on a
VS(σ) = xσG∗(x)
−1uE∗(σ)σ(g)g
−1
pour tout σ ∈ ΓF . Comme on le voit, ce terme ne de´pend pas de j. On note ej ∈ Z(G˜
′
j;E)
l’image naturelle de e et on rele`ve cet e´le´ment en un e´le´ment ej,1 ∈ Z(G˜
′
j,1;E). On
e´crit ǫj,1 = µj,1ej,1. L’e´le´ment de Sj,1(AE)/Sj,1(E) intervenant est l’image du couple
(xS[d]tν, yj,1µj,1) ∈ S(AE)×Sj,1(AE) dans Sj,1(AE)/Sj,1(E). Un calcul de´ja` fait de nom-
breuses fois montre que la contribution de (xS[d], yj,1) est la valeur en ce point d’un
caracte`re automorphe de Sj,1(AF ). On peut fixer un ensemble fini de places V
′′ conte-
nant V tel que le caracte`re vaille 1 aux composantes hors de V ′′ de ce point, puis
supposer les composantes dans V ′′ − V assez proches de l’e´le´ment neutre pour que le
caracte`re vaille aussi 1 sur ces composantes. Modulo ces modifications, la limite de la
valeur du caracte`re quand les composantes dans V tendent vers l’e´le´ment neutre vaut
1. Donc, pour calculer notre limite, on peut remplacer le couple (xS[d]tν, yj′,1µj,1) par
(tν, µj,1). Mais ν et µj,1 sont des e´le´ments de S(E) et Sj,1(E). Ils disparaissent dans
Sj,1(AE)/Sj,1(E) . Le terme t est l’image de ce meˆme terme conside´re´ comme un e´le´ment
de ((1 − θ)(S))(AE)/((1 − θ)(S))(E). On ve´rifie que le couple (VS, t) de´finit un cocycle
dans Z1,0(AF/F ;Ssc
1−θ
→ (1− θ)(S)). Notre e´le´ment h est l’image de ce cocycle par l’ho-
momorphisme naturel
Q = H1,0(AF/F ;Ssc
1−θ
→ (1− θ)(S))→ H1,0(AF/F ;Ssc
1−θ
→ Sj,1).
Le tore dual de (1 − θ)(S) est Sˆ/Sˆ θˆ,0. Par compatibilite´ des produits, on a l’e´galite´
< h, hˆ >=< (VS, t), hˆ
′ >, ou` hˆ′ est l’image de hˆ par l’homomorphisme dual
H1,0(WF ; Sˆj,1
1−θˆ
→ Sˆad)→ P = H
1,0(WF ; Sˆ/Sˆ
θˆ,0 1−θˆ→ Sˆad).
Il suffit de comparer les de´finitions pour constater que hˆ′ n’est autre que p(j) = p.
La limite du de´nominateur de (6) est donc e´gale a` < (VS, t), p >
−1. Un meˆme calcul
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s’applique au nume´rateur : sa limite est < (VS, t), p
0p >−1. On obtient que la limite de
(6) est < (VS, t), p
0 >−1. Cela ache`ve le calcul de notre rapport
δj′[dV ]δj [dV ]
−1 =< (VS, t), p
0 >−1 .
La somme de l’e´nonce´ de la proposition est donc e´gale a`
δj[dV ]
∑
p0∈P 0
< (VS, t), p
0 >−1 .
Cette somme est nulle si (VS, t) n’appartient pas a` l’annulateur de P
0, c’est-a`-dire a` Q0
d’apre`s le lemme 6.6. Pour e´tablir la proposition, il suffit donc de prouver que, si (VS, t)
appartient a` Q0, alors DF [dV ] 6= ∅.
On va d’abord prouver
(7) supposons que (VS, t) appartienne a` Q0 ; alors il existe un e´le´ment d
′ ve´rifiant les
meˆmes hypothe`ses que d et tel que son couple associe´ (V ′S, t
′) appartienne a` q1(Q1).
D’apre`s le lemme 6.3, l’application G(AF ) → Q2 est surjective. D’apre`s 6.2(1),
l’application naturelle
∏
v 6∈V K♯,v → Q3 est surjective. L’hypothe`se signifie qu’il existe
β ∈ Q1, h = (hv)v∈V al(F ) ∈ G(AF ) et k♯ = (k♯,v)v 6∈V ∈
∏
v 6∈V K♯,v de sorte que (VS, t) =
q1(β)q2(h)q3(k♯), ou` on identifie h et k♯ a` leurs images dans Q2 et Q3. Pour presque tout
v, hv appartient a` Kv. Alors l’image de hv par q2 est la meˆme que l’image par q3 de
l’image naturelle de hv dans K♯,v. Quitte a` modifier k♯,v, on peut donc supposer hv = 1.
On peut donc fixer un ensemble fini V ′′ de places de F , contenant V , tel que hv = 1
pour v 6∈ V ′′. On peut imposer de plus que S est non ramifie´ hors de V ′′. Pour v 6∈ V ′′,
l’image de K♯,v dans G♯,ab(Fv) co¨ıncide avec celle de (S[dv]/Z(G)
θ)(ov) (cf. 1.5(2)). On
peut donc supposer que k♯,v est un e´le´ment de (S[dv]/Z(G)
θ)(ov). Pour tout v, on rele`ve
k♯,v en un e´le´ment k♯,v ∈ K♯,v (on rappelle que ce groupe est l’image re´ciproque de K♯,v
dans G(F¯v)). Pour unifier l’e´criture, on pose k♯,v = 1 pour v ∈ V . Pour tout v, on de´finit
l’e´le´ment d′v = (η[d
′
v], r[d
′
v]) par η[d
′
v] = ad(hvk♯,v)−1(η[dv]), r[d
′
v] = r[dv]hvk♯,v. La famille
d′ = (d′v)v∈V al(F ) appartient encore a` DAF car, pour v 6∈ V
′′, η[d′v] = (1 − θ)(k♯,v)η[dv] ∈
((1 − θ)(S[dv]))(ov)η[dv] et cet ensemble est contenu dans Kvη[dv] pour presque tout v
d’apre`s le (i) de la proposition 6.7. Pour v 6∈ V , dv appartient a` D
nr
v et le lemme 5.5
entraˆıne que d′v ∈ D
nr
v . La projection de d
′ dans DV appartient a` dVG(FV ) puisque d
′
v =
dvhv pour v ∈ V . Pour tout v ∈ V al(F ), posons (B[d
′
v], S[d
′
v]) = ad(hvk♯,v)−1(B[dv], S[dv]).
Puisque ad(hvk♯,v)−1 est de´fini sur Fv, cette paire ve´rifie pour d
′
v les meˆmes conditions que
(B[dv], S[dv]) pour dv. De plus, on a (B[d
′
v], S[d
′
v]) = (B[dv], S[dv]) pour v 6∈ V
′′ puis-
qu’alors hv = 1 et k♯,v ∈ S[dv](F¯v). Soit v une place de F , notons w la restriction de
v¯ a` E. Les deux paires (B[dv], S[dv]) et (B[d
′
v], S[d
′
v]) e´tant de´ploye´es sur Ew, on peut
fixer gw ∈ GSC(Ew) tel que adgw(B[d
′
v], S[d
′
v]) = (B[dv], S[dv]). Les deux paires e´tant
e´gales pour v 6∈ V ′′, on suppose gw = 1 dans ce cas. Puisque hvk♯,v ve´rifie la meˆme
condition que gw, c’est-a`-dire adhvk♯,v(B[d
′
v], S[d
′
v]) = (B[dv], S[dv]), il existe cw ∈ S[dv]
tel que hvk♯,v = cwgw. On a adgw(η[d
′
v]) = twη[dv], ou` tw = (θ − 1)(cw). Cette rela-
tion entraˆıne que tw ∈ ((1 − θ)(S[dv]))(Ew). De plus, on a cw = k♯,v pour v 6∈ V
′′,
donc tw ∈ ((1 − θ)(S[dv]))(ov) dans ce cas. Pour une autre place w
′ de E au-dessus
de v, on a fixe´ τ ∈ ΓF tel que τ(w) = w
′, on pose gw′ = τ(gw) et tw′ = τ(tw). On
pose g = (gw′)w′∈V al(E) et t = (tw′)w′∈V al(E). On voit alors que les paires (B[d
′
v], S[d
′
v])
pour v ∈ V al(F ) et les e´le´ments g′ = gg et t′ = t adg(t) satisfont les conditions de la
proposition 6.7 pour l’e´le´ment d′.
97
On peut reprendre nos constructions pour l’e´le´ment d′ et ces donne´es auxiliaires. On
affecte d’un ′ les objets obtenus. On calcule
V ′S(σ) = VS(σ)adg(σ(g)g
−1)
pour tout σ ∈ ΓF . Le couple (V
′
S, t
′) est donc le produit de (VS, t) et du cocycle
(adg(χ), adg(t)), ou` χ(σ) = σ(g)g
−1. Pour v ∈ V al(F ), on de´finit le cocycle localise´
(adgw(χv), adgw(tw)), ou` χv(σ) = σ(gw)g
−1
w pour σ ∈ ΓFv . Alors (adg(χ), adg(t)) est
l’image naturelle dans Q de l’e´le´ment de H1,0(AF ;Ssc
1−θ
→ (1−θ)(S)) dont la composante
en une place v est (adgw(χv), adgw(tw)). Ce dernier est un e´le´ment de H
1,0(Fv;Ssc
1−θ
→
(1 − θ)(S)). D’autre part, il re´sulte des de´finitions que q2(hv)q3(k♯,v) est l’image de
(hv, k♯,v) par la suite d’applications suivantes :
- on envoie (hv, k♯,v) sur le produit des images de hv et k♯,v dans G♯,ab(Fv) ;
- on envoie G♯,ab(Fv) dans H
1,0(Fv;Ssc
1−θ
→ (1− θ)(S)) par la suite d’applicatons
G♯,ab(Fv) ≃ H
1,0(Fv;Ssc[dv]→ S[dv]/Z(G)
θ,0)→ H1,0(Fv;Ssc[dv]
1−θ
→ (1− θ)(S[dv]))
adgw
≃ H1,0(Fv;Ssc
1−θ
→ (1− θ)(S));
- on envoie H1,0(Fv;Ssc
1−θ
→ (1 − θ)(S)) dans Q par la meˆme application que plus
haut.
En se rappelant les e´galite´s hvk♯,v = cwgw et tw = (θ − 1)(cw) et les de´finitions, on
voit que l’image de (hv, k♯,v) dans H
1,0(Fv;Ssc[dv] → S[dv]/Z(G)
θ,0) est (χ−1v , cw), donc
son image dans H1,0(Fv;Ssc
1−θ
→ (1 − θ)(S)) est (adgw(χ
−1
v ), adgw(t
−1
w )). On obtient que
q2(hv)q3(k♯,v) est l’inverse de l’image de (adgw(χv), adgw(tw)) dans Q. Donc (V
′
S, t
′) est
e´gal au produit de (VS, t) et de q2(h)
−1q3(k♯)
−1. D’ou` (V ′S, t
′) = q1(β). Cela prouve (7).
Il reste a` prouver
(8) supposons que (VS, t) appartienne a` q1(Q1) ; alors DF [dV ] 6= ∅.
Supposons (VS, t) = q1(β), ou` β ∈ Q1 = H
1(AF/F ;SH¯). On rele`ve β en une cochaˆıne
encore note´e β a` valeurs dans SH¯(AF¯ ), que l’on pousse en une cochaˆıne a` valeurs dans
Ssc(AF¯ ). Il est maintenant plus commode d’identifier S a` T
∗, muni de l’action galoisienne
σ 7→ σS. Notons que le tore SH¯ s’identifie a` l’image re´ciproque T¯sc dans G¯SC du sous-
tore maximal T¯ = T θ
∗,0 de G¯. L’e´galite´ (VS, t) = q(β) signifie qu’il existe un e´le´ment
tsc ∈ T
∗
sc(AF¯ ) de sorte que l’on ait les relations
(9) VS(σ)σS(tsc)
−1tsc ∈ β(σ)T
∗
sc(F¯ )
pour tout σ ∈ ΓF et
tt−1sc θ(tsc) ∈ ((1− θ)(T
∗))(F¯ ).
Fixons un tel e´le´ment. On a ((1−θ)(T ∗))(F¯ ) = (1−θ)(T ∗(F¯ )). Il existe donc t′ ∈ T ∗(F¯ )
tel que t−1(1− θ)(tsc) = (1− θ)(t
′). On e´crit t′ = t′scz
′, avec t′sc ∈ T
∗
sc(F¯ ) et z
′ ∈ Z(G; F¯ ).
On peut remplacer tsc par tsc(t
′
sc)
−1 sans perturber la relation (9). On peut donc supposer
qu’il existe z′ ∈ Z(G; F¯ ) tel que t−1(1 − θ)(tsc) = (1 − θ)(z
′). On peut remplacer g par
t−1sc g. Cela ne perturbe pas les conditions impose´es a` cet e´le´ment. Evidemment, le nouvel
e´le´ment obtenu n’a pas de raison d’appartenir a` GSC(AE). Mais on peut a` ce point oublier
cette proprie´te´ et conside´rer g comme un e´le´ment de GSC(AF¯ ) (ou bien, on e´tend E de
sorte que tsc appartienne a` T
∗
sc(AE)). En modifiant ainsi g, le cocycle VS est remplace´
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par σ 7→ VS(σ)σS(tsc)
−1tsc et l’e´le´ment t est remplace´ par t(θ − 1)(tsc). Donc, pour ce
nouveau choix d’e´le´ment g, on a
(10) VS(σ) ∈ β(σ)T
∗
sc(F¯ )
pour tout σ ∈ ΓF et t
−1 = (1− θ)(z′), avec z′ ∈ Z(G; F¯ ).
Pour σ ∈ ΓF , on pose
A(σ) = β(σ)VS(σ)
−1 et X(σ) = A(σ)xσG∗(x)
−1 = β(σ)gσ(g)−1uE∗(σ)
−1.
D’apre`s (10), A est une cochaˆıne a` valeurs dans T ∗sc(F¯ ), donc X prend ses valeurs dans
Gsc(F¯ ). On calcule
adX(σ)uE∗ (σ) ◦ σ(η) = adβ(σ)gσ(g)−1 ◦ σ(η) = adβ(σ)g(σ(g)
−1σ(η)σ(g)) = adβ(σ)g ◦ σ(g
−1ηg).
Par de´finition de g et t, on a g−1tηg = η[d]. Puisque t = (θ − 1)(z′) est central, cela
implique g−1ηg = t−1η[d]. L’e´le´ment η[d] est fixe par ΓF . D’ou`
adβ(σ) ◦ σ(g
−1ηg) = adβ(σ)g(σ(t
−1)η[d]) = σ(t)−1adβ(σ) ◦ adg(η[d])
= σ(t−1)adβ(σ)(tη) = tσ(t)
−1adβ(σ)(η)
toujours parce que t est central. Mais β(σ) ∈ SH¯(AF¯ ), a fortiori β(σ) ∈ G¯SC(AF¯ ) donc
adβ(σ) fixe η. On obtient finalement
adX(σ)uE∗ (σ) ◦ σ(η) = tσ(t)
−1η.
Puisque t est central, on a l’e´galite´ Gtσ(t)−1η = Gη = G¯. L’e´galite´ pre´ce´dente implique
que l’automorphisme adX(σ) ◦ σG∗ de G(F¯ ) conserve G¯(F¯ ). Notons ψ(σ) sa restriction
a` G¯. On a introduit l’action quasi-de´ploye´e σ 7→ σG¯ sur G¯ relative a` la paire de Borel
e´pingle´e fixe´e en 5.2. Rappelons que l’on a
adX(σ) ◦ σG∗ = adA(σ)adxσG∗ (x)−1 ◦ σG∗ .
Par de´finition de x, xσG∗(x)
−1 normalise T ∗ et son image dans le groupeW est ωS(σ). De
plus, A(σ) ∈ T ∗sc(F¯ ). On en de´duit que ψ(σ) conserve T¯ = T
θ∗,0 et que sa restriction a` T¯
coincide avec ωS,G¯(σ)σG¯, ou` ωS,G¯(σ) = ωS(σ)ωG¯(σ)
−1. On a ωS,G¯(σ) ∈ W
G¯ et le corollaire
2.2 de [K1] permet de fixer un e´le´ment x¯ ∈ G¯SC(F¯ ) tel que x¯σG¯(x¯)
−1 normalise T¯ et que
son image dans W G¯ soit ωS,G¯(σ). Alors les automorphismes ψ(σ) et adx¯σG¯(x¯)−1 ◦ σG¯ de
G¯(F¯ ) co¨ıncident sur T¯ . Il existe donc t¯sc(σ) ∈ T¯sc(F¯ ) tel que
adt¯sc(σ) ◦ ψ(σ) = adx¯σG¯(x¯)−1 ◦ σG¯.
L’e´le´ment β(σ) est un rele`vement dans T¯sc(AF¯ ) de notre cocycle initial a` valeurs dans
T¯sc(AF¯ )/T¯sc(F¯ ). On peut le multiplier par l’e´le´ment t¯sc(σ) ∈ T¯sc(F¯ ). On voit que cela
ne perturbe aucune des relations ci-dessus mais cela remplace ψ(σ) par adt¯sc(σ) ◦ ψ(σ).
Apre`s ce remplacement, on obtient simplement
(11) ψ(σ) = adx¯σG¯(x¯)−1 ◦ σG¯.
En utilisant les de´finitions, on en de´duit
(12) σG¯ = adσG¯(x¯)x¯−1 ◦ ψ(σ) = adσG¯(x¯)x¯−1 ◦ adX(σ) ◦ σG∗
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= adσG¯(x¯)x¯−1 ◦ adX(σ)uE∗ (σ) ◦ σ = adσG¯(x¯)x¯−1 ◦ adβ(σ)gσ(g)−1 ◦ σ.
Il re´sulte de (11) que ψ est un homomorphisme de ΓF dans le groupe des automorphismes
de G¯ (il s’agit ici d’automorphismes de groupes abstraits). En revenant a` la de´finition
de ψ, on obtient que, pour σ1, σ2 ∈ ΓF , les automorphismes
adX(σ)1 ◦ σ1,G∗ ◦ adX(σ2) ◦ σ2,G∗
et
adX(σ1σ2) ◦ (σ1σ2)G∗
co¨ıncident sur G¯. Cela e´quivaut a` dire que X(σ1)σ1,G∗(X(σ2))X(σ1σ2)
−1 commute a` G¯.
En utilisant la de´finition de la cochaˆıne X et en se rappelant que adxσG∗ (x)−1 ◦ σG∗ = σS
sur T ∗, on calcule
X(σ1)σ1,G∗(X(σ2))X(σ1σ2)
−1 = A(σ1)σ1,S(A(σ2))A(σ1σ2)
−1 = ∂S(A)(σ1, σ2).
On a note´ ∂S la diffe´rentielle calcule´e pour l’action σ 7→ σS. Donc ∂S(A) prend ses valeurs
dans le commutant de G¯. Par de´finition, on a
∂S(A) = ∂S(β)∂S(V
−1
S ).
On calcule aise´ment ∂S(V
−1
S ) = ∂(uE∗)
−1, ou` ∂ est la diffe´rentielle calcule´e pour l’action
naturelle. On sait que ∂(uE∗) est a` valeurs dans Z(GSC), a fortiori dans le commutant de
G¯. Donc ∂S(β) prend aussi ses valeurs dans ce commutant. Puisque β devient un cocycle
quand on le pousse dans T¯sc(AF¯ )/T¯sc(F¯ ), ∂S(β) est a` valeurs dans T¯sc(F¯ ). L’intersection
de ce groupe avec le commutant de G¯ est Z(G¯SC ; F¯ ). Donc ∂S(β) est a` valeurs dans ce
dernier groupe.
De´finissons une cochaˆıne X¯ : ΓF → G¯SC(AF¯ ) par X¯(σ) = β(σ)
−1x¯σG¯(x¯)
−1. Un calcul
simple montre que ∂G¯(X¯) = ∂S(β)
−1, ou` ∂G¯ est la diffe´rentielle pour l’action σ 7→ σG¯.
Donc X¯ se pousse en un cocycle de ΓF dans G¯SC(AF¯ )/Z(G¯SC; F¯ ). Parce que G¯SC est
simplement connexe, le the´ore`me 2.2 de [K2] dit que l’application naturelle
H1(ΓF ; G¯SC(F¯ )/Z(GSC; F¯ ))→ H
1(ΓF ; G¯SC(AF¯ )/Z(G¯SC; F¯ ))
est surjective. Ainsi, on peut fixer a¯ ∈ G¯SC(AF¯ ) tel que
a¯−1X¯(σ)σG¯(a¯) ∈ G¯SC(F¯ )
pour tout σ ∈ ΓF . En utilisant la de´finition de X¯(σ) et la relation (12), cela e´quivaut a`
a¯−1β(σ)−1x¯σG¯(x¯)
−1adσG¯(x¯)x¯−1β(σ)gσ(g)−1 (σ(a¯)) ∈ G¯SC(F¯ ),
ou encore
a¯−1gσ(a¯−1g)−1σ(g)g−1β(σ)−1x¯σG¯(x¯)
−1 ∈ G¯SC(F¯ ).
Puisque x¯ ∈ G¯SC(F¯ ) et que β(σ)gσ(g)
−1 = X(σ)uE∗(σ), cela e´quivaut aussi a`
(13) a¯−1gσ(a¯−1g)−1 ∈ G¯SC(F¯ )X(σ)uE∗(σ).
A fortiori a¯−1gσ(a¯−1g)−1 ∈ GSC(F¯ ). L’application σ 7→ a¯
−1gσ(g−1a¯) est un cocycle a`
valeurs dans GSC(F¯ ) qui est e´videmment trivial quand on le pousse dans GSC(AF¯ ).
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D’apre`s le the´ore`me [Lab2] 1.6.9, il est trivial. On peut donc fixer g˙sc ∈ GSC(F¯ ) et
h ∈ GSC(AF ) tel que g = a¯g˙sch. Posons g˙ = z
′g˙sc et d˙ = (g˙
−1ηg˙, g˙). Montrons que
(14) d˙ ∈ DF [dV ].
Puisque g˙ = z′a¯−1gh−1 et que a¯ ∈ G¯, on a
g˙−1ηg˙ = adhg−1((θ − 1)(z
′)η) = adhg−1(tη) = adh(η[d]).
Donc g˙−1ηg˙ ∈ G˜(AF ). Puisque c’est aussi un e´le´ment de G˜(F¯ ), c’est un e´le´ment de G˜(F ).
Notons ψ˙ la restriction de adg˙ a` Gg˙−1ηg˙, qui est un isomorphisme de ce groupe sur G¯.
Pour σ ∈ ΓF , calculons
σ(ψ˙) ◦ ψ˙−1 = σG¯ ◦ ψ˙ ◦ σ
−1 ◦ ψ˙−1.
En utilisant (12), c’est la restriction a` Gg˙−1ηg˙ de
adσG¯(x¯)x¯−1 ◦ adX(σ)uE∗ (σ) ◦ σ ◦ adg˙ ◦ σ
−1 ◦ adg˙−1 = adσG¯(x¯)x¯−1 ◦ adX(σ)uE∗ (σ) ◦ adσ(g˙)g˙−1 .
D’apre`s les de´finitions, on a
adσ(g˙)g˙−1 = adσ(g˙sc)g˙−1sc = adσ(a¯−1g)g−1a¯.
Posons u¯(σ) = X(σ)uE∗(σ)σ(a¯
−1g)g−1a¯. On obtient que σ(ψ˙) ◦ ψ˙−1 est la restriction a`
G¯ de adσG¯(x¯)x¯−1u¯(σ). Mais x¯ ∈ G¯SC(F¯ ) et (13) montre que l’on a aussi u¯(σ) ∈ G¯SC(F¯ ).
Donc ψ˙ est un torseur inte´rieur de Gg˙−1ηg˙ sur G¯. Cela prouve que d˙ ∈ DF . On peut
e´tendre le corps E de sorte que tous les e´le´ments intervenant appartiennent a` G(AE).
Soit v une place de F , notons w la restriction de v¯ a` E. On se rappelle que gw ∈
T ∗(F¯v¯)r[dv]Gη[dv ](F¯v¯). Ecrivons conforme´ment gw = twr[dv]uw. Les e´galite´s adgw(η[dv]) =
tη = (θ∗−1)(z′)η et adr[dv](η[dv]) = η impliquent que tw ∈ (z
′)−1T θ
∗
⊂ (z′)−1Iη. Il re´sulte
des de´finitions que
g˙ = a¯−1w z
′gwh
−1
v = a¯
−1
w z
′twr[dv]uwh
−1
v = uwr[dv]h
−1
v ,
ou` uw = a¯
−1
w z
′twadr[dv](uw). L’e´le´ment uw est un produit d’e´le´ments de Iη(F¯v¯). L’e´le´ment
hv appartient a` G(Fv). Donc g˙ ∈ Iη(F¯v¯)r[dv]G(Fv). Les proprie´te´s de dv se propagent
donc a` d˙, c’est-a`-dire que la projection de d˙ dans DAVF appartient a` D
nr
AVF
et sa projection
dans DV appartient a` IηdVG(FV ). Cela prouve (14).
Evidemment, (14) de´montre (8), ce qui ache`ve la preuve de la proposition. 
Remarque. On peut prouver la re´ciproque, a` savoir que, si DF [dV ] 6= ∅, alors (VS, t)
appartient a` Q0. Dans ce cas, l’application j 7→ δj [dV ] est constante sur J (H). Nous
n’utiliserons pas ce re´sultat, en le remplac¸ant par la proposition du paragraphe suivant.
6.10 Comparaison de deux facteurs de transfert
Soit d ∈ DF . On suppose
(1) la projection de d dans DAVF appartient a` D
nr
AVF
.
Notons dV la projection de d dans DV . On suppose
(2) dV ∈ D
rel
V .
L’e´le´ment η[d] appartient a` G˜(F ), donc le groupe Gη[d] est de´fini sur F . Le torseur
ψr[d] est de´fini sur F¯ . La construction de [VI] 3.6 s’applique a` la donne´e endoscopique H¯
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de Gη[d],SC et fournit un facteur ∆[dV ] canonique, pourvu que l’on ait choisi en toute place
v 6∈ V un sous-groupe compact hyperspe´cial de Gη[d],SC(Fv). Pour cela, comme en 5.7, on
fixe en toute place v 6∈ V un e´le´ment hv ∈ G(Fv) tel que adh−1v (η[d]) ∈ K˜v. C’est loisible
d’apre`s (1). On peut supposer que hv = 1 pour presque tout v. On choisit le sous-groupe
image re´ciproque dans Gη[d],SC(Fv) de adhv(Kv) ∩Gη[d](Fv). On pose h = (hv)v 6∈V et on
note plus pre´cise´ment ∆[dV , h] le facteur de transfert canonique attache´ a` ce choix de
compacts. Utilisons ce facteur dans la de´finition des constantes de 5.7. On note δj[dV , h]
le produit de ces constantes sur les places v ∈ V .
Proposition. Pour tout j ∈ J (H), on a l’e´galite´ δj [dV , h] = ω(h).
Preuve. On reprend les constructions de la preuve pre´ce´dente, en utilisant les nota-
tions des paragraphes 6.7 et 6.8. Pour toute place v, on note S¯[dv]sc l’image re´ciproque
de S[dv]
θ,0 dans Gη[d],SC. Pour v ∈ V , on pose y¯v = exp(Y¯sc,v) et xsc[dv] = exp(Xsc[dv])
(cf. 5.7 pour ces notations ; dv est l’image de d dans Dv). Pour v 6∈ V , on a fixe´ dans la
preuve pre´ce´dente un e´le´ment x[dv] ∈ S[dv]
θ,0(Fv) ve´rifiant diverses conditions. On ve´rifie
facilement qu’on peut lui imposer de plus que son image dans Gη[d],AD est l’image d’un
e´le´ment xsc[dv] ∈ S¯[dv]sc(Fv). On fixe un tel e´le´ment et on note y¯v ∈ SH¯(Fv) l’e´le´ment
qui lui correspond par l’isomorphisme entre S¯[dv]sc et SH¯ de´termine´ par les paires de
Borel (BH¯ , SH¯) de H¯ et (B¯[dv]sc, S¯[dv]sc) de Gη[d],SC, ou` B¯[dv]sc est l’image re´ciproque
dans ce groupe de B[dv]∩Gη[d]. Le terme δj [dV , h] est la limite quand le terme Yj,1,V tend
vers 0 de
∆j,1,V (yj,1ǫj,1, x[dV ]η)∆[dV , h](y¯V , xsc[dV ])
−1.
Comme dans le paragraphe pre´ce´dent, on note simplement lim cette notion de limite.
Ce rapport est le produit des rapports des facteurs globaux et du produit sur les places
v 6∈ V des rapports de facteurs normalise´s
∆j,1,v(yj,1ǫj,1, x[dV ]η)
−1∆[dv, h](y¯V , xsc[dV ]).
Montrons que
(3) quitte a` remplacer en un nombre fini de places hors de V les termes x[dv], xsc[dv]
et yj,1,v par des e´le´ments assez proches des e´le´ments neutres, le terme ci-dessus vaut
ω(hv) pour tout v 6∈ V .
On peut fixer un ensemble fini V ′′ de places contenant V de sorte que le rapport
vaille 1 et ω(hv) = 1 pour tout v 6∈ V
′′. Pour v ∈ V ′′ − V , on remplace nos termes par
des termes assez proches de 1. Les assertions (i) et (iii) du the´ore`me 5.8 disent qu’alors
le rapport vaut ω(hv). D’ou` (3).
On est ramene´ a` calculer le rapport des facteurs globaux. Il se de´compose encore en
produit du rapport des facteurs ∆II et de celui des facteurs ∆imp. Montrons que
(4) quitte a` remplacer en un nombre fini de places hors de V les termes x[dv], xsc[dv]
et yj,1,v par des e´le´ments assez proches des e´le´ments neutres, on a
lim
∏
v∈V al(F )
∆II,v(yjǫj, x[dv]η)∆II [dv, h](y¯v, xsc[dv])
−1 = 1.
Pour toute place v, les relations (1) et (2) de [W1] 10.3 nous disent que le rapport
intervenant ci-dessus a une limite quand les donne´es x[dv] etc... tendent vers les e´le´ments
neutres et elles calculent cette limite. Notons-la ℓv. En se reportant aux de´finitions de
102
[W1] 9.3 et 10.3, on voit que, pour toute e´le´ment αres ∈ Σ(S)res,ind, il existe un e´le´ment
cαres ∈ F
×
αres de sorte que
- pour σ ∈ ΓF , cσ(αres) = σ(cαres) ;
- pour tout v, ℓv =
∏
αres∈Σ(S)res,ind/ΓFv
χαres,w(cαres), ou` w est ici la restriction de v¯ a`
Fαres et Σ(S)res,ind/ΓFv est le quotient de Σ(S)res,ind par l’action de ΓFv .
Les proprie´te´s des χ-data (qui sont bien suˆr de´finies sur F ) et des cαres permettent
de re´crire
ℓv =
∏
αres∈Σ(S)res,ind/ΓF
∏
w|v
χαres,w(cαres),
ou` le produit en w est sur les places de Fαres au-dessus de v.
On peut fixer un ensenble fini V ′′ de places contenant V de sorte que, pour v 6∈ V ′′,
- ∆II,v(yjǫj , x[dv]η)∆II [dv, h](y¯v, xsc[dv])
−1 = 1 ;
- ℓv = 1.
Pour v ∈ V ′′− V , on remplace les donne´es x[dv] etc... par des e´le´ments assez proches
des e´le´ments neutres pour que le rapport des facteurs ∆II,v vaille ℓv. Alors la limite de
l’assertion (4) est
∏
v∈V al(F ) ℓv. Mais ce produit vaut∏
Σ(S)res,ind/ΓF
∏
w∈V al(Fαres )
χαres,w(cαres).
Cela vaut 1 par la formule du produit. D’ou` (4).
Il reste a` calculer la limite du rapport des facteurs globaux
∆j,imp(yj,1ǫj,1, x[d]η)∆imp[d](y¯, xsc[d])
−1.
On a montre´ dans la preuve de la proposition 6.9 que le premier terme avait une limite,
e´gale a` < (VS, t),p(j) >
−1 avec les notations de ce paragraphe. La meˆme preuve montre
que le second terme a aussi une limite, e´gale a` < VS¯, s¯ >
−1, ou` VS¯ : ΓF → SH¯(AF¯ )/SH¯(F¯ )
est un cocycle analogue a` VS. Il reste a` prouver l’e´galite´
(5) < (VS, t), j >=< VS¯, s¯ > .
Reprenons la construction de (VS, t) du paragraphe pre´ce´dent. Ici, l’e´le´ment d appar-
tient a` DF et on peut appliquer le lemme 6.8. On peut donc e´crire g = t1r[d]scu,
avec t1 ∈ T
∗
sc(AE) et u ∈ Gη[d],SC(AE). Cela entraˆıne g = z[d]
−1t1r[d]u. L’e´le´ment
t ∈ ((1 − θ∗)(T ∗))(AE) a e´te´ de´fini par adg(η[d]) = tη. La relation pre´ce´dente entraˆıne
t = (1− θ∗)(t1z[d]
−1). Pour σ ∈ ΓF , on a
VS(σ) = xσG∗(x)
−1uE∗(σ)σ(g)g
−1
= σS(t1)xσG∗(x)
−1uE∗(σ)σ(r[d]sc)r[d]
−1
sc adr[d]sc(σ(u)u
−1)t−11 = σS(t1)t
−1
1 V
′
S(σ),
ou`
V ′S(σ) = xσG∗(x)
−1uE∗(σ)σ(r[d]sc)r[d]
−1
sc adr[d](σ(u)u
−1).
Le couple forme´ du cocycle σ 7→ σS(t1)t
−1
1 et de l’e´le´ment (1 − θ
∗)(t1) est un cobord.
On peut le supprimer. Le terme (1− θ∗)(z[d])−1 appartient a` (1− θ∗)(S)(E) et disparaˆıt
dans notre groupe de cohomologie Q. On obtient que (VS, t) (ou plus exactement son
image dans Q est l’image par l’homomorphisme naturel
H1,0(AF¯/F¯ ;Ssc)→ Q = H
1,0(AF¯/F¯ ;Ssc
1−θ
→ (1− θ)(S))
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du cocycle V ′S.
Pour calculer VS¯, on utilise les objets de´finis en 6.8. Posons S[d] =
∏
v∈V al(F ) S[dv] et
S¯[d] =
∏
v∈V al(F )(S[dv] ∩Gη[d]). Notons aussi S¯
∗[d] le tore T¯ [d] muni de l’action σ 7→ σS
transporte´e par adr[d]−1. Notons S¯[d]sc et S¯
∗[d]sc les images re´ciproques de S¯[d] et S¯
∗[d]
dans Gη[d],SC . Puisque adg se restreint en un isomorphisme de´fini sur F de S[d] sur S,
adu se restreint en un isomorphisme de´fini sur F de S¯[d] sur S¯
∗[d]. La de´finition de [VI]
3.6 fournit un cocycle V ′
S¯
a` valeurs dans S¯∗[d]sc(AE)/S¯
∗[d]sc(E) de´fini par
V ′S¯(σ) = x¯[d]σGη[d]∗(x¯[d])
−1u¯[d](σ)σ(u)u−1.
Le cocycle VS¯ est l’image de V
′
S¯
par l’isomorphisme adr[d] : S¯
∗[d]sc → S¯sc = SH¯ . On voit
sur les formules ci-dessus que V ′S(σ) est le produit de l’image naturelle de VS¯(σ) et de
termes appartenant a` Ssc(E). Il en re´sulte que (VS, t) est l’image de VS¯ par l’homomor-
phisme
q1 : H
1(AF¯/F¯ ;SH¯)→ Q = H
1,0(AF¯/F¯ ;Ssc
1−θ
→ (1− θ)(S)).
Puisque l’application
p1 : P = H
1,0(WF ; Sˆ/Sˆ
θˆ,0 1−θˆ→ Sˆad)→ Sˆ
ΓF
H¯
est duale de q1, cela entraˆıne que
< (VS, t),p(j) >=< VS¯,p1 ◦ p(j) > .
Mais p1 ◦ p(j) = s¯ d’apre`s la proposition 6.4. Cela prouve (5) et la proposition. 
7 Le cas ou` DF [dV ] est non vide
7.1 Une proposition de nullite´
Dans cette section, on fixe un e´le´ment dV ∈ D
rel
V . On a
(1) l’ensemble de classes Iη(F¯ )\DF [dV ]/G(F ) est fini.
Preuve. Quand d parcourt DF [dV ], les η[d] sont des e´le´ments de G˜(F ) qui appar-
tiennent a` la meˆme classe de conjugaison stable. Pour v 6∈ V , leurs classes de conjugaison
par G(Fv) coupent K˜v. D’apre`s le lemme [VI] 2.1, ils sont contenus dans un nombre fini de
classes de conjugaison par G(F ). Fixons un sous-ensemble fini X0 ⊂ DF [dV ] tel que, pour
tout d ∈ DF [dV ], il existe d0 ∈ X0 tel que η[d] et η[d0] soient conjugue´s par un e´le´ment de
G(F ). L’ensemble Iη(F¯ )\ZG(η; F¯ ) est fini. Fixons-en un ensemble de repre´sentants Z0.
Pour d ∈ DF [dV ] et z ∈ Z0, l’e´le´ment zd peut appartenir ou non a` DF [dV ]. Notons X1
l’ensemble des zd0 qui appartiennent a` DF [dV ], pour d0 ∈ X0 et z ∈ Z0. Soit d ∈ DF [dV ].
On peut choisir d0 ∈ X0 et x ∈ G(F ) tels que η[d] = xη[d0]x
−1. Alors les deux e´le´ments
r[d0] et r[d]x conjuguent η[d0] en η. Ils diffe`rent donc par multiplication a` gauche par
un e´le´ment de ZG(η; F¯ ), que l’on peut e´crire u
−1z, avec z ∈ Z0 et u ∈ Iη(F¯ ). On a
alors zd0 = udx. L’e´le´ment de droite appartient a` DF [dV ] donc aussi celui de gauche.
Ce dernier appartient donc a` X1. L’e´galite´ pre´ce´dente montre que cet e´le´ment a meˆme
image que d dans notre ensemble de doubles classes. Cela montre que tout e´le´ment de
cet ensemble de doubles classes est l’image d’un e´le´ment de X1, lequel est fini. 
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Fixons un ensemble de repre´sentants D˙F [dV ] de l’ensemble de doubles classes
Iη(F¯ )\DF [dV ]/G(F ). Conside´rons un ensemble fini V
′ de places de F contenant V et tel
que
(2) pour tout d ∈ D˙F [dV ] et tout v 6∈ V
′, on a η[d] ∈ K˜v.
Soit d ∈ D˙F [dV ]. On fixe un ensemble de repre´sentants U [V
′, d] de l’ensemble de
classes
Gη[d](F
V
V ′)/Z(Gη[d];F
V
V ′)Gη[d],SC(F
V
V ′).
On suppose que 1 ∈ U [V ′, d]. Pour v ∈ V ′−V , on fixe hv[d] ∈ G(Fv) tel que adhv[d]−1(η[d]) ∈
K˜v. On pose h[d] = (hv[d])v∈V ′−V . Pour u = (uv)v∈V ′−V ∈ U [V
′, d], munissons Gη[d],SC(A
V
F )
du sous-groupe compact KVsc[d, u] de´fini ainsi : pour tout v 6∈ V , Ksc,v[d, u] est l’image
re´ciproque dans Gη[d],SC(Fv) de Kv ∩Gη[d](Fv) si v 6∈ V
′ et de aduvhv[d](Kv)∩Gη[d](Fv) si
v ∈ V ′ − V . Ce groupe permet de de´finir un facteur de transfert canonique sur
H¯(FV )×Gη[d],SC(FV )
que nous notons ∆V [d, u].
En 5.9, on a de´fini une fonction f¯ [dV ] ∈ SI(H¯(FV )). Pour d ∈ D˙F [dV ], la ”com-
posante en V ” de d n’est pas force´ment dV , cette composante appartient seulement a`
Iη(F¯V )dVG(FV ). On peut ne´anmoins appliquer la de´finition de 5.9 en remplac¸ant dV par
cette composante en V . Dans cette de´finition, il intervient un facteur de transfert. On
peut prendre ∆V [d, u] pour un e´le´ment u ∈ U [V
′, d]. On note alors f¯ [d, u] la fonction
obtenue. Posons
(3) ϕ¯[V ′, dV ] =
∑
d∈D˙F [dV ]
|U [V ′, d]|−1
∑
u∈U [V ′,d]
ω(uh[d])f¯ [d, u].
Cette expression de´pend de plusieurs donne´es auxiliaires, en particulier de l’ensemble de
places V ′ puisque les ensembles U [V ′, d] en de´pendent. Les paragraphes 7.3 a` 7.9 sont
consacre´s a` prouver la proposition suivante.
Proposition. Supposons J (H) = ∅. Alors, si V ′ est assez grand, on a ϕ¯[V ′, dV ] = 0.
7.2 Premier calcul d’une expression intervenant en 5.9
Conside´rons l’expression
(1) f¯ [dV ]
∑
j∈J (H) δj [dV ]
qui apparaˆıt dans l’expression 5.9(2).
Corollaire. L’expression (1) est nulle si DF [dV ] = ∅. Supposons DF [dV ] non vide. Alors
cette expression (1) est e´gale a` |P 0||D˙F [dV ]|
−1ϕ¯[V ′, dV ] pourvu que V
′ soit assez grand.
Preuve. La premie`re assertion re´sulte de la proposition 6.9. Supposons DF [dV ] non
vide. Si J (H) est vide, l’expression (1) est nulle et ϕ¯[V ′, dV ] aussi d’apre`s la proposition
7.1. Supposons J (H) non vide. L’expression (1) ne de´pend que de la double classe
Iη(F¯V )dVG(FV ). On peut remplacer ce terme dV par la composante en V d’un e´le´ment
d ∈ D˙F [dV ]. On peut utiliser dans les de´finitions le facteur de transfert ∆V [d, u] pour un
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e´le´ment u ∈ U [V ′, d]. La fonction f¯ [dV ] est alors remplace´e par f¯ [d, u]. La proposition
6.10 calcule les facteurs δj [dV ] pour nos choix : ils sont e´gaux a` ω(uh[d]), ou` u et h[d]
sont comple´te´s en des e´le´ments de G(AF ) de composantes 1 hors de V
′−V . L’expression
(1) devient
|J (H)|ω(uh[d])f¯ [d, u].
On peut moyenner en d et u et on obtient l’expression
|J (H)||D˙F [dV ]|
−1ϕ¯[V ′, dV ].
D’apre`s 6.4 et 6.6, on a |J (H)| = |P 0| puisque J (H) 6= ∅. D’ou` la deuxie`me assertion
du corollaire. .
7.3 Mise en place de la situation
La conclusion de la proposition 7.1 est triviale si DF [dV ] est vide. On suppose
jusqu’en 7.15 que DF [dV ] 6= ∅. On fixe un e´le´ment de cet ensemble, que l’on note
d⋆ = (η⋆, r⋆). Pour simplifier les notations, on pose simplement
I⋆ = Iη⋆ , G¯⋆ = Gη⋆ .
Ces groupes sont de´finis sur F et adr⋆ se restreint en un torseur inte´rieur de G¯⋆ sur G¯.
Fixons un sous-tore maximal T¯⋆ de G¯⋆ de´fini sur F . Notons T⋆ son commutant dans G. On
peut fixer r¯⋆ ∈ G¯⋆(F¯ ) tel que adr¯⋆(T¯⋆) = adr−1⋆ (T
∗)∩ G¯⋆. On a adr⋆r¯⋆(T¯⋆) = T¯ (= G¯∩T
∗)
et adr⋆r¯⋆(T⋆) = T
∗. Il existe un cocycle ωT⋆ : ΓF → W
G¯ tel que adr⋆r¯⋆ entrelace l’action
galoisienne naturelle sur T¯⋆ avec l’action σ 7→ ωT⋆(σ)◦σG¯ sur T¯ . Puisque σG¯ = ωG¯(σ)◦σG∗ ,
adr⋆r¯⋆ entrelace l’action naturelle sur T⋆ avec l’action σ 7→ ωT⋆(σ)ωG¯(σ) ◦ σG∗ sur T
∗. On
a de´fini le tore S comme e´tant T ∗ muni de l’action galoisienne σ 7→ ωS(σ) ◦ σG∗ et on a
ωS(σ) = ωS,G¯(σ)ωG¯(σ), ou` ωS,G¯(σ) ∈ W
G¯. Par l’isomorphisme adr⋆r¯⋆ , on identifie W
G¯ au
groupe de Weyl W G¯⋆ de G¯⋆ relatif a` T¯⋆. On de´finit ωS,T⋆(σ) = ωS,G¯(σ)ωT⋆(σ)
−1. C’est un
e´le´ment de W G¯⋆ et S s’identifie au tore T⋆ muni de l’action σ 7→ ωS,T⋆(σ) ◦ σ (ce dernier
σ e´tant l’action naturelle sur T⋆). Dans cette section, on identifie ainsi S a` T⋆. On note
S¯ = S ∩ G¯⋆, c’est-a`-dire S¯ = T¯⋆ muni de l’action σ 7→ ωS,T⋆(σ) ◦ σ. On note S¯sc l’image
re´ciproque de S¯ dans G¯⋆,SC. Ce tore s’identifie a` notre pre´ce´dent tore SH¯ . On note aussi
Ssc l’image re´ciproque de S dans GSC .
En appliquant les constructions de 6.7 a` notre e´le´ment d⋆ = (η⋆, r⋆), on fixe pour toute
place v ∈ V al(F ) une paire de Borel (B[d⋆,v], S[d⋆,v]) ve´rifiant toutes les proprie´te´s de ce
paragraphe. On note simplement S⋆,v = S[d⋆,v]. Pour une extension galoisienne finie E de
F , on note S⋆(AE) le produit restreint des S⋆,v(Ew′) sur les places v de F et sur les places
w′ de E divisant v. La restriction est relative aux sous-groupes S⋆,v(ow′) qui se de´finissent
naturellement en presque tout couple (v, w′) de places. On note S⋆(AF¯ ) la limite inductive
de S⋆(AE) quand E parcourt les extensions galoisiennes finies de F . D’apre`s le lemme
6.8, on peut fixer u⋆ ∈ G¯⋆(AF¯ ) tel que adr⋆u⋆(S⋆(AF¯ )) = T
∗(AF¯ ) et que adr⋆u⋆ entrelace
l’action galoisienne naturelle de ΓF sur S⋆(AF¯ ) avec l’action σ 7→ ωS(σ)◦σG∗ sur T
∗(AF¯ ).
Il en re´sulte que adr¯−1⋆ u⋆ se restreint en un isomorphisme e´quivariant pour les actions de
ΓF de S⋆(AF¯ ) sur S(AF¯ ). De meˆme, pour tout v, cet isomorphisme se restreint en un
isomorphisme e´quivariant pour les actions de ΓFv de S⋆,v(F¯v) sur S(Fv). Des tores S⋆,v se
de´duisent comme ci-dessus des tores S¯⋆,v, S¯⋆,v,sc et S⋆,v,sc et des isomorphismes analogues
relient ces tores a` S¯, S¯sc, Ssc.
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Ainsi, quand on conside`re les points sur F¯v, resp. AF¯ , on peut identifier S a` S⋆. La
diffe´rence essentielle est que S a` une structure sur F¯ , donc le groupe S(F¯ ) est bien de´fini
tandis que S⋆(F¯ ) n’a pas de sens. Toutefois, le groupe Z(I⋆;AF¯ ) se plonge naturellement
dans S(AF¯ ) comme dans S⋆(AF¯ ). Puisque r¯⋆ et u⋆ appartiennent a` G¯⋆, l’isomorphisme
S(AF¯ ) ≃ S⋆(AF¯ ) se restreint en l’identite´ de Z(I⋆;AF¯ ). Puisque Z(I⋆) est de´fini sur F ,
on obtient le diagramme commutatif
S(F¯ ) → S(AF¯ )
ր ր
Z(I⋆; F¯ ) → Z(I⋆;AF¯ ) ↓
ց
S⋆(AF¯ )
Une proprie´te´ analogue vaut pour S¯sc et S¯⋆,sc, le groupe Z(I⋆) e´tant remplace´ par
Z(G¯⋆,SC).
En vertu de ce que l’on a dit en 6.2, les groupes de cohomologie abe´lienne de I⋆, a`
coefficients dans F , Fv, AF ou AF/F , peuvent se calculer a` l’aide du complexe S¯sc →
S
1−θ
→ (1 − θ)(S). Sur Fv ou AF , on peut aussi bien utiliser le complexe S¯⋆,sc → S⋆
1−−θ
→
(1− θ)(S⋆).
On pose Y⋆ = Yη⋆ . Rappelons que c’est l’ensemble des y ∈ G(F¯ ) tels que yσ(y)
−1 ∈ I⋆.
Pour y ∈ Y⋆, posons η[y] = ady−1(η⋆). L’application y 7→ (η[y], r⋆y) est une bijection de
Y⋆ sur DF (la preuve est la meˆme qu’en 5.4(4)). Graˆce au lemme 5.5, l’inverse de cette
bijection identifie le sous-ensemble DF [dV ] ⊂ DF au sous-ensemble des y ∈ Y⋆ tels que
- pour tout v ∈ V , y ∈ I⋆(F¯v)G(Fv) ;
- pour tout v 6∈ V , y ∈ I⋆(F¯v)K♯,vG(Fv).
On note Y⋆[dV ] cet ensemble. L’inverse de la bijection ci-dessus identifie D˙F [dV ] a` un
ensemble de repre´sentants de l’ensemble de doubles classes I⋆(F¯ )\Y⋆[dV ]/G(F ). On note
cet ensemble Y˙⋆[dV ].
On a
(1) pour tout y ∈ Y⋆[dV ], il existe y
′ ∈ I⋆(F¯ )y tel que y
′σ(y′)−1 appartienne au centre
de I⋆ pour tout σ ∈ ΓF .
Preuve. Pour y ∈ Y⋆[dV ], notons χy le cocycle σ 7→ yσ(y)
−1 de ΓF dans I⋆ et χy,ad son
image naturelle a` valeurs dans G¯⋆,AD. L’automorphisme ady se restreint en un torseur
inte´rieur de Gη[y] sur G¯⋆. La classe d’isomorphisme de Gη[y] est de´termine´ par l’e´le´ment
χy,ad ∈ H
1(ΓF ; G¯⋆,AD). Or, par de´finition de Y⋆[dV ], ce cocycle est localement trivial en
toute place v ∈ V al(F ). Parce que le groupe G¯⋆,AD est adjoint, l’application
H1(F ; G¯⋆,AD)→ ⊕v∈V al(F )H
1(Fv; G¯⋆,AD)
est injective ([S] corollaire 5.4). Donc χy,ad est trivial. Quitte a` multiplier y a` gauche
par un e´le´ment de G¯⋆(F¯ ) ⊂ I⋆(F¯ ), on peut donc supposer que χy,ad(σ) = 1 pour tout
σ ∈ ΓF . Cela entraˆıne que χy(σ) appartient au centre de I⋆. 
Remarquons que la proprie´te´ de y′ entraˆıne que ady′ se restreint en un isomorphisme
de´fini sur F de Iη[y] sur I⋆.
Par la bijection de Y⋆[dV ] sur DF [dV ], la multiplication a` gauche par I⋆(F¯ ) correspond
a` la multiplication a` gauche par Iη(F¯ ). On voit qu’une telle multiplication ne modifie
pas les termes intervenant dans la de´finition de la fonction ϕ¯[V ′, dV ]. En conse´quence,
on peut supposer que tous les e´le´ments de l’ensemble de repre´sentants Y˙⋆[dV ] satisfont
la conclusion de (1). On ne perd rien non plus a` supposer que d⋆ appartient a` l’ensemble
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D˙F [dV ]. Il revient au meˆme de supposer que 1 appartient a` Y˙⋆[dV ]. Pour d ∈ D˙F [dV ],
on a de´fini en 7.1 des termes h[d], U [V ′, d] et, pour u ∈ U [V ′, d], des termes Ksc,v[d, u],
∆V [d, u], f¯ [d, u]. Si d correspond a` y ∈ Y˙⋆[dV ], on note aussi ces termes h[y], U [V
′, y],
Ksc,v[y, u], ∆V [y, u] et f¯ [y, u]. On fera une exception pour le terme d⋆ correspondant a`
1 ∈ Y˙⋆[dV ]. Dans ce cas, on notera h⋆ = h[1] et f¯⋆[u] = f¯ [1, u].
7.4 Une premie`re proprie´te´ de nullite´
Rappelons (cf. [I] 2.7) que la donne´e H de G¯SC de´finit un caracte`re automorphe
de G¯AD(AF ), que nous notons ici ωH. Il se transporte en un caracte`re automorphe de
G¯⋆,AD(AF ). On a un homomorphisme naturel I⋆(AF ) → G¯⋆,AD(AF ) graˆce auquel le
caracte`re ωH devient un caracte`re de I⋆(AF ). De meˆme, pour y ∈ Y˙⋆(dV ], on a un
caracte`re de Iη[y](AF ) que l’on note encore ωH et qui n’est autre que le compose´ du
caracte`re de I⋆(AF ) par l’isomorphisme ady entre ces deux groupes. On a aussi le caracte`re
ω qui se restreint a` chacun des groupes Iη[y](AF ) et I⋆(AF ). Remarquons que
(1) l’isomorphisme ady conserve le caracte`re ω.
En effet, soient v ∈ V al(F ) et x ∈ Iη[y](Fv). Le commutateur ady(x)x
−1 est l’image
naturelle de l’e´le´ment adysc(xsc)x
−1
sc de GSC , ou` ysc et xsc sont des e´le´ments de GSC ayant
meˆme image que y et x dans GAD. Pour σ ∈ ΓFv , la condition que yσ(y)
−1 commute a` Iη,
cf. 7.3(1), implique que σ(ysc)
−1ysc commute a` xsc. Puisque de plus σ(xsc) ∈ Z(GSC)xsc,
on ve´rifie que adysc(xsc)x
−1
sc est fixe par σ, donc adysc(xsc)x
−1
sc ∈ GSC(Fv). Le caracte`re ω
est trivial sur ce groupe. Donc ω(ady(x)x
−1) = 1, ce qui prouve l’assertion (1). 
Pour v 6∈ V , posons K⋆,v = adh⋆,v(Kv) ∩ G¯⋆(Fv). C’est un sous-groupe compact
hyperspe´cial de de G¯⋆(Fv). Imposons a` l’ensemble de places V
′ de 7.1 la condition
(2) l’ensemble G¯⋆(F )G¯⋆(FV ′)
∏
v 6∈V ′ K⋆,v est dense dans G¯⋆(AF ).
Lemme. Si ωH et ω ne co¨ıncident pas sur I⋆(AF ), alors ϕ¯[V
′, dV ] = 0.
Preuve. Soient y ∈ Y˙⋆[dV ] et u ∈ U [V
′, y]. Rappelons la construction de la fonc-
tion f¯ [y, u]. On descend la fonction f en une fonction, disons f [y], sur Gη[y](FV ). On
de´finit la fonction f [y]sc sur Gη[y],SC(FV ) par f [y]sc = ιGη[y],SC,Gη[y](f [y]). Alors f¯ [y, u] est
le transfert de f [y]sc a` H¯(FV ) pour le facteur de transfert ∆V [y, u]. Notons que cette
construction ne de´pend que de l’image de f dans I(G˜(FV ), ω). Le groupe ZG(η[y];FV )
agit naturellement sur I(Gη[y],SC(FV )). Parce que l’on part d’un e´le´ment de I(G˜(FV ), ω),
la fonction f [y]sc appartient au sous-espace isotypique de I(Gη[y],SC(FV )) sur lequel
ZG(η[y];FV ) agit par le caracte`re ω. Le groupe Gη[y],AD(FV ) agit aussi sur Gη[y],SC(FV )
et sur I(Gη[y],SC(FV )). Par cette action, le facteur de transfert ∆V [y, u] se transforme
par le caracte`re ω−1H . Donc le transfert se factorise par la projection sur le sous-espace
isotypique de I(Gη[y],SC(FV )) sur lequel Gη[y],AD(FV ) agit par le caracte`re ωH. Le groupe
Iη[y](FV ) s’envoie a` la fois dans ZG(η[y];FV ) et dans Gη[y],AD(FV ) et les deux actions
co¨ıncident sur ce groupe. Cela entraˆıne que le transfert f¯ [y, u] de f [y]sc est nul si les
deux caracte`res ne co¨ıncident pas sur Iη[y](FV ). D’apre`s (1), cette condition de co¨ınci-
dence e´quivaut a` la meˆme condition portant sur les caracte`res de I⋆(FV ). On obtient que
ϕ¯[V ′, dV ] = 0 si les deux caracte`res ωH et ω de I⋆(FV ) sont distincts.
Soient de nouveau y ∈ Y˙⋆[dV ] et u ∈ U [V
′, y]. Rappelons que l’on a suppose´ 1 ∈
U [V ′, y]. Par construction, le rapport ∆V [y, u]/∆V [y, 1] est e´gal au produit sur les places
v ∈ V ′ − V des rapports de facteurs locaux normalise´s ∆v[y, 1]/∆v[y, uv]. Le facteur
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∆v[y, 1] est relatif au sous-groupe compact Ksc,v[y, 1] et le facteur ∆v[y, u] est relatif
au sous-groupe Ksc,v[y, u] = aduv(Ksc,v[y, 1]). Pour y¯ ∈ H¯(Fv) et x ∈ Gη[y],SC(Fv), on
a par simple transport de structure l’e´galite´ ∆v[y, u](y¯, aduv(x)) = ∆v[y, 1](y¯, x). Mais
le premier terme est e´gal a` ωH(uv)
−1∆v[y, u](y¯, x). On en de´duit ∆v[y, 1]/∆v[y, uv] =
ωH(uv)
−1 puis ∆V [y, u]/∆V [y, 1] = ωH(u)
−1. Donc f¯ [y, u] = ωH(u)
−1f¯ [y, u]. Dans la
de´finition 7.1(3), la somme en u se re´crit donc
ω(h[y])f¯ [y, 1]
∑
u∈U [V ′,y]
ω(u)ωH(u)
−1.
Remarquons que les deux caracte`res ω et ωH sont e´videmment triviaux sur Gη[y],SC(F
V
V ′)
et le sont aussi sur Z(Gη[y];F
V
V ′) : pour ωH, cela resulte de sa construction comme image
re´ciproque d’un caracte`re de Gη[y],AD(F
V
V ′) ; pour ω, cela re´sulte de l’hypothe`se 5.1(4).
La somme en u ci-dessus est donc e´gale a` la somme des valeurs d’un caracte`re du groupe
quotient
Gη[y](F
V
V ′)/Z(Gη[y];F
V
V ′)Gη[y],SC(F
V
V ′).
Elle est nulle si ce caracte`re n’est pas trivial, autrement dit si ω et ωH ne co¨ıncident
pas sur Gη[y](F
V
V ′). De nouveau, cela e´quivaut a` ce que les caracte`res correspondant de
G¯⋆(F
V
V ′) sont distincts. On obtient que ϕ¯[V
′, dV ] = 0 si les deux caracte`res ωH et ω de
G¯⋆(F
V
V ′) sont distincts.
Soit v 6∈ V . Comme on l’a explique´ dans la preuve du lemme 1.6, les conditions
impose´es a` V nous autorisent a` appliquer les re´sultats de [W1]. Le lemme 5.6(ii) de cette
re´fe´rence implique
(3) I⋆(Fv) = G¯⋆(Fv)(adh⋆,v(Kv) ∩ I⋆(Fv)).
Du groupe K⋆,v se de´duit un sous-groupe compact hyperspe´cial K⋆,ad,v de G¯⋆,AD(Fv).
Montrons que
(4) l’image de adh⋆(Kv) ∩ I(Fv) dans G¯⋆,AD(Fv) est contenue dans K⋆,ad,v.
On a dit dans la preuve du lemme 5.5 que l’application
Z(G)θp′ → adh⋆,v(K
nr
v ) ∩ G¯⋆\adh⋆,v(K
nr
v ) ∩ I⋆
e´tait surjective. Il en re´sulte que l’image de adh⋆,v(K
nr
v ) ∩ I⋆(Fv) dans G¯⋆,AD(Fv) est
contenue dans celle de adh⋆,v(K
nr
v ) ∩ G¯⋆, c’est-a`-dire celle de K
nr
⋆,v. Celle-ci est contenue
dans Knr⋆,ad,v. L’intersection de ce groupe avec G¯⋆,AD(Fv) est e´gale a` K⋆,ad,v, d’ou` (4).
Puisque V ⊃ Vram, ω est trivial sur adh⋆,v(Kv)∩I⋆(Fv). La donne´e H est non ramifie´e
hors de V . Donc le caracte`re ωH est trivial sur K⋆,ad,v. D’apre`s (4), le caracte`re de I⋆(Fv)
qui s’en de´duit est trivial sur adh⋆,v(Kv) ∩ I⋆(Fv).
Achevons la preuve du lemme. Supposons ϕ¯[V ′, dV ] 6= 0. On a vu que cela impliquait
que ω et ωH co¨ıncidaient sur I⋆(FV ) et sur G¯⋆(F
V
V ′). Ces caracte`res co¨ıncident aussi sur
K⋆,v pour v 6∈ V . Puisque ces caracte`res sont automorphes, la condition (2) implique
qu’ils co¨ıncident sur tout G¯⋆(AF ). Pour v 6∈ V , la proprie´te´ (3) et le fait qu’ils sont
triviaux sur adh⋆,v(Kv) ∩ I⋆(Fv) impliquent alors qu’ils co¨ıncident sur I⋆(Fv). Donc ils
co¨ıncident sur I⋆(AF ), ce qui prouve le lemme. 
7.5 Description de l’ensemble Y˙⋆[dV ]
Les ensembles H1ab(F,G) et H
1(AF , G) s’envoient naturellement dans H
1
ab(AF ;G). On
note H1ab(F,G) ×H1ab(AF ;G) H
1(AF , G) leur produit fibre´ au-dessus de H
1
ab(AF ;G). On a
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un diagramme commutatif
(1)
H1(F ; I⋆) → H
1
ab(F, I⋆)×H1ab(AF ;I⋆) H
1(AF , I⋆)
↓ ↓
H1(F ;G) → H1ab(F,G)×H1ab(AF ;G) H
1(AF , G)
Soit v une place finie de F . Alors l’application naturelle H1(Fv; I⋆) → H
1
ab(Fv; I⋆) est
bijective ([Lab2] proposition 1.6.7). Supposons v 6∈ V . Alors le groupe I⋆ est non ramifie´ et
on de´finit le sous-groupe H1ab(ov; I⋆) ⊂ H
1
ab(Fv; I⋆). Rappelons que H
1
ab(AF ; I⋆) s’identifie
au produit restreint des H1ab(Fv; I⋆) sur toutes les places v ∈ V al(F ), la restriction
e´tant relative aux sous-groupes H1ab(ov; I⋆) de´finis presque partout. On note H
1
ab(o
V ; I⋆)
le produit des H1ab(ov; I⋆) sur toutes les places v 6∈ V .
Notons U le sous-ensemble des u ∈ H1(F ; I⋆) qui ve´rifient les trois conditions
(2) l’image de u dans H1ab(F ;G) par l’application issue du diagramme (1) est nulle ;
(3) pour v ∈ V , l’image de u dans H1(Fv; I⋆) est nulle ;
(4) l’image de u dans H1ab(A
V
F ; I⋆) appartient a` H
1
ab(o
V ; I⋆).
On a une application naturelle H1(F ;Z(I⋆))→ H
1(F ; I⋆). Montrons que
(5) son noyau Ker est un sous-groupe et l’application se quotiente en une injection
H1(F ;Z(I⋆))/Ker → H
1(F ; I⋆).
Preuve. Soient z1 et z2 deux e´le´ments de Ker, que l’on rele`ve en des cocycles. On peut
choisir i1 et i2 dans I⋆ tels que, pour j = 1, 2 et pour tout σ ∈ ΓF , on ait zj(σ) = ijσ(ij)
−1.
Puisque z2(σ) est central dans I⋆, on a
z1(σ)z2(σ) = i1σ(i1)
−1z2(σ) = i1z2(σ)σ(i1)
−1 = i1i2σ(i1i2)
−1.
Donc z1z2 ∈ Ker. On a aussi
z1(σ)
−1 = i−11 z1(σ)
−1i1 = i
−1
1 σ(i1)i
−1
1 i1 = i
−1
1 σ(i1).
Donc z−11 ∈ Ker et Ker est bien un sous-groupe. Soient z1 et z2 deux e´le´ments de
H1(F ;Z(I⋆)), que l’on rele`ve en des cocycles. Leurs images dans H
1(F ; I⋆) co¨ıncident si
et seulement s’il existe i ∈ I⋆ de sorte que, pour tout σ ∈ ΓF , on ait z1(σ) = iz2(σ)σ(i)
−1.
Parce que z2 est a` valeurs centrales, cela e´quivaut a` z1(σ)z2(σ)
−1 = iσ(i)−1. Mais l’exis-
tence de i ve´rifiant cette condition e´quivaut a` z1z
−1
2 ∈ Ker. D’ou` la seconde assertion de
(5). 
Notons H1Z(F ; I⋆) l’image de H
1(F ;Z(I⋆)) dans H
1(F ; I⋆). Graˆce a` (5), cet ensemble
est naturellement un groupe. On de´finit une application Y⋆ → H
1(F ; I⋆) qui, a` y ∈
Y⋆[dV ], associe la classe du cocycle σ 7→ yσ(y)
−1.
Lemme. Cette application se restreint en une bijection de Y˙⋆[dV ] sur U. L’ensemble U
est un sous-groupe de H1Z(F ; I⋆).
Preuve. Il est imme´diat que notre application se quotiente en une bijection de
(6) I⋆(F¯ )\Y⋆/G(F )
dans le noyau de l’application
(7) H1(F ; I⋆)→ H
1(F ;G).
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Rappelons que Y˙⋆[dV ] est un ensemble de repre´sentants de l’image de Y⋆[dV ] ⊂ Y⋆ dans
l’ensemble de doubles classes (6). L’application se restreint donc en une injection de
Y˙⋆[dV ] dans le noyau de (7). D’apre`s la de´finition de 7.3, son image est forme´e des
e´le´ments u de ce noyau qui ve´rifient la condition (3) et
(8) pour tout v 6∈ V , il existe k ∈ K♯,v tel que l’image de u dans H
1(Fv; I⋆) est
cohomologue au cocycle σ 7→ kσ(k)−1.
Rappelons que, par de´finition de K♯,v, ce dernier cocycle prend ses valeurs dans
Z(G)θ ⊂ Z(I⋆). Montrons que
(9) les conditions (4) et (8) sont e´quivalentes.
Soit v 6∈ V . Fixons un sous-tore maximal T♮ de G¯⋆ de´fini sur Fv et non ramifie´. Notons
T son commutant dans G et T♮,sc l’image re´ciproque de T♮ dans G¯⋆,SC . Par de´finition
H1ab(ov; I) = H
2,1,0(ov;T♮,sc → T
1−θ
→ (1− θ)(T )).
Le diagramme
T♮,sc → T
1−θ
→ (1− θ)(T )
↓ ↓ ↓
T♮,sc → T/Z(G)
θ 1−θ→ (1− θ)(T )
↓ ↓
T → T/Z(G)θ
est un triangle exact dans la cate´gorie des complexes de tores. On en de´duit une suite
exacte
(10) H1,0(ov;T → T/Z(G)
θ)→ H2,1,0(ov;T♮,sc → T
1−θ
→ (1− θ)(T ))
→ H2,1,0(ov;T♮,sc → T/Z(G)
θ 1−θ→ (1− θ)(T )).
D’autre part, le diagramme
T♮,sc → T
θ/Z(G)θ
↓ ↓
T♮,sc → T/Z(G)
θ 1−θ→ (1− θ)(T )
induit un isomorphisme de cohomologie
H2,1(ov;T♮,sc → T
θ/Z(G)θ) ≃ H2,1,0(ov;T♮,sc → T/Z(G)
θ 1−θ→ (1− θ)(T )).
Or le premier groupe est nul ([KS] lemme C.1.A). On en de´duit que le premier homo-
morphisme de la suite (10) est surjectif. Cet homomorphisme se re´crit
H0ab(ov;G♯)→ H
1
ab(ov; I⋆)
ou` on rappelle queG♯ = G/Z(G)
θ. L’ensemble de de´part est un sous-groupe deH0ab(Fv;G♯),
qui est un quotient de G♯(Fv). L’assertion 1.5(2) e´quivaut a` dire que H
0
ab(ov;G♯) est
l’image de K♯,v dans H
0
ab(Fv;G♯). Puisque K♯,v s’envoie surjectivement sur K♯,v, on ob-
tient une application surjective
(11) K♯,v → H
1
ab(ov; I⋆).
On a alors deux fac¸ons d’envoyer K♯,v dans H
1(Fv, I⋆). D’abord celle de la relation (8) :
a` k ∈ K♯,v on associe le cocycle σ 7→ kσ(k)
−1. On peut aussi envoyer k en un e´le´ment de
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H1ab(ov, I⋆) par l’application pre´ce´dente, puis on rele`ve celui-ci en un e´le´ment deH
1(Fv, I⋆)
en utilisant la bijectivite´ de l’application H1(Fv, I⋆) → H
1
ab(Fv, I⋆) ([Lab2] prop. 1.6.7).
En inspectant les de´finitions, on s’aperc¸oit que les deux applications obtenues co¨ıncident.
Puisque l’application (11) est surjective, la condition (8) e´quivaut donc a` ce que l’image
de u dans H1ab(Fv; I⋆) appartienne a` H
1
ab(ov; I⋆), ce qui est la condition (4). Cela prouve
(9).
Montrons que, pour u ∈ H1(F ; I⋆) ve´rifiant les conditions (3) et (4), on a
(12) l’image de u dans H1(F ;G) est nulle si et seulement si son image dans H1ab(F ;G)
est nulle.
La premie`re condition implique la seconde. Inversement, notre e´le´ment u ve´rifie (8)
d’apre`s (9). Cela entraˆıne que, pour v 6∈ V , son image dans H1(Fv;G) est nulle. En ajou-
tant (3), l’image de u dans H1(AF ;G) est nulle. Si de plus l’image de u dans H
1
ab(F ;G)
est nulle, son image dans le terme sud-est du diagramme (1) est nulle. Or l’application
du bas de ce diagramme est bijective ([Lab2] the´ore`me 1.6.10). Donc l’image de u dans
H1(F ;G) est nulle. Cela prouve (12).
On a vu que l’image de Y˙⋆[dV ] dans H
1(F ; I⋆) est l’ensemble des u ve´rifiant les
conditions (3) et (8) et dont l’image dans H1(F ;G) est nulle. Graˆce a` (9) et (12), c’est
exactement l’ensemble U.
D’apre`s 7.3(1), l’image de Y˙⋆[dV ] dans H
1(F ; I⋆) est contenue dans H
1
Z(F ; I⋆). Il reste
a` prouver que cette image U est un sous-groupe. On ve´rifie facilement que les applications
compose´es
H1(F ;Z(I⋆))→ H
1(F ; I⋆)→ H
1
ab(F ;G)
et
H1(F ;Z(I⋆))→ H
1(F ; I⋆)→ H
1
ab(A
V
F ; I⋆)
sont des homomorphismes de groupes. On en de´duit que l’ensemble des e´le´ments de
H1Z(F ; I⋆) qui ve´rifient les conditions (2) et (4) est un sous-groupe de H
1
Z(F ; I⋆). D’autre
part, pour v ∈ V , on a le diagramme commutatif
H1(F ;Z(I⋆)) → H
1(F ; I⋆)
↓ ↓
H1(Fv;Z(I⋆)) → H
1(Fv; I⋆)
Un e´le´ment de H1Z(F ; I⋆) ve´rifie (3) si et seulement si c’est l’image d’un e´le´ment de
H1(F ;Z(I⋆)) dont l’image dans H
1(Fv;Z(I⋆)) pout v ∈ V appartient au noyau de l’ap-
plication du bas. La meˆme preuve qu’en (5) montre que ce noyau est un groupe. Donc
l’ensemble des e´le´ments de H1Z(F ; I⋆) qui ve´rifient (3) est l’image d’un sous-groupe de
H1(F ;Z(I⋆)). Cela conclut. 
7.6 De´finition d’un homomorphisme q∞
Conside´rons les groupes
Q1 = H
1(AF/F ; S¯sc), Q2 = H
0
ab(AF ;G)/Im(H
0
ab(F ;G)),
Q3 = H
0
ab(o
V ;G♯) =
∏
v 6∈V
H0ab(ov;G♯)
de´finis en 6.6. Posons
Q× = Q1 ×Q2 ×Q3.
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Posons
Q1,2 = I⋆(AF ), Q1,3 = H
0
ab(o
V ; I⋆/Z(G)
θ), Q2,3 = H
0
ab(o
V ;G).
Le groupe Q1,2 s’envoie naturellement dans G(AF ) lequel s’envoie dans Q2. Il s’en-
voie aussi dans G¯⋆,AD(AF ) puis dans H
0
ab(AF ; G¯⋆,AD). Ce dernier groupe s’identifie a`
H1,0(AF ; S¯sc → S
θ/Z(I⋆)), lequel s’envoie dans H
1(AF ; S¯sc) puis dans Q1. Puisque
I⋆/Z(G)
θ est un sous-groupe de G♯, Q1,3 s’envoie naturellement dans Q3. Le groupe
Q1,3 est un sous-groupe de H
0
ab(AF ; I⋆/Z(G)
θ) que l’on peut identifier a` H1,0(AF ; S¯sc →
Sθ/Z(G)θ). Ce dernier s’envoie naturellement dans H1(AF ; S¯sc) puis dans Q1. Par com-
position, on obtient un homomorphisme Q1,3 → Q1. Le groupe Q2,3 s’envoie naturel-
lement dans Q2 et Q3. Toutes ces applications sont des homomorphismes. Ainsi, pour
1 ≤ j < j′ ≤ 3, on a des homomorphismes
Qj
ր
Qj,j′
ց
Qj′
On en de´duit un homomorphisme qj,j′ : Qj,j′ → Q× dont la composante dans Qj est
l’homomorphisme pre´ce´dent, la composante dans Qj′ est l’oppose´ de l’homomorphisme
pre´ce´dent et la dernie`re composante est triviale. On note Q∞ le quotient de Q× par le
groupe engendre´ par les images des homomorphismes qj,j′.
Soit u : ΓF → Z(I⋆; F¯ ) un cocycle dont l’image dans H
1(F ; I⋆) appartient a` U.
Pour v ∈ V , l’image de u dans H1(Fv; I⋆) est nulle. On peut fixer iv ∈ I⋆ de sorte que
u(σ) = ivσ(iv)
−1 pour tout σ ∈ ΓFv . Pour v 6∈ V , u ve´rifie la condition 7.5(8). On peut
fixer kv ∈ K♯,v et iv ∈ I⋆ de sorte que u(σ) = ivkvσ(ivkv)
−1 pour tout σ ∈ ΓFv . Montrons
que
(1) on peut supposer kv ∈ K♯,v ∩K
nr
v et iv ∈ I⋆(F
nr
v ) ∩K
nr
v pour presque tout v.
Preuve. D’apre`s le lemme 7.5, on peut fixer y ∈ Y˙⋆[dV ] tel que u soit cohomologue au
cocycle σ 7→ yσ(y)−1. Quitte a` multiplier y a` gauche par un e´le´ment de I⋆(F¯ ), on obtient
un e´le´ment y ∈ G(F¯ ) tel que u(σ) = yσ(y)−1 pour tout σ ∈ ΓF . On fixe un ensemble fini
V ′′ de places de F , contenant V , tel que, pour v 6∈ V ′′,
- y ∈ Knrv ;
- η⋆ ∈ K˜v.
Soit v 6∈ V ′′. D’apre`s 5.5(1), on a K♯,v = Z(G)
θ(K♯,v ∩ K
nr
v ). On peut donc e´crire
kv = zvk
′
v avec zv ∈ Z(G)
θ et k′v ∈ K♯,v ∩K
nr
v . Puisque Z(G)
θ ⊂ I⋆, on peut remplacer
le couple (iv, kv) par (ivzv, k
′
v). Apre`s ce remplacement, on a kv ∈ K♯,v ∩K
nr
v . L’e´galite´
ivkvσ(ivkv)
−1 = yσ(y)−1 pour tout σ ∈ ΓFv implique qu’il existe g1 ∈ G(Fv) tel que
y = ivkvg1. Posons g = adkv(g1). Puisque K♯,v normalise G(Fv), on a encore g ∈ G(Fv).
On a y = ivgkv. D’ou`
adg−1(η⋆) = adkvy−1iv(η⋆) = adkvy−1(η⋆) ∈ adkvy−1(K˜
nr
v ) = K˜
nr
v .
Puisque adg−1(η⋆) ∈ G˜(Fv), cela entraˆıne adg−1(η⋆) ∈ K˜v. Comme on l’a explique´ dans
la preuve du lemme 1.6, on peut appliquer les re´sultats de [W1] 5.6. Le (ii) du lemme
de cette re´fe´rence implique que g ∈ G¯⋆(Fv)Kv. Ecrivons g = xk
′, avec x ∈ G¯⋆(Fv) et
k′ ∈ Kv. On peut remplacer notre couple (iv, kv) par (ivx, k
′kv). Notons simplement
(iv, kv) ce nouveau couple. Il ve´rifie les meˆmes proprie´te´s que l’ancien mais ve´rifie de
plus y = ivkv. Donc ivkv ∈ K
nr
v . Puisque kv ∈ K
nr
v , cela entraˆıne iv ∈ I⋆(F
nr
v ) ∩K
nr
v . 
113
On suppose ve´rifie´e la condition (1). Soit v ∈ V al(F ). Si v ∈ V , on a ivσ(iv)
−1 = u(σ)
donc ivσ(iv)
−1 ∈ Z(I⋆) pour tout σ ∈ ΓFv . La meˆme proprie´te´ vaut si v 6∈ V car alors
kvσ(kv)
−1 ∈ Z(G)θ ⊂ Z(I⋆). Donc l’image iv,ad de iv dans G¯⋆,AD appartient a` G¯⋆,AD(Fv).
On a des applications naturelles
G¯⋆,AD(Fv)→ H
1(Fv;Z(G¯⋆,SC))→ H
1(Fv; S¯sc).
Pour presque tout v, le groupe Kv ∩ G¯⋆(Fv) est un sous-groupe compact hyperspe´cial de
G¯⋆(Fv). Il de´termine un tel sous-groupe K¯⋆,v,ad de G¯⋆,AD(Fv). La condition (1) entraˆıne
que iv,ad appartient a` ce sous-groupe pour presque tout v. Si de plus, S¯sc est non ramifie´
en v, on voit que l’image de iv,ad par l’application pre´ce´dente appartient au sous-groupe
H1(ov; S¯sc), qui est nul. On a ainsi construit pour tout v un e´le´ment de H
1(Fv; S¯sc) qui
est nul pour presque tout v. La collection de ces termes est un e´le´ment de H1(AF ; S¯sc).
On l’envoie dans Q1 par l’application naturelle. Notons u1 l’e´le´ment de Q1 obtenu.
Fixons comme dans la preuve de (1) un e´le´ment y ∈ G(F¯ ) tel que u(σ) = yσ(y)−1 pour
tout σ ∈ ΓF . Fixons une de´composition y = zπ(ysc), avec z ∈ Z(G; F¯ ) et ysc ∈ GSC(F¯ ).
Pour unifier les notations, posons kv = 1 pour v ∈ V . Pour tout v ∈ V al(F ), fixons une
de´composition ivkv = zvπ(xsc,v), avec zv ∈ Z(G; F¯v) et xsc,v ∈ GSC(F¯v). Pour σ ∈ ΓFv ,
les termes yscσ(ysc)
−1 et xsc,vσ(xsc,v)
−1 ont meˆme image dans GAD : c’est l’image de
u(σ). Celle-ci appartient a` l’image dans GAD de Z(I⋆), laquelle est contenu dans celle de
S⋆,v. Il en re´sulte que les termes ci-dessus appartiennent a` S⋆,sc,v(F¯v) et que leur rapport
appartient a` Z(GSC ; F¯v). Posons χv(σ) = σ(xsc,v)x
−1
sc,vyscσ(ysc)
−1. L’e´galite´
ivkvσ(ivkv)
−1 = u(σ) = yσ(y)−1
entraˆıne que le couple (χv, zz
−1
v ) est un cocycle de ΓFv dans le complexe Z(GSC)→ Z(G),
que l’on pousse en un cocycle a` valeurs dans le complexe Ssc → S. On obtient ainsi un
e´le´ment de H0(Fv;Ssc → S) = H
0
ab(Fv;G). Il est clair que cet e´le´ment ne de´pend pas des
de´compositions choisies de y et ivkv. Pour presque tout v, on a ysc ∈ K
nr
sc,v et z ∈ K
nr
v .
L’hypothe`se (1) permet de choisir des e´le´ments xsc,v ∈ Ksc,v et zv ∈ K
nr
v . On ve´rifie
alors que l’e´le´ment de H0ab(Fv;G) que l’on vient de construire appartient a` H
0
ab(ov;G).
La collection de ces e´le´ments appartient a` H0ab(AF ;G). On pousse cet e´le´ment en un
e´le´ment de Q2 que l’on note u2. On a choisi pour le construire un e´le´ment y. Mais on ne
peut modifier y qu’en le multipliant a` droite par un e´le´ment g ∈ G(F ). On ve´rifie qu’une
telle multiplication multiplie l’e´le´ment de H0ab(AF ;G) que l’on a construit par l’image de
g−1 dans ce groupe par la suite d’applications
G(F )→ H0ab(F ;G)→ H
0
ab(AF ;G).
Donc l’image u2 dans Q2 est inchange´e.
Pour tout v 6∈ V , kv a une image naturelle dans H
0
ab(ov;G♯), cf. 6.2(1). On note u3 le
produit de ces e´le´ments dans Q3.
Notons q∞(u) l’image dans Q∞ du triplet (u1, u2, u3) ∈ Q×.
Lemme. (i) L’e´le´ment q∞(u) ne de´pend pas des choix effectue´s.
(ii) L’application u 7→ q∞(u) se quotiente en un homomorphisme de U dans Q∞.
Notation. On notera encore q∞ cet homomorphisme de U dans Q∞.
Preuve. Le cocycle u e´tant fixe´, les choix sont ceux des e´le´ments iv et kv. Pour une
place v ∈ V al(F ), conside´rons d’autres choix i′v, k
′
v. Notons u
′
1 etc... les analogues de u1
114
etc... construits a` l’aide de ces nouveaux choix. Supposons d’abord v ∈ V . On a alors
kv = k
′
v = 1 et u
′
3 = u3. La relation ivσ(iv)
−1 = u(σ) = i′vσ(i
′
v)
−1 implique qu’il existe
g ∈ G(Fv) tel que i
′
v = ivg. Puisque iv et i
′
v appartiennent a` I⋆, on a g ∈ I⋆(Fv). Cet
e´le´ment g s’envoie en un e´le´ment de Q1,2. On voit que le couple (u
′
1, u
′
2) est le produit
de (u1, u2) et de l’image par q1,2 de cet e´le´ment de Q1,2. Donc les images dans Q∞ de
(u1, u2, u3) et de (u
′
1, u
′
2, u
′
3) sont e´gales. Supposons maintenant v 6∈ V . On a fixe´ un
e´le´ment h⋆,v ∈ G(Fv) tel que adh−1⋆,v(η⋆) ∈ K˜v. Remarquons que, puisque kvσ(kv)
−1 est
central pour tout σ ∈ ΓFv , on a l’e´galite´
h⋆,vkvσ(h⋆,vkv)
−1 = kvσ(kv)
−1.
On a donc u(σ) = ivh⋆,vkvσ(ivh⋆,vkv)
−1 pour tout σ ∈ ΓFv . On a une relation analogue
avec i′v et k
′
v. Cela entraˆıne qu’il existe g1 ∈ G(Fv) tel que i
′
vh⋆,vk
′
v = ivh⋆,vkvg1. Posons
g = adkv(g1). On a encore g ∈ G(Fv) et on a i
′
vh⋆,vk
′
v = ivh⋆,vgkv. On a alors
adg−1 ◦ adh−1⋆,v(η⋆) = adkv(k′v)−1 ◦ adh−1⋆,v ◦ ad(i′v)−1iv(η⋆) = adkv(k′v)−1 ◦ adh−1⋆,v(η⋆)
∈ adkv(k′v)−1(K˜v) = K˜v.
D’apre`s le lemme 5.6(ii) de [W1], cela implique g ∈ Gad
h−1⋆,v
(η⋆)(Fv)Kv = adh−1⋆,v(G¯⋆(Fv))Kv.
Ecrivons g = adh−1⋆,v(a)b, avec a ∈ G¯⋆(Fv) et b ∈ Kv. Posons i
′′
v = iva et k
′′
v = bkv.
On voit que le couple (i′′v , k
′′
v) est encore un choix possible, donnant naissance a` des
termes u′′1 etc... On a de plus i
′
vh⋆,vk
′
v = i
′′
vh⋆,vk
′′
v . L’e´le´ment a a une image naturelle
a ∈ Q1,2. L’e´le´ment b a une image naturelle b ∈ Q2,3. On ve´rifie que (u
′′
1, u
′′
2, u
′′
3) est le
produit de (u1, u2, u3) et de q1,2(a)q2,3(b)
−1. Donc les images dansQ∞ de (u
′′
1, u
′′
2, u
′′
3) et de
(u1, u2, u3) sont e´gales. Pour simplifier les notations, on peut supposer maintenant i
′′
v = iv
et k′′v = kv. On a alors l’e´galite´ i
′
vh⋆,vk
′
v = ivh⋆,vkv. Posons j = i
−1
v i
′
v = h⋆,vkv(k
′
v)
−1h−1⋆,v.
Alors j ∈ I⋆(F¯v)∩ adh⋆,v(K♯,v). D’apre`s 5.5(1), cette intersection est e´gale au produit de
Z(G)θ et de
I⋆(F¯v) ∩ adh⋆,v(K♯,v ∩K
nr
v ).
Le groupe G¯⋆(Fv) ∩ adh⋆,v(Kv) est un sous-groupe compact hyperspe´cial de G¯⋆(Fv), qui
donne naissance a` un tel sous-groupe K¯⋆,ad,v de G¯⋆,AD(Fv). La proprie´te´ pre´ce´dente en-
traˆıne que l’image jad de j dans G¯⋆,AD(Fv) appartient a` K¯⋆,ad,v. Elle de´finit donc un
e´le´ment j de Q1,3. On voit que u
′
2 = u2 tandis que (u
′
1, u
′
3) est le produit de (u1, u3) et
de q1,3(j). De nouveau, les images dans Q∞ de (u1, u2, u3) et de (u
′
1, u
′
2, u
′
3) sont e´gales.
Cela prouve le (i) de l’e´nonce´.
Conside´rons deux cocycles u et u′ de ΓF dans Z(I⋆; F¯ ) qui ont meˆme image dans
H1(F ; I⋆), cette image appartenant a` U. Alors on peut fixer i ∈ I⋆(F¯ ) tel que u
′(σ) =
iu(σ)σ(i)−1 pour tout σ ∈ ΓF . Cette relation implique que iσ(i)
−1 ∈ Z(I⋆; F¯ ). Des
donne´es iv et kv e´tant fixe´es pour tout v pour le cocycle u, on peut choisir pour u
′ les
donne´es i′v = iiv et k
′
v = kv. On note u1 etc... les termes associe´s a` u et aux donne´es iv et
kv et u
′
1 etc... ceux associe´s a` u
′ et aux donne´es i′v et k
′
v. On a trivialement u
′
3 = u3. La
relation iσ(i)−1 ∈ Z(I⋆; F¯ ) pour tout σ ∈ ΓF implique que l’image iad de i dans G¯⋆,AD
appartient a` G¯⋆,AD(F ). On voit que u
′
1 est le produit de u1 et de l’image de iad par la
suite d’applications naturelles
G¯⋆,AD(F )→ H
1(F ;Z(G¯⋆,SC))→ H
1(F ; S¯sc)→ H
1(AF/F ; S¯sc) = Q1.
Or la dernie`re application ci-dessus est nulle, donc u′1 = u1. Dans la construction de u2,
on a choisi un e´le´ment y ∈ G(F¯ ) tel que u(σ) = yσ(y)−1 pour tout σ ∈ ΓF . On peut
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choisir pour u′ l’e´le´ment y′ = iy. On ve´rifie alors que u′2 = u2. Donc q∞(u
′) = q∞(u).
Cela prouve que l’application q∞ se quotiente en une application de U dans Q∞.
Conside´rons deux cocycles u et u′ de ΓF dans Z(I⋆; F¯ ) dont les images dans H
1(F ; I⋆)
appartiennent a` U. Posons u′′ = uu′. Choisissons pour toute place v des donne´es iv et kv
pour u et des donne´es i′v et k
′
v pour u
′. Pour tout v et tout σ ∈ ΓFv , on a
u′′(σ) = u(σ)u′(σ) = ivkvσ(ivkv)
−1u′(σ) = kvσ(kv)
−1ivσ(iv)
−1u′(σ),
parce que kvσ(kv)
−1 ∈ Z(G). Puis
u′′(σ) = kvσ(kv)
−1ivu
′(σ)σ(iv)
−1
parce que u′(σ) ∈ Z(I⋆). Puis
u′′(σ) = kvσ(kv)
−1ivi
′
vk
′
vσ(i
′
vk
′
v)
−1σ(iv)
−1 = kvσ(kv)
−1ivi
′
vk
′
vσ(ivi
′
vk
′
v)
−1
= ivi
′
vk
′
vkvσ(kv)
−1σ(ivi
′
vk
′
v)
−1
toujours parce que kvσ(kv)
−1 ∈ Z(G). D’ou`
u′′(σ) = ivi
′
vk
′
vkvσ(ivi
′
vk
′
vkv)
−1.
Pour u′′, on peut donc choisir pour donne´es i′′v = ivi
′
v et k
′′
v = k
′
vkv. On note u1 etc...,
u′1 etc..., u
′′
1 etc... les termes construits avec ces diffe´rentes donne´es. Il est imme´diat
que u′′1 = u1u
′
1 et u
′′
3 = u3u
′
3. Pour construire le terme u2, on doit choisir un e´le´ment
y ∈ G(F¯ ) tel que u(σ) = yσ(y)−1 pour tout σ ∈ ΓF et des de´compositions y = zπ(ysc) et
ivkv = zvπ(xsc,v). Pour cette dernie`re, on peut choisir des de´compositions iv = avπ(isc,v)
et kv = bvπ(ksc,v) avec av, bv ∈ Z(G) et isc,v, ksc,v ∈ GSC . On pose alors zv = avbv, xsc,v =
isc,vksc,v. On choisit des termes analogues pour u
′, que l’on affecte d’un ′. Pour u′′, on
choisit un terme y′′ et une de´composition y′′ = z′′π(y′′sc). On peut choisir i
′′
sc,v = isc,vi
′
sc,v,
a′′v = ava
′
v, k
′′
sc,v = k
′
sc,vksc,v, b
′′
v = b
′
vbv. Pour σ ∈ ΓFv , posons
χv(σ) = σ(xsc,v)x
−1
sc,vσ(x
′
sc,v)(x
′
sc,v)
−1x′′sc,vσ(x
′′
sc,v)
−1.
Parce que kvσ(kv)
−1 ∈ Z(G), on a ksc,vσ(ksc,v)
−1 ∈ Z(GSC). Notons I⋆,sc l’image re´ciproque
dans GSC de l’image de I⋆ dans GAD. On a isc,v ∈ I⋆,sc. Parce que ivσ(iv)
−1 ∈ Z(I⋆), on
a isc,vσ(isc,v)
−1 ∈ Z(I⋆,sc). De meˆmes proprie´te´s valent pour k
′
sc,v, k
′′
sc,v, i
′
sc,v et i
′′
sc,v. On
calcule alors
(2) χv(σ) = σ(ksc,v)k
−1
sc,vσ(k
′
sc,v)(k
′
sc,v)
−1k′′sc,vσ(k
′′
sc,v)
−1
σ(isc,v)i
−1
sc,vσ(i
′
sc,v)(i
′
sc,v)
−1i′′sc,vσ(i
′′
sc,v)
−1.
On a
k′′sc,vσ(k
′′
sc,v)
−1 = k′sc,vksc,vσ(ksc,v)
−1σ(k′sc,v)
−1 = k′sc,vσ(k
′
sc,v)
−1ksc,vσ(ksc,v)
−1
et les six premiers termes de (2) disparaissent. On a aussi
σ(isc,v)i
−1
sc,vσ(i
′
sc,v)(i
′
sc,v)
−1 = σ(isc,v)σ(i
′
sc,v)(i
′
sc,v)
−1i−1sc,v = σ(i
′′
sc,v)(i
′′
sc,v)
−1
et les six derniers termes de (2) disparaissent. D’ou` χv(σ) = 1. En appliquant les
de´finitions, on voit alors que u2u
′
2(u
′′
2)
−1 est l’image dans Q2 du cocycle (ξ, zz
′(z′′)−1) ∈
H0ab(AF ;G), ou` ξ est de´fini par
ξ(σ) = yscσ(ysc)
−1y′scσ(y
′
sc)
−1σ(y′′sc)(y
′′
sc)
−1.
Ce cocycle est l’image d’un e´le´ment de H0ab(F ;G). Or H
0
ab(F ;G) s’envoie sur 0 dans Q2.
D’ou` u′′2 = u2u
′
2. Cela prouve que l’application q∞, quotiente´e en une application de´finie
sur U, est un homomorphisme. 
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7.7 L’image de l’homomorphisme q∞
Rappelons que
Q = H1,0(AF/F ;Ssc
1−θ
→ (1− θ)(S)).
Pour j = 1, 2, 3, on a de´fini en 6.6 un homomorphisme qj : Qj → Q. On en de´duit un
homomorphisme produit
(1) Q× = Q1 ×Q2 ×Q3 → Q.
Montrons que
(2) pour 1 ≤ j < j′ ≤ 3, le compose´ de l’homomorphisme (1) et de qj,j′ est nul.
Prouvons-le pour (j, j′) = (1, 2), la de´monstration e´tant similaire pour les autres
couples. Il s’agit de prouver que le diagramme suivant
Q1,2
ւ ց
Q1 Q2
q1 ց ւ q2
Q
est commutatif, ou` les fle`ches du haut sont celles de´finies en 7.6.
Le compose´ des homomorphismes de gauche est compose´ de
Q1,2 = I⋆(AF )→ H
0
ab(AF ; I⋆)→ H
0
ab(AF ; G¯⋆,AD) = H
1,0(AF ; S¯sc → S
θ/Z(I⋆))
→ H1(AF ; S¯sc)→ Q1 = H
1(AF/F ; S¯sc)→ H
1,0(AF/F ;Ssc
1−θ
→ (1− θ)(S)).
On peut remplacer les deux derniers homomorphismes par
H1(AF ; S¯sc)→ H
1,0(AF ;Ssc
1−θ
→ (1− θ)(S))→ H1,0(AF/F ;Ssc
1−θ
→ (1− θ)(S)).
Le compose´ des homomorphismes de droite du diagramme est compose´ de
Q1,2 = I⋆(AF )→ H
0
ab(AF ; I⋆)→ H
0
ab(AF ;G)→ Q2 = H
0
ab(AF ;G)/Im(H
0
ab(F ;G)
→ H0ab(AF/F ;G) = H
1,0(AF/F ;Ssc → S)→ H
1,0(AF/F ;Ssc
1−θ
→ (1− θ)(S)).
Il est e´gal au compose´ de
Q1,2 = I⋆(AF )→ H
0
ab(AF ; I⋆)→ H
0
ab(AF ;G) = H
1,0(AF ;Ssc → S)
→ H1,0(AF ;Ssc
1−θ
→ (1− θ)(S))→ H1,0(AF/F ;Ssc
1−θ
→ (1− θ)(S)).
Ainsi, nos deux homomorphismes se factorisent par des homomorphismes
H0ab(AF ; I⋆)→ H
1,0(AF ;Ssc
1−θ
→ (1− θ)(S)),
que l’on de´compose en produits d’homomorphismes locaux
H0ab(Fv; I⋆)→ H
1,0(Fv;Ssc
1−θ
→ (1− θ)(S)).
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On fixe v et il suffit de montrer que ces homomorphismes locaux sont e´gaux. Rappelons
que H0ab(Fv; I⋆) = H
1,0(Fv; S¯sc → S
θ). On ve´rifie que le premier homomorphisme est
de´duit du compose´ des homomorphismes suivants de complexes de tores
S¯sc → S
θ
↓ ↓
S¯sc → 0
↓ ↓
Ssc
1−θ
→ (1− θ)(S)
Le second est de´duit du compose´ des homomorphismes suivants de complexes de tores
S¯sc → S
θ
↓ ↓
Ssc → S
↓ ↓ 1− θ
Ssc
1−θ
→ (1− θ)(S)
Mais les deux homomorphismes compose´s
S¯sc → S
θ
↓ ↓
Ssc
1−θ
→ (1− θ)(S)
sont e´gaux. Cela prouve l’e´galite´ de nos homomorphismes. D’ou` (2).
Graˆce a` (2), l’homomorphisme (1) se quotiente en un homomorphisme q0 : Q∞ → Q.
Son image est e´gale au groupe Q0 de´fini en 6.6.
Lemme. L’image de l’homomorphisme q∞ est e´gale au noyau de q0.
Preuve. Montrons d’abord que l’image de q∞ est contenue dans le noyau de q0. On
introduit les notations suivantes pour les homomorphismes naturels
G¯⋆,SC
π¯⋆→ G
π¯⋆,sc ց ր π
GSC
Soit u : ΓF → Z(I⋆) un cocycle dont l’image dans H
1(F ; I⋆) appartient a` U. On fixe
y ∈ G(F¯ ) tel que u(σ) = yσ(y)−1 pour tout σ ∈ ΓF . On fixe ysc ∈ GSC(F¯ ) et z ∈ Z(G; F¯ )
tels que y = zπ(ysc). Pour toute place v, on fixe des e´le´ments iv et kv comme en 7.6. On
fixe
- zv ∈ Z(G; F¯v) et xsc,v ∈ GSC(F¯v) tels que ivkv = zvπ(xsc,v) ;
- ζv ∈ Z(I⋆; F¯v) et i¯sc,v ∈ G¯⋆,SC(F¯v) tels que iv = ζvπ¯⋆(¯isc,v) ;
- bv ∈ Z(G; F¯v) et ksc,v ∈ GSC(F¯v) tels que kv = bvπ(ksc,v) (on prend bv = 1 et
ksc,v = 1 pour v ∈ V ).
Reprenons les constructions des termes u1, u2 et u3 de 7.6. De l’isomorphisme adr¯−1⋆ u⋆ :
S¯⋆ → S¯ se de´duisent des isomorphismes
H1(AF ; S¯⋆,sc)→ H
1(AF ; S¯sc),
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H1,0(AF ;S⋆,sc → S⋆)→ H
1,0(AF ;Ssc → S),
H1,0(AF ;S⋆,sc → S⋆/Z(G)
0)→ H1,0(AF ;Ssc → S/Z(G)
0).
Les espaces d’arrive´e s’envoient ensuite respectivement dans Q1, Q2 et Q3. Les espaces
de de´part s’envoient donc eux-aussi dans ces groupes.
Le terme u1 est l’image par l’application ainsi de´finie de l’e´le´ment de H
1(AF ; S¯⋆,sc)
dont la composante en v est le cocycle σ 7→ i¯sc,vσ(¯isc,v)
−1. Le terme u2 est l’image de
l’e´le´ment de H1,0(AF ;S⋆,sc → S⋆) dont la composante en v est le couple forme´ du cocycle
σ 7→ yscσ(ysc)
−1σ(xsc,v)x
−1
sc,v et de l’e´lement zz
−1
v de S⋆. Le terme u3 est l’image de
l’e´le´ment de H1,0(AF ;S⋆,sc → S⋆/Z(G)
0) dont la composante en v est le couple forme´ du
cocycle σ 7→ ksc,vσ(ksc,v)
−1 et de l’image de bv dans S⋆/Z(G)
0.
On envoie u1, u2 et u3 dans Q et on fait le produit. On obtient l’image naturelle d’un
e´le´ment deH1,0(AF ;S⋆,sc
1−θ
→ (1−θ)(S⋆)) dont la composante en v est (χv, (1−θ)(zz
−1
v bv)),
ou` χv est de´fini par
χv(σ) = π¯⋆,sc(¯isc,vσ(¯isc,v)
−1)ksc,vσ(ksc,v)
−1yscσ(ysc)
−1σ(xsc,v)x
−1
sc,v.
L’e´le´ment σ(xsc,v)x
−1
sc,v appartient a` S⋆,sc,v(F¯v) et on ne change pas χv(σ) en le conjuguant
par cet e´le´ment. On obtient
χv(σ) = Xv(σ)yscσ(ysc)
−1,
ou`
Xv(σ) = σ(xsc,v)x
−1
sc,vπ¯⋆,sc(¯isc,vσ(¯isc,v)
−1)ksc,vσ(ksc,v)
−1.
Parce que kvσ(kv)
−1 ∈ Z(G), on a ksc,vσ(ksc,v)
−1 ∈ Z(GSC) et on peut re´crire
Xv(σ) = σ(xsc,v)x
−1
sc,vπ¯⋆,sc(¯isc,v)ksc,vσ(ksc,v)
−1σ(π¯⋆,sc(¯isc,v))
−1
= σ(xsc,v)x
−1
sc,vτ
−1
v xsc,vσ(xsc,v)
−1σ(τv),
ou` τv = xsc,vk
−1
sc,vπ¯⋆,sc(¯isc,v)
−1. Il re´sulte des de´finitions que π(τv) = z
−1
v bvζv. Ce dernier
terme appartient a` Z(G; F¯v)Z(I⋆; F¯v) ⊂ S⋆,v(F¯v). Donc τv ∈ S⋆,sc,v(F¯v). En particulier, il
commute a` xsc,vσ(xsc,v)
−1 et on obtient simplement Xv(σ) = τ
−1
v σ(τv). L’e´le´ment σ(τv)
commute aussi a` χv(σ) et on obtient
χv(σ) = σ(τv)
−1χv(σ)σ(τv) = σ(τv)
−1Xv(σ)yscσ(ysc)
−1σ(τv) = τ
−1
v yscσ(ysc)
−1σ(τv).
Le couple (χv, (1− θ)(zz
−1
v bv)) est cohomologue au cocycle (χ
′
v, (1 − θ)(zz
−1
v bvπ(τ
−1
v ))),
ou` χ′v(σ) = yscσ(ysc)
−1. On calcule z−1v bvπ(τ
−1
v ) = ζ
−1
v . Or cet e´le´ment appartient a` Z(I⋆)
donc est annule´ par 1−θ. Notre cocycle est donc cohomologue au cocycle (χ′v, (1−θ)(z)).
Notons que χ′v prend ses valeurs dans Z(I⋆,sc) et que z ∈ Z(G). L’automorphisme adr¯−1⋆ u⋆
est l’identite´ sur ces groupes. Notre cocycle se transporte donc en un cocycle de´fini par
les meˆmes formules, a` valeurs cette fois dans le complexe Ssc(F¯v)
1−θ
→ ((1 − θ)(S))(F¯v).
Il devient alors la composante en v d’un cocycle de ΓF dans le complexe Ssc(F¯ )
1−θ
→
((1−θ)(S))(F¯ ). Donc son image dans Q = H1,0(AF/F ;Ssc
1−θ
→ (1−θ)(S)) est nulle. Cela
prouve que l’image de q∞ est contenue dans le noyau de q0.
De´montrons la re´ciproque. Conside´rons des e´le´ments qj ∈ Qj, pour j = 1, 2, 3, tels
que q0(q1, q2, q3) = 0. On rele`ve q1 en une cochaˆıne β˙ : ΓF → S¯sc(AF¯ ) telle que ∂β˙ prend
ses valeurs dans S¯sc(F¯ ). On a note´ ∂ la diffe´rentielle. D’apre`s le lemme 6.3, l’application
G(AF ) → H
0
ab(AF ;G)/Im(H
0
ab(F ;G)) = Q2 est surjective. On rele`ve q2 en un e´le´ment
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g = (gv)v∈V al(F ) de G(AF ). On sait que l’application naturelle K
V → H0ab(o
V ;G♯) = Q3
est surjective. On rele`ve q3 en un e´le´ment k
V =
∏
v 6∈V kv ∈ K
V . Pour unifier les notations,
on pose kv = 1 pour v ∈ V . Fixons un ensemble fini V
′′ de places de F contenant V et tel
que, pour v 6∈ V ′′, le tore S⋆,v soit non ramifie´ et gv appartienne a` Kv. Pour v 6∈ V
′′, on
sait que Kv et S⋆,v(ov) ont meˆme image dans H
0
ab(Fv;G), cf. 1.5(2). Puisque seule compte
l’image de gv dans ce groupe, on peut supposer gv ∈ S⋆,v(ov) pour v 6∈ V . Pour la meˆme
raison, on peut supposer kv ∈ S⋆,v(o
nr
v ) pour v 6∈ V
′′. Pour v ∈ V ′, on choisit des e´le´ments
gsc,v, ksc,v ∈ GSC(F¯v) et av, bv ∈ Z(G; F¯v) de sorte que gv = avπ(gsc,v), kv = bvπ(ksc,v).
On suppose bv = 1 et ksc,v = 1 pour v ∈ V . Pour v 6∈ V
′′, on pose gsc,v = 1, ksc,v = 1
et av = gv, bv = kv. Pour tout v, av et bv sont des e´le´ments de S⋆,v(F¯v). Pour tout v
et tout σ ∈ ΓFv , on pose γv(σ) = gsc,vσ(gsc,v)
−1 et κv(σ) = ksc,vσ(ksc,v)
−1. Ce sont des
cocycles a` valeurs dans Z(GSC ; F¯v) et ils sont triviaux si v 6∈ V
′′. Le couple (γv, av) est
l’image naturelle de gv dans H
1,0(Fv;S⋆,sc,v → S⋆,v) ≃ H
0
ab(Fv;G). On note a˙v l’image
de av dans S(F¯v) par l’isomorphisme adr¯−1⋆ u⋆ . Alors (γv, a˙v) est l’image naturelle de gv
dans H1,0(Fv;Ssc → S) ≃ H
0
ab(Fv;G). Avec des notations similaires, (κv, b˙v) est l’image
naturelle de kv dans H
1,0(Fv;Ssc → S/Z(G)
θ) ≃ H0ab(Fv;G♯). Nos cocycles s’e´tendent
en des cocycles ade´liques γ et κ et nos termes av, a˙v etc... se regroupent en des termes
ade´liques a, a˙ etc...
La condition q0(q1, q2, q3) = 0 signifie que la cochaˆıne (π¯⋆,sc(β˙)κγ, (1 − θ)(b˙a˙)), a`
valeurs dans le complexe Ssc(AF¯ )
1−θ
→ (1− θ)(S(AF¯ )), est cohomologue a` une cochaˆıne a`
valeurs dans le complexe Ssc(F¯ )
1−θ
→ (1 − θ)(S(F¯ )). On peut donc fixer x˙ ∈ Ssc(AF¯ ) de
sorte que
(1− θ)(b˙a˙π(x˙)−1) ∈ (1− θ)(S(F¯ ))
et que, en posant δ(σ) = x˙σ(x˙)−1π¯⋆,sc(β˙(σ))κ(σ)γ(σ), on ait
(4) pour tout σ ∈ ΓF , δ(σ) ∈ Ssc(F¯ ).
On peut e´crire (1−θ)(b˙a˙π(x˙)−1) = (1−θ)(z′π(x˙′)), avec z′ ∈ Z(G; F¯ ) et x˙′ ∈ Ssc(F¯ ).
On peut remplacer x˙ par x˙x˙′. Cela ne perturbe pas la relation (4). Mais la relation
pre´ce´dente devient
(1− θ)(b˙a˙π(x˙)−1) = (1− θ)(z′), avec z′ ∈ Z(G; F¯ ).
Parce que β˙ prend ses valeurs dans S¯sc, π¯⋆,sc(β˙) prend ses valeurs dans S
θ
sc. De plus,
les couples (γ, (1− θ)(a˙)) et (κ, (1− θ)(b˙)) sont des cocycles. Cela permet de calculer
(5) (1− θ) ◦ π(δ(σ)) = (1− θ)(σ(z′)(z′)−1) pour tout σ ∈ ΓF .
A fortiori (1 − θ) ◦ π(δ(σ)) ∈ Z(G; F¯ ). Cela entraˆıne δ(σ) ∈ Sθsc(F¯ )Z(GSC; F¯ ). Rap-
pellons que l’on note I⋆,sc l’image re´ciproque dans GSC de l’image de I⋆ dans GAD. Le
groupe Sθsc(F¯ )Z(GSC; F¯ ) est le produit de Z(I⋆,sc; F¯ ) et de π¯⋆,sc(S¯sc(F¯ )). Seule compte
pour nous l’image de β˙ dans H1(AF/F ; S¯sc). On peut modifier β˙ par une cochaˆıne a`
valeurs dans S¯sc(F¯ ). Par une telle modification, on peut donc supposer
(6) δ(σ) ∈ Z(I⋆,sc; F¯ ) pour tout σ ∈ ΓF .
Transportons par adu−1⋆ r¯⋆ la cochaˆıne β˙ en une cochaˆıne β a` valeurs dans S¯⋆,sc(AF¯ ).
Transportons de meˆme x˙ en un e´le´ment x ∈ S⋆,sc(AF¯ ). Puisque l’isomorphisme adu−1⋆ r¯⋆
est e´quivariant pour les actions galoisiennes et est l’identite´ sur Z(I⋆,sc), nos relations se
conservent. C’est-a`-dire que l’on a
(7) δ(σ) = xσ(x)−1π¯⋆,sc(β(σ))κ(σ)γ(σ) pour tout σ ∈ ΓF ;
(8) (1− θ)(baπ(x)−1) = (1− θ)(z′).
D’apre`s (6), ∂δ prend ses valeurs dans Z(I⋆,sc; F¯ ). Mais ∂δ = π¯⋆,sc(∂β). Donc ∂β
prend ses valeurs dans Z(G¯⋆,SC; F¯ ). Alors β se pousse en un cocycle a` valeurs dans
G¯⋆,SC(AF¯ )/Z(G¯⋆,SC; F¯ ). Parce que G¯⋆,SC est simplement connexe, le the´ore`me 2.2 de
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[K2] dit que l’application
H1(ΓF ; G¯⋆,SC(F¯ )/Z(G¯⋆,SC; F¯ ))→ H
1(ΓF ; G¯⋆,SC(AF¯ )/Z(G¯⋆,SC; F¯ ))
est surjective. On peut donc fixer m¯ ∈ G¯⋆,SC(AF¯ ) tel que, en posant α¯(σ) = m¯β(σ)
−1σ(m¯)−1,
on ait α¯(σ) ∈ G¯⋆,SC(F¯ ) pour tout σ ∈ ΓF . Posons m = π¯⋆,sc(m¯) et α(σ) = π¯⋆,sc(α¯(σ)).
En utilisant (7), on obtient
α(σ) = mδ(σ)−1xσ(x)−1κ(σ)γ(σ)σ(m)−1.
Mais δ(σ) ∈ Z(I⋆,sc) commute a` m et a` α(σ). D’ou`
(9) α(σ)δ(σ) = mxσ(x)−1κ(σ)γ(σ)σ(m)−1.
La cochaˆıne αδ prend ses valeurs dans GSC(F¯ ). C’est un cocycle car le terme de droite
ci-dessus en est un. Montrons que
(10) ce cocycle est localement trivial.
On peut fixer une extension finie E de F telle que tous nos e´le´ments et toutes nos co-
chaˆınes prennent leurs valeurs dans AE . Soit v ∈ V al(F ). Comme d’habitude, on note v¯ le
prolongement fixe´ de v a` F¯ et w sa restriction a` E. Les termes x etm ont des composantes
locales xw et mw. Pour simplifier, on les note xv et mv. Ces notations seront utilise´es dans
la suite de la preuve. Pour σ ∈ ΓFv , on a γv(σ) = gsc,vσ(gsc,v)
−1 et κv(σ) = ksc,vσ(ksc,v)
−1,
ces deux e´le´ments appartenant a` Z(GSC) et valant 1 si v 6∈ V
′′. On en de´duit que la com-
posante dans Ew de α(σ)δ(σ) est e´gale a` mvxvksc,vgsc,vσ(mvxvksc,vgsc,v)
−1. Ce cocycle est
un cobord, d’ou` l’assertion (10).
Parce que GSC est simplement connexe, l’application
H1(F ;GSC)→ H
1(AF ;GSC)
est injective ([Lab2] the´ore`me 1.6.9). Il en re´sulte que l’image de αδ dans H1(F ;GSC) est
triviale. On peut donc fixer Ysc ∈ GSC tel que α(σ)δ(σ) = Yscσ(Ysc)
−1 pour tout σ ∈ ΓF .
Le calcul de locale trivialite´ que l’on vient de faire implique que, pour toute place v, il
existe hsc,v ∈ GSC(Fv) tel que
(11) Ysc = mvxvksc,vgsc,vhsc,v.
Posons Y = z′π(Ysc). Montrons que
(12) Y appartient a` Y⋆[dV ].
Pour σ ∈ ΓF , on a Y σ(Y )
−1 = π(α(σ)δ(σ))z′σ(z′)−1. On a π(α(σ)) ∈ G¯⋆(F¯ ) ⊂ I⋆(F¯ ).
On a δ(σ) ∈ Z(I⋆,sc; F¯ ) donc π(δ(σ)) ∈ Z(I⋆; F¯ )Z(G; F¯ ) et aussi π(δ(σ))z
′σ(z′)−1 ∈
Z(I⋆; F¯ )Z(G; F¯ ). La relation (5) entraˆıne que cet e´le´ment est invariant par θ. Donc il
appartient a` Z(I⋆; F¯ )Z(G; F¯ )
θ qui est inclus dans Z(I⋆; F¯ ). Donc Y σ(Y )
−1 ∈ I⋆(F¯ ). Cela
prouve que Y ∈ Y⋆. Soit v ∈ V al(F ). La relation (8) entraˆıne qu’il existe ξv ∈ S⋆,v(F¯v)
θ
tel que
(13) z′ = ξvπ(xv)
−1bvav.
Utilisons (11). Puisque z′ est central, on a
Y = π(Ysc)z
′ = π(mvxv)z
′π(ksc,vgsc,vhsc,v) = π(mv)ξvbvavπ(ksc,vgsc,vhsc,v).
Par construction, on a av ∈ Z(G; F¯v) si v ∈ V
′′ et ksc,v = 1 si v 6∈ V
′′. En tout cas, av et
ksc,v commutent. L’e´galite´ pre´ce´dente se re´crit
(14) Y = π(mv)ξvbvπ(ksc,v)avπ(gsc,v)π(hsc,v) = π(mv)ξvkvgvπ(hsc,v).
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Cette e´galite´ de´compose Y en le produit d’un e´le´ment de I⋆(F¯v), a` savoir π(mv)ξv, d’un
e´le´ment kv e´gal a` 1 si v ∈ V et qui appartient a` Kv si v 6∈ V , et d’un e´le´ment de G(Fv),
a` savoir gvπ(hsc,v). C’est exactement la condition pour que Y appartienne a` Y⋆[dV ]. Cela
prouve (12).
Fixons j ∈ I(F¯ ) et g′ ∈ G(F ) tels que l’e´le´ment y = jY g′ appartienne a` notre
ensemble de repre´sentants Y˙⋆[dV ]. Pour σ ∈ ΓF , posons u(σ) = yσ(y)
−1. Alors u est
un cocycle de ΓF dans Z(I⋆) qui appartient a` U (lemme 7.5). Pour achever la preuve
du lemme, il suffit de prouver que l’image de (q1, q2, q3) dans Q∞ est e´gale a` q∞(u).
Reprenons la construction de q∞(u) de 7.6. On dispose de´ja` de l’e´le´ment y ∈ G(F¯ ) tel
que u(σ) = yσ(y)−1 pour tout σ ∈ ΓF . On doit fixer pour toute place v des e´le´ments iv ∈
I(F¯v) et k
′
v avec k
′
v = 1 si v ∈ V et k
′
v ∈ K♯,v si v 6∈ V , de sorte que u(σ) = ivk
′
vσ(ivk
′
v)
−1
pour tout σ ∈ ΓFv . L’e´galite´ (14) montre que l’on peut choisir iv = jπ(mv)ξv et k
′
v = kv.
Ces e´le´ments ve´rifient la relation 7.6(1) pour presque tout v. C’est clair pour kv puisque
kv ∈ S⋆,v(o
nr
v ) pour v 6∈ V
′′. Graˆce a` (13), on a iv = jz
′π(mvxv)b
−1
v a
−1
v . Les termes bv
et av appartiennent a` K
nr
v pour v 6∈ V
′. Les termes j et z′ sont de´finis sur F¯ , donc
appartiennent a` Knrv pour presque tout v. Les termes mv et xv sont les composantes en
w de termes ade´liques donc ve´rifient la meˆme condition. On peut donc utiliser ces termes
iv et kv dans la construction de 7.6.
L’e´le´ment u3 construit dans ce paragraphe est trivialement e´gal a` q3.
Avant de calculer u1, on a besoin d’un re´sultat pre´liminaire. On fixe une de´composition
j = π¯⋆(jsc)ζj avec jsc ∈ G¯⋆,SC(F¯ ) et ζj ∈ Z(I⋆; F¯ ). Introduisons le cocycle ψ : ΓF →
G¯⋆,SC(AF¯ ) de´fini par ψ(σ) = (jscm¯)
−1σ(jscm¯). Montrons que
(15) ψ prend ses valeurs dans S¯⋆,sc(AF¯ ) ; on a ψ(σ)β(σ) ∈ Z(G¯⋆,SC; F¯ ) pour tout
σ ∈ ΓF .
On a vu dans la preuve de (12) que Y σ(Y )−1 ∈ π(α(σ))Z(I⋆; F¯ ). On a aussi jY σ(jY )
−1 =
yσ(y)−1 ∈ Z(I⋆; F¯ ) par de´finition de y. Il en re´sulte que jπ(α(σ))σ(j)
−1 ∈ Z(I⋆; F¯ ).
Il en re´sulte que jscα¯(σ)σ(jsc)
−1 ∈ Z(G¯⋆,SC ; F¯ ). En remplac¸ant α¯(σ) par sa valeur
m¯β(σ)−1σ(m¯)−1 et par inversion, on obtient σ(jscm¯)β(σ)(jscm¯)
−1 ∈ Z(G¯⋆,SC ; F¯ ). On
peut aussi bien conjuguer cette relation par (jscm¯)
−1 et on obtient la seconde assertion
de (15). La premie`re en re´sulte imme´diatement.
L’e´le´ment u1 est l’image dans Q1 d’un cocycle ade´lique. Calculons sa composante en
une place v. On note iv,ad l’image de iv dans G¯⋆,AD. Elle appartient a` G¯⋆,AD(Fv). Alors
u1,v est l’image de iv,ad par l’application
G¯⋆,AD(Fv)→ H
1(ΓFv ;Z(G¯⋆,SC))→ H
1(Fv; S¯sc).
On fixe une de´composition ξv = π¯⋆(ξsc,v)ζv avec ξsc,v ∈ S¯⋆,sc,v(F¯v) et ζv ∈ Z(I⋆; F¯v). On a
alors l’e´galite´ iv = π¯⋆(jscm¯wξsc,v)ζjζv. Pour σ ∈ Γv¯, on a
u1,v(σ) = jscm¯wξsc,vσ(jscm¯wξsc,v)
−1.
Ce terme appartient a` Z(G¯⋆,SC; F¯v) On peut aussi bien conjuguer le terme ci-dessus par
σ(ξsc,v)m¯
−1
w j
−1
sc et on obtient
u1,v(σ) = ξsc,vσ(jscm¯w)
−1jscm¯wσ(ξsc,v)
−1,
autrement dit
u1,v(σ) = ξsc,vψv(σ)
−1σ(ξsc,v)
−1.
Tous les termes appartiennent a` S⋆,sc,v(F¯v) et leur produit appartient a` Z(G¯⋆,SC; F¯v). On
peut aussi bien conjuguer chaque terme par r¯−1⋆ u⋆. D’ou`
u1,v(σ) = ξ˙sc,vψ˙v(σ)
−1σ(ξ˙sc,v)
−1,
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ou` ξ˙sc,v et ψ˙v(σ) sont les images de ξsc,v et ψv(σ) dans S¯sc(F¯v). Cela montre que les
cocycles u1,v et ψ˙
−1
v sont cohomologues. Il en re´sulte que l’image de u1 dans Q1 est
la meˆme que celle du cocycle ψ˙−1. En conjuguant la proprie´te´ (14) par r¯−1⋆ u⋆, on voit
que ψ˙−1 et β˙ diffe`rent par une cochaˆıne a` valeurs dans Z(G¯⋆,SC ; F¯ ). Leurs images dans
Q1 = H
1(AF/F ; S¯sc) sont donc e´gales. Puisque l’image de β˙ est q1, cela de´montre que
u1 = q1.
Pour calculer u2, on doit fixer une de´composition y = π(ysc)z avec ysc ∈ GSC(F¯ )
et z ∈ Z(G; F¯ ). Pour tout v, on fixe une de´composition ivkv = π(xsc,v)zv avec xsc,v ∈
GSC(F¯v) et zv ∈ Z(G; F¯v). Alors u2 est l’image du cocycle ade´lique a` valeurs dans
le complexe Ssc → S dont la composante en v est la suivante. Le premier terme est
σ 7→ σ(xsc,v)x
−1
sc,vyscσ(ysc)
−1 et le second est zz−1v . Notons que le premier terme est a`
valeurs centrales, il est e´gal a` son conjugue´ σ 7→ x−1sc,vyscσ(x
−1
sc,vysc). Or y = jY g
′ =
jπ(mv)ξvkvgvπ(hsc,v)g
′ = ivkvgvπ(hsc,v)g
′. Il en re´sulte que gvπ(hsc,v)g
′ = π(x−1sc,vysc)zz
−1
v .
Donc le terme u2 apparaˆıt comme l’image naturelle dans Q2 de l’e´le´ment gπ(hsc)g
′ ∈
G(AF ). L’e´le´ment π(hsc) s’envoie sur 0 dans H
0
ab(AF ;G). L’e´le´ment g
′ s’envoie sur un
e´le´ment de H0ab(F ;G), qui devient nul dans Q2. Donc u2 est l’image naturelle de g,
c’est-a`-dire q2. Cela ache`ve la de´monstration. 
7.8 Un caracte`re de Q∞
Dans ce paragraphe, on suppose
(1) ω et ωH co¨ıncident sur I⋆(AF ).
Puisque S¯sc ≃ SH¯ est un sous-tore de H¯, l’e´le´ment s¯ ∈ Z(
ˆ¯H)ΓF est aussi un e´le´ment
de ˆ¯SΓFad . On a un produit sur
H1(AF/F ; S¯sc)×
ˆ¯SΓFad .
Donc s¯ de´finit un caracte`re du premier groupe, lequel n’est autre que Q1. On le note
ω1. Relevons l’e´le´ment a ∈ H
1(WF ;Z(Gˆ))/ker
1(WF ;Z(Gˆ)) en un cocycle encore note´
a a` valeurs dans Z(Gˆ). Il se pousse en un e´le´ment de H1,0(WF ; Sˆ → Sˆad), qui, par les
dualite´s usuelles, de´finit un caracte`re de H1,0(AF/F ;Ssc → S). Via le plongement de
Q2 dans ce groupe, on re´cupe`re un caracte`re ω2 de Q2. On ve´rifie que le compose´ de ω2
avec l’application naturelle G(AF )→ Q2 n’est autre que ω. Puisque qu’on a de´ja` dit que
cette application etait surjective, cela fournit une autre de´finition de ω2. On note ω3 le
caracte`re trivial de Q3. Notons ω× le caracte`re de Q× dont la composante sur Qj est ωj
pour tout j = 1, 2, 3. Montrons que
(2) pour 1 ≤ j < j′ ≤ 3, ω× est trivial sur l’image de qj,j′.
Preuve. Pour j = 2 et j′ = 3, cela re´sulte de la non-ramification de ω hors de V , qui
implique que ω est trivial sur Kv pour v 6∈ V . Pour j = 1, cela va re´sulter de la proprie´te´
(3) le compose´ de ω1 et de l’homomorphisme H
0
ab(AF ; G¯⋆,AD) → Q1 est le caracte`re
ωH,
que l’on prouvera ci-dessous. L’homomorphisme Q1,2 → Q1 se factorisant par un homo-
morphisme naturel Q1,2 → H
0
ab(AF ; G¯⋆,AD), l’assertion (2) pour j = 1 et j
′ = 2 re´sulte,
graˆce a` (3), de l’hypothe`se que ω co¨ıncide sur I⋆(AF ) avec le caracte`re de ce groupe
de´duit de ωH. L’homomorphisme Q1,3 → Q1 se factorisant par un homomorphisme na-
turel Q1,3 → H
0
ab(AF ; G¯⋆,AD), l’assertion (2) pour j = 1 et j
′ = 3 re´sulte, graˆce a` (3),
de la non-ramification de ωH hors de V qui implique que ωH est trivial sur K⋆,ad,v pour
v 6∈ V . Cela prouve (2). 
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Preuve de (3). On reprend la construction de ωH donne´e en [I] 2.7. Elle se sim-
plifie puisqu’il n’y a pas ici de torsion. On fixe un rele`vement s¯sc ∈
ˆ¯Tsc de s¯ ∈
ˆ¯Tad.
Pour tout w ∈ WF , on fixe (g¯(w), w) ∈ Hˆ tel que l’action galoisienne sur
ˆ¯H soit
w 7→ wH¯ = adg¯w ◦wG¯. On fixe un rele`vement g¯sc(w) ∈
ˆ¯GSC de g¯(w). On de´finit le cocycle
asc(w) = s¯scg¯sc(w)wG¯(s¯sc)
−1g¯sc(w)
−1. Il est a` valeurs dans Z( ˆ¯GSC) et ωH¯ est le caracte`re
de G¯AD(AF ) associe´ a` ce cocycle. Remarquons que l’on a aussi asc(w) = s¯scwH¯(s¯sc)
−1.
On peut identifier ˆ¯Ssc au tore
ˆ¯Tsc muni d’une action galoisienne σ 7→ σS. Celle-ci est
de la forme σS = ωS,H¯(σ) ◦ σH¯ , ou` ωS,H¯ est un cocycle a` valeurs dans W
H¯ . Un e´le´ment
ωS,H¯(σ) se repre´sente comme l’action adjointe d’un e´le´ment du centralisateur de s¯sc dans
ˆ¯GSC . Il en re´sulte que
wS(s¯sc) = ωS,H¯(w)(wH¯(s¯sc)) = ωS,H¯(w)(asc(w)
−1s¯sc) = asc(w)
−1s¯sc.
Donc asc(w) = s¯scwS(s¯sc)
−1. Ce cocycle est l’image naturelle de l’e´le´ment deH1,0(WF ;
ˆ¯Ssc →
ˆ¯Sad) dont la premie`re composante est asc et la seconde est triviale. Mais ce cocycle est
cohomologue a` celui dont la premie`re composante est triviale et la seconde est s¯. Celui-ci
de´finit le caracte`re ω1 de Q1. L’assertion (3) re´sulte de cela par dualite´. 
Graˆce a` (2), le caracte`re ω× de Q× se quotiente en un caracte`re note´ ω∞ de Q∞.
Lemme. Si ω∞ n’est pas trivial sur l’image de l’homomorphisme q∞, alors ϕ¯[V
′, dV ] = 0.
Preuve. La fonction ϕ¯[V ′, dV ] est de´finie par la formule 7.1(3). Conforme´ment aux
bijections de 7.3, on la re´crit en remplac¸ant l’ensemble de sommation D˙F [dV ] et ses
e´le´ments d par Y˙⋆[dV ] et ses e´le´ments y. L’hypothe`se (1) pose´e ci-dessus permet de
simplifier la formule 7.1(3). La preuve du lemme 7.4 montre en effet que, sous cette
hypothe`se (1), on a l’e´galite´ ω(uh[y])f¯ [y, u] = ω(h[y])f¯ [y, 1] pour tout y ∈ Y˙⋆[dV ] et tout
u ∈ U [V ′, y]. Posons simplement f¯ [y] = f¯ [y, 1]. On a donc
(4) ϕ¯[V ′, dV ] =
∑
y∈Y˙⋆[dV ]
ω(h[y])f¯ [y].
Soit y ∈ Y˙⋆[dV ], notons uy : ΓF → Z(I⋆; F¯ ) le cocycle de´fini par uy(σ) = yσ(y)
−1. On
note encore uy son image dans H
1(F ; I⋆). C’est un e´le´ment de U (lemme 7.5). On va
prouver
(5) ω(h[y])f¯ [y] = ω∞ ◦ q∞(uy)
−1ω(h⋆)f¯⋆,
ou` on rappelle que h⋆ = h[1] et f¯⋆ = f¯ [1]. En admettant ce re´sultat, et en utilisant le
lemme 7.5, la formule (4) se re´crit
ϕ¯[V ′, dV ] = ω(h⋆)f¯⋆
∑
u∈U
ω∞ ◦ q∞(u)
−1.
Le lemme en re´sulte.
Il s’agit donc de prouver (5). On conside`re y comme ci-dessus. Soit x ∈ H¯(FV ) un
e´le´ment en position ge´ne´rale et proche de 1. Par de´finition,
SH¯(x, f¯ [y]) =
∑
x
∆V [y](x, x)I
Gη[y],SC(x, f [y]sc).
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Ici, x parcourt, modulo conjugaison par Gη[y],SC(FV ), l’ensemble des e´le´ments de ce
groupe qui correspondent a` x. Le facteur ∆V [y] est le facteur de transfert canonique
associe´ aux choix de sous-groupes compacts hyperspe´ciaux Ksc,v[y] de Gη[y],SC(Fv) pour
v 6∈ V . On rappelle que Ksc,v[y] est l’image re´ciproque de Kv[y] = adhv[y](Kv)∩Gη[y](Fv).
Enfin, on a rappele´ dans la preuve du lemme 7.4 la construction de la fonction f [y]sc.
D’apre`s 7.3(1), ady est un isomorphisme de´fini sur F de Gη[y] sur G¯⋆ = Gη⋆ . Il se
rele`ve en un tel isomorphisme de Gη[y],SC sur G¯⋆,SC que l’on note encore ady. Cet iso-
morphisme envoie l’ensemble des e´le´ments de Gη[y],SC(FV ) qui correspondent a` x sur
l’ensemble des e´le´ments de G¯⋆,SC(FV ) qui correspondent a` x. Notons X (x) ce dernier
ensemble. De´finissons presque partout sur H¯(FV ) × G¯⋆,SC(FV ) une fonction ∆
′
V [y] par
∆′V [y](x
′, x′) = ∆V [y](x
′, ady−1(x
′)). C’est le facteur de transfert associe´ aux sous-groupes
compacts hyperspe´ciaux ady(Ksc,v[y]) de G¯⋆,SC(Fv) pour v 6∈ V . Par simple transport de
structure, on obtient
(6) SH¯(x, f¯ [y]) =
∑
x∈X (x)
∆′V [y](x, x)I
G¯⋆,SC(x, f [y]sc ◦ ady−1).
Pour toute place v, on fixe des e´le´ments iv et kv associe´s a` uy comme en 7.6. En
particulier, on a uy(σ) = ivkvσ(ivkv)
−1 pour tout σ ∈ ΓFv . Cela implique qu’il existe un
unique gv ∈ G(Fv) tel que y = ivkvgv. Pour v 6∈ V , les e´le´ments hv[y] et h⋆,v = hv[1] de
G(Fv) ont e´te´ fixe´s tels que adh−1⋆,v(η⋆) ∈ K˜v et adhv[y]−1(η[y]) ∈ K˜v. On a
adhv[y]−1(η[y]) ∈ K˜v ⇐⇒ adhv[y]−1y−1(η⋆) ∈ K˜v ⇐⇒ adhv[y]−1g−1v k−1v i−1v (η⋆) ∈ K˜v.
Puisque adi−1v (η⋆) = η⋆, ces relations sont encore e´quivalentes a` adhv[y]−1g−1v k−1v (η⋆) ∈ K˜v.
Posons g′v = adkv(gvhv[y]). On sait que g
′
v ∈ G(Fv). La relation pre´ce´dente e´quivaut a`
adk−1v (g′v)−1(η⋆) ∈ K˜v, ou encore ad(g′v)−1(η⋆) ∈ K˜v puisque adkv conserve cet ensemble.
On a encore l’e´quivalence
ad(g′v)−1(η⋆) ∈ K˜v ⇐⇒ ad(g′v)−1h⋆,v(adh−1⋆,v(η⋆)) ∈ K˜v.
Ainsi qu’on l’a de´ja` fait plusieurs fois, on peut appliquer a` adh−1⋆,v(η⋆) le lemme 5.6(ii) de
[W1]. Il implique h−1⋆,vg
′
v ∈ Gad
h
−1
⋆,v
(η⋆)(Fv)Kv. On peut donc fixer mv ∈ G¯⋆(Fv) et k
′
v ∈ Kv
de sorte que h−1⋆,vg
′
v = adh−1⋆,v(mv)k
′
v. Cela e´quivaut a` kvgvhv[y] = mvh⋆,vk
′
vkv. Le groupe
ady(Ksc,v[y]) est l’image re´ciproque dans G¯⋆,SC(Fv) de adyhv[y](Kv) ∩ G¯⋆(Fv). On a
adyhv[y](Kv) = adivkvgvhv[y](Kv) = adivmvh⋆,vk′vkv(Kv) = adivmvh⋆,v(Kv),
puisque adk′vkv conserve Kv. Notons K⋆,v = adh⋆,v(Kv) ∩ G¯⋆(Fv) et K⋆,sc,v son image
re´ciproque dans G¯⋆,SC(Fv). On obtient l’e´galite´ adyhv[y](Kv) ∩ G¯⋆(Fv) = adivmv(K⋆,v).
L’automorphisme adivmv de G¯⋆ se rele`ve en un automorphisme de G¯⋆,SC note´ de la meˆme
fac¸on. D’ou` l’e´galite´
(7) ady(Ksc,v[y]) = adivmv(K⋆,sc,v).
On note ∆⋆,V = ∆V [1]. Rappelons que c’est le facteur de transfert sur H¯(FV )×G¯⋆,SC(FV )
associe´ aux choix de compacts K⋆,sc,v pour v 6∈ V . A l’aide de la formule (7), le meˆme
calcul que dans la preuve du lemme 7.4 conduit a` l’e´galite´
∆′V [y] = ∆⋆,V
∏
v 6∈V
ωH¯(iv,admv,ad)
−1,
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ou` iv,ad et mv,ad sont les images de iv et mv dans G¯F,AD(Fv). Soit v 6∈ V . D’apre`s
l’hypothe`se (1), on a ωH¯(mv,ad) = ω(mv). Par de´finition, on a
mv = adkv(gvhv[y])(k
′
v)
−1h−1⋆,v.
Le caracte`re ω est non ramifie´ en v, donc trivial sur Kv. On a de´ja` remarque´ qu’il
e´tait invariant par conjugaison par un e´le´ment de G♯(Fv). Il en re´sulte que ω(mv) =
ω(gvhv[y]h
−1
⋆,v). On rappelle que h[y] = (hv[y])v 6∈V et que de meˆme h⋆ = (h⋆,v)v 6∈V . La
formule plus haut se re´crit
∆′V [y] = ω(h⋆)ω(h[y])
−1∆⋆,V
∏
v 6∈V
ωH¯(iv,ad)
−1ω(gv)
−1.
La formule (6) se re´crit
(8) SH¯(x, f¯ [y]) = ω(h⋆)ω(h[y])
−1
(∏
v 6∈V
ωH¯(iv,ad)
−1ω(gv)
−1
)
∑
x∈X (x)
∆⋆,V (x, x)I
G¯⋆,SC(x, f [y]sc ◦ ady−1).
La fonction f [y]sc ◦ ady−1 est l’image par ιG¯⋆,SC ,G¯⋆ de f [y] ◦ ady−1 . Pour un e´le´ment
x ∈ G¯⋆(FV ) en position ge´ne´rale et proche de 1, on a
IG¯⋆(x, ω, f [y] ◦ ady−1) = I
Gη[y](ady−1(x), ω, f [y])
= IG˜(ady−1(x)η[y], ω, f) = I
G˜(ady−1(xη⋆), ω, f).
Le terme ady−1(xη⋆) est un e´le´ment de G˜(FV ). On rappelle que kv = 1 pour v ∈ V . On
a donc pre´cise´ment ady−1(xη⋆) = adg−1V i
−1
V
(xη⋆) ou`, par exemple, gV = (gv)v∈V . On a
IG˜(adg−1V i
−1
V
(xη⋆), ω, f) = ω(gV )
−1IG˜(adi−1V
(xη⋆), ω, f)
= ω(gV )
−1IG˜(adi−1V
(x)η⋆, ω, f) = ω(g
−1
V )I
G¯⋆(adi−1V
(x), ω, f⋆),
ou` on rappelle que f⋆ = desc
G˜
η⋆(f). L’automorphisme adiV de G¯⋆ est de´fini sur FV et
conserve le caracte`re ωH¯ de G¯⋆(FV ), lequel est e´gal a` ω. Il en re´sulte que
IG¯⋆(adi−1V
(x), ω, f⋆) = I
G¯⋆(x, ω, f⋆ ◦ adi−1V
).
En rassemblant ces calculs, on obtient l’e´galite´ f [y] ◦ ady−1 = ω(g
−1
V )f⋆ ◦ adi−1V . D’ou`
aussi f [y]sc ◦ ady−1 = ω(g
−1
V )f⋆,sc ◦ adi−1V,ad
ou` iV,ad est l’image de iV dans G¯⋆,AD(FV ). Pour
x ∈ X (x), on a
IG¯⋆,SC(x, f [y]sc ◦ ady−1) = ω(g
−1
V )I
G¯⋆,SC(x, f⋆,sc ◦ adi−1V,ad
) = ω(g−1V )I
G¯⋆,SC(adi−1V,ad
(x), f⋆,sc).
L’automorphisme adiV,ad conserve X (x). Par changement de variables, l’e´galite´ (8) se
re´crit
SH¯(x, f¯ [y]) = ω(h⋆)ω(h[y])
−1ω(g)−1
∑
x∈X (x)
∆⋆,V (x, adiV,ad(x))I
G¯⋆,SC(x, f⋆,sc)
∏
v 6∈V
ωH¯(iv,ad)
−1,
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ou` g = (gv)v∈V al(F ). Mais on a l’e´galite´ ∆⋆,V (x, adiV,ad(x)) = ωH¯(i
−1
V,ad)∆⋆,V (x, x), cf. [I]
2.7. D’ou`
SH¯(x, f¯ [y]) = ω(h⋆)ω(h[y])
−1ω(g)−1ωH¯(iad)
−1
∑
x∈X (x)
∆⋆,V (x, x)I
G¯⋆,SC(x, f⋆,sc),
ou` i = (iv)v∈V al(F ). La somme du membre de droite n’est autre que S
H¯(x, f¯⋆). D’ou`
l’e´galite´
f¯ [y] = ω(h⋆)ω(h[y])
−1ω(g)−1ωH¯(iad)
−1f¯⋆.
En reprenant les de´finitions, on voit que ω(g)ωH¯(iad) = ω∞ ◦ q∞(uy). L’e´galite´ (5) s’en
de´duit, ce qui ache`ve la de´monstration. 
7.9 Preuve de la proposition 7.1
On suppose DF [dV ] non vide car sinon la proposition 7.1 est triviale, ainsi qu’on l’a
dit en 7.3. On utilise les constructions de 7.3. On suppose que l’ensemble de places V ′
satisfait les conditions 7.1(2) et 7.4(2). Supposons ϕ¯[V ′, dV ] 6= 0. D’apre`s le lemme 7.4, ω
et ωH¯ co¨ıncident sur I⋆(AF ), c’est-a`-dire que l’hypothe`se (1) de 7.8 est ve´rifie´e. Le lemme
de ce paragraphe implique que ω∞ est trivial sur l’image de q∞. Puisque cette image est
le noyau de q0, cf. lemme 7.7, ω∞ se quotiente en un caracte`re de l’image de q0. Cette
image est le groupe Q0 de 6.6. C’est un sous-groupe ouvert, ferme´ et d’indice fini de
Q, cf. lemme 6.6. On ve´rifie aise´ment que le caracte`re ainsi de´fini de Q0 est continu. Il
se prolonge donc en un caracte`re ωQ de Q. D’apre`s 6.5(1), ce caracte`re s’identifie a` un
e´le´ment p ∈ P . Par construction, on a
- le compose´ de ωQ et de l’homomorphisme q1 : Q1 → Q est le caracte`re de Q1 associe´
a` l’e´le´ment s¯ ∈ ˆ¯SΓFad ;
- le compose´ de ωQ et de l’homomorphisme Gab(AF )→ Q2
q2
→ Q est le caracte`re ω ;
- le compose´ de ωQ et de l’homomorphisme q3 : Q3 → Q est trivial.
Les meˆmes calculs qu’en 6.5 montrent que ces proprie´te´s sont respectivement e´quivalentes
a`
- p1(p) = s¯ ;
- p2(p) = a ;
- pour tout v 6∈ V , resIv(p) appartient a` l’image de ϕv.
Autrement dit, p ∈ P (H). Donc cet ensemble n’est pas vide. Alors J (H) ne l’est pas
non plus d’apre`s la proposition 6.4. Cela prouve la proposition 7.1. 
7.10 Calcul d’une constante
On a fixe´ une fois pour toutes une mesure sur AG˜. En 5.8, on a de´fini le re´seau AG˜,Z =
Hom(X∗(G)ΓF ,θ,Z) ⊂ AG˜ et on a note´ covol(AG˜,Z) le volume du quotient AG˜/AG˜,Z.
La donne´e X est elliptique, cf. 5.1(2). Pour tout d ∈ DF [dV ], l’e´le´ment η[d] est donc
elliptique (cf. fin de 1.2). Il en re´sulte que AGη[d] = AG˜. On de´finit dans cet espace le
re´seau AGη[d],Z = Hom(X
∗(Gη[d])
ΓF ,Z) et on note covol(AGη[d],Z) le volume du quotient
AG˜/AGη[d],Z.
Proposition. Supposons DF [dV ] non vide. Alors, pour tout d ∈ DF [dV ], on a l’e´galite´
|P 0||D˙F [dV ]|
−1 = C(G˜)−1τ(Gη[d])[Iη[d](F ) : Gη[d](F )]
−1[Iη[d](FV ) : Gη[d](FV )]covol(AGη[d],Z)
−1.
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On renvoie a` 5.8 pour la de´finition de C(G˜). La preuve occupe les paragraphes 7.11 a`
7.15.
7.11 Calcul de |P 0|
Labesse de´finit des groupes de cohomologie abe´lienne de I⋆\G, cf. [Lab1] 3.3. Conside´rons
comme en 7.3 un sous-tore maximal T¯⋆ de I⋆ de´fini sur F , notons T⋆ son commutant dans
G et introduisons les images re´ciproques T¯⋆,sc de T¯⋆ dans G¯⋆,SC et T⋆,sc de T⋆ dans GSC .
On a un complexe de tores
T¯⋆,sc → T⋆ × T⋆,sc → (1− θ)(T⋆)× T⋆.
En notant π¯⋆ : G¯⋆,SC → G, π¯⋆,sc : G¯⋆,SC → GSC et π : GSC → G les homomorphismes
naturels, les fle`ches sont
x 7→ (π¯⋆(x),−π¯⋆,sc(x))
pour la premie`re et
(y, z) 7→ ((1− θ)(y), y + π(z))
pour la seconde. On pose
H0ab(F ; I⋆\G) = H
2,1,0(F ; T¯⋆,sc → T⋆ × T⋆,sc → (1− θ)(T⋆)× T⋆).
On de´finit de meˆme H0ab(AF ; I⋆\G), H
0
ab(AF/F ; I⋆\G) et H
0
ab(Fv; I⋆\G) pour v ∈ V al(F ).
Pour v 6∈ V , on peut choisir T⋆ non ramifie´ en v et on pose
H0ab(ov; I⋆\G) = H
2,1,0(ov; T¯⋆,sc → T⋆ × T⋆,sc → (1− θ)(T⋆)× T⋆).
On pose aussi H0ab(o
V ; I⋆\G) =
∏
v 6∈V H
0
ab(ov; I⋆\G). Des notations analogues seront uti-
lise´es dans la suite. Ces de´finitions ne de´pendent pas du choix de T¯⋆, a` isomorphismes
canoniques pre`s.
Les isomorphismes
T⋆ × T⋆,sc → T⋆ × T⋆,sc
(y, z) 7→ (y + π(z),−z)
et
(1− θ)(T⋆)× T⋆ → T⋆ × (1− θ)(T⋆)
(y′, z′) 7→ (z′, y′ − (1− θ)(z′))
fournissent un isomorphisme entre le complexe (1) et la somme des deux complexes
(2) T¯⋆,sc
π¯⋆,sc
→ T⋆,sc
1−θ
→ (1− θ)(T⋆)
et T⋆
id
→ T⋆. Puisque le deuxie`me complexe est cohomologiquement trivial, la cohomologie
de I⋆\G peut se de´finir a` l’aide du complexe (2). Comme en 6.2, on voit que l’on peut
remplacer le complexe (2) par
(3) S¯sc
π¯⋆,sc
→ Ssc
1−θ
→ (1− θ)(S).
En effet, les deux complexes sont quasi-isomorphes au complexe
Z(G¯⋆,SC)
π¯⋆,sc
→ Z(I⋆,sc)
1−θ
→ (1− θ)(Z(G)).
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On a une suite exacte
H0ab(F ;G)→ H
0
ab(F ; I⋆\G)→ H
1
ab(F ; I⋆)→ H
1
ab(F ;G).
Labesse de´finit E(I⋆, G;F ) comme le conoyau de la premie`re fle`che, ou encore le noyau
de la troisie`me. Cf. [Lab1] 3.3. On de´finit de meˆme E(I⋆, G;AF ), E(I⋆, G;Fv) pour v ∈
V al(F ) et E(I⋆, G; ov) pour v 6∈ V .
Attention. Labesse de´finit par contre E(I⋆, G;AF/F ) comme le conoyau de l’homo-
morphisme compose´
H0ab(AF ;G)→ H
0
ab(AF/F,G)→ H
0
ab(AF/F ; I⋆\G).
On a un diagramme commutatif
H0ab(o
V ;G) → H0ab(o
V ; I⋆\G) → E(I⋆, G; o
V ) → 1
↓ ↓ ↓
H0ab(AF ;G) → H
0
ab(AF ; I⋆\G) → E(I⋆, G;AF ) → 1
↓ ↓ ↓
H0ab(AF ;G) → H
0
ab(AF/F ; I⋆\G) → E(I⋆, G;AF/F ) → 1
dont les suites horizontales sont exactes. Notons eV : E(I⋆, G; o
V ) → E(I⋆, G;AF/F ) le
compose´ des deux dernie`res fle`ches verticales.
Lemme. On a l’e´galite´ |P 0| = |E(I⋆, G;AF/F )/Im(e
V )|.
Preuve. Comme on l’a dit ci-dessus, on peut utiliser le complexe (3) pour calculer la
cohomologie abe´lienne de I⋆\G. Il s’en de´duit une suite exacte de cohomologie
H1(AF/F ; S¯sc)→ H
1,0(AF/F ;Ssc
1−θ
→ (1−θ)(S))
ι
→ H0ab(AF/F ; I⋆\G)→ H
2(AF/F ; S¯sc).
On se rappelle que S¯sc ≃ S¯H¯ est un sous-tore elliptique de H¯ et que H est une donne´e en-
doscopique elliptique de G¯⋆,SC . Il en re´sulte que S¯sc est elliptique, donc H
2(AF/F ; S¯sc) =
0 d’apre`s les isomorphismes de Tate-Nakayama ( [K3] 3.4.2.1). Avec les notations des
paragraphes pre´ce´dents, la suite exacte ci-dessus se re´crit
Q1
q1
→ Q
ι
→ H0ab(AF/F ; I⋆\G)→ 0
On voit facilement que l’homomorphisme naturel
(4) H0ab(AF ;G)→ H
0
ab(AF/F ; I⋆\G)
est le compose´ de l’homomorphisme naturel du groupe de de´part dans Q2 et de ι ◦ q2.
Notons Q′ le quotient de Q par le sous-groupe engendre´ par q1(Q1) et q2(Q2). On
obtient que ι se quotiente en un isomorphisme entre Q′ et le conoyau de (4), c’est-a`-dire
E(I⋆, G;AF/F ). Montrons que
(5) cet isomorphisme envoie l’image dans Q′ de q3(Q3) sur Im(e
V ).
Du diagramme
Ssc → S/Z(G)
θ
‖ ↓ 1− θ
S¯sc
π¯⋆,sc
→ Ssc
1−θ
→ (1− θ)(S)
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de complexes de tores se de´duit un homomorphisme
H0ab(AF ;G♯)→ H
0
ab(AF ; I⋆\G).
Il se restreint en un homomorphisme
(6) H0ab(o
V ;G♯)→ H
0
ab(o
V ; I⋆\G).
On obtient un diagramme
H0ab(o
V ;G♯) → H
0
ab(o
V ; I⋆\G)
↓ ↓
H0ab(AF ;G♯) → H
0
ab(AF ; I⋆\G)
↓ ↓
H1,0(AF ;Ssc
1−θ
→ (1− θ)(S)) → H0ab(AF ; I⋆\G)
↓ ↓
H1,0(AF/F ;Ssc
1−θ
→ (1− θ)(S)) → H0ab(AF/F ; I⋆\G)
↓ ↓
Q′
ι
→ E(I⋆, G;AF/F )
Il est clair que ce diagramme est commutatif. Par de´finition, l’image de q3(Q3) dans
Q′ est l’image de la suite verticale de gauche tandis que Im(eV ) est l’image de celle de
droite. Pour prouver (5), il suffit donc de prouver que l’homomorphisme (6) est surjectif.
On peut aussi bien fixer v 6∈ V et de´montrer que l’analogue local de (6) est surjectif.
Comme on l’a dit, on peut remplacer le tore S et ses divers avatars Ssc etc... par un tore
T⋆ et ses avatars T⋆,sc etc... comme au de´but du paragraphe et on peut supposer que ce
tore est non ramifie´ en v. L’analogue local de (6) se factorise en
(7) H0ab(ov;G♯) = H
1,0(ov;T⋆,sc → T⋆/Z(G)
0)→ H1,0(ov;T⋆,sc
1−θ
→ (1− θ)(T⋆))
→ H1,0(ov; T¯⋆,sc → T⋆,sc
1−θ
→ (1− θ)(T⋆)) = H
0
ab(ov; I⋆\G).
La deuxie`me fle`che est surjective car son conoyau s’envoie injectivement dansH2(ov; T¯⋆,sc)
qui est nul ([KS] lemme C.1.A). L’homomorphisme entre complexes de tores donnant
naissance a` la premie`re fle`che se comple`te en une suite exacte de complexes de tores
1
↓
1 → T θ⋆ /Z(G)
θ
↓ ↓
T⋆,sc → T⋆/Z(G)
0
↓ ↓ 1− θ
T⋆,sc
1−θ
→ (1− θ)(T⋆))
↓ ↓
1 1
Le conoyau de la premie`re fle`che de (7) s’envoie donc injectivement dansH1(ov;T
θ
⋆ /Z(G)
θ)
qui est nul car T θ⋆ /Z(G)
θ est connexe ([KS] lemme C.1.A). Cette fle`che est donc surjec-
tive. La surjectivite´ des deux fle`ches de (7) entraˆıne l’assertion cherche´e. Cela prouve
(5).
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Cette assertion prouve que le nombre d’e´le´ments de E(I⋆, G;AF/F )/Im(e
V ) est e´gal
a` celui du quotient de Q par le sous-groupe engendre´ par les qj(Qj) pour j = 1, 2, 3. Ce
sous-groupe n’est autre que Q0. Mais le lemme 6.6 dit que P
0 et Q/Q0 sont des groupes
(finis) duaux. D’ou` l’e´galite´
|P 0| = |Q/Q0|.
Le lemme en re´sulte. 
7.12 Un premier calcul de |P 0||U|−1
On de´finit usuellement le nombre de Tamagawa τ(G) de G, qui est calcule´ par la
formule rappele´e en 3.2. Labesse e´tend la de´finition aux groupes quasi-connexes (Lab1]
1.2). On dispose donc du nombre de Tamagawa τ(I⋆) de I⋆. Labesse de´finit aussi le
groupe D(I⋆, G) comme le conoyau de l’homomorphisme
H1ab(AF/F ; I⋆)→ H
1
ab(AF/F ;G).
C’est un groupe fini dont on note d(I⋆, G) le nombre d’e´le´ments.
Lemme. On a l’e´galite´
|P 0||U|−1 = τ(I⋆)τ(G)
−1d(I⋆, G)|(I⋆/G¯⋆)(FV )|.
Preuve. Soit v ∈ V al(F ). On peut calculer le groupe H1ab(Fv; I⋆) a` l’aide du complexe
S¯sc → S
1−θ
→ (1− θ)(S).
Celui-ci est e´quivalent au complexe
S¯sc → S
θ
Ici, le groupe Sθ n’est plus un tore mais c’est un groupe diagonalisable. En utilisant ce
complexe, on a un homomorphisme naturel
H1ab(Fv; I⋆)→ H
1
ab(Fv;S
θ/Sθ,0).
Ces deux groupes sont finis. Labesse les munit en [Lab1] 2.3 de mesures. On s’aperc¸oit
en utilisant sa de´finition que la mesure d’un point est la meˆme dans chacun des groupes
(deuxie`me suite exacte de la page 417 de loc. cit.). Dans le deuxie`me groupe, la me-
sure d’un point est |(Sθ/Sθ,0)(Fv)|
−1. L’homomorphisme naturel Sθ/Sθ,0 → I⋆/G¯⋆ est
un isomorphisme. La mesure d’un point dans H1ab(Fv; I⋆) est donc |(I⋆/G¯⋆)(Fv)|
−1. Par
de´finition, E(I⋆, G;Fv) est un sous-groupe de H
1(Fv; I⋆). On le munit de la mesure in-
duite. La mesure d’un point est donc la meˆme que pre´ce´demment.
Supposons v 6∈ V . L’homomorphisme E(I⋆, G; ov)→ E(I⋆, G;Fv) est injectif. En effet,
les deux groupes se plongent respectivement dans H1ab(ov; I⋆) etH
1
ab(Fv; I⋆) et l’homomor-
phisme H1ab(ov; I⋆)→ H
1
ab(Fv; I⋆) est injectif. Identifions E(I⋆, G; ov) a` un sous-groupe de
E(I⋆, G;Fv). Montrons que
(1) mes(E(I⋆, G; ov)) = 1.
D’apre`s la de´finition de la mesure, cela e´quivaut a`
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(2) |E(I⋆, G; ov)| = |(I⋆/G¯⋆)(Fv)|.
On utilise ici la de´finition de E(I⋆, G; ov) comme conoyau de
H0ab(ov;G)→ H
0
ab(ov; I⋆\G).
On fixe un tore T¯⋆ comme en 7.11, non ramifie´ en v. L’homomorphisme ci-dessus devient
H1,0ab (ov;T⋆,sc → T⋆)→ H
2,1,0
ab (ov; T¯⋆,sc → T⋆,sc
1−θ
→ (1− θ)(T⋆)).
On a une suite de cohomologie
H1ab(ov; T¯⋆,sc)→ H
1,0
ab (ov;T⋆,sc
1−θ
→ (1− θ)(T⋆))
→ H2,1,0ab (ov; T¯⋆,sc → T⋆,sc
1−θ
→ (1− θ)(T⋆))→ H
2
ab(ov; T¯⋆,sc).
Les deux groupes extreˆmes sont nuls. Donc la fle`che centrale est un isomorphisme et
E(I⋆, G; ov) devient le conoyau de l’homomorphisme
H1,0ab (ov;T⋆,sc → T⋆)→ H
1,0
ab (ov;T⋆,sc
1−θ
→ (1− θ)(T⋆)).
Ces deux groupes se calculent comme respectivement T⋆(ov)/π(T⋆,sc(ov)) et
((1−θ)(T⋆))(ov)/(1−θ)◦π(T⋆,sc(ov)), cf. [KS] lemme C.1.A. Donc E(I⋆, G; ov) s’identifie
au conoyau de
T⋆(ov)
1−θ
→ ((1− θ)(T⋆))(ov).
De la suite exacte
1→ T θ⋆ (o
nr
v )→ T⋆(o
nr
v )→ ((1− θ)(T⋆))(o
nr
v )→ 1
(ou` T θ⋆ (o
nr
v ) = T
θ
⋆ ∩T⋆(o
nr
v )) et de la nullite´ des H
1 pour les groupes connexes re´sulte que
le conoyau ci-dessus s’identifie a` H1(Γnrv ;T
θ
⋆ (o
nr
v )). On note ce groupe H
1(ov;T
θ
⋆ ). On a
une suite exacte
H1(ov;T
θ,0
⋆ )→ H
1(ov;T
θ
⋆ )→ H
1(ov;T
θ
⋆ /T
θ,0
⋆ )→ H
2(ov;T
θ,0
⋆ ),
avec une de´finition e´vidente du troisie`me groupe. Les deux groupes extreˆmes sont nuls.
Donc la fle`che centrale est un isomorphisme. Le groupe T θ⋆ (o
nr
v )/T
θ,0
⋆ (o
nr
v ) est fini. Le
lemme 5.5 de [W1] implique qu’il est isomorphe a` T θ⋆ (F¯v)/T
θ,0
⋆ (F¯v), lequel est isomorphe
a` I⋆(F¯v)/G¯⋆(F¯v). Il re´sulte de ces deux faits que les groupes suivants on meˆme nombre
d’e´le´ments : H1(ov;T
θ
⋆ /T
θ,0
⋆ ), H
0(ov;T
θ
⋆ /T
θ,0
⋆ ), H
0(Fv;T
θ
⋆ /T
θ,0
⋆ ), H
0(Fv; I⋆/G¯⋆). En ras-
semblant ces e´galite´s, on obtient (2), d’ou` (1).
On a une suite exacte
(3) 1→ Bab(I⋆, G)→ E(I⋆, G;F )→ E(I⋆, G;AF )→ E(I⋆, G;AF/F )
(premie`re suite de la page 427 de [Lab1]). On n’aura pas besoin de connaˆıtre le groupe
Bab(I⋆, G), disons seulement qu’il est fini. Le conoyau de la dernie`re fle`che est fini. Les
deux derniers groupes sont munis de topologies. La dernie`re fle`che envoie E(I⋆, G;AF ) sur
un sous-groupe ouvert de E(I⋆, G;AF/F ) et ce dernier groupe est compact. Le produit
sur v ∈ V al(F ) des mesures locales de´finies ci-dessus donne une mesure sur E(I⋆, G;AF ).
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On munit les deux premiers groupes de la suite (1) de la mesure de comptage et le dernier
de la mesure compatible avec cette suite et les mesures de´finies sur les autres groupes.
En utilisant cette mesure, on peut re´crire le lemme 7.11 sous la forme
(4) |P 0| = mes(E(I⋆, G;AF/F ))/mes(Im(e
V )).
Rappelons que eV est le compose´ de la suite
E(I⋆, G; o
V )→ E(I⋆, G;AF )→ E(I⋆, G;AF/F )
On a vu ci-dessus que la premie`re fle`che e´tait injective. On s’en sert pour identifier
E(I⋆, G; o
V ) a` un sous-groupe de E(I⋆, G;AF ). NotonsUab l’image re´ciproque de E(I⋆, G; o
V )
dans E(I⋆, G;F ) par l’homomorphisme de la suite (3). Il re´sulte des de´finitions des me-
sures que
(5) mes(Im(eV )) = mes(E(I⋆, G; o
V ))|Uab|
−1|Bab(I⋆, G)|.
Vu comme sous-groupe de E(I⋆, G;AF ), E(I⋆, G; o
V ) est le produit sur toutes les places
v ∈ V al(F ) du sous-groupe {0} si v ∈ V , du sous-groupe E(I⋆, G; ov) de E(I⋆, G;Fv) si
v 6∈ V . Sa mesure est le produit des mesures de ces sous-groupes. Puisque la mesure d’un
point dans E(I⋆, G;Fv) est |(I⋆/G¯⋆)(Fv)|
−1, (1) entraˆıne
(6) mes(E(I⋆, G; o
V )) = (
∏
v∈V
|(I⋆/G¯⋆)(Fv)|
−1).
Notons ker1(F ;G) le noyau de l’application H1(F ;G)→ H1(AF ;G). On de´finit de meˆme
ker1(F ; I⋆). On a une application naturelle ker
1(F ; I⋆)→ ker
1(F ;G). On note B(I⋆, G)
son noyau (c’est-a`-dire, puisqu’il ne s’agit pas de groupes, l’ensemble des e´le´ments de
ker1(F ; I⋆) qui deviennent triviaux dans H
1(F ;G)). Rappelons que U est un sous-
ensemble de H1(F ; I⋆) et que Uab est un sous-ensemble de E(I⋆, G;F ), lequel est un
sous-ensemble de H1ab(F ; I⋆). Montrons que
(7) l’application naturelle H1(F ; I⋆) → H
1
ab(F ; I⋆) se restreint en une application
surjective U→ Uab dont toutes les fibres ont meˆme nombre d’e´le´ments ;
(8) l’image re´ciproque de Bab(I⋆, G) par cette application est B(I⋆, G).
Par de´finition, Uab est l’ensemble des uab ∈ H
1
ab(F ; I⋆) tels que
(9) l’image de uab dans H
1
ab(F ;G) est nulle ;
(10) l’image de uab dans H
1
ab(A
V
F ; I⋆) appartient a` H
1
ab(o
V ; I⋆) ;
(11) l’image de uab dans H
1
ab(FV ; I⋆) est nulle.
On se rappelle l’application
H1(F ; I⋆)→ H
1
ab(F ; I⋆)×H1ab(AF ;I⋆) H
1(AF ; I⋆)
de 7.5(1). Pour v 6∈ V , l’application H1(Fv; I⋆) → H
1
ab(Fv; I⋆) est bijective ([Lab2] pro-
position 1.6.7). L’application ci-dessus s’identifie donc a`
(12) H1(F ; I⋆)→ H
1
ab(F ; I⋆)×H1ab(FV ;I⋆) H
1(FV ; I⋆).
Notons 1 l’e´le´ment trivial de H1(FV ; I⋆). La condition (11) e´quivaut a` ce que (uab, 1)
appartienne au produit fibre´ ci-dessus. En particulier, Uab × {1} est un sous-ensemble
de ce produit fibre´. Notons u 7→ (uab,u) l’application (12). Un e´le´ment u ∈ H
1(F ; I⋆)
appartient a` U si et seulement s’il ve´rifie les conditions (2), (3) et (4) de 7.5. La condition
133
(3) e´quivaut a` l’e´galite´ u = 1. Les conditions (2) et (4) e´quivalent aux conditions (9)
et (10) ci-dessus. Jointes au fait que (uab,u) appartient au produit fibre´ de droite de la
relation (12), cela e´quivaut comme on vient de le dire a` la relation uab ∈ Uab. Ainsi U est
exactement l’image re´ciproque de Uab×1 par l’application (12). Puisque cette application
est surjective ([Lab2] the´ore`me 1.6.10), cela de´montre les premie`res assertions de (7). Cela
de´montre aussi que les fibres de l’application U → Uab sont des fibres de l’application
(12). Notons K(I⋆) le noyau de cette application. Soit u ∈ H
1(F ; I⋆). On voit que la fibre
de (12) au-dessus de l’image de u est isomorphe a` K(I⋆,u), ou` I⋆,u est la forme inte´rieure
de I⋆ associe´e au cocycle uad. Il n’est pas difficile de prouver en ge´ne´ral que K(I⋆,u) a
meˆme nombre d’e´le´ments que K(I⋆). Dans notre cas, on s’inte´resse aux e´le´ments u ∈ U
et l’assertion est triviale puisque, d’apre`s 7.3(1) et le lemme 7.5, on a I⋆,u ≃ I⋆ pour tout
u ∈ U. Cela ache`ve de prouver (7).
D’apre`s (3),Bab(I⋆, G) est l’ensemble des e´le´ments de Uab d’image nulle dansH
1
ab(AF ; I⋆).
Donc son image re´ciproque dans U est U ∩ ker1(F ; I⋆). On a vu en 7.5(12) que l’image
dans H1(F ;G) d’un e´le´ment de U e´tait nulle. Donc U ∩ ker1(F ; I⋆) ⊂ B(I⋆, G). Inver-
sement, un e´le´ment de B(I⋆, G) est d’image nulle dans H
1(AF ; I⋆), a fortiori d’image
nulle dans H1ab(AF ; I⋆). Il ve´rifie donc les conditions (3) et (4) de 7.5. Il est aussi d’image
nulle dans H1(F ;G). Il ve´rifie donc aussi la condition (2) de 7.5, d’apre`s 7.5(12). Donc
il appartient a` U. Il appartient aussi a` ker1(F ; I⋆), donc B(I⋆, G) ⊂ U ∩ ker
1(F ; I⋆).
Finalement, ces deux ensembles sont e´gaux, ce qui ache`ve la preuve de (8).
On de´duit de (7) et (8) l’e´galite´
(13) |Uab|
−1|Bab(I⋆, G)| = |U|
−1|B(I⋆, G)|.
D’apre`s la proposition 3.7 de [Lab1], on a
(14) mes(E(I⋆, G;AF/F ) = τ(I⋆)|B(I⋆, G)|d(I⋆, G)τ(G)
−1.
En mettant bout-a`-bout les e´galite´s (4), (5), (6), (13) et (14), on obtient le lemme. 
7.13 Comparaison de deux mesures de Tamagawa
Pour tout groupe alge´brique H de´fini sur F , on note X∗(H) le groupe de caracte`res
alge´briques de H . On a un homomorphisme naturel de restriction X∗(I⋆) → X
∗(G¯⋆)
dont les noyau et conoyau sont finis. On a donc aussi un homomorphisme
(1) X∗(I⋆)
ΓF → X∗(G¯⋆)
ΓF
qui a les meˆmes proprie´te´s. Notons x(I⋆) le quotient du nombre d’e´le´ments de son noyau
par le nombre d’e´le´ments de son conoyau.
Lemme. On a l’e´galite´
τ(I⋆) = τ(G¯⋆)x(I⋆)[I⋆(F ) : G¯⋆(F )]
−1[I⋆(FV ) : G¯⋆(FV )]|(I⋆/G¯⋆)(FV )|
−1.
Preuve. On a rappele´ en 4.1 la de´finition de la mesure de Tamagawa sur G¯⋆(AF ). Elle
est de la forme dx = ℓ−1
G¯⋆
⊗v∈V al(F ) dxv, ou` ℓG¯⋆ est le terme principal du de´veloppement
en s = 1 d’une certaine fonction L et ou`, pour toute place v, dxv est une certaine mesure
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sur G¯⋆(Fv). Une de´finition analogue vaut pour le groupe quasi-connexe I⋆. La mesure de
Tamagawa sur I⋆(AF ) est de la forme di = ℓ
−1
I⋆
⊗v∈V al(F )div, avec des notations e´videntes.
En inspectant la de´finition de [Lab1] 1.2, on s’aperc¸oit que
- on a ℓI⋆ = ℓG¯⋆ ;
- pour tout v ∈ V al(F ), la restriction de div a` l’ouvert G¯⋆(Fv) de I⋆(Fv) est e´gale a`
|(I⋆/G¯⋆)(Fv)|
−1dxv.
Pour de´finir les nombres de Tamagawa, on a aussi besoin de mesures sur le groupeAG¯⋆ .
Ce groupe s’identifie naturellement a`Hom(X∗(G¯⋆)
ΓF ,R), ou encore a`Hom(X∗(I⋆)
ΓF ,R).
On de´finit les re´seaux AG¯⋆,Z = Hom(X
∗(G¯⋆)
ΓF ,Z) et AI⋆,Z = Hom(X
∗(I⋆)
ΓF ,Z). On
note daG¯⋆ la mesure de Haar sur AG¯⋆ telle que AG¯⋆,Z soit de covolume 1. Selon [Lab1] 1.2,
on note daI⋆ la mesure de Haar sur AG¯⋆ telle que AI⋆,Z soit de covolume |X
∗(I⋆/G¯⋆)
ΓF |−1.
Alors τ(G¯⋆) est la mesure de G¯⋆(F )\G¯⋆(AF )/AG¯⋆ , G¯⋆(AF ) et AG¯⋆ e´tant munis des me-
sures dx et daG¯⋆ . Et τ(I⋆) est la mesure de I⋆(F )\I⋆(AF )/AG¯⋆ , I⋆(AF ) et AG¯⋆ e´tant munis
des mesures di et daI⋆ . Le re´seau AG¯⋆,Z est contenu dans AI⋆,Z et l’indice de ce sous-
groupe est e´gal au nombre d’e´le´ments du conoyau de l’homomorphisme (1). Le groupe
X∗(I⋆/G¯⋆)
ΓF est le noyau cet homomorphisme. Il en re´sulte que daI⋆ = x(I⋆)
−1daG¯⋆ . On
peut donc utiliser l’unique mesure daG¯⋆ sur AG¯⋆ et de´finir τ(I⋆) comme le produit de
x(I⋆) et de la mesure de I⋆(F )\I⋆(AF )/AG¯⋆ , I⋆(AF ) et AG¯⋆ e´tant munis des mesures di
et daG¯⋆ .
Pour v 6∈ V , on a de´fini le groupe hyperspe´cial K⋆,v = adh⋆,v(Kv) ∩ G¯⋆(Fv). Posons
KI⋆,v = adh⋆,v(Kv) ∩ I⋆(Fv). Montrons que
(2) pour toute place v 6∈ V , l’application KI⋆,v → (I⋆/G¯⋆)(Fv) est surjective ; les
groupes (I⋆/G¯⋆)(Fv), KI⋆,v/K⋆,v et I⋆(Fv)/G¯⋆(Fv) sont isomorphes.
On peut fixer une paire de Borel de´finie sur Fv de G¯⋆ dont est issu le sous-groupe
hyperspe´cial K⋆,v. On note son tore T¯0. Notons T0 son commutant dans G. On a alors
I⋆/G¯⋆ ≃ T
θ
0 /T
θ,0
0 . On a de´ja` dit que, pour un tel tore, on a T
θ
0 (F¯v)/T
θ,0
0 (F¯v) = T
θ
0 (o
nr
v )/T
θ,0
0 (o
nr
v ).
Parce que H1(ov;T
θ,0
0 ) = 0, l’homomorphisme
T θ0 (ov)→ H
0(ov;T
θ
0 /T
θ,0
0 ) = (T
θ
0 /T
θ,0
0 )(Fv) = (I⋆/G¯⋆)(Fv)
est surjectif. Par ailleurs, le lemme 5.5 de [W1] entraˆıne que T θ0 (o
nr
v ) est engendre´ par
T θ,00 (o
nr
v ) et par les e´le´ments de Z(G)
θ d’ordre fini premier a` la caracte´ristique re´siduelle
p. Ces deux groupes e´tant contenus dans Knrv , on a T
θ
0 (o
nr
v ) ⊂ K
nr
v , donc T
θ
0 (ov) ⊂ KI⋆,v.
La premie`re assertion de (2) en re´sulte. La seconde en est une conse´quence imme´diate.
Fixons un ensemble fini V ′′ de places de F , contenant V et tel que l’on ait l’e´galite´
G¯⋆(AF ) = G¯⋆(F )(G¯⋆(FV ′′)×K
V ′′
⋆ ),
ou` KV
′′
⋆ =
∏
v 6∈V ′′ K⋆,v. Il re´sulte de (2) que l’on a
I⋆(AF ) = I⋆(FV ′′)× G¯⋆(A
V ′′
F )K
V ′′
I⋆ = G¯⋆(AF )(I⋆(FV ′′)×K
V ′′
I⋆ ).
L’e´galite´ pre´ce´dente entraˆıne
(3) I⋆(AF ) = G¯⋆(F )(I⋆(FV ′′)×K
V ′′
I⋆ ),
a fortiori
I⋆(AF ) = I⋆(F )(I⋆(FV ′′)×K
V ′′
I⋆ ).
Notons ΞG¯⋆ la projection dans G¯⋆(FV ′′) de G¯⋆(F ) ∩ (G¯⋆(FV ′′′) × K
V ′′
⋆ ). De´finissons de
meˆme ΞI⋆ . Alors on a les e´galite´s
(4) τ(G¯⋆) = mes(K
V ′′
⋆ )mes(ΞG¯⋆\G¯⋆(FV ′′)/AG¯⋆),
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(5) τ(I⋆) = x(I⋆)mes(K
V ′′
I⋆ )mes(ΞI⋆\I⋆(FV ′′)/AG¯⋆).
Pour tout v 6∈ V ′′, la mesure div se restreint a` G¯⋆(Fv) en la mesure dxv multiplie´e par
|(I⋆/G¯⋆)(Fv)|
−1. La relation (2) entraˆıne que mes(KI⋆,v) = mes(K⋆,v). Donc
(6) mes(KV
′′
⋆ ) = mes(K
V ′′
I⋆ ).
Fixons un ensemble de repre´sentants U du quotient G¯⋆(FV ′′)\I⋆(FV ′′). Alors ΞG¯⋆\I⋆(FV ′′)/AG¯⋆
est re´union disjointe des sous-ensembles ΞG¯⋆\G¯⋆(FV ′′)u/AG¯⋆ pour u ∈ U . La comparaison
des mesures locales montre que chacun de ces sous-ensembles a pour mesure
|(I⋆/G¯⋆)(FV ′′)|
−1mes(ΞG¯⋆\G¯⋆(FV ′′)/AG¯⋆).
Puisque |U| = [I⋆(FV ′′) : G¯⋆(FV ′′)], on obtient
mes(ΞG¯⋆\I⋆(FV ′′)/AG¯⋆) = |(I⋆/G¯⋆)(FV ′′)|
−1[I⋆(FV ′′) : G¯⋆(FV ′′)]mes(ΞG¯⋆\G¯⋆(FV ′′)/AG¯⋆),
ou encore
mes(ΞI⋆\I⋆(FV ′′)/AG¯⋆) = [ΞI⋆ : ΞG¯⋆ ]
−1|(I⋆/G¯⋆)(FV ′′)|
−1
[I⋆(FV ′′) : G¯⋆(FV ′′)]mes(ΞG¯⋆\G¯⋆(FV ′′′)/AG¯⋆).
La relation (2) entraˆıne que
|(I⋆/G¯⋆)(FV ′′)|
−1[I⋆(FV ′′) : G¯⋆(FV ′′)] = |(I⋆/G¯⋆)(FV )|
−1[I⋆(FV ) : G¯⋆(FV )].
D’autre part, (3) entraˆıne que I⋆(F ) = G¯⋆(F )ΞI⋆. Donc l’application naturelle ΞI⋆/ΞG¯⋆ →
I⋆(F )/G¯⋆(F ) est bijective. La relation ci-dessus se re´crit
(7) mes(ΞI⋆\I⋆(FV ′′)/AG¯⋆) = [I⋆(F ) : G¯⋆(F )]
−1|(I⋆/G¯⋆)(FV )|
−1[I⋆(FV ) : G¯⋆(FV )]
mes(ΞG¯⋆\G¯⋆(FV ′′′)/AG¯⋆).
Le lemme re´sulte de (4), (5), (6) et (7). 
7.14 Calcul de d(I⋆, G)
En appliquant la de´finition de 7.10 a` l’e´le´ment η⋆, on de´finit le covolume covol(AG¯⋆,Z).
D’autre part, on a de´fini en 5.8 une constante note´e C(G˜).
Lemme. On a l’e´galite´
d(I⋆, G) = x(I⋆)
−1τ(G)C(G˜)−1covol(AG¯⋆,Z)
−1.
Preuve. Par de´finition, D(I⋆, G) est le conoyau de l’homomorphisme
H1ab(AF/F ; I⋆)→ H
1
ab(AF/F ;G),
c’est-a`-dire de l’homomorphisme
H2,1,0(AF/F ; S¯sc → S
1−θ
→ (1− θ)(S))→ H2,1(AF/F ;Ssc → S).
On a une suite exacte
H1,0(AF/F ;S
1−θ
→ (1−θ)(S))→ H2,1,0(AF/F ; S¯sc → S
1−θ
→ (1−θ)(S))→ H2(AF/F ; S¯sc).
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Comme on l’a dit en 7.11, le dernier groupe est nul car S¯sc est un tore elliptique. Donc
D(I⋆, G) est aussi le conoyau de l’homomorphisme compose´
(1) H1,0(AF/F ;S
1−θ
→ (1− θ)(S))→ H2,1(AF/F ;Ssc → S).
Dans la cate´gorie des complexes de tores, le triangle
Ssc → S
‖ ↓ 1− θ
Ssc
1−θ
→ (1− θ)(S)
↓ π ‖
S
1−θ
→ (1− θ)(S)
est distingue´. Il donne naissance a` une suite exacte
H1,0(AF/F ;S
1−θ
→ (1− θ)(S))→ H2,1(AF/F ;Ssc → S)
→ H2,1(AF/F ;Ssc
1−θ
→ (1− θ)(S))→ H2,1(AF/F ;Ssc
1−θ
→ (1− θ)(S)).
En inspectant les de´finitions, on voit que le premier homomorphisme ci-dessus est e´gal a`
celui de (1). Donc D(I⋆, G) est aussi le noyau du dernier homomorphisme ci-dessus. Le
lemme C.2.A de [KS] entraˆıne par dualite´ que ce noyau a meˆme nombre d’e´le´ments que
le conoyau de l’homomorphisme dual
(2) H1,0(ΓF ;X
∗((1− θ)(S))→ X∗(S))→ H1,0(ΓF ;X
∗((1− θ)(S))→ X∗(Ssc)).
La fle`che X∗((1− θ)(S))→ X∗(S) envoie un caracte`re x∗ de (1− θ)(S) sur le caracte`re
x∗ ◦(1−θ) de S. La fle`che X∗((1−θ)(S))→ X∗(Ssc) envoie un caracte`re x
∗ de (1−θ)(S)
sur le caracte`re x∗ ◦ (1− θ) ◦ π de Ssc. Montrons que
(3) le groupe H1,0(ΓF ;X
∗((1− θ)(S))→ X∗(Ssc)) est isomorphe a` π0((Z(Gˆ)/Z(Gˆ)∩
Tˆ θˆ,0)ΓF ).
On a X∗((1− θ)(S)) = X∗(Sˆ/Sˆ
θˆ,0) et X∗(Ssc) = X∗(Sˆad). Pour simplifier, notons ces
groupes X1 et X2. Notons ϕ : X1 → X2 l’homomorphisme de´fini ci-dessus ainsi que les
homomorphismes qui s’en de´duisent fonctoriellement. On a la suite exacte de complexes
de ΓF -modules
1 1
↓ ↓
X1
ϕ
→ X2
↓ ↓
X1 ⊗Z Q
ϕ
→ X2 ⊗Z Q
↓ ↓
X1 ⊗Z Q/Z
ϕ
→ X2 ⊗Z Q/Z
↓ ↓
1 1
D’ou` une suite exacte
(4) H0,.(ΓF ;X1 ⊗Z Q→ X2 ⊗Z Q)→ H
0,.(ΓF ;X1 ⊗Z Q/Z→ X2 ⊗Z Q/Z)
→ H1,0(ΓF ;X1 → X2)→ H
1,0(ΓF ;X1 ⊗Z Q→ X2 ⊗Z Q).
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On a note´ H0,. le groupe note´ simplement H0 par Kottwitz et Shelstad. On a aussi une
suite exacte
H0(ΓF ;X1⊗ZQ)→ H
0(ΓF ;X2⊗ZQ)→ H
1,0(ΓF ;X1⊗ZQ→ X2⊗ZQ)→ H
1(ΓF ;X1⊗ZQ).
Le dernier groupe est limite inductive de groupes H1(Gal(E/F );X1⊗ZQ) sur les exten-
sions galoisiennes finies E de F telles que ΓE agisse trivialement sur X1. Or ces groupes
sont nuls puisque Gal(E/F ) est fini et X1 ⊗Z Q est divisible. La suite ci-dessus se re´crit
(5) XΓF1 ⊗Z Q→ X
ΓF
2 ⊗Z Q→ H
1,0(ΓF ;X1 ⊗Z Q→ X2 ⊗Z Q)→ 0.
Il re´sulte des de´finitions que
X2 ⊗Z Q = ϕ(X1 ⊗Z Q)⊕X
θˆ
2 ⊗Z Q.
D’ou`
(6) XΓF2 ⊗Z Q = ϕ(X
ΓF
1 ⊗Z Q)⊕X
ΓF ,θˆ
2 ⊗Z Q.
Le tore S¯sc est elliptique donc X∗(S¯sc)
ΓF = 0. Il en re´sulte que X∗(S¯)
ΓF = X∗(Z(G¯⋆)
0)ΓF .
On a de´ja` remarque´ que η⋆ e´tait elliptique dans G˜(F ). Le groupe ci-dessus est donc
X∗(Z(G)
θ,0)ΓF . D’autre partX∗(S¯) = X∗(S)
θ. On obtient l’e´galite´X∗(S)
ΓF ,θ = X∗(Z(G)
θ,0)ΓF .
Cela entraˆıne X∗(Ssc)
ΓF ,θ = 0. Cela e´quivaut a` XΓF ,θˆ2 = 0. Il re´sulte alors de (6) que
la premie`re application de (5) est surjective. En conse´quence, H1,0(ΓF ;X1 ⊗Z Q →
X2 ⊗Z Q) = 0.
Il re´sulte des de´finitions que les deux premiers groupes de la suite (4) sont respecti-
vement les noyaux des homomorphismes
XΓF1 ⊗Z Q→ X
ΓF
2 ⊗Z Q
et
(X1 ⊗Z Q/Z)
ΓF → (X2 ⊗Z Q/Z)
ΓF .
On peut identifier Q/Z au groupe des racines de l’unite´ dans C×. Alors l’application x∗⊗
ζ 7→ x∗(ζ) identifie X1⊗ZQ/Z au sous-groupe de torsion (Sˆ/Sˆ
θˆ,0)tors ⊂ Sˆ/Sˆ
θˆ,0. Le sous-
groupe (X1⊗ZQ/Z)
ΓF s’identifie a` (Sˆ/Sˆ θˆ,0)ΓFtors. Notons K le noyau de l’homomorphisme
Sˆ/Sˆ θˆ,0 → Sˆad.
Alors le deuxie`me groupe de la suite (4) s’identifie a`KΓFtors. On voit que l’image du premier
groupe est (KΓF ,0)tors. A ce point, on de´duit de (4) une suite exacte
(KΓF ,0)tors → K
ΓF
tors → H
1,0(ΓF ;X1 → X2)→ 0
On ve´rifie facilement que l’homomorphisme naturel
(KΓF ,0)tors\K
ΓF
tors → π0(K
ΓF )
est bijectif. D’autre part, le noyau de l’application t 7→ (1 − θ)(tad) de Sˆ dans Sˆad est
Z(Gˆ)Sˆ θˆ,0. Il en re´sulte que K ≃ Z(Gˆ)/Z(Gˆ) ∩ Sˆ θˆ,0. Le tore Sˆ est e´gal a` Tˆ muni de
l’action galoisienne σ 7→ ωS(σ) ◦ σG∗ . Sur Z(Gˆ), cette action co¨ıncide avec σ 7→ σG∗ .
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Donc Z(Gˆ)/Z(Gˆ) ∩ Sˆ θˆ,0 = Z(Gˆ)/Z(Gˆ) ∩ Tˆ θˆ,0 (en tant que groupes munis d’actions
galoisiennes). On en de´duit
(KΓF ,0)tors\K
ΓF
tors ≃ π0(K
ΓF ) ≃ π0((Z(Gˆ)/Z(Gˆ) ∩ Tˆ
θˆ,0)ΓF )
puis (3).
L’application (2) s’inse`re dans un diagramme de suites exactes de cohomologie
H0(ΓF ;X
∗((1− θ)(S))) = H0(ΓF ;X
∗((1− θ)(S)))
↓ ↓
H0(ΓF ;X
∗(S)) → H0(ΓF ;X
∗(Ssc))
↓ ↓
H1,0(ΓF ;X
∗((1− θ)(S))→ X∗(S)) → H1,0(ΓF ;X
∗((1− θ)(S))→ X∗(Ssc))
↓ ↓
H1(ΓF ;X
∗((1− θ)(S))) = H1(ΓF ;X
∗((1− θ)(S)))
Il en re´sulte formellement que le noyau de (2) est l’image dans H1,0(ΓF ;X
∗((1−θ)(S))→
X∗(S)) du noyau de
H0(ΓF ;X
∗(S))→ H0(ΓF ;X
∗(Ssc)).
Mais le noyau de X∗(S) → X∗(Ssc) n’est autre que X
∗(G). Donc le noyau de (2) est
l’image naturelle dans H1,0(ΓF ;X
∗((1− θ)(S))→ X∗(S)) de X∗(G)ΓF . D’autre part, on
a la suite exacte
1→ Sθ → S
1−θ
→ (1− θ)(S)→ 1
Le groupe Sθ n’est pas connexe mais est diagonalisable. Il en re´sulte une suite exacte
0→ X∗((1− θ)(S))→ X∗(S)→ X∗(Sθ)→ 0
Il en re´sulte formellement l’e´galite´
H1,0(ΓF ;X
∗((1− θ)(S))→ X∗(S)) = X∗(Sθ)ΓF .
L’homomorphisme de X∗(G)ΓF dans ce groupe n’est autre que l’application de restric-
tion. En notant Im(X∗(G)ΓF ) son image, on obtient que l’image de l’application (2)
est isomorphe a` X∗(Sθ)ΓF /Im(X∗(G)ΓF ). On a dit que d(I⋆, G) e´tait e´gal au nombre
d’e´le´ments du conoyau de l’homomorphisme (2). Graˆce a` (3) et au re´sultat pre´ce´dent,
on obtient
d(I⋆, G) = |π0((Z(Gˆ)/Z(Gˆ) ∩ Tˆ
θˆ,0)ΓF )|[X∗(Sθ)ΓF : Im(X∗(G)ΓF )]−1.
Notons Im(X∗(G)ΓF ,θ) l’image dans X∗(Sθ)ΓF du sous-groupe X∗(G)ΓF ,θ ⊂ X∗(G)ΓF .
Kottwitz et Shelstad ont calcule´
[Im(X∗(G)ΓF ) : Im(X∗(G)ΓF ,θ)] = |det((1− θ)|AG/AG˜)||π0(Tˆ
θˆ,0 ∩ Z(Gˆ)ΓF ,0)|−1,
cf. [KS] calcul de l’expression 6.4.14. L’expression ci-dessus se transforme en
d(I⋆, G) = |π0((Z(Gˆ)/Z(Gˆ) ∩ Tˆ
θˆ,0)ΓF )||det((1− θ)|AG/AG˜)||π0(Tˆ
θˆ,0 ∩ Z(Gˆ)ΓF ,0)|−1
[X∗(Sθ)ΓF : Im(X∗(G)ΓF ,θ)]−1.
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En se rappelant la de´finition de C(G˜) donne´e en 5.8, on peut re´crire
d(I⋆, G) = C(G˜)
−1τ(G)covol(AG˜,Z)
−1[X∗(Sθ)ΓF : Im(X∗(G)ΓF ,θ)]−1.
Pour obtenir le lemme, il reste a` prouver l’e´galite´
(7) x(I⋆)covol(AG¯⋆,Z) = [X
∗(Sθ)ΓF : Im(X∗(G)ΓF ,θ)]covol(AG˜,Z).
Le groupe I⋆ est isomorphe au quotient de Z(I⋆) × G¯⋆,SC par le sous-groupe forme´ des
(π¯⋆(z)
−1, z) pour z ∈ Z(G¯⋆,SC). Il en re´sulte que X
∗(I⋆) est le groupe des caracte`res du
groupe Z(I⋆)/π¯⋆(Z(G¯⋆,SC)). L’homomorphisme naturel de ce groupe dans S
θ/π¯⋆(S¯sc) est
un isomorphisme. Donc X∗(I⋆) = X
∗(Sθ/π¯⋆(S¯sc)). On obtient une suite exacte
0→ X∗(I⋆)→ X
∗(Sθ)→ X∗(S¯sc).
D’ou` aussi une suite exacte
0→ X∗(I⋆)
ΓF → X∗(Sθ)ΓF → X∗(S¯sc)
ΓF .
Mais S¯sc est un tore elliptique donc le dernier groupe est nul. Finalement
(8) X∗(I⋆)
ΓF = X∗(Sθ)ΓF .
On a un diagramme commutatif d’homomorphismes naturels
(9)
X∗(G)ΓF ,θ
ւ ↓ φ
0 → X∗(I⋆/G¯⋆)
ΓF → X∗(I⋆)
ΓF → X∗(G¯⋆)
ΓF
La suite horizontale est exacte. La fle`che verticale φ s’inscrit dans un diagramme com-
mutatif
X∗(G)ΓF ,θ → X∗(Z(G)0)ΓF ,θ
↓ φ ↓
X∗(G¯⋆)
ΓF → X∗(Z(G¯⋆)
0)ΓF
Les fle`ches horizontales sont injectives. La fle`che de droite est injective : cela re´sulte de
l’ellipticite´ de η⋆. Donc la fle`che de gauche est aussi injective. En revenant au diagramme
(9), on en de´duit un diagramme commutatif a` fle`ches injectives
X∗(G)ΓF ,θ
φ1 ւ ց φ
X∗(I⋆)
ΓF /X∗(I⋆/G¯⋆)
ΓF
φ2
→ X∗(G¯⋆)
ΓF
Par de´finition, on a
x(I⋆) = |X
∗(I⋆/G¯⋆)
ΓF ||coker(φ2)|
−1.
L’injectivite´ de φ1 et la relation (8) entraˆınent que
[X∗(Sθ)ΓF : Im(X∗(G)ΓF ,θ)] = |X∗(I⋆/G¯⋆)
ΓF ||coker(φ1)|.
Il en re´sulte que
x(I⋆)[X
∗(Sθ)ΓF : Im(X∗(G)ΓF ,θ)]−1 = |coker(φ2)|
−1|coker(φ1)|
−1 = |coker(φ)|−1.
D’apre`s les de´finitions, on a aussi
|coker(φ)| = |AG˜,Z/AG¯⋆,Z| = covol(AG¯⋆,Z)covol(AG˜,Z)
−1.
L’e´galite´ (7) re´sulte des deux e´galite´s ci-dessus. Cela ache`ve la de´monstration. 
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7.15 Preuve de la proposition 7.10
Les lemmes 7.12, 7.13 et 7.14 conduisent a` l’e´galite´
|P 0||U|−1 = C(G˜)τ(G¯⋆)[I⋆(F ) : G¯⋆(F )]
−1[I⋆(FV ) : G¯⋆(FV )]covol(AG¯⋆)
−1.
On a aussi |U| = |D˙F [dV ]| d’apre`s le lemme 7.5. Enfin, l’assertion 7.3(1) entraˆıne que
pour tout d ∈ DF [dV ], il y a des isomorphismes compatibles et de´finis sur F de I⋆ sur
Iη[d] et de G¯⋆ sur Gη[d]. On peut donc remplacer dans le deuxie`me membre de l’e´galite´
ci-dessus les termes I⋆ et G¯⋆ par Iη[d] et Gη[d]. La proposition 7.10 en re´sulte.
7.16 Calcul final
On le`ve l’hypothe`se DF [dV ] 6= ∅ pose´e en 7.3. Conside´rons l’expression
(1) f¯ [dV ]
∑
j∈J (H) δj [dV ]
qui apparaˆıt dans la formule 5.9(2).
Corollaire. Pourvu que l’ensemble de places V ′ soit assez grand, l’expression (1) est
e´gale a`
C(G˜)−1
∑
d∈D˙F [dV ]
τ(Gη[d])[Iη[d](F ) : Gη[d](F )]
−1[Iη[d](FV ) : Gη[d](FV )]covol(AGη[d])
−1
|U [V ′, d]|−1
∑
u∈U [V ′,d]
ω(uh[d])f¯ [d, u].
Cela re´sulte du corollaire 7.2 et de la proposition 7.10.
8 Preuve du the´ore`me 3.3
8.1 Suite du calcul de la section 5
Utilisons le corollaire 7.16 pour transformer la formule 5.9(2). Il y a deux simplifi-
cations. La constante C(G˜) apparaˆıt deux fois et ses deux occurences se compensent.
Le terme c[dV ] de´fini en 5.9 est e´gal a` [Iη[d](FV ) : Gη[d](FV )]
−1 pour tout d ∈ D˙F [dV ]
et ce terme compense l’un de ceux intervenant dans le corollaire 7.16. D’autre part, il
intervient dans ce corollaire un ensemble fini de places V ′ qui doit eˆtre assez grand. Cette
notion de´pend a priori des e´le´ments fixe´s dans la section 7, a` savoir dV et H. Mais ces
donne´es dV etH parcourent des ensembles finis. On peut donc fixer un ensemble V
′ assez
grand pour que le corollaire 7.16 soit valable pour tous dV et H. On obtient alors
IG˜(AG˜,E(V,H, ω), f) = |WG(µ)|−1|FixG(µ, ωG¯)|
−1τ(H¯)−1|W H¯ |∑
dV ∈D˙
rel
V
∑
d∈D˙F [dV ]
τ(Gη[d])[Iη[d](F ) : Gη[d](F )]
−1covol(AGη[d],Z)
−1
|U [V ′, d]|−1
∑
u∈U [V ′,d]
ω(uh[d])SH¯(SAH¯unip(V ), f¯ [d, u]).
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Notons DV−nrF l’ensemble des d ∈ DF tels que la projection de d dans DAVF appartienne
a` Dnr
AVF
. L’ensemble DF [dV ] a e´te´ de´fini en 6.9. Dans ce paragraphe, on supposait dV
relevante mais c’e´tait inutile pour cette de´finition. On peut alors de´finir D˙F [dV ] comme
en 7.1 sans cette hypothe`se de relevance. Notons D˙V−nrF la re´union des D˙F [dV ] pour
dV ∈ D˙V . C’est un ensemble de repre´sentants de l’ensemble de doubles classes
Iη(F¯ )\D
V−nr
F /G(F ).
La meˆme preuve qu’en 7.1(1) montre que c’est un ensemble fini. Graˆce a` 5.5(4), la double
somme ci-dessus en dV ∈ D˙
rel
V et d ∈ D˙F [dV ] se simplifie en une somme sur les d ∈ D˙
V−nr
F
tels que H soit relevante pour Gη[d],SC . D’ou`
IG˜(AG˜,E(V,H, ω), f) = |WG(µ)|−1|FixG(µ, ωG¯)|
−1τ(H¯)−1|W H¯ |∑
d∈D˙V−nrF ,H relevante pour Gη[d],SC
τ(Gη[d])[Iη[d](F ) : Gη[d](F )]
−1covol(AGη[d],Z)
−1
|U [V ′, d]−1
∑
u∈U [V ′,d]
ω(uh[d])SH¯(SAH¯unip(V ), f¯ [d, u]).
On peut maintenant lever la premie`re hypothe`se faite sur H, a` savoir que DrelV est non
vide. Si elle n’est pas ve´rifie´e, le membre de droite est nul car la somme en d est vide.
Le membre de gauche est nul lui-aussi d’apre`s le corollaire 5.6. L’e´galite´ est donc encore
ve´rifie´e. Rappelons que la fonction f¯ [d, u] qui intervient ici est le transfert a` H¯(FV ) d’une
fonction f [d]sc sur Gη[d],SC(FV ), le facteur de transfert e´tant de´termine´ par u. Il convient
d’introduire la donne´e H dans la notation et de noter plutoˆt cette fonction f¯H[d, u].
Utilisons maintenant l’e´galite´ 5.3(1). On obtient
(1) IG˜(AG˜,E(V, µ, ωG¯, ω), f) = |W
G(µ)|−1|FixG(µ, ωG¯)|
−1
∑
d∈D˙V−nrF
τ(Gη[d])[Iη[d](F ) : Gη[d](F )]
−1covol(AGη[d],Z)
−1|U [V ′, d]|−1
∑
u∈U [V ′,d]
ω(uh[d])X [d, u],
ou`
X [d, u] =
∑
H∈E
Tˆad,⋆
(G¯SC ,V ),H relevante pour Gη[d],SC
τ(H¯)−1|W H¯ |SH¯(SAH¯unip(V ), f¯
H[d, u]).
8.2 Elimination de la somme en H
Fixons d ∈ D˙V−nrF et u ∈ U [V
′, d]. Notons E ˆ¯Tad
(Gη[d],SC , V ) l’ensemble de som-
mation qui intervient dans la de´finition de X [d, u] , c’est-a`-dire l’ensemble des H ∈
E ˆ¯Tad,⋆
(G¯SC , V ) qui sont relevantes pour Gη[d],SC . Fixons comme toujours un ensemble
E(Gη[d],SC, V ) de repre´sentants des classes d’e´quivalence de donne´es endoscopiques de
Gη[d],SC qui sont elliptiques, non ramifie´es hors de V et relevantes. Il y a une application
naturelle E ˆ¯Tad
(Gη[d],SC , V ) → E(Gη[d],SC, V ) qui, a` H dans l’ensemble de de´part, associe
le repre´sentant de sa classe d’e´quivalence. Cette application est surjective : toute donne´e
endoscopique de Gη[d],SC est e´quivalente a` une donne´e (H¯, H¯, s¯) telle que s¯ appartienne
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a` ˆ¯Tad. Les nombres d’e´le´ments des fibres de cette application se calculent comme en
5.1. On obtient que la fibre contenant un e´le´ment H ∈ E ˆ¯Tad(Gη[d],SC , V ) a pour nombre
d’e´le´ments |W G¯||W H¯ |−1|Out(H)|−1. On obtient
X [d, u] = |W G¯|
∑
H∈E(Gη[d],SC ,V )
τ(H¯)−1|Out(H)|−1SH¯(SAH¯unip(V ), f¯
H[d, u]).
En utilisant la de´finition [VI] 5.1, on voit que τ(H¯)−1|Out(H)|−1 = τ(Gη[d],SC)
−1i(Gη[d],SC , H¯).
Ici τ(Gη[d],SC) = 1 puisque Gη[d],SC est simplement connexe ([Lab1] the´ore`me 1.2).
D’autre part,
SH¯(SAH¯unip(V ), f¯
H[d, u]) = IGη[d],SC(transfertu(SA
H¯
unip(V )), f [d]sc),
ou` transfertu de´signe le transfert relatif au facteur de transfert ∆V [d, u] de´fini en 7.1.
On obtient
X [d, u] = |W G¯|IGη[d],SC(B[d, u], f [d]sc),
ou`
B[d, u] =
∑
H∈E(Gη[d],SC ,V )
i(Gη[d],SC , H¯)transfertu(SA
H¯
unip(V )).
En se reportant a` la de´finition de 1.10, on voit que B[d, u] n’est autre que la distribution
A
Gη[d],SC ,E
unip (V ). Plus exactement, on se rappelle que cette distribution de´pend d’un choix
de sous-groupes compacts hyperspe´ciaux des groupes Gη[d],SC(Fv) pour v 6∈ V . Puisqu’on
utilise le facteur de transfert ∆V [d, u], ces groupes sont lesKsc,v[d, u] de´finis en 7.1. Notons
Kv[d] le sous-groupe compact hyperspe´cial de Gη[d](Fv) de´fini par Kv[d] = adhv[d](Kv) ∩
Gη[d](Fv). Avec la notation de 4.3, on a
∏
v 6∈V Ksc,v[d, u] =
uK[d]Vsc. On a donc pre´cise´ment
B[d, u] = A
Gη[d],SC ,E
unip (V,
uK[d]Vsc). On est ici dans une situation sans torsion et on peut
appliquer le the´ore`me d’Arthur 3.1. Donc B[d, u] = A
Gη[d],SC
unip (V,
uK[d]Vsc) et
X [d, u] = |W G¯|IGη[d],SC(A
Gη[d],SC
unip (V,
uK[d]Vsc), f [d]sc).
8.3 Elimination des reveˆtements simplement connexes
Fixons d ∈ D˙V−nrF . Graˆce a` la dernie`re formule ci-dessus, on a
|U [V ′, d]|−1
∑
u∈U [V ′,d]
ω(uh[d])X [d, u] = |W G¯|ω(h[d])IGη[d],SC(A
Gη[d],SC
unip;Gη[d],ω,V ′
(V ), f [d]sc),
ou` A
Gη[d],SC
unip;Gη[d],ω,V ′
(V ) est de´fini en 4.3. Puisque f [d]sc = ιGη[d],SC ,Gη[d](f [d]), on a
IGη[d],SC(A
Gη[d],SC
unip;Gη[d],ω,V ′
(V ), f [d]sc) = I
Gη[d](ι∗Gη[d],SC ,Gη[d](A
Gη[d],SC
unip;Gη[d],ω,V ′
(V )), f [d]).
On applique la proposition 4.3. L’ensemble de places V ′ doit eˆtre assez grand, cette notion
de´pendant de d. Puisqu’on a de´ja` dit que l’ensemble D˙V−nrF e´tait fini, on peut supposer
que l’ensemble V ′ fixe´ en 8.1 satisfait cette condition pour tout d. La proposition 4.3
nous dit que
ι∗Gη[d],SC ,Gη[d](A
Gη[d],SC
unip;Gη[d],ω,V ′
(V )) = τ ′(Gη[d],SC)τ
′(Gη[d])
−1A
Gη[d]
unip (V, ω,K[d]
V ).
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Puisque Gη[d],SC est simplement connexe, on a AGη[d],SC = {0} et τ(Gη[d],SC) = 1 ([Lab1]
the´ore`me 1.2). Donc aussi τ ′(Gη[d],SC) = 1. On a aussi par de´finition
τ ′(Gη[d]) = τ(Gη[d])covol(AGη[d],Z)
−1.
D’ou`
|U [V ′, d]|−1
∑
u∈U [V ′,d]
ω(uh[d])X [d, u] = |W G¯|ω(h[d])τ(Gη[d])
−1covol(AGη[d],Z)
IGη[d](A
Gη[d]
unip (V, ω,K[d]
V ), f [d]).
Reportons cette valeur dans la formule 8.1(1). Comme on l’a dit en 1.1, le groupeWG(µ)
s’identifie a` W G¯. On obtient
(1) IG˜(AG˜,E(V, µ, ωG¯, ω), f) = |Fix
G(µ, ωG¯)|
−1
∑
d∈D˙V−nrF
[Iη[d](F ) : Gη[d](F )]
−1ω(h[d])IGη[d](A
Gη[d]
unip (V, ω,K[d]
V ), f [d]).
8.4 Fin de la preuve
Rappelons qu’il nous suffit de prouver la proposition 5.1, c’est-a`-dire l’e´galite´
(1) IG˜(AG˜,E(V, µ, ωG¯, ω), f) = I
G˜(AG˜(V,X , ω), f).
Supposons que X n’appartienne pas a` l’image de l’application χG˜, c’est-a`-dire ne cor-
responde a` aucune classe de conjugaison stable dans G˜ss(F ). Alors l’ensemble DF est
vide, a fortiori D˙V−nrF aussi et la formule 8.3(1) montre que I
G˜(AG˜,E(V, µ, ωG¯, ω), f) = 0.
D’apre`s la de´finition 1.9, on a aussi IG˜(AG˜(V,X , ω), f) = 0. L’e´galite´ (1) ci-dessus en
re´sulte.
Nous supposons maintenant que X est l’image par χG˜ d’une classe de conjugaison
stable O ⊂ G˜(F ). Cette classe est unique d’apre`s la proposition 1.2 et c’est la classe
de conjugaison stable de η[d] pour tout d ∈ DF . Notons Cl(O) l’ensemble des classes
de conjugaison par G(F ) contenues dans O. Il y a une application naturelle DF →
Cl(O) qui, a` d ∈ DF , associe la classe de conjugaison de η[d]. Elle est surjective et se
quotiente en une application de Iη(F¯ )\DF/G(F ) dans Cl(O). Etendons l’ensemble D˙
V−nr
F
en un ensemble de repre´sentants D˙F de l’ensemble de doubles classes Iη(F¯ )\DF/G(F ).
L’application ci-dessus devient une application cl : D˙F → Cl(O). Soit d ∈ D˙F , posons
C = cl(d). Utilisons la de´finition [VI] 2.3 ainsi que les hypothe`ses (1), (2) et (4) pose´es
en 5.1. Conside´rons la proprie´te´
(2) pour tout v 6∈ V , la classe de conjugaison par G(Fv) engendre´e par C coupe K˜v.
Elle e´quivaut a` ce que, pour tout v 6∈ V , l’image de d dans Dv appartienne a` D
nr
v ,
cf. 5.5. Ou encore a` d ∈ D˙V−nrF . Si (2) n’est pas ve´rifie´e, on a A
G˜(V, C, ω) = 0. Si (2) est
ve´rifie´e, la de´finition [VI] 2.3(7) conduit a` l’e´galite´
IG˜(AG˜(V, C, ω), f) = [ZG(η[d];F ) : Gη[d](F )]
−1ω(h[d])IGη[d](A
Gη[d]
unip (V, ω,K[d]
V ), f [d]).
Il re´sulte alors de 8.3(1) que
(3) IG˜(AG˜,E(V, µ, ωG¯, ω), f) = |Fix
G(µ, ωG¯)|
−1
∑
d∈D˙F
[ZG(η[d];F ) : Iη[d](F )]I
G˜(AG˜(V, cl(d), ω), f).
L’ensemble de sommation peut maintenant eˆtre infini mais seuls un nombre fini de termes
sont non nuls.
On va prouver
(4) pour tout d ∈ D˙F , la fibre de l’application cl au-dessus de cl(d) a pour nombre
d’e´le´ments |FixG(µ, ωG¯)|[ZG(η[d];F ) : Iη[d](F )]
−1.
L’e´le´ment d ∈ D˙F est fixe´. On rappelle que l’on note Yη[d] l’ensemble des y ∈ G(F¯ )
tels que yσ(y)−1 ∈ Iη[d](F¯ ) pour tout σ ∈ ΓF . L’application y 7→ (y
−1η[d]y, r[d]y) est une
bijection de Yη[d] sur DF (la preuve est analogue a` celle de 5.4(4)). L’inverse de cette
bijection identifie D˙F a` un ensemble de repre´sentants de l’ensemble de doubles classes
Iη[d](F¯ )\Yη[d]/G(F ).
L’e´le´ment y−1η[d]y est conjugue´ a` η[d] par un e´le´ment de G(F ) si et seulement si y ∈
ZG(η[d]; F¯ )G(F ). Ou encore, puisque y est suppose´ appartenir a` Yη[d], si et seulement si
y ∈ (ZG(η[d]; F¯ )∩Yη[d])G(F ). Donc la fibre de cl au-dessus de cl(d) est en bijection avec
l’ensemble de doubles classes
(5) Iη[d](F¯ )\(ZG(η[d]; F¯ ) ∩ Yη[d])G(F )/G(F ).
Posons Ξ[d] = Iη[d](F¯ )\ZG(η[d]; F¯ ). C’est un groupe fini qui est muni d’une action
naturelle de ΓF . Il re´sulte des de´finitions que
Ξ[d]ΓF = Iη[d](F¯ )\(ZG(η[d]; F¯ ) ∩ Yη[d]).
Ce groupe contient contient le sous-groupe ΞF [d] = Iη[d](F )\ZG(η[d];F ). On voit que
l’application naturelle de Ξ[d]ΓF dans l’ensemble (5) se quotiente en une bijection de
Ξ[d]ΓF /ΞF [d] sur cet ensemble. On en de´duit que le nombre d’e´le´ments de la fibre de cl
au-dessus de cl(d) est e´gal a`
(6) |Ξ[d]ΓF |[ZG(η[d];F ) : Iη[d](F )]
−1.
On va identifier l’ensemble Ξ[d] et son action galoisienne. Munissons le groupeW θ
∗
de
l’action galoisienne σ 7→ σG¯ de´finie par σG¯(w) = ωG¯(σ)σG∗(w)ωG¯(σ)
−1. Le groupe W θ
∗
agit naturellement sur (T ∗/(1− θ∗)(T ∗))×Z(G) Z(G˜), cf. 1.1. Notons Fix
G(µ) le groupe
des w ∈ W θ
∗
tels que wµ = µ et w(Σ+(µ)) = Σ+(µ), cf. 1.1 pour les notations. Pour
tout σ ∈ ΓF , ωG¯(σ) ◦σG∗ fixe µ et conserve Σ+(µ). On en de´duit que l’action galoisienne
σ 7→ σG¯ sur W
θ∗ conserve FixG(µ). D’apre`s la de´finition de 5.1, FixG(µ, ωG¯) n’est autre
que l’ensemble de points fixes par cette action dans FixG(µ). On va montrer
(7) il existe un isomorphisme de Ξ[d] sur FixG(µ) qui entrelace l’action galoisienne
naturelle sur Ξ[d] avec l’action σ 7→ σG¯ sur Fix
G(µ).
En admettant cela, on a
|Ξ[d]ΓF | = |FixG(µ, ωG¯)|
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et (4) re´sulte alors de la formule (6). Prouvons (7). Posons Ξ = Iη\ZG(η) = Iη(F¯ )\ZG(η; F¯ ).
Soit ξ ∈ Ξ et relevons ξ en un e´le´ment x ∈ ZG(η). Quitte a` multiplier x a` gauche par un
e´le´ment de Iη, on peut supposer que adx conserve T
∗,θ∗,0 et B¯ = B∗∩ G¯. Il en re´sulte que
adx conserve T
∗ donc x s’envoie sur un e´le´ment w ∈ W . Cet e´le´ment est invariant par θ∗.
L’e´le´ment x est uniquement de´termine´ modulo multiplication a` gauche par un e´le´ment
de T ∗,θ
∗
. Donc w est bien de´termine´. Le fait que x appartient a` ZG(η) entraˆıne que w fixe
µ. Parce que adx conserve B¯ = B
∗∩ G¯, w conserve Σ+(µ). Autrement dit, w ∈ Fix
G(µ).
Cela de´finit une application ξ 7→ w de Ξ dans FixG(µ). Il est imme´diat que c’est un
homomorphisme de groupes. Son noyau est l’ensemble des ξ ∈ Ξ qui se rele`vent en un
e´le´ment x ∈ T ∗ ∩ ZG(η). Mais ce groupe est e´gal a` T
∗,θ∗ qui est contenu dans Iη. Donc
le noyau est nul. Montrons que l’application ξ 7→ w est surjective. Soit w ∈ FixG(µ).
Ecrivons η = νe avec ν ∈ T ∗ et e ∈ Z(G˜; E∗). On rele`ve w en un e´le´ment x ∈ Ge qui
normalise T ∗. Parce que w fixe µ, il existe t ∈ T ∗ tel que adx(ν) = (1−θ
∗)(t)ν. Ou encore,
puisque adx fixe e, adx(η) = (1− θ
∗)(t)η. L’e´le´ment t−1x rele`ve encore w et appartient a`
ZG(η). En notant ξ l’image de t
−1x dans Ξ, on voit que ξ s’envoie sur w par l’application
pre´ce´dente. Cela prouve que l’application ξ 7→ w est un isomorphisme de Ξ sur FixG(µ).
Posons r = r[d]. Alors adr est un isomorphisme de Ξ[d] sur Ξ. par composition, on ob-
tient un isomorphisme de Ξ[d] sur FixG(µ). Pour e´tudier les actions galoisiennes, on doit
se rappeler que, par de´finition de DF , ωG¯ co¨ıncide avec le cocycle ωη[d] calcule´ comme en
1.2 a` l’aide de la paire de Borel (adr−1(B
∗), adr−1(T
∗)). En reprenant les de´finitions de
1.2, on voit que cela se traduit par la proprie´te´ suivante :
(8) pour tout σ ∈ ΓF , il existe g¯(σ) ∈ G¯ tel que g¯(σ)rσ(r)
−1uE∗(σ)
−1 normalise T ∗
et s’envoie sur l’e´le´ment ωG¯(σ) ∈ W .
Soient σ ∈ ΓF et ξ[d] ∈ Ξ[d]. L’e´le´ment ξ[d] s’envoie par adr sur un e´le´ment ξ ∈ Ξ, que
l’on rele`ve comme ci-dessus en un e´le´ment x ∈ ZG(η), qui s’envoie sur un e´le´ment w ∈
FixG(µ). L’e´le´ment σ(ξ[d]) s’envoie par adr sur un e´le´ment ξ
′ ∈ Ξ, que l’on rele`ve en un
e´le´ment x′ ∈ ZG(η), qui s’envoie sur un e´le´ment w
′ ∈ FixG(µ). Relevons ξ[d] en l’e´le´ment
adr−1(x). Alors ξ
′ est l’image dans Ξ de l’e´le´ment adr ◦ σ ◦ adr−1(x) = adrσ(r)−1 ◦ σ(x).
La conjugaison par G¯ conserve ZG(η) et se quotiente en l’identite´ de Ξ. Donc ξ
′ est aussi
l’image dans Ξ de l’e´le´ment x′′ = adg¯(σ)rσ(r)−1 ◦ σ(x). On a
(9) x′′ = adg¯(σ)rσ(r)−1uE∗(σ)−1 ◦ aduE∗(σ) ◦ σ(x).
L’e´le´ment x normalise T ∗. Les automorphismes adg¯(σ)rσ(r)−1uE∗(σ)−1 et aduE∗ (σ) ◦σ aussi. Il
en re´sulte que x′′ normalise T ∗. Puisque x′ et x′′ rele`vent tous deux ξ′, x′′ se de´duit de x
par multiplication a` gauche par un e´le´ment du normalisateur de T ∗ dans Iη. L’image w
′′
de x′′ dans W se de´duit de l’image w′ de x′ par multiplication a` gauche par un e´le´ment
de W (µ). D’apre`s (8) et (9), on a w′′ = ωG¯(σ) ◦ σG∗(w) = σG¯(w). Cela implique que
w′′ ∈ FixG(µ). Puisque w′ et w′′ sont deux e´le´ments de cet ensemble qui se de´duisent
l’un de l’autre par multiplication a` gauche par un e´le´ment de W (µ), ils sont e´gaux (parce
que les e´le´ments de FixG(µ) conservent Σ+(µ)). On obtient w
′ = w′′ = σG¯(w). Mais cela
prouve que l’isomorphisme de Ξ[d] sur FixG(µ) entrelace l’action galoisienne naturelle
sur Ξ[d] avec l’action σ 7→ σG¯ sur Fix
G(µ). Cela ache`ve la preuve de (7) et de (4).
En utilisant (4), l’e´galite´ (3) se re´crit
IG˜(AG˜,E(V, µ, ωG¯, ω), f) =
∑
C∈Cl(O)
IG˜(AG˜(V, C, ω), f).
D’apre`s la de´finition de 1.9, le membre de droite ci-dessus est e´gal a` celui de l’e´galite´ (1).
Cela prouve cette e´galite´ et cela ache`ve la preuve du the´ore`me 3.3.
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9 Preuve du the´ore`me [VI] 5.6
9.1 Rappel de l’e´nonce´ du the´ore`me
On rappelle brie`vement l’e´nonce´ du the´ore`me [VI] 5.6, en renvoyant a` cette re´fe´rence
pour plus de de´tails. On conside`re un triplet endoscopique non standard (G1, G2, j∗) de´fini
sur F . Pour i = 1, 2, on fixe une paire de Borel (Bi, Ti) de Gi de´finie sur F . On note Σi
l’ensemble des racines de Ti dans gi. Le terme j∗ est un isomorphisme de X∗(T1) ⊗Z Q
sur X∗(T2)⊗Z Q. Il y a une bijection τ : Σ2 → Σ1 et une fonction b : Σ2 → Q>0 de sorte
que, pour tout α2 ∈ Σ2, on ait l’e´galite´ j∗(αˇ1) = b(α2)αˇ2, ou` α1 = τ(α2) et αˇi est la
coracine associe´e a` αi.
Pour toute place v de F , on a un isomorphisme
(1) Dstge´om(g1(Fv))⊗Mes(G1(Fv))
∗ ≃ Dstge´om(g2(Fv))⊗Mes(G2(Fv))
∗
qui se restreint en un isomorphisme analogue pour les distributions a` support nilpotent.
Par l’exponentielle, il s’en de´duit un isomorphisme
(2) Dstunip(G1(Fv))⊗Mes(G1(Fv))
∗ ≃ Dstunip(G2(Fv))⊗Mes(G2(Fv))
∗.
On fixe un ensemble fini de places V de sorte que
- V contient les places archime´diennes de F ;
- G1 et G2 sont non ramifie´s hors de V ;
- pour v 6∈ V , notons p la caracte´ristique re´siduelle de Fv et ev = [Fv : Qp] ; alors
p > evN(Gi) + 1 pour i = 1, 2, ou` N(Gi) est l’entier de´fini en [W1] 4.3 ;
- les valeurs de la fonction b sont des unite´s hors de V .
The´ore`me. Sous ces hypothe`ses, les distributions SAG1unip(V ) et SA
G2
unip(V ) se corres-
pondent par le produit tensoriel sur les v ∈ V des isomorphismes (2) ci-dessus.
Pour simplifier, on note encore j∗ toute application de´duite de l’application j∗ pri-
mitive. Par exemple, on note j∗ les isomorphismes (1) et (2). Pour i = 1, 2, on pose
Mi,0 = Ti. On a un isomorphisme j∗ : AM1,0 ≃ AM2,0 . On fixe des mesures sur ces espaces
qui se correspondent par cet isomorphisme. On se de´barrasse des espaces de mesures
comme dans les paragraphes pre´ce´dents. C’est-a`-dire que, en une place v 6∈ V , on utilise
les mesures canoniques. Pour i = 1, 2, on munit Gi(A) de la mesure de Tamagawa, cf.
4.1. De ces choix se de´duit une mesure sur Gi(FV ). Pour des Levi M1 ∈ L(M1,0) et
M2 ∈ L(M2,0) qui se correspondent, on fait des choix analogues.
9.2 Le lemme fondamental ponde´re´ non standard
Dans ce paragraphe et le suivant, on fixe une place v 6∈ V et on conside`re que
le corps de base est Fv. Pour i = 1, 2, soit Mi ∈ L(Mi,0). On a de´fini en [II] 4.2
une fonction sur Dstge´om(Mi(Fv)). Dans la situation ge´ne´rale de cette re´fe´rence, elle e´tait
note´e sG˜i
M˜i
(., K˜i). Elle ne de´pendait que de la classe de conjugaison par Gi,AD(Fv) du
sous-espace hyperspe´cial K˜i. Ici, la situation n’est pas tordue, on prend K˜i = Ki et la
classe de conjugaison par Gi,AD(Fv) de ce groupe est uniquement de´termine´e. On peut
donc noter simplement sGiMi notre fonction.
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Supposons que M1 et M2 se correspondent. On a de´fini en [III] 6.5 une constante
cG1,G2M1,M2 ∈ C
×.
Proposition. Soit δ1 ∈ D
st
ge´om(M1(Fv)). Supposons que son support est assez voisin de
l’origine. Alors on a l’e´galite´
sG1M1(δ1) = c
G1,G2
M1,M2
sG2M2(j∗(δ1)).
Preuve. Pour i = 1, 2, il y a une analogue sgimi de la fonction s
Gi
Mi
, de´finie surDstge´om(mi(Fv)).
Pour d1 ∈ D
st
ge´om(m1(Fv)) a` support re´gulier dans g1(Fv), on a l’e´galite´
sg1m1(d1) = c
G1,G2
M1,M2
sg2m2(j∗(d1)).
Cette e´galite´ est la conjecture 3.7 de [W2]. Une preuve est annonce´e par Chaudouard et
Laumon ([CL]).
Pour di ∈ D
st
ge´om(mi(Fv)) a` support assez voisin de l’origine, on peut de´finir exp(di) ∈
Dstge´om(Gi(Fv)). Il re´sulte des de´finitions que l’on a l’e´galite´ s
Gi
Mi
(exp(di)) = s
gi
mi
(di). Pour
δ1 ∈ D
st
ge´om(M1(Fv)) a` support re´gulier dans G1(Fv) et assez voisin de l’origine, il existe
d1 ∈ D
st
ge´om(m1(Fv)) a` support re´gulier dans g1(Fv) et assez voisin de l’origine de sorte
que δ1 = exp(d1). Les conside´rations ci-dessus entraˆınent l’e´galite´ de l’e´nonce´ pour un
tel δ1.
Il reste a` lever l’hypothe`se que le support de δ1 est re´gulier dans G1(Fv). Cela se
fait en deux temps comme dans la section 4 de [II]. Conside´rons d’abord une classe de
conjugaison stable semi-simple O ⊂ M1(Fv) qui est G1-e´quisingulie`re et assez proche
de l’origine. Soit δ1 ∈ D
st
ge´om(O), c’est-a`-dire que son support est forme´ d’e´le´ments dont
la partie semi-simple appartient a` O. D’apre`s le lemme [II] 2.2, on peut fixer δ′1 ∈
Dstge´om(M1(Fv)), a` support re´gulier dans G1(Fv) aussi voisin qu’on le veut de O, de sorte
que δ1 = g
M1
M1
(δ′1). D’apre`s la proposition [III] 6.7, on a l’e´galite´ j∗(δ1) = g
M2
M2
◦ j∗(δ
′
1).
D’apre`s la relation [II] 4.5(2), on a les e´galite´s
sG1M1(δ
′
1) = s
G1
M1
(gM1M1 (δ
′
1)) = s
G1
M1
(δ1),
sG2M2(j∗(δ
′
1)) = s
G2
M2
(gM2M2 ◦ j∗(δ
′
1)) = s
G2
M2
(j∗(δ1)).
L’e´galite´ de l’e´nonce´ de´ja` prouve´e pour δ′1 entraˆıne alors l’e´galite´ analogue pour δ1.
Soit maintenant δ1 soumis a` la seule restriction que son support est assez voisin de
l’origine. Posons δ2 = j∗(δ1). Pour i = 1, 2, on introduit une variable ai ∈ AMi(Fv) en
position ge´ne´rale et proche de 1. D’apre`s [II] 4.7, le germe en 1 de la fonction ai 7→
sGiMi(aiδi) est e´quivalent a` un e´le´ment de l’espace U
Gi
Mi
dont le terme constant est e´gal a`
sGiMi(δi) (cf. [II] 4.6 pour les de´finitions). Conside´rons l’application qui, a` une fonction ϕ
de a2, associe la fonction a1 7→ ϕ(j∗(a1)). Les conside´rations de [III] 6.5 et l’hypothe`se
v 6∈ V entraˆınent que cette application respecte l’e´quivalence. Elle envoie UG2M2 sur U
G1
M1
et
sa restriction a` UG2M2 commute a` l’application ”terme constant”. Il en re´sulte que le germe
en 1 de la fonction a1 7→ s
G2
M2
(j∗(a1)δ2) est e´quivalent a` un e´le´ment de l’espace U
G1
M1
dont
le terme constant est e´gal a` sG2M2(δ2). Puisque a1δ1 est a` support G1-e´quisingulier, on a
de´montre´ l’e´galite´
sG1M1(a1δ1) = c
G1,G2
M1,M2
sG2M2(j∗(a1)δ2).
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Le germe de cette fonction en 1 est e´quivalent a` un e´le´ment de UG1M1 et on a deux fac¸ons de
calculer son terme constant : la premie`re donne sG1M1(δ1) ; la seconde donne c
G1,G2
M1,M2
sG2M2(δ2).
D’ou` l’e´galite´ de ces deux termes, ce qui ache`ve la de´monstration. 
9.3 Extension aux Levi
Pour i = 1, 2, soientMi et Li deux Levi de Gi tels queMi,0 ⊂Mi ⊂ Li. Les de´finitions
de [II] 4.2 se simplifient comme dans le paragraphe pre´ce´dent : on a une fonction sLiMi sur
Dstge´om(Mi(Fv)). On suppose que M1 et M2, resp. L1 et L2, se correspondent.
On note comme toujours Li,SC le reveˆtement simplement connexe de Li et on note
Mi,sc, resp. Ti,sc, l’image re´ciproque de Mi, resp. Ti, dans Li,SC. De j∗ se de´duit un
isomomorphisme j∗,sc : X∗(T1,sc) ⊗Z Q → X∗(T2,sc) ⊗Z Q. Le triplet (L1,SC , L2,SC , j∗,sc)
est encore endoscopique non standard.
On a de´fini en [III] 3.5 un homomorphisme surjectif ι∗Mi,sc,Mi : D
st
unip(Mi,sc(Fv)) →
Dstunip(Mi(Fv)).
Lemme. (i) Pour i = 1, 2 et pour δi,sc ∈ D
st
unip(Mi,sc(Fv)), on a l’e´galite´
sLiMi(ι
∗
Mi,sc,Mi
(δi,sc)) = s
Li,SC
Mi,sc
(δi,sc).
(ii) Pour δ1 ∈ D
st
unip(M1(Fv)), on a l’e´galite´
sL1M1(δ1) = c
L1,SC ,L2,SC
M1,sc,M2,sc
sL2M2(j∗(δ1)).
Preuve de (i). Le temps de cette preuve, l’indice i = 1, 2 est fixe´ et on le sup-
prime pour simplifier. Rappelons que les fonctions sLM et s
LSC
Msc
sont de´duites de fonctions
primitives rLM(., K
L) et rLSCMsc (., K
L
sc) qui calculent les inte´grales orbitales ponde´re´es non-
invariantes des fonctions caracte´ristiques des compacts KL et KLsc. Fixons un ensemble
de repre´sentants U de l’ensemble de doubles classes Z(L)0(Fv)\M(Fv)/π(Msc(Fv)). Soit
γsc ∈ Dunip(Msc(Fv)). Posons γ
′
sc = |U|
−1
∑
u∈U adu(γsc). Il re´sulte du lemme [III] 3.3
que l’on a l’e´galite´
rLM(ι
∗
Msc,M(γsc), K
L) = rLSCMsc (γ
′
sc, K
L
sc).
Remarque. Dans le lemme cite´ apparaissaient des espaces de mesures que l’on a ici
fait disparaˆıtre. En utilisant la preuve du lemme 4.2 du pre´sent article, on montre que
cette disparition est le´gitime compte tenu de nos choix de mesures canoniques.
Une distribution stable est invariante par l’action du groupe adjoint. Pour δsc ∈
Dstunip(Msc(Fv)), on a donc δ
′
sc = δsc et l’e´galite´ se simplifie en
rLM(ι
∗
Msc,M(δsc), K
L) = rLSCMsc (δsc, K
L
sc).
Cette e´galite´ se propage alors aux fonctions sLM et s
LSC
Msc
par la meˆme preuve qu’en [III]
3.6. Cela prouve le (i) de l’e´nonce´.
Preuve de (ii). Le triplet (L1,SC , L2,SC, j∗,sc) e´tant endoscopique non standard, la
proposition 8.2 fournit l’e´galite´
s
L1,SC
M1,sc
(δ1,sc) = c
L1,SC ,L2,SC
M1,sc,M2,sc
s
L2,SC
M2,sc
(j∗,sc(δ1,sc))
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pour tout δ1,sc ∈ D
st
unip(M1,sc(Fv)). En utilisant (i), on obtient
sL1M1(ι
∗
M1,sc,M1(δ1,sc)) = c
L1,SC ,L2,SC
M1,sc,M2,sc
sL2M2(ι
∗
M2,sc,M2 ◦ j∗,sc(δ1,sc)).
Evidemment, ι∗M2,sc,M2 ◦ j∗,sc = j∗ ◦ ι
∗
M1,sc,M1
. Puisque tout e´le´ment δ1 ∈ D
st
unip(M1(Fv))
peut s’e´crire sous la forme δ1 = ι
∗
M1,sc,M1
(δ1,sc), on en de´duit le (ii) de l’e´nonce´. 
9.4 Globalisation
On revient a` notre corps de base F . Soit U un ensemble fini de places de F disjoint
de V et non vide. Pour i = 1, 2, soit Mi ∈ L(Mi,0). Comme en 9.2, les constructions du
paragraphe 2.2 se simplifient dans notre situation et donnent naissance a` une fonction
que l’on note sGiMi,U sur D
st
ge´om(Mi(FU)). Supposons que M1 et M2 se correspondent. On
de´finit une constante cG1,G2M1,M2 de la meˆme fac¸on qu’en [III] 6.5, en y remplac¸ant le corps
de base local de cette re´fe´rence par notre corps F . Rappelons la de´finition. Soit n ≥ 1
un entier tel que nj∗ envoie X∗(T1) dans X∗(T2). L’homomorphisme dual de nj∗ envoie
X∗(T2) dans X
∗(T1). Il s’identifie a` un homomorphisme de X∗(Tˆ2) dans X∗(Tˆ1), qui
de´finit un homomorphisme de Tˆ2 dans Tˆ1. Celui-ci se restreint en un homomorphisme
jˆn : Z(Mˆ2)
ΓF → Z(Mˆ1)
ΓF
qui est surjectif et de noyau fini. On pose
cG1,G2M1,M2 = n
−aM2 |ker(jˆn)|,
ou` aM2 = dim(AM2) = dim(AM1). Cela ne de´pend pas du choix de n.
Proposition. Soit δ1 ∈ D
st
unip(M1(FU)). On a l’e´galite´
sG1M1,U(δ1) = c
G1,G2
M1,M2
sG2M2,U(j∗(δ1)).
Preuve. On peut supposer δ1 = ⊗v∈Uδ1,v. On a e´crit en 2.2 la formule de de´composition
(1) sG1M1,U(δ1) =
∑
LU1 ∈L(M1,U )
eG1M1,U (M1, L
U
1 )
∏
v∈U
s
Lv1
M1,v
(δ1,v),
Pour tout LU1 ∈ L(M1,U) et tout v ∈ U , notons L
v
2 l’e´le´ment de L(M2,v) qui correspond
a` Lv1. Le lemme 9.3(ii) entraˆıne l’e´galite´
s
Lv1
M1,v
(δ1,v) = c
Lv1,SC ,L
v
2,SC
M1,v,sc,M2,v,sc
s
Lv2
M2,v
(j∗(δ1,v)).
Posons LU2 = (L
v
2)v∈U . Cette famille est un e´le´ment de L(M2,U). On prouvera ci-dessous
l’e´galite´
(2) eG1M1,U (M1, L
U
1 )
∏
v∈U
c
Lv1,SC ,L
v
2,SC
M1,v,sc,M2,v,sc
= cG1,G2M1,M2e
G2
M2,U
(M2, L
U
2 ).
Admettons-la. La formule (1) se transforme en
sG1M1,U(δ1) = c
G1,G2
M1,M2
∑
LU1 ∈L(M1,U )
eG2M2,U (M2, L
U
2 )
∏
v∈U
s
Lv2
M2,v
(j∗(δ1,v)).
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L’application LU1 7→ L
U
2 est une bijection de L(M1,U) sur L(M2,U). On peut remplacer la
somme en LU1 ci-dessus par une somme en L
U
2 ∈ L(M2,U). Graˆce a` la formule similaire a`
(1), le membre de droite ci-dessus est e´gal a`
cG1,G2M1,M2s
G2
M2,U
(j∗(δ1)),
ce qui de´montre l’e´galite´ de l’e´nonce´.
Il reste a` prouver (2). D’apre`s la de´finition de [VI] 4.2, on a pour i = 1, 2 l’e´galite´
eGiMi,U (Mi, L
U
i ) = d
Gi
Mi,U
(Mi, L
U
i )k
Gi
Mi,U
(Mi, L
U
i )
−1.
Le terme dGiMi,U (Mi, L
U
i ) est le rapport entre deux mesures sur l’espace A
Gi
Mi,U
, cf. [VI] 1.4.
Il re´sulte de nos de´finitions que les espaces et mesures ne de´pendent pas de l’indice i.
Donc
dG1M1,U (M1, L
U
1 ) = d
G2
M2,U
(M2, L
U
2 ).
Il suffit donc de prouver l’e´galite´
(3) kG2M2,U (M2, L
U
2 )
∏
v∈U
c
Lv1,SC ,L
v
2,SC
M1,v,sc,M2,v,sc
= cG1,G2M1,M2k
G1
M1,U
(M1, L
U
1 ).
Fixons un entier n comme au de´but du paragraphe. L’application jˆn a des avatars locaux
jˆn,v. Conside´rons le diagramme
Z(Mˆ2)
ΓF
jˆn
→ Z(Mˆ1)
ΓF
↓ ↓∏
v∈V Z(Mˆ2,v)
ΓFv/Z(Lˆv2)
ΓFv
∏
v∈U jˆn,v
→
∏
v∈V Z(Mˆ1,v)
ΓFv/Z(Lˆv1)
ΓFv
Les fle`ches verticales sont les homomorphismes naturels. Le diagramme est commutatif.
Tous les homomorphismes sont surjectifs, de noyaux finis. Il re´sulte des de´finitions que
- kG2M2,U (M2, L
U
2 ) est le nombre d’e´le´ments du noyau de la fle`che verticale de gauche ;
- kG1M1,U (M1, L
U
1 ) est le nombre d’e´le´ments du noyau de la fle`che verticale de droite ;
- cG1,G2M1,M2 est le nombre d’e´le´ments du noyau de la fle`che horizontale du haut, multiplie´
par n−aM2 ;
-
∏
v∈U c
Lv1,SC ,L
v
2,SC
M1,v,sc,M2,v,sc
est le nombre d’e´le´ments de la fle`che horizontale de droite, mul-
tiplie´ par
∏
v∈U n
−aM2,v+aLv2 .
En utilisant le chemin sud-ouest du diagramme, on voit que le membre de gauche de
(3) est le nombre d’e´le´ments du noyau de la fle`che compose´e, multiplie´ par
∏
v∈U n
−aM2,v+aLv2 .
En utilisant le chemin nord-est, on voit que le membre de droite de (3) est le nombre
d’e´le´ments du meˆme noyau, multiplie´ par n−aM2 . Parce que LU2 appartient a` L(M2,U), on
ve´rifie l’e´galite´
aM2 =
∑
v∈U
aM2,v − aLv2 .
L’e´galite´ (3) en re´sulte, ce qui ache`ve la de´monstration. 
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9.5 Ge´ne´ralisation du the´ore`me 9.1
Soient M1 ∈ L(M1,0) et M2 ∈ L(M2,0) deux Levi qui se correspondent.
Proposition. Supposons M1 6= G1. Alors on a l’e´galite´
cG1,G2M1,M2j∗(SA
M1
unip(V )) = SA
M2
unip(V ).
Preuve. Comme en 9.3, de j∗ se de´duit un isomorphisme j∗,sc tel que le triplet
(M1,SC ,M2,SC , j∗,sc) soit endoscopique non standard. Puisqu’on suppose M1 6= G1, nos
hypothe`ses de re´currence habituelles nous permettent d’appliquer le the´ore`me 9.1 a` ce
triplet. Donc
j∗,sc(SA
M1,SC
unip (V )) = SA
M2,SC
unip (V ).
Pour i = 1, 2, on a l’e´galite´
τ ′(Mi)
−1SAMiunip(V ) = τ
′(Mi,SC)
−1ι∗Mi,SC ,Mi(SA
Mi,SC
unip (V ))
d’apre`s la proposition 4.6. Puisque ι∗M2,SC ,M2 ◦ j∗,sc = j∗ ◦ ι
∗
M1,SC ,M1
, on obtient l’e´galite´
τ ′(M2)τ
′(M1,SC)
τ ′(M1)τ ′(M2,SC)
j∗(SA
M1
unip(V )) = SA
M2
unip(V ).
Il suffit de prouver l’e´galite´
(1)
τ ′(M2)τ
′(M1,SC)
τ ′(M1)τ ′(M2,SC)
= cG1,G2M1,M2.
Pour i = 1, 2, Mi,SC est simplement connexe. On a de´ja` dit plusieurs fois que cela
impliquait τ ′(Mi,SC) = 1. Par de´finition (cf. 4.1), on a
τ ′(Mi) = τ(Mi)covol(AMi,Z)
−1 = |π0(Z(Mˆi)
ΓF )||ker1(F ;Z(Mˆi))|
−1covol(AMi,Z)
−1.
Le groupe Mˆi est un Levi du groupe Gˆi qui est adjoint. Il en re´sulte que Z(Mˆi)
ΓF est
connexe. D’autre part, on a ker1(F ;Z(Mˆi)) ≃ ker
1(F ;Z(Gˆi)) d’apre`s le lemme [VI] 6.1.
Le nombre d’e´le´ments de ce groupe est e´gal a` τ(Gi)|π0(Z(Gˆi)
ΓF )|−1. Or ce nombre vaut
1 parce que Gi est simplement connexe. D’ou` τ
′(Mi) = covol(AMi,Z)
−1. Le membre de
gauche de (1) est e´gal a`
covol(AM1,Z)covol(AM2,Z)
−1.
Rappelons que l’on a un isomorphisme j∗ = AM1 ≃ AM2 compatible aux mesures sur ces
espaces. Donc
covol(AM1,Z) = vol(AM1/AM1,Z) = vol(AM2/j∗(AM1,Z)).
On note covol(j∗(AM1,Z)) ce dernier volume. Les re´seaux j∗(AM1,Z) et AM2,Z sont com-
mensurables. Choisissons un entier n ≥ 1 tel que nj∗(AM1,Z) ⊂ AM2,Z. Alors
covol(j∗(AM1,Z)) = n
−aM2covol(nj∗(AM1,Z)) = n
−aM2 [AM2,Z : nj∗(AM1,Z)]covol(AM2,Z).
On en de´duit que le membre de gauche de (1) est e´gal a`
(2) n−aM2 [AM2,Z : nj∗(AM1,Z].
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Modifions l’hypothe`se sur n en supposant que nj∗(X∗(T1)) ⊂ X∗(T2). Comme on l’a
dit en 9.4, on a alors un homomorphisme jˆn : Z(Mˆ2)
ΓF → Z(Mˆ1)
ΓF . Puisqu’il s’agit de
tores complexes, on a aussi un homomorphisme jˆ∗,n : X∗(Z(Mˆ2))
ΓF → X∗(Z(Mˆ1))
ΓF . Le
nombre d’e´le´ments du noyau de jˆn est e´gal a` celui du conoyau de jˆ∗,n. La de´finition de
9.4 conduit donc a` l’e´galite´
cG1,G2M1,M2 = n
−aM2 |coker(jˆ∗,n)|.
Pour i = 1, 2, les groupes X∗(Z(Mˆi)) et X
∗(Mi) sont isomorphes. L’homomorphisme jˆ∗,n
s’identifie a` un homomorphisme X∗(M2)
ΓF → X∗(M1)
ΓF dont on de´duit par dualite´ un
homomorphisme AM1,Z → AM2,Z. On voit que ce dernier n’est autre que nj∗. Il en re´sulte
d’une part que n satisfait aussi l’hypothe`se pose´e avant l’e´galite´ (2), d’autre part que le
conoyau de jˆ∗,n a meˆme nombre d’e´le´ments que celui du conoyau de l’homomorphisme
nj∗ : AM1,Z → AM2,Z. Donc c
G1,G2
M1,M2
est lui-aussi e´gal au terme (2), ce qui prouve (1) et la
proposition. 
9.6 Extension de l’ensemble fini de places
Lemme. Supposons qu’il existe un ensemble fini S de places de F contenant V tel que
le the´ore`me 9.1 soit ve´rifie´ pour cet ensemble S. Alors il l’est pour l’ensemble V .
Preuve. On peut supposer S 6= V . On pose U = S − V . Soit M1 ∈ L(M1,0). Comme
en 2.3(3), on peut e´crire
(1) SAM1unip(S) =
∑
ℓ=1,...,nM1
SkM1ℓ,U ⊗ SA
M1
ℓ,V ,
avec des SkM1ℓ,U ∈ D
st
unip(M1(FU)) et des SA
M1
ℓ,V ∈ D
st
unip(M1(FV )). En adaptant les nota-
tions, la proposition 2.3(ii) implique
(2) SAG1(V ) =
∑
M1∈L(M1,0)
|WM1||WG1|−1
∑
ℓ=1,...,nM1
sG1M1,U(Sk
M1
ℓ,U )(SA
M1
ℓ,V )
G1 .
Pour tout M1 ∈ L(M1,0), notons M2 ∈ L(M2,0) le Levi correspondant. Si M1 6= G1, la
proposition 9.5 applique´e a` l’ensemble S dit que
cG1,G2M1,M2j∗(SA
M1
unip(S)) = SA
M2
unip(S).
Si M1 = G1, la constante c
G1,G2
G1,G2
vaut 1 et l’e´galite´ ci-dessus reste valable d’apre`s l’hy-
pothe`se de l’e´nonce´. On de´duit alors de (1) l’e´galite´
SAM2unip(S) =
∑
ℓ=1,...,nM1
SkM2ℓ,U ⊗ SA
M2
ℓ,V ,
ou`
(3) SkM2ℓ,U = c
G1,G2
M1,M2
j∗(Sk
M1
ℓ,U )
et
(4) SAM2ℓ,V = j∗(SA
M1
ℓ,V ).
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De (4) se de´duit l’e´galite´
(SAM2ℓ,V )
G2 = j∗((SA
M1
ℓ,V )
G1).
De (3) et de la proposition 9.4 se de´duit l’e´galite´
sG1M2,U(Sk
M2
ℓ,U ) = s
G1
M1,U
(SkM1ℓ,U ).
Le terme SAG2(V ) est calcule´ par une e´galite´ similaire a` (2). En utilisant les e´galite´s
ci-dessus, on voit que le terme de droite de cette e´galite´ est e´gal a` l’image par j∗ de celui
de (2). D’ou` l’e´galite´ SAG2(V ) = j∗(SA
G1(V )). 
9.7 Preuve du the´ore`me 9.1
En [III] 6.3, on a attache´ a` notre triplet endoscopique non standard un triplet parti-
culier (G, G˜, ω). En fait ω = 1 et on le supprime des notations. On conside`re ce triplet et
on fixe un e´le´ment X ∈ Stabexcep(G˜(F )), cf. 3.3. Le lemme 9.6 nous autorise a` agrandir
l’ensemble de places V . On peut donc supposer que V contient S(X , K˜). On reprend
maintenant la de´monstration des sections 5 a` 8 qui calcule la distribution AG˜,E(V,X ).
On a une premie`re simplification car l’ensemble Fib(X ) de 5.1 est re´duit a` un e´le´ment.
En effet, comme on l’a dit en 3.3, X correspond a` un e´le´ment de Z(G˜)ΓF . Notons µ son
image naturelle dans (T ∗/(1− θ∗)(T ∗))×Z(G˜). L’unique e´le´ment de Fib(X ) est (µ, 1).
L’assertion du the´ore`me 3.3 est donc e´quivalente a` celle de la proposition 5.1. Comme on
l’a note´ en [III] 7.7, le groupe G¯ associe´ a` (µ, 1) comme en 1.1 est isomorphe au groupe
G1 de notre triplet endoscopique non standard. En particulier, il est simplement connexe.
La de´monstration des sections 5 a` 8 vaut jusqu’au point ou` on avait utilise´ le the´ore`me
[VI] 5.6, c’est-a`-dire jusqu’en 5.9. Au de´but de ce paragraphe, on a une donne´e H ∈
ETˆad,⋆(G¯SC , V ) et un triplet (G
′, µ′, ωG¯′) ∈ J (H). Il s’en de´duit un triplet endoscopique
non standard (H¯SC , G
′
ǫ,SC, j∗). Si N(H¯SC , G
′
ǫ,SC, j∗) < dim(GSC), nos hypothe`ses de
re´currence nous permettent d’appliquer le the´ore`me [VI] 5.6 a` ce triplet et on a encore
l’e´galite´ 5.9(1), c’est-a`-dire
(1) i(G˜, G˜′, µ′, ωG¯′)S
G′(SAG
′
(V,X ′), fG
′
) = C(G˜)|W H¯ |SH¯SC(SAH¯SCunip(V ), f¯sc).
Le lemme [III] 6.3 entraˆıne que l’on a en tout cas N(H¯SC , G
′
ǫ,SC, j∗) ≤ dim(GSC).
Reste le cas ou` cette ine´galite´ est une e´galite´. Dans ce cas, le lemme cite´ entraˆıne que
la donne´e G′ = (G′,G ′, s˜) est e´quivalente a` la donne´e maximale de (G, G˜). Puisque G′
appartient a` l’ensemble ETˆ (G˜, V ) de´fini en 5.1, on voit facilement qu’il n’y a qu’une telle
donne´e : on peut supposer s˜ = θˆ et G ′ = Gˆθˆ ⋊WF . La donne´e (µ
′, ωG¯′) est elle-aussi
unique : µ′ est l’image naturelle de µ dans Z(G˜′) et ωG¯′ = 1. Ces unicite´s impliquent
celle de H : c’est la donne´e principale de G¯, c’est-a`-dire H = (G¯, LG¯, 1). Supposons ces
conditions ve´rifie´es. Alors le triplet (H¯SC, G
′
ǫ,SC, j∗) est e´gal a` notre triplet de de´part
(G1, G2, j∗). Notons f1 = f¯sc et f2 = fǫ,sc avec les notations de 5.8 et 5.9. On a f1 ∈
SI(G1(FV )), f2 ∈ SI(G2(FV )) et les fonctions f1 ◦exp et f2 ◦exp de´finies au voisinage de
0 dans les alge`bres de Lie se correspondent par endoscopie non standard. On ne connaˆıt
pas l’e´galite´ (1) mais on peut en tout cas e´crire
i(G˜, G˜′, µ′, ωG¯′)S
G′(SAG
′
(V,X ′), fG
′
) = C(G˜)|W H¯ |(SH¯SC
(
SAH¯SCunip(V ), f¯sc) +X(f)
)
,
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ou`
(2) X(f) = SG2(SAG2unip(V ), f2)− S
G1(SAG1unip(V ), f1).
Pour toutes les donne´es H sauf la donne´e maximale de G¯, le calcul de 5.9 est donc
valable. Pour la donne´e maximale, la formule 5.9(2) doit eˆtre corrige´e : on ajoute au
membre de droite le terme X(f) multiplie´ par une constante. Il est facile de calculer
celle-ci : c’est C(G˜). Le calcul se poursuit et on obtient finalement non pas l’e´galite´
8.4(1), mais l’e´galite´
IG˜(AG˜,E(V, µ, ωG¯), f) = I
G˜(AG˜(V,X ), f) + C(G˜)X(f).
Comme on l’a dit ci-dessus, le membre de gauche est e´gal a` IG˜(AG˜,E(V,X ), f). D’apre`s
nos hypothe`ses de re´currence, le the´ore`me [VI] 5.4 est connu pour (G, G˜). Comme on l’a
vu en 3.6, l’e´galite´ du the´ore`me 3.3 est donc ve´rifie´e. Cela entraˆıne l’e´galite´
IG˜(AG˜,E(V, µ, ωG¯), f) = I
G˜(AG˜(V,X ), f).
Il en re´sulte que X(f) = 0. Le meˆme raisonnement qu’en [III] 7.7 montre que, pour tout
ϕ ∈ SI(G1(FV )), il existe f tel que f1 co¨ıncide avec ϕ au voisinage de l’unite´. L’e´galite´
X(f) = 0 pour tout f entraˆıne donc l’e´galite´ voulue j∗(SA
G1
unip(V )) = SA
G2
unip(V ). Cela
prouve le the´ore`me 9.1. 
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