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Abstract: It is difficult to unveil the complicated interrelationships of wastewater parameters using 
linear models. A statistical modeling tool called artificial neural network (ANN) is used in this work to 
predict the performance of wastewater treatment plant (WWTP). Extensive influent and effluent 
parameters database containing measured data spanning over two years of period was used to develop 
and train ANN using ANN toolbox in commercially available software, MATLAB. The data were 
obtained from one of Sewage Treatment Plant in Malaysia. The input parameters for the ANN were 
BOD, SS, and COD of the influent, while the output parameters were combination of the effluent 
characteristics. The networks for single input-single output were compared with those of single input-
multiple output. The ANN was developed for raw and screened data and the results were compared for 
both networks. It was found that the use of data screening is essential to come up with a better ANNs 
model. From the regression analysis, networks with one hidden layer and 20 neurons were found to be 
the best one for single input-single output approach.  While the best network for the multiple inputs-
single output approach was with BOD as outputs and 30 neurons. The multiple inputs- single output 
ANN models developed can be used in analyzing how wastewater parameters such as Biochemical 
Oxygen Demand (BOD), Chemical Oxygen Demand (COD), and Suspended Solids (SS) are affecting 
each other. 
 




 Artificial neural networks (ANNs) have been widely used for analyzing and simulating the nonlinearity of 
the data in the form of input-output. Alternatively, multivariate statistical methods were used for analyzing data. 
However, these statistical methods are only applicable when linear relationships are present between variables 
(Oliveira-Esquerre, et al., 2004). On the other hand, ANNs are good for analyzing incomplete data sets, fuzzy or 
incomplete information and for highly complex and ill defined problems, where humans usually make decisions 
on an intuitional basis (Sencan et al., 2005; Raduly, et al., 2007) .  
 Wastewater treatment influent parameters such as biochemical oxygen demand (BOD), suspended solids 
(SS), Ammonia Nitrogen (NH3-N) and chemical oxygen demand (COD) are important factors that determine the 
volume and strength of pollution of municipal wastewater. As a result, their amounts in the wastewater affect 
the quality of effluent (Hamed et al., 2004). The connection of these parameters; both influent and effluent is 
always a concern to wastewater treatment plant (WWTP) process engineers in order for them to optimize the 
performance of the plant and ensure the safety of the environment for a proper plant operation. However, 
WWTP has variant inflow as well as fluctuating concentrations of the parameters. This dynamic behavior of 
WWTP becomes an obstacle to the effort of generating a relationship between the input and output parameters 
and predicting the effluent strength (Hong et al., 2003). Moreover, each WWTP in this world is unique because 
the characteristics of the influents of WWTP depend on the nature of the local lifestyle and are time-dependent. 
Likewise, the presence of bioorganic components fluctuate the performance of the plant. These factors 
contribute to difficulties in monitoring and controlling the process of WWTP. Such problems could lead to 
damage of the bioreactors, or even the environment if the incompletely treated effluent finds its way to the 
nature (Mjalli et al., 2007).  
 Removing pollutants that are incorporated in wastewater is the major objective of any WWTP in the world. 
The domestic and industrial wastewater have been characterized by high pollutants such as Biochemical Oxygen 
Demand (BOD), Chemical Oxygen Demand (COD), Suspended Solids (SS), Ammonia Nitrogen (NH3-N), 
Phosphorus, heavy metals and pathogens. The pollutants pose a severe effect on human beings and aquatic 
ecosystem, if they were to be discharged into the water ways prior to treatment. To comply with the new 
stringent limit of wastewater effluent quality outlined by the law enforcement bodies became very demanding, 
due to the complex nature of the WWTP. Maintaining effluent quality of WWTP can be achieved by developing 
a model for predicting the plant performance based on past observations of important parameters of the plant 
(Mjalli et al., 2007).  In waste water treatment plants (WWTP), monitoring and controlling the influent 
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parameters is a plant-dependent strategy that requires the understanding of the plant performance and the factors 
that affect the influent characteristics such as, time, season and the nature of the local people’s life style. 
Moreover, the control of the waste water plant requires the monitoring of influent parameters such as 
biochemical oxygen demand (BOD), suspended solids (SS), ammonia nitrogen (NH3-N) and chemical oxygen 
demand (COD). 
   
 


























Fig.  2: Topology of the artificial neural net work model with an input layer, one hidden layer and an output   
             laye. 
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Table 1: Regression and correlation results for raw and screened data of the single input-single output approach. 
 
 In order to optimize the performance of the treatment plant and ensure the fulfillment of the department of 
environments (DOE) effluent requirements, both influent and effluent parameters are monitored and controlled. 
However, the dynamic behavior of the WWTP complicates the process to generate relationships between input 
and output. Thus, artificial neural networks (ANN) provide a powerful tool for the analysis of the linear or non-
linear relationships between variables. Some research works have been done concerning the application of ANN 
to water and wastewater treatments systems (Grishma and Chellam, 2003; Hanbay et al., 2008; Haykin, 1994;  
Hong  et al., 2003).    
 In this study past data spanning two years obtained from Bandar Tun Razak Sewage Treatment Plant (BTR 
STP), one of the wastewater treatment plants managed by Indah Water Konsortium (IWK), Malaysia's national 
sewerage company were used to develop the artificial neural network. The data were analyzed before and after 
screening. Moreover, two approaches were applied, the first with single input-single output while the second is 




 Data that were obtained from Bandar Tun Razak STP contains values of WWTP parameters measured over 
the span of almost two years’ readings of each parameter (104 data set). This is preferable because it includes all 
seasonal variations in the parameter that might influence the pattern of the data. Moreover, the more the data set, 
the more reliable is the designed model. 
 
Plant Description: 
 Bandar Tun Razak Sewage Treatment Plant of Indah Water Konsortium Sdn Bhd (IWK) is a relatively new 
sewage treatment plant (STP) that employs Sequential Batch Reactor (SBR), one of the most advanced systems 
available (Figure 1). The brand-new STP receives and treats sewage from part of Kuala Lumpur.  The design 
capacity of the facility is 25,000 m3 per day and equivalent to 100,000 populations. It covers approximately 
1000 ha from the vicinity developments. Currently the flow is around 11,700 m3 per day which equivalent to 
52,000 populations. SBR system is capable to remove not only carbonaceous compounds (BOD and COD test) 
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Fig.  3: Fitting graph for the raw data network with BODin-BODout and 30 neurons. 
 
Artificial Neural Network Modeling: 
 An artificial neural net work can be defined as a distributed computational system composed of a number of 
individual processing elements operating largely in parallel, interconnected according to some specific topology 
(architecture), and having the capability to self-modify connection strengths during the processing of element 
parameters (learning) (Iwata et al., 2007). Figure 2 shows the topology of the feed-forward ANN model used in 
this work.  The ANN basically consists of an input layer, one hidden or intermediate layer and an output layer.  
 The neurons of one layer are connected to the neurons of another layer with connection weight, but they are 
not connected to neurons of the same layer. Each output value from a node, Yi is weighted by the value Wi and 
the input to the next node, Xi is obtained by summing the product YiWi. The output from this neuron is obtained 
by applying a non-linear activation function to Xi. All other neurons are also connected to the neurons of another 
layer (not shown in the figure). The connection weights between neurons are optimized using the known input 
and target values through an iterative process and error-minimization technique, so that the network produces 
outputs close or equal to the known target values.  
 One of the main features of ANNs methodology is to enhance the networks’ speed. Solution can be 
generated very quickly for most problems, if a number of conditions are followed. First, the network 
configuration should not be too large, so that the number of connections whose weights have to be calculated is 
not large. Second, the training examples set should not be too long since the smaller the set, the more times 
every example will go through the network and the faster the solution will be obtained. Finally, the composition 
of training examples must be homogenous. In other words, the more the examples are, the faster the learning 
process. Given these conditions, data screening process is carried out on raw experimental data to eliminate all 
out-of-range values the presence of which might be due to transcription or transposition errors, improper input 
of data, and experimental errors or human errors. The data screening was accomplished by removing values that 
are not within the range of ± 3σ and was completed using Microsoft Excel. The components of input layers 
consist of three parameters, BOD influent (BODin), COD influent (CODin) and SS influent (SSin). Moreover, the 
output parameters in this modeling are BOD effluent (BODout), COD effluent (CODout) and SS effluent (SSout). 
Data is subdivided into three groups; training, validating, testing, in the ratio of 70%: 15%: 15%, respectively. 
The data sequence of the inputs was obtained after normalization of the data. The fitting graph for multiple 
inputs-single output were generated.  
 
Determining the Number of Hidden Layers:  
 A single hidden layer with different count of neurons (i.e. 10, 20, or 30) has been selected for this study. 
Every node in the ANNs is linked with each other by a weighing factor (W). Back propagation network (BPN) 
algorithm developed by D. E. Rumerlhart (Rumerlhart et al., 1986) is favored for such application. The BPN is a 
very useful learning model for ANNs. The procedure of the BPN is the error at the output layer that propagates 
backward to the input layer through the hidden layer in the network to obtain the final desired outputs. The 
gradient descent method is utilized to calculate the weight of the network and adjusts the weight of 
interconnections to minimize the output error. The value of weight of interconnective neuron can be expressed 
as 
















Fig.  4: Fitting graph for the screened data network with BODin-CODout and 20 neurons. 
 
Where Wij is the connective weight 
η is the learning rate 
δnj is the error signal 
Ai
n-1 is the output value of sublayer related to the connective weight (Wij) 
The BPN was trained to simulate and predict the output based on 56 and 30 sets of operational record.  
 
Training of the Network: 
 Training of the network is performed by BPN. The main steps in the calculation of BPN are as follows: 
 Step 1: Initialize all weights to small random values within the range.  
 Step 2: Give the input vectors and output vectors.  
 Step 3: Compute the output values in a feed forward  
 Step 4: Use the values computed by the final layer unit and the corresponding target value to compute the 
delta quantities.  
 Step 6: Update all weights. 
 Step 7: Return to step 2 and repeat for each pattern until the iteration is reached. 
 Step 8: Stop the procedure of training as the iteration is reached. 
 Two different activation functions were used during the feed forward of the training pattern, non linear 
sigmoid transfer function in the hidden layer and the linear transfer function in the input and output layer.  
The equation for the sigmoid transfer function is 
 
 
Where x is the gain 
 
Model Verification: 
 For model validation, the best model is selected according to the RMSE and R value. The RMSE for 
different assays are done for each parameter data set and different number of hidden neurons. The minimum 
value, the mean value and the standard deviation of the RMSE of these assays are registered. RMSE is 












Where ŷk is the observed value, yk is the predicted value. 
 Simulation analysis by comparing predicted values versus observed values were performed for the model 
verification. A good agreement between the observed and the predicted data confirms the validity of the 
methodology developed. 
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Table  2: The R and MSE values for the multiple inputs—single output approach 
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RESULTS AND DISCUSSION 
 
 Overall, 54 networks were generated for the raw and screened data and 6 networks for multiple inputs-
single output approach. Data from Table 1 shows R and RMSE of each ANN generated with variation in the 
number of hidden neurons (i.e. 10, 20, and 30). Regression, R values measure the correlation between outputs 
and targets. An R value of 1 means a close relationship, 0 a random relationship while the RMSE is the average 





Fig. 5: Fitting graph for th enetwork with multiplt inputs-BODout and 30 neurons. 
 
 Table 2: Regression and correlation results for raw and screened data of the single input-single output 
approachIt can be observed from the table that the networks with higher neurons number have a less MSE and 
higher R value. Moreover, the data screening resulted in a higher R value for most of the networks. The R value 
has been improved up to 70% for some of the networks.  Moreover, for the raw data the network with BODin-
BODout and 30 neurons resulted in the lowest RMSE and highest R value which are 6.97 and 45%, respectively. 
While for the screened data, the network with BODin-CODout with 20 neurons corresponded to the highest R of 
60% and lowest RMSE of 2.003. It can be noticed that screening the data resulted in a better network with 
higher R value and less RMSE. This can be related to the fact that data screening accelerates the process by 
making prior selection of the patterns or learning examples, so that only necessary patterns are chosen. 
Moreover, the data used for training, or the training examples, is shorter, thus lessening the time for ANNs to do 
forecasting. Data screening also results in a homogenous new set of data which leads to well-trained and 
accurate networks that are more constructive for analysis. The fitting graphs for both networks are shown in 
Figures 3 and 4. 
 The fitting graphs show that the pattern of the data from training done using past observation (past data) is 
useful for prediction of new values. When prediction is carried out, new set of input is entered into the network; 
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it is fitted into the graph to produce the predicted values. To evaluate the efficiency of the network in terms of 
prediction, the real values of the entered input is also included in the network. The error of the prediction is the 
difference between the fitted (output) values and the real (target) values and this is shown in the graph as the 
yellow lines. 
 Table 2 shows the R and RMSE of simulation done for the multiple inputs-single output approach. The 
table shows that the networks for the screened data have resulted in up to 80% improvement in the R and RMSE 
values. Moreover, higher neuron number gave better results as was concluded for the previous approach. The 
best network for the raw data was with SS as output and 30 neurons. However, the R value was very low (10%). 
While for the screened data the best network was with BOD as output and 30 neurons which has an R and 
RMSE values of 34% and 0.04, respectively. Moreover, the data screening resulted in 70 % improvement of the 
R and RMSE values. Figure 5 shows the fitting graph of the selected network. 
 
 
Fig. 6: The regression Analysis of the network with multiple inputs-BODout with 30 neurons for the screened  
            data 
 From the regression analysis as shown in Figure 6, it is obvious that networks using screened data with one 
hidden layer and 30 neurons turns out to be the best one that gave better results in terms of R values and RMSE 
and thus was selected for the subsequent modeling analysis in this paper which is prediction. Moreover, the 
values of the RMSE which resulted from the training of the simulation of the data showed that there is a quite 
significant deviation between the real and predicted values. Moreover, using multiple input-single output 
approach resulted in a lower RMSE and showed to be better than the single input-single output approach. This is 
because in multiple inputs-single output approach, all the influent parameters are analyzed together accounting 
for the complexity of the wastewater treatment plant and the interactions among these parameters. However, in 
the single input-single output approach, one parameter is used while ignoring other parameters which also have 
an effect on the effluent characteristics.  
 From the result of the analysis and prediction, several discussions can be made. Data that has been screened 
thus becoming homogenous is more defined compared to non-homogenous data; consequently the correlation 
between parameters is more comprehensive and accurately linked, and lead to high R values. However after 
screening, the number of set of data is limited in contrast to raw data. This limitation of data can cause 
inefficiency of the networks; consequently the RMSE resulted from the prediction is relatively high for several 
networks. Moreover, not only the quantity of the data is important but also the quality. This includes the 
synchronization of data with time since the time gap between data used is not constant. Hence the ANNs is 
dynamic itself, such bias in data could affect the overall performance of the networks. To achieve optimum 
result, especially in unveiling the interrelationship between parameters, it is important to train the networks as 
many times as possible. A better computerized system should be used, if ANN is to be implemented in real 
wastewater treatment plant, for better optimization procedures. 
 
Conclusion: 
 In this study, the data from an existing WWTP were used to train ANNs. It was found that screening of the 
data is essential to come up with better ANNs model. Moreover, using multiple inputs-single output approach 
results in a better ANN. ANNs developed in this study can be used to predict the performance of an existing 
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WWTP thus solving the problem of variations in parameters of WWTP which contributes to difficulties in 
monitoring and processing activities. ANNs is found to be applicable to analyze complex, non-linear, and 
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