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Abstract
Let G be the unitary group of a non-degenerate Hermitian space and H the stabilizer of a one-dimensional
positive definite subspace of the Hermitian space. For a uniform lattice Γ in G such that Γ ∩H is a uniform
lattice of H , we introduce the (averaged) H -period integrals of automorphic forms on Γ \G; we study their
behavior as Γ shrinks to the identity along a tower of lattices in G and prove a limit formula of the H -period
integrals.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
1.1. Let G be a real semisimple (or reductive) Lie group. The explicit Plancherel decompo-
sition of the L2-space L2(G) is completely determined by Harish-Chandra.
On the other hand, the space of L2-automorphic forms L2(Γ \G) for an arithmetic lattice
Γ ⊂ G is an interesting object to investigate since the arithmetic nature of the lattice Γ is re-
flected in that space in many ways. For example, an important part of the group cohomology
of Γ is governed by L2(Γ \G) through the Matsushima isomorphism. When Γ is cocompact, the
G-module L2(Γ \G), which decomposes to a discrete direct sum of irreducible unitary represen-
tations of G, yields a discrete measure μΓ on the unitary dual of G. (When Γ is not cocompact,
existence of continuous spectrum requires extra effort to define μΓ .) The limit multiplicity for-
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converges to the Plancherel measure of L2(G) on the set of discrete series when Γ gets smaller
shrinking to {e} along a tower of arithmetic lattices in G. As an application of the limit behavior
of μΓ on the discrete series it is shown that an arbitrary discrete series representation of G is
realized as a subrepresentation of L2(Γ \G) for a sufficiently small Γ , which implies the non-
vanishing of the cuspidal cohomology of middle degree for such Γ . It should be noted that for
some class of groups, the convergence of μΓ is established not only on the discrete series but
also on the whole unitary dual (Delorme [6], Deitmar, Hoffmann [5]).
Let H be a symmetric subgroup of G, i.e., there exists an involution σ of G such that H is the
fixed point subgroup of σ . Then the harmonic analysis of the symmetric space H\G, including
the explicit Plancherel decomposition of the L2-space L2(H\G), has long been studied by many
people extensively (see Ref. [11]). Among others, Flensted-Jensen [8] and Oshima, Matsuki [18]
determined the discrete spectrum of L2(H\G) completely.
We say a lattice Γ in G is H -admissible if σ(Γ ) = Γ and the intersection ΓH = Γ ∩ H is
a lattice in H . At this point, it seems legitimate to ask the question: Is there any measure μHΓ
on the ‘H -spherical unitary dual’ of G associated with an H -admissible lattice Γ ⊂ G which
converges to the Plancherel measure of H\G as Γ shrinks to the identity {e} in some way?
As a first attempt, we consider a more accurate and tractable question. Let π be an irreducible
unitary representation of G. Given an irreducible unitary representation τ of K on a Hilbert space
V with the inner-product ( | ), let Aτ (Γ )π denote the space of functions φ :Γ \G → V satisfying
φ(gk) = τ(k)−1φ(g) for any k ∈ K such that the function g → (φ(g)|v) for any v ∈ V belongs
to the π -isotypic part of L2disc(Γ \G), the discrete part of L2(Γ \G). The space Aτ (Γ )π with the
inner-product
〈φ1|φ2〉 =
∫
Γ \G
(
φ1(g)
∣∣φ2(g))dg˙
is a finite-dimensional Hilbert space [1]. Suppose VH∩K 	= {0}, which implies V H∩K is one-
dimensional since H ∩ K is a symmetric subgroup of K . Choosing an orthonormal basis B of
Aτ (Γ )π and a Haar measure dh of H , we consider the number
PHτ (Γ )π =
∑
φ∈B
∥∥∥∥
∫
Γ ∩H\H
φ(h)dh˙
∥∥∥∥
2
, (1.1)
which is independent of a choice of B. We propose a problem:
Let {Γn} be a tower of congruence subgroups in G shrinking to {e} such that each Γn is
H -admissible. How the number
PHτ (Γn)π
vol(Γn ∩H\H) (1.2)
behaves as n → +∞. (If the limit of the number (1.2) exists, we call it the limit period.)
Note that we already have an answer to this problem by the limit multiplicity formula men-
tioned above in the group case, i.e., G = G1 × G1 with a semisimple Lie group G1, H the
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Γn = Γ ′n × Γ ′n with {Γ ′n} a tower of uniform lattices in G1. (For an exact formula, see [3,21].)
In this paper, when (G,H) is a certain symmetric pair of unitary groups, we prove a formula
of the limit period for all the discrete series representations π of H\G with one possible excep-
tion and for a tower {Γn} consisting of arithmetically defined uniform lattices in G. In this case,
G/K is a Hermitian symmetric space; the cohomology classes in H·(Γ \G/K;C) coming from
the embedding of the symmetric space G/K to its compact dual space are called universal. As
an application of our formula of the limit period, we show the existence of non-universal coho-
mology classes of low degree for compact quotients of the symmetric space G/K by sufficiently
small arithmetic lattices Γ .
1.2. In our previous papers [16,17,22], we introduced the notion of the secondary spherical
function for some of the real-rank-one symmetric spaces H\G. Suppose G is the unitary group of
a non-degenerate Hermitian space and H the stabilizer of a positive one-dimensional subspace of
the Hermitian space. The H -orbit H/H ∩K in G/K yields a Dirac current δH/H∩K by integra-
tion. Then the secondary spherical function (actually a current) ϕs(g) on G/K is, roughly speak-
ing, a left H -invariant solution of the Poisson equation (Ωg + ρ20 − s2)ϕs(g) = C0δH/H∩K(g)
with a complex parameter s, which decays exponentially at infinity. Here ρ0 and C0 are constants
determined by G and H , and Ωg the Casimir operator of G. In this geometric setting, the heat
kernel ϕˆ(T ;g) is defined by the ‘Laplace transform’ of ϕs with respect to s2:
ϕˆ(T ;g)= 1
2πi
c+i∞∫
c−i∞
ϕs(g)e
s2T ds2, T > 0.
In fact we introduce similar functions with K-types in a more refined and rigorous form, and
establish their basic properties to study the associated Poincaré series on a compact discrete quo-
tient Γ \G/K , which we call the automorphic heat kernel. We compute the period integral of the
automorphic heat kernel in two ways, affording an identity which can be regarded as a special
case of the relative trace formula of Jacquet [12]. We obtain the spectral expansion of the auto-
morphic heat kernel as a uniformly convergent Fourier series of the L2-automorphic forms. By
taking the integral over Γ ∩H\H of the automorphic heat kernel, the periods of L2-automorphic
forms like PHτ (Γ )π defined above arise from the spectral expansion on one hand. This is the spec-
tral side of our version of the relative trace formula. On the other hand, we can write the same
period integral as a sum whose terms are arranged according to the double coset decomposition
ΓH \Γ/ΓH . This is the geometric side of our version of the relative trace formula. To show that
the terms corresponding to the cosets other than ΓH in this arrangement have smaller magnitude
than vol(ΓH \H) when Γ shrinks to {1} is the key step to establish the formula of the limit period.
To circumvent analytical difficulties, we deal only cocompact Γ in this paper. We want to
extend the results obtained in this paper to non-uniform lattices in a future work. It is fairly plau-
sible that the whole argument in this paper will valid for split-rank-one symmetric pair (G,H)
admitting the discrete series; we will also discuss this in a future work. Beyond the tool to prove
the formula (1.2), we expect that the automorphic heat kernel will play a greater role in the study
of intersection theory on arithmetic varieties.
1.3. Let us explain the organization of this paper briefly. Section 2 is preliminary, where
we fix basic notation on our symmetric pair (G,H) and a maximal compact subgroup K of G.
1142 M. Tsuzuki / Journal of Functional Analysis 255 (2008) 1139–1190We also fix normalizations of Haar measures on groups. We recall several facts on the polynomial
representations of K . In the third section, the period integral (1.1) is redefined by means of the
eigenspace of the Casimir operator acting on the space of L2-automorphic forms with a K-type of
a specific form. This formulation is more convenient for our intending application to geometry. In
Section 4, we prepare an arithmetic set-up and define the notion of ‘a tower of lattices shrinking
to {e}’ exactly. After that we state our main theorem (Theorem 5). We define and study the
H -spherical heat kernel in Section 5 using the knowledge of the secondary spherical functions
proved in [17]. Section 6 is occupied by the investigation of the automorphic heat kernel, which is
defined by a Poincaré series. We establish the convergence and the spectral expansion in the space
of L2-automorphic forms. We prove the main theorem in Section 7 by the argument we sketched
above. In the former half of Section 8, we deduce a formula of the limit of (1.2) from the main
theorem. The latter half of Section 8 is a complement of Oda, Tsuzuki [17], where we give
an application to cycle geometry of the arithmetic quotient Γ \G/K . In Appendix A we recall
prerequisite knowledge on representation theory of the complex hyperbolic space developed by
Faraut [7]; to label the theorems in this section we use independent system of numberings, for
example Lemma A.1, etc.
Notation. The number 0 is included in the set of natural numbers: N = {0,1,2, . . .}.
For any matrix B = (bij ) with its entries in C, B∗ = (b¯j i) denotes its conjugate-transpose
matrix.
We follow the usual convention that the Lie algebra of a real Lie group G is denoted by the
corresponding lowercase Gothic letter g.
2. Preliminary
2.1. A unitary group and its symmetric space
For a positive integer n, Cn denotes the space of row vectors x = (x1, . . . , xn) with entries
in C of size n. Let 〈x, y〉n be the positive definite Hermitian form and rn(x)1/2 the associated
norm on Cn defined by
〈x, y〉n =
n∑
j=1
xj y¯j , rn(x) = 〈x, x〉n.
Let p and q be integers such that inf(p, q) 2 and Cp,q = Cp ⊕Cq the space of row vectors of
size p + q equipped with the Hermitian form〈
(x; y), (x′; y′)〉
p,q
= 〈x, x′〉p − 〈y, y′〉q
(
(x; y), (x′; y′) ∈ Cp,q),
of signature (p+, q−). The automorphism group of (Cp,q, 〈 , 〉p,q) is identified with the matrix
group G = {g ∈ GLp+q(C) | g∗Ip,qg = Ip,q} with Ip,q = diag(1p,−1q).
The inner automorphism θ :g → Ip,qgIp,q is a Cartan involution of G and its fixed point set
K = {diag(k1, k2) ∣∣ k1 ∈ U(p), k2 ∈ U(q)}
is a maximal compact subgroup of G. It coincides with the group of all the elements g ∈ G which
keep the decomposition Cp ⊕Cq stable, and is also defined as the group of elements of G which
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tangent space of the G-homogeneous manifold G/K at its origin o = K .
Define the non-degenerate R-bilinear form Bg(X,Y ) = 2−1 tr(XY) on g, which is G-
invariant. Then B|p × p is positive definite and B|k×k is negative definite. Let Ωg be the Casimir
element of g corresponding to Bg:
Ωg =
∑
j
XjX
j ,
where {Xj } is a basis of g and {Xj } is the basis of g such that Bg(Xj ,Xi) = δij .
2.2. A symmetric subgroup
Let us consider the involution σ of G defined by
σ(g)= diag(1p−1,−1,1q)g diag(1p−1,−1,1q).
Let H = Gσ be the σ -fixed point subgroup of G. It coincides with the stabilizer in G of the line
spanned by the unit vector
vH = (0, . . . ,0,1;0, . . . ,0) ∈ Cp,q .
Since θ commutes with σ , the restriction θ |H provides H with a Cartan involution, whose set of
fixed points
Hθ = H ∩K = {diag(h1, u,h2) ∣∣ h1 ∈ U(p − 1), u ∈ U(1), h2 ∈ U(q)}
is a maximal compact subgroup of H , which we denote by KH . The Cartan decomposition of
the Lie algebra h of H is h = (k ∩ h)⊕ (p ∩ h).
Let q be the (−1)-eigenspace of the involution dσ of g and choose a maximal abelian subspace
a in p ∩ q; a is one-dimensional. Let λ be a simple root of a in g. Then the signature of the
root system of the pair (g,a) [19] is given by (m+(λ),m−(λ);m+(2λ),m−(2λ)) = (2(q − 1),
2(p − 1);1,0). Set
ρ0 = 12
{
m+(λ)+m−(λ)+ 2m+(2λ)+ 2m−(2λ)}= p + q − 1.
2.3. Invariant measures
Let dk and dk0 be the Haar measures of the compact groups K and KH with total volume 1, re-
spectively. The K-invariant form Bg|p×p (respectively KH -invariant form Bg|(p∩h)× (p∩h))
defines an invariant volume form on the symmetric space G/K (respectively H/KH ). We take a
unique Haar measure dg (respectively dh) of G (respectively H ) such that the quotient measure
dg
dk (respectively dhdk0 ) coincides with the measure on G/K (respectively H/KH ) determined by
the invariant volume form.
Set v0 = (0, . . . ,0,1;−1,0, . . . ,0), v′0 = (0, . . . ,0,1;1,0, . . . ,0). Let A = {at | t ∈ R} be the
one parameter subgroup of G such that v0at = etv0, v′0at = e−tv′0 and wat = w (∀w ∈ v⊥0 ∩
(v′ )⊥). Then G is a disjoint union of the double cosets HatK (t  0) [11, Theorem 2.4, p. 108].0
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∫
G
f (g)dg =
∫
H
dh
∫
K
dk
+∞∫
0
f (hatk)(t)dt (2.1)
with dt the Lebesgue measure of R and
(t) = 2π
q
(q)
(sinh t)2q−1(cosh t)2p−1. (2.2)
Proof. Similar to [22, Lemma 4.1]. 
2.4. Polynomial representations of U(n)
Let n be a positive integer. Consider the set of variables x = (x1, . . . , xn) and its conjugate
variables x¯ = (x¯1, . . . , x¯n) on the R-vector space Cn. We use the notation P(x, x¯) to indicate that
P is a C-valued polynomial function on the real vector space Cn.
For a, b ∈ N, let Pna,b be the space of all the C-valued polynomial functions P(x, x¯) on Cn
such that
P(t1x, t2x¯) = ta1 tb2P(x, x¯)
(∀t1, t2 ∈ R×).
The group U(n) acts on the C-vector space Pna,b by
(
τna,b(k)P
)
(x, x¯) = P(xk, x¯k¯) (k ∈ U(n)).
For 1 j  n, set ∂j = ∂∂xj and ∂¯j = ∂∂x¯j . The Laplacian  =
∑n
j=1 ∂j ∂¯j acts on the space Pna,b .
Set
V na,b =
{
P(x, x¯) ∈ Pna,b
∣∣P(x, x¯) = 0}.
Since  commutes with the action of U(n), V na,b is a U(n)-submodule of Pna,b . It is known that
(τna,b,V
n
a,b) is an irreducible representation of U(n) of dimension
(
a+n−1
n−1
)(
b+n−1
n−1
)
.
2.5. Representations of K
For (a, b; c, d) ∈ N4, an irreducible representation τa,b;c,d of the group K = U(p)× U(q) on
the space Va,b;c,d = V pa,b ⊗ V qc,d is defined by
τa,b;c,d (k1, k2)= τpa,b(k1)⊗ τqc,d(k2)
(
(k1, k2) ∈ K
)
.
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Let R ⊂ G be a closed subgroup and S an (R,K)-invariant open subset of G, i.e., S = RSK .
Given a finite-dimensional unitary representation (τ,V ) of K , let C∞(S/K; τ) be the space of
C∞-functions ϕ :S → V such that
ϕ(gk) = τ(k)−1ϕ(g), ∀(g, k) ∈ S ×K.
The group R acts on the space C∞(S/K; τ) by the left translation; the subspace of all
the R-invariant functions is denoted by C∞(S/K; τ)R . The subspace of those functions
ϕ ∈ C∞(G/K; τ)R such that supp (ϕ)(⊂ G) has the compact image in R\G is denoted by
C∞c (R\G/K; τ).
3. H -spherical automorphic spectrums
3.1. H -admissible lattices
Recall that a subgroup Δ of a Lie group L is said to be a uniform lattice in L if Δ is a discrete
subgroup of L and the quotient Δ\L is compact. Let LHG be the set of all the uniform lattices
in G such that σ(Γ )= Γ and the intersection ΓH = Γ ∩H is a uniform lattice in H . If Γ ∈ LHG ,
then an H -orbit in Γ \G is a closed subset of Γ \G.
3.2. L2-automorphic forms
Let Γ ∈ LHG and (τ,V ) an irreducible unitary representation of K with the Hermitian inner
product ( | ) :V × V → C. The space
L2τ (Γ \G/K) = HomK
(
V ∗,L2(Γ \G))
is identified with the Hilbert space of all the square-integrable functions φ :Γ \G → V such that
φ(gk) = τ(k)−1φ(g) (∀k ∈ K), whose inner product is
〈φ1|φ2〉 =
∫
Γ \G
(
φ1(g)
∣∣φ2(g))dg˙.
Since Γ \G is compact, the whole spectrum of the ‘Laplacian’ τ = −Ωg (see Section 2.1)
on L2τ (Γ \G/K) is exhausted by the eigenvalues. For our purpose, it is convenient to set λ(ν) =
ρ20 − ν2 for ν ∈ C. Let Sτ (Γ ) be the set of ν with Re(ν)  0 such that λ(ν) is an eigenvalue
of τ . For ν ∈ Sτ (Γ ), Aτ (Γ ;ν) denotes the λ(ν)-eigenspace of τ , i.e.,
Aτ (Γ ;ν) =
{
φ ∈ L2τ (Γ \G/K)
∣∣τ φ = λ(ν)φ}.
It is known that Aτ (Γ ;ν) is a finite-dimensional subspace of C∞(G/K; τ)Γ [1].
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Let Γ ∈ LHG . Since ΓH \H ↪→ Γ \G is a compact subset, the integral of φ ∈ Aτ (Γ ;ν) on
ΓH \H
φH(g) =
∫
ΓH \H
φ(hg)dh˙, g ∈ G,
is convergent and the resulting function φH :G → V belongs to the space C∞(G/K; τ)H .
Lemma 2. The value φH (e) at the identity belongs to the space VH∩K .
Proof. Let k ∈ H ∩ K . The relation φH (e) = τ(k)−1φH (e) follows from φ(hk) = τ(k)−1φ(h)
(∀h ∈ H) by taking integration. 
3.4. H -spherical spectrums
Let Γ ∈ LHG . Let ν ∈ Sτ (Γ ) and choose an orthonormal basis B(ν) of Aτ (Γ ;ν). Our concern
in this paper is the number
PHτ (Γ ;ν) =
∑
φ∈B(ν)
∥∥φH (e)∥∥2. (3.1)
Lemma 3. The number (3.1) is independent of the choice of a basis B(ν).
Proof. Since (τ,V ) is irreducible and H ∩ K is a symmetric subgroup of K , the H ∩ K-
fixed part V H∩K is at most one-dimensional. If V H∩K = {0}, then PHτ (Γ ;ν) = 0. Suppose
dimC V H∩K = 1 and choose a non-zero vector θτ ∈ V H∩K . Since the map φ → (φH (e)|θτ )
is a linear form on the finite-dimensional Hilbert space Aτ (Γ ;ν), there exists a unique element
Φ ∈ Aτ (Γ ;ν) such that
〈φ|Φ〉 = 1‖θτ‖2
(
φH (e)
∣∣θτ ) (∀φ ∈ Aτ (Γ ;ν)).
By Parseval’s equality, we have ‖Φ‖2 =∑φ∈B(ν) ‖θτ‖−2|(φH (e)|θτ )|2 =∑φ∈B(ν) ‖φH (e)‖2.
Hence the number (3.1) is independent of B(ν). 
For d ∈ N, set (τd,Vd) = (τd,d;0,0,Vd,d;0,0) (see Section 2.5); then by the branching law
[9, Theorem 8.1.1, p. 350], the family of representations (τd,Vd) (d ∈ N), up to isomorphism,
are characterized as those irreducible representations of K having non-zero H ∩K-fixed vectors.
Moreover the space of H ∩K-fixed vectors VH∩Kd is one-dimensional.
From now on we fix d ∈ N and consider τ = τd . Define
SHτ (Γ )=
{
ν ∈ Sτ (Γ )
∣∣ PHτ (Γ ;ν) 	= 0}.
The following proposition yields an ‘upper bound’ of the set SHτ (Γ ) independent of Γ . Recall
ρ0 = p+q−1 (see Section 2.2). In the proof, we use some results on harmonic analysis of H\G
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Set
Sd = i(0,+∞)∪ [0, ν0)∪
{
σd − 2k
∣∣∣ k ∈ Z, inf(0, d − q) k  [σd2
]}
(3.2)
with ν0 ∈ {0,1} the parity of ρ0 and σd = ρ0 − 2(q − d).
Proposition 4. We have SHτd (Γ )⊂ Sd for any Γ ∈ LHG .
Proof. Let ν ∈ SHτd (Γ ). Then there exists a φ ∈ Aτd (Γ ;ν) such that φH (e) 	= 0. Let jφ :V ∗d →
C∞(Γ \G) be the K-inclusion corresponding to φ; since L2(Γ \G) is completely reducible,
we may assume Im(jφ) is contained in an irreducible (gC,K)-submodule H ⊂ C∞(Γ \G).
Let JΓH :C
∞(Γ \G) → C∞(H\G) be the G-intertwining map φ → φH . Then the compos-
ite JΓH ◦ jφ :V ∗d → C∞(H\G) is a K-intertwining operator, which defines a function Φ ∈
C∞(G/K; τd)H by the relation〈
v˜,Φ(g)
〉= (JΓH ◦ jφ)(v˜)(g) (∀v˜ ∈ V ∗d , ∀g ∈ G). (3.3)
From the eigen-equation Ωgφ = λ(ν)φ, we obtain ΩgΦ = λ(ν)Φ . Moreover Φ(e) is a non-zero
H ∩K-fixed vector in Vd . We apply Theorem A.9 to conclude that Φ = c0f (d)ν with a constant c0.
Claim 1. The condition ν ∈ SHτd (Γ )− {σd − 2k | k ∈ Z} implies ν ∈ i(0,+∞)∪ [0, ν0).
We use Proposition A.13 to obtain Φ = c1P(d)ν with a constant c1 	= 0. The relation
Φ = c1P(d)ν implies that the two K-intertwining operators JΓH ◦ jφ and Pν ◦ ι(ν)d,d;0,0 from
V ∗d ∼= Vd to C∞(H\G) have the same images, where ι(ν)d,d;0,0 :Vd,d;0,0 → H∞ν is a K-embedding
(Lemma A.3). Since ν 	= σd − 2k (∀k ∈ Z), the (gC,K)-module (πν, (H∞ν )K) is irreducible
by Proposition A.14. Therefore two (gC,K)-intertwining operators JΓH :H → C∞(H\G) and
Pν : (H∞ν )K → C∞(H\G) also have the same images, affording a (gC,K)-isomorphism H ∼=
(H∞ν )K . Since H, as a subrepresentation of L2(Γ \G), is unitarizable, πν has to be unitarizable
also. Hence ν ∈ iR ∪ (−ν0, ν0) by Proposition A.15. This completes the proof of Claim 1.
Claim 2. The condition ν = σd − 2k ∈ SHτd (Γ ), k ∈ Z implies inf(0, d − q) k  [σd2 ].
Since Re(ν)  0 means k  [σd2 ], it suffices to show that k < 0 implies k  d − q . Assume
k < 0. Then by the formula of f (d)ν in Theorem A.9 and by the formula of F(a, b; c;1) [15,
p. 40], we obtain
f (d)ν (at ) ∼
(q)(σd − 2k)
(σd − k + q)(−k) (cosh t)
−2(k+q−d) (t → +∞). (3.4)
Since Γ \G is compact, from (3.3), the function Φ is bounded on H\G. By the equation Φ =
c0f
(d)
ν , the spherical function f (d)ν has to be bounded on H\G; hence k + q − d  0 from (3.4).
This completes the proof of Claim 2.
Proposition 4 follows from Claims 1 and 2. 
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As we explained in the introduction using the language of representation theory, our main
purpose in this paper is to study how the magnitude of the number PHτ (Γ ;ν) with fixed ν and τ
behaves as Γ gets smaller shrinking to {1} along a ‘tower’ of arithmetically defined uniform lat-
tices. By Proposition 4, we can restrict the region of ν to the set Sd , since otherwise PHτ (Γ ;ν)= 0
for any Γ ∈ LHG .
Let F be a totally real algebraic number field of degree dF = [F : Q]  2 and E a totally
imaginary quadratic extension of F . Let ιk (1  k  dF ) be all the different embeddings of F
to R. Then ιk is extended to an embedding E ↪→ C in exactly two ways; we choose one of the
extension and use the same symbol ιk to denote it. We endow the R-vector space ER with the
Euclidean norm ‖‖ER by the isomorphism ER ∼=
⊕dF
k=1 Eιk , Eιk = E ⊗F,ιk R ∼= C.
Let (U, 〈 , 〉) be a non-degenerate Hermitian space over E of dimension N = p + q . For
1 k  dF , let (Uιk , 〈 , 〉ιk ) be the Hermitian space over C obtained by the extension of scalars
ιk :F ↪→ R. We assume that the signature of (Uιk , 〈 , 〉ιk ) is (p+, q−) for k = 1 and is (N+,0−)
for k  2. This in particular means 〈 , 〉 is F -anisotropic.
Let G be the Q-algebraic group obtained by the restriction of scalars F → Q from the uni-
tary group of (U, 〈 , 〉) over F . The Q-valued points of G is GQ = {g ∈ GLE(U) | 〈ug,ug〉 =
〈u,u〉 (∀u ∈ U)}. The real points GR is decomposed as GR ∼= Gι1 × Gι2 × · · · × GιdF with
Gιk = U(〈 , 〉ιk ). By the assumption on signatures, the projection pr1 from GR to the first fac-
tor G = Gι1 ∼= U(p, q) has a compact kernel.
Fix a vector uH ∈ U such that 〈uH ,uH 〉 ∈ F is totally positive, i.e., ιk〈uH ,uH 〉 > 0 (∀k). Let
H be the algebraic Q-subgroup of G such that HQ = {g ∈ GQ | uHg = λuH (∃λ ∈ E×)}. Then
H = pr1HR is a subgroup of G isomorphic to U(p − 1, q)× U(1).
Choose an orthogonal splitting Uι1 = U+ι1 ⊕ U−ι1 such that U+ι1 is totally positive and U−ι1 is
totally negative with respect to the Hermitian form 〈 , 〉ι1 . We suppose the projection of uH ∈ UR
to Uι1 belongs to the subspace U+ι1 . Then define the Hermitian inner-product and the associated
norm ‖‖UR on UR such that the decomposition UR =
⊕dF
k=1 Uιk is orthogonal and the norm is
given by
∥∥u+1 ⊕ u−1 ∥∥2ι1 = 〈u+1 ,u+1 〉ι1 − 〈u−1 ,u−1 〉ι1 (u+1 ∈ U+ι1 ,u−1 ∈ U−ι1 ),
‖uj‖2ιj = 〈uj ,uj 〉ιj (uj ∈ Uιj , j  2), (4.1)
on Uιj . The elements of GR which preserves the norm ‖‖UR yield a maximal compact sub-
group K˜ of GR; its first projection K = pr1K˜ is a maximal compact subgroup of G. By choosing
a suitable coordinates on Uι1 , the groups G, H and K are realized by matrix groups with the
formation described in Sections 2.1 and 2.2.
Let OE be the integer ring of E. Fix an OE-lattice L in the E-vector space U such that uH ∈ L.
Then Γ˜L = {γ ∈ GQ | Lγ = L} is a discrete cocompact subgroup of the real Lie group GR. Given
an OE-ideal I , the kernel of the reduction homomorphism Γ˜L → GL(L/IL), i.e., Γ˜L(I ) = {γ ∈
Γ˜L | uγ ≡ u (mod IL)} is a normal subgroup of Γ˜L of finite group index, which will be called
the congruence subgroup of level I . Since pr1 : GR → G has a compact kernel, ΓL = pr1Γ˜L
and ΓL(I ) = pr1Γ˜L(I ) are uniform lattices of the Lie group G belonging to the set LHG (see
Section 3.1).
An OE-ideal I , when considered as a submodule of ER, is a Z-lattice; the minimal norm of a
non-zero element of I is denoted by δ(I ): δ(I ) = inf{‖α‖E | α ∈ I − {0}}.R
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Definition. A sequence of uniform lattices {Γn}n1 in G is called a tower of congruence type
in G associated with L, if
(a) Γn is a normal subgroup of ΓL of finite group index, and
(b) there exists a sequence of OE-ideals {In} such that limn→∞ δ(In)= ∞ and Γn ⊂ ΓL(In).
Here is the main theorem of this paper.
Theorem 5. Suppose (G,H,K) is obtained from the data (U, 〈 , 〉;uH ; ‖ ‖UR;L) as above. Let{Γn} be a tower of congruence type in G associated with L. Fix d ∈ N and set σd = ρ0 −2(q−d).
Let ν ∈ Sd .
(1) If ν ∈ Sd − {σd − 2k | 0 k < [σd2 ]}, then
lim
n→∞
PHτd (Γn;ν)
vol(Γn ∩H\H) = 0.
(2) If ν = σd − 2k with 0 k < [σd2 ], then
lim
n→∞
PHτd (Γn;ν)
vol(Γn ∩H\H) =
(σd − k + q)(q + k)(σd − 2k)
(σd − k + 1)(q)(k + 1)
1
πq
.
Remark. When ρ0 is odd, Theorem 5 does not cover the point ν = 1 ∈ Sd . (The relevant discrete
series of H\G is δ1 (see Appendix A.6) which occurs at the endpoint of the complementary series
πν (|ν| < 1).) This case will necessitate more sophisticated argument and is excluded from the
consideration in this paper.
5. Relative heat kernels on symmetric spaces
The aim of this section is to study the H -spherical heat kernel on G/K . The prerequisite re-
sults on the harmonic analysis on H\G are assembled in Appendix A. In this section throughout,
we fix d ∈ N and set σd = ρ0 − 2(q − d). Let θd ∈ V H∩Kd be the vector defined in Lemma A.8
(see Appendix A).
5.1. Secondary spherical functions
First we recall the notion of the secondary spherical function [16,17,22]. Fix s ∈ C such that
Re(s) > ρ0 and consider the eigenvalue problem:
Ωgφ(g) =
(
s2 − ρ20
)
φ(g), g ∈ G−HK, (5.1)
with an unknown function φ ∈ C∞((G − HK)/K; τd)H . As we show in Theorem A.9, there
is a unique solution φ = f (d)s smooth on the whole group G, which is the spherical function
of the principal series πs (see Appendix A.1). The function f (d)s has the exponential growth
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(d)
s (at ) ∼ et(s−ρ0) as t → +∞. The secondary spherical function is, roughly speaking, another
solution φ = ϕ(d)s of (5.1) with the exponential decay ϕ(d)s (at ) ∼ e−t (s+ρ0) as t → +∞. More
precisely, we have the following definition.
Proposition 6. Set D(d) = C−{σd − 2k | k ∈ N}. There exists a unique family ϕ(d)s (s ∈ D(d)) of
functions with the properties:
(i) For s ∈ D(d), ϕ(d)s ∈ C∞((G−HK)/K; τd)H .
(ii) For each g ∈ G−HK , the value ϕ(d)s (g) depends on s ∈ D(d) holomorphically.
(iii) For each s ∈ D(d), ϕ(d)s satisfies (5.1).
(iv) It has the ‘small-time behavior’
lim
t→0+0 t
2(q−1)ϕ(d)s (at ) = θd
with θd ∈ VH∩Kd the tensor defined in Lemma A.8.
(v) It has the ‘large-time behavior’
ϕ(d)s (at ) = O
(
e−(Re(s)+ρ0)t
)
(t → +∞).
Proof. [17, Theorem 18]. 
We assemble the basic properties of ϕ(d)s for later use.
Proposition 7.
(1) The radial value ϕ(d)s (at ) is given by the explicit formula
ϕ(d)s (at ) = Fd(s; t)θd (t > 0). (5.2)
Here for each d ∈ N, s ∈ C and t > 0, we set
Fd(s; t) =
{
scd(s)
}−1
(cosh t)−(s+ρ0) 2F1
(
s + σd
2
+ q, s − σd
2
; s + 1; 1
cosh2 t
)
(5.3)
with
cd(s) = (s)(q − 1)
(
s+σd
2 + q)( s−σd2 )
. (5.4)
(2) The function ϕ(d)s is locally integrable on G/K . It is integrable on H\G if Re(s) > ρ0.
(3) We have the Poisson equation:
〈(−Ωg + s2 − ρ20)ϕ(d)s ∣∣β〉= 4πq(q − 1)
∫
H/KH
(
θd
∣∣β(h))dh˙ (∀β ∈ C∞c (G/K; τd)). (5.5)
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[17, Lemma 22, Proposition 23]. Let us show the second statement of (2). By (2.1), the integral
of ‖ϕ(d)s (g)‖ over H\G equals the sum of the integral of t → Fd(s; t)(t) over (0,1] and the
one over [1,+∞). Since Fd(s; t)(t) = O(e−(Re(s)−ρ0)) (t > 1), the integral over [1,+∞) is
convergent if Re(s) > ρ0. By Proposition 6(iv), we have Fd(s; t)(t) = O(t) for small t > 0,
which guarantees the convergence of the integral over (0,1]. 
The ordinary spherical function f (d)s and the secondary one ϕ(d)s are related by a functional
equation.
Proposition 8. For g ∈ G−HK , we have the identity of meromorphic functions:
f (d)s (g) = (q − 1)scd(s)cd(−s)
{
ϕ(d)s (g)− ϕ(d)−s (g)
}
.
Here cd(s) is defined by (5.4).
Proof. By the explicit formula (5.3) and (A.2), this results from the connection formula
of Gaussian hypergeometric series relating F(a, b; c; z) with F(a, b;a + b − c;1 − z) and
F(c − a, c − b; c − a − b + 1;1 − z) (cf. [15, p. 47]). 
Lemma 9. Given t > 0 and a finite interval [a, b] (⊂ (−1,+∞)), there exist N0 ∈ N and C0 > 0
such that the estimation
∥∥ϕ(d)s (at )∥∥ C0{1 + ∣∣Im(s)∣∣}N0 (∀s ∈ [a, b] ± i(1,+∞))
holds.
Proof. Fix t > 0. Set
Fs(x) = (1 − x)(s+σd )/2
(
1 − x
cosh2 t
)−((s+σd)/2+q)
, x ∈ (0,1), s ∈ C.
Then by the integral representation of F(α,β; s + 1; z) [15, p. 54],
Fd(s; t) = ((s + σd)/2 + q)
((s + σd)/2 + 1)(q − 1) (cosh t)
−(s+ρ0)
1∫
0
x(s−σd)/2−1Fs(x)dx, Re(s) > σd.
(5.6)
By the Leibniz rule, the j th derivative of Fs(x) in x is computed as
F (j)s (x) =
j∑
k=0
(−1)k(cosh t)2(k−j)
{
k−1∏
α=0
(
s + σd
2
− α
)}{ j−k−1∏
β=0
(
s + σd
2
+ q + β
)}(
j
k
)
× (1 − x)(s+σd−2k)/2
(
1 − x 2
)−((s+σd)/2+j−k+q)
.
cosh t
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By successive application of integration-by-part,
1/2∫
0
x(s−σd)/2−1Fs(x)dx =
j∑
k=1
(−1)k−1
{
k−1∏
β=0
2
s − σd + 2β
}(
1
2
)(s−σd)/2−1+k
F (k−1)s
(
1
2
)
+
{
j−1∏
β=0
−2
s − σd + 2β
} 1/2∫
0
x(s−σd)/2+j−1F (j)s (x)dx. (5.7)
Since F (j)s (x) is bounded at x = 0, the integral on the right-hand side is absolutely convergent
on the domain Re(s) > σd − 2j , affording a meromorphic function on Re(s) > σd − 2j . Since
Fs(x) = O((x − 1)(s+σd)/2) as x → 1, the integral
∫ 1
1/2 x
(s−σd)/2−1Fs(x)dx is absolutely con-
vergent for Re(s) > −σd − 2. To conclude the proof, we write the integral occurring in (5.6) by
dividing the integration domain below and above 1/2; to estimate the two integrals we use the
formula (5.7) combined with the estimation
∣∣∣∣∣
c2∫
c1
x(s−σd)/2+j−1F (j)s (x)dx
∣∣∣∣∣
j∑
k=0
{
k−1∏
α=0
∣∣∣∣ s + σd2 − α
∣∣∣∣
}{
j−k−1∏
β=0
∣∣∣∣ s + σd2 + q − β
∣∣∣∣
}(
j
k
)
× (cosh t)2(k−j)Ij,k
(
Re(s)
)
with
Ij,k
(
Re(s)
)=
c2∫
c1
x(Re(s)−σd)/2+j−1(1 − x)(Re(s)+σd−2k)/2
(
1 − x
cosh2 t
)−((Re(s)+σd)/2+j−k+q)
dx.
To estimate the gamma factor of (5.6), we use the asymptotic
∣∣∣∣((s + σd)/2 + q)((s + σd)/2 + 1)
∣∣∣∣∼ ∣∣Im(s)∣∣q−1 (Re(s) ∈ [a, b], ∣∣Im(s)∣∣→ +∞)
which follows from Stirling’s formula. 
5.2. H -spherical heat kernels
The aim of this subsection is to study the integral
ϕˆ(d)(α,T ;g)= 1
2πi
c+i∞∫
c−i∞
ϕ(d)s (g)α(s)e
T s2s ds, α ∈ C[s2], T > 0, g ∈ G−HK, (5.8)
where c ∈ R is chosen so that the integral converges as shown by the following lemma.
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independent of the choice of c > σd . The function (T , g) → ϕ(d)(α,T ;g) on (0,+∞) × (G −
HK) is continuous and has the (H,K)-equivariance
ϕ(d)(α,T ;hgk) = τd(k)−1ϕˆ(d)(α,T ;g), ∀h ∈ H, ∀g ∈ G−HK, ∀k ∈ K.
Proof. Fix g, T and set f (s) = ϕ(d)s (g)α(s)ses2T . Let c1 > c > −1. Then Lemma 9 affords the
estimation ∥∥f (s)∥∥= O({1 + ∣∣Im(s)∣∣}N1e− Im(s)2T ), s ∈ [c, c1] + iR (5.9)
with some constant N1 > 0. This guarantees the absolute convergence of the integral (5.8).
Moreover, by slightly extending the argument of Lemma 9, it is easy to confirm that the estima-
tion (5.9) can be taken uniformly for (g,T ) lying in a compact subset of (0,+∞)× (G−HK).
This, together with Proposition 6(i), establishes the last assertion.
Suppose c1 > c > σd . Then, since f (s) is holomorphic on the region c < Re(s) < c1, we
apply Cauchy’s theorem to express the difference
I (R) =
c+iR∫
c−iR
f (s)ds −
c1+iR∫
c1−iR
f (s)ds (∀R > 0)
as a sum of integrals of f (s) along the line segments [c, c1] ± iR. By the estimation (5.9), we
have limR→+∞ I (R) = 0. Therefore
c+i∞∫
c−i∞
f (s)ds =
c1+i∞∫
c1−i∞
f (s)ds.
This proves the second part of the lemma. 
Lemma 11. Fix T > 0. Then for a given N > 0, there exists a constant C > 0 such that∥∥ϕˆ(d)(α,T ;at )∥∥ C(cosh t)−N (∀t  1). (5.10)
Proof. We may assume N > ρ0 + σd . Set c = N − ρ0. Then by (5.6), we have
∥∥ϕ(d)s (at )∥∥
 ‖θd‖
∣∣∣∣ ((s + σd)/2 + q)((s + σd)/2 + 1)(q − 1)
∣∣∣∣(cosh t)−(c+ρ0)
×
1∫
0
x(c−σd)/2−1(1 − x)(c+σd )/2
(
1 − x
cosh2 t
)−((c+σd )/2+q)
dx
=
∣∣∣∣((s + σd)/2 + q)
∣∣∣∣((c + σd)/2 + 1)∥∥ϕ(d)c (at )∥∥, ∀s ∈ c + iR, ∀t > 0. (5.11)((s + σd)/2 + 1) ((c + σd)/2 + q)
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∥∥ϕˆ(d)(α,T ;at )∥∥
 ((c + σd)/2 + 1)
((c + σd)/2 + q)
∥∥ϕ(d)c (at )∥∥
∫
c+iR
∣∣∣∣((s + σd)/2 + q)((s + σd)/2 + 1)
∣∣∣∣∣∣α(s)∣∣|s|eT s2 |ds|, ∀t > 0.
Note that the integral on the right-hand side converges since the integrand is of exponential
decay as | Im(s)| → ∞ by Stirling’s formula. To complete the proof, it remains to show the esti-
mation ‖ϕ(d)c (at )‖ = O((cosh t)−(c+ρ0)t ) (t  1), which follows from the explicit formula (5.2)
of ϕ(d)c (at ). 
Proposition 12. Fix T > 0. Then for t > 0,
ϕˆ(d)(α,T ;at ) = 14(q − 1)πi
i∞∫
−i∞
f (d)s (at )α(s)e
T s2 ds
|cd(s)|2
+
∑
k∈N
0k[σd/2]
2(σd − 2k)α(σd − 2k)e(σd−2k)2T (−1)
k(σd + q − k)
(q − 1)(σd − 2k + 1)k!
× (cosh t)−2(σd+q−k−d)F
(
σd + q − k,−k;σd − 2k + 1; 1
cosh2 t
)
θd . (5.12)
Proof. Fix c > σd . Given R > 0, let Q(R) be the open rectangle with the vertexes +iR, −iR,
c− iR and c+ iR. We endow the boundary ∂Q(R) with the counter-clockwise orientation. Then
s ∈ Q(R) is a possible pole of the function s → ϕ(d)s (at )α(s)ses2T only if s = σd − 2k with a
k ∈ N such that 0 k  [σd2 ]. By the residue theorem, we have
1
2πi
∫
∂Q(R)
ϕ(d)s (at )α(s)e
s2T s ds
=
[σd/2]∑
k=0
Ress=σd−2k
{
ϕ(d)s (at )α(s)e
s2T s
}
=
[σd/2]∑
k=0
(σd − 2k)α(σd − 2k)e(σd−2k)2T (−1)
k
k!
2(σd + q − k)
(q − 1)(σd − 2k + 1)
× (cosh t)−2(σd+q−k−d)F
(
σd + q − k,−k;σd − 2k + 1; 1
cosh2 t
)
θd, (5.13)
on one hand. On the other hand,∫
ϕ(d)s (at )α(s)e
s2T s ds
∂Q(R)
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{ c+iR∫
c−iR
+
∫
Im(s)=R
+
∫
Im(s)=−R
−
iR∫
−iR
}
ϕ(d)s (at )α(s)e
s2T s ds. (5.14)
By the functional equation in Proposition 8, we compute the last integral as
iR∫
−iR
ϕ(d)s (at )α(s)e
s2T s ds = −
iR∫
−iR
ϕ
(d)
−s (at )α(s)es
2T s ds
= −
iR∫
−iR
(
ϕ(d)s (at )−
1
(q − 1)scd(s)cd(−s)f
(d)
s (at )
)
α(s)es
2T s ds
to obtain
iR∫
−iR
ϕ(d)s (at )α(s)e
s2T s ds = 1
2(q − 1)
iR∫
−iR
f (d)s (at )α(s)e
s2T ds
|cd(s)|2 . (5.15)
From (5.14) and (5.15), we have
lim
R→+∞
1
2πi
∫
∂Q(R)
ϕ(d)s (at )α(s)e
s2T s ds
= ϕˆ(d)(α,T ;at )+ −14πi(q − 1)
i∞∫
−i∞
f (d)s (at )α(s)e
s2T ds
|cd(s)|2 , (5.16)
since the limit of the integrals on Im(s) = ±R as R → +∞ is zero by the estimation (5.9).
From (5.13) and (5.16), the formula (5.12) follows. 
We need the limit of (ϕˆ(d)(α,T ;g)|θd) as g → e, which is computed as follows.
Proposition 13. The value of the function (ϕˆ(d)(α,T )|θd) at the identity is given as
‖θd‖−2 lim
t→+0
(
ϕˆ(d)(α,T ;at )
∣∣θd)
= 1
4(q − 1)πi
i∞∫
−i∞
α(s)eT s
2 ds
|cd(s)|2
+
∑
k∈N
0k[σd/2]
2(σd − 2k)α(σd − 2k)e(σd−2k)2T (σd + q − k)(k + q)
(q − 1)(q)(σd − k + 1)k! .
Proof. This follows from Proposition 12 by Lemmas 14 and 15 below. 
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lim
t→+0
+i∞∫
−i∞
(
f (d)s (at )
∣∣θd)α(s)eT s2 ds|cd(s)|2 = ‖θd‖2
i∞∫
−i∞
α(s)eT s
2 ds
|cd(s)|2 .
Proof. We start with the integral expression
‖θd‖−2
(
f (d)s (at )
∣∣θd)= (q)
((s − σd)/2)((−s + σd)/2 + q)(cosh t)
−(s+ρ0)
×
1∫
0
x(s−σd)/2−1(1 − x)(−s+σd)/2+q−1(1 − tanh2 tx)−((s+σd)/2+q) dx
[15, p. 54], which is convergent for σd < Re(s) < σd + 2q , t  0. By induction on j , applying
integration-by-parts, we obtain the formula
‖θd‖−2
(
fs(at )
∣∣θd)= (q)(cosh t)−(s+ρ0)
((s − σd)/2)((−s + σd)/2 + q)
{
j∏
β=0
−2
s − σd + 2β
}
×
1∫
0
x(s−σd)/2+j−1G(j)s (t;x)dx, (5.17)
for σd − 2j < Re(s) < σd + 2q − 2j , t  0 with
G(j)s (t;x)=
j∑
k=0
(
j
k
)
(tanh t)2(j−k)
{
k−1∏
α=0
(−s + σd
2
+ q − α − 1
)}{ j−k−1∏
β=0
(
s + σd
2
+ q + β
)}
× (1 − x)(−s+σd)/2+q−k−1(1 − tanh2 tx)−((s+σd)/2+q+j−k).
By (5.17) with j = [σd/2] + 1, we have the estimation
∣∣(f (d)s (at )∣∣θd)∣∣ C1 1|((s − σd)/2)||((−s + σd)/2 + q)|
(
1 + ∣∣Im(s)∣∣)N1 (s ∈ iR, |t | 1)
with some constants C1 > 0 and N1 > 0. Combining this with Stirling’s formula
∣∣Γ ((s − σd)/2)∣∣ · ∣∣Γ ((−s + σd)/2 + q)∣∣∼ 2πe− π2 | Im(s)|∣∣2−1 Im(s)∣∣q−1 (∣∣Im(s)∣∣→ +∞),
we obtain
∣∣(f (d)s (at )∣∣θd)∣∣ · ∣∣α(s)es2T s∣∣
 C2 exp
(
−∣∣Im(s)∣∣2T + π ∣∣Im(s)∣∣){1 + ∣∣Im(s)∣∣}N2 (s ∈ iR, |t | 1)2
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Lemma 15. Let 0 k  [σd2 ]. Then
F(σd + q − k,−k;σd − 2k + 1;1)= (σd − 2k + 1)
(σd − k + 1) (−1)
k
(
k + q − 1
k
)
.
Proof. From [15, p. 39],
F(σd + q − k,−k;σd − 2k + 1; z)= (k + 1)(σd − 2k + 1)
(σd − k + 1) P
(σd−2k,q−1)
k (1 − 2z).
Then use a formula in [15, p. 210] to have the special value
P
(σd−2k,q−1)
k (−1)= (−1)k
(
k + q − 1
k
)
. 
The following lemma plays a role in the proof of our main theorem.
Lemma 16. Let 0 l  [σd2 ]. Then
lim
T→+∞ e
−(σd−2l)2T
{
(q − 1)
2πq‖θd‖2
(
ϕˆ(d)(T ; e)∣∣θd)
−
l−1∑
k=0
e(σd−2k)2T (σd − k + q)(q + k)(σd − 2k)
(σd − k + 1)(q)(k + 1)
1
πq
}
= (σd − l + q)(q + l)(σd − 2l)
(σd − l + 1)(q)(l + 1)
1
πq
.
Proof. This follows from Proposition 13 by the formula
lim
T→+∞ e
−cT
+i∞∫
−i∞
α(s)es
2T ds
|cd(s)|2 = 0 (∀c > 0). 
Lemma 17. The function ϕˆ(d)(α,T ) is locally bounded on G. Moreover, it belongs to the space
{L2(H\G)⊗ Vd}K .
Proof. By Lemma 10, it suffices to show that ϕˆ(d)(α,T ) is bounded in a neighborhood of any
point g in the closed set HK . Otherwise, there exists an element g ∈ HK and a sequence of
elements of G − HK {gn} converging to g such that ‖ϕˆ(d)(α,T ;gn)‖ → +∞ as n → +∞.
Write gn = hnatnkn with hn ∈ H , tn > 0 and kn ∈ K . Then the sequence rp+q(vHgn) =
cosh(2tn) should be convergent to the number rp+q(vHg) = 1. Therefore limn→+∞ tn = 0.
Then, Lemma 14 yields the value ϕˆ(d)(α,T ;gn), which equals ϕˆ(d)(α,T ;atn) by the (H,K)-
equivariance, should have some limit as n → ∞, a contradiction. This proves the first claim.
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(with new constants C0, N0) by the boundedness of t → ϕˆ(d)(α,T ;at ) at t = 0. 
The next proposition shows that the function ϕˆ(d)(α,T ;g) satisfies a generalized heat equa-
tion.
Proposition 18.
(1) For g ∈ G−HK , the function T → ϕˆ(d)(α,T ;g) is a C∞-function on the interval (0,+∞).
(2) For any m ∈ N, the function g → ∂m
∂T m
ϕˆ(d)(α,T ;g) on G − HK is extended to a C∞-
function on G such that
∂m
∂T m
ϕˆ(d)(α,T ;hgk) = τd(k)−1 ∂
m
∂T m
ϕˆ(d)(α,T ;g), ∀(h, g, k) ∈ H ×G×K.
(3) We have
(
Ωg + ρ20
)m
ϕˆ(d)(α,T ;g)= ∂
m
∂T m
ϕˆ(d)(α,T ;g), ∀m ∈ N, ∀T > 0, ∀g ∈ G.
Proof. (1) By the differentiation under the integral, we formally have
∂m
∂T m
ϕˆ(d)(α,T ;g)= 1
2πi
c+i∞∫
c−i∞
ϕ(d)s (g)α(s)s
2mes
2T s ds. (5.18)
Since the integral on the right-hand side is absolutely convergent by Lemma 10, the computation
above is justified by a standard theorem of integration theory.
(2) The function ϕˆ(d)(α,T ) on G − HK is regarded as a Vd -valued distribution on G/K by
the formula
〈
ϕˆ(d)(α,T )
∣∣β〉= ∫
G/K
(
ϕˆ(d)(α,T ;g)∣∣β(g))dg˙, β ∈ C∞c (G/K; τd).
Since β is of compact support and since ϕ(d)s (g) is locally integrable, the integral above is abso-
lutely convergent and equals
〈
ϕˆ(d)(α,T )
∣∣β〉= 1
2πi
c+i∞∫
c−i∞
〈
ϕ(d)s
∣∣β〉α(s)es2T s ds
by Fubini’s theorem. Let τd = −Ωg be the Laplacian acting on C∞(G/K; τd). Then by the
Poisson equation (5.5),
〈(τ − ρ2)ϕˆ(d)(α,T )∣∣β〉d 0
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2πi
c+i∞∫
c−i∞
〈
ϕ(d)s
∣∣(τd − ρ20)β〉α(s)es2T s ds
= 1
2πi
c+i∞∫
c−i∞
((−s2)〈ϕ(d)s ∣∣β〉+ −4πq(q − 1)
∫
H/KH
(
β(h)
∣∣θd)dh˙
)
α(s)es
2T s ds
= 〈ϕˆ(d)(α1, T )∣∣β〉+ −4πq
(q − 1)
{ ∫
H/KH
(
β(h)
∣∣θd)dh˙
}
1
2πi
c+i∞∫
c−i∞
α(s)es
2T s ds,
where α1(s) = (−s2)α(s). By Cauchy’s theorem, we have
c+i∞∫
c−i∞
α(s)es
2T s ds =
i∞∫
−i∞
α(s)es
2T s ds = 0
since sα(s) is an odd function. Therefore, we obtain the differential equation
(τd − ρ20)ϕˆ(α,T ) = ϕˆ(d)(α1, T )
in the sense of distributions. Thus, we have
(τd − ρ20)ϕˆ(d)(αm,T )= ϕˆ(d)(αm+1, T ), ∀m ∈ N, (5.19)
with αm(s) = (−s2)mα(s). By Lemma 17, the functions ϕˆ(d)(αm,T ), m ∈ N are locally L2
on G/K . Since τd − ρ20 is an elliptic differential operator of degree 2 on G/K , we conclude
ϕˆ(d)(α,T ) is represented by a C∞-function on G/K by Lemma 19 below.
(3) This follows from (5.18) and (5.19). 
Lemma 19. Let X be an open subset of RN and D an elliptic differential operator of order d
on X. Let Tj (0  j  m) be a family of distributions on X such that DTj+1 = Tj and Tj ∈
L2(X). Then for k, j ∈ N such that 0 j m, dj > N2 + k, we have Tj ∈ Ck(X).
Proof. This follows from the theory of parametrix of elliptic differential operators and Sobolev’s
lemma. 
6. Automorphic heat kernels
Fix d ∈ N. Recall the H -spherical heat kernel ϕˆ(d)(α,T ;g) constructed in the previous sec-
tion. In this section throughout, Γ denotes a lattice belonging to LH (see Section 3.1).G
1160 M. Tsuzuki / Journal of Functional Analysis 255 (2008) 1139–11906.1. Poincaré series
Define the Poincaré series
Φˆ(d)(α,T ;g)= (q − 1)
πq
∑
γ∈ΓH \Γ
ϕˆ(d)(α,T ;γg), α ∈ C[s2], T > 0, g ∈ G, (6.1)
whose convergence is guaranteed by the following lemma.
Lemma 20. Fix T > 0. Then the series (6.1) converges absolutely and locally uniformly on G
and defines a continuous function Φˆ(d)(α,T ) :G → Vd satisfying
Φˆ(d)(α,T ;γgk)= τd(k)−1Φˆ(d)(α,T ;g), ∀(γ, g, k) ∈ Γ ×G×K.
To prove Lemma 20, we need several lemmas. The function Ξ :G → R defined by
Ξ(g) = rp+q(vHg)1/2, g ∈ G,
is left H -invariant and right K-invariant. The value on the split torus A = {at | t ∈ R} (defined in
Section 2.3) is computed as Ξ(at ) = cosh(2t)1/2. For a compact subset C ⊂ G and γ ∈ Γ , we
set μC(γ ) = infg∈C Ξ(γg), and consider the series
Ps(C) =
∑
γ∈ΓH \Γ
μC(γ )
−2s , s ∈ R+.
Lemma 21. Fix a relatively compact open neighborhood V ⊂ G of the identity. Then there exists
a constant B > 0 such that the estimation
Ps(C) B2s vol(V )−1
(
Γ ∩CVV −1C−1) ∫
ΓH \(Γ CV )
Ξ(g)−2s dg
holds for a compact set C ⊂ G and an s > 0.
Proof. Fix a compact C and s > 0. By [16, Lemma 4.3.1], we have a constant B > 0 such that
Ξ(γ xy) BΞ(γ x) (∀y ∈ V, ∀x ∈ G, ∀γ ∈ Γ ).
From this, by taking integral over y ∈ V , we obtain
B−2s vol(V )Ξ(γ x)−2s 
∫
V
Ξ(γ xy)−2s dy (∀x ∈ G, ∀γ ∈ Γ ). (6.2)
Since C is compact, for each γ ∈ Γ , the value μC(γ ) is attained by Ξ(γg) at some g = xγ ∈ C,
i.e., μC(γ )= Ξ(γ xγ ). By taking summation with respect to γ ∈ ΓH \Γ , from (6.2), we have
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∑
γ∈ΓH \Γ
Ξ(γ xγ )
∑
γ∈ΓH \Γ
∫
V
Ξ(γ xγ y)
−2s dy
=
∑
γ∈ΓH \Γ
∫
γ xγ V
Ξ(g)−2s dg
=
∑
γ∈ΓH \Γ
∫
G
Ξ(g)−2sχV
(
x−1γ γ−1g
)
dg
=
∑
γ∈ΓH \Γ
∫
ΓH \G
∑
δ∈ΓH
Ξ(δg)−2sχV
(
x−1γ γ−1δg
)
dg
=
∑
γ∈ΓH \Γ
∫
ΓH \G
Ξ(g)−2s
{ ∑
δ∈ΓH
χV
(
x−1γ γ−1δg
)}
dg
=
∫
ΓH \G
Ξ(g)−2s χ˜ (C;g)dg,
where χV is the characteristic function of V and
χ˜ (C;g) =
∑
γ∈ΓH \Γ
∑
δ∈ΓH
χV
(
x−1γ γ−1δg
)
, g ∈ G.
It is easy to see that χ˜(C;g) 	= 0 yields g ∈ Γ CV . Therefore, we complete the proof by the
estimation
χ˜ (C;g) (Γ ∩CVV −1C−1), ∀g ∈ Γ CV,
which is proved as follows. If γ ∈ ΓH \Γ , δ ∈ ΓH satisfies χV (x−1γ γ−1δg) 	= 0 for some g =
γ0xy (γ0 ∈ Γ, x ∈ C, y ∈ V ), then x−1γ γ−1δγ0xy ∈ V ; hence γ−1δγ0 ∈ Γ ∩CVV −1C−1. 
Lemma 22. If s > ρ0, then the integral
∫
ΓH \GΞ(g)
−2s dg˙ is convergent.
Proof. This follows from the integration formula (2.1) and the estimation Ξ(at )−2s(t) =
O(e−2(s−ρ0)t ) (t  0). 
Lemma 23. For a given N > 0, there exists a constant B0 > 0 such that the estimation
∥∥ϕˆ(d)(α,T ;g)∥∥ B0Ξ(g)−N(g), ∀g ∈ G,
holds.
Proof. By (H,K)-invariance and the decomposition G = H {at | t  0}K , it suffices to show
that the function t → ‖ϕˆ(d)(α,T ;at )‖ · Ξ(at )N is bounded on R+. Since ϕˆ(d)(α,T ) is smooth
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C > 0. This estimation, combined with the relation Ξ(at ) = (cosh 2t)1/2, affords the inequality
∥∥ϕˆ(d)(α,T ;at )∥∥Ξ(at )N C(cosh t)−N(cosh 2t)N/2,
whose right-hand side is bounded on R. 
Let us give a proof of Lemma 20. Fix N > ρ0. Given a compact subset C ⊂ G, we have the
majoration
∑
γ∈ΓH \Γ
∥∥ϕˆ(d)(α,T ;γg)∥∥ B0PN/2(C), ∀g ∈ C,
with a constant B0 > 0 by Lemma 23. From Lemmas 21 and 22, the series Ps(C) is convergent.
Since Γ \G/K is supposed to be compact, Lemma 20 yields the boundedness of Φˆ(d)(α,T )
on Γ \G/K ; in particular it belongs to L2τd (Γ \G/K).
6.2. Automorphic Green functions
Having the secondary spherical function ϕ(d)s :G − HK → Vd (Proposition 6), we consider
the Poincaré series
Φ(d)s (g) =
(q − 1)
πq
∑
γ∈ΓH \Γ
ϕ(d)s (γg), g ∈ G− ΓHK, Re(s) > ρ0, (6.3)
which we call the automorphic Green function. The aim of this section is to review some of the
relevant properties of this series established in [17].
Proposition 24.
(1) When Re(s) > ρ0, the series Φ(d)s (g) converges absolutely almost everywhere on G, defining
a Vd -valued locally L1-function on Γ \G satisfying
Φ(d)s (gk) = τd(k)−1Φ(d)s (g), k ∈ K.
(2) The Vd -valued distribution Φ(d)s on Γ \G/K satisfies the differential equation
〈
Φ(d)s
∣∣(Ω − s2 + ρ20)β〉= −4(θd ∣∣βH (e)), β ∈ C∞(Γ \G/K; τd). (6.4)
(3) For φ ∈ B(ν), we have
〈
Φ(d)s
∣∣φ〉= 4
s2 − ν2
(
θd
∣∣φH (e)).
Proof. Cf. [17, Propositions 29, 31]. 
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The function Φˆ(d)(α,T ) defined by (6.1), which we call the automorphic heat kernel, is re-
lated to the automorphic Green function Φ(d)s (g) in the following manner.
Lemma 25. Fix c > max(σd, ρ0). Then for β ∈ C∞(Γ \G/K; τd),
〈
Φˆ(d)(α,T )
∣∣β〉= 1
2πi
c+i∞∫
c−i∞
〈
Φ(d)s
∣∣β〉α(s)es2T s ds.
Proof. By a standard computation, we have
〈
Φˆ(d)(α,T )
∣∣β〉= ∫
H\G
(
ϕˆ(d)(α,T ;g)∣∣βH (g))dg˙
= 1
2πi
∫
H\G
{ c+i∞∫
c−i∞
(
ϕ(d)s (g)
∣∣βH (g))α(s)es2T s ds
}
dg˙. (6.5)
Since
〈
Φ(d)s
∣∣β〉= ∫
H\G
(
ϕ(d)s (g)
∣∣βH (g))dg˙,
it suffices to justify the exchange of the order of integrations in (6.5). Since Γ \G is compact,
‖β‖∞ = supg∈Γ \G ‖β(g)‖ is finite. From the majoration
∥∥βH (g)∥∥ ∫
ΓH \H
∥∥β(hg)∥∥dh˙ vol(ΓH \H)‖β‖∞,
and the estimation (5.11), we have the inequalities:
c+∞∫
c−i∞
{ ∫
H\G
∣∣(ϕ(d)s (g)∣∣βH (g))∣∣∣∣α(s)es2T s∣∣ |ds|
}
dg˙
 ‖β‖∞ vol(ΓH \H)
c+∞∫
c−i∞
∫
H\G
∥∥ϕ(d)s (g)∥∥∣∣α(s)es2T s∣∣ |ds|dg˙
 ‖β‖∞ vol(ΓH \H)‖θd‖((c + σd)/2 + 1)
((c + σd)/2 + q)
×
{ ∫ ∥∥ϕ(d)c (g)∥∥dg˙
}{ c+i∞∫ ∣∣∣∣((s + σd)/2 + q)((s + σd)/2 + 1)
∣∣∣∣∣∣α(s)es2T s∣∣ |ds|
}
. (6.6)H\G c−i∞
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the second one is also finite as is noted in the proof of Lemma 11. Therefore we can use Fubini’s
theorem to exchange the order of integrations in (6.5). As we explained above this completes the
proof. 
The following proposition shows that Φˆ(d)(α,T ) satisfies the ‘heat equation.’
Proposition 26. For g ∈ G, the function T → Φˆ(d)(α,T ;g) is a C∞-function on the interval
(0,+∞). For an arbitrary m ∈ N, the function ∂m
∂T m
Φˆ(d)(α,T ) on G is of class C∞ and satisfies
the equation
(
Ωg + ρ20
)m
Φˆ(d)(α,T )= ∂
m
∂T m
Φˆ(d)(α,T ). (6.7)
Proof. For m ∈ N, the formula (5.18) shows the equality
∑
γ∈ΓH \Γ
∂m
∂T m
ϕˆ(d)(α,T ;γg)= (−1)m
∑
γ∈ΓH \Γ
ϕˆ(d)(αm,T ;γg) (6.8)
with αm(s) = α(s)(−s2)m, where the sum on the right-hand side is absolutely convergent on G
by Lemma 20. Hence a standard theorem of integration theory shows that the function T →
Φˆ(d)(α,T ;g) is of class C∞ on (0,+∞) and its mth derivative is
∂m
∂T m
Φˆ(d)(α,T ;g) = Φˆ(d)(αm,T ;g). (6.9)
The continuous function Φˆ(d)(α,T ;g) defines a Vd -valued distribution on Γ \G/K . Then the
equality
(τd − ρ20)mΦˆ(d)(α,T )= Φˆ(d)(αm,T ) (6.10)
holds as distributions on Γ \G/K . Indeed, for β ∈ C∞(Γ \G/K; τd), we compute
〈
Φˆ(d)(α,T )
∣∣(τd − ρ20)β〉= 12πi
c+i∞∫
c−i∞
〈
Φ(d)s
∣∣(−Ωg − ρ20)β〉α(s)es2T s ds
= 1
2πi
c+i∞∫
c−i∞
{−s2〈Φ(d)s ∣∣β〉+ 4(θd ∣∣βH (e))}α(s)es2T s ds
= 1
2πi
c+i∞∫
c−i∞
〈
Φ(d)s
∣∣β〉(−s2)α(s)es2T s ds
= 〈Φˆ(d)(α1, T )∣∣β〉,
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from (6.4). Successively, we obtain 〈Φˆ(d)(α,T )|(τd − ρ20)mβ〉 = 〈Φˆ(d)(αm,T )|β〉.
Eq. (6.10), combined with Lemma 20, shows that (τd − ρ20)mΦˆ(d)(α,T ) ∈ L2τd (Γ \G/K)
for all m ∈ N. Hence Φˆ(d)(α,T ) is a C∞-function by Sobolev’s lemma. The two equations (6.9)
and (6.10) give us (6.7). 
6.4. Spectral expansions of the automorphic heat kernels
For ν ∈ Sτd (Γ ), set
ΦΓH,d(ν;g) =
∑
φ∈B(ν)
{ ∫
ΓH \H
(
θd
∣∣φ(h))dh˙}φ(g), g ∈ G. (6.11)
Then ΦΓH,d(ν) ∈ Aτd (Γ ;ν). The next theorem yields the spectral expansion of the function
Φˆ(d)(α,T ).
Theorem 27. Fix T > 0. Then
Φˆ(d)(α,T ;g)= 2
∑
ν∈SHτd (Γ )
α(ν)eν
2T ΦΓH,d(ν;g). (6.12)
The series on the right-hand side converges absolutely and uniformly on the compact manifold
Γ \G/K .
Proof. Let φ ∈ B(ν) with ν ∈ Sτd (Γ ). Fix a large c > sup(ρ0, σd). First by Lemma 25 and then
by Proposition 24(3), we have the equalities
〈
Φˆ(d)(α,T )
∣∣φ〉= 4(θd ∣∣φH (e)) 12πi
c+i∞∫
c−i∞
α(s)es
2T s
s2 − ν2 ds.
= 2(θd ∣∣φH (e))α(ν)eν2T ,
using Lemma 28 below to prove the second equality. Since Γ \G is compact, we have the ex-
pression
Φˆ(d)(α,T ) =
∑
ν∈Sτd (Γ )
∑
φ∈B(ν)
〈
Φˆ(d)(α,T )
∣∣φ〉φ,
which is convergent with respect to the L2-topology. Since Φˆ(d)(α,T ) is C∞ and since Γ \G/K
is compact, the series converges absolutely and uniformly on Γ \G/K . 
Lemma 28.
1
2πi
c+i∞∫
α(s)es
2T s
s2 − ν2 ds =
1
2
α(ν)eν
2T .c−i∞
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c − iR. The meromorphic function f (s) = α(s)es
2T s
s2−ν2 has a possible pole at s ∈ Q′(R) only if
s = ±ν and
Ress=±ν f (s) = 12δ(ν)α(ν)e
ν2T
with δ(ν) ∈ {1,2} equals 2 if and only if ν = 0. Hence by the residue theorem,
1
2πi
c+iR∫
c−iR
f (s)ds − 1
2πi
−c+iR∫
−c−iR
f (s)ds = α(ν)eν2T + I (R) (6.13)
with the term I (R) expressed as a sum of integrals of f (s) on the line segments [−c, c] ± iR,
which vanishes in the limit as R → +∞. By the change of variables s′ = −s, the second integral
on the left-hand side of (6.13) has the sign opposite to that of the first one. Hence we have the
result. 
6.5. Period integrals of the automorphic heat kernels
We consider the period integral of the automorphic heat kernel Φˆ(d)(α,T ) along ΓH \H
PˆHτd (Γ ;α,T ) = ‖θd‖−2
∫
ΓH \H
(
Φˆ(d)(α,T ;h)∣∣θd)dh˙, (6.14)
which is convergent by Lemma 20 since ΓH \H is compact. We compute this integral in two
ways as explained below.
6.5.1. The spectral side
By term-wise integration of (6.14), we obtain an expression of the integral (6.14) in terms of
the periods PHτd (Γ ;ν).
Proposition 29. Fix T > 0. Then
PˆHτd (Γ ;α,T ) = 2
∑
ν∈SHτd (Γ )
α(ν)eν
2T PHτd (Γ ;ν).
Proof. This follows from (6.12) by taking the term-wise integration, which is justified by the
uniform convergence of the series. 
6.5.2. The geometric side
We have another expression of the integral (6.14) which results from the definition (6.1) by a
standard argument.
Proposition 30. Fix T > 0. Then
PˆHτd (Γ ;α,T ) =
(q − 1)
2 q
{
vol(ΓH \H)
(
ϕˆ(d)(α,T ; e)∣∣θd)+Rd(Γ ;α,T )},‖θd‖ π
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Rd(Γ ;α,T )
=
∫
ΓH \H
∑
γ∈ΓH \(Γ−ΓH )
(
ϕˆ(d)(α,T ;γ h)∣∣θd)dh˙
=
∑
γ∈ΓH \(Γ−ΓH )/ΓH
vol
(
ΓH ∩ Γ γH \H ∩Hγ
) ∫
H∩Hγ \H
(
ϕˆ(d)(α,T ;γ h)∣∣θd)dh˙.
Here Hγ = γ−1Hγ and Γ γH = γ−1ΓHγ . For each γ ∈ Γ , we fix a Haar measure of H ∩ Hγ
and afford H ∩Hγ \H the quotient measure.
7. Proof of the main theorem
In this section throughout, fix d ∈ N, ν ∈ Sd and a tower of congruence type {Γn} in G. Set
σd = ρ0 − 2(q − d).
7.1. An upper bound
We adopt an argument given in [21, Section 2] to our situation.
For r > 0, let χr :G → R be the characteristic function of the (H,K)-invariant set Br =
H {at | t ∈ [−r, r]}K . Let f (d)ν be the spherical function defined by (A.2). The function f (d)ν,r
defined by f (d)ν,r (g) = f (d)ν (g)χr(g) (g ∈ G) has the same (H,K)-equivariance
f (d)ν,r (hgk) = τd(k)−1f (d)ν,r (g)
(∀(h, g, k) ∈ H ×G×K)
as f
(d)
ν,r but has the smaller support contained in Br . In particular f (d)ν,r has the finite L2-norm:
∥∥f (d)ν,r ∥∥=
{ ∫
H\G
∥∥f (d)ν,r (g)∥∥2 dg˙
}1/2
.
Given a uniform lattice Γ ⊂ ΓL, consider the series
F (d)ν,r (Γ ;g)=
∑
γ∈ΓH \Γ
f (d)ν,r (γg), ∀g ∈ G, (7.1)
which reduces to a finite sum for a fixed g as the next lemma shows.
Lemma 31. For every g ∈ Γ \G, the cardinality
NΓ,r(g) = Card
{
γ ∈ ΓH \Γ
∣∣ χr(γg) 	= 0}
is finite.
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r > 0 and g ∈ G and set X = {γ˜ ∈ Γ˜L | pr1(γ˜ )g ∈ Br}. Since pr1 : GR → G has a compact kernel,
there exists a compact set B˜ ⊂ GR such that X ⊂ HRB˜ . Then the constant C = supx∈B˜ ‖uHx‖UR
yields an upper bound of ‖uH γ˜ ‖UR (γ˜ ∈ X). Since uH ∈ L, the elements uH γ˜ with γ˜ ∈ X belong
to the set {u ∈ L | ‖u‖UR C}, which is finite since L is a Z-lattice in UR. Hence N = Card{γ˜ ∈
Γ˜L ∩ HR\Γ˜L | pr1(γ˜ )g ∈ Br } is finite. Since pr1 induces a surjection from Γ˜L ∩ HR\Γ˜L onto
ΓL ∩H\ΓL, we have the inequality NΓL,r (g)N , which yields the conclusion. 
Lemma 32. If γ˜ ∈ Γ˜L satisfies 〈uH γ˜ − uH ,uH 〉 = 0, then γ˜ ∈ Γ˜L ∩ HR.
Proof. If 〈uH γ˜ − uH ,uH 〉 = 0, then
〈uH γ˜ − uH ,uH γ˜ − uH 〉 = 〈uH γ˜ − uH ,uH γ˜ 〉
= 〈uH γ˜ ,uH γ˜ 〉 − 〈uH ,uH γ˜ 〉
= 〈uH ,uH 〉 − 〈uH ,uH γ˜ 〉
= −〈uH ,uH γ˜ − uH 〉
= 0.
Since U is F -anisotropic we must have uH γ˜ = uH . Therefore γ˜ ∈ Γ˜L ∩ HR. 
Lemma 33. For a given r > 0, there exists nr ∈ N such that NΓn,r (g) 1 (∀g ∈ Γn\G, ∀n nr).
Proof. Fix r > 0. Since pr1 : GR → G has a compact kernel, there exists a compact sub-
set B˜1 such that the relations pr1(γ˜1)g ∈ Br , pr1(γ˜2)g ∈ Br yield γ˜1γ˜−12 ∈ HRB˜1HR. Set
C0 = supx∈B˜1 ‖〈uHx − uH ,uH 〉‖ER , which is finite. Since limn→∞ δ(In) = +∞, we can choose
nr ∈ N so that δ(In) > C0 (∀n  nr). Suppose pr1(γ˜1)g,pr1(γ˜2)g ∈ Br , γ˜1, γ˜2 ∈ Γ˜L(In) with
n nr , and set c(γ˜1, γ˜2) = 〈uH γ˜1γ˜−12 −uH ,uH 〉. Since γ˜1γ˜−12 ∈ Γ˜L(In), we have c(γ˜1, γ˜2) ∈ In.
If γ˜1γ˜−12 /∈ Γ˜L(In)∩ HR, then Lemma 32 implies c(γ˜1, γ˜2) 	= 0; hence
δ(In)
∥∥c(γ˜1, γ˜2)∥∥ER  C0,
a contradiction. Therefore γ˜1γ˜−12 ∈ Γ˜L(In)∩ HR, which means that pr1(γ˜1) and pr1(γ˜2) belongs
to the same right ΓL(In) ∩ H -coset. This proves NΓL(In),r (g)  1 (∀g ∈ G) whenever n  nr .
Since NΓn,r (g)NΓL(In),r (g) we are done. 
Lemma 34. For a given r > 0, there exists nr ∈ N such that for n nr the function F (d)ν,r (Γn; )
belongs to L2τd (Γn\G/K) and∥∥F (d)ν,r (Γn)∥∥= vol(Γn ∩H\H)1/2∥∥f (d)ν,r ∥∥.
Proof. Given r > 0, we choose nr ∈ N so that Lemma 33 holds. Suppose n  nr . Then for a
fixed g ∈ G, the summation in (7.1) contains at most one non-zero term. Hence
∥∥F (d)ν,r (Γn;g)∥∥2 = ∑ ∥∥f (d)ν,r (γg)∥∥2, ∀g ∈ G, ∀n nr .
γ∈Γn,H \Γn
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∥∥F (d)ν,r (Γn)∥∥2 =
∫
Γn\G
∥∥F (d)ν,r (Γn;g)∥∥2 dg˙
=
∫
Γn\G
∑
γ∈Γn,H \Γn
∥∥f (d)ν,r (γg)∥∥2 dg˙
=
∫
Γn,H \G
∥∥f (d)ν,r (g)∥∥2 dg˙
= vol(Γn ∩H\H)
∫
H\G
∥∥f (d)ν,r (g)∥∥2 dg˙
= vol(Γn ∩H\H)
∥∥f (d)ν,r ∥∥2. 
Proposition 35. Let ν ∈ Sd . Then for arbitrary r > 0, we have
lim sup
n→∞
PHτd (Γn;ν)
vol(Γn ∩H\H) 
‖θd‖2
‖f (d)ν,r ‖2
.
Proof. Given r > 0, we choose nr ∈ N so that the conclusion of Lemma 34 is valid. Suppose n
nr and set Γ = Γn. Consider the automorphic form Φ = ΦΓnH,d(ν) ∈ Aτd (Γ ;ν) defined by (6.11).
We may suppose ν ∈ SHd (Γ ), otherwise the conclusion of the lemma is obvious. Then from
definition,
(
θd
∣∣ΦH(e))= ∑
φ∈B(ν)
∣∣(θd ∣∣φH (e))∣∣2 = ‖θd‖2PHτd (Γn;ν) 	= 0.
Therefore ΦH(e) 	= 0. Since ΦH ∈ C∞(G/K; τd)H , Theorem A.9 asserts that
ΦH(g) = C0f (d)ν (g), ∀g ∈ G,
with a constant C0. By putting g = e and taking the inner product with θd , we can evaluate the
constant as C0 = ‖θd‖−2(ΦH (e)|θd) = PHτd (Γ ;ν).
We have
〈
F (d)ν,r (Γ )
∣∣Φ〉= ∫
Γ \G
∑
γ∈ΓH \Γ
(
f (d)ν,r (γg)
∣∣Φ(g))dg˙
=
∫
ΓH \G
(
f (d)ν,r (g)
∣∣Φ(g))dg˙
=
∫ (
f (d)ν,r (g)
∣∣ΦH(g))dg˙H\G
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∫
H\G
(
f (d)ν,r (g)
∣∣f (d)ν (g))dg˙
= PHτd (Γ ;ν)
∥∥f (d)ν,r ∥∥2.
From this, combined with the Cauchy–Schwarz inequality, we obtain
PHτd (Γ ;ν)
∥∥f (d)ν,r ∥∥2 = ∣∣〈F (d)ν,r (Γ )∣∣Φ〉∣∣ ∥∥F (d)ν,r (Γ )∥∥‖Φ‖.
Since ‖Φ‖ = ‖θd‖PHτd (Γ ;ν)1/2, by Lemma 34, we continue the estimation
PHτd (Γ ;ν)1/2 
∥∥f (d)ν,r ∥∥−2∥∥F (d)ν,r (Γ )∥∥‖θd‖

∥∥f (d)ν,r ∥∥−2 vol(Γ ∩H\H)1/2∥∥f (d)ν,r ∥∥‖θd‖
= vol(Γ ∩H\H)1/2∥∥f (d)ν,r ∥∥−1‖θd‖.
This completes the proof. 
Corollary 36. We have
lim
n→∞
vol(Γn ∩H\H)
vol(Γn\G)2 = 0.
Proof. Replacing f (d)ν by the constant function 1, we form the series (7.1) and have Lemma 34
similarly. Then, for any r > 0, the equality
lim sup
n→∞
vol(Γn ∩H\H)
vol(Γn\G)2  vol(Br)
−2
is obtained by the same argument as Proposition 35. This completes the proof. 
Lemma 37. Let ν ∈ Sd .
(1) If ν ∈ Sd − {σd − 2k | 0 k < [σd2 ]}, then
lim
r→+∞
∥∥f (d)ν,r ∥∥2 = +∞.
(2) If ν = σd −2k with k ∈ N, 0 k < [σd2 ], then the function f (d)ν is square-integrable on H\G
and
∥∥f (d)ν ∥∥−2 = lim
r→+∞
∥∥f (d)ν,r ∥∥−2 = (σd − k + q)(q + k)(σd − 2k)(σd − k + 1)(q)(k + 1)
1
πq‖θd‖2 .
Proof. (1) First assume 0 < ν < ν0. Then, by (A.2), we have
f (d)ν (at ) ∼
(q)(ν)
e(ν−ρ0)t (t → +∞).
((ν + σd)/2 + q)((ν − σd)/2)
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r∫
0
{
e(ν−ρ0)t
}2
(cosh t)2p−1(sinh t)2q−1 dt
(
∼ 2−2ρ0
r∫
0
e2νt dt ∼ 2
−2ρ0
2ν
e2νr
)
,
which is divergent as r → +∞.
When Re(ν) = 0, ν 	= 0, we use Proposition 8 to obtain the asymptotic
f (d)ν (at ) ∼ 2ρ0(q − 1)
{
2νcd(−ν)e−(ν+ρ0)t + 2−νcd(ν)e−(−ν+ρ0)t
}
(t → +∞).
The divergence of ‖f (d)ν,r ‖2 as r → +∞ results from that of the integral
r∫
0
∣∣2νcd(−ν)e−(ν+ρ0)t + 2−νcd(ν)e−(−ν+ρ0)t ∣∣2(cosh t)2p−1(sinh t)2q−1 dt,
which is obvious for it has the asymptotic ∼ 2−2ρ04|cd(ν)|2r as r → +∞. When σd is even and
ν = 0, by taking the limit ν → 0 in Proposition 8, we obtain a constant such that f (d)0 (at ) ∼
C0e−tρ0 as t → ∞. From this we have the divergence limr→+∞ ‖f (d)ν,r ‖2 = +∞ similarly.
When ν = σd − 2k with k ∈ Z, d − q  k < 0, by (A.2), there exists a non-zero constant Ck
such that
f
(d)
σd−2k(at ) ∼ Cke−2(k+q−d), t → +∞,
which yields the asymptotic |f (d)σd−k(at )|2(t) ∼ Cke2(σd−2k)t as t → +∞. Since k  σd/2, this
shows
lim
r→+∞
∥∥f (d)σd−2k,r∥∥2 =
∞∫
0
∣∣f (d)σd−k(at )∣∣2(t)dt = +∞.
(2) By (A.2),
f
(d)
σd−2k(at ) = (cosh t)−(σd+ρ0−2k)F
(
σd − k + q,−k;q; sinh
2 t
cosh2 t
)
θd
= (−1)k (q)(k + 1)
(q + k)
× (cosh t)−(σd+ρ0−2k)P (σd−2k,q−1)k
(
1 − 1
cosh2 t
)
θd,
where the second equality is proved by a formula in [15, p. 39] and the functional equation
P
(a,b)
n (x) = (−1)nP (b,a)n (−x) [15, p. 210]. Therefore,
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2πq‖θd‖2
∥∥f (d)σd−2k∥∥2
=
(
(q)(k + 1)
(q + k)
)2
×
∞∫
0
{
P
(σd−2k,q−1)
k
(
1 − 1
cosh2 t
)}2
(cosh t)−2(σd+ρ0−2k)+2p−1(sinh t)2q−1 dt
= 1
4
(
(q)(k + 1)
(q + k)
)2 1∫
−1
{
P
(σd−2k,q−1)
k (x)
}2(1 + x
2
)q−1(1 − x
2
)σd−2k−1
dx,
where the last equality results from the change of variables x = 2 tanh2 t − 1. By applying the
formula [10, formula 7.391, 5] to compute the integral on the right-hand side of the last equality,
we have
(q)
2πq‖θd‖2
∥∥f (d)σd−2k∥∥2 = 12
(
(q)(k + 1)
(q + k)
)2
(σd − k + 1)(q + k)
(k + 1)(σd + q − k)(σd − 2k)
= 1
2
(q)2(k + 1)(σd − k + 1)
(q + k)(σd + q − k)(σd − 2k) .
This completes the proof. 
From Proposition 35, using Lemma 37, we obtain the following corollary which affords a half
of the proof of Theorem 5.
Corollary 38. Let ν ∈ Sd .
(1) If ν ∈ Sd − {σd − 2k | k ∈ N, 0 k < [σd2 ]},
lim
n→∞
PHτd (Γn;ν)
vol(Γn ∩H\H) = 0.
(2) If ν = σd − 2k with k ∈ N, 0 k < [σd2 ], then
lim sup
n→∞
PHτd (Γn;ν)
vol(Γn ∩H\H) 
(σd − k + q)(q + k)(σd − 2k)
(σd − k + 1)(q)(k + 1)
1
πq
.
7.2. A lower bound
This subsection is a technical main body of this paper and aims at proving the remaining half
of Theorem 5. We study the integral (6.14) with α(s) = 1, which we simply write PˆH (Γ ;T ).τd
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We shall examine the term Rd(Γ ;T ) = Rd(Γ ;1, T ) defined in Proposition 30 closely to
obtain its estimation on Γ -aspect with a fixed T > 0.
Recall the positive definite Hermitian norm ‖‖ι1 on Uι1 , which is K-invariant (see (4.1)).
Lemma 39. Fix T > 0 and  > 0. There exists a constant C0 > 0 such that
∥∥ϕˆ(d)(T ;g)∥∥ C0∥∥u(1)H g∥∥−(ρ0+σd+)ι1 , ∀g ∈ G. (7.2)
Proof. Let u(1)H be the image of uH by the projection UR → Uι1 . Set Δ(1) = 〈u(1)H ,u(1)H 〉ι1 and
vH = (Δ(1))−1/2u(1)H . Choose a vector v′H ∈ U−ι1 such that 〈v′H , v′H 〉ι1 = −1. Let us define a one
parameter subgroup at (t ∈ R) of G = Gι1 by
vHat = cosh tvH + sinh tv′H ,
v′Hat = sinh tvH + cosh tv′H ,
wat = w
(∀w ∈ {CvH +Cv′H }⊥).
Then ‖u(1)H at‖2ι1 = (cosh2 t + sinh2 t)Δ(1). By the decomposition G = H {at | t  0}K , it
suffices to show (7.2) for g = at . Since t → ϕˆ(d)(T ;at ) is smooth on R, Lemma 11 (with
N = ρ0 + σd + ) yields the estimation
‖ϕˆ(d)(T ;at )‖
‖u(1)H at‖−(ρ0+σd+)ι1
 C (cosh t)
−(ρ0+σd+)
{(cosh2 t + sinh2 t)Δ(1)}−(ρ0+σd+)/2 (∀t  0)
with a constant C > 0. The function in t ∈ R on the right-hand side is bounded. This completes
the proof. 
From now on for a while, we fix n ∈ N and set Γ = Γn, Γ0 = ΓL. To simplify the notation in
the following discussion, we set
Xn = ΓH \(Γ − ΓH )/ΓH , X0 = Γ0,H \(Γ0 − Γ0,H )/Γ0,H .
For γ ∈ Γ − ΓH , the image of γ to the space Xn is denoted by [γ ]. Similarly, the image of
an element ξ ∈ Γ0 − Γ0,H to X0 is denoted by [ξ ]0. Let jn :Xn → X0 be the natural map;
jn([γ ]) = [γ ]0 (∀γ ∈ Γ − ΓH ). For S ⊂ G and g ∈ G, we use the notation Sg to denote the
conjugate g−1Sg of S by g.
Lemma 40. Fix T > 0 and  > 0. Let C0 > 0 be the constant in Lemma 39. Then
‖Rd(Γ ;T )‖
vol(ΓH \H)  C0
∑
[ξ ]0∈jn(Xn)
v
([ξ ]0)
∫
ξ
∥∥u(1)H ξh∥∥−(ρ0+σd+)ι1 dh˙
(H∩H )\H
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v
([ξ ]0)= ∑
[γ ]∈j−1n ([ξ ]0)
vol(ΓH ∩ Γ γH \H ∩Hγ )
vol(ΓH \H) , [ξ ]0 ∈ jn(Xn). (7.3)
Proof. From Proposition 30 and the estimation Lemma 39, we have
‖Rd(Γ ;T )‖
vol(ΓH \H)  C0
∑
[γ ]∈Xn
vol(ΓH ∩ Γ γH \H ∩Hγ )
vol(ΓH \H) J
([γ ])
with
J
([γ ])= ∫
(H∩Hγ )\H
∥∥u(1)H γ h∥∥−(ρ0+σd+)ι1 dh˙.
Note the integral J ([γ ]) has the same value for γ in a double coset HξH . In particular, for a
fixed [ξ ]0 ∈ jn(Xn), the integral J ([γ ]) is independent of [γ ] ∈ j−1n ([ξ ]0). From this remark the
lemma follows. 
Lemma 41. Let [ξ ]0 ∈ jn(Xn). Then
v
([ξ ]0)= v(Γ0/Γ ; [ξ ]0)vol(Γ0,H ∩ Γ
ξ
0,H \H ∩Hξ)
vol(Γ0,H \H) . (7.4)
Here for [ξ ]0 ∈ jn(Xn), we set
v
(
Γ0/Γ ; [ξ ]0
)= ∑
[γ ]∈j−1n ([ξ ]0)
[Γ0,H ∩ Γ γ0,H : ΓH ∩ Γ γH ]
[Γ0,H : ΓH ] . (7.5)
Proof. Suppose [γ ] ∈ j−1n ([ξ ]0). Then γ = αξβ with some α,β ∈ Γ0,H . The map h → β−1hβ
induces a measure-preserving bijection from (Γ0,H ∩Γ γ0,H )\(H ∩Hγ ) onto (Γ0,H ∩Γ ξ0,H )\(H ∩
Hξ). Hence
vol(ΓH \H) = [ΓH,0 : ΓH ]vol(Γ0,H \H),
vol
(
ΓH ∩ Γ γH \H ∩Hγ
)= [Γ0,H ∩ Γ γ0,H : ΓH ∩ Γ γH ]vol(Γ0,H ∩ Γ γ0,H \H ∩Hγ )
= [Γ0,H ∩ Γ γ0,H : ΓH ∩ Γ γH ]vol(Γ0,H ∩ Γ ξ0,H \H ∩Hξ ).
Substitute these expressions of volumes to (7.3), we obtain (7.4). 
Lemma 42. For [ξ ]0 ∈ jn(Xn),
v
(
Γ0/Γ ; [ξ ]0
)= j−1n ([ξ ]0)[Γ0,H : ΓH (Γ0,H ∩ Γ ξ0,H )] . (7.6)
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ΓH ⊂ ΓH
(
Γ0,H ∩ Γ γ0,H
)⊂ Γ0,H ,
we have
[Γ0,H : ΓH ] =
[
Γ0,H : ΓH
(
Γ0,H ∩ Γ γ0,H
)][
ΓH
(
Γ0,H ∩ Γ γ0,H
) : ΓH ]. (7.7)
To examine the first factor of the term on the right-hand side of (7.7), we fix α,β ∈ Γ0,H such that
γ = αξβ . Using the relation Γ0,H ∩ Γ γ0,H = β−1(Γ0,H ∩ Γ ξ0,H )β and noting that ΓH is normal
in Γ0,H , we obtain
[
Γ0,H : ΓH
(
Γ0,H ∩ Γ γ0,H
)]= [Γ β0,H : ΓH (Γ0,H ∩ Γ ξ0,H )β]
= [Γ0,H : ΓH (Γ0,H ∩ Γ ξ0,H )]. (7.8)
As for the second factor of the term on the right-hand side of (7.7) , we first have[
ΓH
(
Γ0,H ∩ Γ γ0,H
) : ΓH ]= [Γ0,H ∩ Γ γ0,H : ΓH ∩ Γ γ0,H ]. (7.9)
Now we claim that the identity ΓH ∩ Γ γ0,H = ΓH ∩ Γ γH holds. Indeed, if δ ∈ ΓH ∩ Γ γ0,H , then
γ δγ−1 ∈ Γ0,H on one hand. On the other hand γ δγ−1 ∈ Γ since γ, δ ∈ Γ . Therefore γ δγ−1 ∈
Γ0,H ∩Γ = ΓH , hence δ ∈ ΓH ∩Γ γH . This proves ΓH ∩Γ γ0,H ⊂ ΓH ∩Γ γH . The converse inclusion
is obvious.
By the claim, from (7.9), we obtain[
ΓH
(
Γ0,H ∩ Γ γ0,H
) : ΓH ]= [Γ0,H ∩ Γ γ0,H : ΓH ∩ Γ γH ]. (7.10)
From (7.7), (7.8) and (7.10), we have
[Γ0,H ∩ Γ γ0,H : ΓH ∩ Γ γH ]
[Γ0,H : ΓH ] =
1
[Γ0,H : ΓH (Γ0,H ∩ Γ ξ0,H )]
,
an expression independent of [γ ] ∈ j−1n ([ξ ]0). Hence (7.5) becomes (7.6). 
Lemma 43. For [ξ ]0 ∈ jn(Xn), we have
v
(
Γ0/Γ ; [ξ ]0
)
 1.
Proof. Since [ξ ]0 ∈ jn(Xn), we may suppose ξ ∈ Γ . Then from Lemma 42, it suffices to show
the inequality
j−1n
([ξ ]0) [Γ0,H : (Γ0,H ∩ Γ ξ0,H )ΓH ]. (7.11)
Fix a complete set of representatives R ⊂ Γ0,H of (Γ0,H ∩ Γ ξ0,H )ΓH \Γ0,H . Then we claim
j−1n
([ξ ]0)= {ΓHρ−1ξρΓH ∣∣ ρ ∈ R}. (7.12)
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Γ
ξ
0,H , α
′′ ∈ ΓH and ρ ∈ R. Then γ = β ′ · ρ−1ξρ · α′′ with β ′ ∈ Γ0,H . This yields the relation
β ′ = γ (α′′)−1(ρ−1ξ−1ρ), whose right-hand side belongs to Γ since Γ is normal in Γ0 and
ξ ∈ Γ . Therefore β ′ ∈ Γ0,H ∩ Γ = ΓH and ΓHγΓH = ΓHρ−1ξρΓH . This shows the set on the
left-hand side of (7.11) is included in the set on the right-hand side. The converse inclusion is
obvious. The relation (7.12) shows

(
j−1n
([ξ ]0)) (R) = [Γ0,H : ΓH (Γ0,H ∩ Γ ξ0,H )]
as desired. 
Fix  > 0. For a given subset Y ⊂ X0, set
S(Y) =
∑
[ξ ]0∈Y
vol(Γ0,H ∩ Γ ξ0,H \H ∩Hξ)
vol(Γ0,H \H)
∫
(H∩Hξ )\H
∥∥u(1)H ξh∥∥−(ρ0+σ+)ι1 dh˙.
Note that this is independent of Γ = Γn.
Lemma 44. For fixed T > 0 and  > 0, there exists a constant C0 > 0 such that the estimation
‖Rd(Γn;T )‖
vol(Γn ∩H\H)  C0S
(
jn(Xn)
)
(∀n 1)
holds.
Proof. This follows from Lemmas 40, 41 and 43. 
Since Γ0,H \H is compact, we can choose a compact set S0,H ⊂ H such that H = Γ0,HS0,H .
Lemma 45. There exists a constant μ0 > 0 such that∥∥pr1(u)h∥∥ι1  μ0‖u‖UR (∀u ∈ uH Γ˜L, ∀h ∈ S0,H ). (7.13)
Proof. Let u ∈ UR and h ∈ S0,H . Write u = (u(j))1jdF with u(j) ∈ Uιj . For 1  j  dF , let
Δ(j) be the projection of Δ= 〈uH ,uH 〉 to Eιj . Since u ∈ uH GR, we have 〈u(j),u(j)〉 = Δ(j) > 0
and Δ(1)  ‖u(1)‖ι1 . Hence there exists a constant μ1 > 1 such that sup2jdF Δ(j)  μ1‖u(1)‖ι1
for all u ∈ uHGR. Therefore,
‖u‖UR =
{∥∥u(1)∥∥2
ι1
+
dF∑
j=2
(
Δ(j)
)2}1/2  μ1d1/2F ∥∥u(1)∥∥ι1 (∀u ∈ uHGR).
Using this we have the estimation
‖u‖UR 
∥∥h−1∥∥
op‖uh‖UR 
{
sup
∥∥h−1∥∥
op
}
μ1d
1/2
F
∥∥u(1)pr1(h)∥∥ι1
h∈S0,H
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with μ−10 = {suph∈S0,H ‖h−1‖op}μ1d1/2F . 
Lemma 46. Let μ0 > 0 be the constant in Lemma 45. There exists  > 0 such that
S(X0) μ−(ρ0+σd+)0
∑
u∈L−{0}
‖u‖−(ρ0+σd+)UR < +∞.
Proof. For each ξ ∈ Γ0 − Γ0,H , fix its lift ξ˜ ∈ Γ˜L, i.e., pr1(ξ˜ ) = ξ . Using Lemma 45, we have
S(X0)= 1
vol(Γ0,H \H)
∫
Γ0,H \H
∑
ξ∈Γ0,H \(Γ0−Γ0,H )
∥∥pr1(uH ξ˜)h∥∥−(ρ0+σd+)ι1 dh˙
 μ−(ρ0+σd+)0
1
vol(Γ0,H \H)
∫
Γ0,H \H
dh˙
∑
ξ∈Γ0,H \(Γ0−Γ0,H )
‖uH ξ˜‖−(ρ0+σd+)UR
 μ−(ρ0+σd+)0
∑
u∈L−{0}
‖u‖−(ρ0+σd+)UR .
The last inequality results from the obvious inclusion {uH ξ˜ | ξ ∈ Γ0,H \(Γ0 − Γ0,H )} ⊂ L− {0}.
The series on the right-hand side of the last inequality, the Epstein zeta function of the Z-lattice
L ⊂ UR, is convergent if ρ0 + σd +  > 2 dimR(UR). 
Lemma 47. Given a finite subset F ⊂ X0, there exists n0 ∈ N such that jn(Xn)∩F = ∅ (∀n n0).
Proof. Let [ξ ]0 ∈ jn(Xn). Then jn([γ ]) = [ξ ]0 with some [γ ] ∈ Xn. Since γ ∈ Γn ⊂ ΓL(In),
we can choose γ˜ ∈ Γ˜L(In) − HR such that pr1(γ˜ ) = γ . Then uH γ˜ − uH ∈ InL, which implies
〈uH γ˜ − uH ,uH 〉 ∈ In. Combining this with Lemma 32, we obtain 〈uH γ˜ − uH ,uH 〉 ∈ In − {0}.
Therefore ‖〈uH γ˜ − uH ,uH 〉‖ER  δ(In). Since Gιj (2  j  dF ) are compact, there exists a
constant C1 > 0 such that
C1 >
dF∑
j=2
∣∣〈u(j)H gj − u(j)H ,u(j)H 〉ιj ∣∣2, ∀(gj )2jdF ∈
dF∏
j=2
Gιj .
Then
∣∣〈u(1)H ξ − u(1)H ,u(1)H 〉ι1 ∣∣2 +C1  ∣∣〈u(1)H γ − u(1)H ,u(1)H 〉ι1 ∣∣2 +
dF∑
j=2
∣∣〈u(j)H prj (γ˜ )− u(j)H ,u(j)H 〉ιj ∣∣2
= ∥∥〈uH γ˜ − uH ,uH 〉∥∥2ER  δ(In)2.
Consequently we obtain the estimation
∣∣〈u(1)ξ − u(1),u(1)〉 ∣∣2 +C1  δ(In)2, ∀[ξ ]0 ∈ jn(Xn). (7.14)H H H ι1
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δ(In)
2 > sup
[ξ ]0∈F
∣∣〈u(1)H ξ − u(1)H ,u(1)H 〉ι1 ∣∣2 +C1, ∀n n0.
This, combined with (7.14), yields F ∩ jn(Xn)= ∅ (∀n n0). 
Lemma 48. We have
lim
n→∞ S
(
jn(Xn)
)= 0.
Proof. Fix  > 0 so that the conclusion of Lemma 46 is valid. Then S(X0) is a convergent infinite
series with positive terms. Hence
S(X0) = sup
{
S(F)
∣∣ F ⊂ X0, (F) < ∞}.
Given 1 > 0, there exists a finite set F ⊂ X0 such that S(Y) < 1 (∀Y ⊂ X0 − F). From
Lemma 47, there exists n0 ∈ N such that jn(Xn) ⊂ X0 − F (∀n n0). Therefore, S(jn(Xn)) <
1 (∀n n0). 
Proposition 49. Fix T > 0. Then
lim
n→∞
Rd(Γn;T )
vol(Γn ∩H\H) = 0.
Proof. This follows from Lemmas 44 and 48 immediately. 
Corollary 50. Fix T > 0. Then
lim
n→∞
PˆHτd (Γn;T )
vol(Γn ∩H\H) =
(q − 1)
πq‖θd‖2
(
ϕˆ(d)(T ; e)∣∣θd).
Proof. This results from Propositions 30 and 49. 
7.2.2. Examination of the spectral side
We study the ‘spectral side.’
Proposition 51. For Γ ∈ LHG and T > 0, set
Ed(Γ ;T ) = 2
∑
ν∈SHd (Γ )cont
eν
2T PHτd (Γ ;ν),
where SHτd (Γ )cont = SHτd (Γ ) ∩ {i(0,+∞) ∪ [0, ν0)} with ν0 ∈ {0,1} the parity of ρ0. Then for
c > ν0,
lim
T→+∞
{
lim sup
n→∞
e−c2T Ed(Γn;T )
vol(Γn ∩H\H)
}
= lim
T→+∞
{
lim inf
n→∞
e−c2T Ed(Γn;T )
vol(Γn ∩H\H)
}
= 0.
M. Tsuzuki / Journal of Functional Analysis 255 (2008) 1139–1190 1179Proof. Fix c > ν0 and choose a c0 such that c > c0 > ν0. Then we have the inequality:
(
ν2 − c20
)
T  ν2
(∀ν ∈ SHτd (Γ )cont, ∀T > 1). (7.15)
Indeed, if ν ∈ iR, then ν2 − (ν2 − c20)T = −|ν|2 + (|ν|2 + c20)T = (T − 1)|ν|2 + c20T  0 since
T > 1. If ν ∈ [0, ν0), then ν2 − (ν2 − c20)T = ν2 + (c20 − ν2)T  0 since c0 > ν0 > ν.
Suppose T > 1. Then using (7.15) we have an estimation:
e−c2T Ed(Γ ;T ) = 2e(c20−c2)T
∑
ν∈SHτd (Γ )cont
e(ν
2−c20)T PHτd (Γ ;ν)
 2e(c20−c2)T
∑
ν∈SHτd (Γ )cont
eν
2T PHτd (Γ ;ν)
= 2e(c20−c2)T PˆHτd (Γ ;1).
By using this and Corollary 50, we obtain
0 lim sup
n→∞
e−c2T Ed(Γn;T )
vol(Γn ∩H\H)  e
(c20−c2)T lim sup
n→∞
PˆHτd (Γn;1)
vol(Γn ∩H\H)
= e(c20−c2)T (q − 1)
πq‖θd‖2
(
ϕˆ(d)(1; e)∣∣θd).
Since limT→+∞ e(c
2
0−c2)T = 0, we have
lim
T→+∞
{
lim sup
n→∞
e−c2T Ed(Γn;T )
vol(Γn ∩H\H)
}
= 0.
The other limit is computed the same way. 
Remark. When ρ0 is even, the set of points σd − 2k (0  k < [σd2 ]) is separated from the set
SHτd (Γ )cont with positive distance 2. Thus we can apply Proposition 51 with c > 2 to single
out the contribution of a discrete spectral parameter in the limit of
PˆHτd
(Γ ;T )
vol(ΓH \H) (see the proof of
Proposition 52). This argument fails when ρ0 is odd and the relevant discrete spectral parameter
is ν = 1.
7.2.3. Completion of proof
We complete the proof of Theorem 5 by proving the following.
Proposition 52. Let k ∈ N be such that 0 k < [σd2 ]. Then
lim
n→∞
PHτd (Γn;σd − 2k)
vol(Γn ∩H\H) =
(σd − k + q)(q + k)(σd − 2k)
(σd − k + 1)(q)(k + 1)
1
2πq
. (7.16)
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1
2
PˆHτd (Γ ;T )
vol(Γn ∩H\H) −
E∗d (Γn;T )
vol(Γn ∩H\H) =
[ σd2 ]∑
k=0
e(σd−2k)2T
PHτd (Γn;σd − 2k)
vol(Γn ∩H\H) ,
where
E∗d (Γn;T ) = Ed(Γn;T )+
∑
inf(0,d−q)k<0
e(σd−2k)2T
PHτd (Γn;σd − 2k)
vol(Γn ∩H\H) ,
with Ed(Γ ;T ) defined in Proposition 51. Taking ‘lim sup’ and ‘lim inf,’ and using Corollary 50,
we obtain
1
2
(q − 1)
πq‖θd‖2
(
ϕˆ(d)(T ; e)∣∣θd)− lim inf
n→∞
E∗d (Γn;T )
vol(Γn ∩H\H)
=
[σd/2]∑
k=0
e(σd−2k)2T lim sup
n→∞
PHτd (Γn;σd − 2k)
vol(Γn ∩H\H) (∀T > 0), (7.17)
1
2
(q − 1)
πq‖θd‖2
(
ϕˆ(d)(T ; e)∣∣θd)− lim sup
n→∞
E∗d (Γn;T )
vol(Γn ∩H\H)
=
[σd/2]∑
k=0
e(σd−2k)2T lim inf
n→∞
PHτd (Γn;σd − 2k)
vol(Γn ∩H\H) (∀T > 0). (7.18)
Multiply both sides of (7.17) by e−σ 2d T and take the limit as T → +∞; then in the summation
on the right-hand side, all the terms for k > 0 vanishes. Therefore,
1
2
(q − 1)
πq‖θd‖2 limT→+∞
{
e−σ 2d T
(
ϕˆ(d)(T ; e)∣∣θd)}− lim
T→+∞
{
lim inf
n→∞
e−σ 2d T E∗d (Γn;T )
vol(Γn ∩H\H)
}
= lim sup
n→∞
PHτd (Γn;σd)
vol(Γn ∩H\H). (7.19)
By Corollary 38 and Proposition 51, the second limit on the left-hand side of (7.19) equals zero.
The first limit on the left-hand side is computed in Lemma 16. Consequently, we obtain the
equality
(σd + q)(q)σd
(σd + 1)(q)(1)
1
πq
= lim sup
n→∞
PHτd (Γn;σd)
vol(Γn ∩H\H).
By a similar argument, using (7.18), we obtain another equality
(σd + q)(q)σd 1
q
= lim inf P
H
τd
(Γn;σd)
.
(σd + 1)(q)(1) π n→∞ vol(Γn ∩H\H)
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We proceed by induction on k. Assume the formula (7.16) for 0  k < l. Then from (7.17),
we have
e−(σd−2l)2T
{
1
2
(q − 1)
πq‖θd‖2
(
ϕˆ(d)(T ; e)∣∣θd)
−
l−1∑
k=0
e(σd−2k)2T (σd − k + q)(q + k)(σd − 2k)
(σd − k + 1)(q)(k + 1)
1
2πq
}
− lim inf
n→∞
e−(σd−2l)2T E∗d (Γn;T )
vol(Γn ∩H\H)
=
[σd/2]∑
k=l
e((σd−2k)2−(σd−2l)2)T lim sup
n→∞
PHτd (Γn;σd − 2k)
vol(Γn ∩H\H) (∀T > 0). (7.20)
Now consider the limit T → +∞. Then the second term on the left-hand side vanishes by Propo-
sition 51. The first term is computed in Lemma 16. Therefore we have
(σd − l + q)(q + l)(σd − 2l)
(σd − l + 1)(q)(l + 1)
1
πq
= lim sup
n→∞
PHτd (Γn;σd − 2k)
vol(Γn ∩H\H) .
By a similar argument, starting from (7.18), we have the above formula with lim sup replaced by
lim inf is valid. This completes the proof. 
8. Conclusion and application
8.1. Limit period formulas
For an irreducible unitary representation (π,V) of G, let V∞ be the space of C∞-vectors
of π , V−∞ the topological dual of V∞. The representation π is said to be a relative discrete
series representation of H\G if there exist non-zero elements l ∈ (V−∞)H and v ∈ V∞ such that
g → l(π(g)v) belongs to L2(H\G) [14, p. 169]. As we recall in Appendix A, for such π , there
exists a unique d ∈ N with q − d < ρ02 such that π is equivalent to δd defined in Appendix A.6.
Then τd occurs in the K-module V exactly once.
Lemma 53. Let (π,V) be a relative discrete series representation of H\G such that π is equiv-
alent to δd with d ∈ N such that q − d < ρ02 . Let ( | )π be the G-invariant inner-product of V .
Then there exists a positive constant d(π) such that
dimC V
|l(θ)|2
∫
H\G
l
(
π(g)v
) · l(π(g)w)dg˙ = 1
d(π)
(v|w)π
(θ |θ)π
(∀v,w ∈ V∞π ) (8.1)
holds for a non-zero H -invariant distribution vector l ∈ (V−∞)H and for a non-zero vector θ in
V[τd ]H∩K . Here V[τd ] is the τd -isotypic part of the K-module V .
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Lemma 54. For d ∈ N such that q − d < ρ02 ,
d(δd) = 1
πq
(σd + q)
(σd)
.
Proof. By the embedding ι :Wd ↪→ L2(H\G) of Proposition A.17, a G-invariant unitary struc-
ture on Vd is induced by the inner-product of L2(H\G). The evaluation at the identity e af-
fords an H -invariant distribution vector l of Vπ , i.e., l(v) = ι(v)(e) (v ∈ V∞d ). Since l(θd) =
(f
(d)
σd (e)|θd) = ‖θd‖2, the formula (8.1) yields
d(π) = |l(θd)|
2
dimC Vd‖ι(θd)‖2
= ‖θd‖
4
dimC Vd
{ ∫
H\G
∣∣(f (d)σd (g)∣∣θd)∣∣2 dg˙
}−2
.
By the integration formula (2.1), we obtain
∫
H\G
∣∣(f (d)σd (g)∣∣θd)∣∣2 dg˙ =
{ +∞∫
0
∥∥f (d)σd (at )∥∥2‖θd‖−2(t)dt
}{∫
K
∣∣(τd(k)θd ∣∣θd)∣∣2 dk
}
= ∥∥f (d)σd ∥∥2‖θd‖−2 · ‖θd‖4dimC Vd
using the orthogonal relation of matrix coefficients of the compact group K . Therefore,
d(π) = ‖θd‖2
∥∥f (d)σd ∥∥−2 = 1πq (σd + q)(σd)
by Lemma 37. 
We retain the same notations and assumptions as in Theorem 5. For an irreducible unitary
representation (π,V) of G, an irreducible representation of (τ,V ) of K and a uniform lattice
Γ ∈ LHG , define the number PHτ (Γ )π as in the introduction.
Theorem 55. Let {Γn} be a tower of congruence type for L. Then for a relative discrete series
representation π of H\G which is not an endpoint of the complementary series πν (|ν| < ν0),
the formula
lim
n→∞
PHτd (Γn)π
vol(Γn ∩H\H) = d(π)
holds.
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K-type of δd is τd and the Casimir operator acts on δd by the scalar σ 2d − ρ20 ; by [23, Propo-
sition 6.1], these two properties characterizes the representation δd in the unitary dual Gˆ. There-
fore, PHτ (Γ )δd = PHτd (Γ ;σd). Hence the theorem results from Theorem 5 and the value d(δd)
given in Lemma 54. Note the possible endpoint of πν (|ν| < ν0) is δ1, which occurs only if ρ0 is
odd. 
8.2. An application to geometry
This subsection is a complement of Oda, Tsuzuki [17]. For unexpected notations in this sub-
section, refer to [17]. The Poincaré dual form of the modular cycle CΓH :ΓH \H/H ∩ K →
Γ \G/K , denoted by ΨΓH , is a unique harmonic (q, q)-form cohomologous to the fundamen-
tal class of CΓH which is defined as the de Rham cohomology class of the Dirac current δCΓH . LetB0 be an orthonormal basis of the finite-dimensional Hilbert space of the harmonic (q, q)-forms
on Γ \G/K ; then by definition,
ΨH (g) =
∑
ψ∈B0
〈δCΓH ,∗φ¯〉φ(g).
Recall the K-submodules V (q)κ (0  κ  q) of
∧q,q p∗
C
and non-zero H ∩ K-invariant tensors
θ
(q)
κ ∈ V (q)κ such that ∗volp∩h =∑qκ=0 θ(q)κ [17, 3.2]. The module V (q)0 is a trivial K-module,
and V (q)q is irreducible and is isomorphic to τq . From [17, §8],
ΨΓH =
vol(ΓH \H/KH)
vol(Γ \G/K) θ
(q)
0 +ΨΓH,q, (8.2)
where ΨΓH,q is a primitive (q, q)-form which is identified with the automorphic form
ΦΓH,q(ρ0;g) ∈ Aτq (Γ ;ρ0)
defined by (6.11).
Let XˇC be the compact dual of X = G/K . Then the natural embedding j :X ↪→ XˇC induces a
homomorphism of cohomology rings j∗ : H·(XˇC;C) → H·(Γ \X;C), whose image Huniv is the
space of the universal classes. Since Γ \G is compact, Matsushima’s formula
H·(Γ \X;C)∼=
⊕
π∈Gˆ
m(Γ ;π)H·(gC,K;π) (8.3)
identifies the space H·univ with H·(gC,K;C). Here m(Γ ;π) is the multiplicity of π in L2(Γ \G).
The first term on the right-hand side of the formula (8.2) belongs to H2quniv and the second term
ΨΓH,q belongs to the component of the relative discrete series π = δq in the decomposition (8.3)
Theorem 56. Let {Γn} be as in Theorem 5. Then
lim
n→∞
〈ΨΓnH ,∗ΨΓnH 〉 = lim
n→∞
〈ΨΓnH,q,∗ΨΓnH,q〉 = (ρ0 + q) ‖θ
(q)
q ‖2
q
.
vol(Γn,H \H/KH) vol(Γn,H \H/KH) (ρ0 − 1) π
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Theorem 5. The first equality is proved by Corollary 36. 
Theorem 56 obviously yields the non-vanishing of ΨΓH,q for small Γ :
Corollary 57. Given an OE-lattice L ⊂ U , there exists an ideal I ⊂ OE such that ΨΓH,q 	= 0 for
Γ = ΓL(I ).
Appendix A. Harmonic analysis on the complex hyperbolic space
This appendix is independent of the other parts of this paper except Section 2 and is designed
to recall the results on harmonic analysis on the complex hyperbolic space H\G proved by
Faraut [7] in a form convenient for our purposes.
We freely use the notation introduced in Section 2. Consider the ‘light cone’
C× = {v ∈ Cp,q − {0} ∣∣ 〈v, v〉p,q = 0}
of Cp,q . For v = (x; y) ∈ C×, r(v)1/2 denotes the common value of the norms of x and y: r(v) =
rp(x) = rq(y).
A.1. Representations of U(n)
Let n ∈ N∗. The group U(n) acts on the unit sphere Sn
C
= {x ∈ Cn | rn(x) = 1} of Cn transi-
tively. Since the stabilizer of the point (0, . . . ,0,1) ∈ Sn
C
is U(n−1), the space Sn
C
is a realization
of the compact homogeneous space U(n)/U(n−1). The irreducible decomposition of the unitary
representation L2(Sn
C
) is well known.
Lemma A.1. For a, b ∈ N, the restriction map P(x, x¯) → P(x, x¯)|Sn
C
yields a U(n)-inclusion
V na,b ↪→ L2(SnC), which is unique up to constant. We have the irreducible U(n)-decomposition
L2
(
SnC
)∼= ⊕
a,b∈N
V na,b.
Let us introduce more operators acting on the space of polynomials. For 1 j  n and P =
P(x, x¯) ∈ Pna,b , set
ujP = rn(x)∂¯jP − (a + b + n− 1)xjP,
u¯jP = rn(x)∂jP − (a + b + n− 1)x¯jP .
Lemma A.2. If P(x, x¯) is harmonic, i.e., P = 0, then ∂jP , ∂¯jP , ujP and u¯jP are also har-
monic. We have
∂j
(
V na,b
)⊂ V na−1,b, ∂¯j (V na,b)⊂ V na,b−1,
uj
(
V na,b
)⊂ V na+1,b, u¯j (V na,b)⊂ V na,b+1
for a, b ∈ N, with the convention V na,b = {0} if a < 0 or b < 0.
Proof. This follows by a direct computation. 
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(Cf. [7, Section V].) For s ∈ C, let H∞s be the space of all the C∞-functions ϕ :C× → C such
that ϕ(tv) = |t |−(s+ρ0)ϕ(v) (∀t ∈ C×). There is a smooth representation πs of G on the space
H∞s such that [πs(g)ϕ](v) = ϕ(vg), g ∈ G, ϕ ∈ H∞s . The subspace of K-finite vectors in H∞s
is denoted by (H∞s )K . Since C× = C×C0 with C0 = SpC × SqC, the restriction map ϕ → ϕ|C0
yields a linear bijection from (H∞s )K to the space H0 of all the K-finite functions ϕ0 :C0 → C
such that ϕ0(uv) = ϕ0(v) (∀u ∈ C(1), v ∈ C0).
It is easy to describe the K-spectrum of (H∞s )K ∼= H0.
Lemma A.3. Let (a, b; c, d) ∈ N4 be such that a − b = d − c. For any (P,Q) ∈ V pa,b ×V qc,d , the
function ϕ(s)P,Q :C× → C defined by
ϕ
(s)
P,Q(v) = P(x, x¯)Q(y, y¯)r(v)s+ρ0−a−b−c−d
(∀v = (x; y) ∈ C×)
belongs to the space (H∞s )K .
There is a unique K-inclusion ι(s)
a,b;c,d :Va,b;c,d → (H∞s )K such that ι(s)a,b;c,d (P ⊗Q) = ϕ(s)P,Q.
The direct sum of those ι(s)
a,b;c,d yields a K-isomorphism(
H∞s
)
K
∼=
⊕
a,b,c,d∈N4
a−b=d−c
Va,b;c,d .
Proof. This results from the Frobenius reciprocity. 
The restriction ϕ(s)P,Q|C0 is independent of s, which we simply write ϕP,Q.
We have a quite explicit description of the (gC,K)-module (H∞s )K . Since the K-module
structure is completely determined by the previous lemma, it is enough to know the action of the
matrix units Ei,j+p , Ej+p,i (1 i  p, 1 j  q) in pC.
Proposition A.4. Let P ⊗Q ∈ Va,b;c,d with a−b = d − c. Set Ca,b;c,d = −2(a+b+p−1)(c+
d + q − 1). For 1 i  and 1 j  p, we have
Ca,b;c,dπs(Ei,j+p)ϕP,Q = (s − ρ0 + 2 − a − b − c − d)ϕ∂¯iP,∂iQ
+ (−s − ρ0 + a + b − c − d + 2p − 2)ϕ∂¯iP ,u¯jQ
+ (−s − ρ0 − a − b + c + d + 2q − 2)ϕuiP ,∂jQ
+ (s + ρ0 + a + b + c + d)ϕuiP ,u¯jQ,
Ca,b;c,dπs(Ej+p,i)ϕP,Q = (s − ρ0 + 2 − a − b − c − d)ϕ∂iP,∂¯iQ
+ (−s − ρ0 + a + b − c − d + 2p − 2)ϕ∂iP,ujQ
+ (−s − ρ0 − a − b + c + d + 2q − 2)ϕu¯iP ,∂¯jQ
+ (s + ρ0 + a + b + c + d)ϕu¯iP ,ujQ.
Proof. [7, p. 401] (cf. [20, p. 453]). 
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(Cf. [7, Section VI].) To define the intertwining operator, it is more convenient and enlight-
ening to lift a function on the cone C× to the one on the Lie group G by using the base point
v0 = (0, . . . ,0,1;1, . . . ,0) in C×. Let Pv0 be the stabilizer of the line Cv0 in G; Pv0 is a maxi-
mal parabolic subgroup of G. For a function ϕ :C× → C, set ϕ˜(g) = ϕ(v0g), g ∈ G. Then {ϕ˜ |
ϕ ∈ H∞s } is the representation space of the parabolically induced module IndGPv0 (δ
s/(2ρ0)+1/2).
Here δ is the modulus character of Pv0 .
Set v′0 = (0, . . . ,1;−1,0, . . . ,0) ∈ C×; note it satisfies 〈v0, v′0〉p,q = 2. Then Pv′0 is the oppo-
site of Pv0 . The unipotent radical of Pv′0 , denoted by N¯ , is the group of all the points n¯(Y ;η) (Y ∈
v⊥0 ∩ (v′0)⊥, η ∈ R) defined by v′0n¯(Y ;η) = v′0, wn¯(Y ;η) = w− 12 〈w, Y 〉p,qv′0 (∀w ∈ v⊥0 ∩ (v′0)⊥),
v0n¯(Y ;η) = v0 + Y + {iη − 14 〈Y,Y 〉p,q}v′0.
Let A = {at | t ∈ R} be the one parameter subgroup of G such that v0at = etv0, v′0at = e−tv′0
and wat = w (∀w ∈ v⊥0 ∩ (v′0)⊥). Let M be the group of all elements g ∈ G which act v0 and v′0
by the same eigenvalue. Then we have the Langlands decomposition G = MANK . For g ∈ G,
let μ(g) ∈ M , ν(g) ∈ N , t (g) ∈ R and κ(g) ∈ K be elements such that g = μ(g)at(g)ν(g)κ(g).
This relation determines the number t (g), the element ν(g) and the cosets μ(g) (Pv0 ∩ K),
(Pv0 ∩K)κ(g) uniquely.
Lemma A.5. There exists a unique Haar measure dn¯ of N¯ such that∫
Pv0∩K\K
f (k)dk =
∫
N¯
f
(
κ(n¯)
)
e2ρ0t (n¯) dn¯, ∀f ∈ C(Pv0 ∩K\K).
By the coordinates (Y ;η) on N¯ , the measure dn¯ is given by dn¯ = 2ρ0−p+qπ−ρ0Γ (p)(q)dY dη.
Proof. [13, (7.4), p. 170]. 
For ϕ ∈ H∞s , the integral
Ts ϕ˜(g) =
∫
N¯
ϕ˜(n¯w0g)dn¯, g ∈ G,
is absolutely convergent if Re(s) > ρ0. Here w0 ∈ G is defined by v0w0 = v′0, v′0w0 = v0,
ww0 = w(∀w ∈ v⊥0 ∩ (v′0)⊥). The function Ts ϕ˜ corresponds to a unique element Tsϕ ∈ H∞−s ,
and the linear map ϕ → Tsϕ is a G-intertwining operator from πs to π−s .
The space H∞s contains a unique element 1s which is K-invariant and 1s(v0) = 1.
Proposition A.6. If Re(s) > ρ0, then Ts(1s)(v′0) = T0(s) with
T0(s) = 2
ρ0−s(p)(q)(s)( s−ρ02 + 1)
(
s+ρ0
2 )(
s+ρ0
2 − p + 1)( s+ρ02 − q + 1)
. (A.1)
Proof. The number T0(s) is essentially ‘Ws(1)’ computed in [7, p. 397]. 
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Td(s) =
d−1∏
j=0
{(
s − σd
2
+ j
)(
s − σd
2
− q + j + 1
)}
T0(s).
Proof. This follows from Propositions A.4 and A.6. 
A.4. Multiplicity-one theorem for spherical functions
Set (τd,Vd) = (τd,d;0,0,Vd,d;0,0) (see Sections 2.4 and 2.5). The space VH∩Kd of H ∩ K-
invariant vectors in Vd is one-dimensional. The inner product ( | ) of Vd and the embedding
Vd ↪→ H0 determines an H ∩K-invariant vector.
Lemma A.8. There exists a unique H ∩K-invariant vector θd ∈ Vd such that
(P ⊗Q|θd)= ϕP,Q
(
v′0
)
(∀P ⊗Q ∈ Vd).
Since G =⊔t0 HatK , a function f ∈ C∞(G/K; τd)H is determined by its restriction to
the positive part at (t  0) of the torus A.
Theorem A.9. Let Re(s)  0. Then there exists a unique C∞-function f (d)s ∈ C∞(G/K; τd)H
such that
Ωgf
(d)
s (g) =
(
s2 − ρ20
)
f (d)s (g), g ∈ G,
f (d)s (e) = θd .
Its radial value is given as
f (d)s (at )= (cosh t)s−ρ0 2F1
(−s − σd
2
,
−s + σd
2
+ q;q; tanh2 t
)
θd . (A.2)
Proof. (Cf. [7, p. 429].) Suppose f ∈ C∞(G/K; τd)H satisfies Ωgf = (s2 − ρ20)f . Then there
exists a unique C∞-function φ(t) on R such that f (at ) = φ(t)θd (∀t ∈ R); φ(t) is a solution of
the second order ordinary differential equation
{
d2
dt2
+ ((2p − 1) tanh t + (2q − 1) coth t) d
dt
+ 4d(d + p − 1)
cosh2 t
+ ρ20 − s2
}
φ(t) = 0.
The map t → z = tanh2 t is a diffeomorphism from (0,+∞) onto (0,1). Consider the function
F(z) = (cosh t)s+ρ0φ(t) in z. Then the above equation is transformed to the Gaussian hyperge-
ometric equation
z(1 − z)F ′′(z)+ {c − (a + b + 1)z}F ′(z)− abF(z) = 0 (A.3)
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mental solutions at z = 0, (A.3) has a unique solution such that F(0) = 1 given by the Gaussian
hypergeometric series. 
A.5. Poisson transforms
The Poisson integral of ϕ ∈ H∞s is the function
Ps(ϕ;g) =
∫
C0
∣∣〈v, vH 〉p,q ∣∣s−ρ0ϕ(vg)dω(v), g ∈ G,
where dω(v) is the K-invariant measure on C0 = SpC × SqC which yields total volume 1. When
Re(s) > ρ0, the integral converges absolutely, because the function Ξs(v) = |〈v, v+H 〉p,q |s−ρ0
(Poisson kernel) is continuous on C0.
For ϕ0 ∈ H0 and s ∈ C, there exists a unique function ϕ(s) ∈ H∞s such that ϕ(s)|C0 = ϕ0. The
family {ϕ(s)}s∈C is said to be associated with ϕ0.
Proposition A.10. Let ϕ(s) ∈ H∞s (∀s ∈ C) be the family associated with a ϕ0 ∈ H0. Then for a
fixed g ∈ G, the function s → Ps(ϕ(s);g), originally defined on Re(s) > ρ0, has a meromorphic
continuation to C holomorphic on C− {ρ0 − 2k | k ∈ N∗}.
Proof. [7, Proposition 5.3] (cf. [20, Lemma 5]). 
Proposition A.11. Let s ∈ C − {ρ0 − 2k | k ∈ N∗}.
(i) The function Ps(ϕ) on G belongs to the space C∞(H\G).
(ii) The linear map ϕ →Ps(ϕ) is a G-intertwining operator from H∞s to C∞(H\G).
(iii) Suppose Re(s) > ρ0. Then we have the limit formula:
lim
t→+∞ e
t(ρ0−s)Ps(ϕ;at ) = Ts(ϕ)
(
v′0
)
.
Proof. (1) and (2) are easy. For (3), we refer to [11, Proposition 7.7]. 
By Theorem A.9, we can evaluate the Poisson integral in terms of Gaussian hypergeometric
series. To state the result, let us introduce a Vd -valued function.
Lemma A.12. There exists a unique element P(d)s ∈ C∞(G/K; τd)H such that(
P ⊗Q∣∣P(d)s (g))=Ps¯(ϕ(s¯)P,Q;g) (∀P ⊗Q ∈ Vd, ∀g ∈ G).
One has the evaluation of the function P(d)s in terms of f (d)s .
Proposition A.13. We have an identity of meromorphic functions:
P(d)s (g) =
(p)(
s−ρ0
2 + 1)
(
s+σd
2 + 1)
d−1∏( s − σd
2
− q + j + 1
)
f (d)s (g).j=0
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that P(d)s = γ (s)f (d)s . Let Re(s) > ρ0 and v ∈ Vd . By the formula (A.2), we compute
lim
t→+∞ e
t(ρ0−s)(v∣∣P(d)s (at ))= γ (s¯) 2ρ0−s¯(q)(s¯)
(
s¯+σd
2 + q)( s¯−σd2 )
(v|θd).
By Proposition A.11(iii), Lemma A.12 and Proposition A.7, we have
lim
t→+∞ e
t(ρ0−s)(v∣∣P(d)s (at ))= Td(s¯)(v|θd).
Therefore, γ (s) = Td(s)(
s+σd
2 +q)( s−σd2 )
2ρ0−s(q)(s) . 
A.6. Irreducibility and unitarizability
Proposition A.14. The (gC,K)-module πs is irreducible if s − ρ0 /∈ 2Z.
Proof. This follows from Proposition A.4 by a similar reasoning to the proof of [20, Theo-
rem 2]. 
Proposition A.15. Assume s − ρ0 /∈ 2Z. Then πs is unitarizable if and only if s ∈ iR or s ∈ R,
|s| < ν0. Here ν0 ∈ {0,1} is the parity of the number ρ0.
Proof. See [7, Section IX]. 
A.7. Relative discrete series
Lemma A.16. For d ∈ N such that q − d < ρ02 , there exists a unique irreducible (gC,K)-
submodule Vd of (πσd , (H∞σd )K) such that Vd contains the K-type τd . Here σd = ρ0 − 2(q − d).
Proof. This results from Proposition A.4. 
Let δd be the restriction of the (gC,K)-action πσd to the subspace Vd .
Proposition A.17. There exists a (gC,K)-embedding ι : δd ↪→ L2(H\G)∞. Such embedding is
unique up to a constant and its image is generated by the function g → (f (d)σd (g)|θd).
Proof. If q  d , then the restriction Pσd |Vd affords a (gC,K)-embedding. If 0 < d < q , then
Pσd |Vd is identically zero; the derivative ( dds |s=σdPs)|Vd gives a (gC,K)-embedding in this case.
The uniqueness of an embedding δd ↪→ L2(H\G) results from Theorem A.9. 
The discrete series representations of H\G are, up to equivalence, exhausted by δd
(d ∈ N, q − d < ρ0 ) [7, p. 432].2
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