Let X be a minuscule homogeneous space, an odd quadric, or an adjoint homogenous space of type different from A and G 2 . Le C be an elliptic curve. In this paper, we prove that for d large enough, the scheme of degree d morphisms from C to X is irreducible, giving an explicit lower bound for d which is optimal in many cases.
Introduction
In this paper we study the scheme Hom d (C, X) of degree d morphisms from an elliptic curve C to a rational homogeneous space X. Specifically we will assume that X is either a minuscule homogeneous space or an adjoint homogeneous space. Minuscule homogeneous spaces are natural generalisation of Grassmann varieties (see Table 1 ). Adjoint homogeneous space are also called quasi-minuscule and are obtained as the unique closed orbits in Pg under the adjoint action. These varieties are also called minimal nilpotent orbit (see Table 2 ).
We prove that the scheme Hom d (C, X) is irreducible as soon as d is large enough and we give an explicit bound d(X) for d (see Tables 1 and 2 ).
Theorem 0.1 Let C be a smooth elliptic curve and let X be a minuscule or an adjoint homogeneous space. If X is of adjoint type, assume furthermore that the group G is not of type A or G 2 . For d ≥ d(X), the scheme of morphisms Hom d (C, X) is irreducible of dimension c 1 (X)d.
Minuscule and adjoint homogeneous spaces are of the form G/P for G a semisimple algebraic group. Except for the adjoint homogeneous space in type A, the parabolic subgroup P is a maximal parabolic subgroup. This is the reason why we will assume that if X is of adjoint type the group G is not of type A. Recall that the Dynkin diagram of the group G has vertices indexed by simple roots. In the following tables, we give the list of all minuscule homogeneous spaces. Note that we also include odd dimensional quadrics which are not minuscule but cominuscule. The above statement is still true for odd dimensional quadrics.
T ype V ariety Diagram Dimension Index d(X)
2n − 2 n − 1
18 8 Table 1 . Minuscule homogeneous spaces and odd quadrics.
In the following table, we give the list of all adjoint homogeneous spaces for a group of type different from A. In this table we also include the adjoint variety of type G 2 even if we have no result for this variety. 
2n − 3 2n − 1 Table 2 . Adjoint homogeneous spaces of Picard number one.
In these tables, we followed the notation of [Bou54, Tables] and we depicted the set Σ(P ) of simple roots not in P with plain vertices. The minuscule and adjoint varieties X = G/P are described in the second column. By convention we denote by G(k, n) (resp. G Q (k, n)) the Grassmann variety of k-dimensional subspaces in C n (resp. isotropic k-dimensional subspaces in C n for a non-degenerate quadratic form Q in C n ). For G Q (n, 2n) we only consider one of the two connected components of the above Grassmann variety. We denoted by Q m any smooth m-dimensional quadric. The varieties OP 2 = E 6 /P 1 and E 7 /P 7 are the Cayley plane and the Freudenthal variety. Recall that the index of X = G/P is the integer c 1 (X) such that the anticanonical divisor −K X equals c 1 (X)H where H is an ample generator of the Picard group. The last column gives the bound d(X) of our main theorem.
Remark 0.3 Note that the above statement was already known for Grassmann varieties by results of A. Bruguières [Bru87] and for quadrics by results of E. Ballico [Bal89] . Note also that for orthogonal Grassmann varieties, the above result was obtained by another technique by the second author in the unpublished paper [Per06] . This case was the very first motivation for our study. It answered a question of D. Markushevitch and has been used in [IM07] .
Let us briefly describe the content of the paper. The strategy of the proof relies on a description given in [Per02] of a big open cell U in any homogeneous space X as a tower of affine bundles φ : U → Y where Y is again homogeneous under a smaller group. In section 1 we explain how to restrict the study of the irreducibility of Hom d (C, X) to the one of Hom d (C, U ) and we explain, under some conditions on the fibration φ : U → Y , how to deduce the irreducibility of Hom d (C, U ) from the irreducibility of Hom d (C, Y ). In section 1.3, we recall the construction of U and of the the fibration φ : U → Y and describe the tower of affine fibrations. In section 2, we prove some results on the cohomology of the restriction to elliptic curves of equivariant locally free sheaves on projective spaces quadrics. In section 3, we gather all these results to prove Theorem 0.1. In section 4, we include some remarks on the moduli space of stable maps to minuscule or adjoint homogeneous spaces with source an elliptic curve. Finally, in an appendix we deal with of the quadric of dimension 3, which we cannot consider with the same method as all other homogeneous spaces. 1 Reduction of the theorem
Maximal orthogonal

Restriction to an open subset
Let C be a smooth curve, let X be a homogeneous space with Picard number 1 and let α ∈ A 1 (X).
The strategy of the proof will be similar to the one in [Per02] . We prove that there exists an open subset U of X whose complement is of codimension at least 2 and such that U can be realised as a tower of affine bundles φ : U → Y over a homogeneous space Y of smaller dimension. The next result from [Per02, Proposition 2] proves that the irreducibility of Hom α (C, X) is equivalent to the irreducibility of Hom i * α (C, U ) (where i : U → X is the inclusion morphism). This result is an easy application of Kleiman-Bertini Theorem [Kle74] .
Proposition 1.1 Let C be a smooth curve and let X be a homogeneous space under a group G. Assume that U be an open subset of X such that Codim X (X \ U ) ≥ 2 and let i : U → X be the inclusion morphism. For α ∈ A 1 (X), if Hom i * α (C, U ) is irreducible, then so is Hom α (C, X).
We then need to study the open subset U . It will be the open orbit of the action of some parabolic subgroup of G on X. The second author proved in [Per02] that U can be realised as a tower φ : U → Y of affine bundles over a homogeneous space Y of smaller dimension. However, if this was enough to study rational curves, we need to be more precise if we want to study higher genus curves. If φ : U → Y is an affine bundle associated to a vector bundles E, we explain in the next subsection how a good understanding of the restriction of E to higher genus curves in Y enables to proceed by induction on the dimension.
Passing through affine bundles
Let us fix some notation. In this section X is a homogeneous space of Picard number 1, we denote by U an open subset whose complement Z is of codimension 2 and we assume that U can be realised as a sequence of affine bundles φ : U → Y over a homogeneous space Y of smaller dimension.
Note that because of the inequality Codim X Z ≥ 2, we have Pic(U ) = Pic(X). Furthermore since φ : U → Y is a sequence of affine bundles, then we also have Pic(U ) = Pic(Y ). For f : C → U a morphism, we may define a linear form [f ] on Pic(X) by L → deg(f * L). We shall say that for α ∈ Pic(X) ∨ a curve f : C → U is of class α if [f ] = α. We shall write α, L for the evaluation of α at L ∈ Pic(X). For α such a class in Pic(X) ∨ , we denote by Hom α (C, X) resp. Hom α (C, U ),
and that these schemes of morphisms are the classical schemes of morphisms as defined in [Gro61] .
We now prove a general result on the scheme of morphisms to an affine bundle. For this we introduce the following notation. Let φ : U → Y be an affine bundle whose direction vector bundle is associated to a locally free sheaf E on Y and let α ∈ Pic(U ) ∨ . We denote by H b the locally closed subset of Hom φ * α (C, Y ) defined by
Proposition 1.2 Let φ : U → Y be an affine bundle over a variety Y whose direction vector bundle is associated to a locally free sheaf E. Let α ∈ Pic(U ) ∨ and let C be a smooth curve such that the scheme
(ıı) Assume that φ is a vector bundle and let a be the smallest integer such that there exists an element f ∈ Hom φ * α (C, Y ) with dim H 1 (C, f * E) = a. If there exists an integer b > a satisfying the inequality Codim H b ≤ b − a, then the scheme Hom α (C, U ) is reductible.
Proof. (ı) Let us consider the natural morphism Hom α (C, U ) → Hom φ * α (C, Y ). As explained in [Per02] for rational curves, the fiber of this map over an element f ∈ Hom φ * α (C, Y ) is given by the sections s ∈ H 0 (C, f * E). In particular, such a section exists if and only if the affine bundle C × Y U → C obtained by pull-back to C is a vector bundle. For a general element f ∈ Hom φ * α (C, Y ) this is the case thanks to the vanishing H 1 (C, f * E) = 0.
For b > 0 the fibers over the locally closed subset H b are either empty (if the pull-back is not a vector bundle) or of dimension dim
The dimension of the inverse image of H b in Hom α (C, U ) is therefore of dimension strictly less than φ * α, c 1 (T Y ) + c 1 (E) = α, c 1 (T U ) which is the expected dimension of Hom α (C, U ). As any irreducible component is at least of this expected dimension (cf. [Mor79] ) these locally closed subsets do not form irreducible components. Therefore the inverse image of the open subset H 0 is dense in Hom α (C, U ). As explained in [Per02] for rational curves, this inverse image is an affine bundle over the base and is thus irreducible of dimension φ * α, c 1 (
(ıı) In this case, the inverse image of the locally closed subset H a is of dimension α, c 1 (T U ) + a while the inverse image of the locally closed subset H b is of dimension at least α, c 1 (T U ) + a. This second locally closed subset is therefore not contained in the closure of the first one thus they have to be contained in two different irreducible components.
Decomposition of X
The aim of this subsection is to describe a big open cell U in the homogeneous space X and to realise it as a fibration φ : U → Y over a space Y homogeneous under a group of smaller rank. This fibration can be decomposed in general as a sequence of affine bundles (see [Per02, Proposition 5] ). Let us recall this result.
Let T be a maximal torus in G and let B be a Borel subgroup of G containing T . Denote by w 0 the longest element of the Weyl group W of (G, T ). For any subgroup H of G, we set H w 0 := w 0 Hw −1 0 and for any parabolic subgroup P of G containing B, we denote by L P the Levi subgroup of P containing T and by U P the unipotent radical of P . We also denote by U r P ⊂ · · · ⊂ U 1 P the central filtration of U P . For any parabolic subgroup P containing B, we denote by Σ(P ) the set of simple roots which are not roots of P . Finally, for α a simple root, we denote by ι(α) its image via the Weyl involution i.e. ι(α) = −w 0 (α).
Lemma 1.3 (Proposition 5 and 6, [Per02] ) Let P and Q be two parabolic subgroup of G containing B and assume that ι(Σ(P )) ∩ Σ(Q) = ∅. Set U := Q w 0 P/P . Then U is an open subset of G/P with complement in codimension at least 2 and is an L Q w 0 equivariant fibration φ :
Moreover this fibration decomposes in a sequence of affine bundles whose associated vector bundles are defined over Y and are the L Q w 0 -equivariant vector bundles associated to the
Remark 1.4 Note that it is easy to determine the weights of T on the representation
Q w 0 ∩ P ) defining the vector bundle. For example for P and Q maximal parabolic subgroups with Σ(P ) = {α P } and Σ(Q) = {α Q }, then the weights of the above representation are the negative roots α such that the coefficient of α on α P is negative and the coefficient of α on α Q is exactly −i.
Keeping the previous notation we deduce the existence of the following fibrations. In the next result we will use the description of simple roots given in [Bou54, Tables] Corollary 1.5 We have the following fibrations.
1. If G is of type A n , if Σ(P ) = {α i } with 2 ≤ i ≤ n and if Σ(Q) = {ι(α i−1 )}, then Y is isomorphic to P n−i+1 and φ : U → Y is the vector bundle associated to the locally free sheaf
2. If G is of type B n , if Σ(P ) = {α 1 } and if Σ(Q) = {α n }, then Y is isomorphic to P n−1 and φ : U → Y is a sequence of affine fibrations whose direction vector bundles are associated to the locally free sheaves O P n−1 (1) and Ω 1 P n−1 (2).
3. If G is of type B n , if Σ(P ) = {α 2 } and if Σ(Q) = {α 1 }, then Y is isomorphic to Q 2n−3 and φ : U → Y is a vector bundle associated to the locally free sheaf (O Q 2n−3 (1)) ⊥ i.e. to the restriction of the tautological quotient bundle on P 2n−2 to Q 2n−3 .
4. If G is of type D n , if Σ(P ) = {α 1 } and if Σ(Q) = {α n }, then Y is isomorphic to P n−2 and φ : U → Y is the vector bundle associated to the locally free sheaf Ω 1 P n−2 (2).
and φ : U → Y is a vector bundle associated to the locally free sheaf (O Q 2n−4 (1)) ⊥ i.e. to the restriction of the tautological quotient bundle on P 2n−3 to Q 2n−4 .
6. If G is of type D n , if Σ(P ) = {α n } and if Σ(Q) = {ι(α n−1 )}, then Y is isomorphic to P n−1 and φ : U → Y is the vector bundle associated to the locally free sheaf Ω n−3
7. If G is of type E 6 , if Σ(P ) = {α 1 } and if Σ(Q) = {ι(α 6 )} = {α 1 }, then Y is isomorphic to Q 8 and φ : U → Y is the vector bundle associated to the locally free sheaf E = S one of the two spinor bundles on Q 8 .
8. If G is of type E 6 , if Σ(P ) = {α 2 } and if Σ(Q) = {α 1 , α 6 }, then Y is isomorphic to Q 6 and φ : U → Y is a sequence of affine bundles whose direction vector bundles are associated to the locally free sheaves E = (O Q 6 (1)) ⊥ and E ′ = S ⊕ S ′ where E is the restriction of the tautological quotient bundle of P 7 to Q 6 and S and S ′ are the two spinor bundles on Q 6 .
9. If G is of type E 7 , if Σ(P ) = {α 7 } and if Σ(Q) = {α 2 }, then Y is isomorphic to P 6 and φ : U → Y is a sequence of affine bundles whose direction vector bundles are associated to the locally free sheaves E = Ω 5 P 6 (6) and E ′ = Ω 2 P 6 (3). 10. If G is of type E 7 , if Σ(P ) = {α 2 } and if Σ(Q) = {α 6 }, then Y is isomorphic to Q 8 and φ : U → Y is a sequence of affine bundles whose direction vector bundles are associated to the locally free sheaves E = (O Q 8 (1)) ⊥ and E ′ = S 2 where E is the restriction of the tautological quotient bundle of P 9 to Q 8 and S is one of the two spinor bundles on Q 8 .
11. If G is of type E 8 , if Σ(P ) = {α 8 } and if Σ(Q) = {α 1 }, then Y is isomorphic to Q 12 and φ : U → Y is a sequence of affine bundles whose direction vector bundles are associated to the locally free sheaves E = (O Q 12 (1)) ⊥ and E ′ = S where E is the restriction of the tautological quotient bundle of P 13 to Q 12 and S is one of the two spinor bundles on Q 12 .
12. If G is of type F 4 , if Σ(P ) = {α 1 } and if Σ(Q) = {α 4 }, then Y is isomorphic to Q 5 and φ : U → Y is a sequence of affine bundles whose direction vector bundles are associated to the locally free sheaves E = (O Q 5 (1)) ⊥ and E ′ = S where E is the restriction of the tautological quotient bundle of P 6 to Q 5 and S is the spinor bundle on Q 5 .
Proof. According to the previous Lemma, we only need to identify in each case the direction vector bundles of the affine bundles and to notice (see [Per02] proof of Proposition 5) that the first affine bundle over Y is always a vector bundle.
To identify the vector bundles, we only have to identify the corresponding representations. Indeed, recall from [Per02, Proposition 5] that the direction vector bundles are equivariant and correspond to the
We therefore only have to compute their highest weight which is an easy check using [Bou54, Tables] . Note that the representations corresponding to the sheaf (O Qn (1)) ⊥ on an n-dimensional quadric is not irreducible as a representation of the semisimple part of L Q w 0 ∩P but is an irreducible non simple representation of L Q w 0 ∩ P . Note also that the above description of vector bundles for the adjoint varieties were given in [CP09a] .
Rectriction of some homogeneous vector bundles to curves
In this section we gather some known results and some new ones on the geometry of curves in the projective space and in smooth quadrics. As explained in the previous sections, all the affine bundles φ : U → Y we have to consider are homogeneous vector bundles over these varieties. Therefore the main aim of the section is to control the cohomology of the pull-back to curves of some equivariant vector bundles. Even if we only need these results for elliptic curves, we state them for any curve of genus g.
Projective spaces
In this subsection we recall some results on secants to a curve. The following result can be found in [Har77, Proposition IV.3.8 and Theorem IV.3.9].
Proposition 2.1 Let C be a reduced and irreducible curve in P r such that any secant line to C is a multisecant, then C is a line.
We will use this statement via the following corollary.
Corollary 2.2 Let C be a reduced and irreducible curve in P r which is not a line, then there exists a point x in C such that the projection from x is birational from C onto its image.
Let C be a smooth curve of genus g and let f : C → P r be a morphism such that f * O P r (1) is of degree d. We want to prove that the pull back of the homogeneous bundles Ω k P r (k) through f admits nice filtrations. The following lemma can be found in [GLP83, Remark (2) page 498].
Lemma 2.3 Assume that f is locally injective and that f (C) is non degenerate i.e. not contained in an hyperplane. Then, for almost all choices of r − 1 points (
Proof. Let us set M = f * Ω 1 P r (1) and L = f * O P r (1). Let us also denote by V ∨ the vector space
We proceed by induction on r. Let us choose a point x 1 on C. Let us denote by
) is surjective and we have the commutative diagram:
The snakes lemma implies that the left most vertical map is surjective and we get the term F 2 of the filtration by taking the kernel of this map which is also the kernel of the map
we get a morphism f 2 from C to P r−1 and F 2 = f * 2 Ω P r−1 (1). The morphism f 2 is the composition of f with the projection of center x 1 and because, in characteristic zero, general secants are not multisecant (see Corollary 2.2) we have that f 2 is also generically injective for x 1 general. We may apply then the induction hypothesis. For r = 1, the result is true.
Remark 2.4 Note that in the above filtration, all the vector bunndles F i are contructed as tautological subbundles therefore their dual are globally generated.
Corollary 2.5 Assume that f (C) is non degenerate, then for almost all choices of r − 1 points (x i ) i∈[1,r−1] in C, there exists a filtration
Proof. We simply take the k-th exterior product of the previous filtration.
Corollary 2.6 Assume that f (C) is non degenerate. Let g be the genus of C and d be the degree of f * O P r (1). If g ≤ r − k, then we have the vanishing
Proof. Indeed, for g ≤ r − k and for general points (x i ) i∈[1,r−1] on C, we have the vanishing
Note that because f (C) is non degenerate, we must have the inequality g ≤ d − r ≤ d − k and this condition implies the following vanishing
Let us assume that C is elliptic. Then even if f (C) is degenerate we may obtain results. Indeed, if f (C) is degenerate, there is a minimal linear space H in P r of codimension say a containing f (C) and such that f (C) is non degenerate in H. Furthermore we have the exact sequence 0
→ 0 from which we deduce a filtration of f * Ω 1 P r (1). In particular we get the following result.
Proposition 2.7 Assume that C is elliptic. If f (C) is non degenerate in a linear subspace of codimension a, then we have the equality dim
In particular, if we have the inequality dim
r−k and f (C) in non degenerate in a linear subspace of codimension a.
Proof. Taking the k-th exterior power of the exact sequence 0
By Corollary 2.6, the first cohomology groups of these bundles vanish except maybe for v = 0 or v = r−a.
The first cohomology group in the first case vanishes while the first cohomology group in the second case has dimension a r−k . We thus have an inequality dim H 1 (C, f * Ω k P r (k + 1)) ≤ a r−k . For a < r − k, we are done. If a ≥ r − k, let us consider the identification Ω k P r (k + 1) = (Ω r−k P r (r − k)) ∨ . By the above exact sequence, we have a trivial subbundle of rank a of f * Ω 1 P r (1) therefore we have a trivial subbundle of rank a r−k in f * Ω r−k P r (r − k) (take the r − k exterior power). By duality, there is a trivial quotient bundle of rank a r−k of f * Ω k P r (k + 1).
Lemma 2.8 Let E be a globally generated vector bundle on C such that E has a trivial quotient of rank n, then dim H 1 (C, E) ≥ n.
Proof. By Serre duality we have an isomorphism
We therefore need to prove that dim H 0 (C, E ∨ ) ≥ n. But we have a surjection E → O n C giving rise to an injection O n C → E ∨ and the result follows. We conclude using the previous lemma and because Ω k P r (k + 1) is globally generated.
Spinor bundles on quadrics
In this section we consider the spinor bundles on quadrics and their restriction to elliptic curves.
Proposition 2.9 Let Q n be a smooth n-dimensional quadric and let E be a spinor bundle on Q n . Let f : C → Q n be a morphism from a smooth irreducible curve to Q n . Then the pull-back f * E is isomorphic to a direct sum O C 2 β ⊕ F where F has no trivial factor if and only if f factors through an isotropic subspace of (linear) dimension [n/2] + 1 − α with α =    β for n odd, β + 1 for n even and β > 0, 0 for n even and β = 0 and in the last case, the maximal isotropic subspace has to be an element of a fixed component of the two connected components of maximal isotropic subspaces.
Proof. We shall here use the results of G. Ottaviani [Ott88] on the spinor bundles. Let us write h = ⌈n/2⌉ − 1 and p = [n/2] + 1. There is an embedding ϕ :
Lemma 2.10 Let x and y be points on Q n , then we have the equality
and only if x and y are not orthogonal.
Proof. We shall consider the dual assertion: the map
is an isomorphism if and only if x and y are not orthogonal. To test this assertion, we can restrict the bundle K to some subvariety containing both x and y. If x and y are not orthogonal, then we may choose a smooth conic c : P 1 → Q n → G(2 h , 2 h+1 ) passing through x and y. By [Ott88, Theorem 1.4], the pull back c * K ∨ is isomorphic to O P 1 (1) 2 h . The surjectivity condition holds.
Conversely, if x and y are orthogonal, then there exists a maximal isotropic subspace V p (if n is even we can choose V p to be in any of the two conneced components of maximal isotropic subspaces) such that x and y are contained in P(V p ). By [Ott88, Theorems 2.5 and 2.6] the restriction of K to P(V p ) contains a trivial factor (if n is even this is true only for V p in one of the two connected components). Therefore the surjectivity condition does not hold.
Let us return to the proof of the proposition. Remark that f * E has a trivial factor if and only if for all x ∈ C the subspaces K ϕ(x) have a common intersection in C 2 h+1 . This occurs only if for all x and y in C, the points f (x) and f (y) are orthogonal. In particular the linear subspace spanned by f (C) has to be isotropic. Therefore if the curve f (C) is not contained in an isotropic subspaces then f * E has no trivial factor.
Let us assume that f * E has a trivial factor. Then f factors through an isotropic subspace V p . Furthermore by [Ott88, Theorems 2.5 and 2.6], we know that the restriction E P(Vp) is isomorphic to one of the following direct sums (the first case occurs for n odd while the other two cases occur for n even):
By the previous results on the projective space, we conclude that if f (C) factors through a linear subspace of linear dimension p − α and if there is a unique such factor then V p is in the connected component of G Q (p, 2p) corresponding to the last decomposition above. The number of trivial factors in f * E is then 2 β with β and α as above.
For elliptic curves, applying the same techniques as in the case of the projective space, we obtain the following result.
Corollary 2.11 Let Q n be a smooth n-dimensional quadric and let E be a spinor bundle on Q n . Let f : C → Q n be a morphism from a smooth irreducible elliptic curve to Q n . Then we have the equality dim H 1 (C, f * E) = 2 β if and only if f factors through an isotropic subspace of (linear) dimension [n/2] + 1 − α with α =    β for n odd, β + 1 for n even and β > 0, 0 for n even and β = 0 and in the last case, the maximal isotropic subspace has to be an element of a fixed component of the two connected components of maximal isotropic subspaces.
Irreducibility
We are now in position to prove our main result. Let C be a smooth elliptic curve. We proceed via a case-by-case analysis to finish the proof of Theorem 0.1.
Projective space
Our proof is based on the fact that the irreducibility of the scheme of morphisms to a projective space is well known. Let us first recall this fact. Let X be the projective space P(V ) with V of dimension n.
Fact 3.1 Let d ≥ 2 be an integer, the scheme Hom d (C, X) is irreducible of dimension dn.
Proof. The scheme of morphism is described by simple Brill-Noether data: a line bundle L on C of degree d and a linear map from
for all L and the result follows from the fact that Jac d (C), the Jacobian of degree d line bundles on C, is irreducible: the variety Hom d (C, P(V )) is a locally trivial bundle over Jac d (C) with fiber P(V ⊗ H 0 (C, L)) over L.
Grassmann varieties
We now deal with Grassmann varieties. Note that in this case the result was proved by A. Bruguières [Bru87] . We include here a proof that will serve as a model for the other cases. Let X be the Grassmann variety G(p, n) of p-dimensional vector spaces in a vector space of dimension n.
Proposition 3.2 The scheme Hom
Proof. Consider the open subset U given by Theorem 1.5. We have a morphism φ : U → Y with Y ≃ P n−p which is the vector bundle associated to the locally free sheaf
By Proposition 1.1, we only need to prove the irreducibility of the scheme Hom d (C, U ). For this we study the map φ. Let us denote by H a the locally closed subset of Hom d (C, Y ) of maps whose image is contained in a linear subspace of codimension a and not in a smaller linear subspace. The dimension of this locally closed subset is a(n − p + 1 − a) + d(n − p + 1 − a). Indeed, there is a morphism H a → G(n − p + 1 − a, n − p + 1) sending to a morphism the unique linear subspace of codimension a containing its image. The fibers are isomorphic to Hom d (C, P n−p−a ). Now the inverse image under the map Φ :
The locally closed subsets Φ −1 (H a ) for a > 0 are therefore of dimension smaller than the dimensions (at least dn) of irreducible components of Hom d (C, U ) thus the irreducible components of Hom d (P 1 , U ) are those of Φ −1 (H 0 ) which is irreducible of dimension dn.
Remark 3.3 For smaller degrees, the scheme Hom d (C, X) is not irreducible (except in degree 2). Its irreducible components were described in [Bru87] .
Quadrics
We shall now deal with smooth quadrics. Note that in this case the irreducibility of the scheme of morphisms was proved by see E. Ballico [Bal89] for quadrics of dimension n ≥ 6 for curves of genus g with g ≤ ⌊ n−1 2 ⌋ and for the degree d ≥ 2g − 1. Let X be a smooth quadric of dimension n.
Proposition 3.4 Assume that dim X = 3, then the scheme Hom d (C, X) is irreducible of dimension nd for d ≥ 3.
Proof. We proceed as for the Grassmann variety and consider the open subset U given by Theorem 1.5. We have a sequence of affine bundles φ : U → Y where Y ≃ P r with r = ⌊n/2⌋ and the direction vector bundles are associated to the locally free sheaves E = Ω 1 P r (2) for n even (here φ is a vector bundle) and to E = Ω 1 P r (2) and E ′ = O P r (1) for n odd. By Proposition 2.7 the locally free sheaf E satisfies H 1 (C, f * E) = 0 for any map f : C → Y of degree d ≥ 3 as soon as f does not factor through a line. In this latter case we have dim H 1 (C, f * E) = 1 and we conclude by Proposition 1.2.
Remark 3.5 (ı) Note that if dim X ≤ 2, then X is a product of projective lines and the result follows from that case. However, if dim X = 3, then in the above proof we get r = 1 and Ω 1 P r (2) = O P r and we do not get the vanishing condition.
(ıı) Note that for d = 2 the scheme Hom d (C, X) is also irreducible but not of the expected dimension since any degree 2 morphism factors through a line. The dimension is 2n + 1.
Even if we cannot prove, with our method, Proposition 3.4 when X is 3-dimensional, the result is still true. Proposition 3.6 Let X = Q 3 be a smooth quadric of dimension 3, then the scheme
We give a proof of this result for d ≥ 4 in the appendix, using a different method. The case where d = 3 is given by the following remark.
Remark 3.7 Any morphism of degree 2 or 3 from an elliptic curve to Q 3 has to factor through a line. This is clear for degree 2, and for degree 3 the morphism factors through a plane. But as Q 3 contains no plane, the image is contained in the intersection of Q 3 with a plane. It has to be a line for degree reasons. In particular the scheme of morphisms Hom d (C, X) is irreducible of dimension 3 + 2d for d = 2 or d = 3.
Maximal orthogonal Grassmann varieties
Let X be a maximal orthogonal Grassmann variety G Q (n, 2n). The following result already appeared in the unpublished work of the second author [Per06] with a different method.
Proof. The map φ : U → Y is the vector bundle over Y ≃ P n−1 associated to the locally free sheaf E = Λ 2 (T P n−1 (−1)) = Ω n−3 P n−1 (n − 2). By Proposition 2.7, the fibers of Φ : Hom d (C, U ) → Hom d (C, Y ) over the locally closed subset H a of morphisms whose image is non-degenerate in a linear subspace of codimension a are of dimension d(n − 2) + a 2 . Therefore we have dim p −1 (H a ) = 2d(n − 1) + a(n − a) + a 2 − ad. This dimension is strictly smaller than the expected dimension 2d(n − 1) for a > 0 and d ≥ n − 1. The result follows.
Proof. Let f : C → X be a morphism of degree d, then the kernel ker(f ) of f i.e. the intersection of all subspaces f (x) for x ∈ C is of dimension at least n − d (see [Buc03] for other applications of this definition). Indeed, consider the tautological exact sequence
on X where K and Q are the tautological subbundle and quotient bundle. On X we have the identification Q ≃ K ∨ . Pulling back this sequence to C via f we get an exact sequence on the curve. Taking cohomology we obtain:
Let us denote by h 0 and h 1 the dimensions of H 0 (C, K) and H 1 (C, K). Since the map f is of degree d in X, the degree of K is −2d and we have the equality h 0 = h 1 − 2d. We deduce the inequality h 0 ≥ n − d. This implies that ker(f ) is of dimension at least n − d. Note also that for a general curve the kenel is of dimension exactly n − d. Let us consider the following incidence variety
Here G Q (n − d, 2n) is the Grassmann variety of isotropic subspaces of C 2n of dimension n − d. 
Adjoint varieties in type B and D
Let us consider the variety X = G Q (2, n) of isotropic planes in a vector space of dimension n endowed with a non-degenerate bilinear form.
Proposition 3.10 The scheme
Proof. The map φ : U → Y is a vector bundle over Y ≃ Q n−4 associated to the locally free sheaf E = (O Q n−4 (1)) ⊥ where O Q n−4 (−1) is the tautological subbundle on Q n−4 .
Here we have to compute the dimension of the scheme of morphisms from an elliptic curve to a cone (the intersection of Q n−4 with a linear subspace of P n−3 in our case). Let C be a cone in P k+r−1 associated to a quadratic form of rank r (and therefore of kernel K of dimension k). Remark that, if k = 0, the cone C is a smooth quadric of dimension (k + r − 2) and we already know the result with equality.
Proof. Consider the incidence variety
There is a diagram
The map q is simply the blow-up of the vertex of the cone. If f : C → C has a non degenerate image then its image is not contained in the vertex P(K) of the cone and we may consider the composition of f with the projection from K. This defines a morphism f ′ : C → Q r−2 which can be obtained by lifting f to f I : C → I and composing with p. The degree of this morphism is d − x where x is the multiplicity of the intersection of f (C) with the vertex of the cone.
To compute the dimension of our open set, we consider the map defined by f → f ′ . Its image is contained in Hom d−x (C, Q r−2 ) which is of dimension (d − x)(r − 2). The fiber is given by the morphisms L → f ′ * V k+1 where L is of degree d and V k+1 is the tautological subbundle in
This extension has to split, thus the fibres of the map are given by PHom(L, K ⊗ O C ⊕ L ′ )) which is of dimension kd + x. The dimension is therefore at most d(k + r − 2) − x(r − 3) proving the result for r ≥ 3. But if r ≤ 2, then the cone is a union of hyperplane thus the curve is degenerate.
By Proposition 2.7, since E is the restriction to Q n−4 of Ω n−4 P n−3 (n − 3), the fibers of Φ :
) over the locally closed subset H a of morphisms whose image is nondegenerate in a linear subspace of codimension a are of dimension d + a. Therefore the dimension of Φ −1 (H a ) is at most the sum of d + a, the dimension of the Grassmann variety G(n − 2 − a, n − 2) and the dimension of the scheme of degree d morphisms from an elliptic curve C to a cone C in P n−3−a , so that dim Φ −1 (H a ) ≤ d(n − a − 3) + a(n − 2 − a) + a. This dimension is strictly smaller than the expected dimension (n − 4)d for a > 0 and d ≥ n − 1. The result follows.
Remark 3.12 The above argument shows that for d = n − 2, the scheme of morphisms has 2 irreducible components of the expected dimension.
3.6 Type E 6
The Cayley plane
Let X be isomorphic to E 6 /P 1 . Proposition 3.13 The scheme Hom d (C, X) is irreducible of dimension 12d for d ≥ 3.
Proof. The map φ : U → Y is the vector bundle over Y ≃ Q 8 associated to the locally free sheaf E = S with S one of the two spinor bundles on Q 8 . By Corollary 2.11, the fibers of p : Hom d (C, U ) → Hom d (C, Y ) over the locally closed subset H a of morphisms whose image is non degenerate in an isotropic linear subspace of codimension a are of dimension 4d + 2 max(0,a−6) with a ≥ 5. Therefore we have the equality dim Φ −1 (H a ) = 12d+a(10−a)− (10−a)(11−a) 2 +2 max(0,a−6) −ad. This dimension is strictly smaller than the expected dimension 12d for a > 0 and d ≥ 3. The result follows.
The adjoint variety
Let X be isomorphic to E 6 /P 2 .
Proposition 3.14 The scheme Hom d (C, X) is irreducible of dimension 11d for d ≥ 9.
Proof. The map φ : U → Y is a sequence of affine bundles over Y ≃ Q 6 associated to the locally free sheaves E = (O Q 6 (1)) ⊥ (where O Q 6 (−1) is the tautological subbundle on Q 6 ) and E ′ = S ⊕ S ′ where S and S ′ are the two spinor bundles on Q 6 . Note that the bundle E is the restriction of the tautological quotient bundle of P 7 to Q 6 . By Proposition 2.7 and Corollary 2.11, the fibers of Φ : Hom d (C, U ) → Hom d (C, Y ) over the locally closed subset H a of morphisms whose image is non degenerate in a linear subspace of codimension a are of dimension at most 5d + a for a ≤ 3 or a ≥ 4 and the subspace containing the curve is non isotropic and 5d + a + 2 max(0,a−4) for a ≥ 4 and the subspace containing the curve is isotropic. Therefore we have the equality dim Φ −1 (H a ) = d(11 − a) + a(8 − a) + a for a ≤ 3 or a ≥ 4 and the subspace containing the curve is non isotropic and d(13 − a) + a(8 − a) − (8−a)(9−a) 2 + a + 2 max(0,a−4) for a ≥ 4 and the subspace containing the curve is isotropic. This dimension is strictly smaller than the expected dimension 11d for a > 0 and d ≥ 9. The result follows.
Type
E 7
The Freudenthal variety
Let X be isomorphic to E 7 /P 7 .
Proposition 3.15 The scheme Hom d (C, X) is irreducible of dimension 18d for d ≥ 8.
Proof. The map φ : U → Y is a sequence of affine bundles associated to the locally free sheaves E = Ω 5 P 6 (6) and E ′ = Ω 2 P 6 (3). By Proposition 2.7, the fibers of Φ : Hom d (C, U ) → Hom d (C, Y ) over the locally closed subset H a of morphisms whose image is non degenerate in a linear subspace of codimension a are of dimension at most 11d + a + a 4 . Therefore we have dim Φ −1 (H a ) = 18d + a(7 − a) + a + a 3.7.2 The adjoint variety Let X be isomorphic to E 7 /P 1 .
Proposition 3.16 The scheme Hom
Proof. The map φ : U → Y is a sequence of affine bundles over Y ≃ Q 8 associated to the locally free sheaves E = (O Q 8 (1)) ⊥ where O Q 8 (−1) is the tautological subbundle on Q 8 and E ′ = S 2 where S is one of the two spinor bundles on Q 8 . By Proposition 2.7 and Corollary 2.11, the fibers of Φ : Hom d (C, U ) → Hom d (C, Y ) over the locally closed subset H a of morphisms whose image is non degenerate in a linear subspace of codimension a are of dimension at most 9d + a for a ≤ 4 or a ≥ 5 and the subspace containing the curve is non isotropic and 9d + a + 2 max(0,a−6) for a ≥ 5 and the subspace containing the curve is isotropic. Therefore we have the equality dim Φ −1 (H a ) = d(17 − a) + a(10 − a) + a for a ≤ 4 or a ≥ 5 and the subspace containing the curve is non isotropic and d(19 − a) + a(10 − a) − (10−a)(11−a) 2 + a + 2 max(0,a−6) for a ≥ 5 and the subspace containing the curve is isotropic. This dimension is strictly smaller than the expected dimension 17d for a > 0 and d ≥ 11. The result follows.
Adjoint variety of type E 8
Let X be isomorphic to E 8 /P 8 . Proof. The map φ : U → Y is a sequence of affine bundles over Y ≃ Q 12 associated to the locally free sheaves E = (O Q 12 (1)) ⊥ where O Q 12 (−1) is the tautological subbundle on Q 12 and E ′ = S where S is one of the two spinor bundles on Q 12 . By Proposition 2.7 and Corollary 2.11, the fibers of Φ : Hom d (C, U ) → Hom d (C, Y ) over the locally closed subset H a of morphisms whose image is non degenerate in a linear subspace of codimension a are of dimension at most 17d + a for a ≤ 6 or a ≥ 7 and the subspace containing the curve is non isotropic and 17d + a + 2 max(0,a−8) for a ≥ 7 and the subspace containing the curve is isotropic. Therefore we have the equality dim Φ −1 (H a ) = d(29 − a) + a(14 − a) + a for a ≤ 6 or a ≥ 7 and the subspace containing the curve is non isotropic and d(31 − a) + a(14 − a) − (14−a)(15−a) 2 + a + 2 max(0,a−8) for a ≥ 7 and the subspace containing the curve is isotropic. This dimension is strictly smaller than the expected dimension 29d for a > 0 and d ≥ 15. The result follows.
Adjoint variety of type F 4
Let X be isomorphic to F 4 /P 1 .
Proposition 3.18 The scheme Hom d (C, X) is irreducible of dimension 11d for d ≥ 8.
Proof. The map φ : U → Y is a sequence of affine bundles over Y ≃ Q 5 associated to the locally free sheaves E = (O Q 5 (1)) ⊥ where O Q 5 (−1) is the tautological subbundle on Q 5 and E ′ = S where S is the spinor bundle on Q 5 . By Proposition 2.7 and Corollary 2.11, the fibers of Φ : Hom d (C, U ) → Hom d (C, Y ) over the locally closed subset H a of morphisms whose image is non degenerate in a linear subspace of codimension a are of dimension at most 6d + a for a ≤ 3 or a ≥ 4 and the subspace containing the curve is non isotropic and 6d + a + 2 max(0,a−5) for a ≥ 4 and the subspace containing the curve is isotropic. Therefore we have the equality dim Φ −1 (H a ) = d(11 − a) + a(7 − a) + a for a ≤ 3 or a ≥ 4 and the subspace containing the curve is non isotropic and d(13 − a) + a(7 − a) − (7−a)(8−a) 2 + a + 2 max(0,a−5) for a ≥ 4 and the subspace containing the curve is isotropic. This dimension is strictly smaller than the expected dimension 1d for a > 0 and d ≥ 8. The result follows.
Remark 3.19 Note that, in Propositions 3.14, 3.15, 3.16, 3.17 and 3.18, it is possible that one can improve the bound on the dimension of Φ −1 (H a ). Indeed if the affine bundle restricted to curve in H a is not a vector bundle then this bound will be strictly smaller. We therefore expect a better bound d(X) in these situations.
Stable maps
Let us consider the moduli space M 1,d (X) of stable maps with source an elliptic curve. Recall the following general result obtained in [KP01] . Proof. Indeed, consider the locally closed subset of M 1,d (X) where the degree on the unique elliptic irreducible component of the source of the map is 2. The dimension of this locally closed subset is dc 1 (X) + dim X which is always strictly bigger than the expected dimension dc 1 (X) which is the dimension of the component containing irreducible curves for d ≥ d(X).
However, there is a natural decomposition of this space into locally closed subsets M τ 1,dτ (X) parametrised by their combinatorial graph τ and combinatorial degree d τ (see [KM94] or also [KP01] ). Note that for stable maps of genus one, at most one irreducible component of the source map is an elliptic curve. We call this component (if it exists) the elliptic component of τ . As a consequence of our results we obtain the following proposition. Proof. If there is no elliptic component, then the result follows from the fact (see [BCMP10] ) that the moduli space of stable maps of genus 0 passing through at most 2 fixed point is irreducible for any homogeneous space X.
If there is an elliptic component, then claim that the natural forgetful map to the moduli space of elliptic curves is flat with irreducible fibers. Indeed, the fiber over C is isomorphic to the product of Hom d (C, X) with some moduli spaces of rational stable maps passing through at most 2 fixed points. These last moduli spaces are irreducible of the expected dimension by [BCMP10,  
A The quadric of dimension 3
In this section, we prove Proposition 3.6 for d ≥ 4 using Bott-Samelson resolutions (the reader could see [Dem74] for more details on Bott-Samelson resolutions). This method was already used by the second author in [Per06] to study elliptic curves in spinorial varieties.
First we introduce some notation. Let V be a 5-dimensional vector space endowed with a non degenerate quadratic form Q. Then X is the subvariety of P(V ) consisting of isotropic lines in V .
For any isotropic flag W • = (W 1 , W 2 ) of V , we define a Bott-Sameslon resolution π :
The map π is birational, in particular it is an isomorphism over the open B-orbit of X, where B is the Borel subgroup of SO(5) associated to W • . Moreover if we define
The proof of Proposition 3.6 uses the 3 following facts.
Fact 1 Under some conditions ( * ) d on the classα of 1-cycles in X (see Definition A.4), the scheme Homα(C, X) of morphisms from C to X of classα is irreducible of dimension at most 3d−1 with equality for a unique classα). Assuming these facts for the moment, let us prove Proposition 3.6. Let I be the set of couples
is the scheme of morphismsf from C to X W• such that [f * (C)] satisfies ( * ) d . Call p and q the natural projections from I to Hom d (C, X) and to SO(5)/B respectively. Then, by the second and third facts, p is dominant as soon as d ≥ 4 and general fibers of p have dimension 3. Now, for any flag W • , the fiber q −1 (W • ) is the disjoint union, over theα satisfying conditions ( * ) d , of the schemes Homα(C, X W• ) of morphismsf from C to X W• such that [f * (C)] =α. By the first fact, exactly one of these latter schemes has maximal dimension 3d − 1 and moreover this scheme is irreducible, so that the fiber q −1 (W • ) is irreducible. Thus I is a union of irreducible connected components of dimension at most 3d − 1+ = 3d + 3 with equality for a unique component. The image in Hom d (C, X) of these components are irreducible of dimension at most 3d + 3 − 3 = 3d which is the expected dimension. Therefore all these images are contained in the closure of the image of the maximal one proving the irreducibility. Moreover the dimension of Hom d (C, X) therefore 4 + (3d − 1) − 3 = 3d.
Let us prove the three facts one by one. We begin with a general lemma.
Lemma A.1 Let φ : X → Y be a P 1 -fibration with a section σ. Letα be a class of 1-cycles in X. Denote by T φ the relative tangent bundle and by ξ the divisor σ(Y ). Suppose thatα · ξ ≥ 0 and that α · (T φ − ξ) > 0.
Applying this lemma to the P 1 -fibrations φ i : X i → X i−1 for i ∈ {1, 2, 3} given above by a Bott-Samelson resolution X of Q 3 , we obtain the following corollary. We denote by T i the relative tangent space of φ i , we define three divisors ξ 1 , ξ 2 , ξ 3 of X, which are given by natural sections of the φ i , by
Corollary A.2 Letα be a class of 1-cycles in X satisfying for all i ∈ {1, 2, 3},α · ξ i ≥ 0 and α · (T i − ξ i ) > 0. Then Homα(C, X) is irreducible of dimensionα · (T 1 + T 2 + T 3 ).
To obtain the first fact, we use the following result that can be deduced from [Per05, Corollary 3.8 and Fact 3.7] by a short computation. T 1 = 2ξ 1 , T 2 = 2ξ 2 + ξ 1 and T 3 = 2ξ 3 + 2ξ 2 .
In particular, we haveα · ξ i ≥ 0 andα · (T i − ξ i ) > 0 for all i ∈ {1, 2, 3} as soon asα · ξ 1 > 0, α · ξ 2 > 0 andα · ξ 3 ≥ 0, or,α · ξ 1 > 0,α · ξ 2 ≥ 0 andα · ξ 3 > 0 (ıı) The pull-back π * O Q 3 (1) of the ample generator of the Picard group of Q 3 equals ξ 1 +2ξ 2 +ξ 3 . In particular, ifα = π * (α) where α is the class of 1-cycles of degree d in Q 3 , we have d = α · (ξ 1 + 2ξ 2 + ξ 3 ).
Definition A.4 We say thatα satisfies conditions ( * ) d if
•α · ξ 1 > 0,α · ξ 2 > 0 andα · ξ 3 ≥ 0, orα · ξ 1 > 0,α · ξ 2 ≥ 0 andα · ξ 3 > 0;
• d =α · (ξ 1 + 2ξ 2 + ξ 3 ).
Remark that, under conditions ( * ) d , we haveα · (T 1 + T 2 + T 3 ) = 3d −α · (2ξ 2 + ξ 3 ) and then the dimension of the scheme Homα(C, X) is at most 3d − 1 with equality if an only ifα · ξ 1 = d − 1, α · ξ 2 = 0 andα · ξ 3 = 1. We deduce the first fact from above results.
To prove the second fact, fix a curve f ∈ Hom d (C, Q 3 ) such that f (C) is not contained in an isotropic projective line of P(V ). We begin by proving the following lemma. If E is a vector subspace of V , we denote by E ⊥ the orthogonal subspace to E in V (with respect to Q). For any point x in P(V ), we denote by x the corresponding line in V .
Lemma A.5 There exist 3 points x 0 , x 1 , x 2 of f (C) and an isotropic flag W • = (W 1 , W 2 ) such that x 0 is not contained in W ⊥ 1 , x 1 is contained in W ⊥ 1 but not in W 2 , and x 2 is contained in W 2 .
Proof. First remark that, because f (C) ⊂ Q 3 , the condition saying that f (C) is not contained in an isotropic projective line of P(V ) means that f (C) is not contained in a projective line of P(V ). Then there exist 3 non-collinear points x 0 , x 1 , x 2 in f (C). Let E := x 0 ⊕x 1 ⊕x 2 and F := x 1 ⊕x 2 . We can assume that Q| F is non degenerate, in particular V = F ⊕ F ⊥ and Q is non-degenerate on F ⊥ . Then there exists an isotropic line W 1 in F ⊥ \E ⊥ . And we can define W 2 = W 1 ⊕ x 2 , because x 2 ⊂ F ⊥ .
It is obvious that x 2 is contained in W 2 . And we can also easily check that x 0 is not contained in W ⊥ 1 and that x 1 is contained in W ⊥ 1 but not in W 2 .
Corollary A.6 There exists a flag W • such that f lifts into a uniquef : C → X W• , and [f * (C)] satisfies the conditions ( * ) d .
Proof. Let W • be an isotropic flag and (x 0 , x 1 , x 2 ) ∈ f (C) 3 as in Lemma A.5. Denote by B the Borel subgroup of SO(5) corresponding to W • . Then the open B-orbit Ω in Q 3 is the set of points x such that x is not contained in W ⊥ 1 . Recall that, over Ω, the morphism π : X W• → Q 3 is an isomorphism. Thus, since C is smooth and f (C) intersects Ω (at least in x 0 ), f lifts into a uniquẽ f : C → X W• .
Moreover, we can compute that π(ξ 1 ) = {x ∈ Q 3 | x ⊂ W ⊥ 1 } and π(ξ 2 ) = π(ξ 3 ) = {x ∈ Q 3 | x ⊂ W 2 }. So, for any i ∈ {1, 2, 3}, π −1 (Ω) does not intersect ξ i so that [f * (C)] · ξ i ≥ 0. Also, the existence of x 1 implies that [f * (C)] · ξ 1 > 0 and the existence of x 2 implies that [f * (C)] · ξ 2 > 0 or [f * (C)] · ξ 3 > 0.
Let us now explain why the set of flags that we can choose is of dimension 3. In the proof of Lemma A.5, we can note that, when x 0 , x 1 , x 2 are fixed in f (C) 3 , we choose W 1 in a quadric of dimension 1 and W 2 is uniquely determined. Moreover, if W • is fixed, then we have finitely many choice for x 1 and x 2 whereas the set of possible x 0 is one-dimensional. At the end, the dimension we are looking for is 3 + 1 − 1 = 3.
Finally, let us prove the third fact. Let J be the scheme of morphisms from C to X of degree d such that f (C) is contained in an isotropic projective line of P(V ). We have a natural projection from J to the variety G Q (2, 5) of isotropic projective lines in P(V ), which is of dimension 3. The fibers are isomorphic to the scheme Hom d (C, P 1 ) of morphisms of degree d from C to P 1 and are of dimension 2d. The dimension of J is therefore 2d + 3. If d ≥ 4, we have 2d + 3 < 3d and then J cannot be an irreducible component of Hom d (C, X).
