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Abstract
The Racah algebra, a quadratic algebra with two independent generators, is central in the analysis of
superintegrable models and encodes the properties of the Racah polynomials. It is the algebraic struc-
ture behind the su(1, 1) Racah problem as it is realized by the intermediate Casimir operators arising
in the addition of three irreducible su(1, 1) representations. It has been shown that this Racah algebra
can also be obtained from quadratic elements in the enveloping algebra of su(2). The correspondence
between these two realizations is here explained and made explicit.
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1 Introduction
The Racah algebra, which connects superintegrable models to Racah polynomials [8, 14], is more and more
understood to have a universal role [7]. The main objective of this paper is to show that the equitable
presentation of the Racah algebra emerges when the addition of three su(1, 1) representations of the
positive-discrete series is considered and furthermore, to establish the relation that this framework has with
the one in which the equitable presentation is obtained from quadratic elements in the universal enveloping
algebra of su(2) [4]. This will be done using Bargmann realizations by reducing the 3-variable model of
the 3-summand su(1, 1) representation to the 1-variable realization of the Racah algebra stemming from
the standard representation of su(2) on holomorphic functions.
1.1 Racah algebra
The Racah algebra is the most general quadratic algebra with two algebraically independent generators,
say A and B, which possesses representations with ladder relations [10]. Upon introducing an additional
generator C defined by
[A,B] = C,
where [x, y] = xy − yx, the Racah algebra is characterized by the commutation relations
[B,C] = B2 + {A,B} + dB + e1, (1.1a)
[C,A] = A2 + {A,B}+ dA+ e2, (1.1b)
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where {x, y} = xy + yx. The Casimir operator, which commutes with all the generators of the Racah
algebra, has the expression [9]
Q = {A2, B}+ {A,B2}+A2 +B2 + C2 + (d+ 1){A,B} + (2e1 + d)A+ (2e2 + d)B. (1.2)
In the realization that we shall be using, the parameters d, e1, e2 are expressed in terms of four real
parameters λi, i = 1, . . . , 4, as follows:
d = (λ1 + λ2 + λ3 + λ4)/2, e1 = (λ1 − λ4)(λ2 − λ3)/4, e2 = (λ1 − λ2)(λ4 − λ3)/4.
Note that the Racah algebra (1.1) is invariant under the duality transformation A↔ B, e1 ↔ e2.
The Racah algebra is intimately related to the Racah polynomials [7, 9, 10], which sit atop the discrete
part of the Askey scheme of hypergeometric orthogonal polynomials [16]. This relation emerges, on the
one hand, from the representation theory of the Racah algebra. Indeed, finite-dimensional irreducible
representations of (1.1) can be obtained in bases where either A or B is represented by a diagonal matrix.
In these representations, the non-diagonal generator is tridiagonal, which means that A and B realize
a Leonard pair [19]. In this picture, the Racah polynomials arise as the expansion coefficients between
the eigenbases respectively associated to the diagonalization of A and B. On the other hand, one can
conversely arrive at the Racah algebra from the bispectrality properties of the Racah polynomials [7].
Indeed, upon identifying A with the recurrence operator (viewed as multiplication by the variable) and
taking B as the difference operator of the Racah polynomials, it is checked that the defining relations
(1.1) are satisfied with values of the algebra parameters related to those of the Racah polynomials.
Quite significantly, the Racah algebra has been found to be the symmetry algebra of the generic
superintegrable 3-parameter system on the 2-sphere [7, 14]. This explains why the overlap coefficients
between wavefunctions separated in different spherical coordinate systems are given in terms of Racah
polynomials. Moreover, since it has been shown in [15] that all superintegrable systems in two dimensions
with constants of motion of degree not higher than two in momenta are limits or specializations of the
generic model on the 2-sphere, it follows that the symmetry algebras of these problems can all be obtained
as special cases or contractions of the Racah algebra. Note that the Racah polynomials also arise in the
interbasis expansion coefficients for the isotropic oscillator in the three-dimensional space of constant
positive curvature [11].
Another manifestation of the Racah algebra is in the context of the Racah problem for both the
su(2) and the su(1, 1) Lie algebras [9]. The su(1, 1) case will be reviewed below. In considering the
addition of 3 representations of su(1, 1) from the positive-discrete series, it shall seen that the intermediate
Casimir operators associated to pairs of representations do satisfy the defining relations (1.1). In [7],
this observation has been related to the determination of the symmetry algebra of the aforementioned
superintegrable model on the 2-sphere.
1.2 Equitable presentation of the Racah algebra
It is possible to exhibit a Z3-symmetric or equitable presentation of the Racah algebra [4, 13]. To that
end, one first defines X, Y , Ω from A, B, C as follows:
X = −2A− λ1, Y = −2B − λ2, Ω = 2C, (1.3)
and also introduces a generator Z related to X and Y by the relation
X + Y + Z = λ4. (1.4)
It follows from (1.3), (1.4) and the definition of C that
[X,Y ] = [Y,Z] = [Z,X] = 2Ω.
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Rewriting the relations (1.1) in terms of X, Y and Z, one easily obtains
[X,Ω] = Y X −XZ + (λ1 − λ2 + λ3)Y − (λ1 + λ2 − λ3)Z + f1, (1.5a)
[Y,Ω] = ZY − Y X + (λ2 − λ3 + λ1)Z − (λ2 + λ3 − λ1)X + f2, (1.5b)
[Z,Ω] = XZ − ZY + (λ3 − λ1 + λ2)X − (λ3 + λ1 − λ2)Y + f3, (1.5c)
where the structure parameters f1, f2, f3 have the expression
f1 =
[
λ1(λ2 + λ4) + λ3(λ2 − λ4)− 2λ1λ3
]
,
f2 =
[
λ2(λ3 + λ4) + λ1(λ3 − λ4)− 2λ2λ1
]
,
f3 =
[
λ3(λ1 + λ4) + λ2(λ1 − λ4)− 2λ3λ2
]
.
The commutations relations (1.5) are manifestly invariant under cyclic permutations of (X,Y,Z) and
(λ1, λ2, λ3) and are referred to as the Z3-symmetric Racah relations. Given (1.4), they are obviously
equivalent to (1.1). Recently, it has been shown that these equitable relations are realized by quadratic
elements in U(su(2)) [4]. It is the purpose of this paper to establish the correspondence between this last
realization of X, Y , Z and the Casimir operators of the su(1, 1) Racah problem.
1.3 Outline
The outline of the paper is as follows. In Section 2, we review the Racah problem for su(1, 1). We
introduce the intermediate Casimir operators, record the relation between them and recall the definition
of 6j-symbols as coefficients between eigenbases corresponding to the diagonalization of two intermediate
Casimir operators. In Section 3, we show that the intermediate Casimir operators associated to the su(1, 1)
Racah problem realize the Racah algebra. In Section 4, we consider the Racah problem in the Bargmann
picture and show how it reduces to the determination of the overlap coefficients between solutions to pairs
of hypergeometric Strum-Liouville problems. The connection with the realization of the Racah algebra
in terms of 3 (linearly related) quadratic elements in U(su(2)) is then completed in Section 5 where it
is shown that the reduction of the intermediate Casimir operators to hypergeometric Sturm–Liouville
operators allows an identification with the quadratic elements in the Bargmann realizations of su(2).
2 The su(1, 1) Racah problem
In this section, the Racah problem for the positive-discrete series of irreducible representations of su(1, 1)
is reviewed. The Bargmann realization of these representations is given and the definition of the 6j-
symbols of the algebra in terms of overlap coefficients between eigenbases associated to intermediate
Casimir operators is provided.
2.1 Positive-discrete series representations and Bargmann realization of su(1, 1)
The su(1, 1) algebra has three generators K±, K0 as its basis elements. These generators obey the
commutation relations
[K0,K±] = ±K±, [K−,K+] = 2K0. (2.1)
The Casimir operator Q, which commutes with all su(1, 1) elements, is given by
Q = K20 −K0 −K+K−. (2.2)
We shall here be concerned with irreducible representations of (2.1) belonging to the positive-discrete
series. These representations are labeled by a positive number ν and can be defined by the following
actions of the su(1, 1) generators on basis vectors en, n ∈ N :
K0en = (n+ ν)en, K−en = nen−1, K+en = (n+ 2ν)en+1. (2.3)
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One can realize the positive-discrete representations on the space of holomorphic functions of a single
variable x. In this realization, the su(1, 1) generators take the form [17]
K0 = x∂x + ν, K− = ∂x, K+ = x
2∂x + 2νx, (2.4)
and the Casimir operator is a multiple of the identity
Q = ν(ν − 1).
It is easily seen that on the monomial basis
en(x) = x
n, (2.5)
with n ∈ N, the actions (2.3) are recovered.
2.2 Addition schemes for three su(1, 1) algebras
Consider three mutually commuting sets1 of su(1, 1) generators K(i) =
{
K
(i)
0 , K
(i)
±
}
, i = 1, 2, 3, with
[K(i),K(j)] = 0 for i 6= j. These sets of generators can be combined by addition to form four additional
ones K(12), K(23), K(31) and K(4) defined by
K
(ij) =
{
K
(ij)
0 ≡ K
(i)
0 +K
(j)
0 , K
(ij)
± ≡ K
(i)
± +K
(j)
±
}
, (2.6)
and
K
(4) =
{
K
(4)
0 ≡ K
(1)
0 +K
(2)
0 +K
(3)
0 , K
(4)
± ≡ K
(1)
± +K
(2)
± +K
(3)
±
}
. (2.7)
The Casimir operators associated to (2.6) and (2.7) have the expressions:
Q(ij) = [K
(ij)
0 ]
2 −K
(ij)
0 −K
(ij)
+ K
(ij)
− , (2.8a)
Q(4) = [K
(4)
0 ]
2 −K
(4)
0 −K
(4)
+ K
(4)
− . (2.8b)
The Casimir operators (2.8a) will be referred to as the “intermediate Casimirs” whereas the operator (2.8b)
will be referred to as the “full Casimir”. The intermediate Casimir operators Q(ij) and the full Casimir
operator Q(4) are not independent. Indeed, an elementary calculation shows that
Q(4) = Q(12) +Q(23) +Q(31) −Q(1) −Q(2) −Q(3), (2.9)
where Q(j), j = 1, 2, 3, are the Casimir operators (2.2) associated to each set K(i). As is easily verified, the
Casimir operators (2.8a) commute with the Casimir operators Q(i) and with the total Casimir operator
Q(4), but do not commute amongst themselves. The full Casimir operator Q(4) commutes with both the
intermediate Casimirs Q(ij) and with the individual Casimirs Q(i).
2.3 6j-symbols
The 6j-symbols, also known as the Racah coefficients, arise in the following situation. Consider three
irreducible representations of the positive-discrete series labeled by the parameters νi, i = 1, 2, 3 associated
to the eigenvalues νi(νi − 1) of the individual Casimir operators Q
(i). In this case, the representation
parameters νij associated to the eigenvalues νij(νij − 1) of the intermediate Casimir operators Q
(ij) have
the form νij = νi + νj + nij, where the nij are non-negative integers. Furthermore, the possible values
for the representation parameter ν4 associated to the eigenvalues ν4(ν4 − 1) of the full Casimir operator
1Here the symbol {} for sets should not be confused with the anticommutator.
4
Q(4) are given by ν4 = ν12 + ν3 + ℓ = ν1 + ν23 +m = ν1 + ν2 + ν3 + k, where m, ℓ and k are non-negative
integers. For details, the reader can consult [3, 18].
For a given value of the total Casimir parameter ν4, one has a finite-dimensional space on which the
pair of (non-commuting) operators Q(12), Q(23) act. Each of these operators has a set of eigenvectors
{φn12}
K
n12=0, {χn23}
K
n23=0 such that
Q(12)φn12 = ν12(ν12 − 1)φn12 , Q
(23)χn23 = ν23(ν23 − 1)χn23 , (2.10)
where ν12 = ν1 + ν2 + n12 and ν23 = ν1 + ν2 + n23. Both sets of basis vectors {φn12}, {χn23} are
eigenvectors of the Casimir operators Q(i), with i = 1, . . . , 4. The 6j-symbols are the overlap coefficients
Wn12,n23 between the two bases
φn12 =
K∑
n23=0
Wn12,n23 χn23 . (2.11)
The dimension K + 1 of the space can be evaluated straightforwardly in terms of the representation
parameters νi, i = 1, . . . , 4. If ν4 = ν1 + ν2 + ν3 +M , then it follows from the above considerations that
ν12 can take the M + 1 possible values ν12 ∈ {ν1 + ν2, ν1 + ν2 + 1, . . . , ν1 + ν2 +M} while ν23 can take
the M + 1 values ν23 ∈ {ν2 + ν3, ν2 + ν3 + 1, . . . , ν2 + ν3 +M}. Thus, for a fixed value ν4, the dimension
K +1 of the space is determined by the value K = ν4− ν1− ν2− ν3 with K ∈ N. Note that one can also
consider (non-standard) 6j-symbols for the pairs of operators Q(23), Q(31) and Q(12), Q(31).
3 The Racah algebra and the Racah problem
In this section, it is shown that the Racah algebra is behind the Racah problem for su(1, 1). This
result follows from the determination of the commutation relations satisfied by the intermediate Casimir
operators of the Racah problem. The generators satisfying the Z3-symmetric Racah relations are also
exhibited.
3.1 Racah Algebra
Let A, B be expressed as follows in terms the intermediate Casimir operators:
A = −Q(12)/2, B = −Q(23)/2, (3.1)
and define C = [A,B]. In the Racah problem, the Casimir operators Q(i), i = 1, . . . , 4 act as multiples
of the identity and hence they can be replaced by constants Q(i) = λi, where λi = νi(νi − 1). A direct
computation shows that the operators A, B, together with their commutator C, satisfy the defining
relations of the Racah algebra
[A,B] = C, (3.2a)
[B,C] = B2 + {A,B} + δB + ǫ1, (3.2b)
[C,A] = A2 + {A,B}+ δA + ǫ2, (3.2c)
where
δ = (λ1 + λ2 + λ3 + λ4)/2, ǫ1 = (λ1 − λ4)(λ2 − λ3)/4, ǫ2 = (λ1 − λ2)(λ4 − λ3)/4. (3.3)
The commutation relations (3.2) are most easily verified using the Bargmann realization (2.4) in three
variables x, y and z but hold regardless of the representation. It is seen that the relations (3.2) are exactly
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the defining relations (1.1) of the Racah algebra. In the realization (3.1), it is directly checked that the
Casimir operator (1.2) takes the value
Q =
1
4
[
(λ1 − λ2 + λ3 − λ4)(λ1λ3 − λ2λ4)− λ1λ2 − λ2λ3 − λ3λ4 − λ4λ1
]
. (3.4)
It is easy to see that any pair of intermediate Casimir operators (Q(ij),Q(kℓ)) will satisfy the relations
(3.2). Therefore the intermediate Casimir operators (Q(12),Q(23),Q(31)) realize a Leonard Triple [2].
3.2 Z3-symmetric presentation of the Racah problem
Let X, Y , Z be defined as follows in terms of the intermediate Casimir operators of the su(1, 1) Racah
problem:
X = Q(12) −Q(1), Y = Q(23) −Q(2), Z = Q(31) −Q(3). (3.5)
In view of (2.9), one has
X + Y + Z = Q(4) = λ4.
Upon comparing (3.5) with (1.3), it follows that the operators (3.5) obey the Z3-symmetric Racah relations.
It is also seen that the value of the Casimir operator for the Racah algebra (3.4) also possesses this
symmetry. It is easy to understand the origin of the Z3 symmetry in this context: it corresponds to the
Z3 freedom in permuting the three su(1, 1) representations K
(i). Hence the Racah problem for su(1, 1) is
intrinsically Z3-symmetric. We shall now consider the Racah problem in the Bargmann picture.
4 Sturm–Liouville model for the Racah algebra
In this section, the Racah problem for su(1, 1) is considered in the Bargmann representation. It is shown
that in this picture, the determination of the Racah coefficients is equivalent to obtaining the overlap
coefficients between solutions to pairs of hypergeometric Sturm–Liouville problems. This gives a realization
of the Racah algebra in terms of differential operators of a single variable.
4.1 Racah problem in the Bargmann picture
Consider the problem of determining the Racah coefficients as defined by the set of equations (2.10),
(2.11). It is clear from this definition that one can arbitrarily choose the value of the projection operator
K
(4)
0 on the involved basis vectors. Let ψ be an eigenvector of every Casimir operator Q
(i), i = 1, . . . , 4,
with the minimal value of this projection. In view of (2.3), this is means that
K
(4)
0 ψ = (ν1 + ν2 + ν3 +M)ψ, K
(4)
− ψ = (K
(1)
− +K
(2)
− +K
(3)
− )ψ = 0, (4.1)
where M is a non-negative integer. In the Bargmann realization (2.4), ψ = ψ(x, y, z) and it is seen from
(2.5) and (4.1) that ψ(x, y, z) can be expressed as a polynomial in the variables x, y, z of total degree M .
The conditions (4.1) translate into
(x∂x + y∂y + z∂z)ψ(x, y, z) = Mψ(x, y, z), (∂x + ∂y + ∂z)ψ(x, y, z) = 0. (4.2)
By Euler’s homogeneous function theorem, the first condition of (4.2) implies that ψ(x, y, z) is homoge-
neous of degree M , which means that
ψ(αx, αy, αz) = αMψ(x, y, z).
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The second condition of (4.2) implies that ψ(x, y, z) can only depend on the relative variables (x− y) and
(z − y). Hence it follows that the most general expression for ψ(x, y, z) is
ψ(x, y, z) = (z − y)MΦ
(
x− y
z − y
)
,
where Φ(u) is a polynomial in u of maximal degree M . It is seen that the action of the intermediate
Casimir operators is given by
Q(12)ψ(x, y, z) = (z − y)MS12Φ(u), Q
(23)ψ(x, y, z) = (z − y)MS23Φ(u), (4.3a)
Q(31)ψ(x, y, z) = (z − y)MS31Φ(u), (4.3b)
where the one-variable operators Sij are given by
S12 = u
2(1− u)∂2u + u
[
(M − 1− 2ν1)u+ 2(ν1 + ν2)
]
∂u + 2Mν1u+ (ν1 + ν2)(ν1 + ν2 − 1),
S23 = u(u− 1)∂
2
u +
[
2(1 −M − ν2 − ν3)u+ (M − 1 + 2ν3)
]
∂u + (M + ν2 + ν3)(M + ν2 + ν3 − 1),
S31 = u(u− 1)
2∂2u + (1− u)
[
(M − 1− 2ν1)u+ 1−M − 2ν3
]
∂u + 2Mν1(1− u) + (ν1 + ν3)(ν1 + ν3 − 1).
(4.4)
It is elementary to verify that the operators Sij preserve the space of polynomials of maximal degree M .
The operator S23 is a standard hypergeometric operator while S12 and S13 can be reduced to hypergeo-
metric operators by appropriate changes of variables.
Returning to the Racah problem for the intermediate Casimir operators Q12 and Q23, it follows from
the above that the equations (2.10) are equivalent to the pair of Sturm–Liouville problems
S12Φ
(12)(u) = ν12(ν12 − 1)Φ
(12)(u), S23Φ
(23)(u) = ν23(ν23 − 1)Φ
(23)(u), (4.5)
where Φ(12)(u) and Φ(23)(u) are required to be polynomials in u of degree not higher than M . In this
picture, the Racah decomposition (2.11) becomes
Φ(12)(u) =
M∑
n23=0
Wn12,n23Φ
(23)(u),
where it is assumed that ν12 = n12+ ν1+ ν2 and ν23 = n23+ ν2+ ν3. The explicit solutions to the Sturm–
Liouville equations (4.5) can be found in terms of Gauss hypergeometric functions. Indeed, consider the
eigenvalue equation
S12Φ
(12)(u) = ν12(ν12 − 1)Φ
(12)(u),
with ν12 = n12+ν1+ν2. Then using (4.4), it is directly verified that the polynomial solutions for Φ
(12)(u),
up to an inessential constant factor, are given by
Φ(12)(u) = un12 2F1
[
n12 −M,n12 + 2ν1
2n12 + 2ν1 + 2ν2
;u
]
,
where 2F1 is the Gauss hypergeometric function
2F1
[
a, b
c
; z
]
=
∞∑
i=0
(a)i(b)i
(c)i
zi
i!
, (4.6)
and where (a)i = (a)(a + 1) · · · (a+ i− 1) stands for the Pochhammer symbol. Using (4.6), the solution
for Φ(12)(u) can also be presented in the form
Φ(12)(u) = uM 2F1
[
n12 −M, 1−M − n12 − 2ν1 − 2ν2
1−M − 2ν1
;
1
u
]
.
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Proceeding similarly for Φ(23)(u) and Φ(31)(u), one finds that
Φ(23)(u) = 2F1
[
n23 −M, 1 −M − n23 − 2ν2 − 2ν3
1−M − 2ν3
;u
]
,
Φ(31)(u) = (1− u)M 2F1
[
n31 −M, 1−M − n31 − 2ν3 − 2ν1
1−M − 2ν1
;
1
1− u
]
,
where n31 = ν31−ν1−ν3. Thus, in the Bargmann picture, the Racah coefficients Wn12,n23 occur as overlap
coefficients between the solutions of a pair of Sturm–Liouville problems.
4.2 One-variable realization of the Racah algebra and equitable presentation
The reduction from a three-variable model to a one-variable model for the Racah problem in the Bargmann
picture can be used to exhibit a one-variable realization of the Racah algebra and its equitable presentation.
Indeed, it is directly checked that the one-variable operators
κ1 = −S12/2, κ2 = −S23/2,
together with their commutator κ3 = [κ1, κ2], realize the Racah algebra (3.2) under the identification
κ1 = A, κ2 = B. Furthermore, since M = ν4 − ν1 − ν2 − ν3, one sees that the relation
S12 + S23 + S31 = ν4(ν4 − 1) + ν3(ν3 − 1) + ν2(ν2 − 1) + ν1(ν1 − 1),
holds and one finds that the operators
X = S12 − ν1(ν1 − 1), Y = S23 − ν2(ν2 − 1), Z = S31 − ν3(ν3 − 1), (4.7)
are related by X + Y + Z = λ4 and satisfy the Z3-symmetric Racah relations (1.5) with λi = νi(νi − 1).
5 The Racah algebra and the equitable su(2) algebra
In the previous section, the reduction from a three-variable to a one-variable model for the Racah problem
was performed and led to a one-variable realization of the Racah algebra. In this section, another inter-
pretation of the operators Sij in terms of elements in the enveloping algebra of su(2) algebra is presented.
Using this interpretation, the finite-dimensional irreducible representations of su(2) are used to define
irreducible representations of the Racah algebra.
5.1 Equitable presentation of the su(2) algebra
The su(2) algebra consists of three generators J0, J± satisfying the commutation relations
[J0, J±] = ±J±, [J+, J−] = 2J0.
The Casimir operator for su(2), denoted ∆, is given by
∆ = J20 − J0 − J+J−. (5.1)
All unitary irreducible representations of su(2) are finite-dimensional. In these representations of dimen-
sion 2j+1, the Casimir operator takes the value j(j+1) with j ∈ {0, 1/2, 1, 3/2, . . .}. The su(2) algebra
has the Bargmann realization
J− = −∂u, J+ = u
2∂u − 2ju, J0 = u∂u − j. (5.2)
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In the realization (5.2), one has ∆ = j(j +1) for the Casimir operator. There exists another presentation
of the su(2) algebra known as the equitable presentation [12]. The equitable basis is defined by
E1 = 2(J+ − J0), E2 = −2(J− + J0), E3 = 2J0. (5.3)
in terms of which the commutation relations read
[Ei, Ej ] = 2(Ei + Ej),
where (ij) ∈ {(12), (23), (31)}.
5.2 Equitable Racah operators from equitable su(2) generators
Let us explain how the equitable Racah relations can be realized with quadratic elements in the su(2)
algebra; this observation has been made in [4]. We have already seen in (4.7) that the operators X, Y , Z
of the Z3-symmetric presentation of the Racah algebra (1.5) can be realized by one-variable differential
operators. Let Gi, i = 1, 2, 3, be the following quadratic elements in the equitable su(2) generators:
G1 = −
1
8
{E1, E3}+
ν2 − ν1
2
(E3 + E1) +
1−M − 2ν1 − 2ν2
4
(E1 − E3) +
(M + 2ν2)(M + 4ν1 + 2ν2 − 2)
4
,
(5.4a)
G2 = −
1
8
{E2, E3}+
ν3 − ν2
2
(E2 + E3) +
1−M − 2ν2 − 2ν3
4
(E3 − E2) +
(M + 2ν3)(M + 4ν2 + 2ν3 − 2)
4
,
(5.4b)
G3 = −
1
8
{E1, E2}+
ν1 − ν3
2
(E1 + E2) +
1−M − 2ν1 − 2ν3
4
(E2 − E1) +
(M + 2ν1)(M + 4ν3 + 2ν1 − 2)
4
.
(5.4c)
Then one has G1+G2+G3 = λ4 = ν4(ν4−1) when M = ν4−ν1−ν2−ν3. When the Bargmann realization
(5.2) is used with j = M/2, the operators Gi are identified with the one-variable realizations Sij of the
intermediate Casimir operators through
G1 = S12 − ν1(ν1 − 1) = X, G2 = S23 − ν2(ν2 − 1) = Y, G3 = S31 − ν3(ν3 − 1) = Z. (5.5)
Hence the quadratic elements Gi in the su(2) generators realize the Z3-symmetric Racah relations (1.5).
5.3 Racah algebra representations from su(2) modules
The standard basis for the irreducible representations of su(2) and the realization (5.4) of the Racah algebra
can be used to construct finite-dimensional representations of the Racah algebra. Let en, n = 0, 1, . . . ,M ,
denote the canonical basis vectors for the M + 1-dimensional irreducible representations of su(2). These
representations are defined by the actions
J0en = (n−M/2)en, J+en =
√
(n+ 1)(M − n)en+1, J−en =
√
n(M − n+ 1)en−1. (5.6)
In this basis, the equitable generators (5.3) act in the following way:
E1en = (M − 2n)en + 2
√
(n+ 1)(M − n)en+1, (5.7a)
E2en = −2
√
n(M − n+ 1)en−1 + (M − 2n)en, (5.7b)
E3en = (2n−M)en. (5.7c)
Let A and B be defined as
A = −
1
2
G1 − ν1(ν1 − 1)/2, B = −
1
2
G2 − ν2(ν2 − 1)/2, (5.8)
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where G1, G2 are as in (5.4). It follows from (5.5) that the operators A and B realize the Racah algebra
(3.2) with λi = νi(νi− 1) and ν4 = M + ν1 + ν2 + ν3. A direct computation using (5.7) shows that in the
basis en, the operators A and B have the actions
Aen = λ
(A)
n en +
1
2
(n+ 2ν1)
√
(n+ 1)(M − n) en+1, (5.9a)
B en = λ
(B)
n en +
1
2
(M − n+ 2ν3)
√
n(M − n+ 1) en−1, (5.9b)
where
λ(A)n = −(n+ ν1 + ν2)(n + ν1 + ν2 − 1)/2, (5.10a)
λ(B)n = −(M − n+ ν2 + ν3)(M − n+ ν2 + ν3 − 1)/2. (5.10b)
Since A and B act in a bidiagonal fashion, the expression (5.10) are the eigenvalues of A and B in this
representation. In the generic case, the (M +1)-dimensional representations of the Racah algebra defined
by (5.9) are clearly irreducible. It is convenient at this point to introduce another basis spanned by the
basis vectors e˜n which are defined by
en =
√
(−1)n
n!(−M)n
2n
(2ν1)n
e˜n. (5.11)
On the basis vectors e˜n, the actions (5.9) are
Ae˜n = λ
(A)
n e˜n + e˜n+1, (5.12a)
Be˜n = λ
(B)
n e˜n + ϕne˜n−1, (5.12b)
where
ϕn = n(M − n+ 1)(n + 2ν1 − 1)(M − n+ 2ν3)/4. (5.13)
From (5.12), it is seen that the basis spanned by the vectors e˜n corresponds to the UD-LD basis for
Leonard pairs studied by Terwilliger in [20]. See also [1] for realizations of Leonard pairs using the
equitable generators of sl2.
6 Conclusion
In this paper, we have established the correspondence between two frameworks for the realization of the
Racah algebra: the one in which the Racah algebra is realized by the intermediate Casimir operators
arising in the combination of three su(1, 1) representations of the positive-discrete series and the one
where the Racah is realized in terms of quadratic elements in the enveloping algbera of su(2). We have
also exhibited how the Z3-symmetric, or equitable, presentation of the Racah algebra arises in the context
of the Racah problem for su(1, 1).
In [5, 6], it was shown that the Bannai-Ito (BI) algebra is the algebraic structure behind the Racah
problem for the sl−1(2) algebra and a Z3-symmetric presentation of the BI algebra was offered. In view of
the results presented here, it would be of interest to perform the reduction of the number of variables in
the sl−1(2) Racah problem to obtain a one-variable realization of the Bannai-Ito algebra and to identify
in this case what is the algebraic structure that plays a role analogous to the one played here by su(2).
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