Parallel distributed processing and neural networks: origins, methodology and cognitive functions.
Parallel Distributed Processing (PDP), a computational methodology with origins in Associationism, is used to provide empirical information regarding neurobiological systems. Recently, supercomputers have enabled neuroscientists to model brain behavior-relationships. An overview of supercomputer architecture demonstrates the advantages of parallel over serial processing. Histological data provide physical evidence of the parallel distributed nature of certain aspects of the human brain, as do corresponding computer simulations. Whereas sensory networks follow more sequential neural network pathways, in vivo brain imaging studies of attention and rudimentary language tasks appear to involve multiple cortical and subcortical areas. Controversy remains as to whether associative models or Artificial Intelligence symbolic models better reflect neural networks of cognitive functions; however, considerable interest has shifted towards associative models.