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` N .Let T denote the unit circle in the complex plane, let f g L T , and for
 .  .N  . Na , . . . , a g Z _ 0 let L be the rectangular lattice: L s m , . . . , m g Z :1 N q 1 N
w .4  . Nm g 0, a . For each positive integer p define L s m , . . . , m g Z : m gi i p 1 N i
w .4  . 2 . 2 .0, pa . The Toeplitz matrix T f : l L ª l L with symbol f is defined byi p p p
ÃT f a m s f m y n a n .  .  .  .p
ngL p
Ã  .4 Nwhere f m denotes the Fourier coefficients of f. Assuming appropriatem g Z
conditions on f and on a function F we find N q 1 terms of the asymptotic
  ..expansion of the trace of F T f as p ª `. This expansion takes the formp
N
Ny Jtr F T f s c P q o 1 , .  . . p J , F
js0
 .where the coefficients c s c f depend on the N y J dimensional faces ofJ , F J , F
L. We also find an expansion for the case when the edges of L expand at different
rates and we apply this generalization to compute an example.
1. INTRODUCTION
` N .Let T denote the unit circle in the complex plane, let f g L T , and
let L be the rectangular lattice
NL s m , . . . , m g Z : m g 0, a . . 41 N q i i
 4  .  .Nwhere Z s m g Z: m G 0 and a , . . . , a g Z _ 0 . For any p sq 1 N q
 .  .Np , . . . , p g Z _ 0 define1 N q
NL s m , . . . , m g Z : m g 0, p a . . . 4p 1 N q i i i
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 . 2 . 2 .The Toeplitz matrix T f : l L ª l L with symbol f is defined byp p p
ÃT f a m s f m y n a n , .  .  .  .p
ngL p
Ã  .4 Nwhere f m are the Fourier coefficients of fmg Z
N1 2p 2p i t i t yim? t1 NÃf m s ??? f e , . . . , e e dt ??? dt . .  .H H 1 N /2p 0 0
Note that in the future, for simplicity of notation, we shall sometimes write
 .  i t1 i tN .f t instead of f e , . . . , e .
Szego considered the case when N s 1. An early version of his classicÈ
w xtheorem 4 states that if f is real and bounded and if F:
w x   ..ess inf f, ess sup f ª C is Riemann integrable, then the trace of F T fp
is given asymptotically as p ª ` by
Ãtr F T f s p F f 0 q o p . 1.1 .  .  .  .  . . .p
w xLater, assuming that f is positive and smooth, Szego 5 found twoÈ
 .  .terms of the asymptotics for the case when F z s log z . Similar asymp-
totic expansions were then discovered for more general functions f and F.
In this paper we consider an N-dimensional analogue. Assuming appropri-
ate conditions on our functions f and F we find N q 1 terms of the
  ..asymptotic expansion for the trace of F T f as inf p ª `. In thep i
 .special case when p s p, p, . . . , p this expansion takes the form
N
Ny Jtr F T f s c F , f p q o 1 . 1.2 .  .  .  . . p J
Js0
w xSeghier 3 also considered an N-dimensional analogue of Szego's theo-È
< < 2rem. He let f s 1r P where P is a polynomial and found N q 1 terms
  ..y1of the expansion for trace of T f as inf p ª `. His formula is quitep i
 .complicated. In contrast, by applying a generalization of formula 1.2 we
2 "1 "1< <  .replace f s 1r P with the more general f s gh where g and h
are appropriately smooth functions contained in the Hardy space
` N ` Ã NH T s f g L T : f m s 0 for m f Z .  .  . 4q
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and we obtain the relatively simple result
N1 1y1 Ã Ãtr T f s m ym a p y m q o 1 . .  .  .  .  . .  p i i i / /g h is1NmgZq
1.3 .
 .However, in order to use formula 1.3 we need to assume that
Ã Ã< < < <f 0 ) f m . .  .
NmgZ _0
2. NOTATION AND STATEMENT OF THE
MAIN THEOREM
` N Ã .  5 5 .Let f g L T and let F be analytic on the disk D 0, f q d for1
 . some d ) 0. Assuming that f satisfies condition ) which will be defined
.shortly we shall compute the first N q 1 terms of the asymptotic expan-
  ..sion for the trace of F T f as p ª `. Our expansion takes the formp
N
Ny Jtr F T f s c p q o 1 2.1 .  .  . .  .p J , F
Js0
 .where the coefficients c s c f are independent of p. Note thatJ , F J , F
  .. ` N .  .F T f is well defined for any f g L T since the spectrum of T f isp p
  ..contained in the disk of analyticity of F. Furthermore, F T f is of tracep
 . < < < <  < <class since T f is a finite sized L = L matrix where L sp p p p
 ..  .card L . The goal of this section is to define ) and to define c . Wep J , F
start by introducing some notation:
 4  4Partition the set 1, 2, . . . , N into two ordered subsets k , k , . . . , k1 2 r
 X X X .  4and k , k , . . . , k . Given k s k , k , . . . , k and given any function1 2 Nyr 1 2 r
f : TN ª C define f : T r = TNy r ª C byk
f eiuk1 , . . . , eiuk r , eiukX1 , . . . , eiukXNy r s f eiu1 , . . . , eiuN . .  .  . .k
Similarly, given any f : Z N ª C define f : Z r = Z Ny r ª C byk
f l , . . . , l , l X , . . . , l X s f l , . . . , l . . .  . .k k k k k 1 N1 r 1 Ny r
For each s g T r define the function f : TNy r ª C byk , s
f t s f s, t .  .k , s k
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and for each t g TNy r define f t : T r ª C byk
f t s s f s, t . .  .k k
Similarly, define f : Z Ny r ª C and f n: Z r ª C so thatk , m k
f n s f m , n s f n m . .  .  .k , m k k
N  .  4We say that f: T ª C satisfies ) if for any r g 0, 1, 2, . . . , N and
 4for any k s k , k , . . . , k the following properties are satisfied:1 2 r
< < ` ri g s s f t dt g L T ; .  .  .  .H1 k , s
NyrT
` rÃii g s s f n g L T ; .  .  .  .2 k , s
NyrngZ
Ny r 2 rÃ < <iii g s s f n n g L T . .  .  .  .3 k , s
NyrngZ
` N .  .Note that if f g C T then f satisfies ) .
N J1 2 2 .J 4  .Let L s L , L , . . . , L denote the N y J -dimensional faces ofJ J J J
L where each face is made up of lattice points. Associate with each face,
d  4 NL , J-orthonormal vectors n , n , . . . , n in C defined such that:J d d d1 2 J
 .  4N  4N Ni each n g "m where m is the standard basis in C ;d k ks1 k ks1J
 . dii each n is normal to the face L and if the base point of n isd J dJ j
in Ld then its terminal point is in L.J
To illustrate consider the case when N s 3. Then L s L is the set of0
 .  1 2lattice points that make up a rectangular box Fig. 1 , L s L , L ,1 1 1
y6 4  .. . . ,L are the lattice points that make up the 6 faces of L Fig. 2 ,1
FIG. 1
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FIG. 2
 1 2 124L s L , L , . . . , L are the lattice points that make up the 12 edges of2 2 2 2
 .  1 2 8 4  .L Fig. 3 , and L s L , L , . . . , L are the 8 vertices of L Fig. 4 .3 3 3 3
Next define P d s N A whereJ js1 j
H 4T if m g n , . . . , nj d d1 JA s .j   40 otherwise
So each P d can be identified with TNy J. Given t g P d define the functionJ J
f : T J ª C byJ , d, t
J
i s i s i m ?n . s1 J d d jj jf e , . . . , e s f t q e m , . J , d , t d j /js1
where m is the basis vector corresponding to n . In other words,d dj j




 .  .shown in Fig. 3. Then m s n s 0, 1, 0 , m s yn s 1, 0, 0 , andd d d d1 1 2 2d  4  4  i t. dP s 0 = 0 = T. So for t s 0, 0, e g P2 2
f ei s1 , ei s2 s f t q ei m d1?n d1. s1m q ei md2?n d2 . s2m .  .2, d , t d d1 2
s f 0, 0, eit q 0, ei s1 , 0 q eyi s2 , 0, 0 .  .  . .
s f eyi s2 , ei s1 , eit . .
Each coefficient c is of the formJ , f
Ny J1J d< <c s y1 L tr A dt .  . HJ , F J f , FJ , d , t / d2p Pd JL gLJ J
2 J .where A is a trace class operator on l Z . In order to define thisf F qJ , d, t,
operator we need a few preliminary definitions.
` J .  5 5 .Let u g L T and let F be analytic on the disk D 0, u q d for`
 . 2 J . 2 J .some d ) 0. The Toeplitz operator, T u : l Z ª l Z , with symbol uq q
is defined by
Ï ÃT u f s P u f , .  .
2 J . 2 J .where n: L T ª l Z is the Fourier transform, k is the inverse
2 J . 2 J .Fourier transform, and P: l Z ª l Z is the projection map. Noteq
2 J .  .that if f g l Z then T u is defined by
nkT u f s P u Pf . .  . .
 4  4Given k s k , k , . . . , k an ordered subset of 1, 2, . . . , J , define the1 2 r
2 J .operator S on l Z byk , u , F q
n 2t 2ÏS f s S f s P F T u f , .  .  . . .k , u , F k , u , F k k k
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where n is the partial Fourier transform k is the partial inverse2 2
. Fourier transform with respect to the last J y r variables t being the
.  t .new variable and T u is the Toeplitz operator acting only on the first rk
variables. In other words,
n 2 t Ï2S f m , n s PG m , n where G m , t s F T u f m , t . .  .  .  . .  . .k , u , F k k k
2 J .It is not hard to show that S is a bounded operator on l Z withk , u , F q
  ..the properties that if r s 0 then S s T F u , if r s J then S sk , u , F k , u , F
  ..  .  .F T u , and if F z s z then S s T u . Finally, we are ready tok , u , F
2 J .define the operator A on l Z byu , F q
J
r
A s T F u q y1 S . .  . .  u , F k , u , F
rs1 1Fk - ??? -k FJ1 r
We now state the main theorem:
N  .THEOREM 1. Suppose f: T ª C satisfies condition ) and suppose F
Ã 5 5 .is analytic on D 0, f q d for some d ) 0. Then1
N
Ny Jtr F T f s c p q o 1 as p ª ` .  . .  .p J , F
Js0
where
Ny J1J d< <c s y1 L tr A dt. .  . HJ , F J f , FJ , d , t / d2p Pd JL gLJ J
2 J .Note that each A is a well defined operator on l Z since ff , F qJ , d, t
 . ` J .  5 5 .satisfying ) implies that f g L T and since D 0, f q d ;`J , d, t J , d, t
Ã 5 5 .D 0, f q d . The proof that A is of trace class will be shown in1 f , FJ , d, t
Lemma 3.6.
3. PROOF OF THEOREM 1
First we prove Theorem 1 for the case when F is a polynomial of the
 . Mform F z s z . If M s 0 then
¡ J0 if J ) 0 since A : Z ª C is the u , F q~c s zero operator for J ) 0.J , F ¢< <L if J s 0
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and if M s 1 then
¡ J0 if J ) 0 since A : Z ª C is the u , F q~ zero operator for J ) 0.c sJ , F ¢ Ã< <L f 0 if J s 0 .
   ... N NyJIn both cases we get tr F T f s  c p . Therefore we needp Js0 J , F
only to consider the case when M ) 1. Our plan is to show that if M ) 1
N  .and if f : T ª C satisfies ) then
N
M NyJtr T f y c p . . p J , F
Js0
Nq1 M NÃ Ã5 5 < < < <F c M y 1 f f m m , .  .1
< <  .m Gpar My1
where a and c are constants independent of p and M. The proof of the
above statement is accomplished by a series of nine lemmas.
  ..MWe start by finding a formula for the trace of the operator T f .p
1 N Ã 1 N .  .LEMMA 3.1. Assume f g L T and f g l Z . Then
M Ã Ã Ãtr T f s f m ??? f m f ym y ??? ym .  .  .  . . p 1 My1 1 My1
Nm , . . . , m gZ1 My1
<= L l L q m l ??? .p p 1
<l L q m q ??? qm . .p 1 My1
  ..M  .Proof. The kernel of T f at a point m, n g L = L is equal top p p
Ã Ã Ãf m y m f m y m ??? f m y m .  .  . 1 1 2 My2 My1
Nm , . . . , m gZ1 My1
Ã= f m y n x m ??? x m , .  .  .My 1 L 1 L My1p p
where x is the characteristic function of the set L . Change variables,L pp
 .  .  .replacing m y m , m y m , . . . , m y m by m , . . . , m1 1 2 My2 My1 1 My1
respectively. We obtain
Ã Ã Ãf m f m ??? f m .  .  . 1 2 My1
Nm , . . . , m gZ1 My1
Ã= f m y n y m y m y ??? ym .1 2 My1
= x m y m ??? x m y m y ??? ym . .  .L 1 L 1 My1p p
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To find the trace of the operator we sum the kernel over the diagonal of
L = L . The result isp p
M Ã Ãtr T f s f m ??? f m .  .  . .  p 1 My1
NmgL m , . . . , m gZp 1 My1
Ã= f ym y ??? ym .1 My1
= x m y m ??? x m y m y ??? ym . .  .L 1 L 1 My1p p
By Fubini's theorem we can switch the order of summation to obtain
Ã Ã Ãf m ??? f m f ym y ??? ym .  .  . 1 My1 1 My1
Nm , . . . , m gZ1 My1
= x m y m ??? x m y m y ??? ym .  . L 1 L 1 My1p p
mgL p
Ã Ã Ãs f m ??? f m f ym y ??? ym .  .  . 1 My1 1 My1
Nm , . . . , m gZ1 My1
< <= L l L q m l ??? l L q m q ??? qm . .  .p p 1 p 1 My1
Next we want to study the kernel of the operators A . The followingf , FJ , d, t
two lemmas will help.
1 J Ã 1 J .  .LEMMA 3.2. Assume u g L T and u g l Z . Then
 .   ..Ma the operator T u has kernel
Ã Ãu m ??? u m .  . 1 My1
Jm , . . . , m gZ1 My1
Ã= u m y n y m y ??? ym .1 My1
= x J m y m ??? x J m y m y ??? ym .  .Z 1 Z 1 My1q q
where x J is the characteristic function of the set Z J .Z qq
 .  M .b the operator T u has kernel
Ã Ãu m ??? u m .  . 1 My1
Jm , . . . , m gZ1 My1
Ã= u m y n y m y ??? ym . .1 My1
 .Proof of Part a . The assumptions on u imply that each of the terms in
the following string of equalities are well defined:




M My1ÃT u f m s u m y m T u f m .  .  .  .  . .  . 1 1
Jm gZ1 q
My 2Ã Ãs u m y m u m y m T u f m .  .  .  . . 1 1 2 2
Jm , m gZ1 2 q
???
Ã Ãs u m y m u m y m ??? .  . 1 1 2
Jm , . . . , m gZ1 My1 q
Ã= u m y n f n .  .My 1
Ã Ãs u m y m u m y m ??? .  . 1 1 2
Jm , . . . , m gZ1 My1
Ã J J= u m y n x m ??? x m f n . .  .  .  .My 1 Z 1 Z My1q q
 .The conclusion follows by a change of variables: replace m y m ,1
 .  .m y m , . . . , m y m by m , . . . , m respectively.1 2 My2 My1 1 My1
 .Proof of Part b .
M M ÃT u s u m y n f n .  .  .  .
JngZq
Ã My 1 Ãs u ) u m y n f n .  .  .
JngZq
Ã My 1 Ãs u m y n y m u m f n .  .  .  .  1 1
J JngZ m gZq 1
Ã Ã My 2 Ãs u m y n y m u ) u m f n .  .  .  .  1 1
J JngZ m gZq 1
Ãs u m y n y m .  1
J JngZ m , m gZq 1 2
Ã My 2 Ã= u m y m ) u m f n .  .  .  .1 2 2
???
s  
J JngZ m , . . . , m gZq 1 My1
Ã Ã Ã= u m y n y m u m y m ??? u m y m f n . .  .  .  .1 1 2 My2 My1
 .The conclusion follows by a change of variables: replace m y n y m ,1
 .  .m y m , . . . , m y m by m , . . . , m respectively.1 2 My2 My1 1 My1
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J  .  . MLEMMA 3.3. Let u : T ª C satisfy condition ) , let F z s z , and let
 . 2 J . 2 J .k s k , k , . . . , k then S : l Z ª l Z has kernel1 2 r k , u , F q q
Ã Ãu m ??? u m .  . 1 My1
Jm , . . . , m gZ1 My1
=Ãu m y n y m y ??? ym .1 My1
r
= x m y m ??? x m y m y ??? ym .  . k 1 k 1 My1i i
is1
where x is the characteristic function of the seti
n s n , . . . , n g Z J : n G 0 . . 41 J i
2 J . J  . r JyrProof. Let f g l Z and let m g Z . Choose j, l g Z = Zq q q q
such that
j, l s m , . . . , m , m X , . . . , m X . .  .  . .k k k k1 r 1 Jy r
Then
S f m s S f j, l s PGn 2 j, l .  .  .k , u , F k , u , F k
Mt 2Ïwhere G j, t s T u f j, t .  . . . /k k
Jy r1 Myi l? t t 2Ïs e T u f j, t dt . . .H k k / Jy r2p T
Jy r1 M Ä- i l? t t i l? t Äs e T u e f j, l dt .  . . H k k /  /Jy r2p T Jy rÄlgZq
Jy r1 MÄyi t? lyl . t Äs e T u f j, l dt. 3.1 . .  . .H k k / Jy r2p T Jy rÄlgZq
 t .By applying Lemma 3.2a and by keeping in mind that T u only acts onk
the first r variables we have that
Mt ÄT u f j, l .  . .k k
t n t n t n Äs u j ??? u j u j yj y j y ??? yj .  .  .  k 1 k My1 k 1 My1
rr j , . . . , j gZÄjgZ 1 My1q
Ä Är r= x j y j ??? x j y j y ??? yj f j, l . .  .  .Z 1 Z 1 My1 kq q
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Make the following substitutions:
ntg t s u j .  . .1 k 1
ntg t s u j .  . .2 k 2
???
ntg t s u j .  . .My 1 k My1
nt Äg t s u j y j y j y ??? yj . .  .  .M k 1 My1
 .  .Since u satisfies ) , Fubini's theorem applies and expression 3.1 is equal
to
Jy r1 Äyi t? lyl .e g g ??? g t dt .   H 1 2 M / Jy r /2pr Tr Jyr j , . . . , j gZÄ ÄjgZ lgZ 1 My1q q
Ä Är r= x j y j ??? x j y j y ??? yj f j, l . 3.2 .  .  . .Z 1 Z 1 My1 kq q
The expression inside the above parenthesis is equal to
n Äg g ??? g l y l .  .1 2 M
Äs g ) g ) ??? ) g l y l .Ã Ã Ã1 2 M
s g l g l ??? g l .  .  .Ã Ã Ã 1 1 2 2 My1 My1
Jy rl , . . . , l gZ1 My1
Ä= g l y l y l y ??? ylÃ  .M 1 My1
Ã Ãs u j , l ??? u j , l .  . k 1 1 k My1 My1
Jy rl , . . . , l gZ1 My1
Ã Ä Ä= u j y j y j y ??? yj , l y l y l y ??? yl . /k 1 My1 1 My1
 .Therefore 3.2 is equal to
Ã Ãu m ??? u m .  .  1 My1
J JmgZ m , . . . , m gZÄ q 1 My1
Ã= u m y m y m y ??? ym .Ä 1 My1
r
= x m y m ??? x m y m y ??? ym f m . .  .  .Ä k 1 k 1 My1i i
is1
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 . M J  .LEMMA 3.4. Let F z s z and let u : T ª C satisfy condition ) .
2 J . 2 J .Then A : l Z ª l Z has kernelu , F q q
Ã Ãu m ??? u m .  . 1 My1
Jm , . . . , m gZ1 My1
Ã= u m y n y m y ??? ym .1 My1
J
= 1 y x m y m ??? x m y m y ??? ym . .  . . i 1 i 1 My1
is1
 .  .Proof. Let a s x m y m ??? x m y m y ??? ym . Then byi i 1 i 1 My1
Lemmas 3.2b and 3.3 and by the fact that
J
r
A s T F u q y1 S .  . .  u , F k , u , F
rs1 1Fk - ??? -k FJ1 r
 .  .  .Jwe know that A f m s  K m, n f n whereu , F ng Zq
Ã ÃK m , n s u m ??? u m .  .  . 1 My1
Jm , . . . , m gZ1 My1
Ã= u m y n y m y ??? ym .1 My1
J r
r
= 1 q y1 a . .   k i /is1rs1 1Fk - ??? -k FJ1 r
The result follows by applying the identity:
J J r
r
1 y a s 1 q y1 a . .  .   i k i
is1 is1rs1 1Fk - ??? -k FJ1 r
The next step is to show that, provided u satisfies certain conditions, the
operator A is of trace class. We achieve this goal by first writing Au , F u , F
as a sum of operators which are easier to work with.
U Define x to be the characteristic function of the set n si
 . J 4n , n , . . . , n g Z : n ) 0 and recall that x is the characteristic func-1 2 J i i
  . J 4tion of the set n s n , n , . . . , n g Z : n G 0 .1 2 J i
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LEMMA 3.5. A is equal to the sum of operators each ha¨ing a kernel ofu , F
the form
u n m ??? u n m .  . 1 My1
Jm , . . . , m gZ1 My1
= u n m y n y m y ??? ym x m , . . . , m a p1 a p2 ??? a pJ .  .1 My1 E 1 My1 1 2 Jm
 4 p U  . U where p g 1, 2, . . . , M y 1 , a s x m y m ??? x m y m yi i i 1 i 1
. U  .??? ym x m q ??? qm y m , and x is the characteristic functionpy1 i 1 p Em
of the set
My 1JE s m , . . . , m g Z : .  .m 1 My1
J
1 y x m y m ??? x m y m y ??? ym .  . . i 1 i 1 My1
is1
J
U Us 1 y x m y m ??? x m y m y ??? ym . .  . . i 1 i 1 My1 5
is1
Proof. By Lemma 3.4 the kernel of A is equal tou , F
Ã Ãu m ??? u m .  . 1 My1
Jm , . . . , m gZ1 My1
Ã= u m y n y m y ??? ym .1 My1
J
= 1 y x m y m ??? x m y m y ??? ym . .  . . i 1 i 1 My1
is1
Ã Ãs u m ??? u m .  . 1 My1
Jm , . . . , m gZ1 My1
Ã= u m y n y m y ??? ym x m , . . . , m .  .1 My1 E 1 My1m
J
U U= 1 y x m y m ??? x m y m y ??? ym . .  . . i 1 i 1 My1
is1
Therefore it suffices to prove
J
U U1 y x m y m ??? x m y m y ??? ym .  . . i 1 i 1 My1
is1
s a p1 a p2 ??? a pJ . 3.3 . 1 2 J
1Fp , . . . , p FMy11 J
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 .Clearly the LHS of Eq. 3.3 is either 0 or 1. We claim that the RHS is also
either 0 or 1. To prove this claim note the following:
a p s 0 or 1;i
p U  . U a s 1 and p ) q « x m y m y ??? ym s 1 « x m qi i 1 q i 1
. q??? qm y m s 0 « a s 0;q i
p U  . U a s 1 and p - q « x m q ??? qm y m s 1 « x m y m yi i 1 p i 1
. q  p q 4??? ym s 0 « a s 0. Therefore a s 1 « a s 0 for p / q «p i i i
 p1 p 2 pJ q1 q2 q J  .a a ??? a s 1 « a a ??? a s 0 for p , p , . . . , p /1 2 J 1 2 J 1 2 J
 .4q , q , . . . , q « RHS s 0 or 1. So to prove the lemma it suffices to1 2 J
show LHS s 0 m RHS s 0.
 . U  .« LHS s 0 « ' i such that x m y m y ??? ym s 1 for alli 1 p
U  . pp « x m q m q ??? qm y m s 0 for all p « a s 0 for all p «i 1 2 p i
a p1 a p2 ??? a pi ??? a pJ s 0 « RHS s 0.1 2 i J
 .  4¥ Suppose LHS / 0. Then for each i g 1, 2, . . . , J we have
U  . U  .x m y m ??? x m y m y ??? ym s 0. So for each i choose pi 1 i 1 My1 i
U  . U  . U such that x m y m ??? x m y m y ??? ym s 1 and x m yi 1 i 1 p y1 ii
. p i U  . U m y ??? ym s 0. Then a s x m y m ??? x m y m y1 p i i 1 i 1i
. U  .??? ym x m q ??? qm y m s 1. Therefore by our choice ofp y1 i 1 pi i
 4 p1 p2 pJ p1 p2p , p , . . . , p we have a a ??? a s 1 «  a a ???1 2 J 1 2 J 1F p , . . . , p F My1 1 21 JpJa s 1 « RHS / 0.
By working with these new operators we can prove the following lemma:
 . M J  .LEMMA 3.6. Let F z s z and let u : T ª C satisfy condition ) .
2 J .Then A is a trace class operator on l Z andu , F q
2 Jq1 My3Ã5 5 5 5A F c M y 1 u .1 1u , F
 .where c s c u is independent of M.
Proof. By Lemma 3.5 the kernel of A is equal tou , F
Ã Ãu m ??? u m .  .  1 My1
J1Fp , . . . , p FMy1 m , . . . , m gZ1 J 1 My1
Ã= u m y n y m y ??? ym .1 My1
= x m , . . . , m a p1 a p2 ??? a pJ . .E 1 My1 1 2 Jm
Therefore to prove that A is of trace class it suffices to show that eachu , F
 .term is trace class. In other words, for any p s p , p , . . . , p it suffices1 2 J
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to show that the operator, A , with kernelp
Ã Ãu m ??? u m .  . 1 My1
Jm , . . . , m gZ1 My1
Ã= u m y n y m y ??? ym .1 My1
= x m , . . . , m a p1 a p2 ??? a pJ .E 1 My1 1 2 Jm
 .is of trace class. Fix m , . . . , m and let A m , . . . , m be the2 My1 p 2 My1
operator with kernel
Ã ÃK m , n s u m ??? u m .  .  .m , . . . , m 1 My12 My1
Jm gZ1
=Ãu m y n y m y ??? ym .1 My1
= x m , . . . , m a p1 a p2 ??? a pJ . .E 1 My1 1 2 Jm
Then
A s A m , . . . , m . .p p 2 My1
Jm , . . . , m gZ2 My1
If we show
 .1. A m , . . . , m is trace class andp 2 My1
Jq1 Ã My 35  .5  . 5 5J2.  A m , . . . , m F c M y 1 u1 1m , . . . , m g Z p 2 My12 My1
then it would follow that A is a trace class operator withp
Jq1 My3Ã5 5 5 5 5 5A F A m , . . . , m F c M y 1 u . .  .1 1 1p p 2 My1
Jm , . . . , m gZ2 My1
But this would also mean that
2 Jq1 My3Ã5 5 5 5 5 5A s A F c M y 1 u .1 1 1u , F p
1Fp , . . . , p FMy11 J
 .  .which is the desired result. So it suffices to prove 1 and 2 .
 .Proof of 1 . The plan is to show that
K m , n s P m , k Q k , n .  .  .m , . . . , m m , . . . , m m , . . . , m2 My1 2 My1 2 My1
JkgZq
where
< < 2 < < 2P m , k - ` and Q m , k - `. .  . m , . . . , m m , . . . , m2 My1 2 My1
J Jm , kgZ m , kgZq q
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 .From this we can conclude that A m , . . . , m is equal to the productp 2 My1
of two Hilbert]Schmidt operators and thus is trace class. We know
Ã ÃK m , n s u m ??? u m .  .  .m , . . . , m 1 My12 My1
Jm gZ1
Ã= u m y n y m y ??? ym .1 My1
= x m , . . . , m a p1 a p2 ??? a pJ . .E 1 My1 1 2 Jm
Make the following changes of variables: first in order to avoid a
 .notational confusion replace m by m , then define k s k , k , . . . , k0 1 2 J
such that
k s m q m q ??? qm y m .i 1, i 2, i p , i 0, ii
By replacing m with k q m y m y ??? ym we get1, i i 0, i 2, i p , ii
K m , n s P m , k Q k , n 3.4 .  .  .  .m , . . . , m 0 m , . . . , m 0 m , . . . , m2 My1 2 My1 2 My1
JkgZq
where
ÃP m , k s u ??? ,k q m y m y ??? ym , . . . , .  .m , . . . , m 0 i 0, i 2, i p , i2 My1 i
p p p1 2 JÃ Ã= u m ??? u m x a a ??? a .  . ’2 My1 E 1 2 JM 0
and
Q k , n .m , . . . , m2 My1
p p p1 2 JÃs u ??? ,y n y k y m y ??? ym , ??? a a ??? a .’ .i i p q1, i My1, i 1 2 Ji
 . J JNote that in Eq. 3.4 we are summing over k g Z instead of Z .q
pi U This is justified by the fact that a s 0 whenever x m q ??? qi i 1
. U  .m y m s x k s 0.p ii
Claim.
i .
2< <P m , k . m , . . . , m2 My1
Jm , kgZq
My1




J2 J< < < <Q m , k F c M y 1 1 q m .  . m , . . . , m 1 i2 My1  /
J is2m , kgZq
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where
Ã Ã 2 Ã J< < < < < < < <c s c u s u m q u m q u m m .  .  .  .  1 1
J J JmgZ mgZ mgZ
Ã 2 J< < < <q u m m . .
JmgZ
 .  .Proof of Claim. Note that since the proof of parts i and ii are very
 .similar we shall only prove part i .
< < 2 < < 2P m , k s P m , k .  . m , . . . , m 0 m , . . . , m 02 My1 2 My1
J Jm , kgZ m gZ0 q 0 q
J .kg Z _0q
 pi .since a s 0 whenever k F 0i i
Ã<F u . . . ,k q m y m y ??? i 0, i 2, i
Jm gZ0 q
J .kg Z _0q
Ã Ã 2<ym , . . . u m ??? u m .  ..p , i 2 My1i
Ã Ã 2< <s u m ??? u m .  .2 My1
Ã 2< <= u . . . , k q m y m y ??? ym , . . . . . i 0, i 2, i p , ii
Jm gZ0 q
J .kg Z _0q
Change variables, let l s k q m , and we obtaini i 0, i
Ã Ã 2< <s u m ??? u m .  .2 My1
` `
2Ã< <= ??? u . . . , l y m y ??? ym , . . . .   i 2, i p , ii /
J l sm q1 l sm q1m gZ 1 0, 1 J 0, J0 q
Ã Ã 2< <s u m ??? u m .  .2 My1
l l1 J
2Ã< <= ??? u . . . , l y m y ??? ym , . . . .   i 2, i p , ii /J m s1 m s1 .lg Z _0 0, 1 0, Jq
Ã Ã 2< <s u m ??? u m .  .2 My1
Ã 2< < < <= l l ??? l u . . . , l y m y ??? ym , . . . . . 1 2 J i 2, i p , ii
J .lg Z _0q
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Change variables again, let m s l y m y ??? ym . Then the above0, i i 2, i p , ii
expression is bounded by
J
2 2Ã Ã Ã< < < < < <u m ??? u m m q m q ??? qm u m .  .  . 2 My1 0, i 2, i p , i 0i
is1Jm gZ0
Ã Ã 2< <F u m ??? u m .  .2 My1
J 2Ã< < < < < < < <= m q m q ??? q m u m . . 0 2 My1 0
Jm gZ0
Ã Ã 2< <F u m ??? u m .  .2 My1
My1
J JJ J 2Ã< < < < < <= M y 1 m q M y 1 m u m .  .  . 0 i 0 /
J is2m gZ0
My1
J2 JÃ Ã< < < <F u m ??? u m M y 1 c 1 q m . .  .  . 2 My1 1 i /
is2
 .Proof of 2 . In general if A s BC where B and C are Hilbert]Schmidt
5 5 5 5 5 5operators then A F B C . Therefore1 2 2
5 5A m , . . . , m . 1p 2 My1
Jm , . . . , m gZ2 My1
1r2
2< <F P m , k .  m , . . . , m2 My1 /
J Jm , . . . , m gZ m , kgZ2 My1 q
1r2
2< <= Q m , k . m , . . . , m2 My1 /
Jm , kgZq
My1
J J Ã Ã< < < <F c M y 1 1 q m u m ??? u m .  .  . 1 i 2 My1 /
J is2m , . . . , m gZ2 My1
  .  ..by claims i and ii
My 2
J Ã< <s c M y 1 u m q M y 2 .  .  .1  / JmgZ
My 3
JÃ Ã< < < < < <= u m u m m .  .  / /J JmgZ mgZ
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My 3
J Ã< <s c M y 1 u m .  .1  /
JmgZ
Ã Ã J< < < < < <= u m q M y 2 u m m .  .  .  /
J JmgZ mgZ
My 3
J Ã< <F c M y 1 u m .  .1  /
JmgZ
Ã Ã J< < < < < <= M y 1 u m q M y 1 u m m .  .  .  .  /
J JmgZ mgZ
My 3
Jq12 Ã< <F c M y 1 u m . .  .1  /
JmgZ
We have just shown that each operator A is of trace class. Thef FJ , d, t,
 .dnext step is to find a formula for H tr A dt. The result isP f , FJ J , d, t
 . M 2 J .LEMMA 3.7. Let F z s z and let f : L T ª C satisfy condition
 .) , then
Ny J1 Ã Ãtr A dt s f m ??? f m .  . . H f , F 1 My1J , d , t / d2p P NJ mgZ
Ã=f ym y ??? ym .1 My1
J
= max 0, m ? n , m q m ? n , . . . , m q ??? qm ? n . .  . 4 1 d 1 2 d 1 My1 di i i
is1
Proof. Since A is of trace class and since its kernel found inf , FJ , d, t
.Lemma 3.4 is continuous we can find its trace by summing the kernel over
the diagonal of Z J = Z J . We obtain the formulaq q
Ã Ãtr A dt s f m ??? f m .  . .  H Hf , F J , d , t 1 J , d , t My1J , d , td d p p J JJ J mgZ m , . . . , m gZq 1 My1
Ã=f ym y ??? ym .J , d , t 1 My1
J
= 1 y x m y m ??? x m y m y ??? ym dt. .  . . i 1 i 1 My1 /is1
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 .Since f satisfies condition ) , Fubini's theorem applies and the above
expression is equal to
Ã Ãf m ??? f m .  . H J , d , t 1 J , d , t My1
dpJ Jm , . . . , m gZ1 My1
Ã=f ym y ??? ym dt . .J , d , t 1 My1
J
= max 0, m , m q m , . . . , m q ??? qm . 4 .  . 1, i 1, i 2, i 1, i My1, i
is1
Make the following substitutions:
Ãg t s f m .  .1 J , d , t 1
Ãg t s f m .  .2 J , d , t 2
???
Ãg t s f m .  .My 1 J , d , t My1
Ãg t s f ym y ??? ym . .  .M J , d , t 1 My1
Then by identifying P d with TNy J our expression is equal toJ
g t g t ??? g t dt .  .  . H 1 2 M
NyJTJm , . . . , m gZ1 My1
J
= max 0, m , m q m , . . . , m q ??? qm 4 .  . 1, i 1, i 2, i 1, i My1, i
is1
Ny J ns 2p g g ??? g 0 .  .  . 1 2 M
Jm , . . . , m gZ1 My1
J
= max 0, m , m q m , . . . , m q ??? qm 4 .  . 1, i 1, i 2, i 1, i My1, i
is1
Ny Js 2p g ) g ) ??? ) g 0 .  .Ã Ã Ã 1 2 M
Jm , . . . , m gZ1 My1
J
= max 0, m , m q m , . . . , m q ??? qm 4 .  . 1, i 1, i 2, i 1, i My1, i
is1
Ny Js 2p g n g n ??? .  .  .Ã Ã  1 1 2 2
J NyJm , . . . , m gZ n , . . . , n gZ1 My1 1 My1
??? g n g yn y ??? yn .  .Ã ÃMy 1 My1 M 1 My1
J
= max 0, m m q m , . . . , m q ??? qm . 4 .  . 1, i 1, i 2, i 1, i My1, i
is1
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Ny J  4HBy identifying n g Z with n g n , . . . , n it can be shownd d1 JÃ J .  .that g n s f n q  m n for k s 1, 2, . . . , M y 1 andÃk k k is1 k , i d i
Ã J .   . .g n s f n q  yl y l y ??? yl n . By letting l s n qÃM is1 1, i 2, i My1, i d k ki
J m n , we get that m s l ? n and our expression is equal tois1 k , i d k , i k di i
Ny J Ã Ã Ã2p f l ??? f l f yl y ??? yl .  .  .  . 1 My1 1 My1
Nl , . . . , l gZ1 My1
J
= max 0, l ? n , l q l ? n , . . . , l q ??? ql ? n . .  . 4 1 d 1 2 d 1 My1 di i i
is1
By applying Lemma 3.7 we can now find a formula for the sum
N c p Ny J.Js0 J , F
 . M N  .LEMMA 3.8. Let F z s z and let f : T ª C satisfy condition ) .
Then
N
Ny J Ã Ãc p s f m ??? f m .  . J , F 1 My1
NJs0 m , . . . , m gZ1 My1
N
Ã= f ym y ??? ym pa y Z .  .1 My1 k k
ks1
where
Ny J1J d< <c s y1 L tr A dt. .  . HJ , F J f , FJ , d , t / d2p pd jL gLJ J
the a are the number of lattice points along the kth edge of L, and if m isk k
the standard unit ¨ector in C N in the direction of the edge a thenk
Z s max 0, m ? m , m q m ? m , . . . , m q ??? qm ? m 4 .  .k 1 k 1 2 k 1 My1 k
q max 0, ym ? m , ym y m ? m ,  .1 k 1 2 k
. . . , ym y ??? ym ? m .4 .1 My1 k
Proof.
N N
JN NyJpa y Z s p a a ??? a q y1 p .  .  . k k 1 2 N
ks1 Js1
= a Z Z ??? Z  k k k k / 1 2 J
k/k , . . . , k1Fk - ??? -k FN 1 J1 J
N-DIM ANALOGUE OF SZEGO'S THEOREMÈ 159
N
JN NyJ d< < < <s p L q y1 p L .  J
dJs1 L gLJ J
J
= max 0, m ? n , m q m ? n , . 1 d 1 2 di i
is1
. . . , m q ??? qm ? n . . 41 My1 di
Therefore
Ny JN N 1JNyJ d< <c s p y1 L tr A dt .  .   HJ , F J f , FJ , d , t / d /2p pd jJs0 Js0 L gLJ J
N
J NyJ d< <s y1 p L .  J
dJs0 L gLJ J
Ã Ã= f m ??? f m .  . 1 My1 Nm , . . . , m gZ1 My1
Ã=f ym y ??? ym .1 My1
J
= max 0, m ? n , m q m ? n , . . . , m q ??? qm ? n .  . 4 1 d 1 2 d 1 My1 di i i /is1
Ã Ãs f m ??? f m .  . 1 My1
Jm , . . . , m gZ1 My1
N
Ã= f ym y ??? ym pa y Z . .  .1 My1 k k
ks1
At this point by making use of Lemmas 3.1 and 3.8 we are able to prove
 . MTheorem 1 for the case when F z s z .
 . M N  .LEMMA 3.9. Let F z s z and let f : T ª C satisfy ) . Then
N
M Nq1 MNyJ Ã5 5tr T f y c p F c M y 1 f .  . .  1p J , F
Js0
Ã N< < < <= f m m .
< <  .m Gpar My1
where a and c are constants independent of p and M.
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Ä  .  .Proof. Let L s L l L q m l ??? l L q m q ??? qm .p p 1 p 1 My1
Then by Lemma 3.1
M Ã Ãtr T f s f m ??? f m .  .  . . p 1 My1
Jm , . . . , m gZ1 My1
Ã Ä< <= f ym y ??? ym L .1 My1
and by Lemma 3.8
N
Ny J Ã Ãc p s f m ??? f m .  . J , F 1 My1
NJs0 m , . . . , m gZ1 My1
N




M NyJtr T f y c p F . .  p J , F
NJs0 m , . . . , m gZ1 My1
Ã Ã Ã= f m ??? f m f ym y ??? ym .  .  .1 My1 1 My1
N
Ä< <= L y pa y Z . 3.5 .  . k k
ks1
Before continuing we need to note some properties about the cardinality
Äof L.
Ä N Ä . < <  .i L s  pa y Z whenever L / B,ks1 k k
 . < <  .  4ii if m - par M y 1 for all i g 1, 2, . . . , M y 1 where a si
Ä 4min a , . . . , a then L / B.1 N
 .  N .My 1 < <  .4Let E s m , . . . , m g Z : max m G par M y 1 . Then by1 My1 i
Ä .  .ii we know L / B on the complement of E. Therefore by i expression
 .3.5 is equal to
N
Ã Ã Ãf m ??? f m f ym y ??? ym pa y Z . .  .  .  . 1 My1 1 My1 k k
ks1E
 .  N .My 1 < < < < Define E s m , . . . , m g Z : m s max m G par M yj 1 My1 j i
.4 My 11 . Then E s D E and our expression is bounded byjs1 j
My1 N
Ã Ã Ãf m ??? f m f ym y ??? ym pa y Z . .  .  .  .  1 My1 1 My1 k k
ks1js1 EJ
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 4 < <  < <Next by letting A s max a and by noting that Z F 2 mk k 1
< <.q ??? q m it follows that this is bounded byMy 1
My1
Ã Ã Ã< <f m ??? f m f ym y ??? m .  .  .  1 My1 1 My1
js1 Ej
N
< < < <= pA q 2 m q ??? q m . .1 My1
My1




< < < <M y 1 m q 2 M y 1 m .  .j j /a
 < <  .  . . < < < <since m G par M y 1 « pA F Ara M y 1 m and since m si i j
 < <4.max mi
My1
Ã Ã< <s f m ??? f m f ym y ??? ym .  .  .  1 My1 1 My1
js1 Ej
NA
< <= M y 1 m q 2 . j  / /a
NA Nq1 Ã Ã<s q 2 M y 1 f m ??? f m .  .  . 1 My1 /a E1
Ã N< < <= f ym y ??? ym m .1 My1 1
NA Nq1 Ã<F q 2 M y 1 f m ??? .  .  1 /a N < <  .m Gpar My1m , . . . , m gZ 11 My1
Ã Ã N< < <??? f m f ym y ??? ym m .  .My 1 1 My1 1
NA Nq1 My2 NÃ Ã Ã5 5 5 5 < < < <F q 2 M y 1 f f f m m .  .1 ` 1 1 /a < <  .m Gpar My11
Nq1 M NÃ Ã5 5 < < < <s c M y 1 f f m m . .  .1
< <  .m Gpar My1
Finally, by applying Lemma 3.9 we can prove Theorem 1.
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Proof of Theorem 1. In order to prove the theorem we need to show
that
N
Ny Jlim tr F T f y c p s 0. . . p J , F
pª` Js0
 . ` mExpress F as a power series, F z s  a z , which converges abso-ms 0 m
Ã M m< < 5 5  .lutely and uniformly for z - f q d . Let F z s  a z . Then1 M ms0 m
N
Ny Jtr F T f y c p . . p J , F
Js0
N
Ny Js lim tr F T f y c p . . M p J , FMMª` Js0
M N
m NyJ
ms lim a tr T f y c p . . m p J , z /Mª` ms0 Js0
` N
m NyJ< < mF a tr T f y c p . . m p J , z
ms0 Js0
` N
m NyJ< < ms a tr T f y c p . . m p J , z
ms2 Js0
`
Nq1 M NnÃ< < 5 5 < < < <F a c M y 1 f f m m .  . 1m
ms1 < <  .m Gpar My1
by Lemma 3.9 . 3.6 .  .
 .By the Lebesgue Dominated Convergence Theorem LDCT lim pª`
 .3.6 s
`
Nq1 M NÃ Ã< < 5 5 < < < <a c M y 1 f lim f m m .  . 1m  /pª`ms1 < <  .m Gpar My1
`
Nq1 M NÃ Ã< < 5 5 < < < <s a c M y 1 f lim f m m x m .  .  . 1m Ep /pª` Nms1 Z
where
pa
< <E s m: m Gp  5M y 1
`
Nq1 M NÃ Ã< < 5 5 < < < <s a c M y 1 f lim f m m x m .  .  . 1m Ep /pª`Nms1 Z
 .by the LDCT s 0.
N-DIM ANALOGUE OF SZEGO'S THEOREMÈ 163
3. A GENERALIZATION OF THEOREM 1 AND
AN EXAMPLE
In Theorem 1 we assumed that the edges of the rectangular lattice L p
all expanded at the same rate. With minor changes to the proof we can
 .  .Ndrop this assumption. Let p s p , . . . , p g Z _ 0 then1 N q
NL s m , . . . , m g Z : m g 0, p a . . 4p 1 N q i i i
and we get the following generalization of Theorem 1.
N  .THEOREM 2. Suppose f: T ª C satisfies condition ) and suppose F
Ã 5 5 .is analytic on D 0, f q d for some d ) 0. Then1
N
tr F T f s c p q o 1 as inf p ª ` .  .  . .  .p J , F i
Js0
where
Ny J1 dJ < <c p s y1 L tr A dt. .  .  .  . HJ , F p f , FJ J , d , t / d2p Pd J .  .L g Lp J p J
Theorem 2 enables us to explicitly compute the first N q 1 terms of the
  ..y1asymptotic expansion for the trace of T f as inf p ª ` where fp i
satisfies certain properties. By carefully applying the theorem to the
Ã .function s s f y f 0 we obtain the following result:
"1 "1 ` N .  .THEOREM 3. Let f s gh where g and h g H T . Assume also
 .that f satisfies condition ) and that
Ã Ã< < < <f 0 ) f m . .  .
NmgZ _0
Then
n n N1 1y1
tr T f s m ym a p y m q o 1 . .  .  .  .  . .  p i i i / /g h is1NmgZq
Ã Ã y1 .  .   ..Proof. Let s s f y f 0 and let F z s z q f 0 . Then s satis-
 .  5 5 .fies ) and F is analytic on D 0, s q d for some d ) 0 sinceÃ 1
Ã Ã5 5 < < < <s s f m - f 0 . .  .Ã 1
NmgZ _0
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Therefore by Theorem 2
N
tr F T f s c p q o 1 as inf p ª ` .  .  . .  .p J , F i
Js0
where
Ny J1 dJ < <c p s y1 L tr A dt. .  .  .  . HJ , F p f , FJ J , d , t / d2p pd J .  .L g Lp J p J
So to prove Theorem 3 it suffices to show that
n nN N1 1
c p s m ym a p y m . .  .  .  .  J , F i i i / /g h is1NJs0 mgZq
"1 "1 ` N .  .The fact that g and h g H T implies that
y1 y1 y1ÃF T s s T s q f 0 s T gh s T h T g .  .  .  .  .  . .  .  . .
1 1y1 y1s T g T h s T T . .  . .  .  / /g h
  ..  .  .In Lemma 3.8 we showed that if F T s s T s T s then
N N
Ãc p s f m s ym a p y Z .  .  .  .Ã  J , F i i i
is1NJs0 mgZ
 4  4 < <where Z s max 0, m ? m q max 0,y m ? m s m .i i i i
  ..  .  .   ..  .  .Here we replace F T s s T s T s with F T s s T 1rg T 1rh .
By the same argument we get
n nN N1 1
< <c p s m ym a p y m . .  .  .  .  J , F i i i / /g h is1NJs0 mgZ
` N .The result follows from the fact that 1rg g H T .
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