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Abstract
Prostate cancer (CaP) is one of the most frequently diagnosed malignancies globally and
the second leading cause of cancer-related mortality in males in the developed world. In
recent decades, many techniques have been proposed for CaP diagnosis and treatment.
With the development of imaging technologies such as computed tomography (CT) and
magnetic resonance imaging (MRI), image-guided procedures have become increasingly
important as a means to improve clinical outcomes. Analysis of the preoperative images
and construction of 3D models prior to treatment would help doctors to better localize
and visualize the structures of interest, plan the procedure, diagnose disease and guide
the surgery or therapy. This requires efficient and robust medical image analysis and
segmentation technologies to be developed.
The thesis mainly focuses on the development of segmentation techniques in pelvic
MRI for image-guided robotic-assisted laparoscopic radical prostatectomy (RALRP) and
external-beam radiation therapy (EBRT). A fully automated multi-atlas framework is
proposed for bony pelvis segmentation in MRI, using the guidance of MRI appearance
embedding statistical deformation model (AE-SDM). With the guidance of the AE-SDM,
a multi-atlas segmentation algorithm is used to delineate the bony pelvis in a new MRI
where there is no CT available. The proposed technique outperforms state-of-the-art
algorithms for MRI bony pelvis segmentation. With the statistical deformation model
(SDM) of pelvis and its segmented surface, an accurate 3D pelvimetry system is designed
and implemented to measure a comprehensive set of pelvic geometric parameters for the
examination of the relationship between these parameters and the difficulty of RALRP.
This system can be used in both manual and automated manner with a user-friendly
interface.
A fully automated and robust multi-atlas based segmentation has also been developed
to delineate the prostate in diagnostic magnetic resonance (MR) scans, which have large
iv
variation in both intensity and shape of prostate. Two image analysis techniques are
proposed, including patch-based label fusion with local appearance-specific atlases and
multi-atlas propagation via a manifold graph on a database of both labeled and unlabeled
images when limited labeled atlases are available. The proposed techniques can achieve
more robust and accurate segmentation results than other multi-atlas based methods.
The seminal vesicles (SV) are also an interesting structure for therapy planning, par-
ticularly for EBRT. As existing methods fail for the very onerous task of segmenting
the SV, a multi-atlas learning framework via random decision forests with graph cuts
(GC) refinement has further been proposed to solve this difficult problem. Motivated by
the performance of this technique, I further extend the multi-atlas learning to segment
the prostate fully automatically using multispectral (T1 and T2-weighted) MR images
via hybrid random forest (RF) classifiers and a multi-image GC technique. The pro-
posed method compares favorably to the previously proposed multi-atlas based prostate
segmentation.
The work in this thesis covers different techniques for pelvic image segmentation in
MRI. These techniques have been continually developed and refined, and their application
to different specific problems shows ever more promising results.
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1 Introduction
Prostate cancer (CaP) is now the most commonly diagnosed malignancy in men in the
developed world and accounts for 25% of reported male cancers in the UK. It is also
the second most common cause of cancer-related death and incidence is only likely to
increase in an ageing population [104, 201]. Due to its importance, there has been much
research into CaP diagnosis and treatment. Imaging technologies, such as computed
tomography (CT), magnetic resonance imaging (MRI) and Ultrasound continue to im-
prove and there is increasing interest in image-guidance to use these images to direct
therapeutic procedures and surgery. A requirement for such guidance is an accurate
three-dimensional model of the patient from preoperative images showing the location
of disease as well as surrounding structures that need to be avoided. These models can
help in diagnosis, treatment selection, treatment planning and ultimately guidance of
the therapy or surgery. However, the only truly reliable way to build such models is
for an expert radiologist to go through the scan slice-by-slice and draw round the rele-
vant anatomy and pathology. This is a laborious and time consuming process which is a
barrier to widespread adoption of image-guided surgery and limits the efficiency of radio-
therapy. There is a clear requirement for efficient and robust medical image segmentation
technologies to be developed.
In this thesis I describe my work in pelvic image segmentation. I largely concentrate
on MRI, which has become the gold standard diagnostic imaging technique for CaP
[116]. I describe my efforts to automate segmentation of the pelvic bone, prostate and
surrounding structures with the example of the seminal vesicles (SV). In this chapter, I
describe the clinical background of CaP, from imaging and diagnosis to treatment, and
go on to explain the motivation behind my work.
1
1.1 Clinical background
In this section, I briefly introduce the anatomical structures and functions of prostate,
and give an overview of CaP and other prostate diseases. The main imaging techniques
developed for CaP detection and diagnosis are then presented. In addition, I describe
the most frequently used clinical management of CaP that are the current state of the
art.
1.1.1 The anatomy and diseases of prostate
Prostate is a gonadal organ, which is part of the male reproductive system. As shown
in Fig. 1.1, the prostate is located anterior to the rectum and below the bladder, which
facilitates digital rectal examination. Surrounding structures include the vas deferens,
urethra and SV. It comprises both glandular tissue and muscle with an average upper
diameter of about 4cm, vertical diameter of about 3cm, anteroposterior diameter of about
2cm. It can be divided into the peripheral zone and central gland (constitutes about 75%
and 25% of the glandular prostate respectively) for clinical analysis [149]. The function of
the prostate is to produce a fluid that constitutes the majority of ejaculatory secretion,
which lubricates the duct system and nourishes the sperm. Prostate-specific antigen
(PSA) is found in the ejaculate and is considered to be an important biomarker for
cancer detection [203]. The fluid mixes with sperm from the testicles and fluid from the
SV to form semen. The prostate can only function correctly based on normal levels of
hormones such as testosterone. The health of prostate is extremely important for males,
especially as rates of prostate cancer continue to increase in an ageing population.
Lesions of the prostate are a frequently diagnosed disease in males, especially in older
men. A number of conditions can affect the health of prostate gland and there are three
main diseases: prostate enlargement, inflammation of the prostate gland (prostatitis)
and CaP [79].
1.1.1.1 Prostate enlargement
Prostate enlargement, which is also called benign prostatic hyperplasia (BPH), is a com-
mon pathological change associated with ageing. The risk of prostate enlargement in-
creases with a diet low in vegetables and high in fat and red meat. All men older than
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Figure 1.1: The anatomy of prostate
50 will have high risk of the symptoms of prostate enlargement, which can make life
miserable [126]. An enlarged prostate may cause narrowing of the urethra, thus it may
lead to difficult urination. This kind of disease can be treated by medicines or surgery.
1.1.1.2 Prostatitis
Prostatitis is a disease that makes prostate gland inflamed and often occurs due to infec-
tion. It is a frequently occurring disease that affects mostly young to middle-aged men.
Prostatitis can be divided into: acute bacterial prostatitis, chronic bacterial prostatitis,
chronic prostatitis and asymptomatic inflammatory prostatitis. During the therapy, the
bacterial forms of prostatitis are treated with antimicrobials but long term treatment is
needed for chronic bacterial prostatitis [23].
1.1.1.3 Prostate cancer
CaP is a malignant tumour from the prostate gland. Cancer occurs when gene mutation
leads to uncontrolled proliferation of cells. The cancer cells in the prostate may spread
to other nearby parts of the body, such as the lymph nodes and bones. CaP can lead to
many serious symptoms, such as pain and difficulty with urination, erectile dysfunction,
sexual disharmony, or mortality. The rate of CaP is rising linearly with increased life
expectancy [105].
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Among all three diseases, CaP is by far the most serious, which is extremely diffi-
cult to treat clinically and may lead to death. As a result there is a lot of research
in prostate tumour detection, diagnosis and treatment. CaP diagnosis methods using
imaging techniques are introduced in Section 1.1.2, and CaP treatments are covered in
Section 1.1.3.
1.1.2 Imaging for pelvic structures
Following the introduction of the anatomy of prostate and its frequently diagnosed dis-
eases, I now introduce the medical imaging techniques that can be used to image pelvic
structures, including CaP, the prostate itself, surrounding structures and the bony pelvis.
These imaging techniques are able to provide accurate information for CaP diagnosis and
for planning and execution of image-guided treatment. Different imaging modalities and
methods may be best suited for different phases of the disease. The most common used
pelvic imaging techniques are introduced in the rest of this section.
1.1.2.1 Computed tomography (CT)
CT is a widely used technology that uses a combination of X-rays and computer recon-
struction techniques to produce horizontal, or axial tomographic images of the scanned
object. CT produces a three-dimensional volume of data that can present various struc-
tures based on their attenuation of the x-ray beam. The intensity of voxel x from CT
scanning is usually displayed according to Hounsfield unit (HU), given by [207]:
HUx = 1000× µx − µwater
µwater
where, µx is the linear attenuation coefficient measures of X-rays within the corre-
sponding voxel x, and µwater is the attenuation of water. The range of CT intensity is
always around 2000 HU wide with bone having a value of around +1000 and air, which
has a µ of zero, corresponds to a HU of -1000.
A CT scan can show detailed images of different parts of the body, including the
bones, muscles, fat, tumours and internal organs. CT can provide high spatial resolution
images and has a comparatively short acquisition time (a few tens of seconds). In a CT
scan, there is good contrast between bone and soft-tissues. However, due to the poor
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Figure 1.2: CT imaging of pelvic structures
soft tissue contrast, it is sometimes hard to distinguish between different soft-tissues or
between normal and pathological tissues. Although this can be overcome by the use of
contrast agents, it still has a limited role in the imaging of CaP due to its poor distinction
of the anatomy of prostate. A CT scan of the pelvis is a set of cross-sectional pictures
of the area between the hip bones. Inside the pelvic area, there are various structures,
including bladder, rectum, prostate and reproductive organs, lymph nodes, and pelvic
bones, as shown in Fig. 1.2. The bony pelvis has higher intensity than other structures,
and it is comparatively easy to achieve pelvis segmentation from a CT scan.
The major contribution of CT imaging for patients with CaP is to detect bony involve-
ment [105], show whether the CaP has spread beyond the organ capsule to its surrounding
structures such as the lymph nodes or nearby bones, and to incorporate bony information
for image-guided prostatectomy and pelvimetry [75, 74].
1.1.2.2 Magnetic resonance image (MRI)
MRI is another well-known tomographic imaging technique which was introduced some
30 years ago. The magnetic resonance spin states of the (normally hydrogen) nucleus can
be split using strong magnetic fields and radio waves can be used to probe the frequency
response of such states. Gradients applied to the field enable position to be encoded
as frequency, and subsequent Fourier analysis produces the desired image in the spatial
domain. There are many possible pulse sequences that can be used to examine different
aspects of the soft tissue. A full description of the physics of MRI is beyond the scope of
this thesis, which can be referred to [89], but the relevant qualities of this modality are
examined in this section.
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Since it images hydrogen, which is mostly bound up in water molecules in the human
body, MRI has better soft tissue contrast than CT imaging, but bone is not well imaged
as it contains very little hydrogen. MRI can provide a 3D anatomical visualization
without ionising radiation of the pelvic structures, such as the prostate gland and SV.
This imaging technique is becoming the gold standard for CaP detection, localization and
diagnosis, since it can provide more detailed anatomical tissue information and functional
representation, particularly with the increasing use of modern pulse sequences, such as
diffusion imaging [99].
During magnetic resonance (MR), the body is placed in the bore of a superconducting
magnet, which forms a strong magnetic field around the area to be imaged. The resonance
of hydrogen nuclei of the body is excited by radio frequency pulses, which leads to energy
absorption. After the radio frequency pulse is applied, the hydrogen nuclei emit radio
signal at a specific frequency, the Larmor precession frequency, and the absorbed energy
is released. Applied gradients to the field will mean that different regions have slightly
different frequencies. This effectively encodes position as frequency and imaging takes
place in frequency, or k-space. A Fourier transform of the k-space signal provides a
spatial map showing the anatomy of the body. The majority of systems operate in 1.5
Tesla (T) and 3T magnets. The signal-to-noise ration (SNR) of a 3T system should be
twice as good as at 1.5T, and the spatial resolution and acquisition time can be improved.
MRI does suffer from a number of artefacts, however, including spatial distortion, which
can be more pronounced in higher field scanners. Examples of 1.5T and 3T pelvic MR
images are shown in Fig. 1.3.
Figure 1.3: T2-weighted MRI of pelvic structures from 1.5T (left) and 3T (right) systems
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The determination of signal intensity of the MR image is based on various parameters,
such as longitudinal relaxation time (T1), transverse relaxation time (T2) and proton
density. The T1 and T2 relaxation times reflect how the protons can revert back to
their resting states after adding an initial RF pulse. The change of the pulse sequence
parameters will change the contrast of the MR image. The repetition time (TR) and the
echo time (TE) are the two most important parameters, as shown in Fig. 1.4. According
to different parameters of TR and TE, the most basic forms of MRI can be divided into:
proton density (PD) weighted, T1-weighted, and T2-weighted MR images [94].
Figure 1.4: Spin-echo sequence of T1(left), T2\PD (right) weighted MRI
A set of short TR and short TE is used for a T1-weighted sequence, while a set of
long TR and long TE is used for a T2-weighted sequence. The T2-weighted sequence
can be regarded as a dual echo sequence. A set of long TR and short TE is applied for
a PD weighted sequence, which is a mixture representation of T1 and T2. For imaging
pelvic structures, T1-weighted and T2-weighted images provide different information for
analysis. Table. 1.1 shows how do tissues looks on T1-weighted or T2-weighted images
[108].
MRI is rapidly becoming the imaging modality of choice for prostate imaging. The
zonal anatomy is clearly visible on T2 images and there should be good contrast between
prostate tissue and cancer, which often presents as a low signal in the peripheral zone.
However, other symptoms can give a similar appearance, such as benign prostatic hy-
pertrophy and importantly haemorrhage from biopsy. T1 images should also be taken
to show the presence of blood. A standard diagnostic protocol consists of T1 and T2
coronal and axial images focused on the prostate region. Fig. 1.5 shows an instance of a
T1-weighted prostate MR image, compared to T2-weighted prostate MR images in Fig.
1.3. Improvements in resolution and contrast can be achieved with an endorectal coil.
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Table 1.1: The contrast of tissues in T1-weighted and T2-weighed MRI [108]
Contrast T1-weighted MRI T2-weighted MRI
Dark Increased water, as in infarction,
infection, edema, inflammation,
hemorrhage, tumours; Flow void;
Low proton density, calcification
Paramagnetic substances:
deoxyhemoglobin, iron,
methemoglobin , hemosiderin,
ferritin, flow void, melanin
protein-rich fluid; Low proton
density, calcification, fibrous tissue
Bright Paramagnetic substances: copper,
manganese, gadolinium; Fat, slowly
flowing blood, melanin, protein-rich
fluid, subacute hemorrhage;
Laminar necrosis of cerebral
infarction, calcification
Methemoglobin in subacute
hemorrhage; Increased water, as in
subdural collection, edema,
inflammation, tumour, infection,
infarction
Figure 1.5: T1-weighted MRI (left) and endorectal coil MRI (right) of pelvic structures
The endorectal coil which uses a specialized surface coil is applied in conjunction with a
coil placed into the rectum for determining the spread of cancers of the prostate, rectum,
and anus [34]. This produces high resolution images in a small field of view. However,
this coil always causes significant intensity inhomogeneity for prostate imaging, where the
area around the rectum is extremely bright, as shown in Fig. 1.5. This can cause prob-
lems for automated image analysis algorithms. Dynamic contrast-enhanced (DCE) MRI
can provide further information by showing the increased uptake of a contrast medium
in the increased vasculature (angiogenesis) associated with cancer. Diffusion weighted
imaging (DWI) can also distinguish cancer from healthy prostate tissue since there is
reduced diffusion in tightly packed cancer cells. A full diagnostic MRI procedure should
include T1, T2, DCE and DWI sequences.
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1.1.2.3 Ultrasound
Ultrasound imaging uses non-ionising radiation and is a painless imaging technique that
produces images of internal tissues using sound waves [208]. High-frequency sound waves
(typically 1-20MHz) are transmitted from the probe through a gel interface into the body.
The transducer collects the signal of echoes from scattering objects and interfaces between
tissues with different speed-of-sound, and these reflections are used to create an image.
As ultrasound images are captured in real-time, they can show the structure of internal
organs and their movements, as well as blood flow using Doppler imaging. Transrectal
ultrasound (TRUS) is used to provide images of the prostate gland and its surrounding
structures. An ultrasound probe is inserted into the rectum of the patient to capture
such images. As the prostate gland is located directly in front of the rectum, the sound
waves can easily pass into the prostate through the wall of the rectum. TRUS is useful
for the diagnosis of prostate disease and for guiding surgery and biopsy. A grayscale
TRUS scan of the prostate gland is the most frequently used prostate imaging method.
It is performed early to detect disorders within the prostate. The image obtained can
be used to determine whether the prostate is enlarged and provide an intraprocedural
view for guided biopsy. It can also be used for prostate disease detection, and diagnosis
of infertility for males. As shown in Fig. 1.6, the grayscale TRUS image allows the
delineation of prostate gland and SV anatomy by providing clear boundaries.
Figure 1.6: The TRUS image of prostate (left) and seminal vesicles (right)
1.1.2.4 Positron emission tomography (PET)
Positron emission tomography (PET) is a functional imaging technique to record the
functional processes of tissues and organs with three-dimensional images [15]. It is a
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state-of-the-art imaging technique for tumour location within the body before making
a treatment plan. Before PET imaging, a radioactively tagged molecule, normally 18-
F fluorodeoxyglucose, is injected into human body. A large amount of such special
radioactively tagged glucose will be highly demanded by tissues in the body which use up
a lot of glucose. The fluorine-18 isotope emits positrons, and quickly annihilates with an
electron, releasing two gamma waves which travel in nearly directly opposite directions.
The PET scanner can detect and record coincident gamma waves, which are assumed to
have come from a source along a line between the detections. Many of these coincidence
events are accumulated to construct a three-dimensional image. Tissues which have a
high uptake of radioactively tagged glucose can be detected. Typically, compared to
normal cells, cancer cells always use more glucose. This property makes PET very useful
for cancer detection. The region where cancers may spread in the body can be detected
by abnormal rates of high glucose on the PET. This can help clinicians to choose the
most appropriate treatment plan [85]. Though PET shows metabolism nicely, it has a
lower limit on the resolution of a few milli-metres.
In more recent clinical practice, the combination of both PET and CT scan can be used
to determine regions in human body where the cancer has spread. Traditionally, PET
is also the modality of choice for CaP detection. However, the imaging results of CaP
on PET have been inconsistent, since prostate tumours are not as highly metabolising
of glucose as most cancers. Other agents are being explored for better imaging CaP on
PET [57]. There is current debate as to whether PET or MR imaging, including diffusion
and perfusion scans, will provide the best detection and delineation of CaP, but MRI is
gaining acceptance as the modality of choice for accurate CaP diagnosis [171]. A example
of combined PET/CT and PET/MRI scans of CaP are shown in Fig. 1.7
Figure 1.7: PET/CT and PET/MRI scans of prostate cancer
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1.1.3 Image-guided strategies for prostate cancer
1.1.3.1 Radiation therapy
Radiation therapy (RT) is a well-known treatment method to shrink tumours and to kill
cancer cells by using high-energy rays, such as X-rays (gamma rays) or charged particles
(β-rays/electrons), which can damage the DNA structure of cancer cells. It is a widely
used technique for cancer treatment to eliminate a tumour and hopefully prevent cancer
recurrence. RT can be divided into two main types: external and internal radiation ther-
apy (brachytherapy). In an external therapy (such as external-beam radiation therapy
(EBRT) shown in Fig. 1.8), the treatment is carried out by adding radiation delivered
by a machine outside the body. In brachytherapy, the radiation comes from radioactive
material which is put into the body close to the cancer region. For CaP treatment, a
commonly used therapy is high-dose-rate interstitial brachytherapy which uses a needle
to place many radioactive seeds into the prostate [148].
Figure 1.8: The radiation therapy for cancer
During RT, there can be damage to surrounding normal cells, leading to side effects.
To achieve an optimal RT, the dose is expected be maximized to the tumour while
being minimized to the surrounding tissue. A patient-specific treatment plan is needed
before therapy, which means that a radiation oncologist need to conduct a simulation.
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During the simulation, detailed imaging scans (such as MRI, CT and PET) are used for
tumour localization and distinguishing the surrounding normal areas. When the tumour
is located, the therapy can then be carried out based on the planned path and area. The
patients should be in exactly the same position when taking the imaging as they are
relative to the radiation machine. This can be carried out by constructing body molds
or masks on the skin to ensure the patient is correctly repositioned. After simulation,
details of the exact radiation plan are designed by the radiation oncologist including the
exact area, a safe angle for delivering radiation and a suitable amount of radiation dose
delivered to the tumour.
EBRT is the most often used therapy for CaP. This type of radiation is used to cure
cancers at an early stage, and help to relieve painful symptoms. In EBRT, photon beams
of radiation from a machine outside the patient body can produce a bundle of energy
to focus on the prostate region. To reduce the side effects of normal tissues, a radiation
oncologist needs to aim the beams accurately to hit the outlined target, and use a suitable
dose. For CaP treatment, the aim is to maximize the dose of radiation to the prostate
gland while minimizing the dose to nearby healthy tissues. To outline the target of
interest, segmentation is an important step to create an accurate boundary of the target.
The most commonly used types of EBRT are as follows:
1) Three-dimensional conformal radiation therapy
Three-dimensional conformal radiation therapy (3D-CRT) incorporates 3-dimensional
models of the patient’s anatomy and the tumour from imaging prior to the procedure
[118]. Radiation beams are aimed at the prostate gland from several angles and shaped
according to the shape of the tumour, which may affect normal tissues. The highest
possible dose of radiation can be accurately delivered to the exact target areas.
2) Image-guided radiation therapy
Image-guided radiation therapy (IGRT) applies a repeated imaging technique (such as
CT, MRI or PET) to guide RT [26]. The imaging scan is captured during the treatment,
and is processed to extract the tumour location and to identify changes in the size of
tumour, which may vary during treatment. With prior knowledge from image guidance,
the planned radiation dose can be adjusted during the treatment as needed. Therefore,
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repeated imaging can increase the performance of radiation treatment and reduce the
damage to normal tissues dynamically.
3) Intensity-modulated radiation therapy
Intensity-modulated radiation therapy (IMRT) uses a large amount of tiny beams within
the main radiotherapy beam to intersect into the tumour from a number of angles and po-
sitions [230]. During the treatment, the intensity of each smaller beam can be controlled
to deliver accurate and varying doses to different parts of the tumour, and reduce the
dose to healthy tissue or organs. This improves the protection of normal tissue leading
to a higher quality treatment.
4) Tomotherapy
Tomotherapy is a newly developed dynamic conformal radiotherapy technique [138]. A
tomotherapy machine is a combination between an EBRT machine and a CT scanner.
Before the treatment, CT images of the patient’s tumour can be captured immediately.
Using the image guidance, it allows to accurately target tumours and to protect normal
tissues from high radiation doses.
1.1.3.2 Image-guided Surgery
Surgery is a common choice of treatment which aims to cure CaP if it has not spread
outside the prostate gland. Minimally invasive methods are gradually replacing tradi-
tional open procedures. Radical prostatectomy (RP) is a main and well-known type of
surgery for CaP. During this operation, the entire prostate gland and its surrounding
tissues (such as the SV and any involved pelvic lymph nodes) are entirely removed. This
procedure has a high risk of bleeding both during and after the operation, since many
blood vessels are near the prostate. With the development of minimally invasive tech-
niques, RP can be done in different ways. In laparoscopic approaches, a set of special
surgical tools can be used to remove the prostate through several smaller incisions. The
operations can be done with the surgeon either holding the operation tools directly or
using a automatic control platform to move the robotic arms which hold the tools. The
success of such a procedure relies heavily on the experience and skill of the surgeon.
As well as open surgery, which has associated scars and blood loss, there has been an
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increasing interest in minimally invasive techniques to reduce tissue trauma. The two
main forms of minimally invasive RP are described below.
1) Laparoscopic radical prostatectomy
Laparoscopic radical prostatectomy (LRP) was first successfully performed by Schuessler
in 1997 [193]. The performance of LRP appears to be as good as that of open radical
prostatectomy, but in a minimally invasive manner. During the surgery, several small
incisions are made and the prostate is then removed by special long clinical instruments
inserted from these holes. A real-time surgical view can be provided to the surgeon
using the laparoscope to guide the procedure. Compared with the usual open radical
prostatectomy, several advantages can be obtained in LRP, including faster recovery
times, less pain and blood loss, shorter hospital stays [3]. However, the high technical
demands and significant learning curve of LRP have prevented its widespread use by the
urologists.
2) Robotic-assisted laparoscopic radical prostatectomy
Robotic-assisted laparoscopic radical prostatectomy (RALRP) is a new technique to carry
out laparoscopic surgery via a robotic system. The da Vinci system, made by the Amer-
ican company Intuitive Surgical, is the most famous, shown in Fig. 1.9, and is the only
system currently available on the market. Operations are performed through small key-
holes, or ports, in a minimal invasive manner similar to LRP. During the procedure, the
surgeon sits at a master control panel and remotely controls the robotic arms to perform
the operation while using 3D visualization from the stereo laparoscope. Surgery is car-
ried out through several small keyholes in the abdomen. Like direct LRP, RALRP has
several advantages over the open procedure, including small scars, less pain, less blood
loss, short length of stay, fast recovery [204]. In the robotic system, the surgeon may have
more maneuverability and more dexterity to move the instruments than LRP. The use
of robotic technology for prostatectomy also enables surgeons to reproduce the technical
aspects of open radical prostatectomy in a minimally invasive environment. The first
RALRP using the da Vinci system was carried out by Abbou in 2001 [1]. After that, it is
widely used in the developed world and around 80% of radical prostatectomies are now
robotic in the US. It should be noted, however, that the outcomes of open and robotic
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procedures are quite similar in most of the literature [3] and some commentators have
been critical of the rapid uptake of a technique whose benefit is not that clear.
Figure 1.9: The da Vinci system for prostatectomy
1.2 Motivation and challenges
RP is an effective surgical treatment for CaP. However there is a clinical need to improve
functional outcomes, such as continence and potency, together with oncological control
[113]. RALRP enables the operating surgeon to view the operating field in stereo, offering
the possibility of incorporating intraoperative 3D image guidance with augmented reality,
which has the potential to improve patient outcomes by improving surgical accuracy and
decreasing the learning curve [41]. To achieve such image guidance, a 3D model from
preoperative imaging must be aligned with the view of the patient through the stereo
endoscope. During RALRP, pneumoperitoneum and tissue dissection cause significant
soft tissue deformation. Therefore, the large and rigid bony pelvis presents the most
sensible target for intraoperative rigid registration and tracking. The pelvic rim is visible
in the intraoperative view through the stereo laparoscope. The 3D bony pelvis model
can be aligned to the view through the da Vinci stereo-endoscope and can be used for
subsequent tracking during the procedure. This may provide augmented reality guidance
to the surgeon. Construction of the 3D model of the anatomy from preoperative images
is the first requirement. Manual segmentation by a specialist radiologist is considered to
be the only reliable gold standard for delineating anatomical structures. This process is
particularly time consuming and is a barrier to routine clinical implementation of image
guidance.
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A CT scan shows the attenuation of X-rays by tissues and as such provides a clear and
distinct boundary for cortical bone. MRI, on the other hand, provides good contrast of
soft tissue structures, but cortical bone and air both return a low signal. MRI is becoming
the gold standard imaging modality for detection, localization and staging of CaP by
providing detailed functional and anatomical tissue information [99]. Segmentation of
the large bony pelvis from MRI is particularly difficult even for experienced radiologists,
as the cortical bone is dark and can be hard to distinguish from surrounding tissue.
Diagnostic MR scans are typically not high resolution, having a slice separation of several
millimeters. CT would provide good bone delineation, but it is hard to justify the
additional costs and radiation dose involved since CT does not provide clear soft tissue
delineation. Therefore, automatic and accurate segmentation of the bony pelvis from
diagnostic quality MR scans is desirable and presents a challenging research target.
In EBRT, analysis of the preoperative images and construction of patient-specific mod-
els prior to the procedure would help radiation oncologists to better locate the structures
of interest, plan the dose and procedure and diagnose disease. The prostate gland and its
surrounding structures such as SV are always included in the EBRT plan. The accurate
localization of such structures will help to reduce the radiation exposure and damage
to nearby healthy tissues. Emerging applications in IGRT and diagnosis for CaP also
require techniques for rapid and accurate segmentation and modeling of these structures
from preoperative patient scans, or even from intraoperative images such as ultrasound.
In diagnostic MR images, the prostate and its surrounding structures have large variation
in both intensity and shape. It is extremely challenging to achieve an automated and
accurate segmentation.
The overall aim of my work is to meet these stated purposes and to provide a framework
for automated and accurate segmentation of pelvic structures from MR images.
1.3 Contributions
In this thesis, I aim to construct 3D models of pelvic structures from preoperative im-
ages for image-guided RALRP and EBRT to improve the treatment outcome of CaP.
To achieve this goal, the work presented in this thesis makes four main technical contri-
butions to pelvic structure segmentation. Two potential clinical applications using the
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results from the proposed techniques are also presented. The main contributions are
described in chapters 4 - 8 and are summarized as follows:
1. A fully automated multi-atlas framework is introduced for bony pelvis segmenta-
tion in MRI, using an MRI appearance embedding statistical deformation model
(AE-SDM). Based on a series of patients with both CT and MR scans, the statis-
tical deformation model (SDM) is built using the node positions of deformations
obtained from hierarchical free-form non-rigid registrations of full pelvis CT im-
ages. Using the transformations between CT and MR images, the MRI can be
transformed into CT SDM space. MRI appearance can then be used to improve
the registration between combined MRI/CT atlas and MRI target using SDM con-
straints. I can use this model to segment the bony pelvis in a new MR image where
there is no CT available. A multi-atlas segmentation algorithm is introduced which
incorporates the guidance of MRI AE-SDM and atlases are selected based on both
shape and intensity similarities. The proposed technique outperforms state-of-the-
art algorithms for MRI bony pelvis segmentation.
2. A fully automatic multi-atlas based segmentation is extended for diagnostic MRI
prostate segmentation using local appearance-specific atlases and patch-based weight-
ing. The atlases with the most similar global appearance are first grouped together.
Then, the sum-of-square local intensity difference of affinely aligned images is used
for atlas selection and a patch-based weighting is performed for label fusion after
non-rigid registration. To make the multi-atlas segmentation techniques more ro-
bust, I further propose a multi-atlas propagation technique via a manifold graph
using both labeled and unlabeled images. All the images are embedded in a learned
manifold space and connected by a k-nearest graph. Atlases are selected for a target
image based on the shortest path length along the manifold graph. Atlas-to-target
image registrations are improved using intermediate registrations via each of the
nodes on the planned geodesic graph.
3. A nearly automatic multi-atlas learning approach is proposed to segment the SV
in MRI via random forest (RF) classifiers and graph cuts (GC) algorithm. The
proposed discriminative approach relies on training a random decision forest using
high-dimensional multi-scale context-aware spatial, textural and descriptor-based
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features at both pixel and super-pixel levels. After affine transformation to a tem-
plate space, the relevant high-dimensional multi-scale features are extracted and
random forest classifiers are learned based on the masked region of the SV from
the most similar atlases. Using learned classifiers, an intermediate probabilistic
segmentation is obtained for the test images. A GC based refinement is then ap-
plied to this intermediate probabilistic representation of each voxel to get the final
segmentation. The proposed technique outperforms state-of-the-art algorithms for
MRI SV segmentation.
4. A fully automatic multi-atlas learning approach is further extended to segment the
prostate using multispectral (T1 and T2-weighted) MR images. After affine trans-
formation to the template space, multi-scale context-aware features are extracted
from the most similar T1 and T2 atlases. Separate local template-based RF clas-
sifiers are learned for the prostate region in T2-weighted images and a global RF
classifier is trained in T1-weighted images. The probabilities from these two kinds of
classifiers (T1 and T2) are then fused to obtain a robust probabilistic segmentation.
Finally, using the probabilistic representation for each voxel, multi-image GC are
applied on these multispectral images simultaneously to get the final segmentation.
5. Based on the segmented surface, an accurate 3D pelvimetry system is designed and
implemented to measure a comprehensive set of pelvic geometric parameters for
examining the relationship between pelvic geometric parameters and the difficulty
of RALRP. This system can be used in both manual and automated manner with
a user-friendly interface.
1.4 Overview of thesis
Following this chapter, the thesis is organized as follows:
• In Chapter 2, I introduce some critical and mathematical techniques used in this
thesis, including image preprocessing, image registration, machine learning and
segmentation refinement methods.
• In Chapter 3, I review existing techniques for medical image segmentation, and sur-
vey segmentation methods for pelvic MR images. I also review different strategies
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for comparison of segmentation results. An investigation of pelvimetry techniques
is also included.
Following these, Chapters 4 - 8 demonstrate my contribution to the field of pelvic struc-
ture segmentation and their clinical applications.
• In Chapter 4, I develop a multi-atlas segmentation technique based on an AE-SDM
to segment bony pelvis from diagnostic MRI.
• In Chapter 5, based on the segmented bony pelvis surface, I design and imple-
ment an accurate 3D pelvimetry system to measure a comprehensive set of pelvic
geometric parameters .
• In Chapter 6, I extend a fully automatic multi-atlas based segmentation to segment
the prostate from diagnostic MRI using local appearance-specific atlases and patch-
based weighting. Multi-atlas propagation via a manifold graph on a database of
both labeled and unlabeled images is further developed to improve the segmentation
results.
• In Chapter 7, I develop a nearly automatic multi-altas learning algorithm to de-
lineate the SV from diagnostic MRI via learned random forest classifiers and GC
algorithm.
• In Chapter 8, I further extend the multi-atlas learning technique to segment the
prostate fully automatically using multispectral (T1 and T2-weighted) MRI images
and hybrid random forest classifiers.
Finally, in Chapter 9, I summarize the whole work presented in the thesis and discuss
future directions for the research.
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2 Mathematical preliminaries
In this chapter, the important mathematical techniques used in the thesis are introduced,
including image preprocessing methods, image registration techniques, machine learning,
expectation-maximization (EM) algorithm and graph cuts for medical image segmenta-
tion. The remainder of this chapter is organized as follows: A comprehensive magnetic
resonance (MR) image preprocessing method, which contains image denoising, bias cor-
rection and intensity normalization techniques, is presented in Section 2.1. In Section
2.2, the most important image registration methods are presented, including linear (rigid
and affine) registration and free form deformation (FFD) based non-linear registration.
In Section 2.3, several machine learning techniques are introduced. These include statis-
tical deformation model (SDM), manifold learning and random forests. Two frequently
used segmentation refinement techniques are introduced in Section 2.4, including EM
algorithm and graph cuts (GC) algorithm, followed by a short summary in Section 2.5.
2.1 Image preprocessing
In magnetic resonance imaging (MRI), image preprocessing is an important step before
image analysis, since MRI may contain significant levels of noise and intensity inhomo-
geneity. For prostate imaging, the data are sometimes multi-center and multi-vendor
and have different acquisition protocols, resulting in differences in slice thickness, noise
characteristics and signal response. In addition to this, the presence of an endorectal coil
can cause very different appearance of the prostate and surrounding structures. The per-
formance of algorithms such as segmentation and registration is directly affected by these
image characteristics. It is important to improve the signal-to-noise ration (SNR) and
grayscale consistency of images for quantitative analysis. Image processing procedures
often need to remove artifacts beforehand in order to make quantitative post-processing
more robust and efficient. In this section, some robust MRI preprocessing approaches
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are presented, including: image denoising, intensity inhomogeneity correction, template
construction and matching, and inter-subject intensity normalization.
2.1.1 Image denoising
In MRI, the intensity values are easy to be corrupted by noise. A Gaussian probability
density function can be used to model the noise in the separate real and imaginary
components. After nonlinearly transforming this initial Gaussian noise in complex space
by taking the magnitude, the Rician-distributed noise can be obtained. This noise, which
induces a bias in MRI intensities [156], is denoted as:
R =
√
( x√
2
+ γn)2 + (
x√
2
+ γi)2 (2.1)
where γn and γi~N(0, σ2) , x and σ are random variables in the Rician probability
density function. To remove the intensity bias introduced by the Rician-distributed noise,
a new rotationally invariant 3D version of a Rician-adapted non-local means filter has
been used to reduce noise [144]. This reduces the noise component while preserving the
image features. The filter can be formulated as:
x′(i) =
∑
j∈Ω(wi,jx(i))∑
j∈Ω wi,j
(2.2)
wi,j = e−
‖P (i)−P (j)‖2
h2 (2.3)
where Ω is the surrounding searching volume, wi,j represents the similarity between
3D patches P (i) and P (j) centered on pixels i and j, and h is a parameter to control
the range of the filter. For evaluation of patch similarity, patch orientation should not
affect weighting. Therefore, a rotationally invariant weight is proposed based on voxel
intensity and the corresponding local patch mean, which is defined as [144]:
wi,j = e−
1
2 (
(x(i)−x(j))2+3∗(µ(P (i))−µ(P (j)))2
2h2 ) (2.4)
When the filter is applied, the Rician noise can be reduced.
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2.1.2 Intensity inhomogeneity correction
Intensity inhomogeneity, which arises from the interference of external factors during
the image acquisition process, such as the presence of double surface coil or endorectal
surface coil during MRI, can also adversely affect quantitative image analysis, especially
for intensity-sensitive algorithms. The well-known nonparametric nonuniform intensity
normalization (N3) algorithm [202] is a commonly applied method to reduce intensity
inhomogeneity. The image model can be denoted as:
a(x) = r(x)b(x) + n(x) (2.5)
where, r(x) is the real signal respondence of tissue, a(x) is measured signal, b(x) is the
bias field which makes intensity inhomogeneity, and n(x) is white Gaussian noise. After
denoising, the image model can be approximated to be noise free, which is:
a(x) ≈ r(x)b(x) (2.6)
Therefore, the problem of compensating for intensity inhomogeneity is to estimate bias
field b(x). By applying the estimated bias, the intensity becomes more homogeneous.
2.1.3 Template construction and matching
MR images may be collected from different scanners and for different patients they will
certainly be in different coordinates. For further image analysis, template construction is
often required to linearly transform a population of different subjects into this common
space. In the literature, the most frequently used template construction methods for med-
ical images contain: pairwise non-rigid registration method [195], symmetric non-rigid
registration [155], groupwise non-rigid registration [131], and patch-based method [47].
Here, I briefly describe the pairwise registration based template construction technique
which is used in the thesis. To construct such template image, it is common to mask the
atlas images to isolate the target anatomical region, which in my case contains only the
pelvic bone, bladder, rectum and prostate. An average image is firstly calculated using
all the images in the database. Then, the average image can be treated as a template and
all other images can be non-rigidly warped to this template. This step is repeated until
the change of the sum of square of intensity difference of the average images is below a
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threshold, which is denoted as:
∑
‖ Ai −Ai−1 ‖2≤ σ (2.7)
Using the constructed template image, all the atlases are affinely transformed into the
template space.
2.1.4 Inter-subject intensity normalization
With all the atlas images in the template space, the normalization of image intensities
can be applied. A popular method is that proposed by Nyul et al. [157]. This consists of
two main steps based on the intensity histogram: a training step and a transformation
step. In the training step, a set of volume images from the same body region are used
to train parameters for a ”standard” intensity histogram. In the transformation step,
the intensity of any given volume image is transformed so that its histogram parameters
match those of the standard histogram. Denote the parameters of a trained standard
histogram as ϕi and the parameters of a histogram of any given volume image as ψi. The
intensity normalization aims to find a intensity transformation Γ which makes ψi close
to ϕi, expressed as ϕ
′
i ≈ Γ(ψi). The problem of optimization can be defined as:
minΓ{
N∑
i=0
‖ ϕi − Γ(ψi) ‖} (2.8)
In my case, the standard histogram is created from the template image, and the in-
tensity histograms from all atlases are normalized to match to this standard parameter
space.
2.2 Image registration
Image registration is one of the most crucial techniques for multi-atlas segmentation
and template matching. Registration is a process to determine a transformation to
map coordinates in one space to another. Points in the two spaces corresponding to
the same anatomical point are mapped to each other. This process requires several
components, including similarity metrics, interpolation schemes, spatial transformation
and an optimization method.
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Denoting the spatial transformation as T and the cost function as ζ, the registration
between target image I1 and source image I2 can be formulated as:
argminT∈Rζ(T, I1, I2)
where ζ consists of a similarity metric ζsimilarity between transformed source image
T (I2) and target image I1, and a smoothness term ζsmooth to regularize the transformation
T . To find the optimal image match during registration, the parameters of transformation
T are optimized to minimize the cost function ζ(T, I1, I2). Similarity metrics ζsimilarity
can be divided into two groups: intensity-based and feature-based. The most frequently
used similarity metrics include sum of squared difference (SSD) [72], cross correlation
(CC) [169], normalized cross correlation (NCC) [169], mutual information (MI) [223],
normalized mutual information (NMI) [206], joint entropy (JE) [177], label consistency
(LC) [21]. Rather than covering all of these, I will now introduce the most frequently
used similarity metrics: NCC, NMI and SSD.
1) Normalized cross-correlation
ψ(NCC) = Cov(I1, I2)√
V ar(I1) ·
√
V ar(I2)
(2.9)
where Cov(I1, I2) is the covariance matrix of images I1 and I2, V ar(I1) and V ar(I2)
are the variances of image I1 and image I2 respectively.
2) Normalized mutual information
ψ(NCC) = H(I1) +H(I2)
H(I1, I2)
(2.10)
where H(I1) and H(I2) are the entropies of image I1 and image I2 and H(I1, I2) is the
joint entropy of there two images.
3) Sum square distance
ψ(SSD) =
√√√√ N∑
i=1
(I1(i)− I2(i)2 (2.11)
These metrics make different assumptions about the underlying images. SSD assumes
that at perfect registration the voxel values will be the same (apart from noise). NCC
assumes an increasing (and preferably linear) relationship between the grayscales in the
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images. NMI does not make any assumption about the relationship between image
intensities, but will try to maximize the ability of one image to explain the other in an
information theoretic sense. This works particularly well in inter-modality registration
[139], for example between computed tomography (CT) and MR images.
To optimize similarity metrics during registration, many different methods can be
applied [140], for example gradient descent, steepest gradient descent, downhill descent,
conjugate gradient descent, simplex methods as well as other more ad hoc schemes.
During image registration procedures, a reference image voxel does not align neatly onto
a voxel center in the transformed image coordinate. Hence, it is necessary to use an
interpolation method to compute the intensity value to be placed at location on the
transformed image after spatial transformation. Several interpolation techniques can be
used, seeing a review in [124]. Nearest neighbor interpolation simply takes the value
of the nearest voxel. Linear interpolation (sometimes called trilinear in 3 dimensions)
interpolates the value by weighting the contribution of the 8 surrounding voxels in the
target image based on the distance to the interpolated point. Higher order interpolation
methods exist, which include more than just the 8 nearest neighbours, such as C-Spline
or B-Spline interpolation. These can produce better results, though they do take longer
to calculate and all interpolation methods inevitably cause a certain amount of blurring.
Finally, sinc interpolation can be used on MRI images (or any band-limited images) and
theoretically this should be an ideal interpolator, but it is computationally expensive.
Based on different types of spatial transformations, image registrations can be catego-
rized into rigid/affine registration and non-linear registration.
2.2.1 Rigid and affine registration
Rigid-body registration is a basic technique for alignment of different coordinate systems
and its theory is well developed and is widely applied in medical images [142, 95]. Rigid
registration is based on a geometric transformation involving translation and rotation,
which preserves shape and more specifically the distance between landmarks remains the
same before and after transformation. In 3D rigid registration, the transformation has
six degrees of freedom (DOF) which can be summarized as translations in the x, y and
z directions: t = (tx, ty, tz)T , and coupled with rotations around each axis r = (α, β, γ).
For example, a rigid transformation of the point p = (px, py, pz) can be defined as:
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Trigid(p) = Rp+ t (2.12)
where R =

r11 r12 r13
r21 r22 r23
r31 r32 r33
is constructed with the angles of rotation.
If rotations and translations are insufficient to fully describe the transformation, affine
transformations may be used. Affine transformation takes scaling and shearing further
into consideration, which increases the DOF to 12 and preserves collinearity. Shears
fix all points along one axis but shift other points parallel to the axis by a distance
proportional to their perpendicular distance from the axis. An affine transformation can
be summarized as a linear transformation F plusing a transformation t as:
Taffine(p) = Fp+ t (2.13)
where F =

f00 f01 f02
f11 f12 f13
f21 f22 f23
 represents the parameters of transformation describing
rotation, scaling and shearing.
Generally, rigid and affine transformations can also be parametrized using a common
transform matrix in the homogeneous system. The transformation T (p) applied to p¯ =
[pT 1]T = [px py pz 1]T can be expressed as:
Tglobal(p¯) = Trigid/affine(p¯) = T¯ p¯ =

a00 a01 a02 a03
a10 a11 a12 a13
a20 a21 a22 a23
0 0 0 1


px
py
pz
1

(2.14)
1) For rigid transformation having only 6 DOF, the transformation is as follows:
Trigid(p¯) = T¯ p¯ =

r00 r01 r02 tx
r10 r11 r12 ty
r20 r21 r22 tz
0 0 0 1


px
py
pz
1

(2.15)
Translation on x, y and z is defined by tx, ty and tz and the rotation can be expressed
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in terms of Euler angles:
r00 = cosβcosγ r01 = cosαsinγ + sinαsinβcosγ r02 = sinαsinγ + cosαcosβcosγ
r10 = −cosβcosγ r11 = cosαcosβ − sinαsinβsinγ r12 = sinαcosγ + cosαsinβsinγ
r20 = sinβ r21 = −sinαcosβ r22 = cosαcosβ
where α, β and γ are the rotations around the x, y and z axes.
2) For affine transformation having 12 DOF, the matrix representing affine transfor-
mation can be define as:
Taffine(p¯) = T¯ p¯ =

r00 r01 r02 tx
r10 r11 r12 ty
r20 r21 r22 tz
0 0 0 1


sx 0 0 0
0 sy 0 0
0 0 sz 0
0 0 0 1

×

1 sxy syz 0
0 1 sxz 0
0 0 1 0
0 0 0 1


px
py
pz
1

(2.16)
where the rotation and translation matrix is the same as for rigid transformation, sx,
sy and sz are the scaling parameters and sxy, sxz and syz are the shearing parameters.
In conclusion, an affine transformation has 12 DOF corresponding to translation, ro-
tation, scaling and shearing parameters. Whereas rigid transformation has only 6 DOF
consisting of rotation and translation parameters, while scaling and shearing are not
allowed, which result in sx = sy = sz = 1 and sxy = sxz = syz = 0.
2.2.2 Non-rigid registration
Affine registration provides only 12 DOF, which is not sufficient for complex motion
when medical images exhibit soft tissue deformation or for registration between different
individuals, especially when there are many local deformations. Therefore, a non-rigid
transformation with many more DOF is required to achieve a good registration result, and
to encompass a wide range of deformations. The representations of non-rigid transforma-
tion are divided into several categories: splines [24], elastic-solid models [226], physical
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models [227], viscous-fluid models [53], linear combination of some basic functions such
as wavelet basis functions [235], and smoothed displacement fields, for which several
smoothing parameters are set to control the smoothness [7]. One of the most commonly
used methods is splines, which enables to define the transformation using control points.
Bookstein et al. [25] used it to modeling the deformation of shapes in medical image
analysis. An advantage of thin-plate splines is that they enable to obtain a close-form
solution of the transformation using landmarks, while a disadvantage is that the trans-
formation can be quite sensitive to the landmark placement and that the deformation
is non-local. This latter property means that movement of any landmark will affect the
entire deformation, which can be computationally inefficient. Rueckert et al. [186] pro-
posed a multi-resolution free-form non-rigid registration algorithm by using B-splines.
This algorithm has the advantage of automated control points placement on a regular
grid as well as local control, which can enable efficient implementation, including the use
of a GPU [152]. There are a number of open source solutions using this technique, which
is now the most popular algorithm for non-rigid medical image registration and it is the
method utilized in my work as well.
In Rueckert’s method, the transformation has two main components: a global transfor-
mation Tglobal, which is simply a rigid/affine transformation and concatenation of local
transformations Tlocal, which can be denoted as follows:
T (x, y, z) = Tglobal(x, y, z) + Tlocal(x, y, z) (2.17)
Tglobal(x, y, z) is an affine transformation described in Section 2.2.1. Tlocal(x, y, z) is a
local non-linear transformation, which is represented by a FFD based on B-splines [123].
An example of FFD is shown in Fig. 2.1.
To define the FFD, Ω = {(x, y, z)|0 ≤ x ≤ X, 0 ≤ y ≤ Y, 0 ≤ z ≤ Z} is used to define
the area over which source control points are located, Φ as a mesh of nx×ny×nz control
points Φi,j,k with uniform distance. The local transformation can be represented in the
form of cubic b-spines and the number of DOF of Tlocal is defined by the resolution of
control mesh:
Tlocal(x, y, z) =
3∑
l=0
3∑
m=0
3∑
n=0
B1(u)Bm(v)Bn(w)Φi+l,j+m,k+n (2.18)
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Figure 2.1: FFD mesh before (left) and after (right) deformation
where i =
⌊
x
nx
⌋
− 1, j =
⌊
y
ny
⌋
− 1, k =
⌊
z
nz
− 1
⌋
, u = xnx −
⌊
x
nx
⌋
, v = yny −
⌊
y
ny
⌋
and
w = znz −
⌊
z
nz
⌋
. Bi is is uniform B-spline basis function defined as:
B0 = (1− u)3/6
B1 = (3u3 − 6u2 + 4)
B2 = (−3u3 + 3u2 + 1)/6
B3 = u3/6
During non-rigid registration, the local transformation is expected to be smooth. To
regularize the transformation, a penalty term is added to the similarity metric to form a
cost function. The penalty term is defined as the 3D bending energy of a thin-plane:
ζsmooth = 1V
∫X
0
∫ Y
0
∫ Z
0 [(∂
2T
∂x2 )
2 + (∂2T
∂y2 )
2 + (∂2T
∂z2 )
2
+(∂2T∂xy )2 + (
∂2T
∂xz )2 + (
∂2T
∂yz )2]dxdydz
(2.19)
where V denotes the image domain. The cost function consists of two terms: an image
similarity metric ζsimilarity and a smoothness term ζsmooth, as:
ζ(T ) = −ζsimilarity(T ) + λζsmooth(T ) (2.20)
Control points can move in any of the x, y and z directions during the optimization.
Three separate B-spline surfaces are constructed for displacements in each direction and
the number of DOF is nx × ny × nz × 3.
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2.3 Machine learning techniques
Machine learning is becoming a vital role in the medical imaging field, including image
registration and segmentation, computer-aided diagnosis and image-guided therapy, etc.
I briefly introduce the machine learning techniques used in this thesis in the following
part.
2.3.1 Statistical deformation models
Statistical shape model (SSM) is a class of techniques that aim to model anatomical shape
variation with a significantly reduced number of dimensions [44]. The idea of a SSM is
to initially align samples of the shape, such as landmarks of objects, and represent them
with a set of vectors in a high dimensional space. Statistical analysis methods such as
principal component analysis (PCA) can then be applied to extract statistical properties
of the shape. Cootes et al. [44] firstly proposed the point distribution model (PDM),
which is a kind of SSD representing a mean shape and some statistical modes of variation
trained by a set of shapes. PDM relies on landmark points, and their consistency and
correspondence should be decided upon before building the PDM. Given a set of n shapes,
each represented by m landmarks with correspondence established, the coordinate of
there landmarks can be denoted by a shape vector:
si = [x1, y1, z1, x2, y2, z2, · · ·xm, ym, zm, ]T (2.21)
The shape matrix can be represented as S = [s1, s2, · · · sn]. To build the PDM, PCA
is applied to calculate normalized engenvectors and engenvalues of the covariance matrix
of S:
S = Sˆ + ΦB (2.22)
where Sˆ = 1n
∑n
i=1 si is an average shape, B is the shape parameters for principal
components, and Φ is formed by the engenvectors of the covariance matrix of S, also
referred to principal components.
A fundamental problem when building a SSM is that it requires corresponding land-
marks between different shapes. Manual annotation of the landmarks is a tedious and
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always time consuming task, and is particularly challenging for 3D medical images.
A SDM is an example of a SSM. A SDM is built by statistical analysis directly on a
training set of deformation fields that describe correspondences between the anatomies
of a set of example subjects. To solve this problem, Rueckert et al. [185] proposed to
construct a SDM automatically using non-rigid registration to learn an average deforma-
tion and corresponding statistical modes of deformation variations across a population
of subjects. In this technique, a FFD-based nonrigid registration is used to establish
correspondences between shapes. PCA is then carried out on the node point displace-
ments of the FFD that describes the deformation fields. These correspondences come
directly from the registration, alleviating the need for any manual interaction. The SDM
describes how the average shape should be deformed to fit to a given target shape. This
approach can reduce the number of DOF during the optimization of non-rigid registration
by only keeping the most important modes of variation. This kind of SDM is introduced
into my project to guide atlas matching.
To construct such SDM, suppose that m FFDs are provided by non-rigid registra-
tions for locally mapping the anatomy of a reference subject Sr into that of the other
subjects Si. Each FFD provides 3D displacements of nx × ny × nz control points
P = {p1, p2 · · · pn}. The deformation field is represented by a vector concatenating
all these displacements, denoted as:Di = [xi,1, yi,1, zi,1, xi,2, yi,2, zi,2, · · ·xi,n, yi,n, zi,n]T ,
where n is the index of control points pi, xi, yi and zi are three main deformation di-
rections of the control point pi. The overall deformation matrix D of all the FFDs is
represented as D = [D1, D2, · · ·Dm−1, Dm]. Then, to approximate the distribution of D,
a SDM is constructed using a linear model of mean and variation of the deformations
[185]:
D = Dˆ + ΦB (2.23)
where Dˆ = 1n
∑n
i=1Di is the average deformation field, and B is the model parameters.
The matrix Φ consists of the principal components of the covariance matrix S:
S = 1
n− 1
n∑
i=1
(Di − Dˆ)(Di − Dˆ)T (2.24)
With the covariance matrix S, the principal components of deformation variation of the
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Figure 2.2: A example of an SDM of the pelvis to produce different pelvic image instances
control points can be calculated as eigenvectors Φi and eigenvalues λi of S. Eigenvectors
Φi are ordered according to the eigenvalues λi since a more important component or mode
should has a larger eigenvalue. Therefore, each deformation within the population group
can be approximated using SDMs according to Eq. 2.23. By varying the parameters B of
SDM, different instances of a FFD can be generated, which describes the transformation
of anatomies under analysis. A example of using SDM of pelvis to produce different
pelvis image instances is shown in Fig. 2.2. This is done by varying the parameters of
first principle component. The SDM can be used to make the registration happen in
more reliable directions by restricting to anatomically likely deformation, which should
reduce the likelihood of falling into local minimum.
The SDM building process issummarized as follows:
1. Obtaining FFDs by non-rigid registration from the reference subject to all the other
subjects in a population.
2. Constructing the deformation matrix D using the displacement of control points in
all the FFDs.
3. Building the SDM by using PCA to extract principal components of the deforma-
tion.
32
2.3.2 Manifold learning
Manifold learning is a non-linear dimensionality reduction technique to convert data from
a high to low dimensional representation with a negligible loss of information while pre-
serving the intrinsic properties of the data. Dimensionality reduction can be formulated
as: X ∈ RM −→ Y ∈ RE. The assumption is that images, which are embedded in
a high-dimensional space, can be represented on a lower dimensional manifold. Based
on the assumption that images lie on a non-linear manifold, it is not meaningful to use
the Euclidean distance to measure the separation of two images in the original high-
dimensional space. Manifold learning has become a popular technique in medical image
registration, segmentation and classification in recent years [9, 91, 231]. Many manifold
learning techniques have been developed, including Kernel PCA [191], multidimensional
scaling (MDS) [49], Isomap [211], locally-linear embedding (LLE) [182], Hessian LLE
[60] and Laplacian eigenmaps (LE) [17], etc. Each technique has its own advantage and
disadvantage, and is chosen according to the properties of data in particular real appli-
cations. Rather than try to cover this wide field of research here, I will introduce only
the Isomap algorithm which is used in the thesis.
Isomap is a technique to preserve pairwise geodesic distances between data points over
the manifold generated by MDS techniques [211]. Assuming there are N points on a
manifold RM, Isomap contains the following three steps:
1. The first step is to determine the neighbors for each point. This can be achieved
by using a weighted graph G =< V,E >, with the edge weight wO(i, j) based on
the distance dO(i, j) between pairs of points i and j. Each point can be connected
to all points within a fixed distance radius ξ (ξ neighborhood graph) or to all of its
k nearest neighbors (k nearest neighbours (kNN) graph). The weighted distance
matrix WO = [dO(i, j)]i,j=1,2,···N preserves neighborhood relations among all the
points.
2. The second step is to extract the geodesic distance dM (i, j) between all pairs of
points on the manifold. The short distance via the weighted graph G is computed
as dM (i, j) to form an updated distance matrix WM = [dM (i, j)]i,j=1,2,···N .
3. The final step applies classic MDS to the distance matrix WM to construct an
embedding of the points in a d-dimensional Euclidean space RE. This aims to best
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preserve the pairwise distance and intrinsic properties on the manifold RM. It is
carried out by minimizing the cost function:
minY
∑
ij
(dM (i, j)− dE(i, j)|Y )2 (2.25)
where dE(i, j)|Y is the distance between pairs of points i and j in d-dimensional
space with coordinate vector Y . To solve this problem, the distance matrix WM
can be converted to to a kernel matrix K(WM ) = XXT . The optimal MDS repre-
sentation could be obtained using singular value decomposition of XXT .
2.3.3 Random forests
Random decision forests were first introduced for hand written digit recognition in 1995
[96]. A random forest consists of many independent decision trees which are trained
on a random subset of the training data and randomly selecting the features for each
training node. The advantage of random forests is that they can handle the over fitting
problem and hereby achieve accurate and fast prediction. Random forests are becoming
increasingly popular for classification tasks.
Denote a data point by a vector v = [x1, x2, · · ·xd] ∈ Rd, where xi represents feature
responses and d is the feature dimensionality. A decision tree can be used to make a
prediction by assigning this data point to a leaf node (representing a class label li) of
the tree base. This is done by binary test results based on the split functions associated
with all the internal nodes and the leaf predictors. Each split node j is associated with
a binary split function, defined as:
h(v, θj) ∈ {0, 1}
where 0 indicates “left” and 1 indicates “right” according to the binary test, and θj is
the node parameter, which needs to be learned. The functioning of decision forests can
be separated into an off-line (training) and an on-line (testing) phase.
• Training phase
Each decision tree in the forest is randomly different to achieve high robustness with
respect to noisy data and avoid the over-fitting problem. Randomness is first injected by
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Figure 2.3: The training phase of random decision forests
growing each tree on a different random sub-sample of the training data V = {v1, v2, · · · vn′},
with n′ < n. To optimize the parameters of the splitting function on each node, a random
subset of the features of training data is used [50].
Denote θj = {ψ, } as the node parameters, where ψ defines the feature used to separate
the data and  is a threshold for binary test. During training, the optimal parameters
θ∗j of the jth split node need to be computed based on a subset of training data Vj =
{v1, v2, · · · vs} ⊆ V with a randomly selected subset of features [x1, x2, · · ·xd′ ] ∈ Rd′ with
d′  d, and the associated ground truth labels L = {l1, l2, · · · ln}. This can be done by
maximizing an information gain Ij objective function:
θ∗j = argmaxθjIj (2.26)
with Ij = I(S, SL, SR, θj), where S denotes training points before split and SL, SR
denote training points splitted into left or right side of the current node respectively, as
shown in Fig. 2.3. For discrete, categorical distributions of the training data (such as
image classification or segmentation), the information gain can be defined as:
Ij = H(S)−
∑
i∈{L,R}
|Si|
|S| H(S
i) (2.27)
whereH(S) is Shannon entropy: H(S) = ∑nl=1 p(l)logp(l), |∗| is the number of training
points. The individual tree branches always stop growing when a maximum value of levels
D has been reached, the number of training samples in the node is less than a specified
threshold or all the samples at that node have the same label.
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Figure 2.4: The testing phrase of random decision forests
After training, each leaf will store the empirical distribution over the classes based
on the subset of training data. The probabilistic leaf predictor of t-th tree can then be
defined as pt(l|v), where l ∈ L represents the label.
• Testing phase
During testing, based on split functions hj(v, θ∗j ), an unseen data point v is simultane-
ously pushed through all N trees from the root until it reaches the corresponding leaves,
as shown in Fig. 2.4. All tree predictions can be combined into a single forest prediction
by a simple averaging operation, denoted as:
p(l|v) = 1
N
N∑
I=1
pi(l|v) (2.28)
In the thesis, SDM and manifold learning using Isomap are used to improve multi-atlas
segmentation on bony pelvis and prostate MR images. Random forest (RF) classifiers are
applied to explore multi-atlas learning technique for seminal vesicles (SV) and prostate
segmentation.
2.4 Segmentation refinement techniques
The methods described in this section have been applied in this thesis to refine and
improve the segmentation results from other techniques. Two main algorithms are pre-
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sented: EM algorithm and GC. Both are popular techniques in computer vision and
medical image analysis.
2.4.1 Expectation maximization
The EM algorithm is proposed by Dempster [59] to find the maximum likelihood for
the observed data in statistical models, which depend on the estimated complete data
(observed data and hidden latent variables). The EM algorithm has been introduced
for cardiac MRI segmentation [135]. In this case, the observed data are the intensities
of voxels Ii in MR scans, and the unobserved latent variables are the segmentation
(classifications) Lk = {L1, L2, · · ·LK} of voxels accomplished with help of the model
parameters Θ that describe the mean and variance of each class (label) distribution. To
do segmentation, we want to determine the optimal probability p(Lk|xi,Θ) of the class
Lj for each voxel vi given the model parameter Θ. The class for each voxel with the
highest probability will form the final segmentation. This can be achieved by maximum
log-likelihood approach to determine an optimal Θ. The log-likelihood of the image I is
defined as
log(p(L|I,Θ)) = log(
n∏
i=1
p(L|Ii,Θ)) =
n∑
i=1
(log(
K∑
k=1
p(Lk|Ii,Θ))) (2.29)
where n is the number of voxels and K is the number of classes. The parameter Θ can
then be found by maximizing this function:
θˆ = argmax
n∑
i=1
(log(
K∑
k=1
p(Lk|Ii,Θ))) (2.30)
Then, the EM algorithm proceeds as follows to solve this problem:
• Expectation step (E-step): a function is created for the expectation of the log-
likelihood evaluated on the hidden latent variables using the current estimated
parameters Θold, denoted as:
Ep = log(p(L|I,Θ))|I,Θold (2.31)
• Maximization step (M -step): parameters Θnew are calculated by maximizing the
expected log-likelihood Ep obtained on the E step. These parameter-estimates are
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then used for updating the distribution of the hidden latent variables in the next
E step.
The log-likelihood will rise in each iteration and the new parameters from theM step will
converge to a minimum. The EM algorithm continues until the change in log-likelihood
is below a threshold ε, denoted as:
log(p(L|I,Θm+1)− log(p(L|I,Θm)
log(p(L|I,Θm) ≤ ε (2.32)
where ε is the tolerance parameter which is usually set to 10−5.
To be specific, in my research in medical image segmentation, the Gaussian distribu-
tion model is used to model the intensity distribution of tissues of interest. Let G(Ii, µ, σ)
represents Gaussian distribution where µ and σ (Θ = {µ, σ}) are the mean and standard
deviation of the Gaussian model respectively. When using a Gaussian model to approx-
imate the intensity distribution, the initialization parameters of the EM algorithm are
set as follows:
P 0(l|Ii) = P prior(l|Ii) (2.33)
µ0l =
∑n
i=1 IiP
0(l|Ii)
Nni=1P
0(l|Ii) , σ
0
l =
√∑n
p=1(Ii − µ0l )P 0(l|Ii)∑n
i=1 P
0(l|Ii) (2.34)
where l is the target label and the parameters of remaining labels k are calculated in
the same way. If the prior probability P prior(l|Ii) is not available, the parameters µ0l and
σ0l will be set to some initial guesses.
The algorithm then proceeds by repeating the following E- and M-steps:
E-step:
Pm+1(l|Ii, µml , σml ) =
G(Ii, µml , σml )P prior(l|Ii)∑K
k=1(G(Ii, µmk , σmk )P prior(k|Ii))
(2.35)
M-step:
µm+1l =
∑n
i=1 IiP
m+1(l|Ii, µml , σml )
Nni=1P
m+1(l|Ii, µml , σml )
(2.36)
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σ0L =
√√√√∑ni=1(Ii − µm+1l )Pm+1(l|Ii, µml , σml )∑n
i=1 P
m+1(l|Ii, µml , σml )
(2.37)
However, as suggested in the multiple-component expectation maximization (MCEM)
algorithm based approach [199] , a single component Gaussian model is not robust for
modeling tissue with intensity inhomogeneity or affected by disease. Multiple Gaussian
distributions are better adapted to heterogeneous intensity distribution. In the multiple
components method, the label l is modeled using C components Gaussian. The initial
label probability of each component p0j (l|Ii) is defined as:
P 0j (l|Ii, µ0lj , σ0lj ) =
Gl(Ii, µ0lj , σ
0
lj
)P prior(l|Ii)∑K
k=1
∑C
c=1((G(Ii, µ0kc , σ
0
kc
)P prior(k|Ii))
(2.38)
where µ0lj = µ
0
l −σ0l + 2σ
0
l (j−1)
C−1 and σ0Lj =
√
(σ0
l
)2
C are initial guesses for the parameters,
and ω0lj =
∑n
i=1 p
0
j (l|Ii,µ0lj ,σ
0
lj
)∑n
i=1
∑C
c=1 p
0
c(l|Ii,µ0kc ,σ0kc )
is the proportion of component j .
To make segmentation smoother, a spatial weighting ϕlj defined by the distance from
each voxel vi to the gravity center Olj of label l′s component j is introduced to construct
a log-likelihood function. Then, the EM algorithm is repeated using the following steps:
E-step:
Olj =
∑n
i=1G(Ii, µmlj , σ
m
lj
)P prior(l|Ii)vi∑n
i=1G(Ii, µmlj , σ
m
lj
)P prior(l|Ii) (2.39)
ϕm+1lj (i) =
1
‖ vi −Olj ‖ +1
(2.40)
Pm+1j (l|Ii, µmlj , σmlj ) =
G(Ii, µmlj , σ
m
lj
)P prior(l|Ii)ωmlj ϕmlj (i)∑K
k=1
∑C
c=1(G(Ii, µmkc , σ
m
kc
)P prior(k|Ii)ωmkcϕmkc(i))
(2.41)
Pm+1(l|Ii, µml1 , σml1 , · · ·µmlC , σmlC ) =
C∑
c=1
Pm+1j (l|Ii, µmlj , σmlj ) (2.42)
M-step:
µm+1lj =
∑n
i=1 P
m+1
j (l|Ii, µmlj , σmlj )Ii∑n
i=1 P
m+1
j (l|Ii, µmlj , σmlj )
(2.43)
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σm+1lj =
√√√√∑ni=1 Pm+1j (l|Ii, µmlj , σmlj )(Ii − µm+1lj )∑n
i=1 P
m+1
j (l|Ii, µmlj , σmlj )
(2.44)
ωm+1lj =
∑n
i=1 P
m+1
j (l|Ii, µmlj , σmlj )∑n
i=1
∑C
c=1 P
m+1
c (l|Ii, µmlc , σmlc )
(2.45)
The segmentation will be obtained when the MCEM steps converge.
2.4.2 Graph cuts
The GC algorithm has proven to be a useful and efficient multi-dimensional discrete
optimization technique and successfully developed for various problems in vision and
graphics in the last few decades [29, 239]. They can enforce piecewise smoothness while
preserving discontinuities by employing a max-flow/min-cut optimization.
2.4.2.1 The basics of graph cuts
Let G =< V,E > be a graph model with a set of nodes V and connected by a set of
directed edges E. The nodes set V = {s, t} ∪ P consists of two types of terminal nodes:
source node s and sink node t, and a set of non-terminal nodes P . The edges are divided
into two types: t − link edges connecting a non-terminal node in P with a terminal in
{s, t} and n − link edges connecting two non-terminal nodes. The set of t − link edges
is denoted as Γ = {e(s, p), e(p, t)} for p ∈ P and the set of n − link edges is defined as
N with E = Γ ∪ N . Each edge e connecting node p and q (denoted as e(p, q)) has a
non-negative weight w(p, q). The graph model can be shown in Fig. 2.5.
An s/t cut C is a partition of the nodes into two disconnected subsets S and T in the
graph G =< V,E >. After the cut, the source node s is in S and the sink node t is in
T . The cost of a cut C is the sum of weights w(p, q) of boundary edges e(p, q) such that
p ∈ S and q ∈ T . The minimum cut problem is to seek a cut which has the minimum
cost among all the cuts. It can be solved by finding a maximum flow from the source s
to the sink t [70]. The capacity of each edge is equal to the edge weight.
There are many algorithms developed to solve the min-cut/max-flow problem [84, 27].
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Figure 2.5: The graph cuts model
2.4.2.2 Image segmentation via graph cuts
The vision problem can be treated as the minimization of Markov random field (MRF)
based energy function, firstly introduced by Geman [81]. The task of segmenting an
imaging I can be treated as assigning a label Li ∈ L to each voxel xi ∈ I. To achieve
this goal, a MRF-based energy function can be formulated as
E(L) = Di(Li) + λ
∑
{i,j}∈H
Vi,j(Li, Lj)) (2.46)
where Li is a labeling function for each voxel xi in the image I and H is the set of
pairs of adjacent neighboring voxels. Di(Li) is the data term measuring the disagreement
between a probabilistic model (such as Gaussian distribution model) and the observed
data (such as pixel/voxel intensity). The data term is generally defined by the likelihood
probability that pixel xi belongs to foreground or background, as:
− lnP (xi|Li) (2.47)
or
1− P (xi|Li) (2.48)
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Figure 2.6: An example graph cuts model for medical image segmentation
The second term Vi,j(Li, Lj) is a smoothness term to penalize discontinuities in H.
The parameter λ is a trade off between the data term and the smoothness term. The
aim of the optimization is to seek the labeling L which minimizes the energy.
To minimize the MRF-based energy function defined in Eq. 2.46, the GC algorithm is
applied [239] to achieve label segmentation. As shown in Fig. 2.6, a graphG =< V,E > is
defined on image I with each voxel i as a node v ∈ V . As described in subsection 2.4.2.1,
two terminal nodes s, t represent two labels referring to foreground Lf and background Lb.
The set of edges is denoted as ξ = ξN ∪ ξT , where ξN is defined as a set of voxel-to-voxel
edges in the defined neighborhood (n-links) and ξT denotes a set of voxel-to-terminal
edges (t-links).
In the MRF model, the data term Di(Li) defines the weights of t-link edges. The
smoothness term Vi,j(Li, Lj) encodes the edge weights of n-link edges. The smoothness
term V can be semi-metric or metric. For labels α, β ∈ L, if the smooth term V satisfies
two properties: V (α, β) = V (β, α) ≥ 0 and V (α, β) = 0 ⇔ α = β, V is called semi-
metric. If V also satisfies the triangle inequality: V (α, β) ≤ V (α, γ) + V (γ, β) for any
α, β, γ ∈ L, V is called metric.
There are two types of move space: α− expansion and α− β swap proposed to solve
the minimization problem of MRF based energy functions [239]. The α − expansion
algorithm can only be used to minimize the MRF energy function with a metric smooth
term, and the α − β swap algorithm can be applied to the MRF energy function with
either metric or semi-metric smooth term. More details of how these two algorithms
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work are presented in [239].
2.5 Conclusion
This chapter has introduced some critical techniques that are used in this thesis. Four
main techniques related to medical image segmentation are presented: image preprocess-
ing methods, image registration techniques, machine learning techniques and techniques
used for segmentation refinement. These techniques form the basis of my work devel-
oped in the following chapters. The image preprocessing techniques are used in Chapter
6, Chapter 7 and Chapter 8. The image registration techniques and machine learning
techniques are applied in all the main chapters: Chapter 4, Chapter 6, Chapter 7 and
Chapter 8. The techniques used for segmentation refinement are used in Chapter 7 and
Chapter 8.
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3 Review of pelvic image segmentation
The term image segmentation originates from computer vision and describes the process
of dividing a given image into regions, or segments [209]. In computer vision these may
be regions corresponding to particular objects in the scene. In medical imaging, seg-
mentation is the process of identifying anatomical or pathological regions in the images.
The anatomical regions may be organs, vessels, nerves, bone or any particular tissue of
interest and the pathology may be disease, such as cancer. In this thesis, I am mainly
concerned with segmentation of the prostate and surrounding structures including the
pelvis.
In this chapter, I review state-of-the-art automatic and semi-automatic segmentation
methods for pelvic images. The chapter is organized as follows: A brief general review of
medical image segmentation is presented in Section 3.1. In Section 3.2, a review of current
pelvic image segmentation methods are categorized, including bony pelvis segmentation
in both computed tomography (CT) and magnetic resonance (MR) images in Section
3.2.1 and prostate and seminal vesicles (SV) segmentation in magnetic resonance imaging
(MRI) in Section 3.2.2. In Section 3.3, the common used ground truth construction
methods have been introduced for the validation of segmentation. In Section 3.4, various
techniques for comparing and evaluating the segmentation results are introduced, followed
by a short summary.
3.1 Segmentation of medical images
Image segmentation, which is one of the most important techniques in medical image
analysis, has been an active research topic for a long time with regular algorithmic
developments. Manual segmentation by an expert is the only reliable method, but it
is very time-consuming and may also contain errors, which can be demonstrated by
measuring intra- and inter-observer variability. Therefore, it would be highly beneficial
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to develop an automatic or semi-automatic segmentation with few human interactions.
However, it is challenging to achieve automatic segmentation due to the fact that the
tissue contrast of different anatomical structures may be the same, and due to image
artifacts, such as intensity inhomogeneities and partial volume effects. In the past few
decades, many effective algorithms have been proposed for medical image segmentation.
While these methods have shown some success, they are still not as good as expert human
observers and as such, this remains an active area of research. In this section, I will briefly
review the existing state-of-the-art methods proposed for medical image segmentation.
3.1.1 Low-level segmentation algorithms
The most basic image segmentation algorithms consist of thresholding, region growing
and edge detection. These algorithms are based directly on image intensity or gradient
magnitude with little or no prior knowledge. Therefore, I categorize these techniques as
low-level segmentation algorithms.
Thresholding is a simple yet efficient technique to segment an image by partitioning
pixels according to their intensity ranges. Different structures within the images are
expected to have contrasting intensities or other quantifiable features. The thresholds can
be determined manually or automatically. Manual selection is usually interactive, based
on the visual assessment of the resulting segmentation. The alternative is to determine
local adaptive threshold values automatically, as has been nicely demonstrated for vessel
segmentation in retinal images [107].
Region growing is a technique to extract image regions from the observation that
features or intensities inside a given structure tend to be homogeneous. The general
approach is to place initial seeds and merge neighboring pixels into the region whose
intensities are within the pre-defined threshold. The region grows iteratively until the
intensities of all the surrounding pixels are outside the threshold. Dehmeshki et al. [58]
used a region growing approach to segment pulmonary nodules in thoracic CT scans and
Pohle at el. [167] proposed adaptive region growing to segment the liver in CT scans and
the kidney and brain in MR scans. To make the algorithm automatic, a priori knowledge
using statistical information can be introduced, such as a shape prior [181]. However,
it is still difficult to obtain accurate segmentation due to its strong reliance on image
intensity.
45
Edge detection techniques are commonly used for detecting the boundary of different
structures. There are many edge detection methods that have been proposed in the
past including Canny edge detection, Sobel edge detection, Laplacian edge detection and
wavelets transformation. However, as the algorithms rely heavily on pixel intensities, the
detected boundaries may be incomplete and discontinuous, being represented as discrete
pixels. The post-processing techniques are needed to get final segmentation, such as
using morphological operations to make the boundaries more smooth. Zhao et al. [172]
proposed a novel mathematical morphological edge detection technique to segment the
lung in CT images.
Based on the concepts of edge detection, the watershed algorithm [20] was proposed
which uses mathematical morphology to partition images into homogeneous regions.
Grayscale images are treated as reliefs and the gradient magnitude is considered as ele-
vation. To segment images, watersheds are constructed based on successive flooding of
the grey value relief. By combining more aspects of image information, the watershed
algorithm performs better than edge detection. However, the method can also suffer from
over-segmentation when the image is segmented into a lot of regions. Thus, watershed
algorithms also need a post-processing step to merge separate regions that belong to
the same structure. Grau et al. [87] used an improved watershed technique using prior
probabilities to segment knee cartilage and grey/white matter in MRI.
3.1.2 Classification-based segmentation
As medical images segmentation can be treated to assign different labels to different
patterns, most of pattern recognition methods can also be used for segmentation tasks.
Voxel-based classification is a popular segmentation technique when little or no prior
knowledge is provided. The discriminative abilities of classifiers are based on direct
features of images, such as intensity and gradient. The label of each voxel can be de-
termined by the prediction result from the trained classifiers. According to whether the
training data are labeled or not, there are two main types - supervised and unsupervised
classification algorithms.
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Figure 3.1: The general framework of supervised classification algorithms for medical
image segmentation (using seminal vesicles images as an example)
3.1.2.1 Supervised classification
Frequently used supervised classification techniques include k nearest neighbours (kNN),
artificial neural network (ANN), support vector machine (SVM), AdaBoost and random
forest (RF). All these techniques consists of training and testing steps. In the training
set, a set of training data containing feature vectors and class labels are needed. Feature
selection may be useful to improve the discriminative power of a trained classifier and
there is a lot of research into feature construction and feature selection. In the testing
set, the trained classifiers are applied to predict labels (hard segmentation) or label prob-
abilities (soft segmentation) by responding to the input features. The general framework
of supervised classification algorithms for medical image segmentation is demonstrated
in Fig. 3.1.
Supervised ANN is a non-linear learning technique that enables to model complex
mappings between the input and output data. During the training, weights in different
layers are optimized to get minimum cost function defined by the input images. With
trained ANN model, the label of an input point can be predicted by passing it through
the weighted network. The supervised ANN technique has been applied for blood vessel
segmentation in retinal images [145]. For image segmentation using the kNN method,
the feature vectors and class labels of the training samples are extracted and stored in
the training phase. To test a new point, K nearest stored points are selected according
to the point distance. The majority voted label of these selected points is assigned as the
label of the testing point. For example, the kNN method was applied for white matter
lesions segmentation in brain MRI [6].
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SVM is another popular maximum margin classifier that attempts to find a hyper-
plane which can maximize the margin between two classes. As it can minimize the
empirical classification error and maximize the geometric margin classes simultaneously,
it has proven to have high efficiency and performance. Therefore, it is popular for med-
ical image segmentation and detection, such as microcalcifications detection of clinical
mammograms [65] and retinal blood vessels segmentation in color fundus images [176].
More recently, boosting has been proposed as an effective method to obtain a very
accurate classification. AdaBoost constructs a strong ensemble classifier as a linear com-
bination of weak classifiers which are repeatedly trained in a series of learning rounds
using a training data set. Random decision forests have been shown to be an more ef-
ficient and robust classifier than SVM and AdaBoost, which do not extend to multiple
class problems [51]. Using many independent decision trees trained on a random sub-
set of training data, they can handle the over fitting problem. Ochs et al. [158] used
AdaBoost to segment lung bronchovascular anatomy in CT, and Lempitsky et al. [125]
applied RF classification for automatic delineation of the myocardium in real-time 3D
echocardiography.
3.1.2.2 Unsupervised classification
Several different unsupervised classification algorithms (also called clustering) are com-
monly used in medical image segmentation. The most frequently used algorithms include
K-means (KM) clustering, fuzzy C-means (FCM) clustering, iterative self-organizing data
analysis technique algorithm (ISODATA), unsupervised neural networks and expectation-
maximization (EM) algorithm. In contrast to supervised classification methods, unsu-
pervised classification algorithms aim to find hidden structures in unlabeled data by
grouping the most similar points together.
KM clustering is used to cluster points into K pre-defined clusters by minimizing the
intra-cluster variation. With the initial pre-defined K clusters, the unlabeled pixels/voxels
are assigned to the nearest cluster whose centroid is closest to them. The centroids of all
the clusters are then updated and the unlabeled pixels are re-assigned until the cluster
centroids converge. For example, Chen et al. [37] used an adaptive K-mean clustering
for cardiac CT images segmentation and refined the segmentation using knowledge-based
morphological operations. ISODATA is similar to KM clustering procedure, but the
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number of clusters is automatically determined by the threshold. FCM clustering also
has the same procedure as KM clustering while weights are added to calculate point
distance to the cluster centroids based on fuzzy theory. It can provide soft segmentation
that indicates the probability that the test point belongs to each cluster instead of hard
segmentation with fixed labels. Jacobs et al. applied ISODATA technique for brain lesion
segmentation in multiparameter MRI, and Pham et al. used an adaptive FCM algorithm
for brain MRI segmentation.
Unsupervised neural networks consists of input data without label responses in a un-
supervised manner. One frequently used method is the self-organizing map, which uses
neural networks to learn the topology and distribution of the data. Reddick et al. [174]
used a Kohonen self-organizing neural network for brain segmentation in multispectral
MR scans. Another method is based on Hopfield’s neural network, which utilizes the
winner-takes-all rule to decide the weights during training. Cheng et al. [39] proposed a
competitive Hopfield ANN for abdomen image segmentation in CT and brain segmenta-
tion in MRI.
The EM algorithm is a well known unsupervised clustering technique with an assump-
tion that the data follow Gaussian distributions. The label of each pixel is determined
by iteratively computing the posterior probabilities and calculating maximum likelihood
estimates of the means, covariances, and mixing coefficients of the mixture model. The
initialization of the EM algorithm is sensitive to the final segmentation. Therefore, it
is seldom used alone to achieve accurate segmentation without any a priori knowledge.
To segment 4D cardiac MR images, Lorenzo-Valdés et al. ?? proposed an automatic
atlas-based segmentation based on the EM algorithm, with a 4D probabilistic cardiac
atlas as a priori information. Recently, Karim et al. [111] proposed a combination of
scar intensity model priors and Gaussian-fitting to tissue, which is optimized by EM al-
gorithm and graph cuts (GC) to segment left atrial scar from delayed-enhancement MR
Images.
However, both supervised and unsupervised classification based segmentation often
fail to produce smooth and robust segmentations, since there is no shape regularization.
In most real applications, classification-based methods are usually applied to obtain soft
segmentation, which is a probability map. After that, further refinement techniques can
be utilized to obtain a smooth segmentation. A well known method is to introduce
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the Markov random field (MRF) energy model based on both the prior probability and
underlying images. The MRF energy can then be optimized by the GC algorithm to get
the final segmentation [141].
3.1.3 Model-based segmentation
Model-based segmentation approaches have become one of the most successful techniques
for medical image segmentation. The methods are implemented by matching a model
with mean shape or/and appearance to an unseen image of a given patient. Due to the
inherent a priori information, this approach usually performs better than conventional
low-level intensity driven methods.
3.1.3.1 Deformable models
The deformable models contain two main forms: active contour models and level sets.
Active contour models explicitly move predefined boundary points within an energy mini-
mization scheme, while level sets approaches optimize contours implicitly based on a par-
ticular level of a height function. The contour moves towards the optimum coordinates
and eventually stops on or near the boundary of the object, where the energy function
converges to a minimum.
1) Active contour models
Active contour models (also called snakes) are one of the most well known techniques in
model-based segmentation and were introduced in the late 1980s [112]. They are popular
due to their ability to deal with complex shapes and still provide a smooth boundary
and also because it is possible to have some manual interaction with a snake. They are
deformable models that deform curves using a shape constraint and image forces to iterate
towards object contours. Geometrically, a snake is an explicit parametric representation
of the curve embedded in the image plane. The expression of the contour is always
represented in a discrete domain approximation, referred to points on a snake. The
shape of the contour subject to an image is defined by minimizing an energy associated
with the current contour, which is a combination of an internal and external energy. The
internal constraints provide regularization, which produces tension and stiffness that
keep the model smooth and continuous and prevent the formation of sharp corners. The
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external constraints specify the criteria of contour evolution depending on images, such
as image edge strength, and any particular constraints the user has imposed. Active
contour models have been popular in various medical image segmentation tasks for some
years, for example ventricle nucleus segmentation in MRI [66] and pulmonary embolism
segmentation in CTA images [63].
2) Level sets
Level sets are implicit deformable models which are based on an implicit surface that
evolves according to geometric and image-based forces to fit to the structure of an image
[160]. The surface is usually simply the greyscale of the image coded as height above the
image plane to produce a terrain map. Geometrically, a contour in level sets is implicitly
represented via a two-dimensional level set function defined on the image plane, and the
zero level is defined as the contour. The evolution of the contour is equivalent to the
evolution of the level set function. The zero level is used to define a contour as the border
between a positive area (outside) and a negative area (inside), so the sides of contours
can be identified by just checking the sign of a level set function. The deformation of
the contour is generally derived by a partial differential equation of a level set function
[163]. Level sets methods have been widely applied for medical image segmentation, such
as glioma extraction in 3D brain MRI [62] and 2D cardiac MRI and 3D prostate MRI
segmentation [218]. An advantage of this representation is that by moving the surface or
level, changes in topology can be accommodated by merging or losing peaks.
3.1.3.2 Statistical models
Active shape model (ASM), proposed by Cootes et al. [46], is an example of a statistical
shape model (SSM) (described in Section 2.3.1), which contains an average shape and
modes of variation, and a searching strategy for matching the SSM to an unseen image. In
this technique, each landmark of a SSM is associated with a grey-level intensity profile in
a line perpendicular to the boundary. The ASM first finds the mean pose and main modes
of variation in the training data, which enables the model to limit shapes to anatomically
reasonable shapes when fitting to a new object. In addition, the ASM modes contain
the texture of the shape perpendicular to the landmark points, which are used to correct
the point positions in the search step. Cootes et al. [46] first applied the ASM to fit it
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to medical images for left ventricle segmentation in echocardiogram images and prostate
segmentation in MR images. The ASM has been frequently applied for segmentation of
anatomical structures, such as the cerebellum and corpus callosum in brain MRI [219],
tubular structures in CTA images [56] and the liver in CT scans [93].
Although ASM based segmentation has been successful, it does not incorporate im-
age intensity information directly. In order to solve this problem, Cootes et al. [45]
constructed the active appearance model (AAM), by computing a prior for the gradi-
ent in the fitting process. Besides the shape model, the AAM also contains the mean
appearance (intensities) and variances of the appearance in the training set, which is a
statistical appearance model (SAM). The AAM is able to update the parameters based
on the difference between model intensities and normal image intensities. This leads to a
more rapid, accurate, and robust optimization. The AAM has become firmly established
as robust tool for segmentation of medical images. Mitchell et al. [151] apply an AAM
for cardiac segmentation in MRI and ultrasound images and Maan et al. [22] use a 3D
AAM for prostate segmentation in diagnostic MRI.
3.1.4 Atlas-based segmentation
Atlas-based segmentation has been an active area of research in medical image segmen-
tation for some years. This method is motivated by the strong correlation between image
appearance and segmentation so that a target image is able to be delineated by referring
to standard atlases. A priori anatomical information from manual expert annotations
in the atlases is useful for the segmentation task. Generally, an atlas consists of shapes
and intensities of anatomical structures and their locations and relations, for example,
the pairing of a grey scan and its corresponding manual segmentation. An atlas may
consist of a single individual expert-labeled image or by integrating information from a
population of expert-labeled images. The main idea of atlas-based segmentation is that,
given an accurate transformation from the atlas to a target via deformable registration,
the label of each voxel in the target image can be inferred by looking up the structures in
the corresponding position in the atlas. Accurate registration between atlas and target
is crucial to achieve a good segmentation, and for this reason the method is also called
registration-based segmentation.
Atlas-based segmentation can be divided into two main categories. The first category
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Figure 3.2: Atlas-based segmentation: segmentation with an atlas: single individual atlas
(A), “most similar” individual atlas (B) and average atlas (C); multi-atlas
segmentation (D) [180]
is segmentation with one atlas, which includes: A) segmentation with a single fixed
individual atlas, B) segmentation with the most similar atlas compared to the target and
C) segmentation with an average atlas of a population of atlases. The second category
is D) multi-atlas segmentation using multiple atlases. A comparison of these atlas-based
segmentation methods is shown in Fig. 3.2.
3.1.4.1 Segmentation with a single atlas
In its early form, atlas based segmentation is implemented based on a single atlas. Gen-
erally, the scheme of atlas-based segmentation can be denoted as:
Itarget(Ii) = Γ(Tatlas→target(Latlas(Ii))) (3.1)
where Latlas(Ii) is the label of voxel Ii in the atlas, Tatlas→target is the transformation
from the atlas to the target and Γ is labeling function. The procedure contains two main
parts: 1) atlas to target image registration and 2) label propagation from atlas to the
target using the transformation, as shown by an instance of prostate segmentation in Fig.
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Figure 3.3: The procedure of atlas-based segmentation using one atlas
3.3. The simplest way to construct an atlas is directly to use an fixed, expert-labeled
image, commonly referred to as a template (Fig. 3.2: A). This is done by selecting an
image with good image quality and hopefully normal or average shape, and conducting
manual annotations by an expert. All the other target images can be segmented by
alignment to this fixed atlas.
However, there may be large shape and intensity variations across a population of
images or images contains some pathological changes affected by diseases. If only an single
fixed atlas is used, it may be difficult to get an accurate enough atlas-target mapping
if the anatomy in the target image is too different from that in the atlas. To tackle
this problem, two strategies have been proposed. The first strategy is to carry out atlas
selection, which chooses the most similar segmented image with the target as an atlas
(Fig. 3.2: B), which can provide more reliable segmentation [179, 234]. Rohlfing et al.
[179] proposed two types of similarity measure for atlas selection and showed that a more
similar atlas will lead to a higher accuracy of the segmentation. One type of similarity
is to use the magnitude of the deformation field, such as free form deformation (FFD),
that maps the atlas coordinates to the target image. Another is based on intensity
similarity between an target image and an atlas image after either affine registration
or non-rigid registration. The intensity similarity ψ between these two images can be
measured by various metrics such as normalized mutual information (NMI), normalized
cross correlation (NCC) and sum of squared difference (SSD).
The other strategy is to construct an atlas by creating an average image obtained from
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a large population of labeled images on a common reference (Fig. 3.2: C ), such as a
probabilistic atlas [212]. To create an average atlas, all the original individual images are
affinely mapped to a common space and an initial average image is generated. All the
images are then warped to the average image by non-rigid registrations. The iteration
repeats until it converges to an average image. The transformations are then applied to
all the segmentations to obtain an average segmentation. The probabilistic atlas has be-
come increasingly popular for atlas-based segmentation. During the procedure, a target
image is first registered to the probabilistic atlas. Subsequently, a probabilistic segmen-
tation is obtained by mapping the probabilistic map of the atlas to the target by applying
the transformation. With prior information from the probabilistic map, different opti-
mization methods can then be further applied to achieve a final segmentation, including:
Bayesian model and EM algorithm [88, 162, 135], deformable models [147] and GC[166].
In previous decades, atlas-based segmentation has been widely applied for brain image
segmentation [80, 42, 102, 55, 52] and for cardiac image segmentation [134, 243] based
on a single segmented individual image as atlas.
3.1.4.2 Multi-atlas segmentation
Atlas-based segmentation using a single atlas may result in a biased segmentation, since
the atlas used may be anatomically unrepresentative of the target image or that label
errors exist in the atlas. In that case, even an accurate transformation is not able
to achieve an accurate target segmentation. If there are multiple segmented atlases
available, the segmentation from these multiple images can be propagated to the target
image separately and fused together to obtain a final segmentation. After fusion, the error
from any single atlas can be reduced. Therefore, multi-atlas segmentation using multiple
labeled images (Fig. 3.2: D) can produce more robust and accurate results. Multi-atlas
segmentation was first proposed by Rohlfing at el. [179] for microscopy honey bee brain
image segmentation. In his method, multiple individual atlas are registered to the target
image to produce separate segmentation, followed by multi-classifier decision fusion. A
simple majority voting method was applied to fuse all the labels to get the segmentation.
Compared to other single atlas-based segmentation methods (Fig. 3.2: A-C), the result
shows that multi-atlas segmentation performs better.
The generalized framework of multi-atlas segmentation with four steps is shown in Fig.
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Figure 3.4: The general framework of multi-atlas based segmentation
3.4, using prostate images as an example. In the first step, a subset of atlases that are
most similar with the target image is selected to reduce registration errors, referred to
as the atlas selection step. Secondly, the transformations between the selected atlases
and the target image are constructed using affine and/or non-rigid registrations to align
them together. In the next step, the label propagation happens from the selected atlases
to the target space under the transformation. The second and third steps can be referred
to as label propagation. Finally, the decision fusion step is applied to combine all the
transformed labels into a final segmentation for the target image. Based on the existing
image registration techniques, most recent work on multi-atlas segmentation techniques
has focused on the steps of atlas selection and decision fusion.
1) Atlas selection
In multi-atlas segmentation, the success of the technique partly relies on the qualities
of selected atlases that can be best mapped to a new target image after registration.
Aljabar et al. [4] proposed the use of a subset of atlases that are most similar to the
target image in the multi-atlas segmentation framework. The selection is based on an
image-based similarity metric as well as a age criterion between the atlas and the target
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patient. The result shows that a subset of selected atlases for each target provides
more accurate subcortical segmentation than those with a non-selective random subset
of atlases. It also indicates that the similarity-based rank has a better correlation with
the accuracy of the segmentation, and compares more favorably and robustly than age-
based selection. Wolz et al. [231] used manifold learning and embedding to select atlases
within the manifold neighborhood of the target. Similar atlas selection methods using
different manifold learning techniques, including Isomap, Laplacian eigenmaps (LE) and
locally-linear embedding (LLE), are compared in [97]. Among these three techniques,
the selection of atlases with LLE gives the best performance. Recently, Konukoglu et
al. [120] proposed a supervised learning algorithm to train neighborhood approximation
forests (NAF). The NAF can then approximate the neighborhood of a new image within
a training set of images with respect to a given distance. This method can be used for
atlas selection. Compared to using all the atlases in the database, atlas selection can also
reduce the computational costs.
2) Label fusion
The decision fusion step is a significant part of the method and can affect the final seg-
mentation. Therefore, it has attracted a lot of attention in the past few years. Generally,
given a target image volume I, the segmentation problem can be formulated as assigning
label Lj ∈ {l0, l1, · · · ln} to each voxel Ii. In multi-atlas based segmentation, after all the
segmentations are transformed to the target space, the label function can be defined as:
Γ(Ii) = max{Γ1(Ii),Γ2(Ii), · · · ,ΓN (Ii)} (3.2)
where Γn(Ii) =
∑K
k=1 ωk,n(Ii), n ∈ {0, 1, · · · , N}, N is the number of labels, K is the
number of segmentations from multi-atlas images, and ωk,n(Ii) is the weight for each atlas
voxel Ii. During the multi-atlas fusion process, the atlases whose reference images are
more similar to the target image should contribute more to the segmentation. Various
label fusion techniques have been proposed, including majority voting, global-weighted
voting, local-weighted voting and statistical label fusion. I briefly review these fusion
methods.
Majority voting is the most simple and widely used multi-atlas label fusion method
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[179, 92, 4]. Each candidate segmentation has equal weight. The majority mode of the
propagated labels is selected as the final segmentation for each voxel and it often yields
good results when there is high accuracy of registration. Based on Eq. 3.2, the weight
can be denoted as:
ωk,n(Ii) =

1, if n = lk(Ii)
0, otherwise
(3.3)
where lk(Ii) is the label of voxel Ii for registered atlas image Ik. Each voxel is as-
signed the label that most segmentations agree on. However, majority voting has not
incorporated any a priori information for final label fusion.
As indicated in [137], the accuracy of classification can be maximized when the ac-
curacy of individual classifiers is given. Therefore, for multi-atlas fusion, a weighting
can be assigned to each candidate segmentation to improve the segmentation. A global
similarity-ranking was proposed to incorporate image intensity for label fusion [10], de-
noted as
ωk,n(Ii) =

ψγ , if n = lk(Ii)
0, otherwise
(3.4)
where ψγ is a global weight based on a similarity measure ψ between the registered
atlas and the target image, and γ is the gain factor to control the scale of weighing.
The weighting can incorporate the registration accuracy from each atlas to target image
as a prior for label fusion. Several image similarity measures between registered atlas
and target image can be used to define the weight, such as NMI, NCC, and SSD. All
the weights are normalized to ψ ∈ [0, 1]. The global weighting approach outperforms
majority voting for brain MRI segmentation [11] and for the thyroid gland segmentation
in head and neck CT images for intensity-modulated radiation therapy (IMRT) [36].
However, there is a limitation of global weighting strategies, since it can not account
for local registration errors by treating each voxel equally. Instead of assigning a weight
to each voxel equally, Araechavarria et al. [11] further proposed a local fusion method,
which assigns a different weight to each voxel according to local information, given by
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ωk,n(Ii) =

ψ(RIi)γ , if n = lk(Ii)
0, otherwise
(3.5)
where RIi is a local patch centered by voxel Ii. It can be a 2D rectangle R2II (r) and
circle C2II (r) or 3D cubic R
3
II
(r) or sphere C3II (r) , and r is the region size. ψ(RIi) is
a local similarity measure between corresponding regions of the registered atlas image
and the target image, which can be measured by the same metric as addressed in global
similarity-ranking based weighting. γ is the gain factor to control the scale of weighting.
The result shows that in general the local weighting fusion works better than the global
weighting method for brain MRI segmentation [11]. Different local weighting methods
have subsequently been proposed for cardiac and aortic CT segmentation [103] and hip-
pocampus segmentation in MRI [224].
In addition to above three most common used fusion methods, several novel statistic
label fusion methods have been developed. Warfield et al. [229] proposed a statistical
fusion method using an EM algorithm for simultaneous truth and performance level esti-
mation (STAPLE). Each segmentation is weighted based on the estimated performance
level. The experiments on brain MRI segmentation and prostate peripheral zone and
central gland segmentation shows that STAPLE has more robust performance. Recently,
Wang et al. [225] proposed a joint label fusion with local weighting formulated in terms
of minimizing the total probabilities of labeling error. The pairwise dependency between
atlases is considered during the label fusion process. The method performed better than
the traditional local-weighted weighting methods on hippocampus and hippocampus sub-
field segmentation in MRI.
3) Patch-based segmentation
Previous multi-atlas segmentation techniques are highly dependent on the accuracy of
nonlinear registration, which maps the atlases to the target image. Constraints on the
deformation can force the final segmentation to have a smooth shape, but the regu-
larization may restrict the ability to capture high local structure variations. This can
lead to some details being lost. When the transformation is not that accurate, the deci-
sion fusion methods introduced above can not deal with registration errors if using the
one-to-one correspondence after registration. However, it is still likely that correct corre-
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spondence can be found within the local neighborhood. Moreover, nonlinear registration
requires an significant computational burden, which restricts the efficiency of multi-atlas
segmentation techniques.
Recently, a nonlocal patch-based segmentation was proposed by Coupe et al. [48] to
tackle these problems. In his method, voxels with similar surrounding neighborhoods are
used to estimate the final segmentation. The labeling of each voxel is done by comparing
the patch centered at this voxel in the target image with other patches in atlases within
a certain spatial neighborhood. Several patches from atlases can be used during label
fusion and the weight is computed by patch comparison. Only affine registration is
carried out prior to the label fusion step, since patch-based segmentation can find out
the correspondences in the neighborhoods within a certain distance. Therefore, this
method is able to handle the registration errors. The proposed method outperforms the
appearance-based and template-based methods for hippocampus segmentation in terms
of kappa index value [48]. Recently, the patch-based segmentation was extended for
multiple organs segmentation in abdominal CT scans [232].
3.2 Segmentation of pelvic structures
Research in segmentation of the pelvic structures including the bony pelvis and pelvic
organs is required for image-guided procedures and radiation therapy. In this section,
I will focus on reviewing state-of-the-art segmentation algorithms for delineating and
modeling pelvic structures, including the bony pelvis, prostate and SV, since these are
the structures of interest in this thesis.
3.2.1 Bony pelvis segmentation in CT and MR images
A CT scan provides a clear and distinct boundary for the bone, since the cortical bone
has a higher electron density and therefore higher X-ray attenuation than other struc-
tures. As such, CT is the first choice of imaging modality for bony pelvis detection and
segmentation. However, due to variations and complexities of pelvic bone structures, es-
pecially geometrical changes of fractures, automatic and accurate segmentation of pelvic
bone in CT scan is an active research area. In state-of-the-art work, most pelvic bone
segmentation algorithms are proposed to segment CT images and only a few techniques
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have been developed for extracting pelvic bone in MRI.
3.2.1.1 Low-level segmentation
Haas et al. [90] developed a complicated combination of several low level image analy-
sis techniques, including thresholding, morphological operations and flood fill algorithms
for pelvic segmentation in CT scans. An anatomical orientation step is initially used to
provide starting conditions and prior information for subsequent segmentation strategies.
The proposed method focuses on segmenting the proximal femur and surrounding soft
tissue like prostate, bladder and rectum. Vasilache et al. [220] proposed a systematic
technique for pelvic bone segmentation from CT to create diagnostic recommendations
for traumatic pelvic injuries. This technique combines wavelet processing, Laplacian
filtering, morphology operations, region growing and gradient-based segmentation meth-
ods. These low-level methods can provide reasonable segmentations of bone in CT.
3.2.1.2 Model-based segmentation
In the literature, model-based segmentation is frequently used for pelvic bone segmen-
tation. Segmentation using an SSM can reduce the search space, which can provide a
robust and accurate segmentation result. The application of a SSM for semi-automatic
pelvic segmentation was introduced by Lamecker et al. [121]. A SSM of the pelvis was
trained and built on a set of 23 CT images. Manual initialization of the SSM was applied
to get a close start condition. Analysis of the grey value along surface perpendicular
directions was then used to fit the model to an unseen image. The result of this method
shows an average mean surface distance (MSD) of 2.4±0.3 mm compared to a gold stan-
dard. There are other diverse pelvis segmentation algorithms that have been proposed
based on SSM. Seim et al. [196] presented an fully automatic segmentation algorithm
for extracting pelvic bones in CT using a SSM. Instead of manual initialization of the
SSM, the pose of the SSM was initialized using a 3D generalized Hough transform. After
that, the adaptation of the SSM was used to fit the model to the target image. Using
the SSM segmentation result as initialization, they further applied a FFD of the surface
model based on optimal graph searching to get the final segmentation.
Yokota et al. [237] proposed to construct a hierarchical SSM of the hip using the
combined partial acetabulum and proximal femur SSM. A hierarchical multi-organ SSM
61
Figure 3.5: The framework of multi-atlas based MRI segmentation using CT SDM [213]
of the hip joint was constructed and a coarse-to-fine segmentation procedure was carried
out. Initially, the combined SSM was fitted to the boundary points from the roughly
extracted bone surface by thresholding the intensities of CT images. After that, segmen-
tation by SSM fitting was performed by intensity profile analysis along surface normals at
each surface point from initial estimated SSM. Finally, simultaneous fitting of pelvis and
femur SSMs was performed to get the final segmentation of the diseased hip. Recently,
Wu et al. [233] proposed a new cross validation based segmentation algorithm to segment
pelvic bones in multi-level pelvic CT scans automatically and accurately. The proposed
method includes image preprocessing, edge detection, the best matching template detec-
tion, cross validation based registered ASM with automatic initialization and 3D pelvic
model reconstruction. The result shows that the proposed method performs better, with
higher segmentation accuracy than the standard ASM and Snake algorithms.
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3.2.1.3 Atlas-based segmentation
Ehrhardt et al. [64] first proposed an atlas-based technique suitable for automatic seg-
mentation of the pelvic bones in CT images. Separate male and female shape atlases
were firstly reconstructed. After surface-based non-linear registration from the atlas to
the patient image, the segmentation was achieved by atlas propagation using the transfor-
mation. The surface models of the bone structures of the patient were roughly extracted
by using the marching cubes algorithm. The presented method shows promising results
compared to manual expert segmentation on six patient data sets. A very similar work
was presented in [165]. A reference image was non-linearly deformed to patient data,
and the segmentation was propagated using the transformation. However, there is no
quantitative analysis presented. Tanacs et al. [210] presented a statistical atlas for a
preprocessing step of a framework of pelvic CT images segmentation. The deformation
model was built up by aligning a set of CT scans to a common space. To segment a
new image, an automatic initialization of the deformable segmentation was achieved by
transforming the statistic atlas to the target image. Chintalapani et al. [40] presented
a full automatic framework using a statistical atlas for bone segmentation. In their ap-
plication, they used the male pelvis as an example. A statistical deformation model was
created from 110 CT data sets. The statistic atlas model was used to segment new images
by non-rigid registration. However, there are no evaluation results comparing to manual
segmentation.
Apart from extracting the bony pelvis from CT, there are quite a few approaches
explored for segmenting pelvic bone in MRI using atlas-based segmentation techniques.
Thompson et al. [213] proposed a CT statistical deformation model (SDM) for MRI pelvic
bone segmentation. This method combined the shape information from CT images with
appearance information from an MRI. The overall view of the flowchar of his proposed
method is shown in Fig. 3.5. The deformation model was built up based on CT images,
which have higher contrast of the bone. With the combination data from both CT and
MRI of the pelvis, they warped the MRI data to the mean shape of the model. After
that, this warped MR appearance image can be registered to other MR images under
the modes of variation of the model, which should restrict the deformation to feasible
transformations. The segmentation of MRI can be achieve by applying the resulting
transformation to the atlas segmentation from CT.
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Table 3.1: The comparison of different bony pevis segmentation algorithms in CT
Authors Method Experimental data Performance
Haas et al. [90] Low-level method including
thresholding, morphological
operations and flood fill
algorithms
611 anonymized
planning CT images
MSD: 3.1± 2.5 mm
Vasilache et al.
[220]
Low-level method combining
wavelet processing, Laplacian
filtering, morphology
operations, a series of region
growing techniques and
gradient-based segmentation
methods
A database of pelvic
injury CT images (the
number is not specified)
No quantitative results
Lamecker et al.
[121]
Statistical shape model A set of 23 CT data sets MSD: 2.4± 0.3 mm
Seim et al.
[196]
Statistical shape model 50 manually segmented
CT datasets
MSD: 1.2± 0.3 mm,
mean symmetric surface
distance (MSSD):
0.7± 0.3 mm
Yokota et al.
[237]
Hierarchical Statistical shape
model
22 CT datasets of female
patients of osteoarthrosis
of the hip caused by hip
dysplasia
Whole hip shape-MSD:
1.20 mm;Around joint
space-MSD: 1.78 mm
Wu et al. [233] Active shape model combined
with edge detection, the best
matching template detection,
cross validation based
registration
A set of 20 CT data sets Vary from MSD:
0.6± 0.2 mm to MSD:
1.7± 0.6 mm by using
different models
Ehrhardt et al.
[64]
Atlas-based segmentation A database of pelvic CT
scans (the number is not
specified)
The minimun of mean
distance of 25
landmarks is below
1mm, and maximum is
below 3 mm
Pettersson et
al. [165]
Atlas-based segmentation A dataset containing a
manually segmented
femur and pelvis (the
number is not specified)
No quantitative results
Tanacs et al.
[210]
Statistical atlas based method A database consists of 33
pelvic CT images
Euclidean distances of
the centroids:
8.65± 4.73 mm;
Chintalapani
et al. [40]
Statistical atlas based method 110 CT scans of healthy
patients and randomly
selected 20 datasets from
the CT population for
testing
Mean surface to surface
distance error: 0.4688
mm
Thompson et
al. [213]
Atlas-based segmentation
using statistical deformation
model
A population of 21 MRI
scans
Average distance
between Surfaces: 1.74
mm
64
The comparison of different bony pelvis segmentation algorithms is shown in Fig. 3.1.
As all the datasets are different from each other, it is hard to compare the improvement
between all these methods. Among them, statistical model-based methods (such as SSM)
are generally more efficient and have achieved highly accurate bony pelvis segmentation
in CT images. However, there is little research on bony pelvis segmentation in MRI
using statistical models. The challenge of using SSM is to annotate more that hundreds of
landmarks annually in 3D volumes and keep the correspondence consistent. To tackle this
problem, I alternatively extend the statistical modeling with multi-atlas based techniques
to delineate the bony pelvis from MRI in this thesis.
3.2.2 Prostate and seminal vesicles segmentation in MRI
MRI is becoming the standard modality used in diagnostic and treatment planning for
prostate diseases, since it provides good soft tissue contrast for better lesion and prostate
cancer detection and staging. However, due to large variabilities in shape, size and in-
tensity information inside the prostate and the SV, it is challenging to segment these
structures accurately in MRI. The only one work of the SV segmentation in the litetures
was presented in [35] by Chandra et. al.. They proposed to use a patient-specific de-
formable model to fully automatically segment the prostate, including its SV. However,
there is no other work focusing on the SV segmentation only. Therefore, in this section, I
will focus on reviewing current techniques developed for prostate segmentation in MRI. A
review of recent methods for prostate segmentation from different modalities is provided
by [83, 132].
3.2.2.1 Low-level segmentation
Zwiggelaar et al. [245] used an edge detection technique in a polar coordinate system
for prostate segmentation. Based on non-maximal suppression of disconnected curves
along the radial direction of the polar transformation, an inverse transform of the longest
curve was selected to obtain the prostate boundary. Samiee et al. [189] proposed a semi-
automatic segmentation of prostate using prior shape information. The location of four
landmarks in the region surrounding the prostate were first selected by the user. Based
on the computed edge direction of each individual pixel, a moving mask was used to
calculate average gradient values to delineate the prostate boundary. Similarly, Flores-
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Tapia et al. [69] proposed a semi-automatic MRI prostate segmentation algorithm based
on wavelet domain in a multi-resolution framework. Based on a predefined set of rules
using a priori shape information, the prostate contour was then traced by displacing a
moving mask along the multiscale products in the wavelets domain. Vikal et al. [222]
proposed an edge detection technique for semi-automatic prostate segmentation in a
slice-by-slice manner with prior shape and size information of the prostate. The shape
model of the prostate is built with the average shape of manually delineated contours.
To initiate segmentation, the user roughly defined the prostate center in the central slice
of prostate manually. A Canny edge filter was then used to obtain the rough edges of
prostate and pixels that do not follow similar orientation as the average shape model was
discarded. The polynomial interpolation is further applied to refine the contour by the
removal of gaps. The segmented contours were used to determine an initial outline of a
midsection slice, and iteratively propagated to the adjacent slices until reaching the base
and apex of the prostate.
3.2.2.2 Classification-based segmentation
Khurd et al. [115] proposed an automatic prostate segmentation algorithm in MRI
using a random walker segmentation and boosted classifiers. After bias correction of the
MRI, the prostate gland was first localized with a boosted classifier trained on intensity-
based multi-level Gaussian mixture model (GMM) segmentation using EM algorithm.
The seeding process was then constrained by a shape model and a multi-label random
walker to obtain the final segmentation. Allen et al. [5] proposed a combination of grey-
level voxel classification and 3D SSM to segment the prostate. In this method, a grey-
level voxel classification was applied to make an initial coarse probabilistic segmentation.
Based on the probabilities, a 3D point distribution model (PDM) was fitted to this
classified data to obtain a final smooth segmentation. Recently, Dwarikanath [141] used
the GC algorithm on the probability maps obtained from the RF classifiers trained on T2
images. A volume of interest was first detected using classification of supervoxels which
were obtained by an initial supervoxel over-segmentation. All the voxels were given
label probabilities by the predicted values from trained RF classifiers. Finally, a MRF
based on the semantic information from the trained RF classifier and image intensity was
optimized by the GC algorithm to obtain the final smooth segmentation. The results
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demonstrated high accuracy.
3.2.2.3 Model-based segmentation
Cootes et al. [46] first proposed the ASM to segment medical images including prostate
MRI . After that, the ASM algorithm has become a popular method for segmenting the
prostate in MRI. Zhu et al. [242] proposed hybrid two and three dimensional ASMs
for robust prostate segmentation. Both 2D and 3D ASMs were built to represent the
shape variance of the prostate. To segment an unseen image, the 3D ASM was iteratively
updated by an optimal search result of 2D segmentation on each slice. Compared to a
2D ASM, the result had higher consistency for the whole prostate, while the accuracy
compared favorably to 3D ASM methods. Zhang et al. [240] proposed an interactive
approach for prostate MRI segmentation using active contours. The active contour was
optimized with region-based information provided by the user. The curve evolution
process was carried out iteratively to obtain a final segmentation.
The ASM can be further improved with more discriminative features. Toth et al.
[215] proposed a multi-feature active shape models (MFA) to automatically delineate
the prostate boundary from T2-weighted MRI. Based on a set of training data, the
most discriminative statistical texture descriptors of the prostate boundary are learned
and selected to form a MFA based on the ASM constructed from manually delineated
contours. Then, the initialization of MFA was carried out automatically based on the
most probable location of the prostate boundary for final segmentation. Later, Toth
et al. [216] proposed an automatic initialization technique for an ASM for prostate
segmentation in magnetic resonance spectroscopy (MRS). The MFA was then used to
obtain prostate segmentation by employing statistical texture features.
Shape models are generally combined with other refinement approaches to achieve
more accurate segmentation. Tsai et al. [218] used a shape and region based level sets
framework to segment prostate in MRI. All the other contours were affine transformed
to a reference contour by minimizing their difference in a multi-resolution approach. An
implicit parametric shape model was then constructed to capture the primary modes
of shape variation. This model was then incorporated in the level sets function based
on region information such as area, sum of intensities, mean and variance of intensity.
The segmentation was achieved by minimizing the level sets function. For an extension,
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Tsai et al. [217] further proposed a coupled level sets model of the prostate, the rectum,
and the internal obturator muscles to segment these structures simultaneously in MRI,
where the shapes of these structures can overlap. By maximizing the mutual information
(MI) of the three regions, these three structures could be delineated. Makni et al. [143]
proposed a combined SSD within a probabilistic framework. The prior probability of
labeling was initially obtained by using a shape restricted deformable model combined
with MRF modeling. The segmentation was then achieved in a maximum a posteriori
probability (MAP) decision framework with the conditional probability as initialization
of a GMM. Firjani et al. [68] used a novel prostate segmentation algorithm in 2D dynamic
contrast-enhanced (DCE) MRI based on the GC framework. The MRF was constructed
on the GMM of the background and the foreground pixels and the probability of a pixel
being prostate was obtained from a shape model. The energy based on both shape and
intensity was jointly optimized by GC algorithm. The technique was then extended for
3D prostate segmentation in DCE MRI [67]. Gao et al. [78] proposed an unified shape-
based framework to extract the prostate in MRI. In his method, the shapes of a training
set of prostate volumes were represented as point clouds and registered to a common
reference using particle filters. To achieve the segmentation, an energy function based
on shape priors and local image statistics was minimized in a level sets framework.
3.2.2.4 Atlas-based segmentation
Klein et al. [117] first applied a multi-atlas approach for prostate segmentation. All
the atlases were registered to the target image using affine registration followed by a
multi-level non-rigid registration using a cubic B-spline. With the corresponding trans-
formation, the atlas labels were propagated to the target space. The most similar atlas
images were selected based on NMI. Both majority voting and STAPLE algorithms were
used to combine these labels into a single segmentation, which is the final segmentation.
Langerak et al. [122] proposed a new label fusion technique in a multi-atlas prostate
segmentation framework, known as SIMPLE. In this technique, the gold standard the
target label were estimated by a combination of all the labels from the segmentation
results. By comparing each of the atlas label to the target label, label below a certain
threshold was discarded and the target label was re-estimated with the selected labels.
The process iteratively continued for the final estimated segmentation. The result showed
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Table 3.2: The comparison of different prostate segmentation algorithms in MRI
Authors Method Experimental data Performance
Zwiggelaar et
al. [245]
An edge detection in a polar
coordinate system
20 prostate MR images The average overlap of
all the slices is below
80%
Samiee et al.
[189]
An semi-automatic edge
detection using gradient
2 MRI volumes with 19
slices each
Dice similarity
coefficient (DSC):
0.8856 and 0.9057
Flores-Tapia et
al. [69]
An semi-automatic edge
detection based on wavelet
domain
A plevic MRI volume
with 19 slices
DSC: 0.93± 0.05
Vikal et al.
[222]
An edge detection with the
shape model of the prostate
Three 3D axial MRI
prostate datasets
MSD: 2.0±0.6
DSC: 0.93±0.3
Khurd et al.
[115]
A random walker
segmentation and boosted
classifiers
23 3T T2-SPACE and 58
1.5T axially oriented
T2-TSE scans
MSSD: from 1.6± 0.5
mm to 2.5± 2.1mm
Allen et al. [5] A combined classification and
3D SSM
22 patients prostate MRI volume overlap (VO):
11.1% for whole
prostate
Dwarikanath
[141]
RF classifiers and GC 50 transver- sal
T2-weighted MR
datasets of the prostate
DSC: 0.94± 0.04,
Hausdorff distance
(HD): 3.7± 2.2 mm
Cootes et al.
[46]
ASM A MR prostate slice No quantitive results
Zhu et al. [242] Comined 2D and 3D ASM 26 male pelvis transverse
MRI sequences
MSD: 5.4811± 2.9082
Zhang et al.
[240]
Active contours A MRI data consisted of
24 slices
vo:8.52%
Toth et al.
[215, 216]
Multi-feature and
multi-resolution ASM
45 T2-weighted Prostate
MRI
HD: from 0.68 mm to
0.85 mm, VO: from
59% to 91%
Tsai et al.
[218]
Multi-shape model and region
based level sets
A set of MRI prostate
data (the number is not
specified)
No quantitative results
Makni et al.
[143]
A combined SSD within a
probabilistic framework
12 prostate MR scans HD: 9.94mm, VO: 83%
Firjani et al.
[68]
MAP estimate and GC 15 DCE MR scans DSC: 0.92
Gao et al. [78] An unified shape-based level
sets method
33 MRI prostate datasets DSC: 0.84± 0.03, 95%
HD: 8.10± 1.50 mm
Klein et al.
[117]
Multi-atlas segmentation 50 clinical prostate scans A median DSC: 0.85
Langerak et al.
[122]
Multi-atlas segmentation
using selective and iterative
method for performance level
estimation (SIMPLE)
A dataset of 100 MR
images of prostate cancer
patient
Single segmentation
estimation error: 4%
Dowling et al.
[61]
Multi-atlas segmentation
using dynamic multi-atlas
label fusion.
50 clinical prostate scans DSC: 0.86, MSD:
2.00± 1.3 mm
Martin et al.
[146]
Combine a probabilistic atlas
with SSM
A population of 18
prostate MR scans
MSD: 3.39± 1.95 mm
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that it performs better than the STAPLE algorithm. Recently, Dowling et al. introduced
a preprocessing step of bias field correction, histogram equalization and anisotropic dif-
fusion smoothing to multi-atlas segmentation [61]. After initial preprocessing, multiple
labels of the test image are generated by using rigid, affine and diffeomorphic registration.
Most similar labels were selected and fused to get the final segmentation. The result was
improved by compared to Klein’s [117].
Although atlas based segmentation has become popular recently, it is still challeng-
ing to achieve an accurate transformation to obtain good quality segmentation of the
prostate in MRI. Martin et al. [146] used a hybrid registration from the atlas to target
image by minimizing intensity and geometry energies. Beside matching intensity im-
ages together, the model points of the template image can also be matched to the scene
points belonging to the reference image. Finally, a shape constrained deformable model
was used to obtain the segmentation refinement. More recently, Martin et al. [147] used
a probabilistic atlas to impose further spatial constraints for prostate segmentation. In-
stead of hard segmentation, a probabilistic segmentation was created by averaging all
the labels transformed from atlas. After that, a deformable surface was introduced to fit
to the prostate boundaries by merging information from the probabilistic map, an image
feature model and a SSM.
The comparison of different prostate segmentation algorithms in MRI is shown in
Table. 3.2. As can be seen, prostate MRI segmentation is a so highly active research
topic in medical image analysis that attracts lot of researches. Due to large shape and
intensities variations among different dataset, the algorithms presented in Table. 3.2
achieved different segmentation accuracy and the evaluation criteria are very different for
different work. Therefore, it is hard to say which algorithm is the best solution for the
coming clinical data. The challenge of automated, robust and accurate segmentation still
remains. To solve the specific segmentation challenge, I am trying to further develop these
algorithms in my research. It is hard to deduce the anatomical correspondences required
by model-based methods. Therefore, I decided to further explore the combination of
multi-atlas based and classification-based approaches to improve the accuracy of prostate
and also SV segmentation in this thesis.
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3.3 Ground truth construction for image segmentation
In medical image segmentation, it is critical to obtain a ground truth for evaluating seg-
mentation algorithms. It is a difficult issue to find out the exact ground truth, which
may affect the outcome of any evaluation. The most common method in medical image
segmentation society is to use an expert’s manual segmentations. However, even seg-
mentations performed very carefully by experts in the area of research will never be an
actual ground truth and should just be described as a reference. The ground truth can
be constructed from from a different imaging modality or from synthetic images with
known geometry and properties that can produce images that closely resemble reality.
To compare different segmentation algorithms more fairly, standardized public ground
truth databases are always welcome.
A single expert’s segmentation is prone to human bias and error. Therefore, the fusion
of several manual segmentations for one image by different experts has been proposed
for a more robust ground truth [236]. For example, a ground truth using the average
contour of three dermatologists was suggested[238] or to use the one that is agreed by at
least half of the experts [128]. Recently, Li [129] proposed three methods using multiple
expert segmentations to estimate the ground truth for skin lesion segmentation. These
includes: threshold voting policy, a variation based method and a maximal a posteriori
probability based method. The author indicated that the voting policy produces a slightly
better ground truth than the other two optimization approaches. Therefore, this simple
and effective method is recommended to produce more robust ground truth if different
expert’s manual segmentations are provided.
In this thesis, as it is difficult to get different expert’s manual segmentations, we used
a standardized public database as our ground truth in most cases. For the prostate
segmentation task, we obtained the ground truth directly from that database in the
MICCAI prostate segmentation challenge in 2012. This database contains 50 expert’s
defined segmentations as a standardized ground truth. We also used a database that
contains 107 expert’s segmentations as the ground truths. For the SV segmentation task,
we used the ground truths containing 30 segmentations from National Cancer Imaging
[101], which were provided for MICCAI prostate structure segmentation challenge in
2013. For the bony pelvis segmentation, we had 19 scans with manual segmentations
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done by an expert radiologist from the Royal Marsden Hospital in the UK. Although
these manual segmentations are not perfect ground truths, they are extremely useful
when developing a novel pelvis segmentation algorithm in MRI.
3.4 Evaluation of segmentation results
The performance of segmentation algorithms is usually evaluated based on efficiency and
quality. The efficiency is simply measured by the computation time, whereas the quality
is evaluated by comparing the output of the method with a ground truth (also called gold
standard), usually obtained from manual segmentation done by experienced radiologists.
However, the ground truth always suffers from inter and intraobserver variations. To solve
this problem, Hodge et al. [98] suggested using the mean of the manual segmentation
from different radiologists or from the same radiologist at different times. Reviewing
the literature, the evaluation metrics of segmentation quality can be categorized into
qualitative and quantitative based metrics.
3.4.1 Qualitative metrics
In a qualitative evaluation, the most straightforward method is to simply look at the
contour of result and see how it agrees with human observation based on the knowledge
of anatomy. If the gold standard is provided, the obtained contour can be visually
compared with the ground truth value. However, the qualitative evaluation method is
always subjective and it is hard to maintain the consistency of the evaluation. It may be
only used for rough examination of whether the segmentation algorithm works.
3.4.2 Quantitative metrics
When gold standard segmentation is available, quantitative evaluation can be performed
by calculating the similarity of difference between the obtained segmentation and the
ground truth numerically. Typically, these metrics could be classified into surface-based
or volume-based methods.
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3.4.2.1 Surface-based metrics
Surface-based metrics rely on computing how close the surface between the ground truth
and the obtained segmentation. Typical surface based metrics used include: mean abso-
lute surface distance (MASD), MSD, maximum surface distance (MaxSD) and root mean
square distance (RMSD), which are denoted as follows:
MASD =
∑N
i=1 |d(Ai, Bi)|
N
; MSD =
∑N
i=1 d(Ai, Bi)
N
(3.6)
MaxSD = maxNi=1{d(Ai, Bi)}; RMSD =
√∑N
i=1(d(Ai, Bi))2
N
(3.7)
where A denotes the surface point set of obtained segmentation, B denotes the surface
point set of the gold standard, and d is the distance between two points.
The direct surface distance d(Ai, Bi) is not the same as the symmetric distance d(Bi, Ai).
Based on this property, there are several metrics based on symmetric surface distance pro-
posed, such as MSSD and mean symmetric roots mean square surface distance (MSRMSD)
formulated as:
MSSD =
∑N
i=1 d(Ai, Bi) +
∑M
i=1 d(Bi, Ai)
N +M (3.8)
MSRMSD =
√∑N
i=1(d(Ai, Bi))2 +
∑M
i=1(d(Bi, Ai))2
N +M (3.9)
HD [18] is a metric of distance to the closest point on the other surface for each surface
point. There is a distribution of distances of all the surface points. To make a single
number from this distribution, people usually compute the 95− th percentile (the value
that is larger than 95% of the computed distance values) of the distance distribution.
Given two point sets A to B, HD is defined by the maximum distance of a set A to the
nearest point in the other set B, as hd(A,B) = maxa∈A{minb∈Bd(a, b)}. A more general
definition of HD is defined as:
HD(A,B) = max{hd(A,B), hd(B,A)} (3.10)
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3.4.2.2 Volume metrics
Volume-based metrics are used to computed how much the ground truth and the ob-
tained segmentation overlap. DSC is a widely used method for measuring spatial overlap
between two binary segmentations. Let A denotes the volume of obtained segmentation,
B denotes the volume of the gold standard, DSC is defined as:
DSC = 2 |A ∩B||A|+ |B| (3.11)
where |·| is the number of points in the segmentation. There are various other metrics are
proposed including: VO, volume overlap error (VOE), volume difference (VD), average
volume difference (AVD), volume error (VE) and volume centroid distance (VCD). The
formulations of there metrics are defined as following:
V O = min{|A ∩B||A| ,
|A ∩B|
|B| }; OV E = 1−min{
|A ∩B|
|A| ,
|A ∩B|
|B| } (3.12)
V D = |A ∪B| − |A ∩B|2× |B| ; AVD =
|A−B|
|B| (3.13)
V E = |A|+ |B| − 2× |A ∩B||A|+ |B| ; V CD = |CA − CB| (3.14)
where C is centroid of the segmentation.
There are also some metrics proposed based on statistical measures of the performance
of a binary classification test. To define the metric, a assumption of the segmentation sta-
tuses are defined: The foreground correctly defined: true positive (TP), the foreground
incorrectly defined: false positive (FP), the background correctly defined: true negative
(TN), the background incorrectly defined: false negative (FN). Based on their definition,
several metrics are used, such sensitivity (SN) (also named recall), Specificity (SP), accu-
racy (Ac), volume similarity (VS), volume detection (VDe), and volume detection error
(VDer). There metrics are noted as follows:
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SN = TP
TP + FN ; SP = SP =
TN
TN + FP (3.15)
Ac = TP + TN
TP + TN + FP + FN ; V S =
2TP
2 + FP−FN (3.16)
V De = TP
FP + FN ; V Der = 1−
TP
FP + FN (3.17)
Any of the evaluation metrics could be chosen for evaluating the segmentation results.
In this thesis, I applied the most frequently used metrics to evaluate the experiment
results, including: DSC, RMSD, MSRMSD, VO and 95% HD.
3.5 Conclusion
This chapter has presented a review of segmentation techniques that are relevant to
this thesis. For general medical image segmentation, I summarized state-of-the-art algo-
rithm into four categories: low-level, classification, model-based and atlas-based methods.
Based on these categories, I focus on the review of pelvic image segmentation algorithm
including bony pelvis segmentation in both CT and MR images and prostate and SV seg-
mentation in MRI. Motivated by previous work, I propose novel segmentation methods
to improve pelvic image segmentation in the next few chapters. The most efficient and
accurate model-based and atlas-based methods are explored and extended. For cases
where these methods are difficult to apply or fail, a classification approach is also in-
vestigated in this thesis. I have also introduced the most common used ground truth
construction methods for image segmentation and addressed how are the ground truth
obtained in my research. Lastly, a set of evaluation techniques on segmentation results
has also been introduced and these methods will be used in the subsequent experiments.
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4 Multi-atlas AE-SDM for bony pelvis
segmentation in MRI
4.1 Introduction
The work in this chapter is based on the following paper:
1. Qinquan Gao, Ping-Lin Chang, Daniel Rueckert, S Mohammed Ali, Daniel Cohen,
Philip Pratt, Erik Mayer, Guang-Zhong Yang, Ara Darzi, Philip Edwards. "Mod-
eling of the bony pelvis from MRI using a multi-atlas AE-SDM for registration and
tracking in image-guided robotic prostatectomy". Computerised Medical Imaging
and Graphics, 2013.
To achieve image-guided prostatectomy, a 3D model from preoperative imaging would
be aligned with the view of the patient through the stereo endoscope. Construction of
the 3D model of the anatomy is the first requirement. During robotic-assisted laparo-
scopic radical prostatectomy (RALRP), pneumoperitoneum and tissue dissection cause
significant soft tissue deformation. Therefore, the large and rigid bony pelvis presents
the most sensible target for intraoperative rigid registration and tracking. The pelvic
rim is normally visible in the intraoperative view through the stereo laparoscope and can
also be segmented from the preoperative scan.
Magnetic resonance imaging (MRI) is becoming the gold standard imaging modality
for detection, localization and staging of prostate cancer (CaP) [99]. It provides good
contrast of soft tissue structures, but cortical bone and air both return a low signal.
Manual segmentation from MRI by a specialist radiologist is considered to be the only
reliable gold standard for delineating such anatomical structures. However, this process is
particularly time consuming for a large structure such as the bony pelvis and is a barrier to
routine clinical implementation of image guidance. In addition, segmentation of the large
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bony pelvis from MRI is particularly difficult even for experienced radiologists, as the
cortical bone is dark and can be hard to distinguish from surrounding tissue. Therefore,
an automatic and accurate bone segmentation from diagnostic quality magnetic resonance
(MR) scans is clearly desirable.
For image-guided robotic prostatectomy using the bony pelvis, the accuracy of the
bony pelvis segmentation will significantly affect the accuracy of subsequent registration
and tracking during surgery. Dense tracking algorithms will fail if they are directly ap-
plied to inaccurately segmented bone structures. Segmentation of bone from MR images
is difficult since cortical bone is dark in MRI and can be difficult to distinguish from
surrounding structures. Most of the existing algorithms for bony pelvis segmentation are
based on computed tomography (CT) images [121, 196, 221]. In order to tackle this prob-
lem, Thompson et al. [213] used a statistical deformation model constructed from CT
images coupled to MR appearance for MRI bony pelvis segmentation. This is the most
closely related work to that presented here. Results are limited to a single atlas-based
segmentation, but the method shows some promise.
A potential approach to improve segmentation accuracy is to combine basic atlas-
based segmentations with classifier fusion, named multi-atlas segmentation [136]. In this
approach, several atlases from different subjects are registered to the target data. The
label that the majority of all warped labels predict for each voxel is used for the final
segmentation of the target image. Babaloa et al. [14] have shown how such a multi-atlas
segmentation provides improved accuracy compared to a number of algorithms for the
segmentation of subcortical structures in the brain. Direct multi-atlas based segmen-
tation uses free form deformation (FFD) that can potentially result in local minimum
corresponding to unrealistic deformations. Statistical model based methods are popular
in many medical image segmentation tasks, since they are capable of handling shapes
with large but regular variation and provide a comprehensive description of the under-
lying shape variation when the training data is sufficient [150]. To my knowledge the
multi-atlas method has not been applied to bony pelvis segmentation.
4.1.1 Overview and contributions
In this chapter, a robust and fully automated multi-atlas framework is introduced for bony
pelvis segmentation in MRI, using my proposed MRI appearance embedding statistical
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(a) (b) (c)
Figure 4.1: An example CT (a) and MRI scan (b) with their accurate registration (c)
deformation model (AE-SDM) guidance. A useful series of anonymous patients with both
CT and MR scans was provided for us from a project that investigates the link between
pelvic shape and operative difficulty for prostate and colorectal cancer.
To construct a shape model of pelvic anatomical variation for each atlas, I initially used
30 CT scans of the full pelvis. By using the CT scan of the atlas as a template, all the CT
scans in the training set were accurately registered using manually identified landmarks
and segmented pelvic bone surfaces. A symmetric cost function involving surface and
landmark distance provides the most robust registrations, as landmarks enable to regular-
ize the main shape when using surface based registration. A subsequent intensity-based
registration provides a B-spline non-rigid transformation using the method of Rueckert et
al. [186]. All combinations of CT training scans were registered in this way and a statisti-
cal deformation model (SDM) [71, 184] was constructed with each CT scan as a template
for each atlas. This is the first time this multi-SDM approach has been proposed, where
a separate SDM is made for each atlas. For 19 of the CT scans in the training set, I
have corresponding MR scans (see Fig. 4.1) . Though these have lower resolution in the
z-plane, I can accurately register these to the corresponding CT scan using a 9 degrees of
freedom (DOF) transformation incorporating rigid motion and anisotropic scaling along
the axes. This provides an MRI appearance embedded within the SDM space to create
an AE-SDM.
To fit the model to an unseen MR scan, I use MRI intensities from the AE-SDM and
normalized mutual information (NMI) as a similarity measure for the registrations. This
is done for each of the atlases in turn. A coarse SDM guided registration is followed by
a two-level FFD based non-rigid registration. The atlases are first selected by a gender
classifier according to subpubic angle and NMI between the atlas image and the template
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image. The most similar N atlases (usually 10-12) between the deformed atlases and the
target are selected [4]. For these improved transformations, the bony pelvis labels of the
atlas are propagated into the space of the target image. All warped labels are fused for
each voxel to obtain the final segmentation of the target image.
The main contributions of this chapter are summarized as follows:
1. The construction of MRI AE-SDM of bony pelvis is introduced.
2. The framework of multi-atlas segmentation using the MRI AE-SDM is proposed,
which can achieve a state-of-the-art MRI bony pelvis segmentation.
The remainder of the chapter is organized as follows: Section 4.2 decribes the proposed
technique to segment the bony pelvis in MRI using a multi-atlas AE-SDM approach.
Section 4.3 presents the experiments and results of bony pelvis segmentation in MRI.
Finally, Section 4.4 summarises the work of this chapter, presents clinical applications
and discusses some future work.
4.2 Bony pelvis segmentation in MRI using multi-atlas
AE-SDMs
I proposed a multi-atlas segmentation of the bony pelvis in MRI by combining statistical
shape information of the pelvis derived from CT data with appearance information from
an MR volume (AE-SDM). The whole process of the AE-SDM construction is presented
in Fig. 4.2.
4.2.1 MRI AE-SDM construction
A statistical deformable atlas consists of a reference image coupled with its segmented
labels and a SDM. This model, which consists of the mean deformation and the principle
modes of variation from the mean deformation field, describes how the atlas should be
deformed to fit to a new given target image. CT images provide high resolution bone
information. Hence, good mapping between two different individuals can be obtained
using non-rigid registration. However, direct alignment of a CT atlas to a target MR
image performed poorly in my preliminary experiments, since the intensity of cortical
bone is dark in MRI and can be hard to distinguish from surrounding tissue. In order to
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tackle this problem, I use a large number of training examples with corresponding CT
and MR images of the same patient. The MR images can be accurately registered to CT
space to construct an MRI AE-SDM, which can guide non-rigid registration to establish
good alignment with a new MR image.
For the purpose of multi-atlas segmentation using AE-SDMs guidance, I carried out
a set of registrations using each of the atlas CT images as the template, yielding the
deformations with all other CT images. A separate SDM is then built for each atlas. As
shown in Fig. 4.2, a hierarchical registration scheme is proposed to produce highly ac-
curate transformations, consisting of landmark and surface guided registration, intensity
based affine registration and non-rigid registration using B-spline based FFD [190, 186].
The node positions of the deformations are used to build the SDM using principal com-
ponent analysis (PCA). The corresponding MR scan is warped into the SDM space to
construct the AE-SDM.
4.2.1.1 Non-rigid alignment of the CT bone models using hierarchical
registration
To build a SDM, it is vital that the training registrations are as accurate as possible.
With this aim, two phases of registration from coarse to fine are implemented. In the
first phase, an initial 47 manually defined landmarks covering the whole area of a pelvis
are introduced and landmark-based affine registration is carried out. This is followed
by intensity-based 9-DOF registration (rigid plus anisotropic scaling) using bony pelvis
masks with 3-voxel dilation to avoid soft tissue affecting the registration. Subsequently,
a non-rigid surface-based registration with landmark constraints is proposed to improve
the initial alignment further. The symmetric surface distance and landmark distance
constraint are used as the cost function, which can be denoted as:
S = (D(SR,i, T (SA,i)) +D(SA,i, T
−1(SR,i))
2 + λD(LR,j , T (LA,j)) (4.1)
where D is root mean square distance, SR,i is surface points of reference atlas , SA,i is
surface points of target images, LR,jand LA,j are landmarks, and λ is a trade-off between
these two terms.
In the second phase, a three-level FFD based non-rigid registration is introduced to
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Figure 4.2: A flowchart of the AE-SDM building process: For each CT image R(I,LPS)n ,
I represents the CT intensity, L is a segmentation of bony pelvis from the
CT scan, P is a landmark set, S is a bony pelvis surface and n ≤ m. In each
MRI image A(I)n , I represents the MRI image intensity.
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Figure 4.3: The CT registration results after two phases of registration from coarse to
fine
further improve the alignment between the masked bony pelvis with 20mm dilation in
reference atlas and the target images. In this process, I chose NMI as the similarity mea-
sure, B-spline transformation combined with affine transformation as the deformation
and gradient descent as the optimization method. Registration is carried out in a hierar-
chical manner from low resolution to high resolution with different control point spacing
(30mm, 15mm, 7.5mm). The output transformation is represented by a 3D deformation
field of control points describing the deformation from the reference atlas to the target,
denoted as:
TFFDx,y =

0 TFFD1,2 TFFD1,3 · · · TFFD1,n · · · TFFD1,m
TFFD2,1 0 TFFD2,3 · · · TFFD2,n · · · TFFD2,m
TFFD3,1 T
FFD
3,2 0 · · · TFFD3,n · · · TFFD3,m
...
...
... . . .
... · · · ...
TFFDn,1 T
FFD
n,2 T
FFD
n,3 · · · 0 · · · TFFDn,m
...
...
...
...
... . . .
...
TFFDm,1 T
FFD
m,2 T
FFD
m,3 · · · TFFDm,n · · · 0

(4.2)
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where TFFDx,y is a non-rigid transformation from atlas x to atlas y using FFD, TFFDx,y =
TFFD
−1
y,x and when x > n, TFFDx,y = 0 , n represents the total number of atlases in the
atlas pool, and m is the number of CT scans. All training CT images are registered to
all the atlases.
An example of results after these two phases registration from coarse to fine is show
in Fig. 4.3.
4.2.1.2 Principal component analysis of the CT deformation model
To capture likely deformations, PCA is performed on the deformation field TFFDx,y to
build up the SDM for each reference atlas. The details of SDM construction is described
in Chapter 2. I use 29 transformations from the sample to to build the SDM, and the
remaining dataset is used to validate this model in a leave-one-out manner. The vector
for each transformation is represented as:
T = [x1, y1, z1, x2, y2, z2, · · · , xn−1, yn−1, zn−1, xn, yn, zn]T
Figure 4.4: Cumulative percentage of population variance.
The principal modes capture the likely range of pelvic shape and can be used to improve
the registration from the atlas image to a new target by reducing the search space of the
non-rigid registration. Though a larger training set would be desirable, the outcome
of 28 modes can approximate the whole variance space. The cumulative percentage of
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Figure 4.5: The leading 3 modes of variation, showing one standard deviation from the
mean.
population variance is shown in Fig. 4.4. The first mode accounts for 40.84% of the
training set variance and the first 19 modes account for over 95% of the variance.
Varying the 3 leading modes of the SDM by one standard deviation from the mean
value (V = ±3) , the corresponding FFDs and the effects on the underlying images are
shown in Fig. 4.5.
4.2.1.3 MRI appearance embedding SDM
In order to incorporate MRI intensity information into the registration from an atlas to
a new MR image, I first register the each atlas MR image to its corresponding CT of the
same patient (see Fig.4.1). The MR image is transformed to its corresponding masked
CT image using a rigid transformation, followed by a 9-DOF affine registration since
there maybe slight scaling differences between scanners. In some cases, a rough initial
manual alignment is required, and subsequent rigid and affine registration are used to
further improve the transformation TMRI→CTj . By applying the transformation from
the target image to reference atlas transformation: Ti,j(x) and the transformation from
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MRI to CT: TMRI→CTj , MRI appearance could be transformed to each CT atlas space
(showed in Fig. 4.2), denoted as:
XAtlasiMRIj = Ti,j(x)T
MRI→CT
j XMRIj (4.3)
An average MRI appearance can then be generated for each atlas, represented as:
AMRIi =
∑n
j=0X
Atlasi
MRIj
n
(4.4)
The result of the above processes is a series of AE-SDM models with an MRI intensity
model and the corresponding shape variation model to describe how to warp this atlas
to a new MR scan.
4.2.2 Multi-atlas segmentation of bony pelvis in MRI using AE-SDMs
The next step is to make use of the multiple AE-SDMs to fit to an unseen MRI, with the
aim of providing an accurate segmentation of the bony pelvis. In multi-atlas segmenta-
tion, the intensity images of selected atlases are registered non-rigidly to a target image
and the resulting transformation is used to propagate the anatomical structure labels of
the atlas into the space of the target image. All warped labels are fused for each voxel
using global weighting to obtain the final segmentation of the target image. In my case
there are only two labels: bone and background. The pipeline of multi-atlas segmen-
tation of the bony pelvis is divided into the following parts: atlas selection, AE-SDMs
guided atlas to target registration, labels propagation and fusion, as shown in Fig. 4.6.
4.2.2.1 Atlas selection using shape and intensity similarity
The best multi-atlas segmentation accuracy is generally obtained by using a subset of the
atlases instead of choosing all the atlases. For each new query image to be segmented,
the atlases in the database that are the most similar to the query image should be used
[43, 234]. Several methods have been proposed and compared to improve this selection,
as described in Chapter 3. Since the pelvic shapes between male and female are quite
different, it is better to classify the atlases into different shape categories according to
gender indicators. The sub-pubic angle (denoted as θP ) is important in forensic anthro-
pology in determining the sex of an unknown person from skeletal remains. Generally,
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Figure 4.6: The pipeline of multi-atlas segmentation of bony pelvis.
the sub-pubic angle is significantly wider in women than men [100]. In most cases, a
sub-pubic angle of 50-82 degrees indicates a male with smaller pelvic shape; an angle of
>90 degrees indicates a female with larger pelvic shape [8]. Between these two indicators,
an uncertain case is defined. As a first step, an automatic sub-pubic angle measurement
from both CT and MR scans is introduced as the gender classifier for coarse atlas se-
lection. The sub-pubic angle can be estimated by propagation from the template by
applying the non-rigid transformation. Then, a classifier (Eq. 4.5) is used to divided the
atlas into three categories: male Φ(M) , female Φ(F ) and uncertain Φ(U), which could
be either gender.
Gender(P ) =

(a)Male , if θP < 82
(b)Uncertain , if 82 ≤ θp
(c)Female if θP > 90
< 90 (4.5)
Fig. 4.7 shows the spread of male and female sub-pubic angles, and the coarse gender
classification result of my training sample.
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Figure 4.7: The sub-pubic angle difference between male and female, top-left: male sub-
pubic angle, top-right: female sub-pubic angle, bottom: the pubic angles of
training sample.
I sort the sub-pubic angle of the atlas first, and select the topM atlases whose sub-pubic
angle is closed to the target. To optimize atlas selection further, the value of intensity-
based NMI after registration is introduced to choose most similar atlases according to this
intensity information. In the first step, nonrigid transformations between each atlas and
the template image have been established. The N atlases (usually 10-12) with the highest
NMI between the deformed atlases and the deformed target are selected for multi-atlas
segmentation.
4.2.2.2 Atlas to MRI target registration using AE-SDMs guidance
For the atlas MR images to a new MRI registration, I introduce an SDM-guided nonrigid
registration to improve the initial alignment. The optimization path is restricted along
the subspace defined by the SDMmodes, which is considered to be the subspace of feasible
transformations. A new transformation can be denoted by the following equation:
T (X) = Tglobal(X) + Tlocal(X) = (AX + t) + TAE−SDMlocal (X) (4.6)
where the global transformation (AX+ t) is obtained from intensity-based affine regis-
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Figure 4.8: A SDM guided non-rigid registration
tration and the local transformation TAE−SDMlocal (X) is started from the mean deformation
field stored in the AE-SDM. Gradient projection is used to restrict gradient decent in the
SDM space, which means no flexibility is allowed for irregular deformation, especially
pathological deformation. Suppose that T is the given transformation, M is the SDM
modes, ∇T is a gradient in the optimization process, and the projection function is P (x),
which I can express as :
P (T ) = M(MTT ) (4.7)
P (T +∇T ) = M(MT (T +∇T )) (4.8)
According to Eq. 4.7 and Eq. 4.8, it is easy to get:
P (∇T ) = P (T +∇T )− P (T ) = M(MT∇T ) (4.9)
Using Eq. 4.9, the gradient descent is restricted in the SDM space. This could reduce
the probability that optimization falls into a local minimum.
However, as only 29 training data sets are used to capture the deformation field in
my experiments, the SDM may not cover the whole feasible variation space. Therefore,
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(a) (b)
Figure 4.9: Chosen surface landmarks (a) and optimization of surface vs landmark trade-
off parameter λ (b)
directly applying the SDM in the non-rigid registration process may produce a worse
result in some cases with unusual shape variations. To tackle this problem, I use an initial
non-rigid registration with 30 mm control point spacing with statistical deformation
priors captured by the AE-SDM. The outcome will be to warp the MRI atlas to a likely
target shape. Then, a two-level non-rigid registration without the AE-SDM constraint is
introduced to further improve the registration results, with the control point spacings 20
mm and 10mm respectively. The registration process between MRI atlases and diagnostic
MRI targets is summarized as follows:
• Step 1: Initial global transformation using rigid transformation, followed by 9-DOF
affine registration.
• Step 2: A one-level non-rigid registration with the guidance of AE-SDM is used to
capture the coarse local transformation during gradient projection (shown in Fig.
4.8) with 30 mm control point spacing.
• Step 3: A two-level FFD based non-rigid registration is introduced to further im-
prove the registration results, with the control point spacing set to 20 mm and
10mm respectively.
4.2.2.3 Multi-atlas label fusion
With the transformations from atlases to target, the atlas lables are then propagated to
the target space. During the label fusion process, it is reasonable to expect the atlases
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Axial view Coronal view Sagittal view
Figure 4.10: An example of nonrigid MRI image registration, comparing the result with
(top) and without (bottom) SDM guidance. The boundary of pelvis is vi-
sually better aligned using SDM guidance.
whose reference images are more similar to the target image will contribute more than
those reference images are less similar to the target image. Therefore, I use a global
similarity-ranking based weighting strategy to combine these labels [224], denoted as:
Γi = argmaxs∈(1···S)
∑
j
I(Dij = s)× wj (4.10)
where Γi is the estimated label for voxel i, s is the segmented labels, Dij is the segmen-
tation decision of atlas j, I(·) is the label function and wj is the weight of atlas j. Here I
define the weight wj by using the NMI between registered atlas Ij and target image IT :
wj = NMI(TIjIT (Ij), IT ). (4.11)
4.3 Experiments and results
The whole system is implemented in C++ , shell script and CUDA and the evaluation is
run on quad 3.20GHz CPUs and a graphic card with 96 CUDA cores and 1GB of global
memory. The registration algorithm is modified and implemented based on the classes
from image registration Toolkit (IRTK) [186].
I have 30 anonymised CT scans which cover the full bony pelvis. Of those, 19 CT
scans have both their corresponding diagnostic MR images and manually segmented
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Table 4.1: Average metric compared with golden standard, including: VO, DSC, MSSD,
MSRMSD
Segmentation
Method
VO DSC MSSD MSRMSD
average±SD(%) average±SD average±SD(mm) average±SD(mm)
Max/Min Max/Min Max/Min Max/Min
Single-atlas
(MRI)[213]
80.13± 4.01 0.8315± 0.0352 2.2355± 0.3849 3.0112± 0.5514
85.22/68.23 0.8709/0.7149 3.4363/1.7661 4.5464/2.3904
Multi-atlas (10
MRI atlases)
86.95± 4.00 0.8930± 0.0341 1.3977± 0.4095 1.8829± 0.5818
92.91/74.87 0.9308/0.7734 2.7702/1.0386 3.5702/1.3476
Multi-atlas (10
CT atlases)
75.14± 5.36 0.8086± 0.0341 2.5587± 0.2989 3.2088± 0.3941
83.62/66.52 0.8426/0.7601 3.1749/1.9725 3.5935/2.3862
AE-SDM based
multi-atlas
88.36± 3.15 0.9058± 0.0234 1.5968± 0.2723 1.5968± 0.3686
93.12/79.45 0.9389/0.8289 2.1839/0.9869 2.6132/1.2651
labels which serve as gold standards. The resolution of CT scans is 0.848× 0.848× 0.625
mm and was resampled to 2×2×2 mm to speed up non-rigid registration. The resolution
of MR scans is 0.977× 0.977× 3.27 mm and was resampled to the same resolution with
CT scans .
I carried out a set of leave-one-out studies among all these 19 MR scans for a robust
bony pelvis segmentation applying the algorithm presented in Section 4.2. For each data
set to be segmented, each SDM was generated excluding the respective pelvis from the
training sets, which ensures the independence of training and testing data. To balance
computational burden and segmentation accuracy, empirically, the most similar 10 atlases
were selected for bony pelvis fusion.
For non-rigid surface-based registration with landmark-constraints, 47 landmarks were
manually placed on the pelvic surface, shown in Fig. 4.9. The trade-off weight λ between
surface distance term and landmark distance was tuned in the range of [0, 8]. The value
4 for λ was found to be optimal in terms of mean symmetric surface distance (MSSD)
between registered CT images during my experiments (see Fig. 4.9). Fig. 4.10 shows that
the accuracy of non-rigid registration between atlas images to target images improved
with the SDM guidance, and I can see that the boundaries aligned better under the
isoline view. According to the experiments, the SDM can help to achieve more accurate
alignment between atlas MRI to target MRI as shown in Fig. 4.10, especially in some
difficult cases.
For quantitative evaluation the segmentation results, I used several metrics compared
with the gold standard: volume overlap (VO), Dice similarity coefficient (DSC), MSSD,
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mean symmetric roots mean square surface distance (MSRMSD). Table 4.1 shows the
average value and standard deviations of these metrics among all the 19 MR scan segmen-
tations compared with expert manual segmentation from CT scans. Using my proposed
method, final segmentation results for the complete bony pelvis from MR images ex-
hibited an average VO of 88.3552% ± 3.1472% , an average DSC of 0.9058 ± 0.0234,
an average MSSD of 1.2377 ± 0.2723 mm and an average MSRMSD of 1.5968 ± 0.3686
mm. While, Thompson’s method [213] achieved the segmentations with an average VO of
80.1259±4.0088% , an average DSC of 0.8315±0.0352, an average MSSD of 2.2355±0.3849
mm and an average MSRMSD of 3.0112± 0.5514 mm.
Figure 4.11: MRI bony pelvis segmentation, from left to right : Single Atlas based,
Muliti-atlas based (MRI), Muliti-atlas based (CT), Muliti-atlas based with
AE-SDMs guidance.
The segmentation result for each of the MR scans is shown in Fig. 4.12 and Fig.
4.13. From these comparisons, I can see that multi-atlas using the original MRI as the
atlas produced a better result than a single atlas segmentation. However, multi-atlas
segmentation with CT as the atlas reduce the accuracy. The reason may be that the
bone marrow in MRI is easily registered to the cortical bone in CT. Using my proposed
AE-SDM-guided multi-atlas based segmentation method, the result is further improved,
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Figure 4.12: Comparison of my proposed method with single atlas segmentation and
direct multi-atlas segmentation using either CT or MRI as the atlas with
metrics VO (top) and DSC (bottom).
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Figure 4.13: Comparison of my proposed method with single atlas segmentation and
direct multi-atlas segmentation using either CT or MRI as the atlas with
metrics MSSD (top) and MSRMSD (bottom).
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especially for some poor alignments, which is clearly shown in Fig. 4.11. This is beacause
that MRI AE-SDM can improve the atlas images to target MRI registrations thus improve
the segmentation within the multi-atlas framework. The improvement using my proposed
methods is significant compared with all other methods (Student’s t-test p < 0.001). A
visual comparison of segmentation results from my proposed methods compared with the
ground truths are shown in Fig. 4.14
Figure 4.14: The examples of MRI bony pelvis segmentation using my proposed methods
compared with the ground truths
Overall, I have shown how the bony pelvis in MRI can be accurately and robustly
segmented using a combination of AE-SDM and multi-atlas techniques. An MRI AE-
SDM has been proposed within a multi-atlas framework. This outperforms existing
methods and provides a segmentation of the pelvis with an accuracy of 1.24 mm in terms
of MSSD.
The run-time of my multi-atlas segmentation framework is affected by the number
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of atlases used, which needs more computation time to get the affine and non-rigid
transformation from altas space to target space. In my experiment, 10 atlases were
used, which accounts for around 2.5 hours overall run-time for one segmentation. A
recent implementation of my non-rigid registration algorithm using graphic processing
units can make the process nearly 10-times faster [152]. My method is therefore quite
reasonable for use in the clinical environment, since there will be some delay between
scanning and surgery.
4.4 Discussion and conclusion
In this chapter, I have presented the technique for automated identification of the bony
pelvis in MRI. In this technique, I first proposed a robust and fully automated multi-atlas
pipeline for bony pelvis segmentation in MRI, using the guidance of MRI AE-SDM. The
segmented surface model can be registered and tracked in the surgical scene in nearly
real time [75]. In this calibration work, we further aligned this automatically segmented
model to the view through the da Vinci stereo-endoscope (Intuitive Surgical, Inc.). Ini-
tial registration is manual, following a protocol whereby an initial stereo landmark is
fixed and rotation is performed around this point. Such a protocol has been suggested
for partial nephrectomy [168]. Subsequent motion of the endoscopic camera was tracked
using dense tracking methods. A rate of 5 frames-per-second is achievable on modest
hardware, meaning that fully real-time video-based tracking should be possible. The
tracking accuracy in simulation tests is seen to be 0.13mm over 700 video frames and the
tracking on a real clinical endoscopic view is seen to be stable and robust. This represents
a significant step towards clinically useful augmented reality guided robotic prostatec-
tomy, which has the potential to improve both functional and oncological outcomes and
reduce the learning curve in RALRP. This is a whole framework of image-guided radical
prostatectomy using augmented reality. The ultimate goal is to provide surgical guidance
for surgeons in the operating room using preoperative images.
There is much further work to do. More training samples should be collected and
included in the AE-SDM model and CUDA-based non-rigid matching should be incor-
porated to speed up multi-atlas based segmentation [152]. The registration of the 3D
model to the surgical view needs to be automated. Initial results for the AE-SDM method
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could be expanded to incorporate soft tissue structures. A number of critical anatomical
features that would be useful for guidance have been identified , including the urethra,
prostate, seminal vesicles (SV), dorsal venous complex and neurovascular bundle [41].
These must be segmented by hand at present. Therefore, an automatic multi-oragan
segmentation in pelvic images is desirable. The issues of soft tissue segmentation are
examined in the following chapters, but rigid registration of the pelvis is a good start-
ing point for guidance. There is significant deformation of soft tissue structures due to
surgery, pneumoperitoneum or the inherent movement of the prostate with respiration.
This could be approximated using a physical model or the likely deformations could be
learned from a series of datasets in a similar manner to the learning of shape variation
from the SDM.
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5 Development of a 3D pelvimetry
system in bony pelvis
5.1 Introduction
The work in this chapter is based on the following paper:
1. Qinquan Gao, S Mohammed Ali, Philip Edwards. "Automated atlas-based pelvime-
try using hybrid registration". ISBI 2013, San Francisco, CA, United States, April
2013.
Radical prostatectomy (RP) of patients with localized prostate cancer can be difficult
due to periprostatic fibrosis, which will result in poor surgical, pathological, and func-
tional outcomes. The difficulty also comes from the operation in a narrow operating
space through the patient’s pelvis. Patients should be informed of the risk of difficulty
before surgery. Evaluating real surgical difficulty in laparoscopic operations (blood loss,
time for operation, outcome etc.) for prostate cancer remains an important issue for
prostatectomy. My intention is not only to improve radical prostatetomy technique by
using image-guidance, but also to assess whether the difficulty of prostatectomy can be
predicted based on pelvic geometric parameters, which are usually obtained by pelvime-
try.
Pelvimetry plays a significant role in number of areas in the past half century, such
as forensic determination of sex and race [100], investigations relating to the difficulty
of obstetric practice [109], assessing the difficulty of prostatectomy [154] and assessing
the resectability of rectal cancer [30]. Pelvimetry is applied to explore whether bony
pelvic geometric parameters are associated with pelvic operative outcomes. Boyle [30]
indicated that in certain patients with rectal cancer, circumferential resection margin may
be predicted from preoperative magnetic resonance imaging (MRI) pelvimetry, which may
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influence the choice of adjuvant therapy. A set of 16 pelvic pelvic geometric parameters
have been previously studied in patients with rectal cancer in whom any difference in
pelvimetry may potentially affect operative management, including pelvic inlet length,
tubercle height, outlet length, mid-inlet length, etc. [188].
Since RP is usually implemented through the inlet of the pelvis, it is proposed that
the pelvic inlet area is an important factor which may significantly influence operative
difficulty. A small pelvic inlet may constrain the flexibility of the operation, increasing
the difficulty of resection, whether for prostatectomy or rectal cancer. This may become
a factor in choosing which patients are suitable for such procedures. In my project, I am
aiming to further this research by investigating the relationship between the difficulty
of laparoscopic operations for prostate cancer and a more comprehensive set of pelvic
geometric prarameters (including pelvic inlet area as one example) to aid in surgical
planning for prostatectomy.
Recently, Neill [154] used pelvimetry based on preoperative computed tomography
(CT) images to examine the prediction ability of technical difficulties during open RP.
However, only a set of 7 pelvic geometric parameters are explored, which gives a limited
result. To further explore the relationship, a more number of accurate pelvic geometric
parameters and a large number of training samples should be prepared for statistical
analysis . This requires a large amount of tedious and repetitive pelvimetry work involved.
Traditional pelvimetry based on X-ray, CT and MRI [173, 205] is too time-consuming
to be performed on a large database and is prone to human errors. Such pelvimetry
needs to be performed slice by slice and therefore it is not convenient, especially for
researchers who may not be familiar with the anatomy. The other remaining difficulty is
that the pelvic inlet area cannot be calculated easily using the conventional pevimetry
methods. As stated in my work [75], it is particularly difficult to identify an accurate
pelvic boundary in MRI even for experienced radiologists, as the cortical bone is dark and
can be hard to distinguish from surrounding tissue. It is challenging to achieve accurate
pelvimetry based on MRI. Therefore, based on diagnostic CT and MRI, an easier and
more accurate method for pelvimetry is highly desirable.
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5.1.1 Overview and contributions
In this chapter, I introduce the metrics/parameters which describe pelvic shape and
design a 3D pelvimetry system in both its manual and fully automatic forms with a
user-friendly interface. This aims to explore the relationship between pelvic geometric
parameters and the difficulty of laparoscopic operations for prostate cancer. Twenty
pelvic parameters are defined based on the pelvic inlet contour and 15 landmarks in
a specific anatomical order on the pelvis surface. For the manual process, with the
segmented bony pelvis surface in either magnetic resonance (MR) or CT images (See
method in Chapter 4), these contour and landmarks are first delineated and placed on
the pelvis surfaces in order. The pelvic parameters can easily be calculated based on my
implemented interactive pelvimetry system. For automated analysis, the pelvimetry is
based on atlas fitting from a manually defined atlas CT (template) to a target CT using
a hybrid registration. This contains surface-based affine registration, statistical defor-
mation model (SDM)-guided non-rigid registration and two-level free form deformation
(FFD)-based non-rigid registration on pelvic CT images. The atlas is built with a 3D
pelvic CT scan with corresponding manually defined pelvic landmarks and pelvic inlet
contour. The transformation between the atlas image and the target images is automati-
cally built by applying the hybrid registration. The landmarks and inlet contour from the
atlas can be propagated to the target to estimate the target pelvic geometric parameters
automatically. It is a simple but useful toolkit for clinical applications.
The main contributions of this chapter are summarized as follows:
1. A comprehensive set of metrics/parameters which describes pelvic shape are intro-
duced.
2. An easily used manual 3D pelvimetry system is designed and implemented for
both CT and MR images. This system may be useful for clinical research and also
potentially for forensic science.
3. An automated pelvimetry system is further proposed based on CT images, which
provides automatic pelvic geometric parameters calculations including the pelvic
inlet area.
The remainder of the chapter is organised as follows: Section 5.2 describes the met-
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Figure 5.1: The anatomy of the bony pelvis.
Figure 5.2: The landmarks on the extracted 3D surface
rics/parameters which describe pelvic shape. Section 5.3 introduces the manual pelvime-
try based on my system. Section 5.4 illustrates how my proposed automatic pelvimetry
system works. Section 5.5 presents the experiments and results. Finally, Section 5.6
provides a summary.
5.2 Definition of pelvic geometric parameters
To define the pelvic geometric parameters, an understanding of the anatomy of the bony
pelvis is required. The bony pelvis is formed by the sacrum, the coccyx and a pair of hip
bones (ilium, ischium, and pubis), as shown in Fig. 5.1.
The pelvic space in which operations are performed can be divided into three main
parts: an inlet, a cavity, and an outlet. 1) Pelvic inlet: the line between the narrowest
bony points formed by the sacral promontory and the inner pubic arch is termed ob-
stetrical conjugate. 2) Pelvic cavity: it extends backward and downward from the inlet
to the outlet. It curves with the sacrum and coccyx. 3) The pelvic outlet: it extends
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from the pubic symphysis to the tip of the coccyx and, from side to side. Based on these
three main parts, 20 comprehensive geometric parameters of the pelvis are defined based
on 15 anatomical landmarks and pelvic inlet contour, shown in Fig. 5.2 and Fig. 5.3.
The complete list of pelvic geometric parameters is in Table. 5.1, which is an extended
version of the definitions give in Salerno et al. [188].
5.3 Manual pelvimetry
For easier and more accurate pelvimetry, a 3D pelvimetry system is designed and imple-
mented with both manually-defined and automated modes. The manual mode enables
some error corrections by human interaction. It contains three main functional modules:
1) pelvic surface extraction, 2) human-interaction for landmarks and pelvic inlet contour
definition, 3) automated calculation of the pelvic geometric parameters. For the pelvime-
try of a new CT image, I first extract a rough surface using thresholding methods for
bone [110]. If only MR images are provided, the approximate surface of the bony pelvis
can be extracted by my proposed methods from Section 4.2, and then the surface can
be imported into the system followed by the operations: 2)-3). With the 3D surface, 15
landmarks and the inlet contour are placed and delineated manually in order to define
the geometric parameters. After that, the first 19 geometric parameters can be easily
calculated based on the geometry and the measurement of the remaining pelvic inlet area
will be introduced in the next section. The placed landmarks can be seen in Fig. 5.2.
5.4 Automated atlas-based pelvimetry using hybrid
registration
Manual measurement of pelvic geometric parameters from 3D CT volumes is a tedious
and time-consuming task, and prone to human errors. In order to tackle this problem,
an automatic atlas-based pelvimetry framework is further proposed. This enables mea-
surements to be extracted from the scan automatically. The concept of this work is a
little similar to Bauer et al [16], where a statistical shape model (SSM) model (atlas)
is annotated with information and automatically propagated into the patient data for
knee joint surgical planning. In my case, I use a hybrid registration approach incorpo-
rating a SDM guidance [184] to establish more accurate transformation from atlas CT
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Table 5.1: Geometric parameters of the pelvis
1) The AP diameter of pelvic inlet, also
called conjugate diameter or pelvic inlet
length (a)
11 Distance from the sacral promontory
to the S3/S4 intervertebral disc (k)
2) The transverse diameter of pelvic inlet
(b)
12) Distance from the S3/S4
intervertebral disc to the tip of the
coccyx (l)
3) The oblique diameter of pelvic inlet (c) 13) Subpubic angle (α)
4) The transverse diameter of pelvic
outlet (d)
14) The angle between the
perpendicular line of pelvic inlet plane
and pelvic depth(β)
5) The AP diameter of pelvic outlet (e) 15) Pelvic inlet angle (γ)
6) Diagonal conjugate diameter (f) 16) The angle between the inlet, sacral
promontory and coccyx (δ)
7) The interspinous diameter of the
mid-pelvis (g)
17) The angle between the promontory,
the coccyx and pelvic outlet (θ)
8) Pubic tubercle height (h) 18) The angle at S3 (ν)
9) Distance from the sacral promontory
to the coccyx (i)
19) The ratio of pelvic inlet length to
pelvic depth (λ = ah)
10) Pelvic depth (j) 20) Pelvic inlet area: the area of pelvic
inlet (ψ)
to target CT. By applying this transformation, all the landmarks (Fig. 5.2) and pelvic
inlet contour (Fig. 5.5-(c-d)) defined on the template atlas will be propaged to a new
target. The estimated landmarks and intet contour will be automatically defined and
automated pelvimetry will be applied to estimate the pelvic geometric parameters. For
the first 19 pelvic geometric parameters, they are easy to calculate once all the landmarks
are propagated. However, the potentially most important factor - pelvic inlet area - is
extremely challenging to measure in an automated way, as the boundary of pelvic inlet
is difficult to be automatically delineated. Here I will introduce my proposed solutions
for pelvic inlet area measurement.
In this experiment, an atlas of the pelvic inlet contour is first constructed with a 3D
pelvis CT scan with a corresponding manual segmentation. The atlas image is then
registered to a target CT scan, yielding a transformation which allows the atlas contour
to be transformed to obtain the target inlet contour estimation. The transformation is
automatically built by using a hybrid registration incorporating affine registration with
multi-level free form based non-rigid registration algorithms [186] and its extension with a
SDM guidance. Eigenmode analysis is applied to project all the points of the propagated
contour onto a plane. Then, a triangulation of the planar points is used to calculate
103
Figure 5.3: The pelvic geometric parameters defined in my 3D pelvimetry system
pelvic inlet areas. The rest of the chapter is organized as follows: First, I describe how
the atlas of pelvic inlet contour is constructed. Then, the mapping algorithm from the
atlas to the target image is presented. Finally, I propose an automated pelvic geometric
parameters (mainly for inlet area) measurement algorithm and evaluate the method in a
set of 47 training data.
5.4.1 Atlas construction of pelvic inlet contour
5.4.1.1 Extraction of the pelvic inlet contour
In order to achieve an automated area measurement, a manually defined plane is con-
structed based on a single pelvis CT image. I choose the one whose landmarks are closest
to the mean landmarks. The cut through the pelvic inlet is defined by a clinical expert
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Figure 5.4: The manually defined pelvic plane for the inlet
using my implemented pelvimetry system. This process is shown in Fig. 5.4.
With the extracted slice, a manual segmentation is performed to obtain the pelvic inlet
region, and the marching squares algorithm (the 2D version of marching cubes [133]) is
introduced to extract the contour points from the 2D plane. These contour points can
be transformed back to their original positions on the CT scan, as can be seen in Fig.
5.5.
5.4.1.2 The atlas pelvic inlet area measurement
The ground truth of inlet area can be obtained by pixel counting based on the manual
segmentation (Seen in Fig. 5.5-b)). However, it is not easy for automatic area calculation
without accurate segmentation. Here, I use an approximate area calculation algorithm.
With the segmented pelvic inlet contour, a triangulation is applied to calculate the area
of the atlas inlet. The points P along the contour are sampled in 3-step jumps according
to their spatial order, denoted as P s. The formula of the approximate area calculation
can be denoted as:
S =
N∑
i=1
1
2 × Li ×Hi =
1
2×L(p
s
1, p
s
2)×H1 +
1
2 × L(p
s
2, p
s
3)×H2 · · ·+
1
2 × L(p
s
i , p
s
i+1)×Hi
(5.1)
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a) c)
b) d)
Figure 5.5: a) The extracted slice of the manually defined plane through the pelvic inlet ;
b) Manual segmentation of the pelvic inlet; c) The contour of the pelvic inlet
from marching squares; d) The contour transformed back to the CT surface
Table 5.2: The area of the atlas pelvic inlet
Area
calculation
Triangle area
approximation (mm2)
Direct area calculation from the
manual segmented image by pixel
counting (mm2)
Area 13075.7 12931
Relative error 1.1% Ground truth
where N is total number of sampled points on the contour of pelvic inlet, Li is the
length of two endpoints, and Hi is height of each triangle polygon, approximated by the
length from the centroid of all the points to the middle point of each two points along the
contour. The last point pN+1 is equal to p1. As shown in Table 5.2, the approximate area
calcualation can achieve quite similar area calculation compared with the pixel counting
method.
5.4.2 Atlas alignment using hybrid registration
After the landmarks and pelvic inlet contour of the template are defined, the template
image is then registered to a specific patient’s CT scan, yielding transformations which
allow the atlas landmarks and contour to be transformed to the target individual. The
accuracy of the measurement is highly dependent upon the quality of the transformations.
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Therefore, a three-phase hybrid registration is introduced using a SDM of the pelvis for
guidance, which is described in more detail in Chapter 4. The optimization path of FFD-
based non-rigid registration is restricted along the subspace defined by the SDM modes,
which is considered to be the subspace of feasible transformations. The transformation
is denoted as following:
T (x) = Tglobal(x) + Tlocal(x) = (Ax+ t) + TSFFDlocal (5.2)
where Tglobal(x) is a global 12-degrees of freedom (DOF) affine transformation, and
TSFFDlocal is the statistical FFD with the control points constrained to the SDM space, seen
in Section 4.2.2.2.
In the first phase, a symmetric surface-guided affine registration followed by surface-
based non-rigid registration provides a rough initial pose of the pelvis. The surface is
extracted from the CT scans by a simple threshold-based marching cubes initially, seen
in Fig. 5.6-a. However, non-pelvis surface surrounding will affect the initialization. This
initial registration process will be repeated once using an updated surface. To obtain
the updated surface, the dilated binary segmentation of the atlas pelvis is propagated to
a new individual using the initial transformation. A padding value is set for the region
outside the dilated binary image in the new target 3D CT image, which will largely
eliminates the influence of soft tissue distant from the pelvis. Finally, the marching
cubes algorithm is applied to extract the surface. This produces a single clear updated
surface as seen in Fig. 5.6-b. A symmetric surface-guided affine registration followed
by intensity-based affine registration is then carried out, and a symmetric surface-based
non-rigid registration is further applied to get a more robust starting transformation for
nonrigid warping from template atlas to target images.
As there is significant shape variation of the pelvis between different individuals, di-
rect non-rigid registration may fall into a local minimum after only affine registration.
As suggested in Chapter 4, a FFD-based non-rigid registration using SDM guidance is
introduced to improve the alignment between the template image and the target images.
An one-level FFD-based non-rigid registration constrained by the SDM, followed by a di-
rect two-level non-rigid registration is found to produce the best results. The SDM-based
freefom nonrigid registration is carried out on the entire CT scan, followed by a two-level
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a) b) c)
Figure 5.6: a) The initial threshold-based pelvis surface; b)The updated threshold-based
pelvis surface; c) Atlas to an target image alignment using hybrid registration
nonrigid registration on a 20mm dilated masked of the pelvis regions. In the non-rigid
registration, normalized mutual information (NMI) is chosen as the similarity measure,
and I use gradient descent optimization. Images are re-sampled with lower resolution,
and then non-rigid registration is carried out hierarchically, from low to high resolution
and similar reductions in the control point spacing [186].
These three stages result in an improved final non-rigid transformation, which is then
applied to align the source image to the target image accurately, as shown in Fig. 5.6-c.
I can see that accurate alignment is established from the atlas image to the target under
a smooth FFD.
5.4.3 Automated pelvic inlet area measurement
5.4.3.1 Propagation of pelvic inlet contour
Having achieved good transformations from the atlas image to all other target individuals,
the atlas contour of the pelvic inlet can be automatically propagated to obtain a contour
estimate for the target. For example, in Fig. 5.7, a new contour is produced from the
atlas (a), which can approximately fit to this new individual’s 3D surface (b).
5.4.3.2 Redefinition of the inlet plane
As shown in Fig. 5.7, the points along the boundary of the propagated pelvic inlet do
not remain in the same plane, since the transformation contains both rigid and non-rigid
parts. Therefore, the inlet plane should be redefined based on these non-planar points. I
use the eigenmode analysis to obtain the main modes of variations and remove the least
important mode, which corresponds to the best fit plane normal. Setting all the points
Pi = [pix, piy, piz]T as the training sets, eigenmode analysis produces three eigenvectors,
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a) c)
b) d)
Figure 5.7: a) Deformed points; b) aligned to CT; c) principal axes; d) planar points on
CT
as shown in Fig. 5.8. The first two eigenmodes correspond to the best fit plane in my
case.
The first two components account for 99.87% of the variance. All the points are now
projected onto this plane, seen Fig. 5.7 (c). Applying the transformation from the
eigenspace to the CT scan, the redefined contours align well to the 3D surface, see Fig.
5.7 (d).
5.4.3.3 Automated pelvic geometric parameters calculation
With the projected pelvic inlet contour, the triangulation algorithm (Eq. 5.1) is applied
to calculate the area of the pelvic inlet automatically. As the points of the contour have
been deformed, these need to be sorted in the right spatial order according the vector
direction from the centroid to each point θ(V (pcentroid → pi) before calculating the area
measurement. For the first 19 parameters, they can be easily calculated based on the
propagated landmarks according to the definitions in Fig. 5.3.
5.5 Experiments and results
The pelvimetry system is implemented using QT , VTK and C++. The pelvic inlet planes
and landmarks are manually defined and extracted by the expert using my pelvimetry
system. Manual pelvimetry was carried out on the 46 training scans with the resolution
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Figure 5.8: Eigenmode analysis for the contour points
of 0.848 × 0.848 × 0.625 mm (35 males and 11 females) to get the gold standard pelvic
geometric parameters, as shown in Fig. 5.9.
During construction of the transformation, the threshold for extracting the pelvis from
CT images was set to 170 Hounsfield unit (HU) and the scans were subsampled to
2mm resolution to speed up the registration. The control point spacing for non-rigid
registration is 30mm in the second phase and reduced to 20mm and 10mm in the third
phase. With all the transformations constructed, the proposed automatic pelvimetry was
applied to estimate the pelvic geometric parameters for the training sets. Manual and
automatic area calculations of the segmented pelvic inlet were compared. For the pelvic
inlet area, the result in Fig. 5.10 shows that an automatic area calculation performed
well, with an average relative error of 2.82± 1.67% compared to manual results. For all
the 20 pelvic geometric parameters, average relative errors are shown in Fig. 5.11, with
a maximum relative error of 4.91 ± 2.87% and a minimum relative error 1.15 ± 1.20%.
Considering that there are possible errors in manual pelvimetry, the performance of my
automatic pelvimetry system is promising.
A comparison between manual and automated measurement in the male and female
groups was also carried out separately, seen in Fig. 5.12. The measurement in the female
group was slightly more accurate than in the male group. A possible reason is that the
template scan is female, which will most likely have less pelvic shape variation when
aligned to the females than to the males.
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Figure 5.9: The manual pelvimetry
Figure 5.10: The comparison of manual and automated pelvic inlet area measurement
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Figure 5.11: The average relative error and standard deviation among all the patients
Figure 5.12: The relative errors between male and female groups
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5.6 Discussion and conclusion
In this chapter, I have designed and implemented a 3D pelvimetry system in both its
manual and fully automatic forms with a user-friendly interface. The manual pelvimetry
is carried out directly on the segmented bony pelvis surface. The automated pelvimetry
is based on template-target matching scheme. This makes statistical analysis of any
relationship between the difficulty of pelvic operations and the pelvic dimensions feasible.
As shown in the results, pelvimetry in males is not as robust as in females. This could be
improved using a separate atlas for males. Multi-atlas based propagation may improve
accuracy, which will be further explored to improve the performance of my system. This
framework can be extended to more functions of pelvimetry, including pelvic volume
measure, pelvic outlet area and other metrics. The hope is that this work will provide a
convenient toolkit for doctors to improve the prediction of operative difficulty, providing
better information for patients and clinicians and ultimately reducing patient risk.
To assess whether pelvimetry will provide prediction of surgical difficulty before an
operation, more training samples should be collected and statistical analysis should be
applied. It has not been possible to carry out the analysis of this relationship as part of
this thesis, but it will form part of my future work. As a further development, the SDM
space may offer a way to analyze other aspects of shape that could influence operative
difficulty. The SDM space provides a lower dimensional description of pelvic shape and
we could analyze any correlation between the positions of individuals in this space and
operative difficulty. In principle such analysis can look for any aspects of shape that
could correlate to operative difficulty, not just those that are suggested by humans.
Such potential relations are worthy of exploration. My ultimate aim is to provide more
information to the patient and surgeon about potential risks during surgical planning of
pelvic operations.
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6 Multi-atlas based prostate
segmentation in MRI
6.1 Introduction
The work in this chapter is based on the following papers:
1. Qinquan Gao, Daniel Rueckert, Philip Edwards. "An automatic multi-atlas based
prostate segmentation using local appearance-specific atlases and patch-based voxel
weighting’". MICCAI-PROMISE 2012, Nice, France, October 2012. (Oral presen-
tation)
2. Qinquan Gao, Tong Tong, Daniel Rueckert, Philip Edwards. "Multi-Atlas Propaga-
tion via a Manifold Graph on a Database of Both Labeled and Unlabeled Images".
SPIE Medical Imaging 2014: Computer-Aided Diagnosis, San Diego, California,
United States, February 2014. (Oral presentation).
Accurate and automatic segmentation of the prostate is crucial for prostate cancer (CaP)
detection and staging, surgical planning and image-guided robotic-assisted laparoscopic
radical prostatectomy (RALRP) with augmented reality [41]. Quantitative analysis of
the effectiveness of such techniques requires a large number of accurate segmentations.
However, such accurate anatomical annotations are difficult to obtain. Manual segmen-
tation can suffer from intra-expert and inter-expert variability and is time consuming,
especially for a large number of segmentations. Consequently, there is a real clinical and
research need to develop algorithms for automated and semi-automated segmentation
of the prostate in magnetic resonance imaging (MRI). These algorithms need to offer
robust, high quality results for a variety of clinical applications which are beginning to
incorporate MRI as part of routine clinical practice. There is much previous work based
114
on the well known methods of statistical shape modeling [82] and probabilistic atlas priors
learned from training data [147].
As demonstrated in [14], a multi-atlas based segmentation approach can provide the
best accuracy compared to a number of algorithms for the segmentation of subcortical
structures in the brain. It is therefore worth exploring the application of such methods
for prostate segmentation in magnetic resonance (MR) images. However, in contrast to
brain MRI, there are large shape variations and intensity differences in the appearance
of the prostate in MR scans which have very different acquisition protocols. Directly
applying a standard multi-atlas approach may not work for prostate MRI. Hence an
accurate, generic, robust and fully automated segmentation remains a significant research
challenge. In order to tackle this problem, an atlas selection step can be performed in
multi-atlas based segmentation methods, which selects only the most similar atlases for
the segmentation of the query image [43, 4]. Several methods have been investigated and
compared to optimize this selection step [136, 32]. In addition, the atlases whose reference
images are more similar to the target image are expected to contribute more in the label
fusion step [224]. Considering all these factors, Klein [117] first proposed a multi-atlas
matching approach for prostate segmentation using localized mutual information (MI),
which achieves promising prostate segmentations. However, the majority weighting and
simultaneous truth and performance level estimation (STAPLE) strategies for label fusion
may still not achieve an accurate delineation of the local boundary when the accuracy of
atlas to target matching is less than perfect. Since they do not account for the intensity
information of registered atlas and the target image. Although I have shown that a
statistical deformation model (SDM) guided multi-atlas approach (described in Chapter
4) can improve the registration and segmentation, it is difficult to construct a SDM of
the prostate since the accuracy of prostate image registration is not as high as that of the
bony pelvis. Therefore, I need to explore another way to extend the multi-atlas approach
for prostate MRI segmentation.
In multi-atlas segmentation, a larger database is always prefered in order to obtain
a more accurate segmentation. In most situations expert segmentations are expensive
and hard to obtain, but there are often a lot of unlabeled clinical images available.
Several methods have been proposed recently to combine both labeled and unlabeled data
for natural image analysis and learning [194, 241]. To utilize these unlabeled medical
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images, Wolz et al. [231] proposed a novel manifold learning and embedding method
to place all labeled and unlabeled images into the manifold space, and an initial set
of atlases is propagated to all images through a succession of multi-atlas segmentation
steps. However, the propagation errors may be accumulated if the labeled atlases are
insufficient. Rubinstein et al. [183] incorporated dense 2D image correspondence of all
labeled and unlabeled images. Annotations can then be inferred automatically via a
dense graph in a large database. However, the computational burden and memory cost
will be extremely expensive for 3D medical image annotations. A more effcient way is
required to construct accurate image mappings by incorporating unlabeled images.
Recently, graph based image registration has been investigated as a way to generate
more accurate transformations between image pairs with considerable anatomical varia-
tion by registering via more similar intermediate images [187, 106]. Geodesic estimation
and geodesic registration has also been proposed to solve the large deformation registra-
tion problem [13, 91]. Cardoso et al. proposed a method for propagation of information
across brain images using a morphological and intensity based local manifold space [33].
However, these methods have not yet been extended to multi-atlas segmentation with
both labeled and unlabeled images. Inspired by these registration methods, I aim to
explore a way to place all the unlabeled images in the geodesic registration framework
to aide the registration from labeled atlas to target.
6.1.1 Overview and contributions
In this chapter, I first present a fully automated segmentation framework for multi-center
and multi-vendor MRI prostate segmentation using a multi-atlas approach with local
appearance-specific atlases and patch-based label weighting. Segmenting prostates with
a large variation of shapes and intensities is an extremely difficult task. To tackle the
problem presented in the MICCAI prostate segmentation (MICCAI–PROMISE) chal-
lenge 2012, a comprehensive image preprocessing method is initially presented to make
the contrast and luminance of each tissue type more consistent across the training im-
ages in the database. The atlases with the most similar global appearance are classified
into the same categories. The sum-of-square local intensity difference of affinely aligned
images is then used for atlas selection and a patch-based weighting is performed for la-
bel fusion after non-rigid registration. Compared to manual segmentation, my proposed
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method produced favorable outcomes in these highly variable data sets. This method
outperforms other multi-atlas based methods including global weighting and local weight-
ing strategies and obtained the third best segmentation results among all the methods
presented in MICCAI-PROMISE challenge 2012 [132].
However, the accuracy and robustness of my proposed multi-atlas based prostate seg-
mentation method is still not sufficient for clinical application. There are some failure
cases due to some MR scans either containing only a small part of the prostate or irregu-
lar shape due to disease, and it is difficult to get similar reference images from the small
database of available atlases. It is difficult and expensive to get a large number of images
labeled by an expert, but easier to obtain unlabeled images. To make my multi-atlas
segmentation more robust, I propose a framework for multi-atlas based segmentation
in situations where I have a small number of manually segmented images, but a large
database of unlabeled images is also available. The novelty lies in the application of
graph-based registration via a manifold space to improve the registration performance.
All the labeled and unlabeled images are embedded in a learned manifold space and a
graph is constructed to connect similar images. Atlases are selected for a target image
based on the shortest path length along the manifold graph. A multi-scale non-rigid
registration takes place via each of the nodes on the planned graph. The motivation is
that the likelihood of mis-registration is reduced by using similar images for registrations.
Having registered multiple atlases via the graph, patch-based voxel weighting is utilized
to achieve the final segmentation. The proposed approach is evaluated on a set of T2 MR
images of the prostate, which is a notoriously difficult segmentation task. Using a set
of 25 labeled atlas images and 85 images overall, the proposed method can improve the
segmentation accuracy by using registrations via the learned manifold graph, compared
to my previously proposed multi-atlas based method and Wolz’s learning embeddings for
atlas propagation (LEAP) method [231]. The improvement is modest, but potentially
useful for this difficult set of images. I expect the approach to provide similar improve-
ment in other multi-atlas segmentation tasks where a large number of unlabeled images
are available.
The main contributions of this chapter are summarized as follows:
1. A comprehensive method for diagnostic prostate MRI processing is presented.
117
2. An appearance-specific multi-atlas segmentation using patch-based weighting is
proposed and explored for diagnostic prostate MRI segmentation.
3. Patch-based label fusion for prostate MR image segmentation is presented and
compared with global and local weighted voting methods.
4. A framework of multi-atlas propagation via a manifold graph on a database of
both labeled and unlabeled images is further proposed for more robust multi-atlas
segmentation.
The remainder of the chapter is organized as follows: Section 6.2 describes the com-
prehensive image preprocessing method for diagnostic prostate MRI. Section 6.3 shows
the details of the proposed appearance-specific multi-atlas segmentation for diagnostic
prostate MRI, using patch-based weighting algorithm. Section 6.4 illustrates the chal-
lenge of prostate image registration with large variations in both shape and intensity.
Section 6.5 describes the details of multi-atlas propagation via a manifold graph on a
database of both labeled and unlabeled images to improve multi-atlas segmentation with
a limited number of labeled atlases. Finally, Section 6.6 summarizes the work of this
chapter and discusses some future work.
6.2 Image preprocessing for diagnostic MRI prostate
images
In the PROMISE-12 training set, the transverse 3D T2-weighted MR scans of the prostate
are provided, which are representative of the types of MR images acquired clinically for
diagnosis. The data are multi-center and multi-vendor and have different acquisition
protocols, resulting in differences in slice thickness and the presence of an endorectal
coil in some images. Many of these images exhibit significant intensity inhomogeneity,
as shown in Fig. 6.1. In MRI, image preprocessing is an important step before image
analysis. The performance of algorithms such as segmentation and registration is directly
affected by artifacts and noise present in the input images. Therefore, during atlas
database construction, variability caused by image formation is minimized by performing
denoising, inhomogeneity correction, and an inter-subject intensity normalization.
To remove the intensity bias introduced by the Rician nature of noise, a Rician adaption
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Figure 6.1: Diagnostic MRI prostate images with varying shape and appearance
1) 2) 3)
Figure 6.2: The Rician denoising in prostate MRI images: 1) Noisy image; 2) Denoised
image; 3) Removed noise
of non-local means is used for denoising, as described in Section 2.1.1. After the filter is
applied, the Rician noise can be reduced, as shown in Fig. 6.2.
Although the quality of the denoised image is better (see Fig. 6.2), it is still obvious
that the intensity of the same tissue varies when examining the local intensity in more
detail. Therefore, the well-known nonparametric nonuniform intensity normalization
(N3) intensity nonuniformity correction is applied to reduce intensity inhomogeneity, as
described in Section 2.1.2. By applying the estimated bias, the intensity becomes more
homogeneous as shown in Fig. 6.3.
All the atlases are then transformed into a template space. The construction of the
template image is described in Section 2.1.3. Using the constructed template image, all
1) 2) 3)
Figure 6.3: The N3 intensity inhomogeneity correction in denoised prostate MRI images:
1) Bias-uncorrected image; 2) Recovered bias field; 3) Bias-corrected image
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1) 2) 3)
Figure 6.4: The ROI of the prostate region, showing 1) The mask of the ROI; 2) Unnor-
malized image and 3) Image after inter-subject normalization
the atlases are transformed into the template space by affine registration. To reduce the
computational burden and focus the registration on the relevant part of the image, a
dilated mask of the region of interest (ROI) (Fig. 6.4.) was applied.
With all the atlas images in the template space, the intensity of all images are then
normalized together using the method decribed in Section 2.1.4. This makes the contrast
and luminance of each tissue type more consistent across the training images in the
database, seen in Fig. 6.4.
After all these procedures, an atlas database is constructed with the preprocessed
MR images and their corresponding manual segmentations, which can be denoted as
{A(Ii, Li)}, where Ii represents a gray image, Li is a segmentation.
6.3 Automatic multi-atlas based prostate segmentation
using local appearance-specific atlases and patch-based
weighting
In multi-atlas segmentation, the most similar atlases create more accurate transforma-
tions to the target image and therefore provide a better label estimation. In this chapter, I
aim for robust and accurate segmentations of multi-center and multi-vendor MR prostate
scans. To this end I introduce appearance-specific atlas selections and a patch-based
weighting strategy for atlas fusion. With the atlas database constructed in Section 6.2,
atlases are further classified into two categories: normal MR scans An and scans taken
with a transrectal coil Am. This is easily achieved by examining the intensity variation
around the rectum since the transrectal coil produces significant physical distortion but
also has a characteristic bright appearance in the local region near the coil itself. The
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sub-atlas database whose atlas appearance is closest to the new target is chosen as the
initial atlas database. Within this database, the top N similar atlases are further cho-
sen for atlas registration by measuring intensity difference in the ROI around prostate.
After all the selected atlases are non-rigidly registered to a target image, the resulting
transformation is used to propagate the anatomical structure labels of the atlas into the
space of the target image. Finally, using patch-based weighting, the label that has the
largest patch weight of all warped labels is used for the final segmentation for each target
voxel. I compared the performance of the proposed method with those using global and
local weighting strategies for label fusion. The pipeline of multi-atlas segmentation of
the prostate is divided into the following parts: atlas database construction (see in Sec-
tion 6.2), appearance-specific atlas selection, multi-atlas pairwise registration, and atlas
propagation and fusion with patch-based weighting. This process is shown in Fig. 6.5.
Figure 6.5: The pipeline of the proposed multi-atlas segmentation of the prostate in di-
agnostic MRI images
6.3.1 Appearance-specific atlas database construction and selection
Although all the atlas images are preprocessed in advance to make image intensity more
homogeneous and the contrast and luminance of each tissue type more consistent, the
variation of intensity distribution is still large between normal scans and those affected
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Figure 6.6: The intensity distribution around the rectal region: normal MR scans (left);
scans taken with an endorectal coil (right)
by an endorectal coil. This can lead to inaccurate registration between these two image
types. Several atlas selection methods proposed by Lotjonen [136] are employed in the
experiments, but they are not robust enough to distinguish between these two image
types. To tackle this problem, I first classify the atlas database into two sub-databases
by comparing the intensity difference around the region of the rectum. The classified
sub-databases are represented as A = {A(Ii, Li)} = {{AN (Ii, Li)}, {AM (Ij , Lj)}}: at-
lases with normal MR scans {AN (Ii, Li)} and atlases taken with an endorectal coil
{AM (Ij , Lj)}. For an automatic classification, an initial mask is extracted on the whole
rectum and prostate region. The 2D intensity histogram is calculated on the masked
region for each training image and K-means classifier is ultilized to divide the database
into two sub-databases, which minimizes the within-cluster sum of squares, denoted as:
argminC
K∑
k=1
∑
xi∈Ck
‖ hi − µk ‖2 (6.1)
Where hi is 2-D intensity histogram of image xi, C = {C1, C2, · · ·CK} are the classes,
µk is the cluster center of class Ck and K is the number of classes, which is set to
2 (prostate and background) in the experiments. For a test image, the sub-database
whose cluster center is closest to the test image will be automatically chosen. In the
experiments, the intensity histogram has 64 bins, which is the empirically found optimal
choice for my task. The resulting histograms are shown in Fig. 6.6.
Within the chosen sub-database, the top N atlases with the most similar appearance
around the prostate region are selected for final multi-atlas segmentation. Atlas selection
is based on the sum of square intensity differences 4(Ai,L) between atlas Ai and target
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image L , defined over a region of interest R, measuring local image appearance:
4(L, Ai) =
∑
j∈N
||L(xj)−Ai(xj)||2 (6.2)
6.3.2 Patch-based label fusion
Generally, given a target image volume I, the segmentation problem can be formulated
as assigning label Lj ∈ {l0, l1, · · · ln} to each voxel Ii. In multi-atlas segmentation, after
all the segmentations are warped to the target space, the label function can be defined
as:
Γ(Ii) = argmaxn∈(0···N){f1(Ii), f2(Ii), · · · , fN (Ii)} (6.3)
where fn(Ii) =
∑K
k=1 ωk,n(Ii), n ∈ {0, 1, · · · , N}, N is the number of labels, K is the
number of segmentation of multi-atlas images, and ωk,n(Ii) is the weight for each atlas
voxel Ii.
During the multi-atlas fusion process, the more similar atlases are used, the more
accurate transformations between atlas images and target image will be yielded. The
accuracy of the transformation from atlas to target is crucial for accurate label estima-
tions. The performance of both global and local weighted label fusion methods depends
highly on the transformations from atlas images to the target image. However, due to the
large shape and intensity variation of diagnosis prostate scans, it is difficult to achieve an
accurate transformation. The local weighting strategy computes weights according to the
local regions in the corresponding positions of atlas and target image, which may be af-
fected by the registration errors between atlas and target. To compensate for registration
errors, the non-local search of patches from the atlas images proposed in [48] is used for
hippocampus segmentation in brain MRI and is referred to as patch based segmentation.
The similarities between the target patch and the atlas patches are compared to assign
weights for label fusion. All the weights are summed to form a final weight for the central
voxel of the patch. By taking advantage of the redundancy of information present in the
image neighborhood, more local samples can be used for label fusion, which leads to a
more robust label fusion. In my method, the segmentation problem proceeds as follows:
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ωk,n(Ii) =

∑N
s=1 αs
∑
j∈V w(Ii,Is,j), if n = lk(Ii)
0, otherwise
(6.4)
The first term αs is a coarse-level weight, which defines the contribution of each atlas
by comparing the intensity within the ROI. If αs is the same for each atlas, it means that
each atlas has equal ROI-level contribution for label fusion. I define αs as the accuracy of
the non-rigid mapping from each atlas to the target image in the ROI. This is measured
by comparing the intensity between the warped atlas T (As → L)ALs and target image LL
under the segmented label region using normalized mutual information (NMI), denoted
as:
αs = NMI(T (As → L)ALs ,LL) (6.5)
The second term w(Ii, Is,j) is the patch-level weight which is calculated by comparing
the patch surrounding voxel Ii to that surrounding voxel Is,j in atlas s, with search
window size V , as follows:
w(Ii, Is,j) = exp
−4(PL
i
,P
As
j
)2
h (6.6)
where h is a local adaptive decay parameter, which is set to the minimum patch
distance as proposed in [48], as h(Ii) = argminIs,j4(PLi , PAsj ) + ε, using a small value
ε = 0.0001 to make sure it is non-zero in the case that two patches happen to be the same.
When local patches in the atlas are very similar to the target patch, the contribution
to the weight increases drastically. 4(PLi , PAsj ) is a normalized L2 norm, which is the
sum square of intensity difference. The image patch can be a 2D patch R2II (r) or 3D
patch R3II (r). The patch dimension is chosen according to the slice distance along each
directions. In most cases, 3D patch comparison is more robust.
As searching and comparing all the patches in the neighborhood search windows is com-
putationally expensive, two strategies are introduced: 1) If all candidate segmentations
from transformed atlas agree on a certain label, this label is directly assigned without
computing the weights. 2) Two patches are not similar enough, the weight between these
two patches is not computed. Coupé et al. [48] proposed a structure similarity measure
H [228] and predefined threshold θ to control the weighting strategies, defined as:
124
H = µiµs,j
u2i + µ2s,j
× σiσs,j
σ2i + σ2s,j
(6.7)
where µ and σ are the mean and standard deviation of the patch centered on voxels
Ii and Is,j . The weight term w(Ii, Is,j) can then be rewritten as:
w(Ii, Is,j) =

exp
−4(PL
i
,P
As
j
)2
h , if ≥ θ
0 else
(6.8)
The proposed patch-based weighting uses more local information for weighting com-
pared to global and local weighting strategies.
6.3.3 Experiments and results
6.3.3.1 Materials and data
The initial motivation in proposing this algorithm is to deal with the segmentation prob-
lem for the challenging prostate data from MICCAI-PROMISE 2012, where 50 transverse
T2-weighted MR images of the prostate are provided [132]. These images are acquired
from multi-centers and multi-vendors and have different acquisition protocols. There are
26 normal prostate scans and 24 scans with the presence of a combined surface and en-
dorectal coil, which are acquired on a 1.5 T Philips Achieva. The images consists of 15+
( 2∼4 mm thick slices ) adjacent axial cross-section cuts with the in-plane resolutions
varies from 0.273× 0.273 mm to 0.75× 0.75 mm. To speed up the registration process,
all images are resampled to a resolution of 1× 1 mm in-plane and keep the original slice
thickness. During the label fusion, all the images are resampled to a resolution of 1×1×1
mm to make image resolutions consistent.
The whole segmentation pipeline is implemented in C++ and shell scripts with a
quad 3.20 GHz CPUs and a graphic card with 48 CUDA cores and 1GB global memory.
Multi-thread parallel computing is applied for the non-rigid registrations on diffiferent
idividuals parallelly and calculation of the patch-based weighting map for each voxel si-
multaneously. There are two registration versions used in the experiment: CPU-based
registration and GPU based registration. The CPU-based registration algorithm is mod-
ified based on the classes of Image Registration Toolkit (IRTK) [186], which allows affine
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registration with different degrees of freedom (DOF) such as 9 DOF or 12 DOF and mul-
tiple image non-rigid registration simultaneously. The GPU-based registration is carried
out by NifityReg [152], which is much faster than standard CPU methods and imple-
ments a similar version of free form deformation (FFD)-based non-rigid registration using
graphic processing units [152]. Both segmentation accuracy and run-time were compared
in the experiments. For evaluation, I used two metrics compared with gold standard
expert segmentation and other multi-atlas based segmentation methods, including Dice
similarity coefficient (DSC) and mean symmetric surface distance (MSSD).
6.3.3.2 Parameter tuning
The proposed method was first evaluated on the 50 training MR images. For each training
image, a manual segmentation is provided. A leave-one-out study was implemented based
on each of the training scans using the remaining 49 images as the atlases. It should be
noted that the patch-based weighting strategy is sensitive to intensity variations. This
means that the segmentation performance will degrade if this weighting strategy is used
without normalizing the images. It also requires close intensity consistency between
atlas and target images. Therefore, all the images were preprocessed according to the
procedures described in Section 6.2. The relevant ROI was created by combining all the
training set segmentations in the template space and dilating by 15 voxels.
For a test image, an appearance-specific atlas database was pre-selected according to
Eq. 6.1. In the sub-database, the top N most similar atlases were chosen by comparing
the local prostate appearance in the ROI based on Eq. 6.2. I tested different values for N
using the majority voting method to see how many atlases are generally required for the
prostate database, with the result shown in Fig. 6.7. The top 10 atlases were enough to
get accurate segmentation testing on the randomly selected 20 training samples. There
is little improvement using more than 10 atlases. For the rest of this work I used 10
selected atlases for label fusion.
With these selected 10 atlases, pairwise affine and non-rigid image registrations were
applied to transform atlas images to the testing image in the template space. In order
to achieve more accurate registration for label fusion, extensive experiments were carried
out. Direct intensity based affine registration on the ROI of prostate failed to align two
images together. This is due to the fact that prostate is a small and round organ. If
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Figure 6.7: Effect of the number of selected atlases on segmentation accuracy
affine registration is performed only on the ROI, it does not contain enough information
to provide a clear minimum in the cost function and registration can easily drift away.
Also, if the rotational DOF are not restricted, the nearly rotationally symmetric prostate
is likely to rotate during the registration. To tackle this problem, I incorporated the
pelvic bone information to guide an initial affine registration from the selected atlases to
the test image. This is based on the masked image including pelvic bone and prostate
using a large mask. For subsequent registrations, only translation and scaling are allowed
based on the ROI of the prostate. With these two steps, prostate images are close enough
to initialize non-rigid registration, which only allows local deformations. A three-level
FFD based non-rigid registrations (both CPU and GPU version) were further applied to
warp the atlas image to the test image accurately. For both the CPU and GPU versions,
I used b-spline control point spacings of 20 mm, 10mm and 5mm respectively, and NMI
was chosen as the similarity measure, optimized by the gradient descent algorithm.
By applying these transformations to the labels of all selected atlases, candidate seg-
mentations are ready for label fusion. I tested my proposed patch-based weighting for
label fusion and compared it with the frequently used weighting strategies described
in Section 3.1.4.2, including: majority voting (MV), global weighting (GW) and local
weighting (LW). Several parameters such as the patch size and the search window size
were explored and optimized according to the segmentation performance over the 50 MR
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Figure 6.8: The result of global similarity-ranking based weighting
images.
1) Majority voting (MV)
There is no parameter in MV that needs optimization. The average segmentation
accuracy using MV is 0.8206 in terms of DSC.
2) Global weighting (GW)
For GW using similarity-ranking, the gain factor γ and similarity measure needs to
be tested. I optimized the gain factor in the range γ ∈ [1, 10], with similarity measures
normalized cross correlation (NCC), NMI and sum of squared difference (SSD) respec-
tively on the 50 training sets. The result is shown in Fig. 6.8, from which it can be seen
that all the three similarity metric weightings achieve quite similar average segmentation
accuracy in terms of DSC, which is around 0.823 to 0.824, and NMI weighting is more
robust and less sensitive to the gain factor. NCC and SSD performed better when the
gain factor is 1.
3) Local weighting (LW)
For LW, the gain factor γ, the patch size r and similarity measure also need to be
chosen based on local 2D and 3D patches. I tested different patch sizes in the range r ∈
[3, 5, 7, 9, 11, 13, 15, 17, 19, 21] based on the optimal gain factor γ and similarity measure
indicated in the GW test: {(NCC, γ = 1), (NMI, γ = 1), (SSD, γ = 1)}. The result of
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Figure 6.9: The result of mutiple labels fuison using 2D local weighting
LW based on 2D and 3D regions are shown in Fig. 6.9 and Fig. 6.10, which indicated
that the patch size of LW should not to be too small and the best segmentation accuracy
will converge at the point with local region size around [19, 21]. This is because weighting
too locally relies too heavily on registration quality. If the quality of registration is not
good, a larger region may improve the weighting using more local information. NMI and
NCC similarity measures worked better than SSD in both 2D and 3D regions, and the 3D
region based method worked slightly better than in 2D. For the 2D region, using NCC
as similarity measure achieved the best average DSC of 0.8316, while for the 3D region,
NMI was best with an average DSC of 0.8342.
4) Patch-based weighting (PW)
The parameters of patch size and search window size of Patch-based weighting need to
be optimized. I tested patch-based segmentation using different parameter sets [r, v] with
patch sizes r : {3, 5, 7, 9, 11} and window size v : {5, 7, 9, 11} in both 3D and 2D. I set
αs = 1 for each atlas so they all have the same ROI-level weighting. The result of DSC is
shown in Fig 6.11. As can be seen, 3D patches worked better than 2D. The reason is that a
3D patch can account for the situation where there are registration errors out of the plane
of imaging, but the 2D patch only does comparisons in the plane. In addition, it seems
that the search window size does not need to be too large, since non-rigid registration has
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Figure 6.10: The result of multiple label fusion using 3D local weighting
already aligned two images quite closely together. A larger search window increases the
computation time, but no improvement of the result was observed. However, if non-rigid
registration does not perform well, a slightly larger window may improve the result. The
patch size should not be too large, otherwise it will lose the localization and may give
weight to mismatched regions too far away. The best performance for the dataset was
achieved using patch size r = 5 and search window size v = 9, with the average DSC of
0.8458.
I also investigated the impact of ROI-level weighting αs calculated using NMI. The
result is presented in Fig. 6.12. By adding this ROI-level weight term, there is little
affect on the segmentation accuracy, with the best average DSC of 0.8467 when patch
size is r = 5 and search window size is v = 9. Therefore, for easier implementation, αs
can be set to 1 for each atlas.
6.3.3.3 Results and discussions
With these optimal parameters, I compared my proposed multi-atlas segmentation using
appearance-specific atlases and patch based weighting with the frequently used label
fusion methods. The best performance from global to local level fusion methods on the
database is shown in Table 6.1.
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Figure 6.11: The result of patch based weighting without the global term
Table 6.1: Average metrics compared with gold standard
Different weighting methods for label
fusion
DSC MSSD
Mean±SD Mean±SD (mm)
Max/Min Max/Min
Majority weighting based label fusion 0.8206± 0.0461 2.8623± 0.64670.8925/0.6265 4.7012/1.7532
Global weighting based label fusion 0.8232± 0.0456 2.8606± 0.63450.8975/0.6377 4.5663/1.6405
Local weighting based label fusion 0.8342± 0.0448 2.7532± 0.60220.8982/0.6396 4.5653/1.6195
The proposed method (CPU based) 0.8467± 0.0435 2.6139± 0.58820.9012/0.6460 4.4239/1.5440
The proposed method (GPU based) 0.8389± 0.0443 2.6892± 0.61270.8996/0.6388 4.5521/1.6158
As can been seen in Table 6.1, my proposed method achieves better performance for
the mean DSC and the mean MSSD compared to other weighting methods, with higher
DSC and lower MSSD. The best segmentation result for the prostate from these MR
images is achieved using 3D patch-based weighting, which exhibits an average DSC of
0.8467± 0.0435 and MSSD of 2.6139± 0.5882. The local weight performs slightly better
than the GW and MV strategies. To obtain optimal performance, the parameters of
gain factor, patch size and search volume size need to be chosen by the user for different
datasets. Comparing with GW and MV, the segmentation results using LW and patch-
based weighting are more accurate in terms of DSC, with smoother boundaries of the
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Figure 6.12: The result of patch based weighting with the global term
segmented prostate, shown in Fig. 6.13. Statistical comparison shows my proposed
method performs better than MV, GW and LW based methods (Student’s t-test p-value
< 0.01).
I also compared CPU and GPU based methods with patch-based weighting, and the
result showed that the CPU based method performs slightly better than the GPU on
the segmentation accuracy. However, the GPU based method is much faster in runtime,
taking around 12 minutes in a server machine with a graphic card with 1344 CUDA
cores 1.18 GHz GPU and 2GB global memory, compared with the CPU version needing
around 30 minutes using multi-threaded computing which is running on a server machine
with 23-core 1.596 GHz CPUs and 64GB physical memory. This is a quite reasonable
processing time for use in the clinical environment, taking a similar amount of time as
the scan itself.
A set of example segmentation results using my proposed method compared to the
ground truth is show in Fig. 6.14. Most training data can be well segmented, and my
proposed method is able to segment prostate MR scans taken with a transrectal coil.
However, there are still a few examples where the segmentation is poor. This is due
to the scans containing only a small part of prostate and large shape differences with
selected atlas, which make accurate atlas-target registration difficult.
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Figure 6.13: The result of multi-atlas based prostate segmentation: 1) Ground truth;
2) MV; 3) GW; 4) LW; 5) PW; 6) The surface of prostate extracted from
automatic segmentation
To evaluate the proposed method, I also tested my algorithm on 20 live data from
MICCAI-PROMISE 2012. According to feedback, results for all the 20 segmentations
provided by the the organizer after the live challenge, I can achieve a promising perfor-
mance compared to other participants, with the average ranking score 84.16 (the best
ranking score 87.07 using active appearance model (AAM) [86] and the second rank-
ing score 85.08 using discriminative learning and boundary deformation [153]). Com-
pared to the gold standards, I obtained the DSC of 0.8436 ± 0.0387 and the MSSD of
2.6147±0.5882. This is the third best performance among all the 12 teams in terms of ac-
curacy compared with other methods, and my method can achieve the best performance
among all the multi-atlas based segmentation methods [132]. However, during the live
challenge, I only finished segmenting 18 data due to a subsample mistake, which made
the computation too expensive. My method still compared well with the best multi-atlas
segmentation methods available. As multi-atlas always performs well with a large train-
ing database, the insufficiency and poor quality of the database unfairly discriminates
against multi-atlas based methods in favour of other machine learning based methods.
6.3.4 Summary
I propose a novel and automated multi-atlas segmentation method using local appearance-
specific atlases and patch-based weighting. Among the 50 training data with diverse in-
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Figure 6.14: A set of examples of the segmentation results using proposed multi-atlas
segmentation
tensity variation and prostate shape, most of the segmentations performed well and the
method is fully automated. However, due to some failed segmentations, the average DSC
is significantly affected. The major reason for these failed segmentations is that there
is only a small part of the prostate structure contained in the MR scan or the prostate
has extremly large size. Few similar atlases can be selected. This may result in large
registration errors and the target structures are then not well aligned, which leads to
inaccurate segmentations. Results are much better for images of the whole prostate and
it is to be expected that most diagnostic prostate images will cover at least the majority
of the prostate itself since this is the target organ of the scan. Another issue is that for
some patients, the prostates are very large, probably due to pathological growth. Match-
ing the atlas images to the patient image is thus more difficult. Therefore, I also need
to investigate methods to improve registration in scans where there is only small over-
lap with the region of interest and finite available atlases for multi-atlas based prostate
segmentation.
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6.4 The challenge of registration of MRI prostate images
Although a lot of research has been done for multi-atlas label fusion, it is still not robust
enough to get accurate prostate segmentation. As presented in Section 6.3, there are
still some failure cases among the MICCAI-PROMISE 2012 prostate data. The main
reason is that the size of training samples is too small to select similar enough atlases for
multi-atlas based methods. Therefore, it is hard to achieve accurate registration for the
images with significant variation in both intensity and shape. Accurate matching from
atlases to target images is crucial for registration based multi-atlas segmentation. If the
atlas is transformed too far away or with large distortion, patch-based weighting fusion
also fails.
To tackle this problem, I have carried out extensive experiments to improve the reg-
istration, including registration using both intensity and gradient images together, reg-
istration with the prostate boundary gradient normal constraints, and using statistical
learning of affine parameter to achieve accurate initialization. However, these methods
also failed to obtain satisfactory results in the experiments.
In non-rigid image registration, it is challenging to achieve an accurate transformation
between images with large variation. Using B-spline based non-rigid registration, there
may be thousands of control points which means a large number of variables in the
cost function. If the target structures in two images are far away, it is easy to fall
into local minima during optimization. However, the registration between images with
small deformation performs well. Fig. 6.15 shows that registering a floating image via
intermediate images with small variation to a target image performs much better than
directly registering from the floating image to the target image. This suggests a possible
approach to deal with the prostate registration problem, described in Section 6.5.
6.5 Multi-atlas propagation via a manifold graph on a
database of both labeled and unlabeled images
Multi-atlas segmentation methods work well on a large data set, but it is hard and expen-
sive to obtain many atlases with expert segmentation. In most situations, labeled images
are available only in small numbers, while unlabeled images may be more abundant.
Therefore, in this section, I propose to use many unlabeled scans as intermediate images
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Figure 6.15: The example of registration via intermediate images with small variation
to improve atlas to target registration. The recently developed graph based registra-
tion and geodesic registration methods provide fundamental theory to solve this problem
[187, 106, 33]. These techniques combined with a multi-atlas segmentation framework is
named a multi-atlas propagation via a manifold graph. I aim to improve the quality of
atlas propagation, where the atlas and target may differ significantly in both intensity
and shape. A manifold graph is learned on a database of both labeled and unlabeled
images, which embeds images into a lower dimensional manifold space and provides an
optimal geodesic path between images. Unlabeled images provide a set of intermediate
transformations to improve the registration between an image and an atlas which may
be far away. The proposed patch-based weighting is applied for label propagation to give
the final segmentation. The algorithm aims to provide a robust solution to the large
deformation problem within a limited atlas database.
6.5.1 Manifold graph construction
In this part of work I am primarily interested in prostate segmentation from T2 MR scans
that exhibit large shape variations and intensity differences. I first embed both labeled
atlas and unlabeled images into a lower dimensional manifold, in which images with
similar shape and appearance are close together. To learn the manifold, a pairwise image
dissimilarity focusing on the prostate region needs to be computed. The pairwise image
dissimilarity is based on both the difference in intensity and amount of deformation. It is
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easy and fast to compute intensity difference, but time consuming to measure deformation
which involves non-rigid registration. It is not convenient to calculate all the pair-wise
deformations from a new image to all the images in the database to obtain an updated
learned manifold graph. I introduce a pairwise dissimilarity metric considering variation
in both intensity and shape, which is denoted as:
D(Ii, Ij) = γ ×DI(Ii, Ij) + (1− γ)DL(Ii, Ij) (6.9)
where DI(Ii, Ij) is the intensity dissimilarity between each image pair, defined by
DI(Ii, Ij) = 2 − NMI(Ii, Ij), where NMI(Ii, Ij) is the normalized mutual information
in the region of interest between image Ii and image Ij ; DL(Ii, Ij)= 1 − n(Ii=Ij)ntotal is the
label dis-consistency of the segmented labels which can be treated as the shape variation,
and γ is the trade off between these two terms. DI and DL are calculated after affine
registration and are normalized to the range [0, 1] .
All images are affinely registered to the template with the least anatomical deformation.
Eleven landmarks are manually placed on the prostate to guide initial affine registration
which is followed by intensity based affine registration. The template image is selected
as the one whose landmarks are closest to the average anatomical points. A GPU-
based multi-atlas segmentation algorithm [76] is applied to provide a rough prostate
segmentation of all images. This segmentation is used for the label dissimilarity DL
calculation and to provide a dilated ROI mask of the prostate within which I measure
intensity dissimilarity DI .
With the dissimilarity matrix between all image pairs, the Isomap algorithm [211]
(described in Chapter 2) is used to learn a lower dimensional nonlinear manifold and all
the images are embedded into this 2D space for visualization and graph construction [231].
The manifold graph construction contains the following three steps:
1. An undirected sparse neighborhood graph G = (V,E) is constructed using k nearest
neighbours (kNN) weighting, with both labeled and unlabeled images in the training
set being represented by one vertex Vi, and the pairwise dissimilarity D(Ii, Ij) is
used as the edge weight between vertex Vi and Vj , forming a distance matrix D.
As suggested in [91], the heuristic method of choosing the parameter k1 is to find
the smallest value that makes the kNN graph connected, which is k1 = 3 in the
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database.
2. The Floyd-Marshall algorithm is then carried out to generate a new distance matrix
Dnew such that Dnew(Ii, Ij) is the length of the shortest path between vertex Vi
and Vj .
3. Finally, multidimensional scaling is used to obtain a lower dimension manifold of
the image set.
6.5.2 Manifold graph based pairwise registration
In multi-atlas segmentation, constructing good transformations from each selected atlas
to the target images is a key requirement for accurate label propagation. The main
contribution of this work is to use a large number of unlabeled images as intermediate
points to help guide and improve the registration and improve the accuracy of multi-atlas
propagation.
Given a set of atlas images A = {A1, A2, · · · , AN}, a target image Tj , and a large set
of unlabeled images U = ∑Mi=1{Ui}, the aim of this algorithm is try to register the most
similar L = 10 atlas images (suggested in Section 6.3) Aselected = {A1, A2, · · · , AL} to
the target image Tj , via a subset of unlabeled images. The registrations should proceed
smoothly with smaller deformations along the optimal path of the learned manifold graph
G, described as: Ai → U1 → U2 99K Uk → Tj , with the corresponding transformation as:
TAi→Tj (see Fig. 2).
As all the images have been transformed to the template space, there is no signif-
icant affine transformation across the image data set. A multi-level FFD based non-
rigid registration [186] is applied to construct the accurate intermediate transforma-
tions T 1, T 2,· · · , T k, T k+1. The composition of all these intermediate transformations
TAi→Tj = T 1 ? T 2,· · · , T k ? T k+1 provides a close approximation as input to a final regis-
tration refinement.
For pairwise registration to perform well along the manifold graph, graph construction
and path planning are both important. In the last section, I have embedded all the
images into a 2D manifold with a good discriminative ability that keeps close images
together and separates dissimilar images. A kNN graph is then explored for optimal
path planning, using a pair-wise manifold distance as a graph weight. The number of
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Figure 6.16: The registration along an optimal manifold path
nearest neighbors k2, is an important factor to construct the manifold graph. Setting
k2 = [N/2] can guarantee a connected kNN graph, where N is the total number of the
images [106]. However, if k2 is too large, it is hard to characterize the local anatomical
structure. The minimum k2 can be set to construct a connect graph, but too small a
k2 may increase the number of registration steps from atlas image to target, which may
accumulate the registration errors.Therefore, it needs to be optimized based for different
databases. The shortest path is found using Dijkstra’s algorithm.
6.5.3 Segmentation of new data
To segment a new image, the learned manifold graph should be updated first. Atlas
selection and the planned registration path are then explored based on this updated
manifold graph. The whole procedure is as follows:
1. A new test image τi is registered to the template Γ and the pairwise dissimilarity
metric between τi and all other existing atlases A in the database is calculated. The
matrix of pairwise dissimilarity is then updated by adding the newly calculated
metric. Isomap manifold learning is carried out to embed the test image into a
learned manifold.
2. The kNN graph connecting all the images in the learned manifold space is con-
structed. Atlas selection and path planning is applied to find the shortest path
from selected atlases and the test image.
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Figure 6.17: The learned manifold graph using both labeled and unlabeled prostate im-
ages
3. The deformation field TAi→Tj is computed using FFD based non-rigid registration
with the initial transformation, which is the composition of precomputed small
deformations T 1 · T 2 · · · · · T k via the optimal path based on the manifold graph.
4. Atlas labels are propagated to the test image and patch-based label fusion is further
applied to achieve the final segmentation.
6.5.4 Experiments and results
6.5.4.1 Materials and data
The whole segmentation pipeline is implemented in C++ and shell scripts with a quad
3.20 GHz CPUs and a graphic card with 48 CUDA cores and 1GB global memory. The
proposed method was first evaluated on the 85 T2-weighted MR training images with
25 labeled images as atlases, and 60 unlabeled intermediate images. The images come
from St Mary Hospital and the 3T dataset from the National Cancer Institute (NCI)
[101]. The images are acquired from different equipments and consist of 15+ ( 0.6∼4 mm
thick slices ) adjacent axial cross-section cuts with the in-plane resolutions varies from
0.273 × 0.273 mm to 0.75 × 0.75 mm. It is hard to get an accurate segmentation using
other multi-atlas algorithms when the number of atlases is as low as 25. The dataset
contains a number of images with large intensity and shape variation, which I use to test
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Figure 6.18: The segmentation performance using different k2 of the manifold graph
my proposed method. To speed up the registration process, all the images are resampled
with the resolution of 1× 1 mm in-plane and keep the original slice thickness. The same
image processing steps as described in Section 6.2 are performed on this dataset. All the
pairwise image non-rigid transformations have already been pre-computed to speed up
the computation cost. The intermediate transformations are composited to form a initial
transformation from the atlas to the target image.
6.5.4.2 Parameter tuning
A leave-one-out study has been implemented based on each of the training atlases. Each
atlas is segmented using the above stated approaches as if it were unlabeled. Images are
non-rigidly aligned using a 3-level FFD based transformation, and NMI and 3D bending
energy are used as the regularization, with a sequence of control point spacing (20, 10, 5
mm). In the multi-atlas fusion, the patch-based weighting strategy in Eq. 6.4 is applied
to get the segmentation estimation, with a patch size of 5×5×5 and neighborhood search
window size 9 × 9 × 9 empirically in my patch-based weighting methods, determined in
Section 6.3.
The resulting manifold graph in a 2D space is shown in Fig. 6.17. As can be seen
in the graph, the most similar images are close together, and outlier images are more
distant, such as image “12” which has an extremely large prostate. In this case it is hard
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Figure 6.19: The parameter γ selection for the pairwise image distance definition
to achieve accurate segmentation if it is directly registered to other atlases that are far
way.
For the kNN manifold graph construction, different values for k2 will affect the topology
of kNN graph and the optimal path from atlas to target images. Therefore, it is important
for this to be chosen well. I repeated the experiment on a randomly selected subset of
10 labeled images with k2 ∈ {4, 5, 6, 7, 8, 9}, and set the weighting term γ = 0.5 so that
the shape and intensity are same important for manifold learning. Then, using different
topologies of manifold graph, non-rigid registration took place via the planned paths from
atlases to target, and I applied the transformation to atlas label candidates, followed by
a patch-based multi-atlas label fusion. The result is shown in Fig. 6.18, which shows
that k2 = 6 performs best and more robust in the prostate database, and the algorithm is
slightly sensitive to the change of k2. The reason is that if k2 is set too large, intermediate
unlabeled images may not help to guide the registrations between atlas images to target
since they have been connect together in the learned manifold graph, and if k2 is set too
small, it may accumulate the registration errors by increasing the number of registration
steps from atlas image to target.
With the optimal k2, the weighting term between shape and intensity dissimilarity
was also determined in the range of γ ∈ [0, 1] on the same dataset. Fig. 6.19 shows
that γ = 0.3 provided the best segmentation accuracy evaluated by the DSC. This
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Table 6.2: Prostate segmentation using different multi-atlas based segmentation methods
Segmentation method
DSC MSSD
Mean±SD Mean±SD (mm)
Max/Min Max/Min
Standard multi-atlas segmentation using
patch based weighting [76]
0.8229± 0.0544 2.8859± 0.6244
0.9012/0.6512 4.3367/1.5138
Wolz’s LEAP Algorithm [231] 0.8415± 0.0341 2.6893± 0.56350.9042/0.7157 3.8645/1.4781
Multi-atlas segmentation via manifold graph 0.8592± 0.0261 2.4651± 0.51240.9167/0.7326 3.3609/1.3256
indicates that prostate shape is slightly more important than intensity to find out a
optimal geodesic distance via the learned manifold.
I used these optimal values of k2 and γ in all subsequent experiments.
6.5.4.3 Results and discussions
For evaluation, I used the DSC and MSSD to compare my segmentation with gold stan-
dard expert segmentation. I also compared my proposed methods with my previously
used multi-atlas segmentation using patch based weighting (described in Section 6.3)
and Wolz’s LEAP algorithm [231] for prostate MRI segmentation. Results are shown
in Table 6.2. My method can achieve an average DSC of 0.8592 ± 0.0261 and MSSD
of 2.4651 ± 0.5124, compared to the standard multi-atlas method and the LEAP algo-
rithm, with the average DSC from 0.8229± 0.0544 to 0.8415± 0.0341 and the MSSD of
2.8859 ± 0.6244 and 2.6893 ± 0.5635 respectively. The proposed manifold graph based
multi-atlas segmentation outperforms these two existing methods (Student’s t-test p-
value < 0.01).
A visual comparison of segmentations using different methods is shown in Fig. 6.20. In
this case, the standard method does not achieve a good annotation since the limited set
of labeled atlases does not cover this variation. Wolz’s LEAP algorithm performs much
better, however, there is some misalignment along the boundary, which may be due to
error accumulation when treating automatically segmented images as atlases iteratively.
By applying my method, the unlabeled images guide the registration along a more op-
timal path following adjacent images with similar prostate intensity and shape. In this
way, a better segmentation is obtained. To segment a new image, as the intermediate
transformations have already been calculated, the runtime is approximately 1 hour using
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a) b)
c) d)
Figure 6.20: The example of segmented prostate using different algorithms: a) The gold
standard segmentation; b) Patch-based multi-atlas segmentation; c) LEAP
segmentation; d) Multi-atlas segmentation via manifold graph.
Table 6.3: The result of proposed method applied on 26 normal images in MICCAI-
PROMISE 2012
Segmentation method
DSC MSSD
Mean±SD Mean±SD (mm)
Max/Min Max/Min
Standard multi-atlas segmentation using
patch based weighting [76]
0.8305± 0.0462 2.7436± 0.5835
0.8986/0.6812 4.0152/1.6315
Multi-atlas segmentation via manifold graph 0.8576± 0.0325 2.4673± 0.48240.9032/0.7526 3.2224/1.4128
multi-thread computing on a server machine with 23-core 1.596 GHz CPUs and 64GB
physical memory.
I also evaluated the proposed method on all the 50 MICCAI-PROMISE 2012 data.
However, it performed less well when compared to my proposed patch-based weighting
method using direct atlas to target registration. The reason is that if the scans taken
with a transrectal coil are put together with the normal scans to learn a manifold graph,
the intermediate images along an optimal registration path may contain both image
types. Registration will easily fail if this happens. To remove this problem, I tested the
algorithm only on the 26 normal labeled scans without an endorectal coil affect from the
database, combined with the 60 unlabeled images from the NCI [101]. A leave-one-out
cross validation was carried out with the optimized parameters γ = 0.3 and k2 = 6. I
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compared the results with the patch-based weighting method proposed in the last section.
Table 6.3 shows that this algorithm works significantly better by improving the DSC from
0.8305 ± 0.0462 to 0.8576 ± 0.0325 and the MSSD 2.7436 ± 0.5835 to 2.4673 ± 0.4824
(p < 0.001). My method works much better for some difficult failure cases, seen in Fig.
6.22. The proposed method is more robust for segmenting a set of images with large
intensity and shape variation in a small atlas database.
6.5.5 Summary
I propose a novel framework for multi-atlas segmentation when a large number of un-
segmented images are available. By embedding all the images in a 2D manifold space
and constructing a graph, registration takes place along optimal paths within this graph.
This ensures that smaller steps between more similar images are taken, which provides
a more robust segmentation. The method works better than multi-atlas registration
alone on a difficult test set of T2 MR images of the prostate. I have demonstrated how
the novel approach of graph-based registration can improve the method of multi-atlas
segmentation. It is expected that my approach will provide similar improvement to any
multi-atlas segmentation task where a large number of unsegmented images are available.
6.6 Discussion and conclusion
In this chapter, I first propose an automatic multi-atlas segmentation using appearance-
specific atlas and patch-based weighting to deal with the challenging segmentation prob-
lem of diagnostic MR images with diverse appearance and shape variation. I achieved
the best segmentation results compared to the existing majority voting, global and local
weighting based multi-atlas methods. However, there are still some failure cases due to
some difficult MR scans containing only a small part of the prostate structure and a small
atlas database available for selecting closed atlases. It remains challenging to segment a
target image with extremely large intensity and shape variation in such small database.
Large databases of expert segmentations are more expensive and hard to create. How-
ever, it is easier and more feasible to get many clinical scans without segmentation. To
tackle the problem, I further propose a framework for multi-atlas based segmentation in
situations where I have a small number of segmented atlas images, but a large database
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Figure 6.21: Segmentation examples using proposed multi-atlas propagation method
of unlabeled images is also available. The expectation is that by registering via similar
images, the likelihood of mis-registrations is reduced. Having registered multiple atlases
via the learned manifold graph, multiple labels fusion using patch-based weighting takes
place to provide the final segmentation. This is a modest but potentially useful im-
provement in a difficult set of images. The proposed multi-atlas segmentation algorithms
outperform other non-rigid registration based multi-atlas segmentation of MR prostate
images in MICCAI-PROMISE 2012 challenge. It is expected that my approach will pro-
vide similar improvement to any multi-atlas segmentation task where a large number of
unsegmented images are available.
In future work, there are several areas worth of investigation. The size of both seg-
mented and unsegmented image database need to be enlarged to further exam the ro-
bustness of my proposed techniques. In order to achieve good initializations of prostate
registration, landmarks could be introduced manually to get a better initial transforma-
tion. For label fusion, local patch learning based on discriminative features is expected to
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Figure 6.22: The segmentation result of the difficult failure cases using proposed method
(4-6), comparing with standard multi-atlas segmentation using patch based
weighting (1-3)
improve label prediction, compared to the direct patch-based weighting methods. This
could incorporate more latent and empirical information as a robust priors for multi-atlas
fusion. Also, large deformation model based registration could be explored to achieve
more accurate prostate registration using discriminative feaures as cost function, such as
normalized gradient. Better optimization may also improve the quality of registration.
As well as whole organ prostate segmentation, it is also important to explore more
accurate segmentation algorithms to distinguish the inner prostate structures for clinical
analysis, such as the peripheral zone, central gland and prostate cancer regions. The
ultimate goal of this work is to propose a robust and accurate multi-atlas segmentation
to delineate prostate structures from MR images, extended to segment other structures
from clinical scans.
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7 Multi-atlas learning for seminal vesicle
segmentation in MRI
7.1 Introduction
The work in this chapter is based on the following paper:
1. Qinquan Gao, Akshay Asthana, Tong Tong, Daniel Rueckert, Philip Edwards.
Multi-scale Feature Learning on Pixel and Superpixel for Seminal Vesical MRI Seg-
mentation. SPIE Medical Imaging 2014: Image processing, San Diego, California,
United States, February 2014. (Oral presentation)
Automatic and accurate delineation of the pelvic structures from magnetic resonance
imaging (MRI) is important in providing models for diagnosis, cancer management and
planning of interventions. As shown in Fig. 1.1, the seminal vesicles (SV) are the
glands close to the prostate. They are frequently included in the clinical target volume
of external-beam radiation therapy (EBRT) treatments and need to be identified in the
scans for this purpose [114].
There has been much research on prostate segmentation from clinical images but com-
paratively little focusing on the surrounding structures, especially on the SV. The poten-
tial clinical importance of SV segmentation was recognized in 2013, when the MICCAI
society organized a grand challenge for automated segmentation of prostate structures.
The overall goal of this challenge is to promote the development of robust algorithms
that automatically segment pelvic structures including the SV from diagnostic MRI .
However, perhaps due to the difficulty of this task, there were too few submissions and
the challenge was canceled. The SV is a small structure that has large intensity variation
and irregular shape in the magnetic resonance (MR) scans, as shown in Fig. 7.1 . It is
extremely difficult to align two individuals together well and a segmentation approach
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Figure 7.1: The varibility of shape and intensity of seminal vesicles in 3T and 1.5T MRI
based only on registration is unlikely to succeed. There is very little literature describing
algorithms specifically for SV segmentation. The only work I have found [35] aims to
fully automatically segment pelvic structures including both the prostate and SV using
a patient-specific deformable model. The only evaluation metric presented is the Haus-
dorff distance (HD) of the segmentation, with an average value of 6.935 mm on their
50 clinical MR scans. However, it is not easy to build up the accurate point-to-point
correspondences needed to build the statistical shape model (SSM). Manual annotation
of the corresponding landmarks is an extremely tedious and error-prone task and also it
is very difficult to place accurate corresponding landmarks on the irregular shape of the
SV of different training images. This makes the algorithm hard to reimplement. There-
fore, the motivation of the chapter is to explore techniques that can delineate the SV
automatically or semi-automatically.
During my initial experiments, several state-of-the-art multi-atlas based methods in-
cluding non-rigid registration based [76], patch-based [48], and sparse-coding based [214]
methods failed to segment the SV region. The main reason behind this is the small train-
ing database that is available, which makes it hard to select similar atlases to the target
scan. Extremely large variations in both shape and intensity make the atlas-to-target
matching difficult. It was not possible to provide good enough initializations for these
intensity-based algorithms. The automatic and accurate delineation of the SV remains a
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significant challenge as most methods in the published literature failed to obtain a good
segmentation.
As an alternative approach, automatic delineation of the SV from MR scans can be
treated as a binary classification problem to distinguish the SV structure from the back-
ground. Recently, the random forest (RF) has been shown to be an efficient and robust
classifier and has become very popular for similar segmentation tasks in computer vi-
sion [192, 164, 119]. Using random feature selection to split each node yields error rates
that compare favorably to Adaboost and max-margin classifiers such as support vector
machine (SVM), but are more robust with respect to noise. RF methods have been
successfully applied to medical image segmentation including the segmentation of my-
ocardium [125], kidneys [170] and vertebrae [19]. These methods are based on learning
discriminative features for voxel-wise label prediction, which can handle irregular struc-
ture segmentation. Dwarikanath [141] used the graph cuts (GC) on the probability maps
obtained from the classifiers trained on T2 images, and demonstrated high accuracy of
prostate segmentation in MRI. Inspired by these methods, I further explored a combined
multi-atlas approach with machine learning techniques, and propose the framework of
multi-atlas learning by the use of RF classifiers and GC algorithm to solve the difficult
SV segmentation problem.
7.1.1 Overview and contributions
In this chapter, I first propose a nearly automatic multi-atlas learning method for SV
segmentation in MRI. In contrast to non-rigid registration based multi-atlas approach
described in Chapter 4 and Chapter 6, non-rigid registration is not required. After affine
registration from all the atlases images to the template, the top N most similar atlases
to the target image are selected. A global RF classifier which is based on pixel-wise dis-
criminative features is trained on these selected atlases on-the-fly. This learned classifier
is used to obtain the initial SV probabilistic segmentation. This is quite different to
traditional classifier training methods, which work on all the data oﬄine, and multi-atlas
approaches which perform multi-atlas label fusion from all the warped labels. The prior
image information is learned for the label prediction. To further refine the segmenta-
tion, a GC algorithm is applied to optimize the energy function which is based on a
Markov random field (MRF) with the RF predicted probability as a prior. The details
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of GC algorithm in image segmentation is described in Chapter 2. The performance of
the proposed method compares favorably to existing methods [76, 48, 214]. However,
the quality of boundary delineation is still not good. As the SV region contains many
tube-like structures, it is possible to improve segmentation with discriminative features
based on the tube-like shapes (as shown in Fig. 7.1), which are significantly different
from other nearby structures. Superpixels [2], which are small segments of an image
to partition the similar and nearby pixels together, have been shown to outperform the
previously published state-of-the-art pixel based methods on natural image segmentation
[73]. Inspired by this, I propose a combination of both superpixel level features and pixel
level features for more robust boundary classification for SV segmentation. Moreover, in
recently published face recognition work, it has been shown that such high-dimensional
features result in better performance [38]. I also investigate the use of high-dimensional
features by adopting a multi-scale feature scheme for RF classifier training. The re-
sults show that the multi-scale features of both pixels and superpixels improve the SV
segmentation accuracy.
The main contributions of this chapter are summarized as follows:
1. A framework of multi-atlas learning for nearly automatic SV segmentation is first
proposed using a RF classifier and the GC algorithm.
2. Instead of training classifiers on all the training images, atlas selection is first ap-
plied to select most similar atlases for target-specific classifier training on-the-fly.
3. Superpixel level features are extracted to model the tube-like structures in the SV
and high-dimensional multi-scale features are used to improve the segmentation
result.
The remainder of the chapter is organized as follows: Section 7.2 describes the pro-
posed framework of multi-atlas learning for SV MRI segmentation using a global RF
classifier and GC algorithm. Details are introduced in the sub-sections: Section 7.2.1
explains the image preprocessing steps followed by the superpixel over-segmentation al-
gorithm. Section 7.2.2 introduces the RF classifier training and testing methods to obtain
a probabilistic segmentation. Section 7.2.3 describes the segmentation refinement tech-
nique using the GC algorithm with the initial probabilistic segmentation. After that,
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Section 7.3 shows the details of experiments and evaluates the accuracy and robustness
of the proposed techniques. Finally, Section 7.4 summarises the results and concludes
this chapter.
7.2 Seminal vesicles segmentation using global random
forests and graph cuts
I propose a multi-atlas learning approach for segmentation of the SV. The method (Figure
7.2) consists of two parts: probabilistic segmentation obtained by a well trained RF
classifier [51] on selected multiple atlas images on-the-fly and segmentation refinement
using the prior probability and GC technique [199]. The choice of classifier for the
proposed approach is dictated by the fact that the random decision forest can handle
the over fitting problem by using many independent decision trees on a random subset
of the training data and randomly selecting the features for each training node, thereby
achieving fast and accurate prediction. Note that other non-linear methods (such as
SVM) can be seamlessly merged into the proposed framework. In order to construct
powerful discriminative features to train a classifier, I propose the use of high-dimensional
multi-scale features at the pixel and superpixel level, which include spatial, appearance
and descriptor-based features. I apply this approach to the T2 SV MR scans.
7.2.1 Data preprocessing and superpixel over-segmentation
The experimental T2-weighted MR scans of the SV exhibit large shape and intensity
variation. To minimize this variability, I performed initial processing steps as mentioned
in previous work in Chapter 2. All the images were first denoised to reduce the effect
of image noise, followed by bias correction to make the intensity more homogeneous.
The preprocessed images were then globally transformed into the template space by
affine registration using normalized mutual information (NMI) as the similarity metric.
3T and 1.5T MRI scans have separate templates. However, it is extremely difficult to
initially align the SV structures closely across different images. As can be seen in Fig.
7.1, the SV are quite close to the prostate but have irregular shapes. In order to improve
the registration, eleven landmarks (2D view shown in Fig. 7.3-1) are manually placed on
the prostate to guide initial point-based affine registration which is followed by intensity-
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based affine registration. In the template space, the intensity of images were normalized
to [0, 100] within the dilated masked region of interest (ROI) created by merging all the
segmentations together, making the contrast and luminance relatively consistent. The
processed images are then used to compute discriminative features.
(a) Training Procedure : Feature selection and random forest classifiers training
(b) Testing Procedure : Label prediction and graph cuts refinement.
Figure 7.2: The proposed framework for seminal vesicles segmentation.
As the SV contains many tube-like structures, a group of pixels within a bubble may
provide a more discriminative feature compared to other structures outside SV regions.
To achieve such pixel partitions, superpixel over-segmentation is introduced, which means
further segmentation of an image into smaller segments which group similar voxels to-
gether [175]. Superpixels are usually expected to align with object boundaries and have
become increasingly popular for computer vision applications in the recent years [130].
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1) 2) 3)
Figure 7.3: 1) The landmarks on prostate; 2) The result of superpixel over-segmentation;
3) The spatial geometry
Among various superpixel segmentation algorithms, I adopt simple linear iterative clus-
tering (SLIC), which adapts a k-means clustering approach developed by Achanta et al.
[2]. SLIC adheres to boundaries as well as or better than other methods and it is faster
and more memory efficient. After applying SLIC approach to each SV MR slice, the SV
and background structures are over-segmented into small segments. Each 2D slice of MR
scan is pre-segmented into superpixel patches as shown in Figure 7.3-2.
7.2.2 Probabilistic segmentation via random forest classifiers
For initial segmentation, a RF classifier is trained on the SV region to achieve probabilistic
prediction for each voxel. Each voxel in the masked region is treated as a training sample.
To compute a discriminative feature, Lempitsky [125] used two types of feature, which
include the position in the volume and the neighborhood appearance for RF classification,
to delineate the myocardium in real-time 3D echocardiography automatically. In my work
I extend this method and employ three types of spatial and context-aware features, which
are spatial, multi-scale textural and multi-scale descriptor-based features extracted at
pixel and superpixel levels. Every instantiated feature F (vi), where voxel vi ∈ ROI, with
its unique parameters corresponds to one dimension of the feature space Γ used by the
random decision trees. Since there is a large spacing in the z direction of the MR scans,
the multi-scale descriptor-based features are computed in the 2D space slice-by-slice.
Spatial features
The spatial features F (vi, S) consist of the spatial position of each voxel vi, the distance
dvρ,vi to the prostate center vp, which is estimated as the average of the manual input
landmarks around the prostate, and the angles of the vector β(V vρ → vi) in the x, y, z
direction respectively, shown in Fig. 7.3-3. The results indicate that the spatial features
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are significant to the success of the global classification.
Textural and contextual feature
Textural and contextual features F (vi, T ) are used to capture the intensity variation
within the pixel neighborhood. In each 2D slice, the gradient and Hessian matrix are
computed as textural features. The instensity mean of rectangular patch centered by
each pixel is also used, with different patch sizes: {[3×3], [5×5], [7×7]}. The contextual
feature consists of the difference of intensity means of a rectangular patch around point
vi and a randomly selected point vj in the neighborhood with a search window of size
23× 23. To make the process multi-scale, patch sizes are set to {[3× 3], [5× 5], [7× 7]}
and the number of randomly selected neighborhood points is fixed to 30.
Descriptor features
The descriptor features F (vi, H) are based on histograms of oriented gradient (HOG) [54]
features as these are robust to intensity variation and provide useful information for object
segmentation [192]. HOG is dense descriptor based on evaluating well-normalized local
histogram of image gradient orientations in a dense grid, which outperformed the similar
and frequently used sparse descritor - scale invariant feature transformation (SIFT) for
human detection [54]. HOG features have also proven to be highly robust and discrim-
inative for face recognition [12]. Therefore, I choose these features for my classification
task.
To calculate HOG, images are firstly divided into small spatial regions (cells). Each
cell accumulates a weighted local 1-D histogram of gradient directions over all the pixels
of the cell. For better invariance to illumination and shadowing, contrast-normalization
is performed on all of the cells in a larger regions (blocks) in advance. In my pixel-
wise feature calculation, for each pixel, I crop a patch in its 2D slice and multi-scale
HOG descriptors are computed using the bin size of 9, the clipping values of 0.2 for
normalization and the following sets of parameters (Table 7.1).
An example of the sparse HOG descriptor with different parameter sets is visualized in
Fig. 7.4. It presents useful information to distinguish the SV region from the background.
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Table 7.1: Parameters for HOG calculation
Patch Size Cell Size Block Size Patch Size Cell Size Block Size
8× 8 4 2 16× 16 4 3
8× 8 8 1 16× 16 8 2
16× 16 16 1
Patch Size Cell Size Block Size Patch Size Cell Size Block Size
24× 24 6 3 32× 32 8 3
24× 24 12 2 32× 32 16 2
24× 24 24 1 32× 32 32 1
1) 2)
3) 4)
Figure 7.4: The sparse HOG examples with different parameter sets: 1) The MRI scan
of masked seminal vesicles; 2) patch size 16× 16, cell size: 16 and block size
1; 3) patch size 16 × 16, cell size: 8 and block size 2; 4) patch size 16 × 16,
cell size: 4 and block size 3;
Superpixel level features
Superpixel level features Fs(vi, H) are based on the intensity histogram of the superpixel
itself, normalized with respect to the neighboring superpixels based on 2D slices. The
superpixel over-segmentation quality is important for superpixel level feature extraction,
since these features are computed based on all the pixels within a superpixel. Each slice is
initially over-segmented into superpixels by using the method described in Section 7.2.1.
A histogram is then computed for each superpixel using the intensity values of each
pixel within the superpixel. To compute the final feature Fs(vi, H) for each superpixel,
a normalized histogram of superpixel neighborhood [73] is computed using the k nearest
neighbours (kNN) superpixels. Let hi denote the histogram of superpixel Si, hi,j the
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Figure 7.5: The probability maps predicted by RF classifiers trained on features in pixel
level (2), single scale pixel and superpixel levels (3) and multi-sclale levels (4)
histogram of neighborhood superpixel Si,j , then:
Hi = hi +
K∑
k=1
hi,j (7.1)
Fs(vi, H) =
Hi
||Hi||1 (7.2)
To capture a range of superpixel features, K is set asK = {3, 4, 5, 6} and the bin size is set
to 16. After that, Fs is assigned to each pixel in the superpixel Si equally. The motivation
behind constructing this feature is that it provides a very reliable source to capture useful
boundary information, since the patch features of pixels along the boundary are not as
discriminative as those of superpixels.
The Final High-Dimensional Feature F (vi) is computed by concatenating all the
above discussed features providing an overall dimension of 1327, denoted as:
F (vi) = [F (vi, S);F (vi, T );F (vi, H);Fs(vi, H)] (7.3)
For the probabilistic segmentation of a new image, the most similar atlas images are
first selected based on the NMI of the SV region. After all the features extracted from
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Figure 7.6: The graph model of seminal vesicles MRI scans
these selected images, a balance training of RF classier is carried out on-the-fly by ran-
dom selection of the same number of negative training samples as the available positive
samples. The details of RF classifier training can be found in Section 2.3.3. The learned
RF classifier is then used to test the target image based on the same features. The pre-
dicted label probabilities Pti are gathered from each tree in the forest in order to compute
the final posterior probability P t of the voxel, defined by:
P t = 1
N
N∑
i=1
Pti . (7.4)
To account for potential prediction error, the probability map is smoothed by a Gaus-
sian with σ = 0.5 mm. An example of probability maps predicted by RF classifiers trained
on both pixel and superpixel levels features is shown in Fig. 7.5. As can be seen, using
multi-scale features can produce the most accurate probabilistic segmentation compared
with using single scale pixel and superpixel features.
7.2.3 Segmentation refinement using graph cuts
With the probabilistic segmentation, an energy function based on MRF optimized by
GC is applied to refine the segmentation. Let I is the target image, fi is to define the
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label (the SV tissue or background) to each voxel i. A MRF based energy function can
be formulated as follows:
E = λ
∑
i∈I
Di(fi) +
∑
{i,j}∈N
Vi,j(fi, fj) (7.5)
where, Di(fi) is the data term which measures disagreement between the probability
model and the observed data (voxel intensity). This can also be called the data likelihood
term, which represents the likelihood of SV structure and background region at voxel i.
Vi,j(fi, fj) is the smoothing term that forces neighbouring voxels to have the same label.
N denotes the neighbourhood of voxels within an images using either a standard 8 (2D)
or 26 (3D) neighbourhood system. The parameter λ is the trade-off between the data
and smoothing terms [28].
To optimize Eq. 7.5, an undirected weighting graph G =< V,E > with a set of nodes
v ∈ V on each voxel is defined on the SV MR scan (see Fig. 7.6). The source node s
and sink node t represent the two labels: the SV tissue and background, and the non-
terminal node P represents each voxel. The t − link edges connecting a non-terminal
node in P with a terminal in {s, t} and the n− link edges connecting two non-terminal
nodes (neighbouring voxels). The weights of t − link and n − link edges are measured
based on the data term Di(fi) and the smoothness term Vi,j(fi, fj) respectively. With
the constructed graph model G =< V,E > , the energy function can be optimized by
determining a minimum cut using the GC algorithm [239]. This can produce a smoother
segmentation.
In my approach, the data term Di(fi) is estimated using multiple-component expec-
tation maximization (MCEM) segmentation [198] with a-prior probability P t obtained
from RF classifiers. This uses multiple Gaussian distributions to compute the proba-
bilistic models of the SV tissue and background region at voxel i using the expectation-
maximization (EM) technique. The details of the MCEM algorith are in Section 2.4.1.
After EM optimization, the probabilities PEM (fi) for each class of each voxel i are ob-
tained. The weight of each t-link is asigned by the weighted data term λDi(fi), which is
computed based on the probabilities PEM (fi), referred to the details in Section 2.4.2.
The smoothing term Vi,j(fi, fj) between the neighborhood voxels is defined as:
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Vi,j(fi, fj) = w × 1
ln(1 + (Ii − Ij)2 + ε) (7.6)
where Ii is the intensity for voxel i, ε is a very small value chosen to avoid division by
zero.The parameter w is defined by 1D where D is the distance between voxels i and j.
The weight of each n-link is assigned by the smoothing term Vi,j(fi, fj) directly.
7.3 Experiments and results
7.3.1 Materials and data
The experimental data for this chapter come from the NCI-MICCAI 2013 Grand Chal-
lenge in pelvic structure segmentation, which were provided by National Cancer Insti-
tute (NCI) [101] to promote the development of robust algorithms that automatically
segment pelvic structures, including SV. There are 30 clinical images, consisting of 30+
( 3 mm thick slices at 1.5T) and 19+ ( 3+ mm thick slices at 3T) adjacent axial cross-
section cuts. Half of them were obtained at 1.5T MR scanners with the resolutions
0.4 × 0.4 × 3 mm and the other half at 3T MR scanners with the resolutions varying
from 0.21825 × 0.21825 × 3.3 mm to 0.625 × 0.625 × 3.6 mm. They were acquired as
T2 weighted MR axial pulse sequence. Each file is in DICOM format from which I can
extract the acquisition parameters.
The algorithm is implemented based on MATLAB and Image Registration Toolkit
(IRTK) [186] on a quad 3.20 GHz CPUs and a graphic card with 48 CUDA cores and
1GB global memory and the whole segmentation pipeline is run by the shell script calling
a mixture of matlab and C++ executables. As the images are acquired from different pa-
tients using different devices, there are large shape and intensity variations. To minimize
this variability, I perform the initial image preprocessing steps stated in Section 7.2.1.
The template images for the 1.5T and 3T MR scans are chosen from the ones with good
visualization of SV structure. To speed up the algorithm, all the images are subsampled
to a resolution of 1× 1 mm in-plane.
7.3.2 Parameter tuning
A leave-one-out strategy was adopted for experiments and a RF classifier is trained for
each individual separately using the 5 most similar images from the two data sets on-the-
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Figure 7.7: The parameter tuning of mtry of random forest classifiers
fly. The image used for segmenting is left-out and the remaining images in the database
are used as atlas images. The most similar atlas images are selected based on NMI on
the masked SV region. Since there are only 15 3T and 15 1.5T MR scans in the atlas
database, the number of selected atlases is determined empirically and not too large. In
order to find the best segmentation method, three main experiments were conducted:
(1) Using single scale descriptor features only with dimension 480 (HOG is computed
on a patch size of 16 × 16 with 3 sets of parameters as shown in Table 7.1); (2) Using
single scale descriptor features and superpixel features with the dimension of 496 (HOG is
computed using the same parameters as experiment (1) and superpixel level features are
computed using 4-nearest neighborhood superpixels); (3) Using multi-scale descriptors
and superpixel level features with the dimension of 1327 (calculated at multi-scale levels
as discussed in Section 7.2.2. Note that the spatial and textural features are used for all
three experiments. The experiments are designed to explore whether the superpixel level
features and multi-scale high-dimensional features can improve the SV segmentation.
To match the initial training images to the templates, manual intervention was required
to place 11 landmarks (see Fig. 7.3-1) into the prostate region and to refine the ROI when
there is a registration error. The manually placed landmarks were also used for spatial
information calculation. For superpixel over-segmentation, the expected superpixel size
was set to 10 × 10, which can produce more discriminative segments from each other
based on visualization of the superpixel boundaries (see Fig. 7.3-2).
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In the RF training, there are several parameters that need to be optimized, including
the tree numbers: N , minimum size of terminal nodes: ndsize and the number of input
variables randomly chosen at each split: mtry. The default value of ndsize = 1 al-
ways gives good performance, which means nodes are expanded until all leaves are pure.
Therefore, I used the default setting in my experiments. For N , the more decision trees
a forest has, the more robust and accurate the predictive abilities become, while a larger
N will increase the computational burden. To strike a balance, I set the number of trees
to be N = 200 empirically for all the three experiments. mtry is the only parameter that
requires some judgment, and setting mtry equal to the square root of feature dimension
gives generally near optimum results generally. However, if there is much noise in the
training data, the value should be set higher.
I tuned this parameter mtry within a subset of 10 testing images with a small number
of trees (N = 100). To speed up the training procedure, only the most similar image
with the target was selected. The out-of-bag (OOB) samples are used to estimate the
generalization accuracy. During RF training, each tree is constructed using a different
bootstrap sample from the original data set. About one-third of the cases are left out
of the bootstrap sample and not used in the construction of the kth tree. The OOB
accuracy is the proportion of times that the predicted classes obtained from the kth tree
is equal to the true class averaged over all cases out of the bootstrap sample. The result of
parameter mtry tuning is show in Fig. 7.7. As can be seen, the OOB accuracies increase
dramatically when the parametermtry increases from 10 to 60. After that, there are small
changes among all the these experiments. Based on the testing results, the parameters
of mtry are set to 200 to produce the best OOB accuracies of Experiments (1) and (2),
and set to 300, which is optimal for Experiment (3). Therefore, the parameters are set
as follows in the remaining experiments: Experiments (1) and (2) use 200 trees and 150
randomly selected feature dimensions; Experiment (3) uses 200 trees and 300 randomly
selected feature dimensions.
In the GC based segmentation phase, the parameter λ also need to be tuned to obtain
optimal segmentation refinements. For testing, 2 Gaussian distributions were applied to
model the background and foreground intensity distributions as suggested in Shi et al.
[198], which is robust to model images that may contain both healthy tissue and lesions.
 was set to 0.001 for the smoothing term Vi,j(fi, fj) computation. The parameter λ was
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Figure 7.8: The parameter tuning of λ of graph cuts
tuned in the range [1, 15] on the same 10 subset of training data as in the RF training. As
can be seen in Fig. 7.8, λ = 5 achieves the best refinement for all the three experiments.
Therefore, these parameter settings are used in all further experiments.
7.3.3 Results
For the initial probabilistic segmentation, the performance of the trained RF classifiers
was evaluated using the errors of predictions. By testing all the remaining images com-
pared to their learned classifiers, the prediction errors of the proposed three methods are
in Fig. 7.9. Overall, experiment (3) has lower predictive error than experiments (1) and
(2) . An example of probablistic segmentation is show in Fig. 7.5, which indicates that
the SV region has higher probabilities (brighter) than the background regions (darker).
The final segmentations were compared with the expert defined ground truths using
Dice similarity coefficient (DSC) and HD metrics mentioned in Chapter 2. The results
(average and standard deviation of all the 30 testing images) are shown in Table 7.2, from
which I can see that by adding superpixel level features, the accuracy of segmentation
improves. With the high-dimensional multi-scale features at both pixel and superpixel
levels, the overall performance increases further with the average DSC from 0.695±0.076
to 0.725 ± 0.060 and HD from 8.279 ± 2.69 to 7.080 ± 2.23. The average HD metric
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Figure 7.9: The prediction errors for trained random forest classifiers
is close to the results presented in [35], but with different testing datasets. A detailed
comparison is shown in Fig. 7.10 and Fig. 7.11. As there are large variations in image
quality presented in the MICCAI challenge, the accuracies of segmentations have large
variations. In most cases, experiment (3) has improved the results in terms of DSC and
HD compared with experiment (1) and (2), though in a few cases the accuracy decreases.
Experiment (2) has slight improvements compared with experiment (1) . The results
show that using high-dimensional multi-scale features on both pixel and superpixel levels
performs significantly (Student’s test p < 0.001) better than using single-scale features for
the SV segmentations. This is because the high-dimensional multi-scale features provide
more information about likely SV shape during the RF classifier training than single scale
features.
Table 7.2: Evaluation of segmentation results for Experiments (1)-(3)
Segmentation
Method
Experiment (1) Experiment (2) Experiment (3)
average±SD average±SD average±SD
Max/Min Max/Min Max/Min
DSC 0.695± 0.076 0.708± 0.069 0.725± 0.0600.803/0.561 0.819/0.612 0.818/0.640
HD (mm) 8.28± 2.69 7.72± 2.57 7.08± 2.2313.01/5.11 11.89/4.78 10.45/4.82
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From the sample results in Fig. 7.12, I can also see that by augmenting the pixel-
based features with the superpixel features, the segmentation improves especially around
the difficult boundary regions. The high-dimensional multi-scale features are capable of
segmenting the regions that may be missed out by using only single scale features, and
achieve smoother boundaries. However, segmentations of the last two cases are still far
from the ground truth. These are modest results for the SV segmentation which are
approaching state-of-the-art performance and compare favorably to the methods [76, 48,
214] which failed (with DSC < 0.4 ). However, the challenge of accurate SV segmentation
still remains due to the small available database of images with large intensity variation
and irregular shapes. This makes it difficult to select similar enough atlas images to
train the classifiers. The proposed algorithm provides a useful tool to detect the rough
SV region nearly automatically from MR scans for EBRT treatments of prostate cancer
(CaP). This is a promising step toward more accurate SV segmentation.
Although experiment (3) can achieve better segmentation, as the dimension of training
features is much larger, it is computationally expensive and takes around 3 hours to train
a classifier, while experiments (1) and (2) have a lower training time of around 2 hours.
The high-dimensional features increase the computational burden, which cannot achieve
a fast segmentation. The algorithm proposed, based on single scale pixel and superpixel
level features would be recommended for fast approximate SV segmentation. During the
experiments, I also tried to reduce the dimensions by using principal component analysis
(PCA) but this resulted in significant decrease in performance. The reason behind this
may be that RF has more reliable abilities to select the most useful features than using
linear PCA before its training process. I still believe the complex multi-scale features
are useful and more sophisticated non-linear approaches might be required to efficiently
reduce the dimensions of the features before RF training without losing discriminative
information.
7.4 Discussion and conclusion
In this chapter, I have proposed a nearly automatic multi-atlas learning framework using
RF classifiers and GC algorithm to segment the SV from clinical MR scans. The pro-
posed discriminative approach relies on the random decision forest using high-dimensional
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Figure 7.10: The DSC of all testing images in the three experiments
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Figure 7.11: The HD of all testing images in the three experiments
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Gound truth Experiment (1) Experiment (2) Experiment (3)
Figure 7.12: Sample segmentation results showing the comparison between the ground
truths and the results from experiments (1)-(3)
multi-scale context-aware spatial, textural and descriptor-based features on selected atlas
images. Superpixel based methods are introduced to extract more discriminative fea-
tures describing the tube-like structures, and features calculated on multi-scale patches
are used to capture wider range of feature space with different scales. The results show
that multi-scale features can improve the segmentation accuracy and that superpixel
based features introduce more discriminant characteristics to the features, particularly
around the boundary, which is an important step towards automatic SV segmentation
that would be clinically useful. The proposed method also presents a promising frame-
work for segmenting small structures with irregular shape, such as prostate tumors and
the neurovascular bundles. Small tumour detection within the prostate is an active area
of research as accurate location of disease can lead to more focal forms of therapy that
preserve the prostate function. The neurovascular bundles are very thin and low contrast
and hence are even harder to segment - manually or automatically. They are an impor-
tant target for planning and guidance of prostatectomy, since damage to these nerves can
lead to problems for the patients, such as impotence or incontinence. This framework
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provides a promising avenue for future research.
However, looking at the results, the accuracy of the segmentation is still far from ideal.
These difficult segmentations will provide a research challenge and there are many avenues
that can be explored. The most important issue is to build a larger database and conduct
further testing of the proposed methods. Hopefully, with a large reliable database, the
accuracy of the SV segmentation can be further improved. Non-linear feature learning
[178] will be introduced to extract more discriminative features and improve the quality
of classification while also reducing the computation time. The selected atlas images can
be used to train separate RF classifiers and the probabilistic segmentations can then be
fused to provide the prediction as the multi-atlas fusion approach. The ultimate goal is
to exploit a fast multi-atlas learning method to achieve robust and accurate segmentation
for multiple pelvic structures (pelvic bone, prostate, SV and neurovascular bundles) in
parallel, and further to extend the method for segmentation of other organs from MRI.
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8 Multispectral multi-atlas learning for
prostate segmentation in MRI
8.1 Introduction
The work in this chapter is based on the following paper:
1. Qinquan Gao, Akshay Asthana, Tong Tong, Yipeng Hu, Daniel Rueckert, Philip
Edwards. Hybrid Decision Forests for Prostate Segmentation in Multi-channel MR
Images, ICPR 2014, Stockholm, Sweden, August, 2014.
As stated in Chapter 6, delineation of the prostate from diagnostic magnetic resonance
imaging (MRI) is important for prostate cancer (CaP) diagnosis and treatment. An accu-
rate, robust and fully automated prostate segmentation still remains a significant research
challenge. In previous sections, I have presented an automated multi-atlas based prostate
segmentation for diagnostic T2-weighted MRI using local appearance-specific atlases and
patch-based weighting techniques [76] and also proposed a framework for multi-atlas
propagation via manifold graphs in situations where I have a small number of manu-
ally segmented images, but a large database of unlabeled images is also available [77].
My proposed methods can improve the prostate segmentation and compares favorable
to other multi-atlas based methods, such as learning embeddings for atlas propagation
(LEAP) [231]. However, using a non-rigid registration based multi-atlas approach, it is
difficult to make further improvements and achieve state-of-the-art accuracy compared to
all methods in the literature. This is because the segmentation accuracy depends heavily
on the registration. Motived by the performance of the multi-atlas learning framework
investigated in Chapter 7 for seminal vesicles (SV) segmentation, it is worth exploring
this approach for prostate segmentation to further improve the accuracy and efficiency.
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Among the state-of-the-art prostate segmentation techniques, most are proposed for a
single channel image, such as T2-weighted MRI (see review in Section 3.2.2), computed
tomography (CT) [127] and ultrasound [197]. It is difficult to improve the segmenta-
tion accuracy further based on such single channel images. During imaging of CaP,
different modalities are usually obtained for detection and diagnosis. These may include
T1-weighted, T2-weighted and PD-weighted MRI scans as well as diffusion images. The
use of multispectral images may provide complementary and/or redundant information,
since different acquisition techniques detect different morphological or functional fea-
tures. These multiple images may provided more information to distinguish prostate
structures from the background. Ozer et al. [161] proposed the use of multispectral MRI
scans (T2-weighted MRI, dynamic contrast enhanced MRI and diffusion weighted MRI)
for CaP segmentation. The result shows that using multispectral MRI scans improves
the accuracy of CaP segmentation compared to using only T2-weighted MRI. Based on
the database I have, which includes both T1 and T2-weighted MRI scans, I aim to ex-
plore prostate segmentations with these multispectral images using my previous proposed
multi-atlas learning approach.
8.1.1 Overview and contributions
In this chapter, a multi-atlas learning framework for prostate segmentation is proposed
using multispectral magnetic resonance (MR) images. I have gathered a significant series
of 107 patients with both T1-weighted and T2-weighted MR scans. As shown in Fig. 8.1,
more detailed local structure of T2-weighted image makes the boundary of certain regions
ambiguous (Fig. 8.1-A), whereas the T1-weighted images (Fig. 8.1-B) can provide clear
boundary information for these regions. However, in some other regions, the T1-weighted
image (Fig. 8.1-C) does not have an obvious boundary compared with the T2-weighted
image (Fig. 8.1-D). Motivated by these properties, I fuse the information from both T1
and T2 weighted images for prostate segmentation.
Recently, Li [127] proposed the use of location-adaptive classifiers learned by image
context for segmentation of the prostate in CT-guided radiotherapy. They perform fusion
of multiple classifiers trained for different slice regions in two coordinate directions, which
showed that the fusion of local classifiers improved the segmentation. The accuracy of
segmentation in CT prostate images is high, but this method uses previously segmented
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treatment images of the same patient for classifier training. According to the preliminary
experiments, local classifiers trained on T2-weighted MR scans can improve the prediction
accuracy, however, local classifiers performed even worse than a global classifier trained
on T1-weighted MR scans. The reason may be that T1-weighted MR scans lack sufficient
discriminative features in some local regions.
A) B)
C) D)
Figure 8.1: The difference between Multispectral MR images: A) T2-weighted MRI of
central prostate, B) T1-weighted MRI of central prostate, C) T2-weighted
MRI of apex prostate, D) T1-weighted MRI of apex prostate
Motived by these works, I extended multi-atlas learning based segmentation by the
fusion of global and local template-based classifiers based on multispectral MR scans and
aim towards an accurate and robust fully-automated prostate segmentation. I divided
T2-weighted MR scans into different sub-regions with different local random forest (RF)
classifiers trained separately for each region and the fusion of all these local classifiers
was carried out to get a combined average predicative probability. Meanwhile, a global
RF classifier was trained on T1-weighted MR scans and a predicative probability was
obtained. Based on these two types of probabilities obtained from both T1 and T2
weighted MR scans, decision-level probability fusion is then explored to improve the
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probabilistic segmentation. Finally, using the probabilistic prior of each voxel, a multi-
image graph cuts (GC) algorithm is designed to use both these images simultaneously to
get the final segmentation. The result compares favorably with my previous multi-atlas
based approaches.
The main contributions of this chapter are summarized as follows:
1. Fusion of both T1 and T2 MRI images is investigated for prostate segmentation.
2. Global and local RF classifiers trained on discriminative multi-scale context-aware
features and decision-level fusion are explored.
3. The probabilistic atlas obtained from above is further refined by using a multi-image
GC algorithm to get the final segmentation.
The remainder of the chapter is organized as follows: Section 8.2 describes the pro-
posed framework for multi-atlas learning for prostate segmentation using both T1 and
T2-weighted MRI images. The details are introduced in sub-sections: Section 8.2.1
explains the image preprocessing steps and Section 8.2.2 decribes how to extract dis-
criminative features from multispectral images. Section 7.2.2 introduces the technique of
probabilistic segmentation via both global and local RF classifiers. Section 8.2.4 describes
the segmentation refinement technique using multi-image GC algorithm with the initial
probabilistic segmentation. Section 8.3 shows the details of experiments and evaluates
the accuracy and robustness of the proposed techniques. Finally, Section 8.4 summarizes
the results and concludes this chapter.
8.2 Hybrid decision forests for prostate segmentation in
multispectral MRI
I propose a localized, learning-based multi-atlas approach for segmentation of the prostate
using multispectral MRI (both T1 and T2 MR images). Similar to the framework of SV
segmentation (In Chapter 7), the method (Fig. 8.2 and 8.3) consists of two parts: a
probabilistic segmentation built by accurately trained global and local RF classifiers [51];
and segmentation refinement using the generated probability and a multi-image GC.
The classifiers are trained using random decision forests, which avoid over-fitting while
still maintaining fast and accurate predictions. In order to learn a more stable and
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Figure 8.2: Overview of the proposed Training Procedure.
discriminative model, T2-weighted MR images are divided into several overlapping local
volumes in the pre-defined template space and a separate local classifier is trained on
each volume. After predictions, the probabilities from the local classifiers are fused to
provide an average probability map for a given test image. Moreover, for T1-weighted
MR images, a global classifier is also trained in the entire template space and a global
probability is obtained. Both T1 and T2 images are used to train separate classifiers
based on context-aware spatial, appearance and descriptor-based features. With the
predicted probabilities from T1-weighted and T2-weighted MR images, decision-level
fusion is applied and investigated to construct a final refined probability map. The final
segmentation is obtained using a multi-image GC algorithm on the probability map along
with both T1 and T2 images.
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Figure 8.3: Overview of the Testing Procedure. The best method is to fuse the global
classifier trained on T1 images and local template-based classifiers trained on
T2 images.
8.2.1 Training set preprocessing
For each atlas group, two MR scans are provided: T1-weighted and T2-weighted. Aiming
to alleviate the computational burden, an region of interest (ROI) mask is applied to
extract the prostate region and exclude the irrelevant background voxel. Within the
masked region, there is no need to use all voxels for training since close voxels tend to
have similar features. Therefore, training set are sampled to speed up the training phase.
I hypothesize that for some cases, it will be difficult for a single global classifier to model
all the intensity and shape variations present in the prostate. To tackle this problem,
a set of local template-based classifiers are employed. Moreover, in some cases, due to
the lack of sufficient discriminative features in a local region, these local classifiers can
hamper the segmentation accuracy. Therefore, I aim to explore this problem and find
an improved method to train a robust classifier using both T1 and T2 images. However,
if the local region is too small, it is hard to capture sufficient representative samples,
since only affine registration is carried out before classifier training. To strike a balance,
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each image is divided into 8 overlapping regions cross the prostate. Each region has the
same volume size based the predefined template within the boundary box of the ROI and
the boundaries of the regions overlap by 10 voxels in all axes. The 2D view of how the
sub-region is defined can be seen in Fig. 8.4(a).
a) b)
Figure 8.4: 1) The template to divide images into 8 sub-regions (2D view is shown, the
other four regions are in the back); 2) Context positions for defining the
context-aware features
8.2.2 Multispectral image feature computation
Motived by the work in Chapter 7, I employed similar types of multi-scale features to
obtain more discriminative features. In experiments it proved difficult to get reason-
able superpixel oversegmentation on T1 and T2-weighted prostate MR images, so super-
pixel level features are not included in this work. Based on the observed properties of
prostate anatomy, I designed a slightly different set of features including spatial, textural,
descriptor-based features and context-aware features. Every instantiated feature F (vi),
where voxel vi ∈ ROI, with its unique parameters corresponds to one dimension of the
feature space Γ used by the decision trees. The same features are calculated for both T1
and T2-weighted MR images. Since there is much lower resolution in the z-direction, the
appearance and descriptor-based features are computed in the 2D slice only.
Spatial feature
Spatial features (F (vi, S)) consists of the absolute spatial position of the current pixel
and the neighborhood pixels with patch size [3× 3].
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Appearance feature
The appearance feature F (vi, A) is used to capture the intensity variation within the pixel
neighborhood. This feature consists of the mean and standard deviation of a rectangular
patch around point with patch sizes {[3 × 3], [5 × 5], [7 × 7]}. Gradients and Hessian
matrices are computed as features based on the different patch sizes, which capture
intensity variation.
Figure 8.5: The sparse HOG of prostate examples with different parameter sets from left
to right: 1) patch size 16 × 16, cell size: 16 and block size 1; 2) patch size
16 × 16, cell size: 8 and block size 2; 3) patch size 16 × 16, cell size: 4 and
block size 3;
Descriptor-based feature
The descriptor-based feature F (vi, H) is based on the histograms of oriented gradient
(HOG) features as described in Chapter 7. However, the large range of multi-scale HOG
features will increase the computation time. To speed up the training process, I only
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chose a set of parameters respected to an unique patch size that produces the highest
prediction accuracy. According to preliminary experiments, for each voxel, multi-scale
HOG descriptors are computed using the bin size of 9, the clipping values of 0.2 for
normalization and the following 3 sets of parameters: 1) patch size [16 × 16] , cell size:
4 and block size 3; 2) patch size [16 × 16] , cell size: 8 and block size 2; 3) patch size
[16× 16] , cell size: 16 and block size1. An example of the sparse HOG descriptor of T1
and T2 weighted prostate MRI with different parameter sets is shown in Fig. 8.5.
Contextual feature
The contextual feature F (vi, C) has proven useful for prostate segmentation [127] due to
the consistent anatomical location of the prostate within the pelvis region. A contextual
feature is used to obtain information variation of each voxel at different locations within
a large range of spatial distances. This can incorporate information from other organs to
help define the prostate. To define the contextual positions around each pixel, 8 rays are
extended out at 45◦ rotation intervals from the central pixel, and contextual positions
are sampled at different radii (see Fig. 8.4). I use radii R = {3, 7, 15, 23, 40, 60} in the
experiments. The mean intensity difference between the current pixel and pixels in the
context positions are extracted as contextual features. The mean intensity is calculated
in a multi-scale manner with patch sizes{[3× 3], [5× 5], [7× 7]} respectively.
During training, all the features are concatenated together to form a long feature vector
as:
F = [F (vi, S);F (vi, A);F (vi, H);F (vi, C)]
For the experiments presented in this paper, F is a 558 dimensional vector.
8.2.3 Probabilistic modeling via hybrid random forest classifiers
The goal is to train the most discriminative classifiers for prostate segmentation. For
this, I explored both global and local template-based training methodologies. For initial
segmentation, local RF classifiers are trained on the sub-regions of the prostate to achieve
probabilistic prediction for each voxel. Each voxel in the masked prostate region is
treated as a training sample for each corresponding local classifier. To obtain more
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robust prediction, both T1 and T2-weighted images are used to train separate classifiers,
and decision level fusion is applied to get an average probabilistic segmentation. The
step-by-step training procedure is as follows:
1) Atlas selection
For each test image, the most similar top N atlases are selected based on the pairwise
sum of squared difference (SSD) of intensity in the ROI of T2-weighted MR images.
2) Training set sampling
For both T1 and T2-weighted images, the training set is built using a uniform sampling
pattern in which every third voxel within the local template mask is sampled. The
reason uniform sampling is used instead of random sampling is to ensure even coverage
of representative samples within each region of the MR images. In the experiments,
this methodology gave better accuracy than random sampling. For the local template-
based approach, N overlapping sets of training samples are constructed, denoted as:
Tr1,··· ,N = {Tr1, T r2, · · · , T rN} and N is set to 8 in the experiments. For the global
approach, there is just one complete set of training samples.
3) Global and local classifier training
RF classifier learning [50] is utilized to train the global and local classifiers using a
balanced training set (i.e. equal numbers of negative and positive training samples).
Separate global and local classifiers are trained for multi-spectral images. Local classifiers
are trained for the 8 regions for T2-weighted images and a global classifier is trained for
T1-weighted images.
4) Decision-level fusion
During testing, the feature vectors are computed and the predicted label probabilities
PGf (T1) and P
Li
f (T2) are gathered from each tree in the forest in order to obtain the
final posterior probability of the voxel, denoted by PGf (T1) = 1M
∑M
j=1 P
G
fj
(T1) and
PLif (T2) = 1M
∑M
j=1 P
Li
fj
(T2), where Li represents the local region and G is the global
region, M is the tree number in the decision forest, Pfj is the predicted probability from
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each tree and Pf is the average predicted probability from the decision forest. Two-level
fusions based on local regions and multispectral images are carried out as follows:
• Level 1 - Localized and global classifier level fusion:
Pf (T2) =
N∑
i=1
PLif (T2)|NO +
1
Nυ
(
Nυ∑
i=1
PLif (T2)|O), (8.1)
Pf (T1) = PGf (T1) (8.2)
where Nυ is the number of overlaps across all the localized regions, and NO repre-
sents no overlap between two sub-regions and O represents the overlap itself.
• Level 2 - Multispectral-image level fusion:
P˜f =
Pf (T1) + Pf (T2)
2 , (8.3)
By averaging the probabilities predicted from both global classifiers trained on T1-
weighted images and local classifiers trained on T2-weighted images, the probabilistic
segmentation of prostate for a new test image is obtained. The fusion results of different
combination of global and local classifiers is shown in Fig. 8.6. As can be seen in this case,
local classifiers trained on T1-weighted images do not perform well, however, a global
classifier works fine. Local classifiers trained on T2-weighted images perform slightly
better than a global classifier. The best fusion is obtained by fusing the probabilities
predicted from local classifiers trained on T2-weighted images and a global classifier
trained on T1-weighted images.
8.2.4 Multi-image graph cut segmentation
An energy function based on Markov random field (MRF) on both T1- and T2-weighted
images is designed and optimized by a multi-image GC technique to refine the segmenta-
tion. The segmentation problem is described by finding a minimum cut of a directional
flow graph which represents the image. Let Ii is the i-th channel of testing image from
C-channel images, fp defines the label to each voxel p ∈ Ii. After resampling T1 and T2-
weighted images to the same resolution, a MRF-based energy function can be formulated
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Figure 8.6: The probability map predicted by different trained random forest classifiers
as follows:
E = λ
∑
p∈Ii
C∑
i=1
αiDp(fp) +
∑
{p,q}∈Ni
C∑
i=1
βiVp,q(fp, fq) (8.4)
where, ∑Ci=1 αiDp(fp) is the total data term which measures how well the voxel p fits
into the given models of the target object (prostate) and background and αi measures
the contribution to each data term of the i-th channel image, with ∑Ci=1 αi = 1. Each
data term is estimated from a multiple component expectation-maximization (EM) seg-
mentation [198] based on T1 and T2-weighted separately, with the initial fused priori
probability P˜f predicted from the learned RF classifiers. This can generates an updated
probability map PEM (fp) for each class of each voxel using EM algorithm, denoting the
likelihood of being prostate or background. The data term is then computed based on
the probabilities PEM (fp), referred to the details in Chapter 2.
The total smoothing term Vp,q(fp, fq) between the neighborhood voxels reflects the
similarity of the voxels p and q, and βi measures the contribution to each smoothing
term of the i-th channel image, with ∑Ci=1 βi = 1. The smoothing term Vp,q(fp, fq) in
each channel image is defined the same as that in Chapter 7.
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Figure 8.7: The parameter tuning of mtry of random forest classifiers
To optimize the energy function, a graph G =< V,E > is constructed with each node
representing each voxel on multispectral images. Each node v is connected with two
terminal nodes F and B which represent prostate and background, and also neighbouring
voxels of the i-th channel image. The data term λ∑Ci=1 αiDp(fp) represents the weight
of each t-link while the smoothing term ∑Ci=1 βiVp,q(fp, fq) represents the weight of each
n-link. A multi-image GC is applied to optimize the energy function and achieve the
final segmentation. Using a multi-image GC, I can segment the testing image using
multispectral (T1 and T2-weighted) images consistently and simultaneously. This should
improve T2-weighted prostate MR image segmentation by using the latent information
from the T1-weighted image.
8.3 Experiments and results
8.3.1 Materials and data
In this work, there are 107 sets of both T1 and T2-weighted prostate MR axial scans
from different pathological patients, with 3-mm axial slice thickness. These images are
provided by the Centre for Medical Image Computing (CMIC) of University College
London. The size of each slice is 448×448 and the pixel resolution is 0.4×0.4 mm. To each
image, the segmentation was manually delineated by clinical experts, which is provided
as the ground truth. Affine registration was initially applied to align T1-weighted images
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to T2-weighted images, making their coordinates consistent. According to the image
appearance, these T1-weighted and T2-weighted images exhibit large intensity variation.
To minimize this variability, I performed initial image preprocessing steps [76], which
make the contrast and luminance of each tissue type more consistent. To speed up the
computation, all the images are then resampled to a resolution of 1× 1 mm in-plane.
The algorithm is implemented based on MATLAB and Image Registration Toolkit
(IRTK) [186] on a quad 3.20 GHz CPUs and a graphic card with 48 CUDA cores and
1GB global memory and the whole segmentation pipeline is run by the shell script calling
mixture matlab and C++ executables. A subset of 77 MR images is randomly selected
as atlases to train global and local RF classifiers and a set of remaining 30 MR images
is used for testing. To evaluate the performance of the proposed algorithm, the manual
segmentation result was considered as the gold standard. The similarity metrics Dice
similarity coefficient (DSC) and mean symmetric surface distance (MSSD) between the
automatic segmentation and the manual segmentation is used to compare the accuracy
of different algorithms.
8.3.2 Parameter tuning
During preliminary experiments, I found that local RF classifiers did not always outper-
form a global RF classifier based on both T1 and T2-weighted images. To investigate
the best way to use these multispectural images, eight main experiments were conducted
for probabilistic modeling in this work, as follows:
• (1-2) Global classifiers trained by T1 and T2-weighted images separately.
• (3) Decision-level fusion using global classifiers trained by T1 and T2-weighted
images separately.
• (4-5) Localized classifiers (8 overlapping classifiers) trained by T1 and T2-weighted
images separately.
• (6) Decision-level fusion using local classifiers trained by T1 and T2-weighted im-
ages separately.
• (7)Decision-level fusion using local classifier trained by T1-weighted images and a
global classifier trained by T2-weighted images.
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• (8) Decision-level fusion using a global classifier trained by T1-weighted images and
local classifiers trained by T2-weighted images.
To achieve the best segmentation, all the parameters involved in the proposed tech-
niques need to be optimized. Given a test MR image of the prostate, RF classifiers are
trained using the 10 most similar images selected (as suggested in Section 6.3).
In the RF training step, three types of parameter need to be optimized: the number
of trees N , minimum size of terminal nodes: ndsize and the number of input variables
randomly chosen at each split, mtry. As discussed in Chapter 7, ndsize was set to
1 and N was set to 200 to balance the predicting power and computation burdens of
the construction of RF classifiers. The only parameter mtry was tuned in the range of
[10, 558] by the out-of-bag (OOB) accuracies on a subset of 10 testing images with a
small number of trees (N = 100). As the feature dimensions are the same for both global
and local classifiers, the parameters were only tuned once based on global classifiers for
T1 and T2-weighted MR scans respectively. To speed up the training procedure, only
the most similar image with the target was selected. As show in Fig. 8.7, the OOB
accuracies increased dramatically when the number of input variables mtry increased
from 10, and then it fluctuated up and reached the top when mtry is around 280 ∼ 320
for both classifiers trained on T1 and T2-weighted images. For accurate prediction, I set
mtry to 300 for all the classifier training.
Therefore, the parameters of RF classifiers are set as follows for the remaining experi-
ments: Each decision forest uses 200 trees with a minimum terminal node size of 1 and
300 randomly selected feature dimensions.
In the multi-image GC based segmentation step, 2 Gaussian distributions are applied
to model the background and foreground intensity distributions. The parameter  was
set to 0.001 for the smoothing term Vp,q(fp, fq) computation. The weighting parameters
λ, αi and βi were optimized. To determine the trade-off weight λ, I set the T1 and T2
weights constant using following 5 sets: {(α(T2) = 0, β(T2) = 0); (α(T2) = 0.3, β(T2) =
0.3); (α(T2) = 0.5, β(T2) = 0.5); (α(T2) = 0.7, β(T2) = 0.7); (α(T2) = 1, β(T2) = 1); },
and tuned λ in the range of [1, 10]. As shown in Fig. 8.8, generally, energies based on
T2-weighted image contribute more to the accurate of prostate segmentations, and by
increasing the data term λ, the accuracy decreases. The best performance was found
when λ = 2. It is difficult to obtain accurate segmentation if the graph cuts refinement
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Figure 8.8: The data weight parameter tuning of multi-image graph cuts
is performed only on T1-weighted MR images. The best segmentation refinement was
obtained when the trade-off weight λ is set to 2, which means T2-weighted MR images
contribute more in multi-image GC to get best segmentations.
The weight parameters αi and βi were then tuned. In my work, only T1- and T2-
weighted MR scans were used. Therefore, these two parameters meet the criteria: α(T1)+
α(T2) = 1 and β(T1) + β(T2) = 1, and were tuned in the range of [0, 1]. As shown in
Fig. 8.9, the accuracy rises when the weights of T2-weighted images increases, and the
best segmentation accuracy is achieved when the coefficients αi and βi are both set to
0.3 and 0.7 for T1 and T2 images respectively.
These parameter settings were used in all the remaining experiments.
8.3.3 Results
The results were evaluated with the metrics of DSC and MSSD compared with ground
truth, which are presented in Table 8.1. Generally, using T2-weighted images can achieve
more accurate segmentation than using T1-weighted images (Student’s test p < 0.0001).
Therefore, T2-weighted MRI becomes the gold standard modality for prostate segmen-
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Figure 8.9: The weight parameters tuning of multi-image graph cuts
tation. For T1-weighted images, the intensities of prostate are quite similar to the back-
ground in some local regions. This makes it extremely challenging to delineate the
prostate directly from T1-weighted MRI.
The local classifiers based on T2-weighted images improve the results with the DSC
of 0.8712 ± 0.0269 and the MSSD of 2.2366 ± 0.5126, compared with using a global
classifiers with the DSC of 0.8528 ± 0.0291 and the MSSD of 2.5452 ± 0.6124 (p <
0.01). However, this local classifier method fails for T1-weighted images, with the DSC
and MSSD decreasing from 0.8176 ± 0.0342 to 0.8076 ± 0.0363 and 3.0132 ± 0.9715 to
3.1125± 1.0106 (p < 0.05), which indicates a lack of sufficient discriminative features in
the local region.
It can also been seen that the decision-level fusion on both T1 and T2-weighted images
with the right approach can improve the results. In the experiments, decision-level fusion
using a global classifier trained on T1-weighted images and local classifiers trained on
T2-weighted images achieved the best result with a DSC of 0.8898± 0.0247 and a MSSD
of 2.0879± 0.4565. The proposed method compared favorably to using only T2-weighted
images (p < 0.01). This represents the best solution amongst my methods to utilize
multispectral images to improve the prostate segmentation. A visual comparison of
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Table 8.1: The segmentation results compared to ground truth
S.No. Traing Method
DSC MSSD
Mean±SD Mean±SD (mm)
Max/Min Max/Min
1.7 Global classifiers trained by T1 images 0.8176± 0.0342 3.0132± 0.97150.8806/0.6703 4.1923/1.6101
2.5 Global classifiers trained by T2 images 0.8528± 0.0291 2.5452± 0.61240.9112/0.7491 3.3309/1.4226
3.3 Decision-level fusion using trained T1 andT2 global classifiers
0.8682± 0.0274 2.4013± 0.5365
0.9212/0.7609 3.1821/1.2052
4.8 Localized classifiers trained by T1 images 0.8076± 0.0363 3.1125± 1.01060.8759/0.6635 4.2656/1.6898
5.2 Localized classifiers trained by T2 images 0.8712± 0.0269 2.2366± 0.51260.9241/0.7756 3.0885/1.1326
6.4 Decision-level fusion using trained T1 andT2 local classifiers
0.8579± 0.0319 2.5012± 0.5864
0.9167/0.7557 3.2676/1.3126
7.6 Decision-level fusion using trained localT1 classifier and T2 global classifiers
0.8453± 0.0326 2.6235± 0.6023
0.9051/0.7384 3.5049/1.5202
8.1 Decision-level fusion using trained globalT1 classifier and T2 local classifiers
0.8898± 0.0247 2.0879± 0.4565
0.9392/0.7857 2.9645/1.0781
segmentations using different methods is shown in Fig. 8.10. As can be seen, my proposed
method produced a smoother boundary and is closer to the manual segmentation.
The comparison of the prostate segmentation using my proposed methods with the
ground truth is show in Fig. 8.11. My proposed method can achieve accurate prostate
segmentation with boundaries close to the ground truth. This can provide a useful tool
to aid the external-beam radiation therapy (EBRT) for the CaP treatment.
However, I still have the same problem as described in Chapter 7, that the training ap-
proach is carried out on-the-fly for a new testing image. Using multi-threaded computing,
the runtime of the proposed algorithm is around 2 hours on average. This computational
burden may constrain the use of my proposed method in a real clinical application which
requires both fast and accurate segmentation.
I also compare this multispectrual multi-atlas learning method with the multi-atlas
segmentation approach described in Chapter 6. As the number of atlas datasets is large
enough, I directly compared it with multi-atlas segmentation using local appearance-
specific atlases and patch-based weighting [76]. The comparison of these results are
present in Table 8.2. In terms of accuracy, the proposed multi-atlas learning method
slightly outperformed other methods and provides robust segmentation without non-
rigid registration, with increase of the DSC from 0.8719± 0.0337 to 0.8898± 0.0247 and
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Table 8.2: The proposed method compared with registration based multi-atlas method
S.No. Different prostate segmentationmethod
DSC MSSD
Mean±SD Mean±SD (mm)
Max/Min Max/Min
1. Multi-atlas Segmentation usingPatch-Based Weighting [76]
0.8719± 0.0337 2.2312± 0.4918
0.922/0.7668 3.1367/1.1538
2. The Proposed Method 0.8898± 0.0247 2.0879± 0.45650.9392/0.7857 2.9645/1.0781
the decrease of the MSSD from 2.2312 ± 0.4918 to 2.0879 ± 0.4565 (p < 0.05). For the
computation time, the multi-atlas based approach is faster, completing within 1 hour.
Figure 8.10: Sample segmentation based on methods 1-8. The number in each image
corresponds with the method in Table 1 and method 8 shows the best result.
8.4 Discussion and conclusion
In this chapter, a localized, learning based multi-atlas approach has been proposed for
segmentation of the prostate using multispectral MR images. Both T1 and T2-weighted
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Figure 8.11: The examples of segmentation results using my proposed methods compared
with ground truths
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MR images are investigated for prostate segmentation using hybrid (global and local) RF
classifiers trained on the discriminate multi-scale context-aware features. After fusion,
the probabilistic atlas is further refined by applying a multi-image GC algorithm to get
the final segmentation. As indicated by the experiments, the fusion of local classifiers
trained on T2-weighted MR scans and a global classifier trained on T1-weighted MR
scans can achieve the best accuracy for prostate segmentation using my proposed multi-
atlas learning framework. The proposed approach shows promising results. This method
could be useful for image-guided EBRT for CaP treatment.
However, there is still some work remaining. In the future, I aim to pre-train these
highly discriminative classifiers based on groups of images covering the manifold, to
eliminate the need for retraining classifiers for each new image. Each region in the
manifold will be defined by its nearest N atlases and the relevant classifier will be pre-
trained on these. For a new image, its position in the manifold will decide which pre-
trained classifier will be chosen. This means that the classifiers can be trained oﬄine and
utilized online, which will much reduce the high computational burden.
Moreover, the feature-level fusion and feature selection based on both T1 and T2-
weighted images will be further investigated. Although the feature-level fusion in the
preliminary experiments did not work well, I still try to find a way to combine the features
from T1 and T2-weighted images to train more robust classifiers. As indicated in recent
research [244], the probability map prior can be used to extract more discriminative
context-aware information for RF training.
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9 Conclusion and future work
9.1 Conclusion
In this thesis, I have developed accurate and robust segmentation frameworks for pelvic
structures in magnetic resonance (MR) images, including bony pelvis, prostate and sem-
inal vesicles (SV). These methods used include a multi-atlas segmentation framework
for bony pelvis and prostate segmentation and multi-atlas learning frameworks for seg-
menting the prostate and SV. The resulting segmentations can be used by clinicians to
provide improved understanding of the relationship of pelvic structures during the treat-
ment of prostate cancer (CaP), such as image-guided robotic-assisted laparoscopic radical
prostatectomy (RALRP) and external-beam radiation therapy (EBRT). The developed
techniques can be readily extended to other medical image segmentation problems.
I have proposed a robust and fully automated multi-atlas framework for bony pelvis
segmentation in magnetic resonance imaging (MRI), using an MRI appearance embed-
ding statistical deformation model (AE-SDM) guidance. The statistical deformation
model (SDM) is built using the node positions of deformations obtained from hierarchi-
cal free form deformation (FFD) based non-rigid registrations of full pelvis computed
tomography (CT) images. For datasets with corresponding CT and MR images, I can
transform the MRI into CT SDM space. MRI appearance can then be used to improve
the combined MRI/CT atlas to MRI registration using SDM constraints. By incorpo-
rating a multi-atlas segmentation framework, this model can then be used to guide the
multi-atlas segmentation of the bony pelvis in a new MRI where there is no CT avail-
able. I evaluated the method on 19 subjects with corresponding MRI and manually
segmented CT datasets by performing a leave-one-out study. Several metrics were used
to quantify the overlap between the automatic and manual segmentations. Compared to
the manual gold standard segmentations, my robust segmentation method outperforms
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other state-of-the-art algorithms for MRI bony pelvis segmentation.
In addition, a fully automatic multi-atlas based segmentation has been extended for
multi-center and multi-vendor MRI prostate segmentation using local appearance-specific
atlases and patch-based weighting. The atlases with the most similar global appearance
are first classified into the same categories. Then, sum-of-square local intensity differ-
ence of affinely aligned images is used for atlas selection and a patch-based weighting
is performed for label fusion after non-rigid registration. Compared to classical multi-
atlas segmentation with global and local weighted voting methods, my proposed method
produced more favorable outcomes in the highly variable MICCAI-PROMISE 2012 data
sets. However, there are some failure cases due to some MR scans containing only a small
part of the prostate structure or extremely large size and it is difficult to get similar refer-
ence images from small available atlas databases. To make the multi-atlas segmentation
techniques more robust, I have further proposed a multi-atlas propagation technique via
a manifold graph using both labeled and unlabeled images by effectively enlarging the
atlas database. All the images are embedded in a learned manifold space and connected
by a k-nearest graph. Atlases are selected for a target image based on the shortest path
length along the manifold graph. Atlas to target images registrations are improved via
each of the nodes on the planned geodesic graph. The results improved on both the
MICCAI-PROMISE 2012 data set of 26 labeled images not taken with an endorectal coil
and an enlarged image set of 85 training images with 25 labeled images and 60 unlabeled
images.
To extract the SV structure from MR images, several state-of-the-art multi-atlas based
methods fail to delineate the boundary automatically. To tackle this problem, I have pro-
posed a nearly automatic multi-atlas learning framework for SV segmentation using global
random decision forests and graph cuts (GC) techniques. The proposed discriminative
approach relies on the random decision forest using high-dimensional multi-scale context-
aware spatial, textural and descriptor-based features at both pixel and super-pixel levels.
After affine transformation to a template space, the relevant high-dimensional multi-scale
features are extracted and random forest (RF) classifiers are learned on-the-fly based on
the masked region of the SV from the most similar atlases. Using these classifiers, an
intermediate probabilistic segmentation is obtained for the test images. Then, a GC re-
finement is applied to this intermediate probabilistic representation of each voxel to get
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the final segmentation. The proposed technique outperforms state-of-the-art algorithms
for MRI SV segmentation on a database of 30 MR images from NCI [101].
Motivated by the predictive ability of the multi-atlas learning approach for SV MRI
segmentation, I have further explored a fully automatic multi-atlas learning technique
to segment the prostate in multispectral (T1 and T2-weighted) MR images using hybrid
random decision forests and multi-image GC. After affine transformation to the template
space, multi-scale features are extracted and separate local and global template-based RF
classifiers are learned for the prostate region from the most similar T1 and T2 atlases.
The probabilities from these two classifiers (T1 and T2) are then fused to obtain a
robust probabilistic atlas. Finally, using the probabilistic representation for each voxel,
a multi-image GC is applied on these multispectral images simultaneously to get the
final segmentation. The method has been tested on a set of 107 prostate images, with
77 randomly selected images used for training and the remaining 30 images for testing.
The results are compared to the radiologist’s labeled ground truth. The best result
is obtained via a hybrid approach in which the global classifier trained on T1 images
and local template-based classifiers trained on T2 images are fused to obtain the final
probability for each voxel. My results indicate that the proposed method is robust,
capable of producing accurate segmentation automatically.
The ultimate goal of the project presented above is to provide useful and efficient tools
for the diagnosis and treatment of patients with CaP. Two applications of the proposed
methods have also been explored. Firstly, I show that the automatically identified pelvic
bone surface can be tracked in the endoscopic view in near real time using dense visual
tracking. Results are presented on a simulation and a real clinical RALRP case. Tracking
shows similar accuracy to a manually segmented surface. My method provides a realistic
and robust framework for intraoperative alignment of a bony pelvis model from diagnostic
quality MR images to the endoscopic view. Secondly, based on the SDM of pelvis, an
accurate 3D pelvimetry system is designed and implemented to measure a comprehensive
set of pelvic geometric parameters to examine the relationship between pelvic geometric
parameters and the difficulty of RALRP. This system can be used in both manual and
automated manner with human friendly interface. The system may also be useful for
analyzing the difficulty of other pelvic operations. This can improve the prediction of
operative difficulty based on pelvic shape, providing better information for patients and
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clinicians and ultimately reducing patient risk. Pelvimetry is more commonly used in
obstetrics to examine difficulties that may occur during childbirth. Another area is in
forensics, where the pelvis can be used to identify the sex or ethnicity of unidentified
remains. My system may prove to be useful in these areas as well and I am investigating
such possibilities.
Overall, I have developed several automatic and semi-automatic segmentation algo-
rithms for specific medical image segmentation problems, incorporating the best avail-
able techniques from the computer vision field. I aim to further the field of automatic
segmentation techniques with the eventual aim of replacing the human observer in real
clinical applications.
9.2 Future work
This thesis has focused on segmentation techniques for different pelvic structures. The
outcome has been that the most accurate segmentation for the different structures are ob-
tained by different algorithms. For image-guided surgery, a number of critical anatomical
features would be useful for guidance, including the urethra, prostate, seminal vesicles,
dorsal venous complex and neurovascular bundle [41]. It is not convenient and too com-
putationally expensive for multiple structures to be segmented simultaneously by many
different algorithms. There is still a demand to develop a robust multi-structure seg-
mentation framework that can obtain optimal labels for different structures, such as that
suggested by Wolz et al. [232]. The segmentation of cancer in the prostate is also worthy
of exploration for CaP detection and diagnosis.
For bony pelvis segmentation from MRI, more training samples should be collected to
train a more robust AE-SDM model, which could cover a larger population of varitions.
This may help to tackle the problem that if the non-rigid registration is constrained
on a narrow SDM space this can lead to inaccurate transformations. With an AE-
SDM guidance, CUDA-based non-rigid matching [152] can futher be incorporated to
speed up multiple atlas-to-target image registrations. Furthermore, during label combi-
nation, patch-based label fusion method may also be incorporated with GC refinement
to achieve a higher segmentation accuracy. The ultimate goal is to present a state-of-
the-art multi-atlas AE-SDM segmentation framework for fast and accurate pelvis bone
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Figure 9.1: The learned manifold graph using both labeled and unlabeled prostate images
surface extraction from diagnostic MR images. The modes of variation from the SDM of
the pelvis provide a shape space in which individuals can be placed. The multipliers on
these modes provide a description of individual shape that makes no assumptions about
what aspects of shape influence the outcomes of operations. This relationship should
be further explored. In addition to looking at pelvic operative difficulty, I can also use
the SDM rather than the pelvic geometric parameters to explore other areas previously
mentioned, such as difficulties during childbirth and identifying the sex or ethnicity of
unidentified remains.
Much future work could explore the muti-altlas segmentation framework for prostate
segmentation. For multiple label fusion, motivated by the work presented in [214], local
patch learning based on discriminative features, such as the difference of intensity, prior
probabilities and context-aware information etc., is expected to improve the label pre-
diction, compared to the direct patch-based weighting methods. This could incorporate
more latent and empirical information as robust priors for multi-atlas fusion. To speed
up the segmentation process, several voxels within a small volume can share the same
learned classifier. For atlas-to-target image matching, it is extremely difficult to build up
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accurate transformations if the atlas image is too different to the target within a small
atlas database. In this thesis, I proposed geodesic registration using both labeled and
unlabeled images. However, the result is sensitive to the parameters and it is not easy
to optimize these to improve registration where there is large variation in both shape
and intensity. In that case, the registration error via the manifold graph may be quite
high. To solve this problem, instead of calculating the transformation, a dense image
correspondence technique can be explored to connect the most similar voxels together
[183]. The label propagation can then happen via the dense graph connecting both la-
beled and unlabeled images. A novel method needs to be explored further to solved the
extremely expensive memory cost problem in 3D medical imaging. Alternatively, a large
deformation model [31] based registration instead of a FFD based approach could also
be explored to achieve more accurate transformation using discriminative features as a
cost function, such as normalized gradient.
For the multi-atlas learning segmentation framework, learning target-specific classifiers
on high dimensional features on-the-fly is computationally expensive, and sometimes the
discriminative ability of classifier is reduced due to the potential noise hidden in the
feature space. An avenue of interesting research is robust feature selection to get rid
of such noise before training a classifier. Also, inspired by the recent work in [200],
different local regions of images may be better represented by different features. For
the localized random decision forests training, local feature selection can be performed
for each subregion to extract most discriminative features within different subregion.
This would be useful to further improve the segmentation accuracy of both SV and
prostate. However, it is extremely time consuming to train target-specific classifers on-
the-fly when segmenting a new image. To tackle this problem, all the atlas images can
be embedded into a lower dimensional manifold and clustered together using spectral
analysis techniques, shown in Fig. 9.1. Each atlas, with its nearest top N atlases can then
be used to pre-train the classifiers. Based on all the overlapping pre-trained classifiers,
the classifier whose cluster center is closest to the new target image embedded to the
manifold is selected for the label predication. This could make the multi-atlas learning
approach much faster and more feasible in a number of applications.
Also, the choice of robust features for medical image analysis is worthy of study and
different features should be compared in my specific medical image segmentation prob-
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lems. I chose histograms of oriented gradient (HOG) features [54], but there are many
others, such as the popular scale invariant feature transformation (SIFT) feature [54],
local binary patterns [159], Haar-like features and haralick texture features. For multi-
spectral image segmentation, instead of training separate classifiers for each image type,
features extracted from all the images can be combined to train a single robust classi-
fier. However, this will result in very high dimensional feature vectors and redundant
information, which may produce worse results by adding noise to the data. A process of
feature learning can then be explored, in which individual features and scales are tested
to determine the best combination.
There are always avenues for further research. In a field such as segmentation, where
the gold standard by which I judge algorithms is expert human segmentation, the ul-
timate aim is to match the performance of humans. I have shown how I can approach
such performance by my proposed frameworks. But humans are also prone to error and
variability, and as such there is no easy definition of the correct result for segmentation.
Perhaps, as the accuracy and robustness of automated methods improves, I can imagine
that I will reach a point where the human gold standard has been superseded. This pro-
cess will take some time, however, and I predict that the field of automated segmentation
will continue to be a highly active area of medical image analysis for many years.
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