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Semi-classical dispersive estimates
Fernando Cardoso, Claudio Cuevas and Georgi Vodev∗
Abstract. We prove dispersive estimates for the wave group eit
√
P (h) and the Schro¨dinger group
eitP (h), where P (h) is a self-adjoint, elliptic second-order differential operator depending on a
parameter 0 < h ≤ 1, which is supposed to be a short-range perturbation of −h2∆, ∆ being the
Euclidean Laplacian. In particular, applications are made to non-trapping metric perturbations
and to perturbations by a magnetic potential.
1 Introduction and statement of results
Denote by P0(h) the self-adjoint realization of −h2∆ on L2(Rn), n ≥ 2, and let ϕ ∈ C∞0 ((0,+∞))
be independent of h. It is well known (see the appendix) that the free wave and Schro¨dinger
groups satisfy the following dispersive estimates∥∥∥∥〈x〉−σeit√P0(h)ϕ(P0(h))〈x〉−σ∥∥∥∥
L1→L∞
≤ Ch−n−σt−n−12 −σ, (1.1)
∥∥∥〈x〉−σeitP0(h)ϕ(P0(h))〈x〉−σ∥∥∥
L1→L∞ ≤ Ch
−n−σt−
n
2
−σ, (1.2)
for all t > 0, 0 < h ≤ 1, σ ≥ 0, with a constant C > 0 independent of t and h. The purpose
of this paper is to prove analogues of (1.1) and (1.2) for more general second-order operators of
the form
P (h) =
n∑
i,j=1
Dxiaij(x, h)Dxj +
n∑
j=1
(
bj(x, h)Dxj +Dxjbj(x, h)
)
+ V (x, h),
with real-valued coefficients aij , bj ∈ C1(Rn) and V ∈ L∞(Rn), where Dxj := −ih∂xj , 0 < h ≤ 1
is a semi-classical parameter (not necessarilly small). More precisely, the coefficients are of the
form
aij(x, h) = a
0
ij(x) + ha
1
ij(x, h), bj(x, h) = b
0
j(x) + hb
1
j (x, h), V (x, h) = V
0(x) + hV 1(x, h),
where a0ij, b
0
j , V
0 ∈ C1(Rn) are independent of h, and a1ij, b1j , V 1 ∈ L∞(Rn) uniformly in h. So,
the principal symbol of P (h) is given by
p(x, ξ) =
n∑
i,j=1
a0ij(x)ξiξj + 2
n∑
j=1
b0j (x)ξj + V
0(x).
∗Corresponding author
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We suppose that this operator admits a self-adjoint realization on the Hilbert space L2(Rn)
(which will be again denoted by P (h)) satisfying the ellipticity condition∑
0≤|α|≤2
∥∥∥Dαx (P (h)± i)−1∥∥∥L2→L2 ≤ C, (1.3)
with a constant C > 0 independent of h. We also suppose that P (h) is a short-range perturbation
of P0(h), namelly
n∑
i,j=1
∣∣∣∂αx (aij(x, h) − a♭ij)∣∣∣+ n∑
j=1
|∂αx bj(x, h)| +
∣∣∣∂αxV 0(x)∣∣∣+ ∣∣∣V 1(x, h)∣∣∣ ≤ C〈x〉−δ, (1.4)
for 0 ≤ |α| ≤ 1, with constants C > 0, δ > 1 independent of h, where a♭ij = 1 if i = j, a♭ij = 0 if
i 6= j. When n ≥ 4 we suppose that there exists a sufficiently small constant γ > 0, independent
of h, such that
sup
x∈Rn
n∑
i,j=1
∣∣∣aij(x, h)− a♭ij ∣∣∣ ≤ γ. (1.5)
Given a z ∈ C, Im z 6= 0, set
Rs(z, h) := 〈x〉−s (P (h) − z)−1 〈x〉−s.
Finally, we suppose that there exist an energy level E > 0 and a constant 0 < ε0 < E, both
independent of h, so that for every z ∈ [E − ε0, E + ε0], s > 1/2, the limits
R±s (z, h) := lim
ε→0+
Rs(z ± iε, h) : L2 → L2
exist as continuous functions in z and satisfy the bound∥∥R±s (z, h)∥∥L2→L2 ≤ Cµ(h), ∀z ∈ [E − ε0, E + ε0], (1.6)
with a constant C > 0 and a function µ(h) ≥ h−1 ≥ 1. If the coefficients are smooth and if E is
a non-trapping energy level, i.e. all bicharacteristics belonging to {(x, ξ) ∈ T ∗Rn : p(x, ξ) = E}
escape to infinity, it is well known that (1.6) holds with µ(h) = h−1 provided ε0 is taken small
enough independent of h. More generally, it is proved in [16] that (1.6) holds with µ(h) =
h−1 log
(
h−1
)
if all periodic bicharacteristics belonging to {(x, ξ) ∈ T ∗Rn : p(x, ξ) = E} are of
hyperbolic type satisfying a topological condition. On the other hand, without any geometrical
condition we have that µ(h) = eβ/h, β > 0 a constant, still for smooth coefficients (e.g. see [2],
[3]). Hence, in this case the function µ satisfies
h−1 ≤ µ(h) ≤ eβ/h, β > 0. (1.7)
It is largely expected that (1.7) holds true under the assumptions above.
Let ϕ ∈ C∞0 ((E − ε0, E + ε0)) be independent of h. In the present paper we are interested
in bounding from above uniformly in h the following quantities
A1(h, σ) = h
n+σ sup
f∈〈x〉−sL2, ‖〈x〉sf‖
L2=1
sup
t>0
t(n−1)/2+σ
∥∥∥∥〈x〉−σeit√P (h)ϕ(P (h))〈x〉−σf∥∥∥∥
L∞
,
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where s > n/2,
A2(h, σ) = h
n+σ sup
f∈L1, ‖f‖
L1=1
sup
t>0
t(n−1)/2+σ
∥∥∥∥〈x〉−σeit√P (h)ϕ(P (h))〈x〉−σf∥∥∥∥
L∞
,
B1(h, σ) = h
n+σ sup
f∈〈x〉−sL2, ‖〈x〉sf‖
L2=1
sup
t>0
tn/2+σ
∥∥∥〈x〉−σeitP (h)ϕ(P (h))〈x〉−σf∥∥∥
L∞
,
where s > (n+ 1)/2,
B2(h, σ) = h
n+σ sup
f∈L1, ‖f‖
L1=1
sup
t>0
tn/2+σ
∥∥∥〈x〉−σeitP (h)ϕ(P (h))〈x〉−σf∥∥∥
L∞
.
In view of the estimates (1.1) and (1.2), we have that in the case of the free operator P0(h) all
these quantities are bounded by a constant independent of h. In the present paper we will show
that in the general case of the operator P (h) these quantities can be bounded from above in terms
of the function µ(h), provided δ is big enough. To state our main result more precisely, we define
the number ν ∈ {0, 1, 2} as follows: ν = 2 if a0ij(x)− a♭ij ≡ b0j (x) ≡ V 0(x) ≡ 0, and the functions
a1ij(x, h), b
1
j(x, h), V
1(x, h) are O(h) as h→ 0; ν = 1 if a0ij(x)− a♭ij ≡ b0j(x) ≡ V 0(x) ≡ 0; ν = 0
otherwise. In other words, the quantity 2 − ν can be viewed as the order of the perturbation
P (h)− P0(h). We have the following
Theorem 1.1 Suppose the conditions (1.3)-(1.6) satisfied with δ > n+22 + σ in the case of the
wave group and δ > n+32 + σ in the case of the Schro¨dinger group with some σ ≥ 0. Then the
following bounds hold true:
A1(h, σ) ≤ Cεhν+σ+
n−1
2 µ(h)
n+1
2
+σ+ε + C, (1.8)
A2(h, σ) ≤ Cεh2ν+σ−
3
2µ(h)
n+1
2
+σ+ε + Chν−
n+1
2 + C, (1.9)
B1(h, σ) ≤ Cεhν+σ+
n−1
2 µ(h)
n+2
2
+σ+ε + C, (1.10)
B2(h, σ) ≤ Cεh2ν+σ−
3
2µ(h)
n+2
2
+σ+ε +Chν−
n+1
2 + C, (1.11)
for every 0 < ε≪ 1.
We will apply these estimates to operators of the form P (h) = h2G, where G is the self-
adjoint realization of a second-order operator of the form
G = −
n∑
i,j=1
∂xiaij(x)∂xj + i
n∑
j=1
(
bj(x)∂xj + ∂xjbj(x)
)
+ V (x),
with real-valued coefficients aij, bj ∈ C1(Rn), V ∈ L∞(Rn) independent of h, satisfying
n∑
i,j=1
∣∣∣∂αx (aij(x)− a♭ij)∣∣∣+ n∑
j=1
|∂αx bj(x)|+ |V (x)| ≤ C〈x〉−δ, (1.12)
for 0 ≤ |α| ≤ 1, with constants C > 0, δ > 1. In other words, G is supposed to be a short-range
perturbation of the self-adjoint realization, G0, of the free Laplacian −∆. When n ≥ 4 we
suppose that there exists a sufficiently small constant γ > 0 such that
sup
x∈Rn
n∑
i,j=1
∣∣∣aij(x)− a♭ij∣∣∣ ≤ γ. (1.13)
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We also suppose that G is elliptic, that is,
∂αx (G± i)−1 ∈ L(L2), (1.14)
for all |α| ≤ 2, where L(L2) denotes the set of the bounded operators on L2. We finally suppose
that there exist constants C, λ0 > 0 and k ≥ 0 such that∥∥∥∥〈x〉−s (G− λ2 ± i0)−1 〈x〉−s∥∥∥∥
L2→L2
≤ Cλ−1+k, ∀λ ≥ λ0, s > 1/2. (1.15)
This implies that the operator P (h) = h2G satisfies (1.6) with µ(h) = h−1−k. Set
pn(σ) = max
{
0,
n+ 1
2
− ν, n+ 4
2
− 2ν + k(n + 1)
2
+ kσ
}
,
qn(σ) = max
{
0,
n+ 5
2
− 2ν + k(n+ 2)
2
+ kσ
}
,
where σ ≥ 0 and 2 − ν is the order of the differential operator G − G0. Let χ ∈ C∞(R),
suppχ ⊂ (λ0,+∞), χ(λ) = 1 for λ ≥ λ0+1. As a consequence of the above theorem we get the
following 〈x〉σL1 → 〈x〉−σL∞ dispersive estimates for the perturbed wave (resp. Schro¨dinger)
group with a loss of pn(σ) (resp. qn(σ) + ε) derivatives.
Theorem 1.2 Suppose the conditions (1.12)-(1.15) satisfied with δ > n+22 + σ in the case of
the wave group and δ > n+32 + σ in the case of the Schro¨dinger group with some σ ≥ 0. Then,
the following dispersive estimates hold true:∥∥∥∥〈x〉−σeit√G(√G)− (n+1)2 −pn(σ)−εχ(√G)〈x〉−σ∥∥∥∥
L1→L∞
≤ Cε|t|−
n−1
2
−σ, ∀t 6= 0, (1.16)
∥∥∥〈x〉−σeitG(√G)σ−qn(σ)−εχ(√G)〈x〉−σ∥∥∥
L1→L∞ ≤ Cε|t|
−n
2
−σ, ∀t 6= 0, (1.17)
for every 0 < ε≪ 1. Moreover, if k < 1 and
δ >
n+ 3
2
+
qn(0)
1− k ,
then for all σ satisfying
qn(0)
1− k < σ < δ −
n+ 3
2
,
we have the estimate∥∥∥〈x〉−σeitGχ(√G)〈x〉−σ∥∥∥
L1→L∞ ≤ C|t|
−n
2
−σ, ∀t 6= 0. (1.18)
In the particular case of non-trivial non-trapping metric perturbations we have (1.15) with
k = 0 as well as ν = 0, so pn(σ) =
n+4
2 , qn(σ) =
n+5
2 . Thus, in this case we obtain
〈x〉σL1 → 〈x〉−σL∞ dispersive estimates for the perturbed wave (resp. Schro¨dinger) group
with a loss of n+42 (resp.
n+5
2 + ε) derivatives. The same conclusion remains true for more
general metric perturbations with infinitely many periodic geodesics of hyperbolic type. Indeed,
for such perturbations the bound (1.15) with k = ε, ∀0 < ε≪ 1, has been proved in [16] under
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some natural topological conditions. We get a better result for perturbations by a magnetic
potential, namely for operators of the form
G = (i∇ + b(x))2 + V (x),
where b(x) = (b1(x), ..., bn(x)) ∈ C1 (Rn;Rn) is a vector-valued function and V ∈ L∞ (Rn;R).
When n ≥ 3 it is proved in [10] (see Proposition 4.3) that in this case (1.15) holds with k = 0.
Since ν = 1, we have in this case pn(σ) =
n
2 , qn(σ) =
n+1
2 . When b(x) ≡ 0, we have ν = 2 and
hence in this case pn(σ) = qn(σ) =
n−3
2 . This latter case, however, has already been studied in
[4], [6], [17], [18] under a little bit weaker assumption on the potential V .
To our best knowledge, it is the first time dispersive estimates are proved for perturbations
different from a potential. Our estimates are not optimal (i.e. we are obliged to loose derivatives),
but one could hardly do better without assuming a stronger regularity of the coefficients. Indeed,
it was shown in [12] in the context of the Schro¨dinger equation with a potential that if n ≥ 4,
it is not possible to have optimal L1 → L∞ dispersive estimates for potentials V ∈ Ck0 (Rn),
∀k < n−32 . In contrast, when n ≤ 3 no regularity of the potential is needed in order to have
optimal L1 → L∞ dispersive estimates for both the wave and the Schro¨dinger groups (e.g. see
[14] when n = 2 and [8], [11] when n = 3). When n ≥ 4 it is expected that optimal dispersive
estimates hold true for potentials V ∈ C n−32 (Rn). Indeed, such results have been recently
proved in [9] when n = 5, 7, (see also [7]) in the case of the Schro¨dinger equation and in [5] when
4 ≤ n ≤ 7 in the case of the wave equation. For potentials with stronger regularity optimal
dispersive estimates were proved in [1] in the case of the wave equation with Schwartz class
potentials and in [13] (see also [15]) in the case of the Schro¨dinger equation with potentials
satisfying V̂ ∈ L1. To our best knowledge, no optimal dispersive estimates have been proved so
far in the more general context of the operator G above when the function
n∑
i,j=1
∣∣∣aij(x)− a♭ij∣∣∣+ n∑
j=1
|bj(x)|
is not identically zero, even if we suppose that aij − a♭ij , bj , V ∈ C∞0 (Rn). In general, proving
optimal dispersive estimates turns out to be a very tough problem.
To prove the main result we extend to more general perturbations the method developed in
[17], [18], which consists of deriving the dispersive estimates from decay estimates on weighted
L2 spaces. This analysis is based on a careful study of the regularity of the resolvent on weighted
L2 spaces (see Proposition 3.2 below). Note that the assumption (1.5) is only used in the proof
of the estimate (2.5) which plays a crucial role in our approach. It might be possible, however,
that (2.5) could hold without (1.5). It becomes clear from the proof that the reason why we
need (1.5) is due to the fact that when n ≥ 4 the singularity at zero of the Hankel functions is
too strong, which in turn implies a very strong singularity on the diagonal of the kernel of the
free resolvent. Consequently, (P0(h) − z)−1 : L2 → L∞, Im z 6= 0, is no longer bounded when
n ≥ 4. This difficulty is overcome by Lemma 2.2 below. Note finally that we expect that the
above estimates hold true for δ > n+12 , but this is much harder to prove especially in the case
of the Schro¨dinger group.
2 Study of the operator ϕ(P (h))
In this section we will prove the following
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Proposition 2.1 Assume (1.3),(1.4) and (1.5) fulfilled. Then, for all 0 ≤ s, s1, s2 ≤ δ, s1+s2 ≤
δ, we have the bounds ∥∥〈x〉−sϕ(P0(h))〈x〉s∥∥L2→L2 ≤ C, (2.1)∥∥〈x〉−sϕ(P (h))〈x〉s∥∥L2→L2 ≤ C, (2.2)
‖〈x〉s1 (ϕ(P (h)) − ϕ(P0(h))) 〈x〉s2‖L2→L2 ≤ Chν , (2.3)
‖〈x〉s1ϕ(P0(h)) (P (h)− P0(h))ϕ(P (h))〈x〉s2‖L2→L2 ≤ Chν , (2.4)
‖(ϕ(P (h)) − ϕ(P0(h))) 〈x〉s‖L2→L∞ ≤ Chν−n/2, (2.5)
with a constant C > 0 independent of h.
Proof. The estimate (2.1) is well known, while (2.2) follows from (2.1) and (2.3). It is also
easy to see that (2.4) follows from (2.3). To prove (2.3) and (2.5) we will use the Helffer-Sjo¨strand
formula
ϕ(P (h)) =
1
π
∫
C
∂ϕ˜
∂z¯
(z) (P (h)− z)−1 L(dz), (2.6)
where L(dz) denotes the Lebesgue measure on C, ϕ˜ ∈ C∞0 (C) is an almost analytic continuation
of ϕ supported in a small complex neighbourhood of suppϕ and satisfying∣∣∣∣∂ϕ˜∂z¯ (z)
∣∣∣∣ ≤ CN |Im z|N , ∀N ≥ 1. (2.7)
It is well known that the free resolvent satisfies the estimate (e.g. see the proof of Lemma 2.3
of [17]) ∥∥∥〈x〉−sDαx (P0(h)− z)−1 〈x〉s∥∥∥
L2→L2 ≤ C |Im z|
−q , |α| ≤ 2, (2.8)
for z ∈ supp ϕ˜, Im z 6= 0, with a constant C > 0 independent of z and h. Let us see that a
similar estimate holds true for the perturbed resolvent. Recall first that by assumption
P (h) − P0(h) = hν
∑
|α|≤2
rα(x, h)Dαx , (2.9)
with coefficients satisfying
|rα(x, h)| ≤ C〈x〉−δ, (2.10)
with a constant C > 0 independent of x and h. Note also that (1.3) implies∥∥∥Dαx (P (h)− z)−1∥∥∥
L2→L2 ≤ C |Im z|
−1 , |α| ≤ 2, (2.11)
for z ∈ supp ϕ˜, Im z 6= 0. Using (2.8)-(2.11) together with the resolvent identity, we obtain∥∥∥〈x〉−sDαx (P (h)− z)−1 〈x〉s∥∥∥L2→L2 ≤ ∥∥∥〈x〉−sDαx (P0(h)− z)−1 〈x〉s∥∥∥L2→L2
+C
∑
|β|≤2
∥∥∥Dαx (P (h) − z)−1∥∥∥
L2→L2
∥∥∥〈x〉−δDβx (P0(h) − z)−1 〈x〉s∥∥∥
L2→L2
≤ C |Im z|−q−1 . (2.12)
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On the other hand, using (2.6), (2.9), (2.10) and the resolvent identity, we get
‖〈x〉s1 (ϕ(P (h)) − ϕ(P0(h))) 〈x〉s2‖L2→L2
≤ Chν
∑
|α|≤2
∫
C
∣∣∣∣∂ϕ˜∂z¯ (z)
∣∣∣∣ ∥∥∥〈x〉s1 (P (h)− z)−1 〈x〉−s1∥∥∥L2→L2
×
∥∥∥〈x〉s1−δDαx (P0(h) − z)−1 〈x〉s2∥∥∥
L2→L2 L(dz). (2.13)
Clearly, (2.3) follows from (2.7), (2.8), (2.12) and (2.13).
To prove (2.5) we will first consider the case n = 2, 3. Then it is well known that the free
resolvent satisfies the estimate∥∥∥(P0(h)− z)−1∥∥∥
L2→L∞ ≤ Ch
−n/2 |Im z|−q , (2.14)
for z ∈ supp ϕ˜, Im z 6= 0, with constants C, q > 0 independent of z and h. On the other hand,
using (2.6), (2.9), (2.10) and the resolvent identity, we get
‖(ϕ(P (h)) − ϕ(P0(h))) 〈x〉s‖L2→L∞
≤ Chν
∑
|α|≤2
∫
C
∣∣∣∣∂ϕ˜∂z¯ (z)
∣∣∣∣ ∥∥∥(P0(h)− z)−1∥∥∥L2→L∞ ∥∥∥〈x〉−δDαx (P (h) − z)−1 〈x〉s∥∥∥L2→L2 L(dz).
(2.15)
In this case (2.5) follows from (2.7), (2.12), (2.14) and (2.15). Let now n ≥ 4. Then (2.14) is no
longer true because the singularity of the kernel of the free resolvent on the diagonal gets too
strong. In this case we will derive (2.5) from the following
Lemma 2.2 Given any 0 < ε≪ 1, the free resolvent can be decomposed as
(P0(h) − z)−1 =
3∑
j=1
B(j)ε (z, h),
where B(j)ε (z, h), j = 1, 3, are analytic on supp ϕ˜. Moreover, for s ≥ 0, z ∈ supp ϕ˜, we have the
estimates ∥∥∥DαxB(1)ε (z, h)∥∥∥L1→L1 ≤ Cε1− |α|2 , |α| ≤ 2, (2.16)∥∥∥〈x〉sB(2)ε (z, h)〈x〉−s∥∥∥L1→L2 ≤ Cεh−n2 |Im z|−q , (2.17)∥∥∥B(3)ε (z, h)∥∥∥
L1→L2 ≤ Cεh
−n
2 , (2.18)
with constants C, q > 0 independent of z, h and ε, and a constant Cε > 0 independent of z and
h.
Note that by assumption we have rα = O(γ) for |α| = 2. It follows from (2.16) together with
(2.9) and (2.10) that ∥∥∥(P (h)− P0(h))B(1)ε (z, h)∥∥∥
L1→L1 ≤ C(ε
1
2 + γ), (2.19)
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∥∥∥〈x〉δ (P (h)− P0(h))B(1)ε (z, h)∥∥∥
L1→L1 ≤ Ch
ν , (2.20)
with a constant C > 0 independent of z, h and ε. Clearly, (2.19) implies that the operator
1 + (P (h)− P0(h))B(1)ε (z, h) is invertible on L1, provided ε, γ > 0 are taken small enough,
independent of h, with an inverse analytic on supp ϕ˜. Therefore, we can write
(P (h)− z)−1 − (P0(h) − z)−1 =
4∑
j=1
Fj(z, h), (2.21)
where
Fj(z, h) = −B(j)ε (z, h) (P (h)− P0(h))B(1)ε (z, h)
(
1 + (P (h)− P0(h))B(1)ε (z, h)
)−1
,
j = 1, 2, 3, and
F4(z, h) =
− (P (h)− z)−1 (P (h) − P0(h))
(
B(2)ε (z, h) + B(3)ε (z, h)
) (
1 + (P (h)− P0(h))B(1)ε (z, h)
)−1
.
Clearly, Fj(z, h), j = 1, 3, are analytic on supp ϕ˜, so in view of (2.21) we can write
ϕ(P (h)) − ϕ(P0(h)) =
∑
j=2,4
1
π
∫
C
∂ϕ˜
∂z¯
(z)Fj(z, h)L(dz). (2.22)
By (2.17) and (2.20),
‖〈x〉sF2(z, h)‖L1→L2 ≤ Chν
∥∥∥〈x〉sB(2)ε (z, h)〈x〉−δ∥∥∥L1→L2 ≤ Cεhν−n2 |Im z|−q1 . (2.23)
By (2.9), (2.10), (2.12), (2.17) and (2.18),
‖〈x〉sF4(z, h)‖L1→L2
≤ C
∥∥∥〈x〉s(P (h) − z)−1(P (h) − P0(h))∥∥∥
L2→L2
(∥∥∥B(2)ε (z, h)∥∥∥
L1→L2
+
∥∥∥B(3)ε (z, h)∥∥∥
L1→L2
)
≤ Cεhν−
n
2 |Im z|−q2 . (2.24)
By (2.7), (2.22), (2.23) and (2.24), we conclude
‖〈x〉s(ϕ(P (h)) − ϕ(P0(h)))‖L1→L2 ≤ Cεhν−
n
2 ,
which is equivalent to (2.5). ✷
Proof of Lemma 2.2. Let φ ∈ C∞0 ([1, 2]) be such that
∫
φ(θ)dθ = 1. Given any 0 < ε ≪ 1,
write [0,+∞) = ∪3j=1Ij(ε), where I1(ε) = [0, ε], I2(ε) = [ε, ε−1], I3(ε) = [ε−1,+∞). Set
χ(j)ε (σ) = σ
∫
Ij(ε)
φ(σθ)dθ,
B(j)ε (z, h) = (P0(h)− z)−1 χ(j)ε (P0(h)) =
∫
Ij(ε)
ψ(θP0(h), θz)dθ,
8
where
ψ(λ,w) = λ(λ− w)−1φ(λ).
Since supp ϕ˜ is a compact disjoint from zero, taking ε > 0 small enough, we can arrange that θz
does not belong to the support of φ as long as θ ∈ I1(ε) ∪ I3(ε) and z ∈ supp ϕ˜. Therefore, the
operator-valued functions B(j)ε (·, h), j = 1, 3, are analytic on supp ϕ˜. We also have the bounds∣∣∣∂kλ (λ|α|/2ψ(λ, θz))∣∣∣ ≤ Ck, θ ∈ I1(ε), (2.25)∣∣∣∂kλψ(λ, θz)∣∣∣ ≤ Ck |Im z|−k−1 , θ ∈ I2(ε), (2.26)∣∣∣∂kλψ(λ, θz)∣∣∣ ≤ Ckθ−1, θ ∈ I3(ε), (2.27)
for z ∈ supp ϕ˜ and all integers k ≥ 0. Recall now that given any function f ∈ C∞0 (R) and any
h > 0, the operator f(P0(h)) satisfies the estimates (e.g. see Lemma A.1 of [15])
‖f(P0(h))‖L1→L1 ≤ C˜
N∑
k=0
sup
∣∣∣∂kλf(λ)∣∣∣ , (2.28)
∥∥〈x〉sf(P0(h))〈x〉−s∥∥L1→L2 ≤ C˜h−n/2〈h〉|s| Ns∑
k=0
sup
∣∣∣∂kλf(λ)∣∣∣ , ∀s ∈ R, (2.29)
where N and Ns are integers independent of f and h, while C˜ > 0 is a constant depending only
on the support of f . If |α| ≤ 1, by (2.25) and (2.28), we get∥∥∥DαxB(1)ε (z, h)∥∥∥L1→L1 ≤ C ∥∥∥P0(h)|α|/2B(1)ε (z, h)∥∥∥L1→L1
≤ C
∫ ε
0
∥∥∥P0(h)|α|/2ψ(θP0(h), θz)∥∥∥
L1→L1 dθ ≤ C
∫ ε
0
θ−|α|/2dθ ≤ Cε1−|α|/2.
Using (2.29) together with (2.26) and (2.27), we also get∥∥∥〈x〉sB(2)ε (z, h)〈x〉−s∥∥∥
L1→L2
≤
∫ ε−1
ε
∥∥〈x〉sψ(θP0(h), θz)〈x〉−s∥∥L1→L2 dθ
≤ Ch−n/2 |Im z|−Ns−1
∫ ε−1
ε
θ−n/4(1 + θ)sdθ ≤ Cεh−n/2 |Im z|−Ns−1 ,∥∥∥B(3)ε (z, h)∥∥∥L1→L2 ≤
∫ ∞
ε−1
‖ψ(θP0(h), θz)‖L1→L2 dθ
≤ Ch−n/2
∫ ∞
ε−1
θ−1−n/4dθ ≤ Ch−n/2.
It remains to prove (2.16) for |α| = 2. Clearly, it suffices to show that the operator χ(1)ε (P0(h))
is bounded on L1 uniformly in ε and h. Since χ
(1)
ε (σ) = χ
(1)
1 (εσ), we need to show that the
operator χ
(1)
1 (−εh2∆) is bounded on L1 uniformly in ε and h. To see this observe that the
kernel of χ
(1)
1 (−εh2∆) is of the form (ε1/2h)−nK(|x− y|/ε1/2h), where K(|x − y|) is the kernel
of χ
(1)
1 (−∆). Hence χ(1)1 (−εh2∆) is bounded on L1 if and only if so is χ(1)1 (−∆) and the norms
coincide. On the other hand, we have χ
(1)
1 ∈ C∞(R), χ(1)1 (σ) = 0 for σ ≤ 1, χ(1)1 (σ) = 1 for
σ ≥ 2, which implies that χ(1)1 (−∆) is bounded on L1. ✷
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3 Uniform estimates on weighted L2 spaces
We will prove the following
Theorem 3.1 Assume (1.3), (1.4) and (1.6) fulfilled. Let 0 ≤ s < δ − 1, 0 < ǫ≪ 1. Then, we
have the estimates∫ ∞
−∞
〈t〉2s
∥∥∥∥〈x〉−1/2−s−ǫeit√P (h)ϕ(P (h))〈x〉−1/2−s−ǫf∥∥∥∥2
L2
dt ≤ Cεµ(h)2+2s+2ε ‖f‖2L2 , (3.1)∥∥∥∥〈x〉−1/2−s−ǫeit√P (h)ϕ(P (h))〈x〉−1/2−s−ǫ∥∥∥∥
L2→L2
≤ Cεµ(h)1+s+ε〈t〉−s, ∀t, (3.2)∫ ∞
−∞
〈t〉2s
∥∥∥〈x〉−1/2−s−ǫeitP (h)ϕ(P (h))〈x〉−1/2−s−ǫf∥∥∥2
L2
dt ≤ Cεµ(h)2+2s+2ε ‖f‖2L2 , (3.3)∥∥∥〈x〉−1/2−s−ǫeitP (h)ϕ(P (h))〈x〉−1/2−s−ǫ∥∥∥
L2→L2 ≤ Cεµ(h)
1+s+ε〈t〉−s, ∀t, (3.4)
for every 0 < ε≪ 1.
Proof. Let us first see that (3.2) follows from (3.1). Given any f ∈ L2, set
u(x, t) = 〈x〉−1/2−s−ǫeit
√
P (h)ϕ(P (h))〈x〉−1/2−s−ǫf.
It follows from (3.1) that there exists a sequence tk →∞ such that
lim
tk→∞
‖u(·, tk)‖L2 = 0. (3.5)
Let ϕ1 ∈ C∞0 ((E − ε0, E + ε0)), ϕ1 = 1 on suppϕ. Using (2.2) we have∣∣∣∣ ddt ‖u(·, t)‖2L2
∣∣∣∣ = 2 |Re 〈∂tu(·, t), u(·, t)〉L2 |
= 2
∣∣∣∣Im 〈〈x〉−1/2−s−ǫ√P (h)ϕ1(P (h))〈x〉1/2+s+ǫu(x, t), u(x, t)〉
L2
∣∣∣∣ ≤ C ‖u(·, t)‖2L2
with a constant C > 0 independent of h and t. Hence given any t > 0, we get
‖u(·, t)‖2L2 ≤ ‖u(·, tk)‖2L2 + C
∫ tk
t
‖u(·, τ)‖2L2 dτ,
which together with (3.5) imply
‖u(·, t)‖2L2 ≤ C
∫ ∞
t
‖u(·, τ)‖2L2 dτ. (3.6)
By (3.6)
t2s ‖u(·, t)‖2L2 ≤ C
∫ ∞
0
τ2s ‖u(·, τ)‖2L2 dτ ≤ Cεµ(h)2s+2+2ε‖f‖2L2 ,
which is the desired bound. The fact that (3.3) implies (3.4) can be proved in precisely the same
way. We will next derive (3.1) and (3.3) from the following
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Proposition 3.2 Assume (1.3), (1.4) and (1.6) fulfilled. Let 0 ≤ s < δ − 1, 0 < ǫ≪ 1. Then,
DαxR±1/2+s+ǫ(·, h) ∈ Cs
(
(E − ε0, E + ε0);L(L2)
)
and ∥∥∥DαxR±1/2+s+ǫ(·, h)∥∥∥Cs ≤ Cµ(h)1+s, (3.7)
where 0 ≤ |α| ≤ 2.
Observe first that it suffices to bound the integral in the left-hand side of (3.1) over the
interval [1,∞) only, since over (−∞, 1] it can be treated similarly while over [−1, 1] it is trivial.
Thus, it suffices to prove the bound∫ 2k+1
2k
‖u(·, t)‖2L2 dt ≤ C2−2k(s+ε)µ(h)2+2s+2ε ‖f‖2L2 , (3.8)
for every integer k ≥ 0 and every 0 ≤ ε≪ 1. Let φ ∈ C∞(R), 0 ≤ φ ≤ 1, φ(t) = 0 for t ≤ 1/3,
φ(t) = 1 for t ≥ 1/2. We have(
∂2t + P (h)
)
〈x〉1/2+s+ǫφ(t)u(x, t) = 2iφ′(t)
√
P (h)〈x〉1/2+s+ǫu(x, t) + φ′′(t)〈x〉1/2+s+ǫu(x, t)
=: ϕ1(P (h))〈x〉−1/2−s−ǫv(x, t).
In view of (2.2) we have
‖v(·, t)‖L2 ≤ C‖f‖L2 , ∀t, (3.9)
with a contsant C > 0 independent of t and h. By Duhamel’s formula we get
φ(t)u(x, t) =
∫ t
0
〈x〉−1/2−s−ǫ
sin
(
(t− τ)√P (h))√
P (h)
ϕ1(P (h))〈x〉−1/2−s−ǫv(x, τ)dτ. (3.10)
Taking the Fourier transform with respect to t, we deduce from (3.10)
φ̂u(x, λ) = T (λ, h)v̂(x, λ), λ ∈ R, (3.11)
where
T (λ, h) = 〈x〉−1/2−s−ǫ
(
P (h)− λ2 + i0
)−1
ϕ1(P (h))〈x〉−1/2−s−ǫ.
It is easy to see that T (·, h) ∈ Cs (R;L(L2)) and
‖T (·, h)‖Cs ≤ Cµ(h)1+s. (3.12)
Indeed, if λ2 belongs to a small neighbourhood, K, of suppϕ1, K ⊂ (E − ε0, E + ε0), then this
follows from (2.2) and Proposition 3.2. Let λ2 ∈ R \K. Then, for every integer m ≥ 0, we have∥∥∥∥ dmdλm
(
P (h)− λ2
)−1
ϕ1(P (h))
∥∥∥∥
L2→L2
≤ Cm
m∑
j=0
〈λ〉j
∥∥∥∥(P (h)− λ2)−1−j ϕ1(P (h))∥∥∥∥
L2→L2
≤ Cm
m∑
j=0
〈λ〉j sup
y∈suppϕ1
|y − λ2|−1−j ≤ C ′m
m∑
j=0
〈λ〉−2−j ≤ Const.
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Let now ρ ∈ C∞0 ([1/3, 1/2]), ρ ≥ 0, such that
∫
ρ(σ)dσ = 1. Given a parameter 0 < θ ≤ 1, set
Tθ(λ, h) = θ
−1
∫
T (λ+ σ, h)ρ(σ/θ)dσ.
It follows from (3.12) that the operator-valued function Tθ(λ, h) satisfies the bounds∥∥∥∂jλTθ(λ, h)∥∥∥L2→L2 ≤ Cµ(h)1+j , 0 ≤ j ≤ [s], (3.13)∥∥∥∂jλ (T − Tθ) (λ, h)∥∥∥L2→L2 ≤ θ−1
∫ ∥∥∥∂jλT (λ+ σ, h) − ∂jλT (λ, h)∥∥∥L2→L2 ρ(σ/θ)dσ
≤ Cµ(h)1+sθs−[s], 0 ≤ j ≤ [s], (3.14)∥∥∥∂jλTθ(λ, h)∥∥∥L2→L2 ≤ θ−2
∫ ∥∥∥∂j−1λ T (λ+ σ, h) − ∂j−1λ T (λ, h)∥∥∥L2→L2 ∣∣ρ′(σ/θ)∣∣ dσ
≤ Cµ(h)1+sθs−[s]−1, j = [s] + 1. (3.15)
Define the function uθ(t, x) by the relation
ûθ(x, λ) = Tθ(λ, h)v̂(x, λ).
Using (3.9), (3.14) together with Plancherel’s identity, we obtain∫ ∞
−∞
|t|2[s] ‖φu(·, t) − uθ(·, t)‖2L2 dt =
∫ ∞
−∞
∥∥∥∂[s]λ (φ̂u(·, λ)− ûθ(·, λ))∥∥∥2L2 dλ
≤ C
[s]∑
j=0
∫ ∞
−∞
∥∥∥∂jλ (T − Tθ) (λ, h)∂[s]−jλ v̂(·, λ)∥∥∥2L2 dλ
≤ Cµ(h)2+2sθ2s−2[s]
[s]∑
j=0
∫ ∞
−∞
∥∥∥∂[s]−jλ v̂(·, λ)∥∥∥2L2 dλ
= Cµ(h)2+2sθ2s−2[s]
[s]∑
j=0
∫ 1/2
1/3
t2[s]−2j ‖v(·, t)‖2L2 dt ≤ Cµ(h)2+2sθ2s−2[s]‖f‖2L2 .
Hence, given a parameter M ≥ 1, we get∫ 2M
M
‖u(·, t)− uθ(·, t)‖2L2 dt ≤ Cµ(h)2+2sθ2s−2[s]M−2[s]‖f‖2L2 . (3.16)
Similarly, using (3.9), (3.13), (3.15) together with Plancherel’s identity, we obtain∫ ∞
−∞
|t|2[s]+2 ‖uθ(·, t)‖2L2 dt =
∫ ∞
−∞
∥∥∥∂[s]+1λ ûθ(·, λ)∥∥∥2L2 dλ
≤ C
[s]+1∑
j=0
∫ ∞
−∞
∥∥∥∂jλTθ(λ, h)∂[s]+1−jλ v̂(·, λ)∥∥∥2L2 dλ
≤ Cµ(h)2+2sθ2s−2[s]−2
[s]+1∑
j=0
∫ ∞
−∞
∥∥∥∂[s]+1−jλ v̂(·, λ)∥∥∥2L2 dλ
12
= Cµ(h)2+2sθ2s−2[s]−2
[s]+1∑
j=0
∫ 1/2
1/3
t2[s]+2−2j ‖v(·, t)‖2L2 dt ≤ Cµ(h)2+2sθ2s−2[s]−2‖f‖2L2 ,
which implies ∫ 2M
M
‖uθ(·, t)‖2L2 dt ≤ Cµ(h)2+2sθ2s−2[s]−2M−2[s]−2‖f‖2L2 . (3.17)
Taking θ =M−1 we deduce from (3.16) and (3.17)∫ 2M
M
‖u(·, t)‖2L2 dt ≤ Cµ(h)2+2sM−2s‖f‖2L2 . (3.18)
Observe finally that the estimates (3.13)-(3.15) hold true with s replaced by s+ ε, ∀0 ≤ ε≪ 1,
and hence so does (3.18), which in turn proves (3.8).
The estimate (3.3) can be proved in the same way. The only difference is that the function
w(x, t) = 〈x〉−1/2−s−ǫeitP (h)ϕ(P (h))〈x〉−1/2−s−ǫf
satisfies the identity
φ̂w(x, λ) = T˜ (λ, h)v̂(x, λ), λ ∈ R,
where
T˜ (λ, h) = 〈x〉−1/2−s−ǫ (P (h)− λ+ i0)−1 ϕ1(P (h))〈x〉−1/2−s−ǫ
belongs again to Cs
(
R;L(L2)) and satisfies (3.12), while the function v(x, t) is compactly sup-
ported in t and satisfies (3.9). ✷
Proof of Proposition 3.2. We will use the commutator identity
∆ +
1
2
[x · ∇,∆] = 0,
which we rewrite as follows
P (h) +
1
2
[x · ∇, P (h)] = P (h)− P0(h) + 1
2
[x · ∇, P (h) − P0(h)] =: Q(h). (3.19)
Given any z ∈ C, Im z 6= 0, we deduce from (3.19)
P (h) − z + 1
2
[x · ∇, P (h) − z] = −z +Q(h),
which yields the identity
(P (h)− z)−1 − 1
2
[
x · ∇, (P (h)− z)−1
]
= −z (P (h)− z)−2 + (P (h)− z)−1Q(h) (P (h)− z)−1 . (3.20)
We will first consider the case s = m, where 0 ≤ m < δ − 1 is an integer. We will proceed by
induction. When m = 0 the assertion is true by assumption. Suppose it is true for all integers
0 ≤ k ≤ m− 1. We differentiate m− 1 times the identity (3.20) with respect to z to get
z (P (h) − z)−m−1 = c˜m (P (h) − z)−m + 1
2
[
x · ∇, (P (h)− z)−m
]
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+
m∑
k=1
ck (P (h)− z)−kQ(h) (P (h)− z)k−m−1 , (3.21)
which in turn leads to the identity
z
dm
dzm
R1/2+m+ǫ(z, h) = c˜m〈x〉−1
dm−1
dzm−1
R−1/2+m+ǫ(z, h)〈x〉−1
+
1
2
〈x〉−1/2−m−ǫx · ∇〈x〉−1/2+m+ǫ d
m−1
dzm−1
R−1/2+m+ǫ(z, h)〈x〉−1
−1
2
〈x〉−1 d
m−1
dzm−1
R−1/2+m+ǫ(z, h)〈x〉−1/2+m+ǫx · ∇〈x〉−1/2−m−ǫ
+
m∑
k=1
ck〈x〉k−m−1 d
k−1
dzk−1
R−1/2+k+ǫ(z, h)Q˜k(h)
dm−k
dzm−k
R1/2+m−k+ǫ(z, h)〈x〉−k , (3.22)
where
Q˜k(h) = 〈x〉−1/2+k+ǫQ(h)〈x〉1/2+m−k+ǫ.
A simple computation shows that
Q(h) = 1
2
n∑
j=1
(
bj(x, h)Dxj +Dxjbj(x, h)
)
+ V (x, h) +
1
2
[
x · h∇, V 1(x, h)
]
+
1
2
n∑
i,j=1
Dxix · ∇aij(x, h)Dxj +
1
2
n∑
j=1
(
x · ∇bj(x, h)Dxj +Dxjx · ∇bj(x, h)
)
+
1
2
x · ∇V 0(x).
Hence, in view of (1.4), we have that the operators Q˜k(h) are of the form
Q˜k(h) =
∑
α,β∈Ω
Dαx q(k)α,β(x, h)Dβx ,
where Ω is the set of all multi-indices such that 0 ≤ |α| ≤ 2, 0 ≤ |β| ≤ 2, |α| + |β| ≤ 3, and the
coefficients satisfy ∣∣∣q(k)α,β(x, h)∣∣∣ ≤ C, (3.23)
with a constant C > 0 independent of x and h. By (3.22) and (3.23) we obtain
|z|
∥∥∥∥ dmdzmR1/2+m+ǫ(z, h)
∥∥∥∥
L2→L2
≤ Ch−1
∑
0≤|α|≤1
∥∥∥∥∥Dαx dm−1dzm−1R−1/2+m+ǫ(z, h)
∥∥∥∥∥
L2→L2
+Ch−1
∑
0≤|α|≤1
∥∥∥∥∥Dαx dm−1dzm−1R−1/2+m+ǫ(z¯, h)
∥∥∥∥∥
L2→L2
+C
m∑
k=1
∑
α,β∈Ω
∥∥∥∥∥Dαx dk−1dzk−1R−1/2+k+ǫ(z¯, h)
∥∥∥∥∥
L2→L2
∥∥∥∥∥Dβx dm−kdzm−kR1/2+m−k+ǫ(z, h)
∥∥∥∥∥
L2→L2
, (3.24)
with a constant C > 0 independent of z and h. Applying (3.24) with z replaced by z ± iε,
z ∈ [E − ε0, E + ε0], 0 < ε≪ 1, and taking the limit as ε→ 0, we get∥∥∥∥ dmdzmR±1/2+m+ǫ(z, h)
∥∥∥∥
L2→L2
≤ Ch−1
∑
±
∑
0≤|α|≤1
∥∥∥∥∥Dαx dm−1dzm−1R±−1/2+m+ǫ(z, h)
∥∥∥∥∥
L2→L2
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+C
m∑
k=1
∑
α,β∈Ω
∥∥∥∥∥Dαx dk−1dzk−1R∓−1/2+k+ǫ(z, h)
∥∥∥∥∥
L2→L2
∥∥∥∥∥Dβx dm−kdzm−kR±1/2+m−k+ǫ(z, h)
∥∥∥∥∥
L2→L2
≤ Cµ(h)m+1,
provided (3.7) holds for all integers s ≤ m− 1. Thus we get (3.7) with s = m and α = 0. The
fact that it holds for all multi-indices |α| ≤ 2 follows from the ellipticity condition (1.3).
Let now s = m + ν, where 0 < ν < 1 and m is an integer such that 0 ≤ m < δ − 1 − ν. In
this case it suffices to show that∥∥∥∥∥ dm+1dzm+1R1/2+m+ν+ǫ(z ± iε, h)
∥∥∥∥∥
L2→L2
≤ Cµ(h)m+ν+1ε−1+ν , ∀z ∈ [E − ε0, E + ε0]. (3.25)
Indeed, (3.25) implies∥∥∥∥ dmdzmR1/2+m+ν+ǫ(z ± iε, h) − d
m
dzm
R±1/2+m+ν+ǫ(z, h)
∥∥∥∥
L2→L2
≤
∫ ε
0
∥∥∥∥∥ dm+1dzm+1R1/2+m+ν+ǫ(z ± iσ, h)
∥∥∥∥∥
L2→L2
dσ
≤ Cµ(h)m+ν+1
∫ ε
0
σ−1+νdσ ≤ Cµ(h)m+ν+1εν . (3.26)
Now, given any z1, z2 ∈ [E − ε0, E + ε0], 0 < |z1 − z2| ≤ 1, by (3.25) and (3.26), we get∥∥∥∥ dmdzmR±1/2+m+ν+ǫ(z1, h) − d
m
dzm
R±1/2+m+ν+ǫ(z2, h)
∥∥∥∥
L2→L2
≤
2∑
j=1
∥∥∥∥ dmdzmR1/2+m+ν+ǫ(zj ± iε, h) − d
m
dzm
R±1/2+m+ν+ǫ(zj , h)
∥∥∥∥
L2→L2
+
∥∥∥∥ dmdzmR1/2+m+ν+ǫ(z1 ± iε, h) − d
m
dzm
R1/2+m+ν+ǫ(z2 ± iε, h)
∥∥∥∥
L2→L2
≤ Cµ(h)m+ν+1
(
εν + |z1 − z2|ε−1+ν
)
≤ Cµ(h)m+ν+1|z1 − z2|ν (3.27)
if we take ε = |z1−z2|. So, in this case (3.7) with α = 0 follows from (3.27). For any multi-index
|α| ≤ 2, it follows from (1.3).
Using (3.21) and proceeding by induction as above, it is easy to see that (3.25) follows from
the following
Lemma 3.3 Let z ∈ [E − ε0, E + ε0], 0 < ǫ, ε≪ 1, 0 ≤ ν ≤ 1. Then∥∥∥〈x〉−ν/2−ǫ (P (h) − z ± iε)−1 〈x〉−1/2−ǫ∥∥∥
L2→L2 ≤ Cµ(h)
ν+1
2 ε
ν−1
2 . (3.28)
Proof. When ν = 1 (3.28) follows from (1.6). To prove (3.28) for ν = 0 we will use the
identity
(P (h) − z ∓ iε)−1 (P (h)− z ± iε)−1 = ±2
ε
(
(P (h) − z ± iε)−1 − (P (h)− z ∓ iε)−1
)
.
Hence, the operator
A = (P (h) − z ± iε)−1 〈x〉−1/2−ǫ
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satisfies
‖A∗A‖L2→L2 ≤ 2ε−1
∑
±
∥∥∥〈x〉−1/2−ǫ (P (h)− z ± iε)−1 〈x〉−1/2−ǫ∥∥∥
L2→L2 ≤ Cµ(h)ε
−1,
where we have also used (1.6). Let now 0 < ν < 1. Given a set M⊂ Rn, denote by η(M) the
characteristic function of M. Let M > 1 be a parameter to be fixed later on. We have∥∥∥〈x〉−ν/2−ǫ (P (h) − z ± iε)−1 〈x〉−1/2−ǫ∥∥∥
L2→L2
≤
∥∥∥〈x〉−ν/2−ǫη(〈x〉 ≥M) (P (h)− z ± iε)−1 〈x〉−1/2−ǫ∥∥∥
L2→L2
+
∥∥∥〈x〉−ν/2−ǫη(〈x〉 ≤M) (P (h)− z ± iε)−1 〈x〉−1/2−ǫ∥∥∥
L2→L2
≤M−ν/2
∥∥∥(P (h) − z ± iε)−1 〈x〉−1/2−ǫ∥∥∥
L2→L2
+M (1−ν)/2
∥∥∥〈x〉−1/2−ǫ (P (h)− z ± iε)−1 〈x〉−1/2−ǫ∥∥∥
L2→L2
≤ CM−ν/2µ(h)1/2ε−1/2 + CM (1−ν)/2µ(h) ≤ Cµ(h) ν+12 ε ν−12 ,
if we choose M = µ(h)ε−1. ✷
4 Dispersive estimates
We will first prove the following
Proposition 4.1 Under the assumptions of Theorem 1.1, for all t 6= 0, 0 < ǫ, ε ≪ 1, 0 ≤ s ≤
n−1
2 , we have the estimates∥∥∥∥〈x〉−σ (eit√P (h)ϕ(P (h)) − eit√P0(h)ϕ(P0(h))) 〈x〉−1/2−s−σ−ǫ∥∥∥∥
L2→L∞
≤ Cεhν−
n+1
2 µ(h)1+s+σ+ε|t|−s−σ, (4.1)∥∥∥〈x〉−σ (eitP (h)ϕ(P (h)) − eitP0(h)ϕ(P0(h))) 〈x〉−1−s−σ−ǫ∥∥∥
L2→L∞
≤ Cεhν−
n+1
2 µ(h)3/2+s+σ+ε|t|−s−σ−1/2. (4.2)
Proof. Recall first that the free groups satisfy the estimates (see the appendix)∥∥∥∥〈x〉−σeit√P0(h)ϕ(P0(h))〈x〉−1/2−s−σ−ǫ∥∥∥∥
L2→L∞
≤ Ch−s−σ−n+12 |t|−s−σ, (4.3)
∫ ∞
−∞
|t|2s+2σ
∥∥∥∥〈x〉−1/2−s−σ−ǫeit√P0(h)ϕ(P0(h))〈x〉−σf∥∥∥∥2
L2
dt ≤ Ch−n−1−2s−2σ‖f‖2L1 , (4.4)∥∥∥〈x〉−σeitP0(h)ϕ(P0(h))〈x〉−1/2−s−σ−ǫ∥∥∥
L2→L∞ ≤ Ch
−s−σ−n+1
2 |t|−s−σ−1/2, (4.5)∫ ∞
−∞
|t|2s+2σ
∥∥∥〈x〉−1/2−s−σ−ǫeitP0(h)ϕ(P0(h))〈x〉−σf∥∥∥2
L2
dt ≤ Ch−n−1−2s−2σ‖f‖2L1 . (4.6)
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Without loss of generality we may suppose that t > 0. To prove (4.1) observe first that Duhamel’s
formula for the wave equation implies the identity (e.g. see Section 3 of [17])
eit
√
P (h)ϕ(P (h)) − eit
√
P0(h)ϕ(P0(h)) = Φ1(t, h) + Φ2(t, h), (4.7)
where
Φ1(t, h) = (ϕ1(P (h)) − ϕ1(P0(h))) eit
√
P (h)ϕ(P (h))
+ϕ1(P0(h)) cos
(
t
√
P0(h)
)
(ϕ(P (h)) − ϕ(P0(h)))
+iϕ♯1(P0(h)) sin
(
t
√
P0(h)
)(
ϕ♯(P (h)) − ϕ♯(P0(h))
)
,
Φ2(t, h) = −
∫ t
0
ϕ♯1(P0(h)) sin
(
(t− τ)
√
P0(h)
)
P(h)eiτ
√
P (h)ϕ(P (h))dτ,
where
P(h) = ϕ2(P0(h)) (P (h)− P0(h))ϕ2(P (h)),
ϕ1, ϕ2 ∈ C∞0 ([E − ε0, E + ε0]), ϕ1 = 1 on suppϕ, ϕ2 = 1 on suppϕ1, ϕ♯(z) = z1/2ϕ(z),
ϕ♯1(z) = z
−1/2ϕ1(z). By (2.3), (2.5), (3.2) and (4.3), we get∥∥∥〈x〉−σΦ1(t, h)〈x〉−1/2−s−σ−ǫ∥∥∥
L2→L∞
≤
∥∥∥(ϕ1(P (h)) − ϕ1(P0(h))) 〈x〉n/2+σ+ǫ∥∥∥
L2→L∞
×
∥∥∥∥〈x〉−n/2−σ−ǫeit√P (h)ϕ(P (h))〈x〉−1/2−s−σ−ǫ∥∥∥∥
L2→L2
+
∥∥∥∥〈x〉−σ cos(t√P0(h))ϕ1(P0(h))〈x〉−1/2−s−σ−ǫ∥∥∥∥
L2→L∞
×
∥∥∥〈x〉1/2+s+σ+ǫ (ϕ(P (h)) − ϕ(P0(h))) 〈x〉−1/2−s−σ−ǫ∥∥∥
L2→L2
+
∥∥∥∥〈x〉−σ sin(t√P0(h))ϕ♯1(P0(h))〈x〉−1/2−s−σ−ǫ∥∥∥∥
L2→L∞
×
∥∥∥〈x〉1/2+s+σ+ǫ (ϕ♯(P (h)) − ϕ♯(P0(h))) 〈x〉−1/2−s−σ−ǫ∥∥∥
L2→L2
≤ Cεhν−n/2µ(h)1+s+σ+εt−s−σ + Chν−s−σ−(n+1)/2t−s−σ. (4.8)
Furthermore, given any f ∈ L2, g ∈ L1, using (2.4), (3.1) and (4.4), we get
ts+σ
∣∣∣〈Φ2(t, h)〈x〉−1/2−s−σ−ǫf, 〈x〉−σg〉∣∣∣ ≤ C ∫ t/2
0
(t− τ)s+σ
×
∣∣∣∣〈P(h)eiτ√P (h)ϕ(P (h))〈x〉−1/2−s−σ−ǫf, sin((t− τ)√P0(h))ϕ♯1(P0(h))〈x〉−σg〉∣∣∣∣ dτ
+C
∫ t
t/2
τ s+σ
∣∣∣∣〈P(h)eiτ√P (h)ϕ(P (h))〈x〉−1/2−s−σ−ǫf, sin((t− τ)√P0(h))ϕ♯1(P0(h))〈x〉−σg〉∣∣∣∣ dτ
≤ Chν
∫ t/2
0
(t− τ)s+σ
∥∥∥∥〈x〉−1/2−ǫeiτ√P (h)ϕ(P (h))〈x〉−1/2−s−σ−ǫf∥∥∥∥
L2
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×
∥∥∥∥〈x〉−1/2−s−σ−ǫ sin((t− τ)√P0(h))ϕ♯1(P0(h))〈x〉−σg∥∥∥∥
L2
dτ
+Chν
∫ t
t/2
τ s+σ
∥∥∥∥〈x〉−1/2−s−σ−ǫeiτ√P (h)ϕ(P (h))〈x〉−1/2−s−σ−ǫf∥∥∥∥
L2
×
∥∥∥∥〈x〉−1/2−ǫ sin((t− τ)√P0(h))ϕ♯1(P0(h))〈x〉−σg∥∥∥∥
L2
dτ
≤ Chν
(∫ ∞
0
∥∥∥∥〈x〉−1/2−ǫeiτ√P (h)ϕ(P (h))〈x〉−1/2−s−σ−ǫf∥∥∥∥2
L2
dτ
)1/2
×
(∫ ∞
0
τ2s+2σ
∥∥∥∥〈x〉−1/2−s−σ−ǫ sin(τ√P0(h))ϕ♯1(P0(h))〈x〉−σg∥∥∥∥2
L2
dτ
)1/2
+Chν
(∫ ∞
0
τ2s+2σ
∥∥∥∥〈x〉−1/2−s−σ−ǫeiτ√P (h)ϕ(P (h))〈x〉−1/2−s−σ−ǫf∥∥∥∥2
L2
dτ
)1/2
×
(∫ ∞
0
∥∥∥∥〈x〉−1/2−ǫ sin(τ√P0(h))ϕ♯1(P0(h))〈x〉−σg∥∥∥∥2
L2
dτ
)1/2
≤ Cεhν−s−σ−
n+1
2 µ(h)1+ε‖f‖L2‖g‖L1 + Cεhν−
n+1
2 µ(h)1+s+σ+ε‖f‖L2‖g‖L1 . (4.9)
Clearly, (4.1) follows from (4.7), (4.8) and (4.9). To prove (4.2) we rewrite Duhamel’s formula
for the Schro¨dinger equation as follows
eitP (h)ϕ(P (h)) − eitP0(h)ϕ(P0(h)) = Ψ1(t, h) + Ψ2(t, h), (4.10)
where
Ψ1(t, h) = (ϕ1(P (h)) − ϕ1(P0(h))) eitP (h)ϕ(P (h)) + ϕ1(P0(h))eitP0(h) (ϕ(P (h)) − ϕ(P0(h))) ,
Ψ2(t, h) = i
∫ t
0
ei(t−τ)P0(h)ϕ1(P0(h))P(h)eiτP (h)ϕ(P (h))dτ.
Using (4.10) together with (4.5) and (4.6), it is easy to see that (4.2) can be proved in the same
way as (4.1) above. ✷
Clearly, (1.8) (resp. (1.10)) follows from (4.1) and (4.3) (resp. (4.2) and (4.5)) applied with
s = n−12 . To prove (1.9) we will use once again the identity (4.7). By (2.5), (4.1) and (4.3), we
get ∥∥〈x〉−σΦ1(t, h)〈x〉−σ∥∥L1→L∞
≤
∥∥∥(ϕ1(P (h)) − ϕ1(P0(h))) 〈x〉n/2+σ+ǫ∥∥∥
L2→L∞
×
∥∥∥∥〈x〉−n/2−σ−ǫeit√P (h)ϕ(P (h))〈x〉−σ∥∥∥∥
L1→L2
+
∥∥∥∥〈x〉−σ cos(t√P0(h))ϕ1(P0(h))〈x〉−n/2−σ−ǫ∥∥∥∥
L2→L∞
×
∥∥∥〈x〉n/2+σ+ǫ (ϕ(P (h)) − ϕ(P0(h)))∥∥∥
L1→L2
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+∥∥∥∥〈x〉−σ sin(t√P0(h))ϕ♯1(P0(h))〈x〉−n/2−σ−ǫ∥∥∥∥
L2→L∞
×
∥∥∥〈x〉n/2+σ+ǫ (ϕ♯(P (h)) − ϕ♯(P0(h)))∥∥∥
L1→L2
≤ Cεh2ν−n−1/2µ(h)(n+1)/2+σ+εt−(n−1)/2−σ + Chν−σ−3n/2t−(n−1)/2−σ . (4.11)
Furthermore, given any f, g ∈ L1, using (2.4), (3.1) and (4.4), we get
t(n−1)/2+σ
∣∣〈Φ2(t, h)〈x〉−σf, 〈x〉−σg〉∣∣ ≤ C ∫ t/2
0
(t− τ)(n−1)/2+σ
×
∣∣∣∣〈P(h)eiτ√P (h)ϕ(P (h))〈x〉−σf, sin((t− τ)√P0(h))ϕ♯1(P0(h))〈x〉−σg〉∣∣∣∣ dτ
+C
∫ t
t/2
τ (n−1)/2+σ
∣∣∣∣〈P(h)eiτ√P (h)ϕ(P (h))〈x〉−σf, sin((t− τ)√P0(h))ϕ♯1(P0(h))〈x〉−σg〉∣∣∣∣ dτ
≤ Chν
∫ t/2
0
(t− τ)(n−1)/2+σ
∥∥∥∥〈x〉−1/2−ǫeiτ√P0(h)ϕ(P0(h))〈x〉−σf∥∥∥∥
L2
×
∥∥∥∥〈x〉−n/2−σ−ǫ sin((t− τ)√P0(h))ϕ♯1(P0(h))〈x〉−σg∥∥∥∥
L2
dτ
+Chν
∫ t/2
0
(t− τ)(n−1)/2+σ
∥∥∥∥〈x〉−1−ǫ (eiτ√P (h)ϕ(P (h)) − eiτ√P0(h)ϕ(P0(h))) 〈x〉−σf∥∥∥∥
L2
×
∥∥∥∥〈x〉−n/2−σ−ǫ sin((t− τ)√P0(h))ϕ♯1(P0(h))〈x〉−σg∥∥∥∥
L2
dτ
+Chν
∫ t
t/2
τ (n−1)/2+σ
∥∥∥∥〈x〉−n/2−σ−ǫeiτ√P0(h)ϕ(P0(h))〈x〉−σf∥∥∥∥
L2
×
∥∥∥∥〈x〉−1/2−ǫ sin((t− τ)√P0(h))ϕ♯1(P0(h))〈x〉−σg∥∥∥∥
L2
dτ
+Chν
∫ t
t/2
τ (n−1)/2+σ
∥∥∥∥〈x〉−n/2−σ−ǫ (eiτ√P (h)ϕ(P (h)) − eiτ√P0(h)ϕ(P0(h))) 〈x〉−σf∥∥∥∥
L2
×
∥∥∥∥〈x〉−1−ǫ sin((t− τ)√P0(h))ϕ♯1(P0(h))〈x〉−σg∥∥∥∥
L2
dτ
≤ Chν
(∫ ∞
0
∥∥∥∥〈x〉−1/2−ǫeiτ√P0(h)ϕ(P0(h))〈x〉−σf∥∥∥∥2
L2
dτ
)1/2
×
(∫ ∞
0
τn−1+2σ
∥∥∥∥〈x〉−n/2−σ−ǫ sin(τ√P0(h))ϕ♯1(P0(h))〈x〉−σg∥∥∥∥2
L2
dτ
)1/2
+Chν
(∫ ∞
0
τn−1+2σ
∥∥∥∥〈x〉−n/2−σ−ǫeiτ√P0(h)ϕ(P0(h))〈x〉−σf∥∥∥∥2
L2
dτ
)1/2
×
(∫ ∞
0
∥∥∥∥〈x〉−1/2−ǫ sin(τ√P0(h))ϕ♯1(P0(h))〈x〉−σg∥∥∥∥2
L2
dτ
)1/2
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+Chν
(∫ t/2
0
∥∥∥∥〈x〉−1−ǫ (eiτ√P (h)ϕ(P (h)) − eiτ√P0(h)ϕ(P0(h))) 〈x〉−σf∥∥∥∥2
L2
dτ
)1/2
×
(∫ t/2
0
τn−1+2σ
∥∥∥∥〈x〉−n/2−σ−ǫ sin(τ√P0(h))ϕ♯1(P0(h))〈x〉−σg∥∥∥∥2
L2
dτ
)1/2
+Cεh
2ν−(n+1)/2µ(h)(n+1)/2+σ+ε‖f‖L1
∫ t/2
0
∥∥∥∥〈x〉−1−ǫ sin(τ√P0(h))ϕ♯1(P0(h))〈x〉−σg∥∥∥∥
L2
dτ
≤
(
Chν−σ−
3n+1
2 + Cεh
2ν−σ− 3n+1
2 µ(h)
3
2
+ε + Cεh
2ν− 2n+3
2 µ(h)
n+1
2
+σ+ε
)
‖f‖L1‖g‖L1 . (4.12)
Clearly, (1.9) follows from (4.7), (4.11) and (4.12). The bound (1.11) can be proved in a similar
way using (4.2), (4.5) and (4.10). ✷
Proof of Theorem 1.2 Let ϕ ∈ C∞0 ((0,+∞)). It follows from (1.9) and (1.11) that we have
the estimates∥∥∥〈x〉−σeit√Gϕ(h2G)〈x〉−σ∥∥∥
L1→L∞ ≤ Cεh
−(n+1)/2−pn(σ)−ε/2|t|−(n−1)/2−σ , (4.13)∥∥∥〈x〉−σeitGϕ(h2G)〈x〉−σ∥∥∥
L1→L∞ ≤ Cεh
σ−qn(σ)−ε/2|t|−n/2−σ. (4.14)
We now write(√
G
)−(n+1)/2−pn(σ)−ε
χ
(√
G
)
=
∫ 1
0
ψ
(
h
√
G
)
h(n+1)/2+pn(σ)+ε−1dh, (4.15)
where ψ(λ) = λ1−(n+1)/2−pn(σ)−εχ′(λ) ∈ C∞0 ((0,+∞)). By (4.13) and (4.15) we get∥∥∥∥〈x〉−σeit√G (√G)−(n+1)/2−pn(σ)−ε χ (√G) 〈x〉−σ∥∥∥∥
L1→L∞
≤
∫ 1
0
∥∥∥〈x〉−σeit√Gψ (h√G) 〈x〉−σ∥∥∥
L1→L∞ h
(n+1)/2+pn(σ)+ε−1dh
≤ Cε|t|−(n−1)/2−σ
∫ 1
0
h−1+ε/2dh ≤ C ′ε|t|−(n−1)/2−σ .
Similarly, using (4.14) we get∥∥∥∥〈x〉−σeitG (√G)σ−qn(σ)−ε χ (√G) 〈x〉−σ∥∥∥∥
L1→L∞
≤
∫ 1
0
∥∥∥〈x〉−σeitGψ1 (h√G) 〈x〉−σ∥∥∥
L1→L∞ h
−σ+qn(σ)+ε−1dh
≤ Cε|t|−n/2−σ
∫ 1
0
h−1+ε/2dh ≤ C ′ε|t|−n/2−σ.
To prove (1.18) observe that, if k < 1 and δ and σ satisfy the conditions of Theorem 1.2, we
have σ > qn(σ). Hence ∥∥∥〈x〉−σeitGχ (√G) 〈x〉−σ∥∥∥
L1→L∞
≤
∫ 1
0
∥∥∥〈x〉−σeitGψ2 (h√G) 〈x〉−σ∥∥∥
L1→L∞ h
−1dh
≤ Cε|t|−n/2−σ
∫ 1
0
hσ−qn(σ)−1−ε/2dh ≤ C ′ε|t|−n/2−σ.
✷
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Appendix
In this appendix we will sketch the proof of the estimates (4.3)-(4.6). To this end, we will use
the fact that the kernels of the operators eit
√
P0(h)ϕ(P0(h)) and e
itP0(h)ϕ(P0(h)) are of the form
Kh(|x− y|, t) and K˜h(|x− y|, t), respectively, where
Kh(w, t) =
w2−n
(2π)n/2
∫ ∞
0
eithλϕ(h2λ2)Jn−2
2
(wλ)λdλ = h−nK1(w/h, t), (A.1)
K˜h(w, t) =
w2−n
(2π)n/2
∫ ∞
0
eith
2λ2ϕ(h2λ2)Jn−2
2
(wλ)λdλ = h−nK˜1(w/h, t), (A.2)
where Jn−2
2
(z) = z(n−2)/2Jn−2
2
(z), Jn−2
2
(z) being the Bessel function of order n−22 . In view of
the inequality
〈x〉−σ〈y〉−σ ≤ 〈x− y〉−σ, ∀σ ≥ 0,
it is easy to see that the estimates (4.3)-(4.6) follow from the following
Lemma A.1. For all w > 0, t 6= 0, 0 < h ≤ 1, s ≥ 0, we have
|Kh(w, t)| ≤ C|t|−sh−s−(n+1)/2gs(w), (A.3)∫ ∞
−∞
|t|2s |Kh(w, t)|2 dt ≤ Ch−2s−n−1gs(w)2, (A.4)∣∣∣K˜h(w, t)∣∣∣ ≤ C|t|−s−1/2h−s−(n+1)/2gs(w), (A.5)∫ ∞
−∞
|t|2s
∣∣∣K˜h(w, t)∣∣∣2 dt ≤ Ch−2s−n−1gs(w)2, (A.6)
where gs(w) = w
s−(n−1)/2 if s ≤ (n− 1)/2, gs(w) = 〈w〉s−(n−1)/2 if s ≥ (n − 1)/2.
Proof. In view of the identities (A.1) and (A.2), it is clear that it suffices to prove (A.3)-(A.6)
for h = 1. Let first w ≤ 1. Recall that near z = 0 the function Jn−2
2
(z) is equal to zn−2 times
an analytic function. Using this and integrating by parts, it is easy to see that in this case the
functions K1 and K˜1 satisfy the bounds
|K1(w, t)| ≤ C|t|−s, (A.7)∣∣∣K˜1(w, t)∣∣∣ ≤ C|t|−s−1/2, (A.8)
for every s ≥ 0. Clearly, when w ≤ 1 the estimates (A.3)-(A.6) follow from (A.7) and (A.8). Let
now w ≥ 1. In this case we will use the fact that for z ≫ 1 the function Jn−2
2
(z) is of the form
eizb+(z) + e−izb−(z), where b±(z) are symbols of order n−32 . Given any integers k, ℓ ≥ 0, set
b±k (z) = e
∓iz d
k
dzk
(
e±izb±(z)
)
, b±k,ℓ(z) =
dℓ
dzℓ
b±k (z).
Clearly, b±k (z) are also symbols of order
n−3
2 . Hence∣∣∣b±k,ℓ(z)∣∣∣ ≤ Ck,ℓz n−32 −ℓ, ∀z ≥ 1. (A.9)
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Let m,N ≥ 0 be integers. Integrating m times by parts, we can write
K1(w, t) =
w2−n
(2π)n/2
(it)−m
∑
±
m∑
k=0
∫ ∞
0
ei(t±w)λwkb±k (wλ)ϕk,m(λ)dλ,
with some functions ϕk,m ∈ C∞0 ((0,+∞)) independent of w and t. We now integrate N times
by parts to obtain
K1(w, t) =
w2−n
(2π)n/2
(it)−m
∑
±
m∑
k=0
N∑
ℓ=0
(t± w)−N
∫ ∞
0
ei(t±w)λwkb±k,ℓ(wλ)ϕk,ℓ,m,N (λ)dλ.
Hence, in view of (A.9), we get the bound
|K1(w, t)| ≤ Cm,Nwm−
n−1
2 |t|−m
(
|t− w|−N + |t+ w|−N
)
. (A.10)
By interpolation, (A.10) holds for all real m ≥ 0. It is easy to see now that the estimates (A.3)
and (A.4) (with h = 1) follow from (A.10).
Integrating by parts m times with respect to the variable λ2 we can write the function K˜1
as follows
K˜1(w, t) =
w2−n
(2π)n/2
(it)−m
m∑
k=0
∫ ∞
0
eitλ
2
ϕ˜k,m(λ)
dk
d(λ2)k
Jn−2
2
(wλ)dλ
=
w2−n
(2π)n/2
(it)−m
m∑
k=0
∫ ∞
0
eitλ
2
fk,m(w, λ)dλ,
where
fk,m(w, λ) = ϕ˜
♯
k,m(λ)
dk
dλk
Jn−2
2
(wλ).
We now apply the inequality∣∣∣∣∫ ∞
0
eitλ
2
f(λ)dλ
∣∣∣∣ ≤ C|t|−1/2 ∥∥∥f̂∥∥∥L1 , ∀f ∈ C∞0 (R),
to get ∣∣∣K˜1(w, t)∣∣∣ ≤ Cmw2−n|t|−m−1/2 m∑
k=0
∥∥∥f̂k,m(·, w)∥∥∥
L1
. (A.11)
On the other hand, as above one can see that the function f̂k,m satisfies the bound∣∣∣f̂k,m(τ, w)∣∣∣ ≤ CNwk+n−32 (|τ − w|−N + |τ + w|−N) (A.12)
for every integer N ≥ 0. By (A.12)∥∥∥f̂k,m(·, w)∥∥∥
L1
≤ Cwk+n−32 . (A.13)
By (A.11) and (A.13) ∣∣∣K˜1(w, t)∣∣∣ ≤ Cmwm−n−12 |t|−m−1/2 (A.14)
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for every integer m ≥ 0, and hence by interpolation for all real m ≥ 0, which in turn proves
(A.5). It is easy also to see that (A.6) (with h = 1) follows from (A.14). Indeed, applying (A.14)
with m = s− ǫ and m = s+ ǫ, we have∫ ∞
−∞
|t|2s
∣∣∣K˜h(w, t)∣∣∣2 dt
≤ Cw2s−2ǫ−n+1
∫
|t|≤w
|t|−1+2ǫdt+ Cw2s+2ǫ−n+1
∫
|t|≥w
|t|−1−2ǫdt ≤ Cw2s−n+1.
✷
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