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A MULTI-SCALE ANALYSIS SCHEME ON ABELIAN GROUPS WITH AN
APPLICATION TO OPERATORS DUAL TO HILL’S EQUATION
DAVID DAMANIK, MICHAEL GOLDSTEIN, AND MILIVOJE LUKIC
Abstract. We present an abstract multiscale analysis scheme for matrix functions (Hε(m,n))m,n∈T, where
T is an Abelian group equipped with a distance |·|. This is an extension of the scheme developed by Damanik
and Goldstein for the special case T = Zν .
Our main motivation for working out this extension comes from an application to matrix functions which
are dual to certain Hill operators. These operators take the form
[Hω˜y](x) = −y
′′(x) + εU(ω˜x)y(x), x ∈ R,
where U(θ) is a real smooth function on the torus Tν , ω˜ = (ω˜1, . . . , ω˜ν) ∈ Rν is a vector with rational
components, and ε ∈ R is a small parameter. The group in this particular case is the quotient T = Zν/{m ∈
Zν : mω˜ = 0}.
We show that the general theory indeed applies to this special case, provided that the rational frequency
vector ω˜ obeys a suitable Diophantine condition in a large box of modes. Despite the fact that in this setting
the orbits k+mω, k ∈ R, m ∈ Zν are not dense, the dual eigenfunctions are exponentially localized and the
eigenvalues of the operators can be described as E(k +mω) with E(k) being a “nice” monotonic function
of the impulse k ≥ 0. This enables us to derive a description of the Floquet solutions and the band-gap
structure of the spectrum, which we will use in a companion paper to develop a complete inverse spectral
theory for the Sturm-Liouville equation with small quasi-periodic potential via periodic approximation of
the frequency. The analysis of the gaps in the range of the function E(k) plays a crucial role in this approach.
Although we are mostly interested in the case of analytic U , we need to analyze, for technical reasons,
in the current work functions U with sub-exponentially decaying Fourier coefficients.
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1. Introduction and Statement of the Main Result
Let U(θ) be a real function on the torus Tν ,
U(θ) =
∑
n∈Zν
c(n)e2πinθ , θ ∈ Tν ,
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with
c(0) = 0,
c(n) = c(−n), n ∈ Zν \ {0},
|c(n)| ≤ exp(−κ0|n|), n ∈ Zν \ {0},
(1.1)
where κ0 > 0. Let ω˜ = (ω˜1, . . . , ω˜ν) 6= 0 be a vector with rational components ω˜j = ℓj/tj , ℓj , tj ∈ Z.
Consider the function V˜ (x) = U(xω˜), x ∈ R. The function V˜ (x) is periodic, V˜ (x+ T ) = V˜ (x), x ∈ R, with
T := T (ω˜) := τ−10 . Consider the Hill equation
(1.2) [Hω˜y](x) = −y′′(x) + εV˜ (x)y(x) = Ey(x), x ∈ R,
where ε ∈ R.
We assume that the following “Diophantine condition in the box” holds:
(1.3) |nω˜| ≥ a0|n|−b0 , 0 < |n| ≤ R¯0
for some
(1.4) 0 < a0 < 1, ν < b0 <∞, (R¯0)b0 >
∏
tj .
Definition 1.1. Consider the subgroup N(ω˜) := {m ∈ Zν : nω˜ = 0} and the quotient group Z(ω˜) :=
Zν/N(ω˜). We call Z(ω˜) the ω˜-lattice. We use the notation [n]ω˜ = [n] for the coset n+N(ω˜), n ∈ Zν . Given
a set Λ ⊂ Zν , we denote by [Λ]ω˜ = [Λ] the image of Λ under the map n→ [n]ω˜. We introduce the quotient
distance in the standard way, that is, via |n| = |n|ω˜ := min{|n| : n ∈ n}, n ∈ Z(ω˜). Given n ∈ Z(ω˜), we set
ξ(n) := nω˜ := nω˜, where n ∈ n is arbitrary. Obviously, ξ(n) is a well-defined real additive function on Z(ω˜).
We rewrite the function V˜ in the following form,
V˜ (x) =
∑
n∈Z(ω˜)\{0}
c(n)e2πinω˜x + c([0]),
c(n) = cω˜(n) :=
∑
n∈n
c(n).
(1.5)
It is easy to verify that
(1.6) |c(n)| ≤ (8κ−10 )ν exp(−κ0|n|/4).
Given k ∈ R and a function ϕ : Z(ω˜)→ C such that |ϕ(n)| ≤ Cϕ|n|−ν−1, where Cϕ is a constant, set
(1.7) yϕ,k(x) =
∑
n∈Z(ω˜)
ϕ(n)e2πi(ξ(n)+k)x.
The function yϕ,k(x) satisfies equation (1.2) if and only if for any n ∈ Z(ω˜), we have
(1.8) (2π)2(ξ(n) + k)2ϕ(n) +
∑
m∈Z(ω˜)
c(n−m)ϕ(m) = Eϕ(n).
Set
h˜(m, n; k) = (2π)2(ξ(m) + k)2 if m = n,
h˜(m, n; k) = c˜(n−m) if m 6= n.
(1.9)
We call the operators H˜k =
(
h˜(m, n; k)
)
m,n∈Z(ω˜)
the operators dual to the Hill operator Hω˜. In [DG], the
quasi-periodic Sturm-Liouville equation,
(1.10) [Hψ](x) := −ψ′′(x) + V (x)ψ(x) = Eψ(x), x ∈ R,
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V (x) = U(xω), was studied via the spectral analysis of the corresponding dual operators Hk =(
h(m,n; k)
)
m,n∈Zν ,
h(m,n; k) = (2π)2(mω + k)2 if m = n,
h(m,n; k) = c(n−m) if m 6= n.(1.11)
The goal of the current paper is to establish the main results, which were obtained in [DG] for the dual
operators in the quasi-periodic case, in the periodic case instead, that is, in the setting where the frequency
vector ω˜ has rational components, provided it obeys the Diophantine condition (1.3). More precisely, we
are going to establish the analogs of Theorems C and D from [DG] in this setting. We will state them as
Theorems C˜ and D˜, respectively. In this section we state Theorem C˜ only. The statement of Theorem D˜
requires numerous definitions and we state and discuss this theorem in Section 7.
Theorems C˜ and D˜ provide a very important input to our work on the isospectral torus of a small quasi-
periodic potential, which is developed in the companion paper [DGL] using rational approximation of the
frequency vector, and hence periodic approximation of the given quasi-periodic potential. In that paper we
determine the isospectral torus of a small analytic quasi-periodic potential with a Diophantine frequency
vector completely. For example, it follows from the main result of [DGL] that every reflectionless isospectral
potential must be qualitatively of the same form. That is, it must also be a small analytic quasi-periodic
potential, and the frequency vector even has to be the same!
Remark 1.2. While the application of our results in [DGL] requires a rather specific setting, it is much
more efficient to discuss the dual operators in the abstract setting of an Abelian group in the role of T. This
allows us to identify the minimal collection of conditions needed to develop the theory. This is the setting
in which we state and prove Theorems C˜, D˜.
Let
(
T,+
)
be an Abelian group. Let |m|, m ∈ T be a real function on T, which obeys the following
conditions: (i) |m| ≥ 0 for any m and |m| = 0 if and only if m = 0, (ii) |m+ n| ≤ |m| + |n| for any m, n.
Assume also that the following estimate holds
(1.12) |B(R)| ≤ CRν , where B(R) := {m ∈ T : |m| ≤ R} and C, ν > 1 are constants.
Let ξ(n) be a real additive function on T, that is, ξ(m+ n) = ξ(m) + ξ(n). Assume that ξ(n) is bounded
with respect to | · |. Specifically, assume that
(1.13) |ξ(n)| ≤ |n|, n ∈ T.
Assume that the following “Diophantine condition” holds:
(1.14) |ξ(n)| ≥ a0|n|−b0 , for any |n| > 0,
where a0, b0 are constants.
Remark 1.3. It follows easily from (1.3) (1.4) that
(1.15) |nω˜| ≥ a0|n|−b0 , n ∈ Z(ω˜) \ {0}.
In particular, Theorem C˜ below and Theorem D˜ in Section 7 both apply to the operators H˜k =(
h˜(m, n; k)
)
m,n∈Z(ω˜)
.
Let c(n) be a complex function on T, which obeys
(1.16) |c(n)| ≤ exp(−κ0|n|α0)
with some 0 < κ0, α0 ≤ 1.
Remark 1.4. In all of our applications in [DGL] we are interested only in the case α0 = 1 in (1.16). We
include the cases α0 < 1 for purely technical reasons. Namely, it is easier to control this condition with
α0 < 1 when one estimates convolutions of sequences c ◦ c′.
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Set
v(n; k) = (2π)2(ξ(n) + k)2 , n ∈ T, k ∈ R ,
h(n,m; ε, k) = v(n; k) if m = n,
h(n,m; ε, k) = εc(m− n) if m 6= n,
(1.17)
and consider
H˜ε,k =
(
h(m,n; ε, k)
)
m,n∈T
;
compare [DG, (7.2)].
Set
kn = −ξ(n)/2, n ∈ T \ {0}, K(ξ) = {kn : n ∈ T \ {0}},
Jn = (kn − δ(n), kn + δ(n)), δ(n) = a0(1 + |n|)−b0−3, n ∈ Zν \ {0},
R(k) = {n ∈ T \ {0} : k ∈ Jn}, G = {k : |R(k)| <∞},
(1.18)
where a0, b0 are as in the Diophantine condition (1.14). Let k ∈ G be such that |R(k)| > 0. Due to the
Diophantine condition (1.14), one can enumerate the points of R(k) as n(ℓ)(k), ℓ = 0, . . . , ℓ(k), 1 + ℓ(k) =
|R(k)|, so that |n(ℓ)(k)| < |n(ℓ+1)(k)|. Set
Tm(n) = m− n, m, n ∈ T,
m(0)(k) = {0, n(0)(k)},
m(ℓ)(k) = m(ℓ−1)(k) ∪ Tn(ℓ)(k)(m(ℓ−1)(k)), ℓ = 1, . . . , ℓ(k).
(1.19)
We can now state Theorem C˜.
Theorem C˜. There exists ε0 = ε0(κ0, a0, b0) > 0 such that for 0 < ε ≤ ε0 and any k ∈ G \ { ξ(m)2 : m ∈ T},
there exist E(k) ∈ R and ϕ(k) := (ϕ(n; k))n∈T such that the following conditions hold:
(1) ϕ(0; k) = 1,
|ϕ(n; k)| ≤ ε1/2
∑
m∈m(ℓ)
exp
(
− 7
8
κ0|n−m|α0
)
, n /∈ m(ℓ(k))(k),
|ϕ(n; k)| ≤ 2, for any n ∈ m(ℓ(k))(k),
(1.20)
(1.21) H˜kϕ(k) = E(k)ϕ(k).
(2)
(1.22) E(k) = E(−k), ϕ(n;−k) = ϕ(−n; k),
(k(0))2(k − k1)2 < E(k)− E(k1) < 2k(k − k1) + 2ε
∑
k1<kn<k
(δ(n))1/8, 0 < k − k1 < 1/4, k1 > 0,(1.23)
where k(0) := min(ε0, k/1024).
(3) The limits
E±(km) = lim
k→km±0, k∈G\{
ξ(m)
2 :m∈T}
E(k), for km > 0,(1.24)
E(0) = lim
k→0, k∈G\{
ξ(m)
2 :m∈T}
E(k),(1.25)
ϕ±(n; km) = lim
k→km±0, k∈G\{
ξ(m)
2 :m∈T}
ϕ(n; k), for km > 0,(1.26)
ϕ(n; 0) = lim
k→0, k∈G\{ ξ(m)2 :m∈T}
ϕ(n; k)(1.27)
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exist, and obey ϕ±(0; k) = 1, ϕ(0; 0) = 1, and
|ϕ±(n; km)| ≤ ε1/2
∑
m∈m(ℓ)
exp
(
− 7
8
κ0|n−m|α0
)
, n /∈ m(ℓ(km))(km),
|ϕ±(n; km)| ≤ 2, for any n ∈ m(ℓ(km))(km),
|ϕ(n; 0)| ≤ ε1/2 exp
(
− 7
8
κ0|n|α0
)
, n 6= 0,
(1.28)
H˜kmϕ
±(km) = E
±(km)ϕ
±(km),
H˜0ϕ(0) = E(0)ϕ(0).
(1.29)
(4) Assume E−(kn(0) ) < E
+(kn(0)). Let E ∈ (E−(kn(0)) + δ, E+(kn(0)) − δ), δ > 0 arbitrary. Then for
every k, we have
(1.30) |[(E − H˜k)−1](m,n)| ≤
{
exp(− 18κ0|m− n|α0) if |m− n| > [16 log δ−1]1/α0 ,
δ−1 for any m,n.
(5) Let E < E(0)− δ, δ > 0. For every k, we have
(1.31) |[(E − H˜k)−1](m,n)| ≤
{
exp(− 18κ0|m− n|α0) if |m− n| > [16 log δ−1]1/α0 ,
δ−1 for any m,n.
Remark 1.5. As pointed out above, our Theorems C˜ and D˜ are generalizations of Theorems C and D from
[DG]. In proving these results, the overall strategy follows [DG] quite closely. In our presentation we state all
the important definitions and the propositions building up the theory in detail. Whenever such a proposition
has a proof that is very similar to one given in [DG], it will not be reproduced here. However, whenever this
is not the case, a proof will be given. In this way we attempt to strike a balance between giving too few
details and giving too many details. The fact of the matter is that in our work [DGL] we need Theorems C˜
and D˜ in the formulation given in this paper, and the extension of the results from [DG] has quite a few
non-trivial aspects and hence shouldn’t simply be left to the reader. Thus, the purpose of this paper is to
provide the input to [DGL] in the form it is needed there and with all the details addressing the non-trivial
aspects of the extension of Theorems C and D from [DG] to Theorems C˜ and D˜ in this paper.
2. A General Multi-Scale Analysis Scheme Based on the Schur Complement Formula
Let
(
T,+
)
be an Abelian group. Let |m|, m ∈ T be a real function on T which obeys the following
conditions: (i) |m| ≥ 0 for any m and |m| = 0 if and only if m = 0, (ii) |m+ n| ≤ |m| + |n| for any m, n.
Assume also that the following estimate holds
(2.1) |B(R)| ≤ CRν , where B(R) := {m ∈ T : |m| ≤ R} and C, ν > 1 are constants.
One of the main goals of this work is to analyze the resolvent (E − H˜ε,k)−1 for ε small and all k ∈ R.
It turns out that for k‘s that do not have a sharp approximation via values of the linear function ξ(n), the
analysis is much easier and for those that do have such an approximation, the analysis is quite complicated.
To develop the analysis we introduce some abstract classes of matrices which allow us to include eventually
all values of k. Namely, in Sections 2–6 we will consider matrices without any direct connection to the
matrices in (1.17). In Section 7 we will apply the general theory to the matrices (1.17). We start in this
section with a very general multi-scale analysis scheme based on the Schur complement formula.
Let Λ ⊂ T and let HΛ = (H(m,n))m,n∈Λ be a Hermitian matrix. The main goal of the scheme is to get
estimates for the off-diagonal decay of the resolvent matrix (HΛ−E)−1, provided that Λ can be partitioned
so that for each part Λj, the off-diagonal decay of (HΛj − E)−1 is under control. The development here is
pretty straightforward. The main difficulties are in the combinatorics due to multiple applications of the
Schur complement formula. One needs to set up some combinatorial weight-functions which incorporate the
distances between the points, the distances between the points and the boundaries of the domains, and the
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small denominators involved. The main principle is the following: the smaller is the denominator involved,
the bigger is the corresponding distance and the smaller is the “transition coefficient” c(n−m). Let us state
the Schur complement formula so that we may refer to it in what follows with the same notation as here:
(2.2)
[
H1 Γ1,2
Γ2,1 H2
]−1
=
[
H
−1
1 +H
−1
1 Γ1,2H˜
−1
2 Γ2,1H
−1
1 −H−11 Γ1,2H˜−12
−H˜−12 Γ2,1H−11 H˜−12
]
,
with
(2.3) H˜−12 = (H2 − Γ2,1H−11 Γ1,2)−1.
Let us invoke [DG, Definition 2.2] of the weight-functions which are designed to book-keep the estimates for
the iterated Schur complement entries. The definition goes via the introduction of trajectories on the group
T and the logarithms of the small denominators prescribed and distributed appropriately on the group. The
definition requires a considerable number of constants and reference values involved. The specific values
(such as 1/5, 4Tκ−10 , etc.) are not defined in a unique way, but rather are conveniently chosen to make the
scheme work.
Definition 2.1. (1) For each m ∈ T, let γ(m) := (m) be the sequence which consists of one point m.
Set Γ(m,m; 1) := {γ(m)}, Γ(m,n; 1) := ∅ for n 6= m. Let Λ ⊂ T. Set
Γ(k,Λ) = {γ = (n1, . . . , nk) : nj ∈ Λ, nj+1 6= nj}, k ≥ 2,
Γ(m,n; k,Λ) = {γ ∈ Γ(k,Λ), n1 = m,nk = n}, m, n ∈ Λ, k ≥ 2,
Γ1(m,n; Λ) =
⋃
k≥1
Γ(m,n; k,Λ), Γ1(Λ) =
⋃
m,n∈Λ
Γ1(m,n; Λ).
(2.4)
We call the sequences γ in this definition trajectories.
(2) Let Λ ⊂ T, w(m,n), D(m) be real functions, m,n ∈ Λ, obeying w(m,n) ≥ 0, D(m) ≥ 1, w(m,m) =
1,
(2.5) w(m,n) ≤ exp(−κ0|m− n|α0),
m, n ∈ Λ, where 0 < κ0 < 1, 0 < α0 ≤ 1. For γ = (n1, . . . , nk), set
wD(γ) :=
[ ∏
1≤j≤k−1
w(nj , nj+1)
]
exp
( ∑
1≤j≤k
D(nj)
)
,
‖γ‖ :=
∑
1≤i≤k−1
|ni − ni+1|α0 , D¯(γ) := max
j
D(nj),
WD,κ0(γ) := exp
(
− κ0‖γ‖+
∑
1≤j≤k
D(nj)
)
.
(2.6)
Here, ‖γ‖ = 0 if k = 1. Obviously, wD(γ) ≤WD,κ0(γ).
(3) Let T ≥ 8. We say that γ = (n1, . . . , nk), nj ∈ Λ, k ≥ 1 belongs to ΓD,T,κ0(n1, nk; k,Λ) if the
following condition holds:
(2.7) min(D(ni), D(nj)) ≤ T ‖(ni, . . . , nj)‖α0/5 for any i < j such that min(D(ni), D(nj)) ≥ 4Tκ−10 .
Note that ΓD,T,κ0(n1, n1; 1,Λ) = {(n1)}. Set ΓD,T,κ0(m,n; Λ) =
⋃
k ΓD,T,κ0(m,n; k,Λ),
ΓD,T,κ0(Λ) =
⋃
m,n ΓD,T,κ0(m,n; Λ).
(4) Set
sD,T,κ0;k,Λ(m,n) =
∑
γ∈ΓD,T,κ0(m,n;k,Λ)
wD(γ),
SD,T,κ0;k,Λ(m,n) =
∑
γ∈ΓD,T,κ0(m,n;k,Λ)
WD,κ0(γ).
(2.8)
Note that sD,T,κ0;1,Λ(m,m) = SD,T,κ0;1,Λ(m,m) = exp(D(m)).
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(5) Set µΛ(m) := dist(m,T \ Λ). We say that the function D(m), m ∈ Λ belongs to GΛ,T,κ0 if the
following condition holds:
(2.9) D(m) ≤ TµΛ(m)α0/5 for any m such that D(m) ≥ 4Tκ−10 .
(6) Let D ∈ GΛ,T,κ0 . We say that γ = (n1, . . . , nk), nj ∈ Λ, k ≥ 1 belongs to ΓD,T,κ0(n1, nk; k,Λ,R) if
the following conditions hold:
min(D(ni), D(nj)) ≤ T ‖(ni, . . . , nj)‖α0/5
for any i < j such that min(D(ni), D(nj)) ≥ 4Tκ−10 , unless j = i+ 1.
(2.10)
Moreover,
if min(D(ni), D(ni+1)) ≥ 4Tκ−10 and min(D(ni), D(ni+1)) > T |(ni − ni+1)|α0/5 for some i, then
min(D(nj′), D(ni)) ≤ T ‖(nj′ , . . . , ni)‖α0/5, min(D(ni), D(nj′′ )) ≤ T ‖(ni, . . . , nj′′ )‖α0/5,
min(D(nj′ ), D(ni+1)) ≤ T ‖(nj′ , . . . , ni+1)‖α0/5, min(D(ni+1), D(nj′′ )) ≤ T ‖(ni+1, . . . , nj′′ )‖α0/5,
for any j′ < i < i + 1 < j′′.
(2.11)
Set ΓD,T,κ0(m,n; Λ,R) =
⋃
k ΓD,T,κ0(m,n; k,Λ,R), ΓD,T,κ0(Λ,R) =
⋃
m,n ΓD,T,κ0(m,n; Λ,R).
Set
sD,T,κ0;k,Λ,R(m,n) =
∑
γ∈ΓD,T,κ0(m,n;k,Λ,R)
wD(γ),
SD,T,κ0;k,Λ,R(m,n) =
∑
γ∈ΓD,T,κ0(m,n;k,Λ,R)
WD,κ0(γ).
(2.12)
Remark 2.2. It is important in the previous definitions that α0 ≤ 1. This is because the function |m|α0
defines a distance on T, that is, |m+ n|α0 ≤ |m|α0 + |n|α0 .
Here is the basic combinatorial lemma needed to set up the weights estimates.
Lemma 2.3. Let γ = (n1, . . . , nk) ∈ ΓD,T,κ0(n1, nk; k,Λ,R). Set M = 4Tκ−10 . We have
WD,κ0(γ) ≤ ekM
2−κ0(1−2
−9)‖γ‖+2D¯(γ)(2.13)
Proof. Define τ ∈ N0 by M τ ≤ T ‖γ‖1/5 < M τ+1. The key is an upper bound of the sum
∑k
j=1D(nj). The
sum is split up into three parts which are estimated separately.
(i) Trivially,
(2.14)
∑
j:D(nj)<M2
D(nj) ≤ kM2.
(ii) We prove
#{1 ≤ j ≤ k : D(nj) > M τ+1} ≤ 2
by contradiction: if there were three points j1 < j2 < j3 with D(nji) ≥M τ+2, then j3− j1 ≥ 2 so, by (2.10),
T ‖γ‖1/5 ≥ T ‖(nj1 , . . . , nj3)‖1/5 ≥ min(D(nj1 ), D(nj3)) ≥M τ+1
would give the contradiction. Thus,
(2.15)
∑
j:D(nj)≥Mτ+1
D(nj) ≤ 2D¯(γ).
(iii) For a fixed t ≥ 1, define
Jt = {1 ≤ j ≤ k : D(nj) ∈ [M t,M t+1)}.
Enumerate the elements of Jt as j1 < j2 < · · · < js. For any 1 ≤ i ≤ (s− 1)/2 we have
min(D(nj2i−1 ), D(nj2i+1)) ≥M t ≥M
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and j2i+1 ≥ j2i−1 + 2, so by (2.10),
T ‖(nj2i−1 , . . . , nj2i+1)‖1/5 ≥ min(D(nj2i−1 ), D(nj2i+1)) ≥M t.
Then
‖γ‖ ≥
⌊(s−1)/2⌋∑
i=1
‖(nj2i−1 , . . . , nj2i+1)‖ ≥
⌊(s−1)/2⌋∑
i=1
T−5M5t =
⌊
s− 1
2
⌋
T−5M5t.
Using s ≤ 1 + 2⌊(s− 1)/2⌋, we obtain∑
j∈Jt
D(nj) ≤ sM t+1 ≤M t+1 + 2T 5M−(4t−1)‖γ‖.
Thus,
τ∑
t=2
∑
j∈Jt
D(nj) ≤
τ∑
t=2
M t+1 +
τ∑
t=2
2T 5M−(4t−1)‖γ‖ ≤ 2M τ+1 + 4T 5M−7‖γ‖ ≤ 2M τ+1 + 2−10κ0‖γ‖
where we use crude estimates based on M = 4Tκ−10 ≥ 4T ≥ 32. Moreover, if τ ≥ 2, we have M τ+1 ≤
M5τ−5 ≤ 2−10κ0M5τT−5 ≤ 2−10κ0‖γ‖, and from the above we conclude
(2.16)
∑
j:M2≤D(nj)<Mτ+1
D(nj) ≤ 2−9κ0‖γ‖.
Note that if τ ≤ 1, then (2.16) is trivial since the summation is over the empty set.
With all three cases behind us, we take the sum of (2.14), (2.15) and (2.16) to get
k∑
j=1
D(nj) ≤ kM2 + 2−9κ0‖γ‖+ 2D¯(γ).
Plugging this in the definition of WD,κ0(γ) gives the desired estimate. 
Corollary 2.4. Let D ∈ GΛ,T,κ0 , γ ∈ ΓD,T,κ0(m,n; k,Λ,R), k ≥ 1. Then, with M = 4Tκ−10 ,
WD,κ0(γ) ≤ exp(−κ0‖γ‖+ k(4Tκ−10 )5) ≤ exp(−
7
8
κ0|m− n|α0) exp(−1
8
κ0‖γ‖+ k(4Tκ−10 )5) if D¯(γ) ≤M5,
WD,κ0(γ) < exp(−
15
16
κ0‖γ‖+ 2D¯(γ))
≤ min
[
exp(−7
8
κ0|m− n|α0 + 2T (minµΛ(m), µΛ(n))α0/5) exp(− 1
16
κ0‖γ‖+ 2T ‖γ‖1/5),
exp(−15
16
κ0|m− n|α0 + 2D¯)
]
, if D¯(γ) > M5.
(2.17)
Proof. If D¯(γ) ≤ M5, then the estimate follows from Lemma 2.3 since ‖γ‖ ≥ |m − n|α0 . Assume that
D¯(γ) > M5. Let ℓ be such that D(nℓ) = D¯(γ). Recall that D(nℓ) ≤ TµΛ(nℓ)1/5. Furthermore, µΛ(nℓ)α0 ≤
(µΛ(m) + |m − n|)α0 ≤ µΛ(m)α0 + |m − nℓ|α0 ≤ µΛ(m)α0 + ‖γ‖. So, D¯(γ) ≤ T (µΛ(m)α0 + ‖γ‖)1/5 ≤
T (µΛ(m)
α0/5 + ‖γ‖1/5). Similarly, D¯(γ) ≤ T (µΛ(n)α0/5 + ‖γ‖1/5). Due to Lemma 2.3,
WD,κ0(γ) ≤ exp(−κ0(1− 2−9)‖γ‖+ 2D¯(γ))
< exp(−7
8
κ0|m− n|α0 + 2T (minµΛ(m), µΛ(n))α0/5) exp(− 1
16
κ0‖γ‖+ 2T ‖γ‖1/5).
(2.18)
It follows also from Lemma 2.3 that WD,κ0(γ) ≤ exp(− 1516κ0|m− n|α0 + 2D¯). 
To add up the estimates from the previous lemma, one needs to evaluate sums of the following type,
(2.19)
∑
γ
exp(−κ‖γ‖).
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This is exactly the estimate where condition (2.1) is needed. As in [DG], we have the following estimates;
compare with [DG, Lemmas 2.6, 2.7].
Lemma 2.5. (1)
(2.20)
∑
γ∈Γ(m,n;k,T)
exp(−κ‖γ‖) < C(ν, α0, κ)(k−1).
(2) For B > 0, 0 < ε0 ≤ ε0(ν, α0, κ) exp(−B), we have
(2.21)
∑
k≥2
εk−10 exp(kB)
∑
γ∈Γ(m,n;k,T)
exp(−κ‖γ‖) < ε 120 .
(3) For any A,R > 1 and ε0 ≤ min(exp(−4AR1/5), 2−8C−4R−4να−10 ), we have
(2.22)
∑
k≥2
εk−10
∑
γ∈Γ(m,n;k,Λ):‖γ‖≤R
exp(A‖γ‖1/5) ≤ ε 120 .
Proof. One has (using condition (2.1))∑
n∈T
exp(−κ|n|α0) ≤
∑
r≥1
∑
r−1≤|n|<r
exp(−κ(r − 1)α0)
≤
∑
r≥1
|{n : |n| < r}| exp(−κ(r − 1)α0)
≤
∑
r≥1
Crν exp(−κ(r − 1)α0)
≤ C′(ν, α0, κ)
∑
r≥1
exp
(
− κ
2
(r − 1)α0
)
= C′′(ν, α0, κ),∑
k≥2
εk−10 exp(kB)
∑
γ∈Γ(m,n;k,Λ,R)
exp(−α‖γ‖) ≤
∑
k≥2
εk−10 exp(kB)(8α
−1)(k−1)ν ≤ ε 120 .
(2.23)
This verifies (1). Part (2) follows from (1). Furthermore, once again, using condition (2.1) we have∑
γ∈Γ(m,n;k,Λ):‖γ‖≤R
exp(A‖γ‖1/5) ≤ exp(AR1/5)|{γ ∈ Γ(m,n; k,Λ) : ‖γ‖ ≤ R}
≤ exp(AC1/5)|{n ∈ T : |n| ≤ Rα−10 }|k
≤ exp(AR1/5)(CRνα−10 )k.
(2.24)

Combining Corollary 2.4 with Lemma 2.5, we obtain the following lemma which states the basic estimates
on the weight function sums.
Lemma 2.6. Let D ∈ GΛ,T,κ0 . Let 0 < ε0 ≤ min(ε0(ν, α0, κ) exp(−8Tκ−10 ), 2−8C−4(κ−1T )−8να
−1
0 ). Then,
SD,T,κ0,ε0;Λ,R(m,n) ≤ min
[
3ε
1/2
0 exp(−
7
8
κ0|m− n|α0 + 2T (minµΛ(m), µΛ(n))1/5),
2ε
1/2
0 exp(−
1
4
κ0|m− n|α0 + 2D¯)
]
if m 6= n,
SD,T,κ0,ε0;Λ,R(m,m) ≤ min
[
exp(D(m)) + 3ε
1/2
0 exp(2TµΛ(m)
1/5), 2 exp(2D¯)
]
.
(2.25)
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Remark 2.7. As we have mentioned before, the main goal of the general multi-scale scheme we deal with
is to get estimates for the off-diagonal decay of the resolvent matrix (HΛ − E)−1, provided that Λ can be
partitioned so that for each part Λj, the off-diagonal decay of (HΛj − E)−1 is controlled via the weights
SD,T,κ0,ε0;Λj ,R(m,n) from the previous lemma. The application of the Schur complement formula leads to
sums over trajectories lying in different parts Λj. This results in a sum over concatenated trajectories. The
setup in Definition 2.1 is designed so that the concatenated trajectory belongs to the class ΓD,T,κ0(·,Λ).
This allows us to invoke the estimates from Lemma 2.6. In the next proposition we state the main result on
the general multi-scale analysis scheme.
Proposition 2.8. Let (H(x, y))x,y∈Λ, Λ ⊂ T be a matrix that obeys
ε0w(x, y) := |H(x, y)| ≤ ε0 exp(−κ0|x− y|α0)
for any x 6= y. Let Λj, j ∈ J be subsets of Λ, Λi ∩ Λj = ∅ if i 6= j. Let Dj ∈ GΛj ,T,κ0 . Assume that
(2.26) 0 < ε0 ≤ min(ε0(ν, α0, κ) exp(−8Tκ−10 ), 2−8C−4(κ−1T )−8να
−1
0 ).
Assume also that the following conditions hold:
(a) Each HΛj is invertible and
(2.27) |H−1Λj (m,n)| ≤ sDj ,T,κ0,ε0;k,Λj ,R(m,n), for any m,n ∈ Λj and any j.
(b) For each n /∈ ⋃j∈J Λj, |H(n, n)| ≥ exp(−4Tκ−10 ).
Then,
(2.28) |H−1Λ (m,n)| ≤ sD,T,κ0,ε0;k,Λ,R(m,n),
where D(m) = Dj(m) if m ∈ Λj for some j, and D(m) = 4Tκ−10 otherwise.
We will also need the following auxiliary lemma.
Lemma 2.9. Let Λ ⊂ T. Assume that
ε0w(m,n) := |HΛ(m,n)| ≤ ε0 exp(−κ0|m− n|α0), m 6= n,
(2.29) 0 < ε0 ≤ min(ε0(ν, α0, κ) exp(−8Tκ−10 ), 2−8C−4(κ−1T )−8να
−1
0 )
Let m+,m− ∈ Λ, Λ1 := Λ \ {m+,m−}, Λ2 = {m+,m−}. Let D1 ∈ GΛ1,T,κ0 . Assume that
(i)
(2.30) 0 < ε0 ≤ min(ε0(ν, α0, κ) exp(−8Tκ−10 ), 2−8C−4(κ−1T )−8να
−1
0 ).
(ii) The matrix HΛ1 is invertible, and
(2.31) |H−1Λ1 (m,n)| ≤ sD1,T,κ0,ε0;Λ1,R(m,n).
(iii) The matrix HΛ is invertible, and
D0 := log ‖H−1Λ ‖+ log ε−10 + κ0|m+ −m−|α0
obeys
(2.32) D0 ≤ T [dist(Λ2,T \ Λ)]α0/5.
Set D(x) = D1(x) if x ∈ Λ1, D(x) = D0 if x ∈ Λ2. Then D ∈ GΛ,T,κ0 , and
(2.33) |H−1Λ (m,n)| ≤ sD,T,κ0,ε0;Λ,R(m,n).
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Proof. Condition (2.32) implies D ∈ GΛ,T,κ0 ; see (5) in Definition 2.1. Write
HΛ =
[
HΛ1 Γ1,2
Γ2,1 HΛ2
]
and set H˜2 := HΛ2 − Γ2,1H−1Λ1 Γ1,2. Note that the trajectory γ0 := (m+,m−) belongs to
ΓD,T,κ0(n1, nk; k,Λ,R); see (6) in Definition 2.1.
Due to the Schur complement formula,
|H˜−12 (m,n)| = |H−1Λ (m,n)| ≤ ‖H−1Λ ‖ = exp(log ‖H−1Λ ‖) ≤ ε0 exp(−κ0|m− n|α0) exp(D0)
≤ wD(γ0) ≤ sD,T,κ0,ε0;Λ,R(m,n), m, n ∈ Λ2;
(2.34)
see also (2) in Definition 2.1.
The estimation of |H−1Λ (m,n)| for all other pairs m,n ∈ Λ also goes with help of the Schur complement
formula, and (2.33) follows. 
Remark 2.10. We want to remark here that the last lemma does not require m+ 6= m−.
3. Eigenvalues and Eigenvectors of Matrices with Inessential Resonances of Arbitrary
Order
The next step in the development of the abstract multi-scale analysis scheme is to define inductively
classes of matrices so that one can apply Proposition 2.8 repeatedly, starting from a certain basic level where
the off-diagonal decay of the resolvent can be seen explicitly. This is done in Definition 3.2 below. For
technical reasons we need to analyze matrix functions depending on some parameter ε. The latter comes
into the scheme as a factor in the off-diagonal terms of the matrix. This parameter ε actually plays a crucial
role in the analysis of the resonances of close eigenvalues of the matrices. Our method is designed so that
we analyze the resonant eigenvalues and eigenvectors via analytic continuation in the parameter ε, starting
with the expansions at values of ε which are so small that the corresponding small factors neutralize the
size of the matrix. Below we explain why the structure of the resonances is such that analytic continuation
along an interval of fixed size is possible.
Let Λ be a non-empty subset of T. Let v(n), n ∈ Λ, h0(m,n), m,n ∈ Λ, m 6= n be some complex
functions. Consider HΛ,ε =
(
h(m,n; ε)
)
m,n∈Λ
, where ε ∈ C,
h(n, n; ε) = v(n), n ∈ Λ,(3.1)
h(m,n; ε) = εh0(m,n), m, n ∈ Λ, m 6= n.
Assume that the following conditions are valid,
v(n) = v(n),(3.2)
h0(m,n) = h0(n,m),(3.3)
|h0(m,n)| ≤ B1 exp(−κ0|m− n|α0) , m, n ∈ Λ, m 6= n,(3.4)
where 0 < B1 <∞, κ0 > 0, 1 ≥ α0 > 0 are constants. For convenience we always assume that 0 < B1 ≤ 1,
0 < κ0 ≤ 1/2.
Take an arbitrary m0 ∈ Λ. Assume that
(3.5) inf {|v(n)− v(m0)| : n ∈ Λ, n 6= m0} ≥ δ0 > 0.
Remark 3.1. (1) Below we give the definition of the first class of matrices for which we apply the multi-
scale analysis scheme. The definition applies to matrices HΛ,ε with |ε| being sufficiently small so that the
condition (2.26) in Proposition 2.8 holds. Moreover, as a matter of fact, we need it to be a bit stronger
so that some iterations of the weight function sums may be nicely estimated. This leads to the following
complicated expression,
(3.6) |ε| < ε0 := ε0(δ0, κ0, α0) := [min(2−24να
−1
0 −4κ
4να−10
0 , δ
29
0 , 2
−10(να−10 +1)(4κ0 log δ
−1
0 )
−8να−10 )]3.
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The main point here is that ε0(δ0, κ0, α0) is calculated once and for all. That is, throughout the later parts
of this work we refer to this particular quantity.
(2) We assume, for technical reasons, that δ0 in (3.5) is chosen small enough so that log δ
−1
0 is sufficiently
large; see (7.3) for the precise condition. The reason for this choice is the condition (2.9) in Definition 2.1. The
function D, which is just the logarithm of the corresponding small denominator, is defined in Proposition 3.3
below. To make this function obey (2.9), we introduce this choice of δ0.
Definition 3.2. Assume that HΛ,ε obeys (3.1)–(3.5). Let ε0(δ0, κ0, α0) be as in Remark 3.1. Let 0 < β0 < 1
be given. We assume that δ0 in (3.5) is chosen as in Remark 3.1. For these values of ε, we say that HΛ,ε
belongs to the class N(1)
(
m0,Λ; δ0
)
. Introduce the following quantities:
(3.7) R(1) :=
(
δ0
)−4β0
, R(u) :=
(
δ
(u−1)
0
)−β0
, u = 2, 3, . . . , δ
(u)
0 = exp
(−(logR(u))2), u = 1, 2, . . . .
Assume that the classes N(s
′)
(
m′0,Λ
′; δ0
)
are already defined for s′ = 1, . . . , s− 1, where s ≥ 2.
Assume that HΛ,ε obeys (3.1)–(3.4). Let m0 ∈ T. Assume that there exist subsets M(s′)(Λ) ⊂ Λ,
s′ = 1, . . . , s − 1, some of which may be empty, and a collection of subsets Λ(s′)(m) ⊂ Λ, m ∈ M(s′), such
that the following conditions hold:
(a) m0 ∈M(s−1)(Λ), m ∈ Λ(s′)(m) for any m ∈M(s′)(Λ), s′ ≤ s− 1.
(b) M(s
′)(Λ) ∩M(s′′)(Λ) = ∅ for any s′ < s′′. For any (m′, s′) 6= (m′′, s′′), we have
Λ(s
′)(m′) ∩ Λ(s′′)(m′′) = ∅.
(c) For any s′ = 1, . . . , s − 1 and any m ∈ M(s′)(Λ), the matrix HΛ(s′)(m),ε belongs to
N(s
′)
(
m,Λ(s
′)(m); δ0
)
. Note that, in particular, this means that for the set Λ(s
′)(m), a system
of subsets M(s
′)(Λ(s
′)(m)) ⊂ Λ(s′)(m), s′′ = 1, . . . , s′, and Λ(s′′)(m) ⊂ Λ(s′)(m), m ∈M(s′)(Λ(s′)(m))
is defined so that all the conditions stated above and below are valid for HΛ(s′)(m),ε in the role of
HΛ,ε, s
′ in the role of s, and m in the role of m0.
(d) (
m′ +B(R(s
′))
) ⊂ Λ(s′)(m′), for any m′ ∈M(s′)(Λ), s′ < s.
(
m0 +B(R
(s))
) ⊂ Λ.
(e) For any n ∈ Λ \ {m0}, we have v(n) 6= v(m0). So, E(s)(m0,Λ; 0) := v(m0) is a simple eigenvalue of
HΛ,0. Let E
(s)
(
m0,Λ; ε
)
, ε ∈ R, be the real analytic function such that E(s)(m0,Λ; ε) ∈ specHΛ,ε
for any ε, E(s)
(
m0,Λ; 0
)
= v(m0). Similarly, for any m ∈ M(s′)(Λ) and n ∈ Λ(s′)(m) \ {m},
we have v(n) 6= v(m). So, E(s′)(m,Λ(s′)(m); 0) := v(m) is a simple eigenvalue of HΛ(s′)(m),0.
Let E(s
′)
(
m,Λ(s
′)(m); ε
)
, ε ∈ R, be the real analytic function such that E(s′)(m,Λ(s′)(m); ε) ∈
specHΛ(s′)(m),ε for any ε, E
(s′)
(
m,Λ(s
′)(m); 0
)
= v(m). Set
(3.8) εs = ε0 −
∑
1≤s′≤s
δ
(s′)
0 , s ≥ 1.
If s = 1, we will show in Proposition 3.3 that E(1)
(
m0,Λ; ε
)
can be extended analytically in the disk
|ε| < ε0. For s = 2, it is required by the current definition that for all complex ε, |ε| < ε0, we have
(3.9) 3δ
(1)
0 ≤
∣∣E(1)(m,Λ(1)(m); ε)− E(1)(m0,Λ(1)(m0); ε)∣∣ ≤ δ(0)0 := δ0/8.
We show in Proposition 3.3 that in this case, E(2)
(
m0,Λ; ε
)
can be extended analytically in the disk
|ε| < ε2. Using induction we prove in Proposition 3.3 that this is true for all s. For s ≥ 3, we require
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that for all ε ∈ C with |ε| < εs−2, we have
3δ
(s−1)
0 ≤
∣∣E(s−1)(m,Λ(s−1)(m); ε)− E(s−1)(m0,Λ(s−1)(m0); ε)∣∣ < δ(s−2)0 , for m 6= m0,
δ
(s′)
0
2
≤ ∣∣E(s′)(m,Λ(s′)(m); ε)− E(s−1)(m0,Λ(s−1)(m0); ε)∣∣ < δ(s′−1)0 , for s′ = 1, . . . , s− 2.(3.10)
(f) For s = 1, we have |v(n)−v(m0)| ≥ δ0/4 for everym 6= m0. For s ≥ 2, we have |v(n)−v(m0)| ≥ (δ0)4
for every n ∈ Λ \ (⋃1≤s′≤s−1⋃m∈M(s′) Λ(s′)(m)).
In this case we say that HΛ,ε belongs to the class N
(s)
(
m0,Λ; δ0
)
. We set s(m0) = s. We call m0 the
principal point and Λ(s−1)(m0) the (s− 1)-set for m0.
Definition 3.2 allows for a direct application of Proposition 2.8 on an inductive basis. The analysis of
the eigenvalues under consideration goes via the application of rather standard implicit function theorems;
see [DG, Section 3] for the details. The exponential off-diagonal decay of the resolvents implies exponential
decay of the corresponding eigenvectors outside of some “resonant ball” of relatively small diameter. This
feature, which is very important for further applications in this work, can be seen via the standard Riesz
projection formula. Below we state a detailed description of the properties of the matrices belonging to the
classes introduced in Definition 3.2.
Proposition 3.3. Let E(s
′)(m,Λ(s
′)(m); ε) be the same as in Definition 3.2, m ∈ M(s′), s′ = 1, . . . , s− 1.
The following statements hold:
(1) Define inductively the functions D(·; Λ(s′)(m)), 1 ≤ s′ ≤ s − 1, m ∈ M(s′), D(·; Λ) by setting
for s = 1, D(x; Λ) = 4 log δ−10 for x ∈ Λ \ {m0}, D(m0; Λ) := 4 log(δ(1))−1; and by setting for
s ≥ 2, D(x; Λ) = D(x; Λ(s′)(m)) if x ∈ Λ(s′)(m) for some s′ ≤ s − 1 and some m ∈ M(s′) \ {m0},
D(x; Λ) = D(x; Λ(s−1)(m0)) if x ∈ Λ(s−1)(m0)\{m0}, D(m0; Λ) = 2 log(δ(s)0 )−1, D(x; Λ) = 4 log δ−10
if x ∈ Λ \ (⋃1≤s′≤s⋃m∈M(s′) Λ(s′)(m)). Then, D(·; Λ(s′)(m)) ∈ GΛ(s′)(m),T,κ0 , 1 ≤ s′ ≤ s − 1,
m ∈ M(s′), D(·; Λ) ∈ GΛ,T,κ0 , T = 4κ0 log δ−10 , maxx 6=m0 D(x; Λ) ≤ 4 log(δ(s−1)0 )−1. We will denote
by D(·; Λ \ {m0}) the restriction of D(·; Λ) to Λ \ {m0}.
(2) For s = 1, the matrix (E − HΛ\{m0},ε) is invertible for any |ε| < ε¯0, |E − v(m0)| < δ0/4. For
s ≥ 2, |ε| < εs−2, and
∣∣E − E(s−1)(m0,Λ(s−1)(m0); ε)∣∣ < 2δ(s−1)0 , the matrices (E − HΛ(s′)(m),ε),
s′ ≤ s − 1, m ∈ M(s′), m 6= m0 and the matrices (E − HΛ(s−1)(m0)\{m0},ε), (E − HΛ\{m0},ε) are
invertible. Moreover,
|[(E −HΛ(s′)(m),ε)−1](x, y)| ≤ sD(·;Λ(s′)(m)),T,κ0,|ε|;Λ(s′)(m)(x, y),
|[(E −HΛ(s−1)(m0)\{m0},ε)−1](x, y)| ≤ sD(·;Λ(s−1)(m0)\{m0}),T,κ0,|ε|;Λ(s−1)(m0)\{m0}(x, y),
|[(E −HΛ\{m0},ε)−1](x, y)| ≤ sD(·;Λ\{m0}),T,κ0,|ε|;Λ\{m0}(x, y).
(3.11)
(3) Set Λm0 := Λ \ {m0}. The functions
K(s)(m,n,Λm0 ; ε, E) = (E −HΛm0 ,ε)−1(m,n), m, n ∈ Λm0 ,
Q(s)(m0,Λ; ε, E) =
∑
m′,n′∈Λm0
h(m0,m
′; ε)K(s)(m′, n′; Λm0 ; ε, E)h(n
′,m0; ε),
F (s)(m0, n,Λm0 ; ε, E) =
∑
m∈Λm0
K(s)(n,m,Λm0 ; ε, E)h(m,m0; ε), n ∈ Λm0
(3.12)
are well-defined and analytic in the following domain,
|ε| < ε¯0, |E − v(m0)| < δ0/4, in case s = 1,
|ε| < εs−2 := ε0 −
∑
1≤s′≤s−2
δ
(s′)
0 ,
∣∣E − E(s−1)(m0,Λ(s−1)(m0); ε)∣∣ < 2δ(s−1)0 , s ≥ 2.(3.13)
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(4) For s = 1 and |ε| < ε0, the equation
(3.14) E = v(m0) +Q
(s)(m0,Λ; ε, E)
has a unique solution E = E(1)(m0,Λ; ε) in the disk
∣∣E − v(m0)∣∣ < δ0/8. For s ≥ 2 and
|ε| < εs−1, the equation (3.14) has a unique solution E = E(s)(m0,Λ; ε) in the disk
∣∣E −
E(s−1)(m0,Λ
(s−1)(m0); ε
)∣∣ < 3δ(s−1)0 /2. This solution is a simple zero of det(E − HΛ,ε). Fur-
thermore, det(E−HΛ,ε) has no other zeros in the disk |E−E(s−1)(m,Λ(s−1)(m); ε)| < 2δ(s−1)0 . The
function E(s)(m0,Λ; ε) is analytic in the disk |ε| < εs−1 and obeys∣∣E(s)(m0,Λ; ε)− E(s−1)(m0,Λ(s−1)(m0); ε)∣∣ < |ε|(δ(s−1)0 )5,∣∣E(s)(m0,Λ; ε)− v(m0)|∣∣ < |ε|.(3.15)
(5) For s = 1, |ε| < ε0, and (δ(1)0 )4 <
∣∣E − E(1)(m0,Λ; ε)∣∣ < δ0/16, the matrix (E −HΛ,ε) is invertible.
For s ≥ 2, |ε| < εs−1, and (δ(s)0 )4 <
∣∣E − E(s)(m0,Λ; ε)∣∣ < 2δ(s−1)0 , the matrix (E − HΛ,ε) is
invertible. Moreover,
|[(E −HΛ,ε)−1](x, y)| ≤ SD(·;Λ),T,κ0,|ε|;k,Λ(x, y).
(6) The vector ϕ(s)(Λ; ε) := (ϕ(s)(n,Λ; ε))n∈Λ, given by ϕ
(s)(m0,Λ; ε) = 1 and ϕ
(s)(n,Λ; ε) =
−F (s)(m0, n,Λ; ε, E(s)(m0,Λ; ε)) for n 6= m0, obeys
(3.16) HΛ,εϕ
(s)(Λ; ε) = E(s)(m0,Λ; ε)ϕ
(s)(Λ; ε),
|ϕ(s)(n,Λ; ε)| ≤ 4|ε|1/2 exp
(
−7κ0
8
|n−m0|α0
)
, n 6= m0,
ϕ(s)(m0,Λ; ε) = 1.
(3.17)
Furthermore,
(3.18) |ϕ(s)(n,Λ; ε)− ϕ(s−1)(n,Λ(s−1)(m0); ε) ≤ 2|ε|(δ(s−1)0 )5, n ∈ Λ(s−1)(m0).
Remark 3.4. We want to remark here that Definition 3.2 has no limitation on the diameter of the set Λ.
In fact, Λ can occupy all of T. The same applies to the definitions of classes of matrices in Sections 4 and 6.
4. Eigenvalues and Eigenvectors of Matrices with a Pair of Resonances
The classes of matrix functions introduced in Definition 3.2 are insufficient to analyze matrix functions
as the ones in (1.17). The main weak point here is the non-resonance condition due to the lower estimates
in the eigenvalue separation (3.10). Although for a large set of parameters k, the matrices in (1.17) do obey
this separation condition, for a relatively small portion of k’s, which are the most important in the theory
because they produce gaps in the spectrum, the non-resonance condition does not hold.
The simplest situation where the non-resonance condition fails looks as follows. Consider two different
diagonal entries v(m; k, ω˜) = (ξ(m)+k)2 and v(n; k, ω˜) = (ξ(n)+k)2 in (1.17). Let for simplicity m = 0 and
n 6= 0. Since ξ(0) = 0, for k = −ξ(n)/2, these two entries are equal. This means that for small ε, one has
at least two eigenvalues which are very close to one another. On the other hand, the matrices (1.17) have
an important property: with the right scaling, there is only one entry v(n; k, ω˜), n 6= 0, which is close to
v(0; k, ω˜). This is due to the Diophantine condition (1.14), which says that |ξ(n)| ≥ a0|n|−b0 for any |n| > 0.
This allows us to arrange the resonances in pairs. This in turn leads to some equation of quadratic type
for the eigenvalues. It turns out that the quadratic type singularity we have here for the two eigenvalues in
question can be nicely controlled and allows for analytic continuation of these eigenvalues from extremely
small ε along some fixed interval. In Section 5 we define so-called continued-fraction-functions, which allow
us to perform this kind of analysis.
There is yet another feature of the matrices in (1.17) that is crucial for the analytic continuation of
eigenvalues in the parameter ε. This is the so-called “ordered pairing of resonances,” which allows for a
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comparison in the form of an inequality between two Schur complements relative to two points in resonance,
which holds for all values of ε; see (4.5) in Definition 4.1 below.
Finally, the theory of matrix functions with a pair of resonant eigenvalues is insufficient for a study of the
operators H˜ε,k in (1.17). The reason for this is that in order to include almost all values of k, one needs to
analyze the cases where the double resonant eigenvalue appears on a number of scales. This happens when
k has a very sharp approximation by a finite sequence of values −ξ(nj)/2 with |n1| ≪ |n2| ≪ · · · . These are
the so-called matrices with an ordered system of pair resonances, which we study in Section 6.
Definition 4.1. Let HΛ,ε be as in (3.1)–(3.4). Assume that there exist m
+
0 ,m
−
0 ∈ Λ, m−0 6= m+0 such that
|v(m+0 )− v(m−0 )| < δ30 and |v(n)− v(m+0 )| ≥ δ0 for any n ∈ Λ \ {m+0 ,m−0 }. Assume also that
(4.1)
(
m±0 +B(R
(1))
) ⊂ Λ.
Here, as always, B(R) = {m ∈ T : |m| ≤ R}. We say in this case that HΛ,ε ∈ ÔPR(1)
(
m+0 ,m
−
0 ,Λ; δ0
)
.
Let s ≥ 2. Let m+0 ,m−0 ∈ Λ, m+0 6= m−0 . Assume that there exist subsets M(s
′) ⊂ Λ, s′ = 1, . . . , s − 1,
some of which may be empty, and a collection of subsets Λ(s
′)(m) ⊂ Λ, m ∈M(s′), defined only for those s′
for which M(s
′) 6= ∅. Assume that m+0 ,m−0 ∈M(s−1). Assume that all conditions in Definition 3.2 hold with
m0 := m
+
0 , with the following exception. The estimate (3.10) holds for any m 6= m−0 , and moreover,
(4.2) 12(δ
(s−1)
0 )
1/8 ≤ ∣∣E(s−1)(m,Λ(s−1)(m); ε)− E(s−1)(m+0 ,Λ(s−1)(m+0 ); ε)∣∣ ≤ δ(s−2)0 .
For m = m−0 , we have
(4.3)
∣∣E(s−1)(m−0 ,Λ(s−1)(m−0 ); ε)− E(s−1)(m+0 ,Λ(s−1)(m+0 ); ε)∣∣ ≤ (δ(s−1)0 )1/8.
Assume also that
(4.4)
(
m±0 +B(R
(s))
) ⊂ Λ.
Finally, assume that the following ordering between two Schur complements relative to m±0 holds:
(4.5) v(m+0 ) +Q
(s)(m+0 ,Λ; ε, E) ≥ v(m−0 ) +Q(s)(m−0 ,Λ; ε, E) + τ (0)
for every ε ∈ (−εs−1, εs−1) and every |E − E(s−1)(m+0 ,Λ(s−1)(m+0 ); ε)| < 10(δ(s−1)0 )1/8, where τ (0) > 0,
(4.6) Q(s)(m±0 ,Λ; ε, E) =
∑
m′,n′∈Λ
m
+
0
,m
−
0
h(m±0 ,m
′; ε)(E −HΛ
m
+
0
,m
−
0
)−1(m′, n′)h(n′,m±0 ; ε).
In this case, we say that HΛ,ε belongs to the class OPR
(s)
(
m+0 ,m
−
0 ,Λ; δ0, τ
(0)
)
. We set s(m±0 ) = s. We
call m+0 ,m
−
0 the principal points and Λ
(s−1)(m±0 ) the (s− 1)-set for m±0 .
In Proposition 4.2 we state the main properties of matrix functions belonging to the class
OPR(s)
(
m+0 ,m
−
0 ,Λ; δ0
)
. The derivation of most of the statements goes with help of Proposition 2.8. For the
details, see [DG, Section 5]. The derivation of the strict ordering between two resonant eigenvalues, compare
(4.14) in part (5) of the proposition, requires an application of the theory of continued-fraction-functions,
which we discuss in Section 5. Let us mention again that the estimates for the off-diagonal decay of the
resolvent, compare (4.19) in part (7), is crucial not only for the inductive development of the theory for the
matrix functions in question, but also for the exponential localization of the eigenvectors of these matrices.
Proposition 4.2. Let HΛ,ε ∈ OPR(s)
(
m+0 ,m
−
0 ,Λ; δ0
)
. For any m ∈ M(s′) and n ∈ Λ(s′)(m) \ {m}, we
have v(n) 6= v(m), s′ = 1, . . . , s− 1. So, E(s′)(m,Λ(s′)(m); 0) := v(m) is a simple eigenvalue of HΛ(s′)(m),0.
Let E(s
′)
(
m,Λ(s
′)(m); ε
)
be the analytic function such that E(s
′)
(
m,Λ(s
′)(m); ε
) ∈ specHΛ(s′)(m),ε for any ε,
E(s
′)
(
m,Λ(s
′)(m); 0
)
= v(m).
(1) Define inductively the functions D(·; Λ(s′)(m)), 1 ≤ s′ ≤ s− 1, m ∈M(s′), D(·; Λ), by setting:
for s = 1, D(x; Λ) = 4 log δ−10 , x ∈ Λ \ {m±0 }, D(m±0 ; Λ) := 4 log(δ(1))−1,
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for s > 1, D(x; Λ) = D(x; Λ(s
′)(m)) if x ∈ Λ(s′)(m) for some s′ ≤ s − 1 and some m ∈
M(s′) \ {m±0 }, or if x ∈ Λ(s−1)(m±0 ) \ {m±0 }, D(m±0 ; Λ) = 4 log(δ(s)0 )−1, D(x; Λ) = 4 log δ−10 if
x ∈ Λ \ (⋃1≤s′≤s−1⋃m∈M(s′)Λ(s′)(m)).
Then, D(·; Λ(s′)(m)) ∈ GΛ(s′)(m),T,κ0 , 1 ≤ s′ ≤ s − 1, m ∈ M(s′), D(·; Λ) ∈ GΛ,T,κ0 , T =
4κ0 log δ
−1
0 , maxx/∈{m+0 ,m
−
0 }
D(x) ≤ 4 log(δ(s−1)0 )−1.
(2) If s = 1, the matrix (E −HΛ\{m+0 ,m−0 },ε) is invertible for any complex |ε| < ε0, |E − v(m
+
0 )| < δ0/4.
Let s ≥ 2. For any complex |ε| < εs−2 (see (3.8)),
∣∣E − E(s−1)(m+0 ,Λ(s−1)(m+0 ); ε)∣∣ <
10(δ
(s−1)
0 )
1/8, each matrix (E − HΛ(s′)(m),ε), s′ ≤ s − 1, m ∈ M(s
′), m /∈ {m+0 ,m−0 } is invert-
ible. The matrices (E − HΛ(s−1)(m±0 )\{m±0 },ε) and the matrix (E − HΛ\{m+0 ,m−0 },ε) are invertible.
Here, E(0)(m′,Λ′; 0) := v(m′) for any Λ′ and any m′ ∈ Λ′. Moreover,
|[(E −HΛ(s′)(m),ε)−1](x, y)| ≤ sD(·;Λ(s′)(m)),T,κ0,|ε|;Λ(s′)(m)(x, y),
|[(E −HΛ(s−1)(m±0 )\{m±0 },ε)
−1](x, y)| ≤ sD(·;Λ(s−1)(m±0 )\{m±0 }),T,κ0,|ε|;Λ(s−1)(m±0 )\{m±0 }(x, y),
|[(E −HΛ\{m+0 ,m−0 },ε)
−1](x, y)| ≤ sD(·;Λ\{m+0 ,m−0 }),T,κ0,|ε|;Λ\{m+0 ,m−0 }(x, y).
(4.7)
(3) The functions Q(s)(m±0 ,Λ; ε, E),
G(s)(m±0 ,m
∓
0 ,Λ; ε, E) = h(m
±
0 ,m
∓
0 ; ε) +
∑
m′,n′∈Λ
m
+
0 ,m
−
0
h(m±0 ,m
′; ε)(E −HΛ
m
+
0 ,m
−
0
)−1(m′, n′)h(n′,m∓0 ; ε)
(4.8)
are well-defined and analytic in the following domain,
|ε| < ε 130 , |E − v(m0)| < δ0/4, in case s = 1,
|ε| < εs−1 := ε0 −
∑
1≤s′≤s−1
δ
(s′)
0 ,
∣∣E − E(s−1)(m+0 ,Λ(s−1)(m+0 ); ε)∣∣ < 10(δ(s−1)0 )1/8, s ≥ 2,(4.9)
with ε0 from (3.6).
For ε, E ∈ R, the following identities hold:
Q(s)(m±0 ,Λ; ε, E) = Q
(s)(m±0 ,Λ; ε, E), G
(s)(m+0 ,m
−
0 ,Λ; ε, E) = G
(s)(m−0 ,m
+
0 Λ; ε, E).(4.10)
(4) Let |E − E(s−1)(m+0 ,Λ(s−1)(m0); ε)| < 4δ(s−1). Set HΛ := E − HΛ,ε. Let H˜2 be as in the Schur
complement formula (2.3), with Λ1 := Λm+0 ,m
−
0
, Λ2 := Λ \ Λ1. Then,
det H˜2 = χ(ε, E) :=
(
E − v(m+0 )−Q(s)(m+0 ,Λ; ε, E)
) · (E − v(m−0 )−Q(s)(m−0 ,Λ; ε, E))
−G(s)(m+0 ,m−0 ,Λ; ε, E)G(s)(m−0 ,m+0 ,Λ; ε, E).
(4.11)
In particular, E ∈ specHΛ,ε if and only if E obeys
(4.12) χ(ε, E) = 0.
(5) For ε ∈ (−εs−1, εs−1), |E − E(s−1)(m+0 ,Λ(s−1)(m+0 ); ε)| < 8(δ(s−1)0 )1/8, the equation
χ(ε, E) = 0(4.13)
has exactly two solutions E = E(s,±)(m+0 ,Λ; ε), obeying E
(s,−)(m+0 ,Λ; ε) < E
(s,+)(m+0 ,Λ; ε),
(4.14) |E(s,±)(m+0 ,Λ; ε)− E(s−1)(m+0 ,Λ(s−1)(m+0 ); ε)| < 4|ε|(δ(s−1)0 )1/8,
(6)
specHΛ,ε ∩ {E : |E − E(s−1)(m+0 ,Λ(s−1)(m+0 ); ε)| < 8(δ(s−1)0 )1/4} = {E(s,+)(m+0 ,Λ; ε), E(s,−)(m+0 ,Λ; ε)},
E(s,±)(m+0 ,Λ; 0) = v(m
±
0 ).
(4.15)
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(7) For any
(4.16) E(s,−)
(
m+0 ,Λ; ε
)− (δ(s−1)0 )1/8 < E < E(s,+)(m+0 ,Λ; ε)+ (δ(s−1)0 )1/8,
the matrix (E −HΛ\{m+0 ,m−0 },ε) is invertible and
(4.17) |[(E −HΛ\{m+0 ,m−0 },ε)
−1](x, y)| ≤ sD(·;Λ\{m+0 ,m−0 }),T,κ0,|ε|;Λ\{m+0 ,m−0 }(x, y).
If
(4.18) (δ
(s)
0 )
4 < min
±
|E − E(s,±)(n+0 ,Λ; ε)| < 6(δ(s−1)0 )1/8,
then the matrix (E −HΛ,ε) is invertible. Moreover,
(4.19) |[(E −HΛ,ε)−1](x, y)| ≤ sD(·;Λ),T,κ0,|ε|;k,Λ,R(x, y).
5. Implicit Functions Defined via Continued-Fractions-Functions
The material in this section explains the mechanism of the continuation of the eigenvalues defined by a
pair resonance and also by an ordered system of pair resonances. This is the central part of our method. We
discuss the most important elements of the proofs. On the other hand we omit some part of the material
which can be easily understood and refer the reader to [DG, Section 4] for a comprehensive presentation.
We start with a detailed derivation of the central statement in the simplest case. Let a1(x, u), a2(x, u),
b(x, u), g(x) be real functions such that:
(i) g(x) is a C2-function on some interval (−ξ0, ξ0).
(ii) a1(x, u), a2(x, u), b
2(x, u) are C2-functions in the domain LR
(
g, (−ξ0, ξ0), ρ0
)
:= {(x, u) : |g(x)−u| <
ρ0, |x| < ξ0}, ρ0 < 1.
(iii) a1(x, u) > a2(x, u) for any (x, u); b(0, u) = 0 for any u ∈
(
g(0)− ρ0, g(0) + ρ0
)
.
(iv)
∣∣ai(x, u)− g(x)∣∣ < ρ0/4, for any (x, u), i = 1, 2; |b(x, u)| < ρ0/4 for any x, u.
(v) |∂u ai| < 1/2 for any (x, u), i = 1, 2; |∂u b2| < |b|/4 for any (x, u).
Consider the following equation,
(5.1) χ(x, u) :=
(
u− a1(x, u)
)(
u− a2(x, u)
)− b(x, u)2 = 0.
Lemma 5.1. For any x ∈ (−ξ0, ξ0), the equation (5.1) has exactly two solutions, ζ+(x) and ζ−(x). The
functions ζ+(x), ζ−(x) are continuously differentiable on (−ξ0, ξ0) and obey
(5.2) max(a1
(
x, ζ+(x)
)
, a2
(
x, ζ+(x)
)
+ |b(x, ζ+(x))|) ≤ ζ+(x) ≤ a1
(
x, ζ+(x)
)
+ |b(x, ζ+(x))|,
(5.3) a2
(
x, ζ−(x)
) − |b(x, ζ−(x))| ≤ ζ−(x) ≤ min(a2(x, ζ−(x)), a1(x, ζ+(x))− |b(x, ζ+(x))|),
(5.4) g(x)− ρ0/2 ≤ ζ±(x) ≤ g(x) + ρ0/2.
Proof. Consider the following equations,
u = (1/2)
[
a1(x, u) + a2(x, u) +
(
(a1(x, u)− a2(x, u))2 + 4b2(x, u)
)1/2]
,(5.5)
u = (1/2)
[
a1(x, u) + a2(x, u)−
(
(a1(x, u)− a2(x, u))2 + 4b2(x, u)
)1/2]
.(5.6)
Note that χ(x, u) = 0 if and only if (5.5) or (5.6) holds. Denote by ϕ+(x, u) (resp., ϕ−(x, u)) the expression
on the right-hand side of (5.5) (resp., (5.6)) and by r(x, u) the square root in (5.5) (and (5.6)). Note the
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following relations,
max
{(
a1(x, u)− a2(x, u)
)
, 2|b(x, u)|
}
≤ r(x, u) ≤ (a1(x, u)− a2(x, u) + 2|b(x, u)|),(5.7)
max
{
a1(x, u), (1/2)
[
a1(x, u) + a2(x, u) + 2|b(x, u)|
]} ≤ ϕ+(x, u) ≤ a1(x, u) + |b(x, u)|,(5.8)
a2(x, u)− |b(x, u)| ≤ ϕ−(x, u) ≤ min
{
a2(x, u), (1/2)
[
(a1(x, u) + a2(x, u)) − 2|b(x, u)|
]}
.(5.9)
Assume that χ(x0, u0) = 0 for some (x0, u0) ∈ L
(
g, ρ0
)
. Then, either u0 = ϕ+(x0, u0) or u0 = ϕ−(x0, u0).
Assume u0 = ϕ+(x0, u0). Then, due to (5.8) and conditions (i)–(v), we obtain
∂uχ
∣∣∣
(x0,u0)
=
{
(1− ∂ua1)(u − a2) + (1− ∂ua2)(u− a1)− ∂ub2
}∣∣∣
(x0,u0)
≥ (1− 1/2)(ϕ+ − a2)+ (1− 1/2)(ϕ+ − a1)− |b|/4∣∣∣
(x0,u0)
≥ (1/4)((a1 − a2) + |b|)∣∣∣
(x0,u0)
> 0.
(5.10)
Thus χ(x, u) satisfies all conditions of the implicit function theorem in some neighborhood of (x0, u0).
Consider the equation
(5.11) u = a1(0, u),
u ∈ (g(0) − ρ0, g(0) + ρ0). Due to condition (iv), a1(0, u) ∈ I0 = [g(0) − ρ0/4, g(0) + ρ0/4] for any
u ∈ (g(0) − ρ0, g(0) + ρ0). Hence, u 7→ a1(0, u) maps I0 into itself. Since |∂ua1| < 1/2, this map is
contracting. Therefore, the equation (5.11) has a unique solution in I0, which we denote by ζ+(0). Clearly,
u0 = ζ+(0) satisfies u0 = ϕ+(0, u0). Due to (5.10), for any x in some neighborhood of x0 = 0, the equation
(5.1) has a unique solution ζ+(x) belonging to some small neighborhood of u0. Clearly, ζ+(x) = ϕ+(x, ζ+(x)).
Assume that χ(x1, u1) = 0 for some (x1, u1) ∈ LR
(
g, (−ξ0, ξ0), ρ0
)
. Then, due to (5.8) and (5.9),
(5.12) a2(x1, u1)− |b(x1, u1)| ≤ u1 ≤ a1(x1, u1) + |b(x1, u1)|.
Combining (5.12) with condition (iv), we obtain
(5.13) g(x1)− ρ0/2 ≤ u1 ≤ g(x1) + ρ0/2.
It follows from (5.13) and the above arguments that, given (x¯, u¯) ∈ LR
(
g, (−ξ0, ξ0), ρ0
)
such that u¯ =
ϕ+(x¯, u¯), there exists a unique C
1-function ζ+(x) defined on (−ξ0, ξ0) such that χ(x, ζ+(x)) = 0, ζ+(x) =
ϕ+(x, ζ+(x)), ζ+(x¯) = u¯. In a similar way we define ζ−(x), x ∈ (−ξ0, ξ0). Let u1 = ζ+(0) and u2 = ζ−(0).
Then, ui = ai(0, ui), i = 1, 2. Since u 7→ a1(0, u) is a contraction, |u1 − u2| > |a1(0, u1) − a1(0, u2)| =
|u1−a1(0, u2)|. Due to (iii), a1(0, u2) > a2(0, u2) = u2. Therefore, u2 ≥ u1 is impossible. So, ζ+(0) > ζ−(0).
Since ζ+(0) 6= ζ−(0), ζ+(x) 6= ζ−(x) for any x ∈ (−ξ0, ξ0). Hence, ζ+(x) > ζ−(x) for any x ∈ (−ξ0, ξ0).
The estimates (5.2), (5.3) follow from (5.8) and (5.9). The estimate (5.4) follows from (5.2), (5.3). 
Remark 5.2. Lemma 5.1 effectively yields the above-mentioned ordering of the resonant eigenvalues in
Proposition 4.2. For further applications of Lemma 5.1, we need to generalize its statement for some cases
when the crucial condition |∂uai| < 1/2 in (v) fails. The reason for this is that we need to incorporate the
following case. Assume that we have two pairs of resonant points m±i , i = 1, 2 such that the local eigenvalues
defined by some domains around these two pairs produce a new pair of resonant eigenvalues. Then the Schur
complement formula suggests that we analyze equation (5.1) from Lemma 5.1 with
(5.14) ai = u− ai,1 − b
2
i
u− ai,2 , i = 1, 2.
In Definition 5.4 below we introduce inductively the classes of functions for which we need the statement.
To proceed with the definition mentioned in the previous remark we need the following lemma.
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Lemma 5.3. Let a1 > a2 and b be real numbers. Let u be a solution of the quadratic inequality
(5.15) |(u− a1)(u − a2)− b2| < (a1 − a2)2/4.
Let λ = λ(u) := (a1 − a2)−2[(u− a1)(u− a2)− b2], γ = γ(u) := (
√
1 + 4λ− 1)/2. Then, either
(5.16) u ≥ max{a1 − |γ|(a1 − a2), (1/2)[a1 + a2 + 2|b|]} ≥ a2 + (1/2)(a1 − a2)+ |b|,
or
(5.17) u ≤ min{a2 + |γ|(a1 − a2), (1/2)[(a1 + a2)− 2|b|]} ≤ a1 − (1/2)(a1 − a2)− |b|.
In any event, a2 − |γ|(a1 − a2)− |b| ≤ u ≤ a1 + |γ|(a1 − a2) + |b|.
This lemma is completely similar to the part of Lemma 5.1 related to the functions ϕ±(x, u). We need
the statement of this lemma just because in the definition below we refer to the cases in the statement as
the +-case and the −-case, respectively.
Definition 5.4. (1) Let g0(x) be a C
2-function on (−ξ0, ξ0). Let a1(x, u), a2(x, u), b2(x, u) be C2-
functions which obey the conditions (i)–(iii) before Lemma 5.1, ρ0 < 1/32. Assume in addition that
|u− ai|, b2, |∂αuai|, |∂αu b2| < 1/64 for any x and α = 1, 2. Set
f(x, u, 1) = u− a1 − b
2
u− a2 , f(x, u, 2) = u− a2 −
b2
u− a1 , (x, u) ∈ LR
(
g, ρ0
)
,
F
(1)
g(1),r(1)
(a1, a2, b
2) = {f(·, j) : j = 1, 2}, g(1) = g0, r(1) = ρ0,
µ(f(·,1)) = (u− a2), µ(f(·,2)) = (u− a1), χ(f(·,i)) = µ(f(·,i))f(·, i),
τ (f(·,i))(x, u) = a1(x, u)− a2(x, u), i = 1, 2.
(5.18)
Here, f(·, 1) is defined if u − a2(x, u) 6= 0, and f(·, 2) if u − a1(x, u) 6= 0. Set F(1)g(1),r(1) =⋃
a1,a2,b2
F
(1)
g(1),r(1)
(a1, a2, b
2). With some abuse of notation we will write f ∈ F(1)
g(1),r(1)
(f1, f2, b
2) for
f ∈ F(1)
g(1),r(1)
(a1, a2, b
2) with fi := u− ai, i = 1, 2.
(2) Let g0(x), g1(x) be C
2-functions on (−ξ0, ξ0) and 0 < ρ1 < ρ0. Assume that LR
(
g0, ρ0
) ⊃ LR(g1, ρ1).
Assume also that g0(0) = g1(0). Set g
(2) = (g0, g1), r
(2) = (ρ0, ρ1). Let fi ∈ F(1)g(1),r(1)(ai,1, ai,2, b2i ), i = 1, 2.
Let b be C2-smooth in LR
(
g0, ρ0
)
. Assume that the following conditions hold:
(a) χ(f1) < χ(f2) for all (x, u) ∈ LR
(
g1, ρ1
)
.
(b) |fi| < (minj τ (fj))10 for all (x, u) ∈ LR
(
g1, ρ1
)
.
(c) The inequality |(u− ai,1)(u − ai,2)− b2i | < (ai,1 − ai,2)2/4, which holds for all x, u due to condition
(b), is either in the +-case for all (x, u) ∈ LR
(
g1, ρ1
)
, i = 1, 2, or in the −-case for all (x, u) ∈
LR
(
g1, ρ1
)
, i = 1, 2; furthermore, fi = (u − ai,1) − b2i (u − ai,2)−1 in the + case, respectively,
fi = (u− ai,2)− b2i (u− ai,1)−1 for all (x, u) ∈ LR
(
g1, ρ1
)
, i = 1, 2, in the −-case.
(d) |b| < (minj τ (fj))10, |∂ub2| < (minj τ (fj))10|b|, |∂2ub2| < (minj τ (fj))10 for any (x, u) ∈ LR
(
g1, ρ1
)
.
(e) fi(0, u) = u− g1(0), b(0, u) = 0 for any u, i = 1, 2.
Set
f(x, u, 1) = f1 − b
2
f2
, f(x, u, 2) = f2 − b
2
f1
,
F
(2)
g(2),r(2)
(f1, f2, b
2) = {f(·, j) : j = 1, 2},
µ(f(·,1)) = µ(f1)µ(f2)f2, µ
(f(·,2)) = µ(f2)µ(f1)f1, χ
(f(·,i)) = µ(f(·,i))f(·, i),
τ (f(·,i))(x, u) = χ(f2) − χ(f1), i = 1, 2.
(5.19)
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Let f ∈ F(2)
g(2),r(2)
(f1, f2, b
2). We say that f ∈ F(2,±)
g(2),r(2)
(f1, f2, b
2), according to the dichotomy in (c). Set
F
(2,±)
g(2),r(2)
=
⋃
f1,f2,b2
F
(2,±)
g(2),r(2)
(f1, f2, b
2), F
(2)
g(2),r(2)
= F
(2,+)
g(2),r(2)
∪ F(2,−)
g(2),r(2)
, σ(f) = ±1 if f ∈ F(2,±)
g(2),r(2)
(f1, f2, b
2).
We introduce also the following sequence σˆ(f) := (σ(f)), consisting just of one term.
(3) We define the classes of functions F
(ℓ)
g(ℓ)
inductively. Assume that F
(t)
g(t)
are already defined for t =
1, . . . , ℓ − 1, where ℓ ≥ 3. Let gt(x) be a C2-function on (−ξ0, ξ0), 0 < ρt+1 < ρt < 1, t = 0, . . . , ℓ − 1.
Assume that LR
(
gℓ−2, ρℓ−2
) ⊃ LR(gℓ−1, ρℓ−1). Set g(t) = (g0, . . . , gt−1), r(t) = (ρ0, . . . , ρt−1). Let fi ∈
F
(ℓ−1)
g(ℓ−1),r(ℓ−1)
(fi,1, fi,2, b
2
i ), i = 1, 2. Assume that the following conditions hold:
(a) χ(f1) < χ(f2), for all (x, u) ∈ LR
(
gℓ−1, ρℓ−1
)
.
(b) |fi| < (minj λτ (fj ))10 for all (x, u) ∈ LR
(
gℓ−1, ρℓ−1
)
.
(c) With χ(fi,j) := u − ai,j , the inequality |(u − ai,1)(u − ai,2) − µ(fi)b2i | < (ai,1 − ai,2)2/4, which
holds for all x, u due to condition (b) (see the verification in (5.22)) is either in the +-case for all
(x, u) ∈ LR
(
gℓ−1, ρℓ−1
)
, i = 1, 2, or in the−-case for all (x, u) ∈ LR
(
gℓ−1, ρℓ−1
)
, i = 1, 2; furthermore,
fi = fi,1−b2i f−1i,2 in the + case, respectively, fi = fi,2−b2i a−1i,1 for all (x, u) ∈ LR
(
gℓ−1, ρℓ−1
)
, i = 1, 2,
in the −-case.
(d) |b| < (minj τ (fj))10, |∂ub2| < (minj τ (fj))10|b|, |∂2ub2| < (minj τ (fj))10.
(e) σˆ(f1) = σˆ(f2). Here τ
(f), σ(f), and σˆ(f) are defined inductively; see part (4) below.
Set
f(x, u, θ, 1) = f1 − b
2
f2
, f(x, u, θ, 2) = f2 − b
2
f1
,
F
(ℓ)
g(ℓ),r(ℓ),λ
(f1, f2, b
2) = {f(·, j) : j = 1, 2}.
(5.20)
We say that f ∈ F(ℓ,±)
g(ℓ),r(ℓ)
(f1, f2, b
2), according to the dichotomy in (c). Set
F
(ℓ,±)
g(ℓ),r(ℓ)
=
⋃
f1,f2,b2
F
(ℓ,±)
g(ℓ),r(ℓ)
(f1, f2, b
2),
F
(ℓ)
g(ℓ),r(ℓ)
(f1, f2, b
2) = F
(ℓ,+)
g(ℓ),r(ℓ)
(f1, f2, b
2) ∪ F(ℓ,−)
g(ℓ)
(f1, f2, b
2),
F
(ℓ)
g(ℓ),r(ℓ)
= F
(ℓ,+)
g(ℓ),r(ℓ)
∪ F(ℓ,−)
g(ℓ),r(ℓ)
.
(4) Let f ∈ F(1)
g(1)
(a1, a2, b
2). With fi := u − ai, we introduce for convenience χ(fi) := fi, µ(fi) := 1,
τ (fi) := 1, σ(fi) := 1, i = 1, 2.
Let f ∈ F(ℓ,±)
g(ℓ),r(ℓ)
(f1, f2, b
2). Set
µ(f) =
{
µ(f1)µ(f2)f2 if f = f1 − b2f2 ,
µ(f1)µ(f2)f1 if f = f2 − b2f1 ,
χ(f) = µ(f)f,
τ (f) = (χ(f2) − χ(f1))τ (f1)τ (f2),
σ(f) = ±σ(f1) = ±σ(f2) according to f ∈ F(ℓ,±)g(ℓ),r(ℓ)(f1, f2, b2).
(5.21)
The sequence σˆ(f) is defined just by attaching σ(f) to σˆ(fi) from the left, that is, σˆ(f) = (σ(f), σˆ(fi)). Due
to condition (e) in part (3), the result does not depend on i = 1, 2.
We remark that the quantities 0 < ρt, t = 0, . . . , ℓ− 1 do not enter any inequalities in Definition 5.4. Let
0 < ρt,1 ≤ ρt, t = 0, . . . , ℓ − 1 be such that LR
(
gℓ−2, ρℓ−2,1
) ⊃ LR(gℓ−1, ρℓ−1,1). If f ∈ F(ℓ,±)g(ℓ),r(ℓ) , then also
f ∈ F(ℓ,±)
g(ℓ),r(ℓ,1)
, where r(t,1) = (ρ0,1, . . . , ρt−1,1). For this reason we suppress r
(ℓ) from the notation.
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Remark 5.5. It is very important that in the last definition we compare the functions χj, and not the
functions fj . This is because the former functions are smooth everywhere, whereas the latter can be dis-
continuous. This is especially important in cases when the functions under consideration depend smoothly
on some parameter θ. These parameter-dependent continued-fraction-functions are not necessary for the
general abstract setting. However, this case plays a crucial role in the analysis of the dual operators H˜ε,k
associated with Hill’s equation. We do not discuss such continued-fraction-functions here just to simplify
the presentation.
Lemma 5.6. Suppose f ∈ F(ℓ)
g(ℓ)
(f1, f2, b
2). Then, the following statements hold:
(1) maxj |fj |, |τ (f)|, |µ(f)|, |χ(f)| < 2−22ℓ for all (x, u) ∈ LR
(
gℓ−1, ρℓ−1
)
. Furthermore, |χ(fi)| <
(minj |τ (fj )|)10 for all (x, u) ∈ LR
(
gℓ−1, ρℓ−1
)
.
(2) The functions µ(f), χ(f) are C2-smooth, |∂αµ(f)|, |∂αχ(f)| < 2−22(ℓ−1)+3, |α| ≤ 2.
(3) Let ℓ ≥ 2. Either fi ∈ F(ℓ−1,+)g(ℓ−1) (fi,1, fi,2, b2i ), i = 1, 2, or fi ∈ F
(ℓ−1,−)
g(ℓ−1)
(fi,1, fi,2, b
2
i ), i = 1, 2. In the
first case, χ(fi,1) > −(minj τ (fj))8(χ(fi,2) − χ(fi,1)), χ(fi,2) ≥ (1/2)(χ(fi,2) − χ(fi,1)) + (
∏
j µ
(fi,j))1/2|bi| for
all (x, u) ∈ LR
(
gℓ−1, ρℓ−1
)
, i = 1, 2. In the second case, χ(fi,2) < (minj τ
(fj))8(χ(fi,2) − χ(fi,1)), χ(fi,1) ≤
−(1/2)(χ(fi,2) − χ(fi,1))− (∏j µ(fi,j))1/2|bi| for all (x, u) ∈ LR(gℓ−1, ρℓ−1), i = 1, 2.
(4) Let ℓ ≥ 2 and fi ∈ F(ℓ−1)g(ℓ−1)(fi,1, fi,2, b2i ). Then σ(fi,j) = σ(fi′,j′), for any i, j, i′, j′.
(5) σ(fi)∂uχ
(fi) > (τ (fi))2 , i = 1, 2.
(6) Assume χ(f)(x0, u0) = 0. Then, sgn f1(x0, u0)∂uχ
(f)|x0,u0 > (τ (f))2|x0,u0 .
(7) ∂2uχ
(f) > (1/2)(mini τ
(fi))4 for all (x, u) ∈ LR
(
gℓ−1, ρℓ−1
)
.
Proof. Parts (1),(2) follow straight from the definitions.
(3) Due to Definition 5.4, σˆ(f1) = σˆ(f2). Due to the definition of the sequences σˆ(·), this implies
that either fi ∈ F(ℓ−1,+)g(ℓ−1) (fi,1, fi,2, b2i ), i = 1, 2, or fi ∈ F
(ℓ−1,−)
g(ℓ−1)
(fi,1, fi,2, b
2
i ), i = 1, 2. Assume ℓ ≥ 2, fi ∈
F
(ℓ−1,+)
g(ℓ−1)
(fi,1, fi,2, b
2
i ), i = 1, 2. Recall that due to condition (b), |fi| < (minj τ (fj))10 < (χ(fi,2)−χ(fi,1))2/4 for
all (x, u) ∈ LR
(
gℓ−1, ρℓ−1
)
, i = 1, 2. As in Definition 5.4, set ai,j = u−χ(fi,j). Since |µ(fi,1)||µ(fi,2)||fi,2| < 1,
we have
(ai,1 − ai,2)2/4 = (χ(fi,2) − χ(fi,1))2/4 > |µ(fi,1)||µ(fi,2)||fi,2|(χ(fi,2) − χ(fi,1))2/4 >
|µ(fi,1)||µ(fi,2)||fi,2||fi| = |χ(fi,1)χ(fi,2) −
∏
j
µ(fi,j)b2i | = |(u − ai,1)(u− ai,2)−
∏
j
µ(fi,j)b2i |.(5.22)
Due to Definition 5.4 we are in the +-case in Lemma 5.3. So, (5.16) applies. In particular, (5.16) implies
χ(fi,1) = u − ai,1 ≥ −|γ|(ai,1 − ai,2) = −|γ|(χ(fi,2) − χ(fi,1)), χ(fi,2) = u − ai,2 ≥ (1/2)(ai,1 − ai,2) +
(
∏
j µ
(fi,j))1/2|bi| = (1/2)(χ(fi,2) − χ(fi,1)) + (
∏
j µ
(fi,j))1/2|bi| for all (x, u) ∈ LR
(
gℓ, ρℓ
)
, i = 1, 2. Here,
γ = (
√
1 + 4λ− 1)/2, λ = (ai,1 − ai,2)−2[(u − ai,1)(u − ai,2)−
∏
j µ
(fi,j)b2i ]. We have, due to conditions (b)
and (d) in Definition 5.4, |λ| < (ai,1 − ai,2)−2(minj τ (fj))10/2 < (minj τ (fj))8/2, |γ| < 2|λ| < (minj τ (fj))8.
This finishes the proof of the claim in the first case in (3). The verification for the second case is completely
similar. The verification in the case ℓ = 1 is also completely similar and we omit it.
(4) Due to Definition 5.4, σˆ(f1) = σˆ(f2). This implies the statement in part (4).
(5) The proof goes by induction over ℓ = 1, 2, . . . with the help of Lemma 5.3, similarly to the proof of
(3).
(6) Assume χ(f)(x0, u0) = 0. Set ai := u0 − χ(fi)(x0, u0), i = 1, 2, b := (
∏
i χ
(fi))1/2b(x0, u0). Recall that
χ =
∏
i µ
(fi)fi − b2
∏
i µ
(fi). Due to part (4),
∏
i µ
(fi) 6= 0. Hence one has (u0 − a1)(u0 − a2) − |b|2 = 0.
One can apply Lemma 5.3. Assume for instance u0 − a1(x0, u0) ≥ 0. Then (5.16) applies. Note that here
λ = 0, γ = 0. So, χ(f1)(x0, u0) > 0, χ
(f2)(x0, u0) > [(1/2)(χ
(f2)(x0, u0)− χ(f1) + (
∏
i χ
(fi))1/2|b|]|x0,u0 . From
this point, the derivation goes with the help of Lemma 5.3.
(7) Consider the case ℓ ≥ 2. Due to part (5), |∂uχ(fi)| > (τ (fi))2, sgn(∂uχ(f1)) = sgn(∂uχ(f2)). Due to
part (1), |χ(fi)| < (minj |τ (fj)|)10. Due to part (2), |∂αµ(f)|, |∂αχ(f)| < 2−22(ℓ−1)+3, |α| ≤ 2. Finally, due to
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Definition 5.4, one has |∂αu b2| < (minj τ (fj))10. Using these estimates, one obtains
∂2uχ
(f) ≥ |∂uχ(f1)||∂uχ(f2)| −
{|∂2uχ(f1)||χ(f2)|+ |∂2uχ(f2)||χ(f1)|+ |∂2u[µ(f1)µ(f2)b2]|}
≥
∏
i
(τ (fi))2 − 2 · 2−22(ℓ−2)+3(min
j
|τ (fj)|)10 − 6 · 2−22(ℓ−2)+3 · 2−22(ℓ−2)+3 · (min
j
|τ (fj)|)10
≥ (1/2)(min
j
τ (fj))4.
(5.23)
The estimation for ℓ = 1 is similar. 
We need the following elementary calculus statements.
Lemma 5.7. Let f(u) be a C2-function, u ∈ (t0 − ρ0, t0 + ρ0). Assume that σ0 = inf f ′′ > 0.
(0) The function f has at most two zeros.
(1) Assume that sgn(f ′(v1)) sgn(f
′(v2)) ≥ 0 for some v1 < v2. Then,
(v2 − v1)2 ≤ 2σ−10 |f(v1)− f(v2)|.
(2) Let |v0 − t0| < ρ02 . Assume −σ0ρ02 < f ′(v0) < 0. Then there exists v0 < u0 ≤ v0 + σ−10 |f ′(v0)| such
that f ′(u0) = 0. Similarly, if
σ0ρ0
2 > f
′(v0) > 0, then there exists v0 > u0 ≥ v0 − σ−10 |f ′(v0)| such that
f ′(u0) = 0.
(3) Let |v0 − t0| < ρ02 , 0 < ρ ≤ ρ0. Assume −σ
2
1ρ
2
256 < f(v0) ≤ 0, f ′(v0) < 0, σ1 := min(σ0, 1). Then there
exists t0−ρ0 < v0− ρ8 < v ≤ v0 such that f(v) = 0. Similarly, assume −σ
2
1ρ
2
256 < f(v0) ≤ 0, f ′(v0) > 0. Then
there exists v0 ≤ v < v0 + ρ8 < t0 + ρ0 such that f(v) = 0.
Assume in addition that sup |f ′| ≤ 1.
(4) Let |v0 − t0| < ρ02 , 0 < ρ ≤ ρ0. Assume −σ
2
1ρ
2
256 < f(v0) ≤ 0, −σ
2
1ρ
2
256 < f
′(v0) < 0. Then there exist
t0 − ρ0 < v0 − ρ8 < v1 ≤ v0 < v2 < v0 + ρ4 < t0 + ρ0 such that f(vj) = 0 j = 1, 2. Similarly, assume that
−σ21ρ2256 < f(v0) ≤ 0, σ
2
1ρ
2
256 > f
′(v0) > 0. Then there exist t0 − ρ0 < v0 − ρ4 < v1 < v0 ≤ v2 < v0 + ρ8 < t0 + ρ0
such that f(vj) = 0, j = 1, 2.
(5) If f has two zeros v1 < v2, |vi − v0| < ρ02 , then −f ′(v1), f ′(v2) > σ
2
1(v2−v1)
2
256 .
Remark 5.8. Lemma 5.9 below addresses the analysis of the two eigenvalues produced by the simplest
one-pair resonance matrix. In more general cases we need a more elaborate analysis, which is presented in
the proof of Lemma 5.10. The proof of the latter lemma gives a very clear idea what the proof of Lemma 5.9
is about, and hence we omit the proof of Lemma 5.9. We discuss the proof of Lemma 5.10 in complete
detail since this is exactly the central part of the continued-fraction-functions theory. Lemma 5.9 is needed
in order to see that after the first pair-resonance kicks in, the resulting eigenvalues do obey the conditions
of Lemma 5.10. That is why we need (5.25) in the statement of Lemma 5.9.
Lemma 5.9. Let f ∈ F(ℓ)
g(ℓ),r(ℓ)
.
(1) For any x ∈ (−ξ0, ξ0), the equation χ(f) = 0 has at most two solutions ζ−(x) ≤ ζ+(x).
(2) Let ℓ ≥ 2. Assume that the following conditions hold:
(a) ζ+(0) and ζ−(0) exist, χ
(f1)(0, ζ+(0)) = 0, χ
(f2)(0, ζ−(0) = 0.
(b) |χ(f1)(x, gℓ−1(x))|, |χ(f2)(x, gℓ−1(x))| < (τ0)6ρℓ−1 for all x.
(c) |b| < (τ0)6ρℓ−1 for all x, u, where τ0 := infx,u(mini τ (fi)).
Then, ζ+(x) and ζ−(x) exist for all x ∈ (−ξ0, ξ0). The functions ζ+(x), ζ−(x) are C2-smooth on (−ξ0, ξ0)
and obey the estimates (5.2), (5.3), where ai = u− fi, and also the following estimates:
(5.24) |ζ±(x)− gℓ−1(x)| < ρℓ−1/2,
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∂uχ
(f)|x,ζ−(x) < −(τ (f)|x,ζ−(x))2 < 0, ∂uχ(f)|x,ζ+(x) > (τ (f)|x,ζ+(x))2 > 0,
ζ+(x) − ζ−(x) > 1
8
[−∂uχ(f)|x,ζ−(x) + ∂uχ(f)|x,ζ+(x)],
−∂uχ(f)|x,ζ−(x), ∂uχ(f)|x,ζ+(x) ≥
σ21(ζ+(x)− ζ−(x))2
256
,
|χ(f)(x, u)| ≥ min(σ1
2
(u− ζ−(x))2, σ1
2
(u − ζ+(x))2
)
,
(5.25)
where σ1 := (1/8)(infx,u(mini τ
(fi)))4.
As we mentioned in Remark 5.8, for our applications we will also need a certain generalization of the
last lemma. Namely, we need to analyze the case when condition (c) fails, that is, |b| ≮ (τ0)6ρℓ−1. This
happens when ρℓ−1 is too small. The specific situation is as follows. Let gt,±(x) be C
2-functions on (−ξ0, ξ0),
0 < ρt+1 < ρt < 1, t = 0, . . . , ℓ− 1. Assume that gt,−(x) < gt,+(x) for every x. Assume that LR
(
gℓ′,±, ρℓ′
) ⊃
LR
(
gℓ′+1,±, ρℓ′+1
)
, ℓ′ = 0, 1, . . . . Set g
(t)
± = (g0,±, . . . , gt−1,±). Using these notations, assume that f ∈
F
(ℓ)
g
(ℓ)
−
(f1, f2, b) and also f ∈ F(ℓ)
g
(ℓ)
+
(f1, f2, b). This means in particular that if (x, u) ∈ LR
(
gℓ−1,−, ρℓ−1
) ∩
LR
(
gℓ−1,+, ρℓ−1
)
, then f(x, u), f1, f2, b, and also the rest of the functions involved in the definition are
the same no matter in which way one defines them. We use the notation χ(f)(x, u) for the corresponding
function. Note that it is well-defined and smooth in LR
(
gℓ−1,−, ρℓ−1
) ∪ LR(gℓ−1,+, ρℓ−1).
Assume that the following conditions hold:
(α) |χ(f)(x, gℓ−1,±(x))| < σ
13
1 ρ
8
283 , with σ1 := (1/8)(infx,u(mini τ
(fi)))4, 0 < ρ ≤ ρℓ−1.
(β)
∏
i χ
(fi)|0,gℓ−1,±(0) = 0.
(γ) gℓ−1,+(x)− gℓ−1,−(x) + σ
6
1ρ
4
239 ≥ min
(
1
8 [|∂uχ(f)|x,gℓ−1,+(x)|+ |∂uχ(f)|x,gℓ−1,−(x)|], ρℓ−1
)
.
(δ)
σ21ρ
2
128 +min(−∂uχ(f)|x,gℓ−1,−(x), ∂uχ(f)|x,gℓ−1,+(x)) ≥ min
(σ21(gℓ−1,+(x)−gℓ−1,−(x))2
256 ,
σ21ρ
2
64
)
.
Lemma 5.10. For any x ∈ (−ξ0, ξ0), the equation χ(f)(x, u) = 0 has exactly two solutions ζ−(x) < ζ+(x).
The functions ζ+(x), ζ−(x) are C
2-smooth on (−ξ0, ξ0), obey the estimates (5.2), (5.3), where ai = u − fi,
and also the following estimates,
(5.26) |ζ±(x)− gℓ−1,±(x)| < σ
2
1ρ
2
212
,
(5.27) ∂uχ
(f)|x,ζ−(x) ≤ −(τ (f))2(x, ζ−(x)) < 0, ∂uχ(f)|x,ζ+(x) ≥ (τ (f))2(x, ζ+(x)) > 0,
(5.28) ζ+(x)− ζ−(x) ≥ min
(1
8
[−∂uχ(f)|x,ζ−(x) + ∂uχ(f)|x,ζ+(x)], ρℓ−1
)
,
(5.29) − ∂uχ(f)|x,ζ−(x), ∂uχ(f)|x,ζ+(x) ≥ min
(σ21(ζ+(x) − ζ−(x))2
256
,
σ21ρ
2
128
)
,
(5.30) |χ(f)(x, u)| ≥ min(σ1
2
(u− ζ−(x))2, σ1
2
(u− ζ+(x))2), if min(|u − ζ−(x)|, |u − ζ+(x)|) < σ
2
1ρ
2
211
.
Proof. Note that χ(f)(0, gℓ−1,±(0)) =
∏
i χ
(fi)|0,gℓ−1,±(0) = 0. So, ζ±(0) exist. Then, ζ±(x) can be defined via
continuation, starting at x = 0, and the standard implicit function theorem, as long as the point (x, ζ±(x))
does not leave the domain LR
(
gℓ−1,−, ρℓ−1
) ∪ LR(gℓ−1,+, ρℓ−1). Due to condition (β), (5.26) holds for |x|
sufficiently small.
Assume that ζ+(x) and ζ−(x) are defined and obey (5.26) for all x ∈ [0, x0). The standard implicit
function theorem arguments apply to show that ζ±(x) are well defined for x ∈ [0, x1) with x1−x0 > 0 being
small. We claim that in fact (5.26), (5.27) hold for any x ∈ [0, x1). Let x ∈ [0, x1) be arbitrary. Note first
of all that since ζ−(0) < ζ+(0), the implicit function theorem arguments imply that ζ−(x) < ζ+(x) for any
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x ∈ [0, x1). Assume first gℓ−1,+(x) − gℓ−1,−(x) < 2ρℓ−1. Then, χ(f)(x, ·) is a C2-smooth function defined
in (gℓ−1,−(x) − ρℓ−1, gℓ−1,+(x) + ρℓ−1). Due to part (7) of Lemma 5.6, ∂2uχ(f) > σ1 everywhere. Since
χ(f)(x, ζ±(x)) = 0, ζ−(x) < ζ+(x), one concludes that ∂uχ
(f)|x,ζ−(x) < 0, ∂uχ(f)|x,ζ+(x) > 0. Combined
with part (6) of Lemma 5.6, this implies (5.27). Furthermore, χ(f)(x, ·) has exactly two zeros. Due to part
(1) of Lemma 5.7, one concludes that min+,− |ζ±(x) − gℓ−1,−(x)| <
(
2σ−11 |χ(f)(x, gℓ−1,−(x))|
)1/2
<
σ61ρ
4
241 .
Similarly, min+,− |ζ±(x) − gℓ−1,−(x)| < σ
6
1ρ
4
241 . Assume first max+,− |ζ−(x) − gℓ−1,±(x)| < σ
6
1ρ
4
240 . Then,
gℓ−1,+(x) − gℓ−1,−(x) < σ
6
1ρ
4
239 . Due to condition (γ), one obtains
σ61ρ
4
238 > gℓ−1,+(x) − gℓ−1,−(x) + σ
6
1ρ
4
239 ≥
2−3[|∂uχ(f)||x,gℓ−1,+(x) + |∂uχ(f)||x,gℓ−1,−(x)]. In particular, σ
6
1ρ
4
235 > |∂uχ(f)||x,gℓ−1,+(x). Since |∂2uχ(f)| < 8,
one concludes |∂uχ(f)||x,ζ−(x) < σ
6
1ρ
4
234 . Due to part (4) of Lemma 5.7, one concludes that ζ+(x) − ζ−(x) <
σ21ρ
2
213 . Since max+,− |ζ−(x) − gℓ−1,±(x)| < σ
6
1ρ
4
240 , (5.26) follows. Similarly, (5.26) follows if max+,− |ζ+(x) −
gℓ−1,±(x)| < σ
6
1ρ
4
240 . Assume now max+,− |ζ−(x)− gℓ−1,±(x)| ≥ σ
6
1ρ
4
240 and max+,− |ζ+(x)− gℓ−1,±(x)| ≥ σ
6
1ρ
4
240 .
Since ζ−(x) < ζ+(x), gℓ−1,−(x) < gℓ−1,+(x), min+,− |ζ±(x)−gℓ−1,+(x)| < σ
6
1ρ
4
241 , min+,− |ζ±(x)−gℓ−1,−(x)| <
σ61ρ
4
241 , one concludes that |ζ±(x) − gℓ−1,±(x)| < σ
6
1ρ
4
241 . In particular, (5.26) holds. This finishes the proof of
the claim in case gℓ−1,+(x) − gℓ−1,−(x) < 2ρℓ−1.
Assume now gℓ−1,+(x) − gℓ−1,−(x) ≥ 2ρℓ−1. In this case, due to condition (δ),
min(−∂uχ(f)|x,gℓ−1,−(x), ∂uχ(f)|x,gℓ−1,+(x)) ≥ σ
2
1ρ
2
128 . Recall that |ζ±(x) − gℓ−1,±(x)| < σ
2
1ρ
2
212 and |∂2uχ(f)| < 8.
This implies in particular −∂uχ(f)|x,ζ−(x), ∂uχ(f)|x,ζ+(x) > σ
2
1ρ
2
256 . Combined with part (6) of Lemma 5.6,
this implies (5.27). Since gℓ−1,+(x) − gℓ−1,−(x) ≥ 2ρℓ−1, it follows from part (1) of Lemma 5.7 that
|ζ±(x) − gℓ−1,±(x)| < σ
6
1ρ
4
241 . Thus, (5.26) holds. This finishes the verification of the claim.
It follows from the claim that ζ+(x) and ζ−(x) can be defined for all x. These functions are C
2-smooth
and obey (5.26), (5.27). Let us verify (5.28). Assume first gℓ−1,+(x)− gℓ−1,−(x) < 2ρℓ−1. Then, χ(f)(x, ·) is
a C2-smooth function defined in (gℓ−1,−(x) − ρℓ−1, gℓ−1,+(x) + ρℓ−1). Therefore, (5.28) follows from (5.27)
since |∂2uχ(f)| < 8. The estimate (5.29) follows from part (5) of Lemma 5.7. The estimate (5.30) follows from
part (1) of Lemma 5.7, and in fact, in this case it holds for any u. Assume gℓ−1,+(x) − gℓ−1,−(x) ≥ 2ρℓ−1.
In this case, (5.28) follows from (5.26). Above we verified that −∂uχ(f)|x,ζ−(x), ∂uχ(f)|x,ζ+(x) > σ
2
1ρ
2
256 . Note
also that
σ21(ζ+(x)−ζ−(x))
2
256 >
σ21
128 . This verifies (5.29) for this case. Assume |u − ζ−(x)| < σ
2
1ρ
2
211 . Then,
∂uχ
(f)|x,u < −σ
2
1ρ
2
256 < 0. So, part (1) in Lemma 5.7 applies and (5.30) follows. The case |u− ζ+(x)|) < σ
2
1ρ
2
256
is similar. 
6. Matrices with an Ordered System of Pair Resonances
Recall that our ultimate goal is to develop a theory which will allow us to analyze the matrices in (1.17)
for all values of k. As we have mentioned at the beginning of Section 4, the theory of matrix functions with
a pair of resonant eigenvalues expands the set of k which may be covered, but is insufficient to include all k.
More specifically, if k has a very sharp approximation by a finite sequence of values ξ(nj) consisting of more
than one element, then we cannot apply the theory which was developed in Section 4.
However, since we assume the Diophantine condition |ξ(n)| ≥ a0|n|−b0 , the points nj for which |k −
ξ(nj)| ≪ a0|nj|−b0 obey |n1| ≪ |n2| ≪ · · · . This leads to so-called matrices with an ordered system of pair
resonances, which we analyze in this section. The best way to think of this class of matrices is to look at the
case when we have a pair resonance and then another pair resonance at a very large distance on the lattice
from the first pair, and then we have a resonance produced by one eigenvalue coming from the first pair and
another one coming from the second pair.
The expansion from the domain, say Λ(s1), containing the first pair to a much bigger domain, say Λ(s2),
containing both pairs, should be done on the multi-scale analysis basis. This transition is similar to the
one described in Section 3 when we do not see any resonances at all up to certain scale. This was done on
an inductive basis. The definitions in the current section are also done on an inductive basis and require,
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as always, an extensive list of details. As usual, the most important ones are related to the split between
the eigenvalues and the Green function comparison. The Definition 6.1 below addresses the case when the
second pair of resonances has not kicked in yet. Definition 6.3 gives the setup with the next level resonant
pair in place. Once again it is on an inductive basis.
Let Λ be a subset of T. Let v(n), n ∈ Λ, h0(m,n), m,n ∈ Λ, m 6= n and HΛ,ε be as in (3.1)–(3.4). We
assume that β0, δ0 and R
(u), δ
(u)
0 , u = 1, 2, . . . are as in Remark 3.1 and Definition 3.2.
Definition 6.1. Let s > 0, q > 0 be integers. Assume that the classes of ma-
trices OPR(s,s
′)
(
m˜+0 , m˜
−
0 , Λ˜; δ0, τ
(0)
)
are defined for s ≤ s′ ≤ s + q − 1, starting with
OPR(s,s)
(
m˜+0 , m˜
−
0 , Λ˜; δ0, τ
(0)
)
:= OPR(s)
(
m˜+0 , m˜
−
0 , Λ˜; δ0, τ
(0)
)
being as in Definition 4.1. Let m+0 , m
−
0 ∈ Λ.
Assume that there are subsets M(s
′,+) =
{
m+j : j ∈ J (s
′)
}
, M(s
′,−) =
{
m−j : j ∈ J (s
′)
}
, Λ(s
′)(m+j ) =
Λ(s
′)(m−j ), j ∈ J (s
′), with s ≤ s′ ≤ s+ q− 1, and also subsets M(s′), Λ(s′)(m), m ∈M(s′), 1 ≤ s′ ≤ s+ q− 1
such that the following conditions are valid:
(i) m±0 ∈M(s+q−1,±), (so, by convention, 0 ∈ J (s+q−1)), m ∈ Λ(s
′)(m) ⊂ Λ for any m.
(ii)
M
(s′)(Λ) ∩M(s′′)(Λ) = ∅, for any possible superscript indices s′ 6= s′′,
Λ(s
′)(m′) ∩ Λ(s′′)(m′′) = ∅, unless s′ = s′′, and m′ = m′′ or m′ = m±j , m′′ = m∓j .
(iii) For τ (0) > 0 and any m+j ∈ M(s
′,+), s′ ≥ s, HΛ(s′)(m+j ),ε ∈ OPR
(s,s′)
(
m+j ,m
−
j ,Λ
(s′)(m+j ); δ0, τ
(0)
)
.
For any m ∈M(s′), HΛ(s′)(m),ε ∈ N(s
′)(m,Λ(s
′)(m), δ0).
(iv) Let δ
(s′)
0 , R
(s′) be as in Definition 3.2. Then,(
m′ +B(R(s
′))
) ⊂ Λ(s′)(m′), for any m′, s′,(
m±j +B(R
(s′))
) ⊂ Λ(s′)(m+j ), for any j, s ≤ s′ < s+ q,(
m±0 +B(R
(s+q))
) ⊂ Λ.
(v) Given m+j ∈M(s
′,+), let E(s
′,±)
(
m+j ,Λ
(s′)(m+j ); ε
)
, Q(s
′)
(
m±j ,Λ
(s′)(m+j ); ε, E
)
, etc. be the functions
defined for the matrix HΛ(s′)(m+j ),ε
. (Here, E(s,±)
(
m+j ,Λ
(s)(m+j ); ε
)
are just as in Proposition 4.2.
Below in Proposition 6.2 we will give the construction of these functions for s′ > s, which justifies the
use of these functions in our inductive definition.) Similarly, givenm ∈M(s′), let E(s′)(m,Λ(s′)(m); ε)
be the functions defined for the matrix HΛ(s′)(m),ε ∈ N(s
′)(m,Λ(s
′)(m), δ0). For each m
+
j ∈ M(s
′,+),
m+j /∈ {m+0 ,m−0 }, s ≤ s′ < s+ q, any ε ∈ (−εs−1, εs−1), ( see (3.8) ), we have
3δ
(s+q−1)
0 ≤ |E(s+q−1,±)
(
m+j ,Λ
(s+q−1)(m+j ); ε
)− E(s+q−1,±)(m+0 ,Λ(s+q−1)(m+0 ); ε)| ≤ δ(s+q−2)0 ,(6.1)
3δ
(s+q−1)
0 ≤ |E(s+q−1,∓)
(
m+j ,Λ
(s+q−1)(m+j ); ε
)− E(s+q−1,±)(m+0 ,Λ(s+q−1)(m+0 ); ε)|,(6.2)
δ
(s′)
0
2
≤ |E(s′,±)(m+j ,Λ(s′)(m+j ); ε)− E(s+q−1,±)(m+0 ,Λ(s+q−1)(m+0 ); ε)| ≤ δ(s′−1)0 , for s ≤ s′ < s+ q − 1,
(6.3)
δ
(s′)
0
2
≤ |E(s′,∓)(m+j ,Λ(s′)(m+j ); ε)− E(s+q−1,±)(m+0 ,Λ(s+q−1)(m+0 ); ε)|, for s ≤ s′ < s+ q − 1.(6.4)
Furthermore, for any m ∈M(s′), 1 ≤ s′ ≤ s+ q − 1 and any ε ∈ (−εs−1, εs−1), we have
δ(s
′)
2
≤ |E(s′)(m,Λ(s′)(m); ε)− E(s+q−1,+)(m+0 ,Λ(s+q−1)(m+0 ); ε)| ≤ δ(s′−1)0 .
(vi) |v(n) − v(m+0 )| ≥ 2δ40 for any n ∈ Λ \
([⋃
1≤s′≤s+q−1
⋃
m∈M(s′) Λ
(s′)(m)
] ∪[⋃
s≤s′≤s+q−1
⋃
j∈J(s′) Λ
(s′)(m+j )
])
.
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(vii) In Proposition 6.2 we will show inductively that the functions
K(s+q)(m,n,Λ; ε, E) = (E −HΛ
m
+
0 ,m
−
0
)−1(m,n), m, n ∈ Λm+0 ,m−0 := Λ \ {m
+
0 ,m
−
0 },
Q(s+q)(m±0 ,Λ; ε, E) =
∑
m′,n′∈Λ
m
±
0 ,m
−
0
h(m±0 ,m
′; ε)K(s+q)(m′, n′; Λ; ε, E)h(n′,m±0 ; ε)
(6.5)
are well-defined for any ε ∈ (−εs−1, εs−1) and any
E ∈
⋃
±
(E(s+q−1,±)
(
m+0 ,Λ
(s+q−1)(m+0 ); ε)− 2δ(s+q−1)0 , E(s+q−1,±)
(
m+0 ,Λ
(s+q−1)(m+0 ); ε) + 2δ
(s+q−1)
0 ).
We require that for these ε, E and with τ (0) from (iii), we have
(6.6) v(m+0 ) +Q
(s+q)(m+0 ,Λ, E) ≥ v(m−0 ) +Q(s+q)(m−0 ,Λ; ε, E) + τ (0).
Then we say that HΛ,ε ∈ OPR(s,s+q)
(
m+0 ,m
−
0 ,Λ; δ0, τ
(0)
)
. We set s(m±0 ) = s + q. We call m
+
0 , m
−
0 the
principal points and Λ(s+q−1)(m±0 ) the (s+ q − 1)-set for m±0 .
In the next proposition we state the main properties of matrix-functions HΛ,ε ∈
OPR(s,s+q)
(
m+0 ,m
−
0 ,Λ; δ0, τ
(0)
)
. The proof of the proposition goes via induction in q = 0, 1, . . . . As
always the main tool is the general multi-scale analysis scheme from Proposition 2.8. The derivation of
the properties of the resonant eigenvalues and, in particular, the strict ordering between two resonant
eigenvalues in part (5) of the proposition requires the application of Lemma 5.10.
Proposition 6.2. For each q and any HΛ,ε ∈ OPR(s,s+q)
(
m+0 ,m
−
0 ,Λ; δ0, τ
(0)
)
, one can define the functions
E(s+q,±)(m+0 ,Λ; ε
)
so that the following conditions hold.
(0) E(s+q,±)
(
m+0 ,Λ; ε
)
are C2-smooth in ε ∈ (−εs−1, εs−1) (see (3.8)).
(1) Let D(·; Λ(s′)(m)), 1 ≤ s′ ≤ s+ q− 1, m ∈M(s′) be defined as in Proposition 3.3. Define inductively
the functions D(·; Λ(s′)(m+j )), s ≤ s′ ≤ s + q − 1, j ∈ J(s′), and the function D(·; Λ) as follows.
For s′ = s, let D(·; Λ(s′)(m+j )) be just D(·; Λ) from Proposition 4.2 with Λ(s
′)(m+j ) in the role of
Λ and m+j in the role of m
+
0 . Similarly, for s
′ > s, let D(·; Λ(s′)(m+j )) be just D(·; Λ) from the
current proposition with Λ(s
′)(m+j ) in the role of Λ and m
+
j in the role of m
+
0 . Set D(x; Λ) =
D(x; Λ(s
′)(m)) if x ∈ Λ(s′)(m) for some s′ ≤ s − 1, or if x ∈ Λ(s′)(m), m = m+j , j ∈ J (s
′),
s′ ≥ s, m+j /∈ {m+0 ,m−0 }. Set D(x; Λ) = 4 log δ−10 if x ∈ Λ \
([⋃
1≤s′≤s+q−1
⋃
m∈M(s′) Λ
(s′)(m)
] ∪[⋃
s≤s′≤s+q−1
⋃
j∈J(s′) Λ
(s′)(m+j )
])
. Finally, set D(m±0 ; Λ) = D0 := 4 log(δ
(s+q)
0 )
−1.
Then, D(·; Λ) ∈ GΛ,T,κ0 , T = 4κ0 log δ−10 , and
max
x/∈{m+0 ,m
−
0 }
D(x) ≤ 4 log(δ(s+q−1)0 )−1, max
x∈Λ
D(x) ≤ 4 log(δ(s+q)0 )−1.
(2) Let q ≥ 1, L(s+q−1,±) := LR
(
E(s+q−1,±)
(
m+0 ,Λ
(s+q−1)(m+0 ); ε
)
, 2δ
(s+q−1)
0
)
. For any (ε, E) ∈
L(s+q−1,+) ∪ L(s+q−1,−), the matrix (E −HΛ\{m+0 ,m−0 },ε) is invertible. Moreover,
(6.7) |[(E −HΛ\{m+0 ,m−0 },ε)
−1](x, y)| ≤ sD(·;Λ\{m+0 ,m−0 }),T,κ0,|ε|;Λ\{m+0 ,m−0 },R(x, y).
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(3) The functions
K(s+q)(m,n,Λ; ε, E) = (E −HΛ
m
+
0
,m
−
0
)−1(m,n), m, n ∈ Λm+0 ,m−0 := Λ \ {m
+
0 ,m
−
0 },
Q(s+q)(m±0 ,Λ; ε, E) =
∑
m′,n′∈Λ
m
±
0
,m
−
0
h(m±0 ,m
′; ε)K(s+q)(m′, n′; Λ; ε, E)h(n′,m±0 ; ε),
G(s+q)(m±0 ,m
∓
0 ,Λ; ε, E) = h(m
±
0 ,m
∓
0 , ε) +
∑
m′,n′∈Λ
m
+
0 ,m
−
0
h(m±0 ,m
′; ε)K(s+q)(m′, n′; Λ; ε, E)h(n′,m∓0 ; ε)
(6.8)
are well-defined and C2-smooth in L(s+q−1,+) ∪ L(s+q−1,−). The following identities hold:
(6.9) Q(s+q)(m±0 ,Λ; ε, E) = Q
(s+q)(m±0 ,Λ; ε, E), G
(s+q)(m+0 ,m
−
0 ,Λ; ε, E) = G
(s+q)(m−0 ,m
+
0 Λ; ε, E).
(4) Let (ε, E) ∈ L(s+q−1,+) ∪ L(s+q−1,−). Then, E ∈ specHΛ,ε if and only if E obeys
χ(ε, E) :=
(
E − v(m+0 )−Q(s+q)(m+0 ,Λ; ε, E)
) · (E − v(m−0 )−Q(s+q)(m−0 ,Λ; ε, E))
−G(s+q)(m+0 ,m−0 ,Λ; ε, E)G(s+q)(m−0 ,m+0 ,Λ; ε, E) = 0.
(6.10)
(5) For ε ∈ (−εs−1, εs−1), the equation
(6.11) χ(ε, E) = 0
has exactly two solutions E = E(s+q,±)(m+0 ,Λ; ε), obeying E
(s+q,−)(m+0 ,Λ; ε) < E
(s+q,+)(m+0 ,Λ; ε)
and
(6.12) |E(s+q,±)(m+0 ,Λ; ε)− E(s+q−1,±)(m±0 ,Λ(s+q−1)(m+0 ); ε)| < |ε|(δ(s+q−1)0 )3.
(6)
specHΛ,ε ∩ {E : min
±
|E − E(s+q−1,±)(m+0 ,Λ(s−1)(m+0 ); ε)| < 8(δ(s+q−1)0 )1/4}
= {E(s+q,+)(m+0 ,Λ; ε), E(s+q,−)(m+0 ,Λ; ε)},
E(s+q,±)(m+0 ,Λ; 0) = v(m
±
0 ).
(6.13)
Let
(6.14) (δ
(s+q)
0 )
4 < min
±
|E − E(s+q−1,±)(m+0 ,Λ(s+q−1)(m+0 ); ε)| < (δ(s+q−1)0 )1/2, E ∈ R.
Then the matrix (E −HΛ,ε) is invertible. Moreover, with D(x; Λ) as in part (1),
(6.15) |[(E −HΛ,ε)−1](x, y)| ≤ SD(·;Λ),T,κ0,|ε|;k,Λ,R(x, y).
(7) Set
β± =
G(s+q)(m∓0 ,m
±
0 ,Λ; ε, E
(s+q,±)(m+0 ,Λ; ε))
E(s+q,±)(m+0 ,Λ; ε)− v(m∓0 )−Q(s+q)(m∓0 ,Λ; ε, E(s+q,±)(m+0 ,Λ; ε))
,
ϕ(s+q,±)(n,Λ; ε) = −
∑
x∈Λ\{m+0 ,m
−
0 }
(E(s+q,±)(m+0 ,Λ; ε)−HΛ\{m+0 ,m−0 })
−1(n, x)×
[h(x,m±0 ; ε) + h(x,m
∓
0 ; ε)β
±], n /∈ {m+0 ,m−0 },
ϕ(s+q,±)(m±0 ,Λ; ε) = 1, ϕ
(s+q,±)(m∓0 ,Λ; ε) = β
±.
(6.16)
Then the vector ϕ(s+q,±)(Λ; ε) := (ϕ(s+q,±)(n,Λ; ε))n∈Λ is well-defined and obeys HΛ,εϕ
(s+q,±)(Λ; ε) =
E(s+q,±)(m+0 ,Λ; ε)ϕ
(s+q,±)(Λ; ε),
(6.17) |ϕ(s+q,±)(n,Λ; ε)| ≤ |ε|1/3
[
exp
(
− 7κ0
8
|n−m+0 |α0) + exp(−
7κ0
8
|n−m−0 |α0
)]
, n /∈ {m+0 ,m−0 },
|ϕ(s+q,±)(m∓0 ,Λ; ε)| ≤ 1.
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Definition 6.3. Assume that the classes GSR[s
(h)]
(
m(h),m+,m−,Λ; δ0, t
(h)
)
,
GSR[s
(h),s(h)+q]
(
m(h),m+,m−,Λ; δ0, t
(h)
)
are defined for all h = 1, . . . , ℓ, ℓ ≥ 2, starting with
GSR[s
(1)]
(
m(1),m+,m−,Λ; δ0, t
(1)
)
, GSR[s
(1),s(1)+q]
(
m(1),m+,m−,Λ; δ0, t
(1)
)
being as in Definition 4.1
and Definition 6.1, respectively. Here, m(h) ⊂ Λ, |m(h)| = 2h+1, s(h) = (s(0), s(1), . . . , s(h)), s(k) ∈ N,
s(k) < s(k+1), t(h) = (τ (0), . . . , τ (h)), τ (k) > τ (k+1) > 0. Let HΛ,ε be as in (3.1)–(3.4) and let δ
(s′)
0 , R
(s′) be
as in Definition 3.2. Let q be such that τ (ℓ) > (δ
(s(ℓ)+q−1)
0 )
1/4. Let m+,m− ∈ Λ. Assume that there are
subsets M ⊂ Λ, Λ(m) ⊂ Λ, m ∈M, such that the following conditions hold:
(i) m± ∈M, m ∈ Λ(m) for any m.
(ii) For any m ∈ M, HΛ(m),ε belongs to one of the classes we have introduced before with s(m) ≤
s(ℓ) + q(ℓ) − 1 (for the notation s(m), see Definitions 3.2, 4.1, 6.1). Furthermore, HΛ(m±),ε ∈
GSR[s
(ℓ),s(ℓ)+q−1]
(
m(ℓ,±),Λ(m±); δ0, t
(ℓ)
)
with some m(ℓ,±) ⊂ Λ(m±), m± ∈ m(ℓ,±). Given m ∈ M
such that HΛ(m),ε ∈ GSR[s(ℓ
′),s(ℓ
′)
+ q′]
(
m(ℓ
′),Λ(m); δ0, t
(ℓ′)
)
, we set s(m) := s(ℓ
′) + q′, which is the
largest integer involved in the latter notation.
(iii) For any m,m′, either Λ(m) ∩ Λ(m′) = ∅, or Λ(m) = Λ(m′), in which case m,m′ are the principal
points for HΛ(m),ε. We use the notation m
′ = •m for the latter case. In the former case we say that
•m does not exist and {m, •m} = {m}. Finally, •m+ 6= m−, that is, Λ(m+) 6= Λ(m−).
(iv) Let m ∈ M. There exists a unique real-analytic function E(m,Λ(m); ε), ε ∈ (−εs−1, εs−1) such
that E(m,Λ(m); ε) is a simple eigenvalue of HΛ(m),ε and E(m,Λ(m); 0) = v(m). Furthermore, let
m ∈M \ {m+, •m+,m−, •m−} be arbitrary. The following estimates hold:
(δ
(s(ℓ)+q−1)
0 )
1/2 ≤ min
m′∈{m,•m}
|E(m+,Λ(m+); ε)− E(m′,Λ(m′); ε)| ≤ δ(s(ℓ)+q−2)0 if s(m) = s(ℓ) + q − 1,
(6.18)
|E(m−,Λ(m−); ε)− E(m+,Λ(m+); ε)| ≤ (δ(s(ℓ)+q−1)0 )5/8,(6.19)
δ
(s(m))
0
2
≤ min
m′∈{m,•m}
|E(m+,Λ(m+); ε)− E(m′,Λ(m′); ε)| ≤ δ(s(m)−1)0 if s(m) < s(ℓ) + q − 1.
(v)
(
m+B(R(s(m))
) ⊂ Λ(m).
(vi) |v(n)− v(m0)| ≥ 2δ40 for any n ∈ Λ \
⋃
m∈M Λ(m).
(vii) For any ε ∈ (−εs−1, εs−1), (see (3.8)), and any
(6.20) E ∈ (E(m+,Λ(m+); ε)− (δ(s(ℓ)+q−1)0 )1/2, E(m+,Λ(m+); ε)+ (δ(s(ℓ)+q−1)0 )1/2),
the functions
(6.21) Q(m±,Λ; ε, E) =
∑
m′,n′∈Λ\{m+,m−}
h(m±,m′; ε)(E −HΛ\{m+,m−})−1(m′, n′)h(n′,m±; ε)
are well-defined. We require that for these ε, E and some τ (ℓ+1) > 0, we have
(6.22) v(m+) +Q(m+,Λ, E) ≥ v(m−) +Q(m−,Λ; ε, E) + τ (ℓ+1).
In this case we say that HΛ,ε ∈ GSR[s(ℓ+1)]
(
m(ℓ+1),Λ; δ0, t
(ℓ+1)
)
, m(ℓ+1) =
⋃
±m
(ℓ,±), s(ℓ+1) =
(s(1), . . . , s(ℓ+1)), s(ℓ+1) = s(ℓ) + q, t(ℓ+1) = (τ (0), . . . , τ (ℓ+1)). We call m(ℓ+1) the principal set for HΛ,ε and
m+,m− the principal points for HΛ,ε. We set s(m
±) = s(ℓ+1). We call Λ(s(m
±)−1)(m±) the (s(m±)− 1)-set
for m±.
The following theorem describes the properties of the most general matrices we study in this work.
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Theorem 6.4. Let HΛ,ε ∈ GPR[s(ℓ+1),s(ℓ+1)+q]
(
m(ℓ+1),m+,m−,Λ; δ0, t
(ℓ+1)
)
. The following statements hold:
(1) Define inductively D(x; Λ) = D(x; Λ \ {m+,m−}) = D(x; Λ \ m(ℓ+1)) = D(x; Λ(m)) if x ∈
Λ(m) \ m(ℓ+1), D(x; Λ) = D(x; Λ \ {m+,m−}) = 4 log(δ(s(ℓ+1)+q−1)0 )−1 if x ∈ m(ℓ+1) \ {m+,m−}, and
D(x; Λ) = 4 log(δ
(s(ℓ+1)+q)
0 )
−1 if x ∈ {m+,m−}. Then, D(·; Λ\m(ℓ+1)) ∈ GΛ\m(ℓ+1),T,κ0 , D(·; Λ\{m+,m−}) ∈
GΛ\{m+,m−},Zν\{m+,m−},T,κ0 , D(·; Λ) ∈ GΛ,T,κ0 .
(2) Let L(s
(ℓ+1)+q−1,±) := LR
(
E
(
m±,Λ(m+); ε
)
, 2δ
(s(ℓ+1)+q−1)
0
)
. For any (ε, E) ∈ L(s(ℓ+1)+q−1,±),
(6.23) |(E −HΛ\{m+,m−},ε)−1(x, y)| ≤ sD(·;Λ\{m+,m−}),T,κ0,|ε|;Λ\{m+,m−},R(x, y).
(3) The functions
Q(s
(ℓ+1)+q)(m±,Λ; ε, E) =
∑
m,n∈Λ\{m+,m−}
h(m±,m; ε)(E −HΛ\{m+,m−})−1(m,n)h(n,m±; ε),
G(s
(ℓ+1)+q)(m±,m∓,Λ; ε, E) = h(m±,m∓; ε) +
∑
m,n∈Λ\{m+,m−}
h(m±,m; ε)(E −HΛ\{m+,m−})−1(m,n)h(n,m∓; ε)
(6.24)
are well-defined and and C2-smooth in the domain L(s
(ℓ+1)+q−1,+) ∪ L(s(ℓ+1)+q−1,−),
Furthermore, set ρ0 = δ
(s(ℓ+1)+q−1), ρj = ρ0, gj = g0, j = 1, . . . , ℓ,
f1(ε, E) = E − v(m+)−Q(s(ℓ+1)+q)(m+,Λ; ε, E), f2(ε, E) = E − v(m−)−Q(s(ℓ+1)+q)(m−,Λ; ε, E),
b2(ε, E) = |G(s(ℓ+1)+q)(m±,m∓,Λ; ε, E)|2, f(ε, E) = f1(ε, E)− b
2(ε, E)
f2(ε, E)
.
(6.25)
Then, f ∈ F(ℓ+1)
g(ℓ+1)
(f1, f2, b
2), τ (fj) > τ [ℓ]/4, τ (f) ≥ τ [ℓ+1]/4, where τ [j+1] = τ (j+1)(τ [j])2/4, j ≥ 0, τ [0] :=
τ (0), see Definition 5.4.
(4) Let (ε, E) ∈ L(s(ℓ+1)+q−1,±). Then, E ∈ specHΛ,ε if and only if E obeys
χ(ε, E) :=
(
E − v(m+)−Q(s(ℓ+1)+q)(m+,Λ; ε, E)) · (E − v(m−)−Q(s(ℓ+1)+q)(m−,Λ; ε, E))
− |G(s(ℓ+1)+q)(m+,m−,Λ; ε, E)|2 = 0.
(6.26)
(5) Let f be as in part (3) and let χ(f) be as in Definition 5.4. Then, χ(ε, E) = 0 if and only if χ(f) = 0.
For ε ∈ (−εs(0)−1, εs(0)−1), the equation
(6.27) χ(f)(ε, E) = 0
has exactly two solutions E(m+,Λ; ε) > E(m−,Λ; ε). The functions E(m±,Λ; ε) are C2-smooth on the
interval (−εs0−1, εs0−1).
(6)
specHΛ,ε ∩
{
|E − E(m+,Λ(m+); ε, E)| < (δ
(s(ℓ+1)+q−1)
0 )
1/2
2
}
= {E(m+,Λ; ε), E(m−,Λ; ε)},
E(m±,Λ; 0) = v(m±).
(6.28)
Furthermore, assume
(6.29) (δ
(s(ℓ+1)+q)
0 )
4 < min
±
|E − E(m±,Λ; ε)| < 2δ(s(ℓ+1)+q−1)0 , E ∈ R.
Then the matrix (E −HΛ,ε) is invertible. Moreover,
(6.30) |[(E −HΛ,ε)−1](x, y)| ≤ sD(·;Λ),T,κ0,|ε|;k,Λ,R(x, y).
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(7) Let ϕ(±)(Λ; ε) := ϕ(±)(·,Λ; ε) be the eigenvector corresponding to E(m±,Λ; ε) and normalized by
ϕ(±)(m±,Λ; ε) = 1. Then,
|ϕ(±)(n,Λ; ε)| ≤ |ε|1/2
∑
m∈m(ℓ)
exp
(
−7
8
κ0|n−m|α0
)
, n /∈ m(ℓ),
|ϕ(±)(m,Λ; ε)| ≤ 1 +
∑
0≤t<s(ℓ+1)+q
4−t for any m ∈ m(ℓ).
(6.31)
For any n ∈ Λ(m+), we have
(6.32) |ϕ(±)(n,Λ; ε)− ϕ(±)(n,Λ(m+); ε)| ≤ 2|ε|(δ(s(ℓ)+q−1)0 )5.
7. Matrices Dual to Hill Operators – Proof of Theorem C˜
In this section we study the matrices in Theorem C˜. We show that these matrices belong to one of the
classes studied in Sections 3, 4 and 6. We use the notation from Theorem C˜.
It is convenient for technical reasons to normalize the (1.17) setting as in [DG, Section 7]. Fix an arbitrary
γ ≥ 1. Given γ − 1 ≤ |k| ≤ γ and ǫ > 0, set λ = 256γ and consider ε with |ε| = λ−1ǫ. With
v(n; k) = λ−1(ξ(n) + k)2 , n ∈ T,
h0(n,m) = λ
−1c(n−m),
h(n,m; ε, k) = v(n; k) if m = n,
h(n,m; ε, k) = ε h0(n,m) if m 6= n,
(7.1)
consider Hε,k =
(
h(m,n; ε, k)
)
m,n∈T
. Note that for fixed k, Hε,k =
(
h(m,n; ε, k)
)
m,n∈T
is defined exactly
as in Sections 3, 4, 6 with respect to the functions v(·, k), h0(·, ·).
The matrices HΛ,ε,k have two very important basic features:
(TRANSLATION) Consider the map S : Λ → m + Λ, S(n) = n + m, n ∈ Λ. Given ψ(·) ∈ CΛ, set
S∗(ψ)(n′) = ψ(n′ −m), n′ ∈ (m + Λ). The map S∗ : ψ → S∗(ψ) is a unitary operator, which conjugates
Hm+Λ,ε,k with HΛ,ε,k+ξ(m). In particular, these matrices have the same eigenvalues.
(SYMMETRY ) Consider the map S : Λ → −Λ, S(n) = −n, n ∈ Λ. Given ψ(·) ∈ CΛ, set S∗(ψ)(n′) =
ψ(−n′), n′ ∈ −Λ. The map S∗ : ψ → S∗(ψ) is a unitary operator, which conjugates HΛ,ε,k with H−Λ,ε,−k.
In particular, HΛ,ε,k and H−Λ,ε,−k have the same eigenvalues.
Our goal is to show that for almost all k, one can define sets Λ
(s)
k →s→∞ T so that the matrices HΛ(s)k ,ε,k
belong to one of the classes introduced in Sections 4 and 6. The (TRANSLATION) and (SYMMETRY)
features play a basic role in the construction of these sets. The construction is rather involved combinatorially.
Due to the pair resonance structure, the set Λ
(s)
k is a relatively small perturbation of a union of a pair of
large cubes, one centered at the origin and another at some resonant point n(s)(k). The boundary of the set
is of fractal nature, built on the scale basis. The purpose of this fractal boundary is as follows. We need the
set Λ
(s)
k to be invariant under the symmetry map T : T→ T, T (n) = n(ℓ)(k)−n. At the same time we want
the boundary ∂Λ
(s)
k to avoid each subset m+Λ
(s′)
k+ξ(m) with s
′ < s and such that the matrix H
Λ
(s′)
k+ξ(m)
,ε,k+mω
has an eigenvalue extremely close to the eigenvalue E(Λ
(s)
k , k) of HΛ(s)
k
,ε,k
in question.
Let a0, b0 be as in (1.14). Set b1 = 32b0, β1 = b
−1
1 = (32b0)
−1. Fix an arbitrary R1 with logR1 ≥
α−10 max(log(100a
−1
0 ), 2
34β−11 log κ
−1
0 ). Just as in (3.7), set
(7.2)
R(1) = R1, δ
4
0 := δ
(0)
0 = (R
(1))
− 1β1 , δ
(u−1)
0 = exp
(−(logR(u−1))2), u = 2, . . . , R(u) := (δ(u−1)0 )−β1 .
Note that
(7.3) log δ−10 > D(κ0, α0, a0, b0) := 2
32α−10 β
−1
1 log κ
−1
0 ,
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see Remark 3.1 for explanation. It is also important to mention that
|ξ(n)| ≥ a0|m|−b0 ≥ a0(48R(u))−b0 > (R(u))−2b0 = (δ(u−1)0 )1/16 if 0 < |m| ≤ 48R(u),
logR(u) = β1(logR
(u−1))2,
exp(−κ0(R(u−1))α0) < (δ(u)0 )16.
(7.4)
Define
k±m = −
ξ(m)
2
± σ(m) with σ(m) = 32(δ(s−1)0 )1/6 if 12R(s−1) < |m| ≤ 12R(s) and σ(0) = 32(δ(0)0 )1/6,
k±m,s = k
±
m ± 64
∑
r≤s−1, (δ
(r)
0 )
1/2≤σ(m)
(δ
(r)
0 )
1/2, s ≥ 1, k±m,0 := k±m,
(7.5)
where R(0) := 0. Note the following identities,
k±−m = −k∓m, k±−m,s = −k∓m,s.
Set
Λ
(1)
k (0) = B(2R
(1)), k ∈ R \
⋃
0<|m′|≤12R(1)
(k−m′,0, k
+
m′,0),
M
(1)
k,1 = {m : |v(m, k)− v(0, k)| ≤ δ0/16}, k ∈ R \
⋃
0<|m′|≤12R(2)
(k−m′,1, k
+
m′,1),
Λ
(1)
k (m) = m+ Λ
(1)
k+mω(0), m ∈M(1)k,1,
Λ
(2)
k (0) = B(3R
(2)) \
( ⋃
m′∈M
(1)
k,1
:Λ
(1)
k
(m′)≬B(3R(2)))
Λ
(1)
k (m
′)
)
,
M
(2)
k,2 = {m : |v(m, k)− v(0, k)| ≤ 3δ(1)0 /4}, k ∈ R \
⋃
0<|m′|≤12R(3)
(k−m′,2, k
+
m′,2),
Λ
(2)
k (m) = m+ Λ
(2)
k+ξ(m)(0), m ∈M(2)k,2, k ∈ R \
⋃
0<|m′|≤12R(3)
(k−m′,2, k
+
m′,2),
M
(s−1)
k,s−1 = {m : |v(m, k)− v(0, k)| ≤ 3δ(s−2)0 /4}, k ∈ R \
⋃
0<|m′|≤12R(s−1)
(k−m′,s−1, k
+
m′,s−1),
M
(s′)
k,s−1 = {m : |v(m, k)− v(0, k)| ≤ (3δ(s
′−1)
0 /4)−
∑
s′<s′′≤s−1
δ
(s′′−1)
0 ,
m /∈
⋃
s′<s′′≤s−1
⋃
m′′∈M
(s′′)
k,s−1
Λ
(s′′)
k (m
′′)}, 1 < s′ ≤ s− 2,
M
(1)
k,s−1 = {m : |v(m, k)− v(0, k)| ≤ (δ(0)0 /16)−
∑
1<s′′≤s−1
δ
(s′′−1)
0 ,
m /∈
⋃
1<s′′≤s−1
⋃
m′′∈M
(s′′)
k,s−1
Λ
(s′′)
k (m
′′)}, k ∈ R \
⋃
0<|m′|≤12R(s−1)
(k−m′,s−1, k
+
m′,s−1),
Λ
(s′)
k (m) = m+ Λ
(s′)
k+ξ(m)(0), m ∈M(s
′)
k,s−1, k ∈ R \
⋃
0<|m′|≤12R(s−1)
(k−m′,s−1, k
+
m′,s−1).
(7.6)
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Λ
(s)
k (0) = B(3R
(s)) \
( ⋃
r=1,...,s−1
⋃
m′∈M
(r)
k,s−1:Λ
(r)
k (m
′)≬B(3R(s)))
Λ
(r)
k (m
′)
)
,
k ∈ R \
⋃
0<|m′|≤12R(s)
(k−m′,s−1, k
+
m′,s−1).
The following lemma contains a very important statement regarding the subsets defined in (7.6). Namely,
the multi-scale analysis scheme is based on partitioning the set Λ for a givenHΛ. This requires the disjointness
of all the sets involved in the definitions in Sections 4 and 6. It is important, therefore, to see that (7.6)
actually defines a partition of Λ
(s)
k . The verification of this fact is based on the definitions in (7.6) and
the Diophantine condition (1.14). Still, the complete derivation is rather long and is carried out in [DG,
Section 7]. Here we merely state the final result in the following lemma.
Lemma 7.1. Let s ≥ 2 and k ∈ R \⋃0<|m′|≤12R(s−1)(k−m′,s−1, k+m′,s−1). Let 2 ≤ s′ ≤ s− 1. Then, for any
Λ
(s1)
k (m1) with s1 ≤ s′ − 1, either Λ(s1)k (m1) ⊂ Λ(s
′)
k (0) or Λ
(s1)
k (m1) ∩ Λ(s
′)
k (0) = ∅.
With Lemma 7.1 in place, one can verify the conditions in the Definition 4.1 inductively. Proposition 4.2
defines inductively the eigenvalues E(s)(0,Λ
(s)
k (0); ε, k). There is a serious difficulty regarding the spectral
separation condition (3.10) in Definition 4.1. The difficulty arises for very small values of k. Since we need to
include almost all values of k, these small values cannot be neglected. In Proposition 7.2 below we consider
the non-small values of k. After the statement of this proposition we discuss the spectral separation issue.
Due to the (TRANSLATION) feature of the matrices, the issue reduces to the strict monotonicity of the
function E(s)(0,Λ
(s)
k (0); ε, k) with k varying. We explain how this works for k being not too small. After
that we discuss how to study the case of small k.
Proposition 7.2. Let s ≥ 1 and k ∈ R \ ⋃0<|m|≤12R(s)(k−m,s−1, k+m,s−1), |k| ≥ δ0. Let ε0, εs be as in
Definition 3.2. For ε ∈ (−εs, εs), the following statements hold.
(1) The matrix H
Λ
(s)
k (0),ε,k
belongs to N(s)(0,Λ
(s)
k (0), δ0).
(2) Assume that k belongs to a slightly smaller set, namely, k ∈ R \⋃|m|≤12R(s)(k−m,s, k+m,s). Then for
any m ∈M(s)k,s, the matrix HΛ(s)k (m),ε,k belongs to N
(s)(m,Λ
(s)
k (m), δ
(0)
0 ).
(3) Suppose |k−k1| < 2δ(0)0 if s = 1, or |k1−k| < 2δ(s−2)0 if s ≥ 2. Then, the matrix HΛ(s)k (0),ε,k1 belongs
to the class N(s)(0,Λ
(s)
k (0), δ0). Furthermore,
(7.7) |E(s)(0,Λ(s)k (0); ε, k1)− E(s)(0,Λ(s)k1 (0); ε, k1)| ≤ 3|ε|(δ
(s−1)
0 )
5.
(sgn k1)∂
α
k1E
(1)(0,Λ
(1)
k,a(0); ε, k1) ≥
7|k1|
4λ
, 0 < α ≤ 2
(sgn k1)∂
αk1E
(s)(0,Λ
(s)
k,a(0); ε, k1) ≥
7|k1|
4λ
−
∑
s′≥1:|k|>δ
(s′)
0 /2
|ε|(δ(s′)0 )5, s ≥ 2, 0 < α ≤ 2,
(7.8)
(7.9) |E(s)(0,Λ(s)k (0); ε, k1)− E(s)(0,Λ(s)k (0); ε, k)| < 3|k − k1|.
(4)
|∂αk1E(s)(0,Λ
(s)
k (0); ε, k1)− ∂αk1E(s−1)(0,Λ
(s−1)
k (0); ε, k1)| ≤ |ε|(δ(s−1)0 )5, s ≥ 2
|∂αk1E(1)(0,Λ
(1)
k (0); ε, k1)− ∂αk1v(0, k1)| ≤ |ε|(δ0)5
(7.10)
(5)
(7.11) min
s′,m
|E(s−1)(0,Λ(s−1)k (0); ε, k)− E(s
′)(m,Λ
(s′)
k (m); ε, k)| ≥ (δ(s−1)0 )1/8,
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(7.12) specH
Λ
(s)
k ,ε,k
∩ {min
·
|E − E(0,Λk; ε, k)| < (δ(s−1)0 )1/8} = {E(0,Λk; ε, k)}.
(6) Let 0 < k < k′ ≤ γ, k, k′ ∈ R \ ⋃|m|≤12R(s)(k−m,s, k+m,s). Write k ∼s k′ if k, k′ are in the same
connected component of R \⋃0<|m|≤12R(s)(k−m,s, k+m,s), and k ≁s k′ otherwise.
Then,
E(s)(0,Λ
(s)
k′ (0); ε, k
′)− E(s)(0,Λ(s)k (0); ε, k) ≤
9k′
4λ
(k′ − k) + 3|ε|(δ(s)0 )5
for any 0 < k < k′ ≤ γ if s = 1, and for k′ − k < δ(s−2)0 if s ≥ 2,
E(s)(0,Λ
(s)
k′ (0); ε, k
′)− E(s)(0,Λ(s)k (0); ε, k)
≥


7
8λ((k
′)2 − k2)− 3|ε|(δ(0)0 )4 if s = 1,
7
8λ((k
′)2 − k2)− 3|ε|(δ(s)0 )4 if s ≥ 2 and k ∼s k′,
7
8λ((k
′)2 − k2)− 8|ε|∑
s′≤s−1:min(k′−k,k)>δ
(s′)
0
(δ
(s′)
0 )
4 if s ≥ 2 and k ≁s k′.
(7.13)
Parts (3) and (4) address the issue of the spectral separation mentioned above. Here are some comments
which sketch out the main ideas regarding this issue.
• Assume that the statements in the proposition hold for some s − 1. Then Proposition 4.2 defines the
eigenvalues E(s
′)(0,Λ
(s′)
k (0); ε, k) for s
′ ≤ s. To see that H
Λ
(s)
k (0),ε,k
∈ N(s)(0,Λ(s)k (0), δ0), one has to verify
the conditions in Definition 4.1. The most important one is the spectral separation condition (3.10). It
requires the estimation from below for
(7.14) |E(s−1)(0,Λ(s−1)k (0); ε, k)− E(s
′)(m,Λ
(s′)
k (m); ε, k)|
with m 6= 0. Recall that due to the definitions in (7.6), we have
Λ
(s′)
k (m) = m+ Λ
(s′)
k+ξ(m)(0).
Due to the (TRANSLATION) feature, we have
(7.15) E(s
′)(m,Λ
(s′)
k (m); ε, k) = E
(s′)(0,Λ
(s′)
k+ξ(m)(0); ε, k +mω).
This is why the properties of the eigenvalues E(s
′)(0,Λ
(s′)
k (0); ε, k1) occupy such a large portion of the
statement of Proposition 7.2.
• To evaluate (7.14) using (7.15), one needs
(a) to replace the set Λ
(s′)
k+ξ(m)(0) by Λ
(s′)
k (0),
(b) to analyze the derivative ∂k1E
(s′)(0,Λ
(s′)
k (0); ε, k1).
• Let us discuss (a). Note that for |k1 − k| < δ(s′−1),
Λ
(s′)
k (0) \ Λ(s
′)
k1
(0) ⊂ {m : |m| > R(s′−1)},
since both sets contain the ball B(R(s
′−1)). Recall that the multi-scale analysis scheme establishes the
exponential off-diagonal decay of the resolvent HΛ′ . This allows one to show (7.7). Applied to s
′ in the role
of s, this replaces Λ
(s′)
k+ξ(m)(0) by Λ
(s′)
k (0) up to an exponentially small (in s
′) error term.
• To analyze the derivative ∂k1E(s
′)(0,Λ
(s′)
k (0); ε, k1), one can invoke (7.10). It is clear that as long as
|∂αk1v(0, k1)| ≫ |ε|(δ0)5, this gives a lower bound for ∂k1E(s
′)(0,Λ
(s′)
k (0); ε, k1). Note that |∂k1v(0, k1)| = 2|k1|.
To simplify the presentation we just require in the last proposition that k1 > δ0.
Remark 7.3. Before we continue the discussion of the spectral separation condition in the general case,
we want to make a very important remark on part (5) in the proposition which addresses the issue of the
actual spectral splitting size. The point here is that the splitting size in (7.11) is much better than what is
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required in condition (3.10) in Definition 3.2. This is due to the basic scales setup in (7.2). Namely, due
to the Diophantine condition we have the estimate (7.4). Together with the estimates for the derivatives
in parts (3), (4) this implies much better spectral splitting. The same remark applies to all other cases we
study in this section.
• Let us discuss now how to get rid of the condition k1 > δ0. The analysis of the derivatives
∂k1E
(s′)(0,Λ
(s′)
k (0); ε, k1) in the case 0 < k1 < δ0 is considerably more involved. The basic idea is that
the lower bound in this setting is due to the the strict convexity |∂2k1v(0, k1)| = 2 and the symmetry of
v(0, k1) = k
2
1 with respect to k → −k. Since E(s
′)(0,Λ
(s′)
k (0); ε, k1) is a small perturbation of v(0, k1), we
try to set up the definitions so that E(s
′)(0,Λ
(s′)
k (0); ε, k1) would inherit from v(0, k1) these two properties.
Then the lower bound will follow for obvious reasons. This idea requires us to define the sets Λ
(s′)
k (0) in
such a way that they are invariant with respect to the symmetry S : m→ −m on the group T. Once again
Lemma 7.1 is instrumental in our construction of a symmetrized version of the sets Λ
(s′)
k (0). Below we first
describe an auxiliary combinatorial technique needed to define new sets. After that we explain how this
technique combined with Lemma 7.1 yields the symmetrization of the sets Λ
(s′)
k (0).
Definition 7.4. (1) Consider arbitrary subsets Λ′,Λ′′ ⊂ T. Assume that Λ′ ∩ Λ′′ 6= ∅, Λ′ * Λ′′, Λ′′ * Λ′.
In this case, we say that Λ′ and Λ′′ are chained. A sequence Λ(ℓ), ℓ = 1, . . . , n with n ≥ 2 is called a chain if
Λ(ℓ) and Λ(ℓ+1) are chained for every ℓ = 1, . . . , n− 1.
(2) Let L be a system of sets Λ ⊂ T. Let t(Λ) be a function Λ ∈ L with values in N. We say that (L, t) is
a proper subtraction system if the following conditions hold:
(i) For any a ∈ N, Ra := minΛ′,Λ′′∈L:t(Λ′)=a, t(Λ′′)=a, Λ′ 6=Λ′′ dist(Λ′,Λ′′) > 0.
(ii) Let Λ ∈ L be arbitrary, a = t(Λ) + 1. There exist subsets Ξj ⊂ Λ, j = 1, . . . such that diam(Ξj) <
2−aRa, Λ = ∪jΞj , and if for some Λ′ ∈ L, Λ ∩ Λ′ 6= ∅, then Ξj ∩ Λ′ 6= ∅ for any j.
(3) Let (L, t) be a proper subtraction system. Given an arbitrary set Λ0,0,⊂ T, we set
(7.16) Λ0,ℓ = Λ0,ℓ−1 \
( ⋃
Λ∈L:Λ*Λ0,ℓ−1
Λ
)
.
The next lemma contains what we need from proper subtraction systems. Below we show how the
statement of the lemma allows us to define Λ
(s′)
k (0) so that it is invariant under the symmetry S : m→ −m.
Lemma 7.5. Let Λ0,ℓ be as in (7.16). Let ℓ0 be such such that Λ0,ℓ0+1 = Λ0,ℓ0 . Then, for any Λ ∈ L, we
have either Λ ⊂ Λ0,ℓ0 or Λ ⊂
(
Zν \ Λ0,ℓ0
)
.
To apply Lemma 7.5 we start with the following simple observations based on the Diophantine property
of the function ξ(n).
Lemma 7.6. Let s ≥ 2 and k ∈ R \ ⋃0<|m′|≤12R(s−1)(k−m′,s−1, k+m′,s−1). Assume |k| < δ(s−2)0 . Using the
notations in (7.6) the following statements hold.
(1) If |v(m, k)− v(0, k)| < δ, with δ(s−2)0 /2 ≤ δ < 1/64, then |v(S(m), k)− v(0, k)| < 4δ/3.
(2) Let s′ < s, mj ∈ M(s
′)
k,s−1, j = 1, 2, and assume that S(m1) 6= m2. Then,
dist(S(Λ
(s′)
k (m1)),Λ
(s′)
k (m2)) > 6R
(s′).
In the next definition we set up a proper subtraction system which allows us to construct a symmetrized
version of the sets Λ
(s′)
k (0).
Definition 7.7. Assume s ≥ 2, |k| < δ(s−2)0 . It follows from (7.4) and (7.5) that k ∈ R \⋃
0<|m′|≤12R(s−1)(k
−
m′,s−1, k
+
m′,s−1). Let L
′ be the collection of all sets Λ(m) := Λ
(s′)
k (m) ∪ S(Λ(s
′)
k (m)),
1 ≤ s′ ≤ s− 1, m ∈ M(s′)k,s−1. We say that Λ(m1) ∽ Λ(m2) if s1 = s2, and either m1 = m2 or S(m1) = m2.
Clearly, this is an equivalence relation on L′. Let M be the set of equivalence classes. Clearly, each class has
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at most two elements in it. For each m ∈ M, set Λ(m) = ⋃Λ(m1)∈m Λ(m1). Set L = {Λ(m) : m ∈ M}. Let
Λ(m) ∈ L, Λ(s′)(m) ∪ S(Λ(s′)(m)) ∈ m. Set t(Λ(m)) = s′. This defines an N-valued function on L. Set also
pm = {m, S(m)}. Clearly, the set pm depends only on m.
Now one can employ Lemmas 7.1 and 7.6 to verify that we indeed have a proper subtraction system.
Lemma 7.8. Using the notation from Definition 7.7, the following statements hold:
(1) If m1 6= m2, then Λ(m1) 6= Λ(m2).
(2) The pair (L, t) is a proper subtraction system.
(3) For any m, we have Λ(m) = S(Λ(m)).
Finally, we invoke Lemma 7.5 to carry out the symmetrization of the sets Λ
(s′)
k (0). Assume |k| < δ(s−2)0 .
For ℓ = 1, 2, . . ., we set
(7.17) B(s, 0) := B(3R(s)), B(s, ℓ) = B(s, ℓ − 1) \
( ⋃
m∈M:Λ(m)≬B(s,ℓ−1)
Λ(m)
)
.
Lemma 7.9. (1) There exists ℓ0 < 2
s such that B(s, ℓ) = B(s, ℓ + 1) for any ℓ ≥ ℓ0.
(2) Set Λ
(s)
k,sym(0) = B(s, ℓ0). Then, for any Λ
(s′)
k (m), we have either Λ
(s′)
k (m) ∩ Λ(s)k,sym(0) = ∅ or
Λ
(s′)
k (m) ⊂ Λ(s)k,sym(0).
(3) S(Λ
(s)
k,sym(0)) = Λ
(s)
k,sym(0).
Due to the (SYMMETRY) feature of HT, the invariance of Λ
(s)
k,sym(0) with respect to the symmetry
S : T→ T indeed enables one to derive the desired lower bound for the derivative ∂k1E(s)(0,Λ(s)k,sym(0); ε, k1).
The latter property in turn enables one to show the spectral separation condition in Definition 3.2 exactly
like in Proposition 7.2. In this way one obtains the following proposition, which finalizes the case k ∈
R \⋃0<|m|≤12R(s)(k−m,s−1, k+m,s−1). For the detailed derivation, see [DG, Section 7].
Proposition 7.10. Let s ≥ 1 and k ∈ R \⋃0<|m|≤12R(s)(k−m,s−1, k+m,s−1), δ0 := (δ(0)0 )1/2. Let ε0, εs be as
in Definition 3.2, and let ε ∈ (−εs, εs).
If s = 1, then the matrix HB(2R(1)),ε,k belongs to N
(1)(0, B(2R(1)), δ0).
If s ≥ 2 and |k| < δ(s−2)0 , then the matrix HΛ(s)k,sym(0),ε,k belongs to N
(s)(0,Λ
(s)
k,sym(0), δ0).
The statements (3)–(5) in Proposition 7.2 hold for the eigenvalues E(s)(0,Λ
(s)
k,sym(0); ε, k).
Our goal now is to include k ∈ ⋃0<|m|≤12R(s)(k−m,s−1, k+m,s−1). This will result in matrices with ordered
pairs of resonances. The symmetrization technique which we have just discussed works effectively for these
cases as well.
We begin with the case of one ordered pair of resonances.
Definition 7.11. Let s ≥ 1, q ≥ 0 n0 ∈ T, 0 < |n0| ≤ 12R(1) if s = 1, and 12R(s−1) < |n0| ≤ 12R(s) if
s ≥ 2. Assume that
(7.18) (kn0 − 2σ(n0), kn0, + 2σ(n0)) ⊂ R \
⋃
0<|m′|≤12R(s), m′ 6=n0
(k−m′,s−1, k
+
m′,s−1)
with kn0 = −ξ(n0)/2 and σ(n0) defined as in (7.5). We set R(s,s)(n0) := (kn0 − 2σ(n0), kn0, + 2σ(n0)).
• Note that the definition requires that for k ∈ (k−n0,s−1, k+n0,s−1), this interval is the only one among the
intervals (k−m′,s−1, k
+
m′,s−1) with 0 < |m′| ≤ 12R(s) such that k ∈ (k−m′,s−1, k+m′,s−1). Thus, we have here only
one exception and it gives one pair of points, 0 and n0, which will fit into Definition 4.1.
The reason that the interval R(s,s)(n0) as defined is wider than the interval (k
−
n0,s−1
, k+n0,s−1) is that we
want to bridge the non-resonant case and the resonant case so that this will allow us to extend the eigenvalue
E(s)(0,Λ
(s)
k (0); ε, k) almost continuously into this interval. As a matter of fact, an inspection of the proof of
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Proposition 7.2 shows that the statements in the proposition hold as long as |k − kn0 | ≥ (δ(s−1))3/4. Recall
that σ(n0) ∼ (δ(s−1))1/6 ≫ (δ(s−1))3/4. Only inside the interval |k − kn0 | ≤ (δ(s−1))3/4 does the second
resonance kick in. This is what we assume below. This technical correction allows us to get rid of confusing
issues regarding the inequalities involved in Definition 4.1.
• A very simple inspection shows that the subsets Λ(r)k (m) with r ≤ s − 1 in (7.6) still are well-defined
and each matrix H
Λ
(r)
k (m),ε,k
′ , r ≤ s − 1 belongs to the class N(r)(m,Λ(r)k (m), δ(0)0 ). The definition of the
subset Λ
(s)
k (m) is not satisfactory anymore. The problem is that we need the subset to be invariant under
the reflection map T : T → T, T (n) = −n + n0 since we again need to employ strict convexity and a
symmetry argument to verify the conditions in Definition 4.1.
To construct a symmetrized version of Λ
(s)
k (m), we again employ the technique involving proper subtrac-
tion systems. This construction is pretty similar to the one regarding the symmetry S(m) = −m. It is
important to mention that we do not try to define the set so that it is invariant under both symmetries
T and S. It is easy to see that this would not work, the set would have to be unbounded in the group T.
Instead, we just consider T in the role of S.
• As we just said we define the subtraction system L in a similar way to the one for the symmetry S.
Just as in the case of the symmetry S, to define the subtractions we need to start with something that is
invariant under the transformation. For this reason we set
B(n0, s) := B(3R
(s)) ∪ T (B(3R(s))),
B(n0, s, ℓ) = B(n0, s, ℓ− 1) \
( ⋃
m∈M:Λ(m)≬B(n0,s,ℓ−1)
Λ(m)
)
(7.19)
for ℓ = 1, 2, . . .. The initial set B(n0, s) here is obviously T -invariant. Now we again invoke Lemma 7.5 to
define a T -symmetric version of the set Λ
(s)
k (0).
Lemma 7.12. There exists ℓ0 < 2
s such that B(n0, s, ℓ) = B(n0, s, ℓ + 1) for any ℓ ≥ ℓ0. Set Λ(s,1)k (0) =
B(n0, s, ℓ0). Then, for any Λ
(s′)(m), we have either Λ(s
′)(m) ∩ Λ(s,1)k (0) = ∅ or Λ(s
′)(m) ⊂ Λ(s,1)k (0).
Moreover, T (Λ
(s,1)
k (0)) = Λ
(s,1)
k (0).
• Let us make some comments on the implementation of the strict convexity/symmetry idea. Definition 4.1
requires not only the spectral separation conditions (4.2) and (4.3), but also the Schur complement entries
comparison (4.5). In the current setting this comparison is as follows,
(7.20) v(m+0 , k1) +Q
(s)(m+0 ,Λ; ε, k1, E) ≥ v(m−0 , k1) +Q(s)(m−0 ,Λ; ε, k1, E),
where
(7.21) Q(s)(m±0 ,Λ; ε, k1, E) =
∑
m′,n′∈Λ
m
+
0
,m
−
0
h(m±0 ,m
′; ε, k1)(E −HΛ
m
+
0 ,m
−
0
)−1(m′, n′)h(n′,m±0 ; ε, k1),
Λ = Λ
(s,1)
kn0
(0), m+0 = 0,m
−
0 = n0, Λm+0 ,m
−
0
= Λ \ {0, n0}, 0 < kn0 < k1. Since T (0) = n0, T (n0) = 0, the set
Λm+0 ,m
−
0
is symmetric. This implies
(7.22) v(m−0 , kn0 + θ) +Q
(s)(m−0 ,Λ; ε, kn0 + θ, E) = v(m
−
0 , kn0 + θ) +Q
(s)(m+0 ,Λ; ε, kn0 − θ, E).
Since
∂2θ [v(m
−
0 , kn0 + θ) +Q
(s)(m+0 ,Λ; ε, kn0 − θ, E)] ≈ ∂2θv(m−0 , kn0 + θ) = 2,
the desired comparison (7.20) follows. The spectrum split condition follows from a completely similar
analysis. We define also
G(s)(m±0 ,m
∓
0 ,Λ; ε, k1, E) = h(m
±
0 ,m
∓
0 ; ε, k1)
+
∑
m′,n′∈Λ
m
+
0
,m
−
0
h(m±0 ,m
′; ε, k1)(E −HΛ
m
+
0
,m
−
0
)−1(m′, n′)h(n′,m±0 ; ε, k1)h(n
′,m∓0 ; ε, k1).(7.23)
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• Lemma 7.9 combined with the comparison (7.20) and the spectrum split condition enable us to verify
all the conditions in Definition 4.1. This leads to the following proposition.
Proposition 7.13. Assume that k ∈ R(s,s)(ω, n0), |k − kn0 | ≤ (δ(s−1))3/4, kn0 > 0. Let ε0, εs be as in
Definition 3.2. Let ε ∈ (−εs, εs). The following statements hold:
(1) For any kn0 < k
′ ≤ kn0 + (δ(s−1))3/4, we have HΛ(s,1)k (0),ε,k′ ∈ OPR
(s)
(
0, n0,Λ
(s,1)
k (0); δ0, τ
(0)
)
,
τ (0) = [min(2ε
3/4
0 , kn0/256)]|k′ − kn0 |.
(2) For kn0 < k
′ ≤ kn0 + (δ(s−1))3/4, we denote by E(s,±)(0,Λ(s,1)k (0); ε, k′) the functions defined in
Proposition 4.2 with H
Λ
(s,1)
k (0),ε,k
′ in the role of HΛ,ε. Then, with k
(0) := min(ε
3/4
0 , kn0/512), one
has
∂θE
(s,+)(0,Λ
(s,1)
k (0); ε, kn0 + θ) > (k
(0))2θ, 0 < θ < (δ(s−1))3/4,
∂θE
(s,−)(0,Λ
(s,1)
k (0); ε, kn0 + θ) < −(k(0))2θ, −(δ(s−1))3/4 < θ < 0,
(7.24)
(7.25) E(s,±)(0,Λ
(s,1)
k (0); ε, kn0 + θ) = E
(s,±)(n0,Λ
(s,1)
k (0); ε, kn0 − θ), θ > 0,
(7.26) |∂θE(s,±)(0,Λ(s,1)k (0); ε, kn0 + θ)| ≤ 2,
(7.27) |E(s,±)(0,Λ(s,1)k (0); ε, k1)− E(s,±)(0,Λ(s,1)k1 (0); ε, k1)| < |ε|(δ
(s)
0 )
5, 0 < |k1 − kn0 | < |ε|(δ(s−1))3/4
(7.28) E(s,+)(0,Λ
(s,1)
k (0); ε, k
′)− E(s,−)(0,Λ(s,1)k (0); ε, k′) > (k(0)|k′ − kn0 |)2/2.
(3)
(7.29) |E(s,±)(0,Λ(s,1)k (0); ε, k′)− E(s−1)(0,Λ(s−1)k (0); ε, k′)| ≤ 4|ε|(δ(s−1)0 )1/8.
Here, E(0)(m′,Λ′; ε, k′) := v(m′, k′), as usual.
(4) The limits
(7.30) E(s,±)(0,Λ
(s)
kn0
(0); ε, kn0) := lim
k1→kn0
E(s,±)(0,Λ
(s)
kn0
(0); ε, k1)
exist. Moreover,
specH
Λ
(s)
kn0
(0),ε,kn0
∩ {E : |E − E(s−1)(0,Λ(s−1)kn0 (0); ε, kn0)| < 8(δ
(s−1)
0 )
1/4}
= {E(s,+)(0,Λ(s)kn0 (0); ε, kn0), E
(s,−)(0,Λ
(s)
kn0
(0); ε, kn0)}.
(7.31)
Finally, E(s,+)(0,Λ
(s)
k′ (0); ε, kn0) ≥ E(s,−)(0,Λ(s)kn0 (0); ε, kn0).
(5) E = E(s,±)(0,Λ
(s)
kn0
(0); ε, kn0) obeys the following equation,
(7.32) E − v(0, kn0)−Q(s)(0,Λ(s)kn0 (0); ε, E)∓
∣∣G(s)(0, n0,Λ(s)kn0 (0); ε, E)∣∣ = 0,
where
Q(s)(0,Λ
(s)
kn0
(0); ε, E) := Q(s)(m+0 ,Λ; ε, kn0 , E),
G(s)(0, n0,Λ
(s)
kn0
(0); ε, E) := G(s)(m+0 ,m
−
0 ,Λ; ε, kn0 , E),
(7.33)
see (7.21), (7.23).
For a complete proof, see [DG, Section 8]. Note that a complete derivation requires the application of
not just the theory of continued-fraction-functions of two variables from Section 5, but a somewhat more
general case of this theory. Namely, one needs to introduce an additional parameter θ as a third variable
in this theory. The role of this parameter is to reflect the variable k we deal with. The main point of this
extension is to establish strict convexity with respect to θ similarly to the one we stated in Section 5 for the
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u variable. The derivation of this part of the theory is completely similar. We omitted this part in Section 5
to simplify the presentation.
• Now we discuss the most general case we study in this work, the case of an ordered system of pair
resonances.
Definition 7.14. Set
In = (kn − (δ(s)0 )3/4, kn + (δ(s)0 )3/4) if 12R(s−1) < |n| ≤ 12R(s),
R(k) = {n ∈ T \ {0} : k ∈ In}, G = {k : |R(k)| <∞}.
(7.34)
The set R(k) allows one to identify all the resonant points for a given k, see (7.36) below. We analyze only
those k for which the set R(k) is finite.
The following simple observations are due to the Diophantine property of the function ξ(m). They allow
us to see the order in which the resonances appear.
Lemma 7.15. Assume m1 ∈ R(k). Let 12R(s1−1) < |m1| ≤ 12R(s1). Then,
(1) |ξ(m1)| > (δ(s1−1))1/16, |k| > (δ(s1−1))1/16/2.
(2) sgn(k) = − sgn(ξ(m1)).
(3) If m2 ∈ R(k), m1 6= m2, |m1| ≤ |m2|, then, in fact,
(7.35) |m2| > 1
2
R(s1+1) =
1
2
exp(β1(logR
(s1))2),
where β1 is as in (7.2), in particular, β1 < 1/2, logR
(1) > 24β−21 .
(4) Let k = km2 . Clearly m2 ∈ R(k). Assume m1 6= m2. Then (7.35) holds.
Definition 7.16. Assume that 0 < |R(k)| <∞. We enumerate the points of R(k) as n(ℓ)(k), ℓ = 0, . . . , ℓ(k),
1 + ℓ(k) = |R(k)|, so that |n(ℓ)(k)| < |n(ℓ+1)(k)|. Let s(ℓ)(k) be defined so that 12R(s(ℓ)(k)−1) < n(ℓ)(k) ≤
12R(s
(ℓ)(k)), ℓ = 0, . . . , ℓ(k), s(ℓ(k)) := s(ℓ(k))(k), n(ℓ(k)) := n(ℓ(k))(k). For s(ℓ)(k) ≤ s < s(ℓ+1)(k), set
P(s)(k) = {0, n(ℓ(k))}. For s < s(0)(k), set P(s)(k) = {0}. Furthermore, set
Tm(n) = m− n, m, n ∈ T,
m(0)(k) = {0, n(0)(k)}, m(ℓ)(k) = m(ℓ−1)(k) ∪ Tn(ℓ)(k)(m(ℓ−1)(k)), ℓ = 1, . . . , ℓ(k).
(7.36)
Let n(0) ∈ T \ {0}, k = kn(0) . Clearly, n(0) ∈ R(k). It follows from (4) in Lemma 7.15 that m(ℓ(k))(k) = n(0).
Finally, we set ℓ(k) = 0, s(0)(k) = 0 if R(k) = ∅. In particular, for k = 0, R(k) = ∅, ℓ(k) = 0, s(0)(k) = 0.
• Assume s = 3. We have a pair resonance {0,m(0)}, 12R(s(0)−1) < |m(0)| ≤ 12R(s(0)), |k − km(0) | <
(δ
(s(0))
0 )
3/4. We also have a point m(1) such that 12R(s
(1)−1) < |m(1)| ≤ 12R(s(1)), |k − km(1) | < (δ(s
(1))
0 )
3/4.
Due to the last lemma,
R(s
(1)) > exp(β(logR(s
(0)
)2).
This allows us to define the sets Λ
(s′,1)
k (0) as in Proposition 7.13 up to s
′ = s(1)−1, sincem(1) > 12R(s(1)−1).
Now we introduce T1(m) = m
(1) − m and invoke the proper subtraction system method as in the double
resonance case. This enables us to define the set Λ
(s(1),1)
k (0). Assume for instance that |k| > |kn1 |. One
can verify that H
Λ
(s(1),1)
k (0),ε,k
′
∈ GSR(s(1))(m(1), 0, n1,Λ(s(1))k (0); δ0, t(1)), t(1) = (τ (0), τ (1)), τ (r) = τ (r)(k) =
|km(r) |||k| − |km(r) ||, r = 1, 2. Once again strict convexity and symmetry play a crucial role in the analysis.
The verification goes with help of continued-fraction-functions depending on a parameter similarly to the
case of a pair resonance.
• The most general case with s ≥ 3 is completely similar to the case s = 3. Theorem D˜ below summarizes
the most important properties of the dual matrices HΛ,ε,k. Before stating it we want to remark the following.
Our goal is to see matrices HΛ,ε,k having the structure describe in abstract form in Theorem 6.4. Once again
everything hinges on inductive definitions combined with the symmetry arguments like the ones we have
discussed in this section repeatedly. The calibration of the quantities ||k|− |km(r) | for different r via a system
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of scales from (7.6) allows us to keep the spectral separation condition in check; see (7.38) in Theorem D˜
and Lemma 7.22 below.
Theorem D˜. There exists ε0 = ε0(a0, b0, κ0) > 0 such that for |ε| < ε0 and any k, one can define sets Λ(s)k ,
s = 1, 2, . . . such that the following statements hold.
(I) Assume that R(k) 6= ∅. Let n(ℓ)(k), s(ℓ)(k), ℓ(k), m(ℓ)(k) be as in (7.36). Set s(ℓ(k)+1)(k) := ∞. Let
s(ℓ)(k) ≤ s < s(ℓ+1)(k) be arbitrary.
(0) H
Λ
(s(ℓ(k))(k)+q)
k (0),ε,k
∈ GSR[s(ℓ(k))(k),s](m(ℓ(k))(k),m+(k),m−(k),Λ(s)k (0); δ0, t(ℓ(k))(k)), t(ℓ)(k) =
(τ (0)(k), . . . , τ (ℓ)(k)), τ (r)(k) = |knr |||k| − |knr ||, m+(k) = 0, m−(k) = n(ℓ(k))(k) if |k| > |kn(ℓ)(k)|,
m−(k) = 0, m+(k) = n(ℓ(k))(k) if |k| < |kn(ℓ)(k)|. In particular,
(7.37) B(0, R(s)) ∪B(n(s(ℓ)(k)), R(s)) ⊂ Λ(s)k ⊂ B(0, 16R(s)).
(i) There exists a collection of points M(k, s) such that each m ∈M(k, s) belongs to one of the sets M(s′)k,s−1,
defined in (7.6), with some s′ = s′(k,m) ≤ s − 1, and the sets m + Λ(s′)k+ξ(m), m ∈ M(k, s) together with
Λ
(s−1)
k partition Λ
(s)
k . Moreover, for any m
′ ∈ m+ Λ(s′)k+ξ(m), we have
(7.38) |v(m′, k)− v(0, k)| ≥
{
(δ
(s−1)
0 )
1/8, if s′ = s− 1,
δ
(s′)
0 /2, if s
′ < s− 1.
(ii) Let |k1 − k| < (δ(s−1)0 )1/4, k1 /∈ {ξ(m) : m ∈ F}. There exist real-analytic functions E(0,Λ(s)k ; ε, k1),
E(n(ℓ)(k),Λ
(s)
k ; ε, k1) of ε, E(0,Λk; ε, k1) 6= E(m(ℓ)(k, ω˜),Λ(s)k ; ε, k1) for any ε such that E(·,Λk; 0, k1) =
v(·, k1) and
(7.39) specH
Λ
(s)
k ,ε,k1
∩{min
·
|E−E(·,Λ(s)k ; ε, k1)| < (δ(s−1)0 )1/8} = {E(0,Λ(s)k ; ε, k1), E(n(ℓ)(k),Λ(s)k ; ε, k1)}.
Furthermore,
(7.40) |E(0,Λ(s)k ; ε, k1)− E(n(ℓ)(k),Λ(s)k ; ε, k1)| < exp
(
−κ0
2
|n(ℓ)(k)|α0
)
.
(iii) Let min· |E − E(·,Λ(s)k ; ε, k1)| < (δ(s−1)0 )1/8. There exists a function D(·) := D(·,Λ(s)k ) ∈ GΛ(s)
k
,T,κ0
,
T = 4κ0 log δ
−1
0 , see (5) in Definition 2.1, such that
(7.41) |[(E −H
Λ
(s)
k \P
(s)(k),ε,k1
)−1](x, y)| ≤ s
D(·),T,κ0,|ε|;Λ
(s)
k \{0,n
(ℓ)},R
(x, y).
(iv) The functions E(·,Λ(s)k ; ε, k) obey
E(0,Λ
(s)
k+ξ(n(ℓ)(k))
; ε, k + ξ(n(ℓ)(k))) = E(n(ℓ)(k),Λ
(s)
k ; ε, k),
E(0,Λ
(s)
k ; ε, k) = E(0,Λ
(s)
−k; ε,−k).
(7.42)
(k(0))2(k − k1)2 − 3|ε|(δ(s)0 )4 − 10|ε|
∑
δ
(s′)
0 <min(k−k1,k1)
(δ
(s′)
0 )
4 < E(0,Λ
(s)
k (0); ε, k)− E(0,Λ(s)k1 (0); ε, k1)
<
2k
λ
(k − k1) +
∑
k1<kn<k, s(n)≤s
2|ε|(δ(s(n)−1)0 )1/8 + 2|ε|(δ(s)0 )5, 0 < k1 < k, γ − 1 ≤ k1 ≤ γ,
(7.43)
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where s(n) is defined via 12R(s(n)−1) < |n| ≤ 12R(s(n)), k(0) := min(ε3/40 , (k + k1)/1024) and γ is the same
as in the definitions in (7.1). Furthermore,
|E(0,Λ(s)k ; ε, k)− E(0,Λ(s−1)k ; ε, k)| ≤ |ε|(δ(s−1)0 )6, s ≥ 2,
|E(0,Λ(s)k ; ε, k1)− E(0,Λ(s)k1 ; ε, k1)| ≤ |ε|(δ
(s−1)
0 )
6, |k1 − k| < (δ(s−1)0 )1/4, see (ii),
|E(0,Λ(s)k ; ε, k)− E(0,Λ(s)k ; ε, k1)| ≤ |k − k1|, |k1 − k| < (δ(s−1)0 )1/4.
(7.44)
(v) Let ϕ(Λk; k) = ϕ(·,Λk; k) be the eigenvector corresponding to E(0,Λk; ε, k), normalized by
ϕ(0,Λk; k) = 1. Then one has
(7.45) |ϕ(n,Λk; k)| ≤
{
|ε|1/2∑m∈m(ℓ(k))(k) exp(− 78κ0|n−m|α0) if n /∈ m(ℓ(k))(k),
2 for any m ∈ m(ℓ(k))(k).
(II) Let s < s(0)(k) (resp., 0 < s < ∞ if R(k) = ∅) be arbitrary. There exists a set Λ(s)k such that the
following conditions hold:
(i)
(7.46) B(0, R(s)) ⊂ Λ(s)k ⊂ B(0, 3R(s)).
(ii) There exists a real-analytic function E(0,Λ
(s)
k ; ε, k) of ε such that E(0,Λk; 0, k) = v(0, k) and
(7.47) specH
Λ
(s)
k ,ε,k
∩ {|E − E(0,Λk; ε, k)| < (δ(s−1)0 )1/8} = {E(0,Λk; ε, k)}.
(iii) Let |E − E(0,Λ(s)k ; ε, k)| < δ(s−1)0 . There exists a function D(·) := D(·,Λ(s)k ) ∈ GΛ(s)k,ω˜ ,T,κ0 , T =
4κ0 log δ
−1
0 , see (5) in Definition 2.1, such that
(7.48) |[(E −H
Λ
(s)
k \P
(s)(k),ε,k
)−1](x, y)| ≤ s
D(·),T,κ0,|ε|;Λ
(s)
k \{0},R
(x, y).
(iv) The functions E(·,Λ(s)k ; ε, k) obey
(7.49) E(0,Λk; ε, k) = E(0,Λ−k; ε,−k),
(k(0))2(k − k1)2 − 3|ε|(δ(s)0 )4 − 10|ε|
∑
δ
(s′)
0 <min(k−k1,k1)
(δ
(s′)
0 )
5 < E(0,Λ
(s)
k ; ε, k, ω˜)− E(0,Λ(s)k1 ; ε, k1)
<
2k
λ
(k − k1) + 2|ε|(δ(s)0 )5, 0 < k1 < k, γ − 1 ≤ k1 ≤ γ,
(7.50)
where k(0) := min(ε
3/4
0 , k/512).
(v) Let ϕ(Λk; k) = ϕ(·,Λk; k) be the eigenvector corresponding to E(0,Λk; ε, k), normalized by
ϕ(0,Λk; k) = 1. Then, one has
(7.51) |ϕ(n,Λk; k)| ≤ |ε|1/2 exp
(
− 7
8
κ0|n|α0
)
, for n 6= 0.
(III) Let n(0) ∈ T \ {0} be arbitrary. Let s ≥ s(ℓ(kn(0) )). Assume, for instance, kn(0) > 0.
(1) The limits
(7.52) E±(Λ
(s)
k
n(0)
; ε, kn(0)) := lim
k1→kn(0)±0
E(0,Λ
(s)
k
n(0)
; ε, k1)
exist, and
(7.53) 0 ≤ E+(Λ(s)k
n(0)
; ε, kn(0))− E−(Λ(s)k
n(0)
; ε, kn(0)) ≤ 2|ε| exp
(
− κ0
2
|n(0)|α0
)
.
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Furthermore,
specH
Λ
(s)
k
n(0)
(0),ε,k
n(0)
∩ {E : min
±
|E − E±(Λ(s)k
n(0)
; ε, kn(0))| < 8(δ(s¯0−1)0 )1/8}
= {E−(Λ(s)k
n(0)
; ε, kn(0)), E
+(Λ
(s)
k
n(0)
; ε, kn(0))}.
(7.54)
Let min± |E − E±(Λ(s)k
n(0)
,ω˜; ε, kn(0))| < (δ(s−1)0 )1/8. There exists a function D(·) := D(·,Λ(s)k
n(0)
) ∈
G
Λ
(s)
k
n(0)
,T,κ0
, T = 4κ0 log δ
−1
0 , see (5) in Definition 2.1, such that
(7.55) |[(E −H
Λ
(s)
k
n(0)
\P(s)(kn0),ε,kn(0)
)−1](m,n)| ≤ s
D(·),T,κ0,|ε|;Λ
(s)
k \{0,n
(0)},R
(m,n).
(2)
|E±(Λ(s)k
n(0)
; ε, kn(0)
)− E±(Λ(s+1)k
n(0)
; ε, kn(0)
)| ≤ |ε|(δ(s)0 )6.(7.56)
(3) E = E±(Λ
(s)
k
n(0)
; ε, kn(0)) obeys the following equation,
(7.57) E − v(0, kn(0))−Q(0,Λ(s)k
n(0)
; ε, E, )∓ ∣∣G(0, n(0),Λ(s)k
n(0)
; ε, E)
∣∣ = 0,
where
Q(0,Λ
(s)
k
n(0)
; ε, E)
=
∑
m′,n′∈Λ
(s)
k
n(0)
\P(s)(kn0)
h(0,m′; ε, kn(0))[(E −HΛ(s)k
n(0)
\{0,n(0)},ε,k
n(0)
)−1](m′, n′)h(n′, 0; ε, kn0),
G(0, n(0),Λ
(s)
k
n(0)
; ε, E) = h(0, n(0); ε, kn(0))
+
∑
m′,n′∈Λ
(s)
k
n(0)
\P(s)(kn0 )
h(0,m′; ε, kn(0))[(E −HΛ(s)k
n(0)
\{0,n(0)},ε,k
n(0)
)−1](m′, n′)h(n′, n(0); ε, kn(0)).
(7.58)
(IV ) If
E ∈ (E(Λ(s)k
n(0)
; ε, 0
)− δ, E(Λ(s)k
n(0)
; ε, 0
)− δ),
0 < δ < ε
1/2
0 /2, then
(7.59) |[(E −H
Λ
(s)
k
n(0)
,ε,0
)−1](m,n)| ≤ s
D(·),T,κ0,|ε|;Λ
(s)
k \{0,n
(0)},R
(m,n),
where D(·) := D(·,Λ(s)k
n(0)
) ∈ G
Λ
(s)
k
n(0)
,T,κ0
Remark 7.17. The main difficulty in the proof of Theorem C˜ is (1.30) in part (4), which states in particular
that if for some n(0), E−(kn(0)) < E
+(kn(0) ), then for every k and E ∈ (E−(kn(0)), E+(kn(0))), (E − H˜k)
is invertible. This fact itself is crucial because it identifies the gaps in the spectrum of the Hill operator;
see [DGL]. To relate an arbitrary k with kn(0) , we use the basic translation which conjugates Hε,k with
Hε,k+ξ(m), m ∈ T. In the case when the subgroup {ξ(m) : m ∈ T} ⊂ R is dense, we use approximation as in
[DG]. The case when the subgroup {ξ(m) : m ∈ T} ⊂ R is discrete requires additional arguments. To resolve
the difficulties we develop several auxiliary statements for this purpose. In further remarks we explain what
the main technical difficulties are.
Lemma 7.18. Using the notation from parts (I), (II) in Theorem D˜, the following statements hold.
(a) Let s < s(0)(k). Let
(7.60) exp(−κ0(R(s))α/5) < δ < |E − E(0,Λ(s)k ; ε, k)| < (δ(s−1)0 )1/8.
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Set Dδ := 2 log 2δ
−1, D(x) = D(x) if x ∈ Λ(s)k \ {0}, D(0) = Dδ. Then D ∈ GΛ,T,κ0 and the following
estimate holds,
(7.61) |[(E −H
Λ
(s)
k
,ε,k
)−1](x, y)| ≤ s
D(·),T,κ0,|ε|;Λ
(s)
k
,R
(x, y).
(b) Let s(ℓ)(k) ≤ s < s(ℓ+1)(k). Let
(7.62) exp
(
−κ0(R(s))α0/5
)
< δ < min
·
|E − E(·,Λ(s)k ; ε, k)| < (δ(s−1)0 )1/8.
Set Dδ := 2 log δ
−1, D(x) = D(x) if x ∈ Λ(s)k \ {0, n(ℓ)k }, D(x) = Dδ for x ∈ {0, n(ℓ)k }. Then D ∈ GΛ,T,κ0 and
(7.61) holds.
(c) Let s = s(ℓ)(k) and let
(7.63) 2 exp
(
−κ0
2
(R(s−1))α0
)
< δ < |E − E(0,Λ(s)k ; ε, k)| < (δ(s−1)0 )1/8.
Set Dδ := 3 log δ
−1, D(x) = D(x) if x ∈ Λ(s)k \{0, n(ℓ)(k)}, D(x) = Dδ for x ∈ {0, n(ℓ)(k)}. Then D ∈ GΛ,T,κ0
and (7.61) holds.
Proof. Let us begin with (a) and assume s < s(0)(k). Let E be as in (7.60). Due to (7.47) from Theorem D˜
we have dist(E, specH
Λ
(s)
k ,ε,k
) > δ, that is,
(7.64) ‖(E −H
Λ
(s)
k ,ε,k
)−1‖ < δ−1.
Furthermore, due to (7.48) from part (II) in Theorem D˜, we have
(7.65) |[(E −H
Λ
(s)
k \{0},ε,k
)−1](x, y)| ≤ s
D(·),T,κ0,|ε|;Λ
(s)
k \{0},R
(x, y).
Now we invoke Lemma 2.9. Due to (7.48) and (7.64), all conditions of this lemma hold. This implies
the statement in (a). The verification in (b) is completely similar. To prove (c), let s = s(ℓ)(k) and
2 exp(−κ02 (R(s−1))α0) < δ < |E −E(0,Λ
(s)
k ; ε, k)| < (δ(s−1)0 )1/8. Recall that due to (7.40) in Theorem D˜, we
have
(7.66) |E(0,Λ(s)k ; ε, k)− E(n(ℓ)(k),Λ(s)k ; ε, k)| < exp
(
−κ0
2
|n(ℓ)(k)|α0
)
.
Recall also that |n(ℓ)(k)| > R(s(ℓ)(k)−1) = R(s−1). Hence,
(7.67) |E(0,Λ(s)k ; ε, k)− E(n(ℓ)(k),Λ(s)k ; ε, k)| < exp
(
−κ0
2
(R(s−1))α0
)
< δ
(s−1)
0 .
Thus,
(7.68) exp
(
−κ0(R(s))α/5
)
< exp
(
−κ0
2
(R(s−1))α0
)
< δ/2 < min
·
|E − E(·,Λ(s)k ; ε, k)| < (δ(s−1)0 )1/8.
Now part (c) follows from part (b). 
Lemma 7.19. Assume that for some k ∈ R, m0 ∈ T and s′, we have
(7.69) (δ
(s′)
0 )
9/8 ≤ ||k| − |km0 || ≤ (δ(s
′−1)
0 )
1/3.
Then for any s ≥ max(s′, s(ℓ(km0))), we have
E(0,Λ
(s′)
k ; ε, k) ∈ (E−(Λ(s)km0 ; ε)− (δ
(s′−1)
0 )
1/4, E−(Λ
(s)
km0
; ε)− (δ(s′)0 )5)
∪(E+(Λ(s)km0 ; ε) + (δ
(s′)
0 )
5, E+(Λ
(s)
km0
; ε) + (δ
(s′−1)
0 )
1/4), if m0 6= 0.
(7.70)
If
(7.71) ||k| − |km0 || ≤ (δ(s
′−1)
0 )
1/3,
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then
E(0,Λ
(s′)
k ; ε, k) ∈ (E−(Λ(s)km0 ; ε)− (δ
(s′−1)
0 )
1/4, E−(Λ
(s)
km0
; ε) + (δ
(s′−1)
0 )
1/4)
∪(E+(Λ(s)km0 ; ε)− (δ
(s′−1)
0 )
1/4, E+(Λ
(s)
km0
; ε) + (δ
(s′−1)
0 )
1/4), if m0 6= 0,
(7.72)
(7.73) E(0,Λ
(s′)
k ; ε, k) ∈ (E(0,Λ(s)0 ; ε, 0)− (δ(s
′−1)
0 )
1/4, E(0,Λ
(s)
0 ; ε, 0) + (δ
(s′−1)
0 )
1/4), if m0 = 0.
Proof. Let us verify (7.70). Several cases need to be considered.
(i) Assume 1 ≤ k < km0 . Take an arbitrary km0 − (δ(s)0 )2 < k′′ < km0 . We have (δ(s
′)
0 )
2/2 ≤ k′′ − k ≤
2(δ
(s′−1)
0 )
1/3. Due to (7.43) from Theorem D˜, we have
(7.74) (k(0))2(k′′ − k)2 − 3|ε|(δ(s′)0 )5 − 10|ε|
∑
δ
(s′′)
0 <(k
′′−k)
(δ
(s′′)
0 )
6 < E(0,Λ
(s′)
k′′ ; ε, k
′′)− E(0,Λ(s′)k ; ε, k).
Note that in the current case the quantity k(0) obeys k(0) ∼ ε3/40 ; see the definition below (7.43). Note also
that
(7.75)
∑
δ
(s′′)
0 <(k
′′−k)
(δ
(s′′)
0 )
6 . (k′′ − k)5.
This implies
(7.76) E(0,Λ
(s′)
k′′ ; ε, k
′′)− E(0,Λ(s′)k ; ε, k) & (ε0(k′′ − k))2 & ε20(δ(s
′)
0 )
9/4.
Recall that due to the first inequality in (7.56) in Theorem D˜, we have
(7.77) |E(0,Λ(s′)k′′ ; ε, k′′)− E(s)(0,Λ(s)k′′ ; ε, k′′)| ≤ ε0
∑
s′≤s′′≤s−1
(δ
(s′′)
0 )
5 . ε0(δ
(s′)
0 )
9/2.
Combining (7.76) with (7.77) and letting k′′ → km0 , we get
(7.78) E−(Λ
(s)
km0
; ε)− E(Λ(s′)k ; ε, k) & ε20(δ(s
′)
0 )
9/4 > (δ
(s′)
0 )
5.
To get the upper estimate we use two last inequalities in (7.56):
|E(0,Λ(s′)k (0); ε, k′′)− E(0,Λ(s
′)
k′′ (0); ε, k
′′)| ≤ |ε|(δ(s−1)0 )6,
|E(0,Λ(s′)k (0); ε, k′)− E(0,Λ(s
′)
k (0); ε, k
′′)| ≤ |k′′ − k|.
(7.79)
Letting here k′′ → km0 , we obtain the upper estimate:
(7.80) E−(Λ
(s)
km0
; ε)− E(0,Λ(s′)k ; ε, k) < (δ(s
′−1)
0 )
1/4.
Thus (7.70) holds in this case.
(ii) Assume 0 < km0 < k. Similarly to the first case, we obtain
(7.81) (k(0))2(k − k′′)2 − 13|ε|(δ(s′)0 )5 < E(0,Λ(s
′)
k ; ε, k)− E(0,Λ(s
′)
k′′ ; ε),
where km0 < k
′′ < km0 + (δ
(s)
0 )
2. The lower estimate for k(0) is different in this case: k(0) & (δ
(s′)
0 )
9/8; see
the definition below (7.43). Therefore the estimate in this case is as follows,
(7.82) E(0,Λ
(s′)
k′ ; ε, k
′)− E(0,Λ(s′)k′′ ; ε, k′′) & (δ(s
′)
0 )
9/2.
The rest of the proof of (7.70) is completely similar to the first case.
(iii) Assume that k < −km0 < −1. Recall that due to (7.42),
(7.83) E(0,Λ
(s′)
k′′ ; ε, k
′′) = E(0,Λ
(s′)
−k′′ ; ε,−k′′)
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for any k′′. Note also that since km0 > 0,
(7.84) E+(Λ
(s)
−km0
; ε) = lim
k′′′→−km0−0
E(Λ
(s)
k′′′ ; ε, k
′′′).
We invoke the left-hand side estimate in (7.43) from Theorem D˜. Combined with (7.83) this estimate is as
follows,
(7.85) (k(0))2(k′′′ − k)2 − 3|ε|(δ(s′)0 )5 − 10|ε|
∑
δ
(s′′)
0 <(k
′′′−k′)
(δ
(s′′)
0 )
6 < E(0,Λ
(s′)
k ; ε, k)− E(0,Λ(s
′)
k′′′ ; ε, k
′′′)
for any −km0 − (δ(s)0 )2 < k′′′ < −km0 . Now similarly to the first case, we obtain
(7.86) (ε0(δ
(s′)
0 )
2)2 . E(0,Λ
(s′)
k′ ; ε, k
′)− E+(Λ(s)−km0 ; ε) ≤ (δ
(s′−1)
0 )
1/4.
Since E+(Λ
(s)
−km0
; ε) = E+(Λ
(s)
km0
; ε), (7.70) holds in this case as well.
For any of the remaining cases the arguments are completely similar to one of the cases (i)–(iii). This
finishes the verification of (7.70).
It is clear that the proof of the upper estimate in (7.70) implies (7.72) and (7.73). 
Corollary 7.20. Using the notation of Lemma 7.19, assume
(7.87) 2(δ
(s′)
0 )
9/8 ≤ ||k| − |km0 || ≤ (δ(s
′−1)
0 )
1/3/2.
Then for any s ≥ max(s′, s(ℓ(km0))), and any z ∈ P(s′)(k), we have
E(z,Λ
(s′)
k ; ε, k) ∈ (E−(Λ(s)km0 ; ε)− 2(δ
(s′−1)
0 )
1/4, E−(Λ
(s)
km0
; ε)− (δ(s′)0 )5/2)
∪(E+(Λ(s)km0 ; ε) + (δ
(s′)
0 )
5/2, E+(Λ
(s)
km0
; ε) + 2(δ
(s′−1)
0 )
1/4), if m0 6= 0,
(7.88)
E(z,Λ
(s′)
k ; ε, k) ∈ (E(0,Λ(s)0 ; ε, 0)− (δ(s
′−1)
0 )
1/4, E(0,Λ
(s)
0 ; ε, 0)− (δ(s
′)
0 )
5/2)
∪(E(0,Λ(s)0 ; ε, 0) + (δ(s
′)
0 )
5, E(0,Λ
(s)
0 ; ε, 0) + (δ
(s′−1)
0 )
1/4), if m0 = 0.
(7.89)
If
(7.90) ||k| − |km0 || ≤ (δ(s
′−1)
0 )
1/3/2,
then
E(z,Λ
(s′)
k ; ε, k) ∈ (E−(Λ(s)km0 ; ε)− 2(δ
(s′−1)
0 )
1/4, E−(Λ
(s)
km0
; ε) + 2(δ
(s′−1)
0 )
1/4
∪(E+(Λ(s)km0 ; ε)− 2(δ
(s′−1)
0 )
1/4, E+(Λ
(s)
km0
; ε) + 2(δ
(s′−1)
0 )
1/4), if m0 6= 0,
(7.91)
(7.92) E(z,Λ
(s′)
k ; ε, k) ∈ (E(0,Λ(s)0 ; ε, 0)− (δ(s
′−1)
0 )
1/4, E(0,Λ
(s)
0 ; ε, 0) + (δ
(s′−1)
0 )
1/4), if m0 = 0.
Proof. For z = 0, (7.88) is due to Lemma 7.19. Let n(ℓ)(k), s(ℓ)(k), ℓ(k) be as in (7.36). If s′ < s(0), then
z = 0 is the only possible one and we are done. Otherwise find ℓ such that s(ℓ)(k) ≤ s′ < s(ℓ+1)(k). Then
we need to consider z = n(ℓ)(k). Recall that due to the definitions in (7.34) we have
(7.93) |2k + ξ(n(ℓ)(k))| < 2(δ(s(ℓ)(k))0 )3/4.
Hence,
||k + ξ(n(ℓ)(k))| − |k|| < 2(δ(s(ℓ)(k))0 )3/4,
(δ
(s′)
0 )
9/8 ≤ ||k + ξ(n(ℓ)(k))| − |km0 || ≤ (δ(s
′−1)
0 )
1/3.
(7.94)
Due to Lemma 7.19,
(7.95) (δ
(s′)
0 )
5 ≤ |E − E(n(ℓ)(k),Λ(s′)
k+ξ(n(ℓ)(k))
; ε, k + ξ(n(ℓ)(k)))| ≤ (δ(s′−1)0 )1/4.
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Due to (7.42) from Theorem D˜, one has the identity
(7.96) E(0,Λ
(s)
k+ξ(n(ℓ)(k))
; ε, k + ξ(n(ℓ)(k))) = E(n(ℓ)(k),Λ
(s)
k ; ε, k),
which finishes the proof of the first statement. The proof of the rest of the statements is similar. 
Corollary 7.21. Using the notation from Lemma 7.19, assume that (7.87) holds. Assume furthermore that
E+(Λ
(s)
km0
; ε)−E+(Λ(s)km0 ; ε) ≤ δ
(s′−1)
0 . Then for any E
−(Λ
(s)
km0
; ε)−(δ(s′)0 )5/2 < E < E+(Λ(s)km0 ; ε)+(δ
(s′)
0 )
5/2,
we have
(7.97) (δ
(s′)
0 )
5/2 ≤ min
z
|E − E(z,Λ(s′)k ; ε, k)| ≤ 3(δ(s
′−1)
0 )
1/4
and
(7.98) |[(E −H
Λ
(s′)
k ,ε,k
)−1](x, y)| ≤ s
D(·),T,κ0,|ε|;Λ
(s′)
k ,R
(x, y),
where D(·) ∈ G
Λ
(s′)
k ,T,κ0
, T = 4κ0 log δ
−1
0 .
Proof. Since we assume E+(Λ
(s)
km0
; ε, km0) − E−(Λ(s)km0 ; ε, km0) ≤ δ
(s′−1)
0 , the estimate (7.97) follows from
(7.88). The estimate (7.98) follows from (b) in Lemma 7.18. 
Lemma 7.22. Let m ∈ T and 0 < δ < 1/16 be arbitrary. If |v(m, k)− v(0, k)| < δ2, then min(|ξ(m)|, |2k +
ξ(m)|) ≤ 32δ if γ ≤ 4 and min(|ξ(m)|, |2k + ξ(m)|) ≤ 256δ2 if γ > 4. In the latter case, max(|ξ(m)|, |2k +
ξ(m)|) > γ.
Proof. We have |v(m, k)− v(0, k)| = λ−1|ξ(m)| · |2k+ ξ(m)|. Hence min(λ−1/2|ξ(m)|, λ−1/2|2k+ ξ(m)|) < δ.
So, if γ ≤ 4, λ ≤ 210 and the claim holds. Assume now γ > 4. Assume for instance λ−1/2|2k+ ξ(m)| < δ. In
this case, |ξ(m)| > 2|k|− δλ1/2 > 2γ− 2−γ1/2 > γ ≥ |k|. Hence, |2k+ ξ(m)| < λγ |v(m, k)− v(0, k)| < 256δ2.
If λ−1/2|ξ(m)| < δ, then |2k + ξ(m)| > 2|k| − δλ1/2 > 2γ − 2 − γ1/2 > γ ≥ |k|. As before it follows that
|ξ(m)| < 256δ2. 
Lemma 7.23. Assume that for some k ∈ R, m0,m ∈ T, we have |k − km0 | < δ(s
′)
0 /4 and
(7.99) δ
(s′)
0 /2 ≤ |v(m, k)− v(0, k)| ≤ δ(s
′−1)
0 .
Let k′ = k+ ξ(m). Then the conditions (7.87) from Corollary 7.20 hold for k′ in the role of k. In particular,
for any s ≥ max(s′, s(ℓ(km0 ))), s′′ ≥ s′ and any z ∈ P(s′′)(k), we have
E(z,Λ
(s′′)
k′ ; ε, k
′) ∈ (E−(Λ(s)km0 ; ε)− (δ
(s′−1)
0 )
1/4, E−(Λ
(s)
km0
; ε)− (δ(s′)0 )5)
∪(E+(Λ(s)km0 ; ε) + (δ
(s′)
0 )
5, E+(Λ
(s)
km0
; ε) + (δ
(s′−1)
0 )
1/4).
(7.100)
Proof. Let us verify that (7.87) holds for k′ in the role of k. By Lemma 7.22,
(7.101) min(|ξ(m)|, |2k + ξ(m)|) ≤ 32(δ(s′−1)0 )1/2.
Assume for instance −32(δ(s′−1)0 )1/2 < ξ(m) < 0. Recall that |v(m, k) − v(0, k)| = |ξ(m)||2k + ξ(m)|.
Combining this with the lower estimate in (7.99), we find
(7.102) |ξ(m)| & |v(m, k)− v(0, k)| ≥ δ(s′)0 /2 > 2|k − km0 |.
Due to (7.102), we have
k′ = k − |ξ(m)| ≤ km0 + |k − km0 | − |ξ(m)| ≤ km0 − |ξ(m)|/2,
km0 − k′ ≤ |km0 − k|+ |ξ(m)| < 3|ξ(m)|/2 . (δ(s
′−1)
0 )
1/2,
δ
(s′)
0 . |ξ(m)|/2 ≤ (km0 − k′) . (δ(s
′−1)
0 )
1/2.
(7.103)
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Assume now that that −32(δ(s′−1)0 )1/2 < 2k+ ξ(m) < 0. Once again, |v(m, k)− v(0, k)| = |ξ(m)||2k+ ξ(m)|,
(7.104) |2k + ξ(m)| & |v(m, k)− v(0, k)| ≥ δ(s′)0 /2 > 2|k − km0 |.
Hence,
(−km0)− k′ = ((−k)− k′)+(k − km0) = −(2k + ξ(m)) + (k − km0),
δ
(s′)
0 . (−km0)− k′ . (δ(s
′−1)
0 )
1/2,
(7.105)
that is, the conditions of Lemma 7.19 hold in this case as well. The rest of the cases are similar. 
Lemma 7.24. (1) Using the notation from part (III) of Theorem D˜, for any m0 ∈ T \ {0}, the limits
(7.106) E±(km0 ; ε) = lim
s→∞
E±(Λ
(s)
km0
; ε)
exist and obey
(7.107) |E±(km0 ; ε)− E±(Λ(s)km0 ; ε)| < 2(δ
(s)
0 )
6.
Similarly, the limit
(7.108) E(0, ε) = lim
s→∞
E(0,Λ
(s)
0 ; ε, 0)
exists and obeys
(7.109) |E(0, ε)− E(0,Λ(s)0 ; ε, 0)| < 2(δ(s)0 )6.
(2) Assume E+(km0 ; ε) − E−(km0 ; ε) > 0. Define s∗ := s∗(m0) via δ(s
∗)
0 ≤ E+(km0 ; ε) − E−(km0 ; ε) <
δ
(s∗−1)
0 . Then s
∗ ≥ s(ℓ(km0)).
(3) Let ||k| − |km0 || ≤ (δ(s
∗−1)
0 )
1/3/2. For any E−(km0 ; ε) < E < E
+(km0 ; ε) > 0, the matrix (E −
H
Λ
(s∗)
k \P
(s∗)(k),ε,k
) is invertible, and
(7.110) |[(E −H
Λ
(s∗)
k \P
(s)(k),ε,k
)−1](m,n)| ≤ s
D(·),T,κ0,|ε|;Λ
(s∗)
k \P
(s∗)(k),R
(m,n),
where D(·) ∈ G
Λ
(s∗)
k
,T,κ0
, T = 4κ0 log δ
−1
0 .
Proof. Part (1) follows from (7.56) in Theorem D˜.
To verify (2), recall that due to (7.53) in Theorem D˜, we have
(7.111) 0 ≤ E+(Λ(s)km0 ; ε, km0)− E
−(Λ
(s)
km0
; ε, km0) ≤ 2|ε| exp
(
− κ0
2
|m0|α0
)
.
Recall also that |m0| > R(s(ℓ(km0 )−1). Hence,
(7.112) 0 ≤ E+(Λ(s)km0 ; ε, km0)− E
−(Λ
(s)
km0
; ε, km0) < exp
(
−κ0
2
(R(s
(ℓ(km0 )−1))α0)
)
< δ
(s(ℓ(km0 )−1)
0 .
Therefore s∗ ≥ s(ℓ(km0 )).
Let us prove (3). Let ||k| − |km0 || ≤ (δ(s
∗−1)
0 )
1/3/2 and E−(km0 ; ε) < E < E
+(km0 ; ε) > 0. Since
s∗ ≥ s(ℓ(km0), Corollary 7.20 applies:
E(z,Λ
(s∗)
k ; ε, k) ∈ (E−(Λ(s
∗)
km0
; ε)− 2(δ(s∗−1)0 )1/4, E−(Λ(s
∗)
km0
; ε) + 2(δ
(s∗−1)
0 )
1/4)
∪(E+(Λ(s∗)km0 ; ε)− 2(δ
(s∗−1)
0 )
1/4, E+(Λ
(s∗)
km0
; ε) + 2(δ
(s∗−1)
0 )
1/4)
(7.113)
for any z ∈ P(s∗)(k). Due to (7.107),
(7.114) E+(Λ
(s∗)
km0
; ε)− E−(Λ(s∗)km0 ; ε) < 2δ
(s∗−1)
0 .
In particular, |E − E(z,Λ(s∗)k ; ε, k)| < 2(δ(s
∗−1)
0 )
1/4. Therefore (7.110) follows from (7.48) in part (II) of
Theorem D˜. 
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Remark 7.25. We are now ready to prove (7.110) from Lemma 7.24 with s > s∗ in the role of s∗. This is
the main component for the proof of (1.30) in part (4) of Theorem C˜; see Remark 7.17. One can see that
the difficulty we face here is that for s > s∗, the interval E−(km0 ; ε) < E < E
+(km0 ; ε) may be too wide
to apply Corollary 7.21. This in turn is due to the upper estimate condition for the estimate (7.55) for the
resolvent in Theorem D˜. The latter is absolutely necessary to keep the spectral separation with all resonant
eigenvalues under control. What comes to the rescue is that the resonant eigenvalues in question are out of
the above-mentioned interval due to Lemma 7.23. We use Proposition 2.8 combined with Lemma 2.9 and
induction starting with the statement in Lemma 7.24 itself.
Lemma 7.26. Using the notation from Lemma 7.24, let ||k| − |km0 || ≤ (δ(s−1)0 )1/3/2, s ≥ s∗. For any
E−(km0 ; ε) < E < E
+(km0 ; ε), the matrix (E −HΛ(s)k \P(s)(k),ε,k) is invertible, and
(7.115) |[(E −H
Λ
(s)
k \P
(s)(k),ε,k
)−1](x, y)| ≤ s
D(·),T,κ0,|ε|;Λ
(s)
k \P
(s)(k),R
(x, y),
where D(·) ∈ G
Λ
(s)
k ,T,κ0
, T = 4κ0 log δ
−1
0 . If E
−(km0 ; ε) + (δ
(s)) < E < E+(km0 ; ε)− (δ(s)), then the matrix
(E −H
Λ
(s)
k ,ε,k
) is invertible, and
(7.116) |[(E −H
Λ
(s)
k ,ε,k
)−1](x, y)| ≤ s
D(·),T,κ0,|ε|;Λ
(s)
k ,R
(x, y),
with D(·) ∈ G
Λ
(s)
k
, and
(7.117) D = max
x
D(x) ≤ log(δ(s))−1 + log ε0 + |m0| < 2 log(δ(s))−1.
Proof. The proof goes via induction over s, starting with s = s∗, for which the statement is due to
Lemma 7.24. Let s > s∗. Assume that the statement holds for any s∗ ≤ s′ ≤ s − 1 in the role of s.
We use the partition defined in (i) , part (I) of Theorem D˜ to invoke Proposition 2.8. We have
(7.118) Λ
(s)
k = Λ
(s−1)
k ∪
⋃
m∈M(k,s)∩M
(s′)
k,s−1, s
′=s′(k,m)
(m+ Λ
(s′)
k+ξ(m)).
Take an arbitrary m ∈M(k, s) ∩M(s′)k,s−1 in the right-hand side of (7.118). We need to verify that
(7.119) |[(E −H
m+Λ
(s′)
k′
,ε,k
)−1](x, y)| ≤ s
D(m+Λ
(s′)
k′
),T,κ0,|ε|;m+Λ
(s′)
k′
,R
(x, y),
where k′ = k + ξ(m), D ∈ G
m+Λ
(s′)
k′
,T,κ0
. Due to the (TRANSLATION) property, see the beginning of
Section 7, (7.119) is equivalent to
(7.120) |[(E −H
Λ
(s′)
k′
,ε,k′
)−1](x, y)| ≤ s
D(Λ
(s′)
k′
),T,κ0,|ε|;Λ
(s′)
k′
,R
(x, y),
with D ∈ G
Λ
(s′)
k′
,T,κ0
. Due to (7.38) in (i), part (I) of Theorem D˜, |v(m, k) − v(0, k)| ≥ δ(s′)0 /2. Due to the
definition of the sets M
(s′)
k,s−1 in (7.6), we have |v(m, k) − v(0, k)| ≤ δ(s
′−1)
0 . Therefore Lemma 7.23 applies:
for k′ = k + ξ(m), we have
2(δ
(s′)
0 )
9/8 ≤ ||k′| − |km0 || ≤ (δ(s
′−1)
0 )
1/3/2,
E(z,Λ
(s′)
k′ ; ε, k
′) ∈ (E−(Λ(s)km0 ; ε)− (δ
(s′−1)
0 )
1/4, E−(Λ
(s)
km0
; ε)− (δ(s′)0 )5)
∪(E+(0,Λ(s)km0 ; ε) + (δ
(s′)
0 )
5, E+(0,Λ
(s)
km0
; ε) + (δ
(s′−1)
0 )
1/4), for any z ∈ P(s′)(k′).
(7.121)
Let s′ ≤ s∗. Due to (7.107) in Lemma 7.24, we have
E+(Λ
(s)
km0
; ε)− E−(Λ(s)km0 ; ε) < E
+(km0 ; ε)− E−(km0 ; ε) + 2(δ(s)0 )6 < 2δ(s
∗−1)
0 ,
E−(Λ
(s)
km0
; ε)− (δ(s′)0 )5/2 < E < E+(Λ(s)km0 ; ε) + (δ
(s′)
0 )
5/2,
for any E−(km0 ; ε) < E < E
+(km0 ; ε).
(7.122)
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Corollary 7.21 applies with k′ in the role of k, and therefore (7.120) holds. Let s′ > s∗. We apply the
inductive assumption to k′ in the role of k:
(7.123) |[(E −H
Λ
(s′)
k′
\P(s)(k′),ε,k′
)−1](x, y)| ≤ s
D(·),T,κ0,|ε|;Λ
(s′)
k′
\P(s)(k′),R
(x, y).
Due to (7.122)–(7.123), the conditions needed for Lemma 2.9 hold. Therefore (7.120) holds in this case as
well.
Due to the inductive assumption,
(7.124) |[(E −H
Λ
(s−1)
k \P
(s−1)(k),ε,k
)−1](x, y)| ≤ s
D(·),T,κ0,|ε|;Λ
(s−1)
k \P
(s−1)(k),R
(x, y).
Let us verify that
(7.125) P(s)(k) = P(s−1)(k).
We have ||k| − |km0 || ≤ (δ(s−1)0 )1/3/2. Assume for instance |k − km0 | ≤ (δ(s−1)0 )1/3/2. Let n(ℓ)(k), s(ℓ)(k),
ℓ(k) be as in (7.36). Due to Lemma 7.24, s∗ ≥ s(ℓ(km0 )). Recall that |m0| ≤ 12R(s(ℓ(km0 )). Since s > s∗,
we may conclude that m0 ∈ R(k); see Definition 7.14. So, s(ℓ(km0)) = s(ℓ)(k), m0 = n(ℓ)(k) for some ℓ. If
ℓ = ℓ(k), then P(s
′′) = {0, n(ℓ)(k)} for any s′′ ≥ s(ℓ(km0)). In particular (7.125) holds. Assume ℓ < ℓ(k).
Then, |k − kn(ℓ+1)(k)| < δ(s
(ℓ+1)(k))
0 )
3/4; see Definition 7.14. Hence,
|kn(ℓ+1)(k) − km0 | < (δ(s−1)0 )1/3/2 + δ(s
(ℓ+1)(k))
0 )
3/4 < 2(δ
(s−1)
0 )
1/3/2.
Due to the setup in (7.4) this implies |n(ℓ+1)(k) − m0| > 48R(s−1). Hence, |n(ℓ+1)(k)| > 36R(s−1). Due
to Definition 7.16 this implies s(ℓ+1)(k) > s. Hence (7.125) holds. The case |k + km0 | ≤ (δ(s−1)0 )1/3/2 is
completely similar due to the (SYMMETRY ) property, see the beginning of Section 7. Thus (7.125) holds
in any event. In particular, we have
(7.126) Λ
(s)
k \ P(s)(k) = [Λ(s−1)k \ P(s−1)(k)] ∪
⋃
m∈M(k,s)∩M
(s′)
k,s−1, s
′=s′(k,m)
(m+ Λ
(s′)
k+ξ(m)).
Now Proposition 2.8 applies and (7.115) follows. Due to Lemma 2.9, (7.116) and(7.117) follow from (7.115).

Remark 7.27. Lemma 7.26 combined with Lemma 7.32, which we prove later, enables us to prove (1.30)
in part (4) of Theorem D˜ in the case when the subgroup {ξ(m) : m ∈ T} ⊂ R is dense. In this case it is
enough to apply Lemma 7.26 just for k = km0 . Note that in any case the validity of this lemma for the set
of k in a small interval around km0 , (||k| − |km0 || ≤ (δ(s−1)0 )1/3/2) is used in the proof of the lemma itself;
we apply it for the shifts k′ = k + ξ(m) in the role of k.
Now we will analyze the case when the subgroup is discrete, that is,
(7.127) 2τ0 := inf
n∈T\{0}
|ξ(n)| > 0.
Due to the translation argument it is enough to prove a version of Lemma 7.26 for
(7.128) k ∈ J(m0) := (km0 − τ0, km0 + τ0].
Set s := max{s : τ0 ≤ (δ(s−1)0 )1/3/2}. Obviously, the lemma holds as long as s ≤ s, and |k| ∈ J(m0).
Lemma 7.28. Let k ∈ J(m0) and m /∈ {0,m0}. Then, we have the following statements.
(1) |v(m, k)− v(0, k)| > (δ(s¯))3/4. In particular, the sets M(s′)k,s−1 in (7.6) are empty for s′ > s¯.
(2) P(s)(k) = P(s−1)(k) for s > s.
Proof. Due to the definition, (δ
(s)
0 )
1/3/2 < τ0 ≤ (δ(s−1)0 )1/3/2. Since k ∈ J(m0) and m /∈ {0,m0}, |k −
km| ≥ τ0. Hence, |v(m, k) − v(0, k)| = 2λ−1|k − km||ξ(m)| ≥ 2λ−1τ20 > (δ(s¯))3/4. If m ∈ M(s
′)
k,s−1, then
|v(m, k)− v(0, k)| ≤ (3δ(s′−1)0 /4); see (7.6). Therefore M(s
′)
k,s−1 = ∅ if s′ > s.
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Let n(ℓ)(k), s(ℓ)(k), ℓ(k) be as in (7.36). We have |k − km| > (δ(s)0 )1/3/2 for any m /∈ {0,m0}. Hence,
s(ℓ)(k) < s, unless n(ℓ)(k) = m0. Assume m0 /∈ R(k). In this case, s(ℓ(k))(k) < s, P(s)(k) = {0} for s ≥ s;
see (7.36). In particular, P(s)(k) = P(s−1)(k) for s > s. Assume m0 ∈ R(k). In this case s(ℓ(k))(k) = s,
P(s)(k) = {0,m0}, P(s)(k) = P(s−1)(k) for s > s. 
Lemma 7.29. Let k ∈ J(m0) and s ≥ s∗. For any E−(km0 ; ε) < E < E+(km0 ; ε), the matrix (E −
H
Λ
(s)
k \P
(s)(k),ε,k
) is invertible,
(7.129) |[(E −H
Λ
(s)
k \P
(s)(k),ε,k
)−1](x, y)| ≤ s
D(·),T,κ0,|ε|;Λ
(s)
k \P
(s)(k),R
(x, y),
where D(·) ∈ G
Λ
(s∗)
k
,T,κ0
, T = 4κ0 log δ
−1
0 . If E
−(km0 ; ε) + (δ
(s))2 < E < E+(km0 ; ε) − (δ(s))2, then the
matrix (E −H
Λ
(s)
k ,ε,k
) is invertible, and
(7.130) |[(E −H
Λ
(s)
k ,ε,k
)−1](x, y)| ≤ s
D(·),T,κ0,|ε|;Λ
(s)
k ,R
(x, y).
Proof. As we mentioned in the last remark, the statement holds for s ≤ s. Let s > s. We just verify that the
arguments in the proof of Lemma 7.26 still hold, even though we do not assume |k − km0 | ≤ (δ(s−1)0 )1/3/2
anymore here. We use the partition (7.118). Take an arbitrary m ∈M(k, s) ∩M(s′)k,s−1 in the right-hand side
of (7.118). We need to verify (7.120). Due to the previous lemma, for any s′ in (7.118), we have s′ ≤ s.
Hence, we still have |k − km0 | ≤ (δ(s
′−1)
0 )
1/3/2. There are two cases: (a) s∗ ≤ s and (b) s∗ > s. One can see
that in both cases the verification of (7.120) for s′ ≤ s−1 works the same way as in the proof of Lemma 7.26
because s′ ≤ s. Due to Lemma 7.28, P(s)(k) = P(s−1)(k). Therefore, the inductive argument works for s > s
just as in Lemma 7.26. 
Remark 7.30. We need to develop versions of Lemmas 7.26 and 7.29 for m0 = 0, k0 = 0. This case turns
out to be quite similar, and actually considerably easier.
Lemma 7.31. Let |k| ≤ (δ(s−1)0 )1/2. For any E < E(0,Λ(s
′)
0 ; ε, 0)− (δ(s−1)0 )1/3, the matrix (E −HΛ(s)
k
,ε,k
)
is invertible, and
(7.131) |[(E −H
Λ
(s)
k ,ε,k
)−1](x, y)| ≤ s
D(·),T,κ0,|ε|;Λ
(s)
k \P
(s)(k),R
(x, y),
where D(·) ∈ G
Λ
(s)
k ,T,κ0
, T = 4κ0 log δ
−1
0 ,
(7.132) D
(s)
= max
x
D(x) < 2 log(δ(s))−1.
Furthermore, assume that the subgroup {ξ(m) : m ∈ T} ⊂ R is discrete and k ∈ J(0). Then (7.131) holds
for any s.
Proof. The proof goes via induction over s starting with s = 0, Λ
(0)
k := {0}, HΛ(0)k being a 1 × 1 matrix,
that is, just the real number v(0, k), E(0,Λ
(0)
0 ; ε, k) := v(0, k). For this case, the statement is trivial because
v(0, k) < δ
(0)
0 , E < (δ
(s−1)
0 )
1/3. Assume that the statement holds for any 0 ≤ s′ ≤ s − 1 in the role of s.
As before we use the partition (7.118). Take an arbitrary m ∈ M(k, s) ∩M(s′)k,s−1 in the right-hand side of
(7.118). We need to verify (7.120). Due to (7.38) in (i) , part (I) of Theorem D˜, |v(m, k)−v(0, k)| ≥ δ(s′)0 /2.
Due to the definition of the sets M
(s′)
k,s−1 in (7.6), we have |v(m, k)−v(0, k)| ≤ δ(s
′−1)
0 . Therefore Lemma 7.23
applies. Now combining the inductive assumption with Proposition 2.8 and with Lemma 2.9, we obtain the
first statement in the lemma. The proof of the second statement is similar due to Lemma 7.28, compare
with the proof of Lemma 7.32. 
Lemma 7.32. (1) Let A, As, s = 1, 2, . . . be self-adjoint operators acting in the Hilbert space L, Ls,
respectively, L ⊃ Ls. Let DA, DAs be the domains of the operators A and As, respectively. Assume that
(a) each As is invertible, and moreover B := sups ‖A−1s ‖ <∞,
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(b) there exists a dense set D ⊂ DA such that for any f ∈ D, there exists sf such that f ∈ DAs for
s ≥ sf and ‖(A−As)f‖ → 0 as s→∞.
Then A is invertible, and ‖A−1‖ ≤ B.
(2) Using the notation from (1), assume in addition that the following conditions hold:
(c) the set D contains an orthonormal basis {gn}n∈N of the space L,
(d) sups |〈A−1s gm, gn〉| ≤ ρ(m,n) with S2 := supm
∑
n ρ(m,n)
2 <∞.
Then |〈A−1gm, gn〉| ≤ ρ(m,n) for any m,n.
(3) Assume that the subgroup {ξ(m) : m ∈ T} ⊂ R is dense. Assume that for some k0, E ∈ R, the operator
(E −Hk0) is invertible. Then (E −Hk) is invertible for every k. Furthermore, assume |(E −Hk0)(m,n)| ≤
ρ(|m− n|) for all m,n, and ∑t ρ(t)2 <∞. Then |(E −Hk)(m,n)| ≤ ρ(|m− n|) for all k,m, n.
(4) Assume that the subgroup {ξ(m) : m ∈ T} ⊂ R is discrete, that is, 2τ0 = minm∈T\{0} |ξ(m)| > 0.
Assume that for some m0, E ∈ R, the operator (E−Hk) is invertible for any k ∈ J(m0) = (km0−τ0, km0+τ0].
Then (E −Hk) is invertible for every k. Furthermore, assume |(E −Hk)(m,n)| ≤ ρ(|m − n|) for all m,n
and all k ∈ J(m0) = (km0 − τ0, km0 + τ0], and
∑
t ρ(t)
2 < ∞. Then |(E −Hk)(m,n)| ≤ ρ(|m − n|) for all
k,m, n.
Proof. The proof of (1) and (2) may be found in [DG], see Lemma 11.1 in that paper.
The proof of (3) also follows the one of this lemma in [DG], modulo the new notation here. Namely, recall
that
(7.133) Hk0+ξ(ℓ)(m,n) = Hk0(m+ ℓ, n+ ℓ)
for any ℓ,m, n ∈ T. Given t ∈ T and f(·) ∈ ℓ2(T), set Utf(n) := f(n− t), n ∈ Zν . Clearly, Ut is a unitary
operator. Furthermore, Ut(a(m,n))m,n∈TU
−1
t = (a(m + t, n + t))m,n∈T for any self-adjoint operator A =
(a(m,n))m,n∈T whose domain contains the standard basis vectors en, n ∈ T. Combining this with (7.133),
one concludes that Hk0+ξ(ℓ) is unitarily conjugate to Hk0 . In particular, ‖(E−Hk0+ξ(ℓ))−1‖ = ‖(E−Hk0)−1‖
for any ℓ. Since the subgroup {ξ(m) : m ∈ T} ⊂ R is dense, given k, there exists a sequence ℓs such that
(k0 + ℓs)ω → k. Then ‖[(E − Hk0+ξ(ℓs)) − (E − Hk)]f‖ → 0 for any f supported on a finite subset of T.
Therefore the first statement in (3) follows from part (1). Assume |(E −Hk0)−1(m,n)| ≤ ρ(|m− n|) for all
m,n. Then, due to unitary conjugation via (7.133), we have |(E − Hk+ξ(ℓ))−1(m,n)| ≤ ρ(|m − n|) for all
ℓ,m, n. Therefore the second statement in (3) follows from (2).
Finally, using the notation in (4), we have
(7.134)
⋃
ℓ∈T
(ξ(ℓ) + J(m0)) = R.
The operators Hk+ξ(ℓ) and Hk are unitarily conjugate and the first statement in (4) follows. Assume
|(E−Hk)(m,n)| ≤ ρ(|m−n|) for all m,n and all k ∈ J(m0) = (km0 − τ0, km0 + τ0]. Then |(E−Hk)(m,n)| ≤
ρ(|m− n|) for all k,m, n, due to unitary conjugation via (7.133). 
Proof of Theorem C˜. Using the notation from Theorem D˜, let k ∈ G \ { ξ(m)2 : m ∈ F}. Note first of all that
due to (7.2), the set G in Theorem C˜ obeys G ⊂ G. This is because the intervals In are smaller than the
intervals Jn; see (1.18), (7.2), (7.4). Due to Theorem D˜, we have for s1 < s,
|E(0,Λ(s1)k ; ε, k)− E(Λ(s)k ; ε, k)| < δ(s1)0 ,
|ϕ(n,Λ(s1)k ; ε, k)− ϕ(n,Λ(s)k ; ε, k)| < δ(s1)0 .
(7.135)
Therefore the limits
E(k) = lim
s→∞
E(0,Λ
(s)
k ; ε, k),
ϕ(n; k) = lim
s→∞
ϕ(n,Λ
(s)
k ; ε, k)
(7.136)
MULTI-SCALE ANALYSIS ON ABELIAN GROUPS WITH AN APPLICATION TO HILL’S EQUATION 51
exist. Starting from here we suppress ε from the notation. Furthermore, due to Theorem D˜ we obtain:
Hkϕ(k) = E(k)ϕ(k), ϕ(n; k) = 1,
|ϕ(n; k)| ≤ ε1/2
∑
m∈m(ℓ(k))(k)
exp
(
− 7
8
κ0|n−m|
)
, n /∈ m(ℓ(k))(k),
|ϕ(n; k)| ≤ 2 for any m ∈ m(ℓ(k))(k).
(7.137)
Let Hk,ε be defined via (7.1) as in Theorem D˜. We have H˜k,(2π)2ε = λ(2π)
2Hk,ε, compare (7.1) with (1.17).
This implies
(7.138) H˜k,(2π)2εϕ(k) = E˜(k)ϕ(k)
with E˜(k) = λ(2π)2E(k). To simplify the notation we suppressed the tilde sign from the E˜(k) in the
statement of Theorem C˜. This finishes the proof of part (1) in Theorem C˜.
Before we proceed with the verification of the rest of the statements we need to remark the following. In
the definition (7.1), γ − 1 ≤ |k| ≤ γ, λ = 256γ, with γ ≥ 1 being a fixed parameter. Although the E(k)
depend on γ, ϕ(k), E˜(k) do not depend on it. Furthermore, the comparison statements in Theorem D˜, like
(7.40), apply only to values of k1 in the same range γ − 1 ≤ |k1| ≤ γ. Clearly, we always can adjust γ so
that this condition holds provided say |k1− k| ≤ 1. The same applies to the limit statements in Theorem D˜,
like (7.52).
(2) It follows from (7.42) and (7.43) in Theorem D˜ that
(7.139) E(k) = E(−k),
(k(0))2(k − k1)2 − 10|ε|
∑
δ
(s′)
0 <min(k−k1,k)
(δ
(s′)
0 )
4 < E(k)− E(k1)
<
2k
λ
(k − k1) + 2|ε|
∑
k1<kn<k
(δ
(s(n)−1)
0 )
1/8, 0 < k1 < k, γ − 1 ≤ k1 ≤ γ,
(7.140)
where s(n) is defined via 12R(s(n)−1) < |n| ≤ 12R(s(n)), k(0) := min(ε3/40 , kn(0)/512), and γ is the same as
in the definition (7.1). Note that the quantity δ(n) in (1.23) of Theorem C˜ obeys δ(n) > 2(δ
(s(n)−1)
0 )
1/8. It
follows from the first inequality in (7.140) that
(7.141) E(k)− E(k1) > (k
(0))2(k − k1)2
2
.
Thus, (1.23) in Theorem C˜ follows from (7.140). Finally, one has ϕ(n,Λ
(s)
−k;−k) = (−n,Λ(s)k ; k). This implies
ϕ(n;−k) = ϕ(−n; k), as claimed. This finishes the proof of part (2).
(3) Let m ∈ T \ {0} and s > s(ℓ(km)). Assume for instance that km > 0. Using (7.43) in Theorem D˜, one
obtains for 0 < θ < δ
(s−1)
0 ,
(7.142) |E±(Λ(s)km ; km)− E(0,Λ
(s)
km
; km ± θ)| < 2(|km|+ 1)θ + 2|ε|(δ(s)0 )5,
since the sum on the right-hand side of (7.43) is over the empty set. Due to (7.56) in Theorem D˜, we have
(7.143) |E±(Λ(s)km(0); km)− E±(Λ
(s+1)
km
(0); km)| ≤ εδ(s)0 .
Therefore the limits
(7.144) E±(kn(0) ) = lim
s→∞
E±(Λ
(s)
k
n(0)
(0); kn(0))
exist,
(7.145) |E±(kn(0))− E±(Λ(s)k
n(0)
(0); kn(0))| ≤ 2εδ(s)0 .
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Due to (7.43), we also obtain
(7.146) |E±(kn(0))− E(kn(0) ± θ)| ≤ 2(kn0 + 1)θ +
∑
n:kn is between kn(0) and kn(0) ± θ
2ε(δ
(s(n)−1)
0 )
1/8.
Therefore the limit (1.24) exists. The verification of the rest of the statements in (3) is similar.
(4) Assume that E−(kn(0)) < E
+(kn(0)). Let E
−(kn(0))+ δ < E < E
+(kn(0))− δ, δ > 0. Let s > s(ℓ(kn(0) ))
be large enough so that δ > δ
(s)
0 .
Consider first the case when the subgroup {ξ(m) : m ∈ T} ⊂ R is dense. In this case it is enough to
apply Lemma 7.26 just for k = km0 , as it was mentioned in Remark 7.27. The argument is as follows. Due
to Lemma 7.26,
(7.147) |[(E −H
Λ
(s)
k
n(0)
,k
n(0)
)−1](x, y)| ≤ s
D(·),T,κ0,|ε|;Λ
(s)
k
n(0)
),R
(x, y),
where D(·) ∈ G
Λ
(s∗)
k
n(0)
,T,κ0
, T = 4κ0 log δ
−1
0 , D = maxxD(x) ≤ log(δ(s))−1. Due to Lemma 2.6, we have
s
D(·),T,κ0,|ε|;Λ
(s)
k
n(0)
),R
(m,n) ≤ 2ε1/20 exp(−
1
4
κ0|m− n|α0 + 2D¯) ≤ exp(−1
4
κ0|m− n|α0 + 2 log δ−1).
Hence,
(7.148) |[(E −H
Λ
(s)
k
n(0)
,k
n(0)
)−1](m,n)| ≤
{
exp(− 18κ0|m− n|α0) if |m− n| > [16 log δ−1]1/α0 ,
δ−1 for any m,n.
Due to (1), (2) in Lemma 7.32, we may conclude that
(7.149) |[(E −Hk
n(0)
)−1](m,n)| ≤
{
exp(− 18κ0|m− n|α0) if |m− n| > [16 log δ−1]1/α0 ,
δ−1 for any m,n.
Due to (3) in Lemma 7.32 this implies
(7.150) |[(E −Hk)−1](m,n)| ≤
{
exp(− 18κ0|m− n|α0) if |m− n| > [16 log δ−1]1/α0 ,
δ−1 for any m,n.
for any k ∈ R. Since H˜k = λ′Hk with λ′ > 1, we obtain
(7.151) |[(E − H˜k)−1](m,n)| ≤
{
exp(− 18κ0|m− n|α0) if |m− n| > [16 log δ−1]1/α0 ,
δ−1 for any m,n
for any E˜−(kn(0)) + δ < E < E˜
+(kn(0))− δ and any k ∈ R, as claimed in part (4) of Theorem C˜.
Now consider the case when the subgroup {ξ(m) : m ∈ T} ⊂ R is discrete. Due to Lemma 7.29, for any
k ∈ J(n(0)), we have
(7.152) |[(E −H
Λ
(s)
k ,ε,k
)−1](x, y)| ≤ s
D(·),T,κ0,|ε|;Λ
(s)
k ,R
(x, y),
where D(·) ∈ G
Λ
(s∗)
k ,T,κ0
. Just as before, due to (1), (2) in Lemma 7.32, we may conclude that
(7.153) |[(E −Hk)−1](m,n)| ≤
{
exp(− 18κ0|m− n|α0) if |m− n| > [16 log δ−1]1/α0 ,
δ−1 for any m,n
for any k ∈ J(n(0)). Due to (4) in Lemma 7.32 this implies
(7.154) |[(E −Hk)−1](m,n)| ≤
{
exp(− 18κ0|m− n|α0) if |m− n| > [16 log δ−1]1/α0 ,
δ−1 for any m,n
for any k ∈ R. Now we get (7.151) as desired.
The proof of part (5) is completely similar due to Lemma 7.31. 
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