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DYNAMICS OF SCHWARZ REFLECTIONS:
THE MATING PHENOMENA
SEUNG-YEOP LEE, MIKHAIL LYUBICH, NIKOLAI G. MAKAROV,
AND SABYASACHI MUKHERJEE
Abstract. In this paper, we initiate the exploration of a new class of anti-
holomorphic dynamical systems generated by Schwarz reflection maps associated
with quadrature domains. More precisely, we study Schwarz reflection with
respect to a deltoid, and Schwarz reflections with respect to a cardioid and
a family of circumscribing circles. We describe the dynamical planes of the
maps in question, and show that in many cases, they arise as unique conformal
matings of quadratic anti-holomorphic polynomials and the ideal triangle group.
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1. Introduction
1.1. Quadrature Domains, and Schwarz Reflections. Schwarz reflections as-
sociated with quadrature domains (or disjoint unions of quadrature domains) provide
an interesting class of dynamical systems. In some cases such systems combine the
features of the dynamics of rational maps and reflection groups.
By definition, a domain Ω ( Cˆ satisfying ∞ 6∈ ∂Ω and Ω = int Ω is a quadrature
domain if there is a continuous function S : Ω→ Cˆ such that S is meromorphic in
Ω and S(z) = z on the boundary ∂Ω. Such a function S is unique (if it exists). The
Schwarz reflection σ associated with Ω is the complex conjugate of S,
σ = S : Ω→ Cˆ.
It is well known that except for a finite number of singular points (cusps and
double points), the boundary of a quadrature domain consists of finitely many
disjoint real analytic curves. Every non-singular boundary point has a neighborhood
where the local reflection in ∂Ω is well-defined. The (global) Schwarz reflection σ is
an anti-holomorphic continuation of all such local reflections.
Round discs on the Riemann sphere are the simplest examples of quadrature
domains. Their Schwarz reflections are just the usual circle reflections. Further
examples can be constructed using univalent polynomials or rational functions.
Namely, if Ω is a simply connected domain and ϕ : D→ Ω is a univalent map from
the unit disc onto Ω, then Ω is a quadrature domain if and only if ϕ is a rational
function. In this case, the Schwarz reflection σ associated with Ω is semi-conjugate
by ϕ to reflection in the unit circle.
Figure 1. The rational map ϕ semi-conjugates the reflection map
1/z of D to the Schwarz reflection map σ of Ω .
Let us mention two specific examples: the interior of the cardioid curve and the
exterior of the deltoid curve,{
z
2
− z
2
4
: |z| < 1
}
and
{
1
z
+
z2
2
: |z| < 1
}
,
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are quadrature domains. (Incidentally, the cardioid curve and the deltoid curve
bound the principal hyperbolic components of the Mandelbrot set and, respectively,
of the Tricorn, see Figures 7 and 8.)
Quadrature domains play an important role in diverse areas of complex analysis
such as quadrature identities [Dav74, AS76, Sak82, Gus83], extremal problems for
conformal mapping [Dur83, ASS99, SS00], Hele-Shaw flows [Ric72, EV92, GV06],
Richardson’s moment problem [Sak78, EV92, GHMP00], free boundary problems
[Sha92, Sak91, CKS00], subnormal and hyponormal operators [BG17].
1.2. Coulomb Gas Ensembles and Algebraic Droplets. Quadrature domains
naturally arise in the study of 2-dimensional Coulomb gas models. Consider N
electrons located at points {zj}Nj=1 in the complex plane, influenced by a strong
(2-dimensional) external electrostatic field arising from a uniform non-zero charge
density. Let the scalar potential of the external electrostatic field be N ·Q : C→
R∪{+∞} (note that the scalar potential is rescaled so that it is proportional to the
number of electrons). We assume that Q = +∞ outside some compact set L, and
finite (but not identically zero) on L (see Figure 2). Since the charge density of the
potential Q is assumed be uniform (and non-zero), it follows that Q has constant
Laplacian on L. It follows that we can write Q(z) = |z|2 −H(z) (on L), where H is
harmonic. In various physically interesting cases, the scalar potential is assumed to
be algebraic; i.e. ∂H∂z is a rational function.
Figure 2. The external potential Q is infinite outside a compact
set L. In the limit, the electrons condensate on a compact subset
T (of L) which is called a droplet.
The combined energy of the system resulting from particle interaction and external
potential is:
EQ(z1, · · · , zN ) =
∑
i 6=j
ln |zi − zj |−1 +N
N∑
j=1
Q(zj).
In the equilibrium, the states of this system are distributed according to the Gibbs
measure with density
exp(−EQ(z1, · · · , zN ))
ZN
,
where ZN is a normalization constant known as the “partition function”.
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An important topic in statistical physics is to understand the limiting behavior
of the “electron cloud” as the number of electrons N grows to infinity. Under some
mild regularity conditions on Q, in the limit the electrons condensate on a compact
subset T of L, and they are distributed according to the normalized area measure of
T [EF05, HM13]. Thus, the probability measure governing the distribution of the
limiting electron cloud is completely determined by the shape of the “droplet” T .
If Q is algebraic, the complementary components of the droplet T are quadrature
domains [LM16]. For example, the deltoid (the compact set bounded by the deltoid
curve) is a droplet in the physically interesting case of the (localized) “cubic” external
potential, see [Wie02].
The 2D Coulomb gas model described above is intimately related to logarithmic
potential theory with an algebraic external field [ST97] and the corresponding
random normal matrix models, where the same probability measure describes the
distribution of eigenvalues [TBA+05, ABWZ02].
We will call any compact set T ⊂ C such that T c is a disjoint union of quadrature
domains an algebraic droplet, and we define the corresponding Schwarz reflection as
a map σ : T c → Cˆ. Iteration of Schwarz reflections was used in [LM16] to answer
some questions concerning topology and singular points of quadrature domains and
algebraic droplets, as well as the Hele-Shaw flow1 of such domains. At the same
time, these dynamical systems seem to be quite interesting in their own right, and
in this paper we will take a closer look at them.
1.3. Anti-holomorphic Dynamics. In this paper, we will be mainly concerned
with dynamics of Schwarz reflection maps (which are are anti-holomorphic) with a
single critical point. It is not surprising that their dynamics is closely related to the
dynamics of quadratic anti-holomorphic polynomials (anti-polynomials for short).
The dynamics of quadratic anti-polynomials and their connectedness locus, the
Tricorn, was first studied in [CHRSC89] (note that they called it the Mandelbar set).
Their numerical experiments showed structural differences between the Mandelbrot
set and the Tricorn. However, it was Milnor who first observed the importance of the
Tricorn; he found little Tricorn-like sets as prototypical objects in the parameter space
of real cubic polynomials [Mil92], and in the real slices of rational maps with two
critical points [Mil00a]. Nakane followed up by proving that the Tricorn is connected
[Nak93], in analogy to Douady and Hubbard’s classical proof of connectedness of
the Mandelbrot set. Later, Nakane and Schleicher [NS03] studied the structure and
dynamical uniformization of hyperbolic components of the Tricorn. It transpired
from their study that while the even period hyperbolic components of the Tricorn
are similar to those in the Mandelbrot set (the connectedness locus of quadratic
holomorphic polynomials), the odd period ones have a completely different structure.
Then, Hubbard and Schleicher [HS14] proved that the Tricorn is not pathwise
connected, confirming a conjecture by Milnor. Techniques of anti-holomorphic
dynamics were used in [KS03, BE16, BMMS17] to answer certain questions with
physics motivation.
Recently, the topological and combinatorial differences between the Mandelbrot
set and the Tricorn have been systematically studied by several people. The com-
binatorics of external dynamical rays of quadratic anti-polynomials was studied
1It is a flow on the space of planar compact sets such that the normal velocity of the boundary
of a compact set is proportional to its harmonic measure. This is an example of the so-called DLA
or diffusion-limited aggregation process.
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in [Muk15b] in terms of orbit portraits, and this was used in [MNS17] where the
bifurcation phenomena, boundaries of odd period hyperbolic components, and the
combinatorics of parameter rays were described. It was proved in [IM16b] that
many rational parameter rays of the Tricorn non-trivially accumulate on persistently
parabolic regions, and Misiurewicz parameters are not dense on the boundary of
the Tricorn. These results are in stark contrast with the corresponding features
of the Mandelbrot set. In this vein, Gauthier and Vigny [GV16] constructed a
bifurcation measure for the Tricorn, and proved an equidistribution result for Misi-
urewicz parameter with respect to the bifurcation measure. As another fundamental
difference between the Mandelbrot set and the Tricorn, it was proved in [IM16a]
that the Tricorn contains infinitely many baby Tricorn-like sets, but these are not
dynamically homeomorphic to the Tricorn. Tricorn-like sets also showed up in the
recent work of Buff, Bonifant, and Milnor on the parameter space of a family of
rational maps with real symmetry [BBM18] (also see [CFG15]).
1.4. Ideal Triangle Group and The Reflection Map ρ. The ideal triangle
group G is generated by the reflections in the sides of a hyperbolic triangle Π (in
the open unit disk D) with zero angles. Denoting the (anti-Mo¨bius) reflection maps
in the three sides of Π by ρ1, ρ2, and ρ3, we have
G = 〈ρ1, ρ2, ρ3 : ρ21 = ρ22 = ρ23 = id〉 < Aut(D).
Π is a fundamental domain of the group. The tessellation of D by images of the
fundamental domain under the group elements are shown in Figure 3.
In order to model the dynamics of Schwarz reflection maps, we define a map
ρ : D \ int Π→ D
by setting it equal to ρk in the connected component of D \ int Π containing ρk(Π)
(for k = 1, 2, 3). The map ρ extends to an orientation-reversing double covering of
T = ∂D admitting a Markov partition T = [1, e2pii/3] ∪ [e2pii/3, e4pii/3] ∪ [e4pii/3, 1]
with transition matrix
M :=
0 1 11 0 1
1 1 0
 .
The anti-doubling map
m−2 : R/Z→ R/Z, θ 7→ −2θ
(which models the dynamics of quadratic anti-polynomials on their Julia sets) admits
the same Markov partition as above with the same transition matrix. This allows
one to construct a circle homeomorphism E : T→ T that conjugates the reflection
map ρ to the anti-doubling map m−2. The conjugacy E (which is a version of
the Minkowski question mark function) serves as a connecting link between the
dynamics of Schwarz reflections and that of quadratic anti-polynomials, and plays a
crucial role in the paper (see Section 3 for details).
1.5. Dynamical Decomposition: Tiling and Non-escaping Sets. Let us now
describe the basic dynamical objects associated with iteration of Schwarz reflection
maps. Given an algebraic droplet T and the corresponding reflection σ : T c → Cˆ,
we partition Cˆ into two invariant sets. The first one is an open set called the tiling
set. It is the set of all points that eventually escape to T (where σ is no longer
defined). Alternatively, the tiling set is the union of all “tiles”, the fundamental
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Figure 3. The G-tessellation of D and the formation of a few
initial tiles are shown.
tile T (with singular points removed) and the components of all its pre-images
under the iterations of σ. The second invariant set is the non-escaping set, the
complement of the tiling set; it is analogous to the filled in Julia set in polynomial
dynamics. The dynamics of σ on the non-escaping set is much like the dynamics
of an anti-holomorphic rational-like map (which may be “pinched”). On the other
hand, the dynamics on the tiling set exhibits features of reflection groups; this is
particularly evident if the tiling set is unramified (i.e. if it does not contain any
critical point of σ).
This is precisely the case if T is a deltoid. Figure 4 shows the tiling and the non-
escaping sets as well as their common boundary, which is simultaneously analogous
to the Julia set of an anti-polynomial and to the limit set of a group. In fact, the
Schwarz reflection σ of the deltoid is the “mating” of the anti-polynomial z 7→ z2
and the reflection map ρ in the following sense. As it was mentioned above, the
conformal dynamical systems
ρ : D \ int Π→ D
and
f0 : Cˆ \ D→ Cˆ \ D, z 7→ z2
can be glued together by the circle homeomorphism E (which conjugates ρ to f0
on T) to yield a (partially defined) topological map η on a topological 2-sphere.
There exists a unique conformal structure on this 2-sphere which makes η an
anti-holomorphic map conformally conjugate to σ.
In Section 5, we study in detail the dynamics of the Schwarz reflection map σ of
the deltoid (which is one of the simplest non-trivial dynamical systems generated
by Schwarz reflections), and prove the following theorem:
Theorem 1.1 (Dynamics of Deltoid Reflection). 1) The dynamical plane of the
Schwarz reflection σ of the deltoid can be partitioned as
Cˆ = T∞ unionsq Γ unionsqA(∞),
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Figure 4. Schwarz dynamics of the deltoid with the tiles of various
ranks shaded.
where T∞ is the tiling set, A(∞) is the basin of infinity, and Γ is their common
boundary (which we call the limit set). Moreover, Γ is a conformally removable
Jordan curve.
2) σ is the unique conformal mating of the reflection map ρ : D \ int Π→ D and
the anti-polynomial f0 : Cˆ \ D→ Cˆ \ D, z 7→ z2.
This is a new occasion of a phenomenon discovered by Bullett and Penrose
[BP94] (and more recently studied by Bullett and Lomonaco [BL17b, BL17a]),
where matings of holomorphic quadratic polynomials and the modular group were
realized as holomorphic correspondences.
Schwarz reflections associated with quadrature domains provide us with a general
method of constructing such correspondences. In this paper, we apply this method
to produce a family of conformal matings between the ideal triangle group and
quadratic anti-polynomials z2 + c.
1.6. C&C Family. One of the principal goals of this paper is to study the dynamics
of the following one-parameter family of Schwarz reflection maps. We consider a
fixed cardioid, and for each complex number a, we consider the circle centered at
a circumscribing the cardioid (see Figure 19 and Figure 20). Let Ta denote the
resulting algebraic droplet (the closed disc minus the open cardioid), and let Fa
denote the corresponding Schwarz reflection (the circle reflection σa in its exterior,
and the reflection σ with respect to the cardioid in its interior). We denote this
family of Schwarz reflections maps Fa by S and call it the C&C family (“circle &
cardioid”).
The Schwarz reflection map Fa is unicritical; indeed, the circle reflection map σa
is univalent, while the cardioid reflection map σ has a unique critical point at the
origin. Note that the droplet Ta has two singular point on its boundary. Removing
these two singular point from Ta, we obtain the desingularized droplet T
0
a (which is
8 S.-Y. LEE, M. LYUBICH, N. G. MAKAROV, AND S. MUKHERJEE
also called the fundamental tile). Recall that the non-escaping set of Fa (denoted
by Ka) consists of all points that do not escape to the fundamental tile T
0
a under
iterates of Fa, while the tiling set of Fa (denoted by T
∞
a ) is the set of points that
eventually escape to T 0a . The boundary of the tiling set is called the limit set, and
is denoted by Γa.
As in the case of quadratic polynomials, the non-escaping set of Fa is connected
if and only if it contains the unique critical point of Fa; i.e. the critical point does
not escape to the fundamental tile. On the other hand, if the critical point escapes
to the fundamental tile, the corresponding non-escaping set is totally disconnected
(see Figure 20 for various connected non-escaping sets, and Figure 25 for a totally
disconnected non-escaping set).
Theorem 1.2 (Connectivity of The Non-escaping Set). 1) If the critical point of
Fa does not escape to the fundamental tile T
0
a , then the Riemann map ψa from T
0
a
onto Π extends to a biholomorphism between the tiling set T∞a and the unit disk D.
Moreover, the extended map ψa conjugates Fa to the reflection map ρ. In particular,
Ka is connected.
2) If the critical point of Fa escapes to the fundamental tile, then the corresponding
non-escaping set Ka is a Cantor set.
This leads to the notion of the connectedness locus C(S) as the set of parameters
with connected non-escaping sets. Equivalently, C(S) is exactly the set of parameters
for which the tiling set is unramified.
The geometrically finite maps (i.e. maps with attracting/parabolic cycles, and
maps with strictly pre-periodic critical point) of S are of particular importance.
They belong to the connectedness locus C(S), and their topological and analytic
properties are more tractable.
Theorem 1.3 (Limit Sets of Geometrically Finite Maps). Let Fa be geometrically
finite.
1) The limit set Γa of Fa is locally connected. Moreover, the area of Γa is zero.
2) The iterated pre-images of the cardioid cusp are dense in the limit set Γa.
Moreover, repelling periodic points of Fa are dense in Γa.
A good understanding of the dynamics of geometrically finite maps in the C&C
family allow us to produce plenty of examples of conformal matings between the
reflection map ρ and quadratic anti-polynomials. While this matter will be pursued
in greater detail in a sequel to this work [LLMM18], here we describe the simplest
examples of conformal matings appearing in the C&C family.
For any c0 in the Tricorn with a locally connected Julia set, one can glue the
conformal dynamical systems
ρ : D \ int Π→ D
and
fc0 : Kc0 → Kc0 , z 7→ z2 + c0
(where Kc0 is the filled Julia set of fc0) by (a factor of) the circle homeomorphism
E yielding a (partially defined) topological map η on a topological 2-sphere. We say
that Fa0 is the unique conformal mating of ρ and the quadratic anti-polynomial fc0
if this topological 2-sphere admits a unique conformal structure that turns η into
an anti-holomorphic map conformally conjugate to Fa0 .
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Figure 5. Left: The filled Julia set of the map z2 − 1. The map
has a super-attracting cycle of period 2. Right: The part of the
non-escaping set of F0 inside the cardioid (in dark blue) with the
critical point 0 marked. The map has a super-attracting cycle of
period 2.
Theorem 1.4 (Basilica and Chebyshev Maps as Mating). 1) Let a0 = 0. Then,
Fa0 is the unique conformal mating of the reflection map ρ and the Basilica anti-
polynomial z2 − 1.
2) Let a0 =
1
4 . Then, Fa0 is the unique conformal mating of the reflection map ρ
and the Chebyshev anti-polynomial z2 − 2.
The non-escaping sets and the filled Julia sets of the maps appearing in Theo-
rem 1.4 are shown in Figure 5 and Figure 6.
Figure 6. Left: The Julia set [−2, 2] of the Chebyshev anti-
polynomial z2 − 2. The critical point of the map lands on the
non-separating fixed point 2 in two iterates. Right: A part of
the dynamical plane of the Misiurewicz parameter a = 14 . The
corresponding limit set is the interval
[−∞, 14]. The critical point
of the map lands on the non-separating fixed point 14 in two iterates.
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Let us now state the main results of the sequel of this work. We will show
that there exists a natural combinatorial bijection between the geometrically finite
maps in the family S and those in the basilica limb L of the Tricorn (see [LLMM18,
§2.4]). The combinatorial models of the corresponding maps are related by the circle
homeomorphism E . Moreover, we will show that every geometrically finite map in S
is a conformal mating of a unique geometrically finite quadratic anti-polynomial and
the reflection map ρ arising from the ideal triangle group. Using the combinatorial
bijection between geometrically finite maps mentioned above, we will further show
that the locally connected topological model of C(S) is naturally homeomorphic to
that of the basilica limb L (where the homeomorphism is induced by the map E).
1.7. Organization of The Paper. In the first part of this work, we recall some
fundamental facts about anti-holomorphic dynamics and quadrature domains, study
the dynamics of the deltoid reflection and the C&C family. The second part is
devoted to a detailed study of the parameter space of the C&C family culminating
in the description of geometrically finite maps of the family as matings and a
topological model of the parameter space [LLMM18].
Let us now detail the contents of the first part. In Section 2, we collect some
useful results on the dynamics and parameter spaces of quadratic polynomials
and anti-polynomials. Subsection 2.1 gathers some fundamental facts about the
dynamics of quadratic polynomials and their connectedness locus, the Mandelbrot
set. Since Schwarz reflection maps are anti-holomorphic, they are closer relatives
of quadratic anti-polynomials. In Subsection 2.2, we briefly recall some dynamical
objects associated with quadratic anti-polynomials. This motivates the introduction
of analogous dynamical objects for the C&C family, which are extensively used to
study the dynamics of Schwarz reflection maps.
As in the case of the deltoid, the ideal triangle group models the ‘external’
dynamics of the maps in S. In Section 3, we give a self-contained description of the
ideal triangle group, the associated tessellation of the unit disk, and the reflection
map ρ. We also construct a topological conjugacy E (an analogue of the Minkowski
question mark function) between the map ρ (which models the external dynamics
of Fa) and the anti-doubling map θ 7→ −2θ on the circle (which models the external
dynamics of quadratic anti-polynomials). This conjugacy plays a crucial role in the
paper.
In Section 4, we briefly review some general properties of quadrature domains
and Schwarz reflection maps.
In Section 5, we study the dynamics of Schwarz reflection with respect to a
deltoid. This yields the simplest example of a mating of an anti-polynomial and the
ideal triangle group. We introduce the Schwarz reflection map of a deltoid and study
its basic mapping properties in Subsection 5.1. We also show that the corresponding
dynamical plane can be partitioned into three completely invariant subsets: the
tiling set, the basin of attraction of infinity, and the limit set (which is the common
boundary of the former two sets). Subsections 5.2 and 5.3 are devoted to the proof
of the fact that the limit set of the deltoid dynamics is a conformally removable
Jordan curve. Finally in Subsection 5.4, we interpret the Schwarz reflection of the
deltoid as the unique conformal mating of the anti-polynomial z2 and the reflection
map ρ coming from the ideal triangle group. We then put all these results together
to deduce Theorem 1.1.
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In Section 6, we turn our attention to the C&C family. In Subsection 6.1, we focus
on the cardioid as a quadrature domain, and establish some basic mapping properties
of the associated Schwarz reflection. Subsection 6.2 contains a detailed discussion
of the elementary dynamical properties of Fa and the associated dynamically
relevant sets. Here we also prove a classification theorem for Fatou components
(connected components of the interior of the non-escaping set), and the interaction
between various types of Fatou components and the post-critical orbits of Fa (see
Propositions 6.25 and 6.26). In Subsection 6.3, we introduce an analogue of Bo¨ttcher
coordinate for the maps in S. We show that for maps in the connectedness locus,
the dynamics on the tiling set is conformally conjugate to the reflection map ρ
arising from the ideal triangle group. This allows us to introduce a combinatorial
model (quotient of the unit disk by a geodesic lamination) for the non-escaping set
of the maps in the connectedness locus. For maps outside C(S), such a conjugacy
still exists on a subset of the tiling set containing the critical value. We conclude
the subsection with the proof of Theorem 1.2.
In Section 7, we focus on a class of ‘nice’ maps in S. More precisely, we study
topological and combinatorial properties of geometrically finite maps in the family
S. We discuss some basic topological, analytic and measure-theoretic properties
for hyperbolic and parabolic maps in Subsection 7.1 and for Misiurewicz maps in
Subsection 7.2. This completes the proof of Theorem 1.3.
The final Section 8 contains two examples of conformal matings in the family
S. In Subsection 8.1, we describe a general condition on the combinatorial model
(i.e. lamination) of a post-critically finite map Fa (in S) which ensures a mating
description of Fa. In Subsection 8.2 (respectively, Subsection 8.3), we verify this
combinatorial condition for the basilica map a = 0 (respectively, the Chebyshev map
a = 14 ), and conclude that it is the unique conformal mating of the reflection map ρ
and the Basilica anti-polynomial z2−1 (respectively, the Chebyshev anti-polynomial
z2 − 2). This completes the proof of Theorem 1.4.
2. Background on Holomorphic Dynamics
Notation: We will denote the complex conjugation map on the Riemann sphere by
ι. The complex conjugate of a set U will be denoted by ι(U), while U will stand for
the topological closure of U . By B(a, r) (respectively B(a, r)), we will denote the
open (respectively closed) disk centered at a with radius r.
This preliminary section will be a brief survey of several fundamental results on
the dynamics and parameter spaces of quadratic polynomials and anti-polynomials.
The results collected in this section will be repeatedly used in the rest of the paper.
2.1. Dynamics of Complex Quadratic Polynomials: The Mandelbrot Set.
The quadratic polynomial family is undoubtedly the most well-studied family of
maps in holomorphic dynamics. Although it is the simplest family of nonlinear
holomorphic maps, their dynamics and parameter space turn out be highly non-
trivial. In particular, many powerful methods were developed to study the parameter
space of these maps leading to remarkable theorems. These results and methods
laid the foundation of the study of general parameter spaces of holomorphic maps,
and act as a strong motivational factor in our investigation.
With this in mind, we will briefly review some aspects of the dynamics and
parameter space of complex quadratic polynomials in this subsection. We will
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mainly touch upon the concepts and results that are directly (or indirectly) related
to our study of the dynamics and parameter spaces of Schwarz reflections.
Any complex quadratic polynomial can be affinely conjugated to a map of the
form pc(z) = z
2 + c. The filled Julia set K(pc) is defined as the set of all points
which remain bounded under all iterations of pc. The boundary of the filled Julia
set is defined to be the Julia set J(pc). The complement of the filled Julia set is
called the basin of infinity, and is denoted by A∞(c).
For a periodic orbit (equivalently, a cycle) O = {z1, z2, · · · , zn} of pc, we denote
by λ (c,O) := (p◦nc )′(z1) the multiplier of O (the definition is independent of the
choice of zi). A periodic orbit O of pc is called super-attracting, attracting, neutral,
or repelling if λ(c,O) = 0, 0 < |λ(c,O)| < 1, |λ(c,O)| = 1, or |λ(c,O)| > 1
(respectively). A neutral cycle is called parabolic if the associated multiplier is a
root of unity. Otherwise, it is called irrational.
Every quadratic polynomial pc has two finite fixed points, and the sum of the
multipliers of these two fixed points is 2.
We now recall the existence of local uniformizing coordinates for attracting
cycles of holomorphic maps. Let z0 be an attracting fixed point of a holomorphic
map g; i.e. 0 < |g′(z0)| < 1. By a classical theorem of Koenigs, there exists a
conformal change of coordinates κ in a neighborhood U of z0 such that κ(z0) = 0
and κ ◦ g(z) = g′(z0)κ(z), for all z in U . The map κ is known as Koenigs linearizing
coordinate, and it is unique up to multiplication by a non-zero complex number
[Mil06, Theorem 8.2].
For every quadratic polynomial, ∞ is a super-attracting fixed point. It is well-
known that there is a conformal map ϕc near ∞ such that lim
z→∞ϕc(z)/z = 1
and ϕc ◦ pc(z) = ϕc(z)2 [Mil06, Theorem 9.1]. The map ϕc is called the Bo¨ttcher
coordinate for pc. The function Gc(z) := log |ϕc| can be extended as a subharmonic
function to the entire complex plane such that it vanishes precisely on K(pc) and
has a logarithmic singularity at ∞. In other words, Gc is the Green’s function
of K(pc) [Mil06, Corollary 9.2, Definition 9.6]. The level curves of Gc are called
equipotentials of pc. As for the conformal map ϕc itself, it extends as a conformal
isomorphism to an equipotential containing c, when K(pc) is disconnected, and
extends as a biholomorphism from Cˆ \K(pc) onto Cˆ \ D when K(pc) is connected
[Mil06, Theorem 9.3, Theorem 9.5]. The dynamical ray Rc(t) of pc at an angle
t ∈ R/Z is defined as the pre-image of the radial line at angle t under ϕc. Evidently,
pc maps the dynamical ray Rc(t) to the dynamical ray Rc(2t).
We say that the dynamical ray Rc(t) of pc lands if Rc(t) ∩K(pc) is a singleton;
this unique point is called the landing point of Rc(t). It is worth mentioning that
for a quadratic polynomial with connected filled Julia set, every dynamical ray at a
periodic angle (under multiplication by 2) lands at a repelling or parabolic periodic
point, and conversely, every repelling or parabolic periodic point is the landing point
of at least one periodic dynamical ray [Mil06, §18].
The filled Julia set K(pc) of a quadratic polynomial is either connected, or totally
disconnected. In fact, K(pc) is connected if and only the unique critical point 0
does not lie in the basin of infinity A∞(c) [DH07, Expose´ III, §1, Proposition 1]
[CG93, Chapter VIII, Theorem 1.1]. This dichotomy leads to the notion of the
connectedness locus.
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Definition 2.1 (Mandelbrot Set). The Mandelbrot set M is the connectedness
locus of complex quadratic polynomials; i.e.
M := {c ∈ C : K(pc) is connected}.
Figure 7. Mandelbrot set, the connectedness locus of quadratic
holomorphic polynomials z2 + c.
A parameter c ∈M is called hyperbolic if pc has a (necessarily unique) attracting
cycle. A connected component H of the set of all hyperbolic parameters is called
a hyperbolic component of M. The following classical result is a consequence of
holomorphic parameter dependence of the maps pc [DH85, Expose´ XIX, Theorem 1]
[CG93, Chapter VIII, Theorem 1.4, Theorem 2.1].
Theorem 2.2 (Hyperbolic Components of M). Every hyperbolic component of M
is a connected component of the interior of M. For every hyperbolic component H,
there exists some n ∈ N such that each pc in H has an attracting cycle of period
n. The multiplier of the unique attracting cycle of pc (where c ∈ H) defines a
biholomorphism from H onto the open unit disk D in the complex plane. This map
is called the multiplier map of H, and is denoted by λH .
Moreover, every parameter on the boundary of a hyperbolic component H has a
unique neutral cycle of period dividing n. The derivative of p◦nc at this neutral cycle
defines a continuous extension of λH up to ∂H.
The above proposition directly leads to the notion of centers and roots of hyper-
bolic components.
Definition 2.3 (Roots and Centers of Hyperbolic Components). The center of a
hyperbolic component H is the unique parameter in H which has a super-attracting
cycle (equivalently, where the multiplier map vanishes).
The root of H is the unique parameter c ∈ ∂H with λH(c) = 1.
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The unique hyperbolic component of period one (also called the principal hyper-
bolic component of M) will be of particular importance to us. We denote it by ♥.
A straightforward computation shows that the inverse of the multiplier map of ♥
takes the form
ϕ : D→ ♥
ϕ(λ) = λ/2− λ2/4.
Roots of hyperbolic components are intimately related to bifurcation phenomena
in M. If c is a parabolic parameter of M such that pc has a k-periodic cycle of
multiplier e2piip/q (where gcd(p, q) = 1 and q ≥ 2), then c lies on the boundary of a
hyperbolic component H of period k and a hyperbolic component H ′ of period kq.
Moreover, c is the root of H ′ [DH85, Expose´ XIV, §5, Proposition 5] .
The following theorem plays a basic role in the study of M. For a proof, see
[DH07, Expose´ VIII, §I.3, Theorem 1].
Theorem 2.4 (Connectedness of M). The map Φ : C \M → C \ D, defined by
c 7→ ϕc(c) (where ϕc is the Bo¨ttcher coordinate for pc) is a biholomorphism. In
particular, the Mandelbrot set is compact, connected, and full.
The above theorem allows one to define parameter rays of the Mandelbrot set as
pre-images of radial lines under Φ. More precisely, the parameter ray of M at angle
θ is defined as
Rθ := {Φ−1
(
re2piiθ
)
, r > 1}.
If lim
r→1+
Φ−1
(
re2piiθ
)
exists, we say that Rθ lands. The parameter rays of the
Mandelbrot set have been profitably used to reveal its combinatorial and topological
structure. In particular, it is known that all parameter rays of M at rational
angles land. For a complete description of landing patterns of rational parameter
rays and the corresponding structure theorem of the Mandelbrot set, see [Sch00,
Theorem 1.1].
One of the most conspicuous features of the Mandelbrot set is its self-similarity.
In [DH85], Douady and Hubbard developed the theory of polynomial-like maps to
study this self-similarity. They proved the “straightening theorem” that, under
certain circumstances, allows one to study a sufficiently large iterate of a polynomial
by associating a simpler dynamical system, namely a polynomial of smaller degree, to
it [DH85, Chapter I, Theorem 1]. They used it to explain the existence of infinitely
many small homeomorphic copies of the Mandelbrot set in itself [DH85, Chapter II,
Proposition 14]. It is worth mentioning that continuity of the straightening map from
a baby Mandelbrot set to the original Mandelbrot set is an essential consequence
of quasiconformal rigidity of parameters on the boundary of M [DH85, Chapter I,
Proposition 7]. In fact, straightening maps are typically discontinuous in the
parameter spaces of higher degree polynomials [Ino09].
For a more general and comprehensive discussion of straightening of quadratic-like
families, see [Lyu17, Chapter 6].
We refer the readers to [DH07] for an account of the early development of
the subject, and to [Lyu17] for a more comprehensive account containing many
sophisticated results on the Mandelbrot set.
2.2. Dynamics of Quadratic Anti-Polynomials: The Tricorn. In this sub-
section, we define some basic dynamical and combinatorial objects associated with
quadratic anti-polynomials.
DYNAMICS OF SCHWARZ REFLECTIONS 15
Any quadratic anti-polynomial, after an affine change of coordinates, can written
in the form fc(z) = z
2 + c for c ∈ C. In analogy to the holomorphic case, the set of
all points which remain bounded under all iterations of fc is called the filled Julia
set Kc. The boundary of the filled Julia set is defined to be the Julia set Jc. This
leads, as in the holomorphic case, to the notion of connectedness locus of quadratic
anti-polynomials:
Definition 2.5. The Tricorn is defined as T = {c ∈ C : Kc is connected}.
Figure 8. Tricorn, the connectedness locus of quadratic anti-
polynomials z2 + c.
Remark 1. The anti-polynomials fc and fωc are conformally conjugate via the
linear map z 7→ ωz, where ω = exp( 2pii3 ). It follows that T has a 3-fold rotational
symmetry (see Figure 8).
Similar to the holomorphic case, we have a notion of Bo¨ttcher coordinates for
anti-polynomials. By [Nak93, Lemma 1], there is a conformal map ϕc near ∞ that
conjugates fc to z
2. As in the holomorphic case, ϕc extends conformally to an
equipotential containing c, when c /∈ T , and extends as a biholomorphism from
Cˆ \ Kc onto Cˆ \ D when c ∈ T .
Definition 2.6 (Dynamical Ray). The dynamical ray Rc(θ) of fc at an angle θ is
defined as the pre-image of the radial line at angle θ under ϕc.
The dynamical ray Rc(θ) maps to the dynamical ray Rc(−2θ) under fc. It follows
that, at the level of external angles, the dynamics of fc can be studied by looking
at the simpler map
m−2 : R/Z→ R/Z, m−2(θ) = −2θ.
We refer the readers to [NS03, §3], [Muk15b] for details on the combinatorics of the
landing pattern of dynamical rays for unicritical anti-polynomials.
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For an anti-holomorphic germ g fixing a point z0, the quantity
∂g
∂z |z0 is called the
multiplier of g at the fixed point z0. One can use this definition to define multipliers
of periodic orbits of anti-holomorphic maps (compare [Muk15a, §1.1]). A cycle
is called attracting (respectively, super-attracting or parabolic) if the associated
multiplier has absolute value between 0 and 1 (respectively, is 0 or a root of unity).
A map fc is called hyperbolic (respectively, parabolic) if it has a (super-)attracting
(respectively, parabolic) cycle.
It is well-known that a (super-)attracting cycle of fc belongs to the interior of
Kc, and a parabolic cycle lies on the boundary of Kc (see [Mil06, §5, Theorem 5.2]).
Moreover, a parabolic periodic point necessarily lies on the boundary of a Fatou
component (i.e. a connected component of intKc) that contains an attracting petal
of the parabolic germ such that the forward orbit of every point in the component
converges to the parabolic cycle. In the attracting (respectively, parabolic) case,
the forward orbit of the critical point 0 converges to the attracting (respectively,
parabolic) cycle. In either case, the unique Fatou component containing the critical
value is called the characteristic Fatou component.
It is well-known that if fc has a connected Julia set, then all rational dynamical
rays of fc land at repelling or parabolic (pre-)periodic points. This allows us to
introduce an important combinatorial object that will play a key role later in the
paper.
Definition 2.7 (Rational Lamination). The rational lamination of a quadratic
anti-polynomial fc (with connected Julia set) is defined as an equivalence relation
on Q/Z such that θ1 ∼ θ2 if and only if the dynamical rays Rc(θ1) and Rc(θ2) land
at the same point of J(fc). The rational lamination of fc is denoted by λ(fc).
The next proposition lists the basic properties of rational laminations.
Proposition 2.8. The rational lamination λ(fc) of a quadratic anti-polynomial fc
satisfies the following properties.
(1) λ(fc) is closed in Q/Z×Q/Z.
(2) Each λ(fc)-equivalence class A is a finite subset of Q/Z.
(3) If A is a λ(fc)-equivalence class, then m−2(A) is also a λ(fc)-equivalence
class.
(4) If A is a λ(fc)-equivalence class, then A 7→ m−2(A) is consecutive reversing.
(5) λ(fc)-equivalence classes are pairwise unlinked.
Proof. The proof of [Kiw01, Theorem 1.1] applies mutatis mutandis to the anti-
holomorphic setting. 
Definition 2.9 (Formal Rational Laminations). An equivalence relation λ on Q/Z
satisfying the conditions of Proposition 2.8 is called a formal rational lamination
under m−2.
A Misiurewicz parameter of the Tricorn is a parameter c such that the critical
point 0 is strictly pre-periodic. It is well-known that for a Misiurewicz parameter,
the critical point eventually maps on a repelling cycle. By classification of Fatou
components, the filled Julia set of such a map has empty interior. Moreover, the Julia
set of a Misiurewicz parameter is locally connected [DH07, Expose´ III, Proposition
4, Theorem 1], and has measure zero [DH07, Expose´ V, Theorem 3].
Let c0 be a Misiurewicz parameter, and A′ be the set of angles of the dynamical
rays of fc0 landing at the critical point 0. The set of angles of the dynamical rays
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that land at the critical value c0 is then given by A := m−2(A′). Moreover, m−2
is two-to-one from A′ onto A. Every other equivalence class of λ(fc0) is mapped
bijectively onto its image class by m−2. Note also that all angles in A′ are strictly
pre-periodic. It is easy to see that the existence of a unique equivalence class (of
λ(fc0)) that maps two-to-one onto its image class under m−2 characterizes the
rational lamination of Misiurewicz maps. A formal rational lamination satisfying
this condition is said to be of Misiurewicz type.
3. Ideal Triangle Group
The goal of this section is to review some basic properties of the ideal triangle
group and its boundary extension. This will play an important role in our study of
the “escaping” dynamics of Schwarz reflection maps.
Consider the open unit disk D in the complex plane. Let C1, C2, C3 be the circles
with centers at (1,
√
3), (−2, 0), and (1,−√3) of radius √3 each. We denote the
intersection of D and Ci by C˜i. Then C˜1, C˜2, and C˜3 are hyperbolic geodesics in
D, and they form an ideal triangle which we call T˜ (see Figure 9). They bound a
closed (in the topology of D) region Π.
Figure 9. The hyperbolic geodesics C˜1, C˜2 and C˜3, which are
sub-arcs of the circles C1, C2 and C3 respectively, form an ideal
triangle in D.
Reflections with respect to the circles Ci are anti-conformal involutions (hence
automorphisms) of D, and we call them ρ1, ρ2, and ρ3. The maps ρ1, ρ2, and ρ3
generate a subgroup G of Aut(D). The group G is called the ideal triangle group.
As an abstract group, it is given by the generators and relations
〈ρ1, ρ2, ρ3 : ρ21 = ρ22 = ρ23 = id〉.
We will denote the connected component of D \ Π containing int ρi(Π) by Di.
Note that D1 ∪ D2 ∪ D3 = D \Π.
18 S.-Y. LEE, M. LYUBICH, N. G. MAKAROV, AND S. MUKHERJEE
Figure 10. Left: The G-tessellation of D and the formation of a
few initial tiles are shown. Right: The dual tree to the G-tessellation
of D.
3.1. The Reflection Map ρ, and Symbolic Dynamics. We now define the
reflection map ρ : D \ int Π→ D as:
z 7→

ρ1(z) if z ∈ D1 ∪ C˜1,
ρ2(z) if z ∈ D2 ∪ C˜2,
ρ3(z) if z ∈ D3 ∪ C˜3.
Then ρ(D1) ⊃ D2 ∪ D3, ρ(D2) ⊃ D3 ∪ D1, ρ(D3) ⊃ D2 ∪ D1, and ρ(Di) ∩ Di = ∅, for
i = 1, 2, 3. Thus, the dynamics of ρ on D \ int Π is encoded by the transition matrix
M :=
0 1 11 0 1
1 1 0
 .
Remark 2. The Markov map ρ is closely related to the G-action on T, compare
[BS79].
Let W := {1, 2, 3}. An element (i1, i2, · · · ) ∈ WN is called M -admissible if
Mik,ik+1 = 1, for all k ∈ N. We denote the set of all M -admissible words in WN by
M∞. One can similarly define M -admissibility of finite words.
Note that Π is a fundamental domain of G. The tessellation of D arising from G
will play an important role in this paper (see Figure 10).
Definition 3.1 (Tiles). The images of the fundamental domain Π under the
elements of G are called tiles. More precisely, for any M -admissible word (i1, · · · , ik),
we define the tile
T i1,··· ,ik := ρi1 ◦ · · · ◦ ρik(Π).
It follows from the definition that T i1,··· ,ik consists of all those z ∈ D such that
ρ◦(n−1)(z) ∈ Din , for n = 1, · · · , k and ρ◦k(z) ∈ Π. In other words,
T i1,··· ,ik =
k⋂
n=1
ρ−(n−1)(Din) ∩ ρ−k(Π).
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Clearly, ρ extends as an orientation-reversing C1 double covering of T (real-
analytic away from the fixed points 1, e2pii/3, and e4pii/3) with associated Markov
partition T = (∂D1 ∩ T) ∪ (∂D2 ∩ T) ∪ (∂D3 ∩ T). The corresponding transition
matrix is M as above.
Recall that the set of all M -admissible words in WN is denoted by M∞. Since
the limit set of G is the entire circle ∂D, it follows that for any element of M∞, the
corresponding infinite sequence of tiles shrinks to a single point of ∂D. This allows
us to define a continuous surjection
Q : M∞ → T,
(i1, i2 · · · ) 7→
⋂
n∈N
ρ−(n−1)(∂Din ∩ T)
which semi-conjugates the (left-)shift map on M∞ to the map ρ on T.
It is not hard to see that two elements (i1, i2, · · · ), (j1, j2, · · · ) ∈ M∞ lie in
the same fiber of Q if and only if the sequences of tiles {T i1 , T i1,i2 , · · · } and
{T j1 , T j1,j2 , · · · } have the point Q((i1, i2, · · · )) = Q((j1, j2, · · · )) ∈ T as their com-
mon ω-limit. In fact, the non-trivial fibers of Q correspond to parabolic fixed points
of elements of G (equivalently, pre-images of the fixed points of ρ). Consequently,
the set of all fibers of Q is in bijective correspondence with the set of all accesses
to T through infinite sequences of tiles. We will denote the fiber of Q containing
(i1, i2, · · · ) by [(i1, i2, · · · )], and the set of all fibers of Q by F; i.e.
F := {[(i1, i2, · · · )] : (i1, i2, · · · ) ∈M∞}.
Evidently, if z0 ∈ T is (pre-)periodic under ρ, then every sequence in Q−1(z0)
is (pre-)periodic under the shift map, and vice versa. We will call such a fiber a
(pre-)periodic fiber. The set of all (pre-)periodic fibers of Q will be denoted by FPer.
On the other hand, the set of all points of T that are (pre-)periodic under ρ will be
denoted by Per(ρ). It follows that Q induces a bijection between FPer and Per(ρ).
Let us set dD(0, ρ1(0)) = dD(0, ρ2(0)) = dD(0, ρ3(0)) =: `. For any M -admissible
sequence (i1, i2, · · · ), let us consider the sequence {0, ρi1(0), ρi1 ◦ρi2(0), · · · ). Clearly,
the hyperbolic distance (in D) of any two consecutive points in this sequence is `.
Connecting consecutive points of this sequence by hyperbolic geodesics of D, we
obtain a curve in D that lands at Q((i1, i2, · · · )).
Definition 3.2 (Rays). The curve constructed above is called a G-ray at angle
Q((i1, i2, · · · )).2
Remark 3. The set of all G-rays form a dual tree to the G-tessellation of D. As an
abstract graph, it is isomorphic to the undirected Cayley graph of G with respect to
the generating set {ρ1, ρ2, ρ3}.
3.2. The Conjugacy E. Note that the expanding double covering of the circle
m−2 : R/Z→ R/Z, θ 7→ −2θ,
which is the action of quadratic anti-polynomials on angles of external dynamical
rays, is closely related to ρ. The map m−2 admits the same Markov partition as ρ;
namely R/Z = I1 ∪ I2 ∪ I3, where I1 =
[
0,
1
3
]
, I2 =
[
1
3
,
2
3
]
, I3 =
[
2
3
, 1
]
. Moreover,
2Here, we identify T with R/Z.
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the associated transition matrix coincides with that of ρ. This allows us to define a
continuous surjection
P : M∞ → R/Z,
(i1, i2 · · · ) 7→
⋂
n∈N
m
−(n−1)
−2 (Iin)
which semi-conjugates the shift map on M∞ to the map m−2 on R/Z. The two
coding maps Q and P have precisely the same fibers. It follows that P ◦Q−1 induces
a homeomorphism of the circle conjugating ρ to m−2. We will denote this conjugacy
by E (see Figure 11).
Figure 11. Symbolic representations of orbits of ρ and m−2 with
respect to the common Markov partition R/Z =
[
0, 13
] ∪ [ 13 , 23] ∪[
2
3 , 1
]
induce the topological conjugacy E between ρ and m−2.
4. Quadrature Domains and Schwarz Reflection
We now come to a general description of the main objects of this paper. We
are interested in studying the dynamics and parameter space of Schwarz reflection
with respect to a cardioid and a circle. While Schwarz reflections with respect to
real-analytic curves are only locally defined, it is possible to extend this reflection
map to a semi-global map in certain cases (e.g. reflection with respect to a circle
extends to Cˆ).
Recall that ι denotes the complex conjugation map.
Definition 4.1 (Schwarz Function). Let Ω ( Cˆ be a domain such that ∞ /∈ ∂Ω
and int Ω = Ω. A Schwarz function of Ω is a meromorphic extension of ι|∂Ω to all
of Ω. More precisely, a continuous function S : Ω → Cˆ of Ω is called a Schwarz
function of Ω if it satisfies the following two properties:
(1) S is meromorphic on Ω,
(2) S = ι on ∂Ω.
It is easy to see from the definition that a Schwarz function of a domain (if it
exists) is unique.
Definition 4.2 (Quadrature Domains). A domain Ω ( Cˆ with ∞ /∈ ∂Ω and
int Ω = Ω is called a quadrature domain if Ω admits a Schwarz function.
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Therefore, for a quadrature domain Ω, the map σ := ι ◦ S : Ω → Cˆ is an
anti-meromorphic extension of the Schwarz reflection map with respect to ∂Ω (the
reflection map fixes ∂Ω pointwise). We will call σ the Schwarz reflection map of Ω.
We now define the notion of a quadrature function for a domain.
Definition 4.3 (Quadrature Functions). Let Ω ( Cˆ be a domain with ∞ /∈ ∂Ω
and int Ω = Ω. Functions in H(Ω) ∩ C(Ω) are called test functions for Ω (if Ω is
unbounded, we further require test functions to vanish at ∞). A rational map RΩ
is called a quadrature function of Ω if all poles of RΩ are inside Ω (with RΩ(∞) = 0
if Ω is bounded), and the identity∫
Ω
fdA =
1
2i
∮
∂Ω
f(z)RΩ(z)dz
holds for every test function of Ω.
The following theorem is classical (see [AS76, Lemma 2.3] [LM16, Lemma 3.1]).
Theorem 4.4 (Characterization of Quadrature Domains). For a domain Ω ( Cˆ
with ∞ /∈ ∂Ω and int Ω = Ω, the following are equivalent.
(1) Ω is a quadrature domain; i.e. it admits a Schwarz function,
(2) Ω admits a quadrature function RΩ,
(3) The Cauchy transform χˆΩ of the characteristic function χΩ (of Ω) is rational
outside Ω.
We call dΩ := deg(RΩ) the order of the quadrature domain Ω. The poles of RΩ
are called nodes of Ω.
We now state an important theorem which guarantees that boundaries of quad-
rature domains are real-algebraic [Gus83].
Theorem 4.5 (Real-algebraicity of Boundaries of Quadrature Domains). If Ω (with
∞ /∈ ∂Ω, int Ω = Ω) is a quadrature domain, then ∂Ω is contained in a real-algebraic
curve. In particular, the only singularities on Ω are double points and cusps.
The next proposition characterizes simply connected quadrature domains (see
[AS76, Theorem 1]).
Proposition 4.6 (Simply Connected Quadrature Domains). A simply connected
domain Ω ( Cˆ with ∞ /∈ ∂Ω and int Ω = Ω is a quadrature domain if and only if
the Riemann map ϕ : D→ Ω is rational.
For a simply connected quadrature domain Ω, the rational map ϕ (that restricts
to a Riemann map ϕ : D→ Ω of Ω) semi-conjugates the reflection map 1/z of D to
the Schwarz reflection map σ of Ω (see the commutative diagram in Figure 1). This
allows us to compute the Schwarz reflection map of a simple connected quadrature
domain. Moreover, the order of a simply connected quadrature domain is equal to
deg ϕ.
Lee and Makarov studied topology of quadrature domains using iteration of
Schwarz reflection maps in [LM16, Theorem A.1, Theorem A.2]. They also estab-
lished a connection between algebraic droplets (supports of equilibrium measures
for suitable classes of external fields) and quadrature domains [LM16, Theorem 3.3,
Theorem 3.4].
For a comprehensive account on quadrature domains and their applications, we
refer the readers to [EGKP05].
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5. Dynamics of Deltoid Reflection
The goal of this Section is to carry out a detailed study of the dynamics of
Schwarz reflection with respect to a deltoid.
5.1. Schwarz Reflection with Respect to a Deltoid. In this subsection, we
introduce the Schwarz reflection map of a deltoid, study its basic mapping properties,
and prove some fundamental topological properties of the dynamically meaningful
sets associated with the Schwarz reflection map.
5.1.1. Deltoid.
Proposition 5.1. The map ϕ(w) = w + 12w2 is univalent in Cˆ \ D.
We define
Ω := ϕ(Cˆ \ D), T := Ωc.
Figure 12. The rational ϕ restricts to a conformal isomorphism
from Cˆ \ D onto Ω. The Schwarz reflection map σ is defined via
the commutative diagram shown in the figure.
By Proposition 4.6, Ω is an unbounded quadrature domain. It follows from [LM16,
Theorem 3.4] that T is an algebraic droplet. Since ϕ commutes with multiplication by
ω (where ω = e
2pii
3 ), it follows that T is symmetric under rotation by 2pi3 . Moreover,
as ϕ has simple critical points at ωk (for k = 0, 1, 2), ∂T has three 32 -cusp points
(see Figure 13). It is also worth mentioning that ∂T is a deltoid curve in the sense
of Euler’s description with rolling circles (see [Loc61, Chapter 8] and Figure 13).
Notation: T 0 is T with the three cusp points removed.
5.1.2. Schwarz Reflection.
Proposition 5.2. There exists a unique continuous map σ : Ω → Cˆ such that
σ(z) = z on ∂Ω, and such that σ is anti-meromorphic in Ω. Moreover, σ has a
double pole at ∞ but no other critical points in Ω.
Proof. The first statement follows from Proposition 4.6. The statement about
critical points of σ is a straightforward consequence of the commutative diagram in
Figure 12 and the fact that the only critical point of ϕ in D is at the origin. 
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Figure 13. The deltoid curve ∂T (in red) is the locus of a point
on the circumference of a circle of radius 12 as it rolls inside a circle
of radius 32 . There are three
3
2 -cusps on ∂T .
5.1.3. Covering Properties of σ.
Proposition 5.3. σ : σ−1(Ω)→ Ω is a proper branched 2-cover (branched only at
∞). On the other hand, σ : σ−1(T 0)→ T 0 is a 3-cover.
Proof. This follows from [LM16, Lemma 4.1] that uses the extension of the Schwarz
reflection map σ to the Schottky double of Ω (see [Gus83]). Here is a more direct
proof.
The degree 3 rational map ϕ maps Cˆ\D univalently onto Ω. Note that the critical
points of ϕ (all of which are simple) are 1, ω, ω2, and 0. They are mapped by ϕ to
3
2 ,
3
2ω,
3
2ω
2, and ∞ respectively. In particular, Ω contains exactly one critical value
of ϕ, while T 0 does not contain any critical value of ϕ. Let us set X1 := ϕ
−1(T 0)∩D,
and X2 = ϕ
−1(Ω) ∩ D (see Figure 14). It now readily follows that ϕ : X1 → T 0 is a
proper covering of degree 3, and ϕ : X2 → Ω is proper branched covering of degree
2 (branched only at 0).
Finally, the description of σ given in the Diagram 12 implies that σ−1(T 0) =
(ϕ ◦ ι˜)(X1), and σ : (ϕ ◦ ι˜)(X1) → T 0 is a proper 3-cover (where ι˜ is reflection in
the unit circle). The same description also shows that σ−1(Ω) = (ϕ ◦ ι˜)(X2), and
σ : (ϕ ◦ ι˜)(X2)→ Ω is proper branched 2-cover branched only at ∞. 
Corollary 5.4. The maps σ◦n : σ−n(Ω)→ Ω are proper branched covers of degree
2n (branched only at ∞).
5.1.4. Tiling Set. By definition,
T∞ =
⋃
n≥0
σ−n(T 0).
In Figure 4, the bounded complementary component of the green curve is T∞. We
will call it the tiling set. We will call the components of σ−nT 0 tiles of rank n. The
next proposition directly follows from the construction of tiles.
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Figure 14. Each connected component of X1 is mapped univa-
lently onto T 0 by ϕ. Moreover, ϕ is a two-to-one branched covering
from the connected set X2 onto Ω, and the only ramification point
is the origin.
Proposition 5.5. There are 3 · 2n−1 tiles of rank n. The union of tiles of rank ≤ n
is a “polygon” with 3 · 2n vertices (cusps).
Proposition 5.6. T∞ is a simply connected domain.
Proof. If z ∈ T∞ belongs to the interior of a tile, then it clearly belongs to intT∞.
On the other hand, if z ∈ T∞ belongs to the boundary of a tile of rank n, then z
lies in int
(
n+1⋃
k=0
σ−kT 0
)
⊂ intT∞. Hence, T∞ is open.
The above argument also shows that T∞ is the increasing union of the connected,
simply connected domains
{
int
(
n⋃
k=0
σ−kT 0
)}
n≥1
. Hence, T∞ itself is connected
and simply connected. 
Note that σ : T∞\T 0 → T∞ is not a covering map as the degree of σ : σ−1(T 0)→ T 0
is three, while the degree of σ : T∞ \ (T 0 ∪ σ−1(T 0))→ T∞ \ T 0 is two. For this
reason, some care should be taken to define inverse branches of the iterates of σ on
T∞.
For a subset X of the plane, we denote by Nε(X) the ε-neighborhood of X. Let
us fix some small ε > 0 and define the set
T hyp := Nε
(
T∞
) \N2ε (T ).
The next result, which follows from the mapping properties of σ, tells us that σ is
hyperbolic near the boundary of the tiling set away from the cusp points.
Proposition 5.7. All inverse branches of σ◦n (for n ≥ 1) are well-defined locally
on T hyp. Moreover, σ is hyperbolic on T hyp.
Proof. Note that T hyp ⊂ Ω. The first part of the proposition follows from the fact
that σ : σ−1(Ω) → Ω is a branched covering (see Proposition 5.3) and T hyp does
not intersect the post-critical set of σ.
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For the second assertion, first recall that σ(ϕ(w)) = ϕ( 1w ), |w| > 1. Taking the
∂-derivative of this relation yields
(1) ∂σ (ϕ(w)) ·
(
1− 1
w3
)
= − 1
w2
+ w,
for |w| > 1. It follows from Relation (1) that
(2)
∣∣∂σ (ϕ(w))∣∣ = |w|,
for |w| > 1. Since T hyp is compactly contained in Ω, it follows that there exists
λ0 > 1 such that
|∂σ| > λ0 > 1
on T hyp. 
Remark 4. While we used the explicit formula of σ in the proof of hyperbolicity
given above (which makes it look somewhat accidental), a more general argument
can be given using the shrinking lemma for inverse branches.
5.1.5. Non-escaping Set, Basin of Infinity. The openness and complete invariance
of the tiling set yields the following corollary.
Corollary 5.8. C \ T∞ is a closed, completely invariant set.
Since every point in T∞ \T 0 escapes to T 0 under some iterate of σ, we can think
of T∞ as the escaping set of σ. On the other hand, Cˆ \ T∞ consists of points that
never land in T 0 and we call it the non-escaping set of σ.
We denote the basin of attraction of ∞ (recall that ∞ is super-attracting) by
A ≡ A(∞). Clearly,
A ⊂ Cˆ \ T∞.
Remark 5. Note that the tiling set (where points escape to T 0) of σ plays the role
of the basin of infinity (where points escape to infinity) of a polynomial. Moreover,
the non-escaping set (where points never escape to T 0) of σ is the analogue of the
filled Julia set (where points never escape to infinity) of a polynomial. Note that
the filled Julia set of a polynomial is a compact subset of C, while the non-escaping
set of σ is unbounded in C (but compact in Cˆ).
Proposition 5.9. A is a simply connected, completely invariant domain.
Proof. Since A is the basin of attraction of a super-attracting fixed point, it is
necessarily open and completely invariant.
Let A0 be the connected component of A containing∞. If A\A0 6= ∅, then every
connected component of A \A0 would eventually map onto A0 under some iterate
of σ. Therefore, every connected component of A \ A0 must contain an iterated
pre-image of ∞. But σ−1(∞) = {∞} (by Proposition 5.3). Hence A0 must be equal
to A. This shows that A is connected and completely invariant.
It remains to prove simple connectivity of A. Let U ⊂ A be a small neighborhood
of ∞. Clearly, A is the increasing union of the domains {σ−k(U)}
k≥0. Since ∞ is
the only critical point of σ, it follows from the Riemann-Hurwitz formula that each
σ−k(U) is simply connected. Thus, A is an increasing union of simply connected
domains, and hence itself is such. 
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5.1.6. Singular Points. Denote
S =
⋃
σ−n(T \ T 0),
so S is the collection of the cusp points of all tiles. It is clear, that S ⊂ ∂T∞. We
also have
Proposition 5.10. S ⊂ ∂A.
Proof. It is enough to show that 32 , a cusp point of Ω, is in ∂A. For a real x > 1 we
have (from σ(ϕ(w)) = ϕ(1/w))
(3) σ
(
x+
1
2x2
)
=
1
x
+
x2
2
> x+
1
2x2
because at x = 1 we have equality in the last relation, and for the corresponding
derivatives we have
−x−2 + x > 1− x−3 (x > 1).
Thus, the forward σ-orbit of any real w > 32 must converge to∞ (otherwise, the orbit
would converge to a fixed point of σ in ( 32 ,+∞), which contradicts Inequality (3)).
Hence, ( 32 ,+∞) ⊂ A, and we are done. 
5.1.7. Main Results.
Theorem 5.11. We have
∂T∞ = ∂A = clos(S),
and this set, which we denote by Γ, is a Jordan curve. Also,
Cˆ = T∞ unionsq Γ unionsqA.
Lemma 5.12. ∂T∞ is locally connected.
We will give a detailed proof of Lemma 5.12 in Subsection 5.2 (this lemma is
crucial and the techniques that will go into the proof will be used elsewhere in the
paper too). The derivation of the main theorem from the main lemma is explained
below.
5.1.8. Proof of Theorem 5.11. Let ψin : D→ T∞ be the Riemann map such that
ψin(0) = 0, ψin(1) = 32 . This map can be constructed from the conformal map of
the filled ideal triangle Π (see Section 3) onto T 0 by the reflection principle. Note
that ψin conjugates ρ : D \ int Π → D to σ : T∞ \ intT 0 → T∞. Since the cusp
points of the ideal triangle group are dense in T, we have
clos(S) = ψin(T) = ∂T∞,
where we used local connectivity of ∂T∞.
Recall that S ⊂ ∂A (see Proposition 5.10), and therefore
∂T∞ = clos(S) ⊂ ∂A.
It remains to prove the opposite inclusion, ∂A ⊂ ∂T∞. (Then we would have
∂A = ∂T∞ for two disjoint simply connected domains with a locally connected
boundary, so the domains are Jordan.) Let a ∈ ∂A \ ∂T∞. Then a 6∈ T∞, and there
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is an open set U such that a ∈ U ⊂ C \ T∞. All iterates of σ are defined in U and
form a normal family (since they avoid T ). It follows that a ∈ A, a contradiction. 
Remark 6. Here is an outline of an alternative proof of the statement that Cˆ = T∞ unionsqA.
Our knowledge of the singular values of σ and the well-defined inverse branches of
the iterates of σ allow us to rule out the existence of bounded complementary com-
ponents of T∞ (modifying classical arguments of Fatou to our setting). Therefore,
Cˆ \ T∞ is an invariant domain, and hence {σ◦n}n form a normal family there. It
follows that the sequence of functions {σ◦n}n converges locally uniformly to ∞ on
Cˆ \ T∞; i.e. A = Cˆ \ T∞.
Definition 5.13 (The Limit Set). The Jordan curve Γ, which is the common
boundary of the tiling set T∞ and the basin of infinity A, is called the limit set of σ.
5.2. Local Connectivity of The Boundary of The Tiling Set. Here we discuss
the proof of Lemma 5.12.
5.2.1. Local Dynamics Near Cusp Points. The dynamics of σ near 32 (and the
other two cusps of T ) is essentially parabolic. In particular, on a slit domain
B( 32 , ε) \ ( 32 − ε, 32 ) (where ε > 0 is small enough), we have the following Puiseux
series expansion
σ(
3
2
+ δ) =
3
2
+ δ + kδ
3
2 +O(δ
2
),
where k is a positive constant, and the chosen branch of square root sends positive
reals to positive reals. It is easy to see that ( 32 ,
3
2 +ε) is the unique repelling direction
of σ at 32 (compare the proof of Proposition 5.10).
For ε > 0 let us denote
B := B
(
3
2
, ε
)
, B− := B ∩
{
Re(z) <
3
2
}
, B+ := B \B−.
The following facts are straightforward consequences of the local dynamical descrip-
tion of σ near 32 .
Proposition 5.14. If ε is sufficiently small, then
B− ⊂ T∞,
and
σ−nB+ →
{
3
2
}
.
(Here σ−n is the branch in B+ which fixes 32 ; convergence is in the Hausdorff
topology.)
In fact, a sharpened version of Proposition 5.14 holds true, Although we do not
need it for the proof of Lemma 5.12, let us record it for future reference.
Proposition 5.15. For every δ ∈ (0, pi), there exists R > 0 such that
W := U ∪ ωU ∪ ω2U ⊂ T∞,
where
U :=
{
3
2
+ reiθ : 0 < r < R, δ < θ < 2pi − δ
}
,
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and ω is a primitive third root of unity.
The following proposition essentially follows from the observation that locally
near the cusps, ∂T∞ is contained in the “repelling petals” of the cusp points.
Proposition 5.16. ∃ε > 0 such that if an orbit in ∂T∞ stays ε-close to a cusp of
T , then the orbit lands on this cusp.
5.2.2. Puzzle Pieces. Let us denote the Green function of A with pole at infinity by
G (G ≡ 0 on Ac). It is easy to see that for any ρ > 0, σ maps the equipotential (or
level curve) {G = ρ} to the equipotential {G = 2ρ}.
Let ∆n be a tile of rank n ≥ 1. It is a “triangle”; one of its sides is a side of a tile
of rank n− 1; we will call it (the side) the base of ∆n. The vertices of the base are
iterated pre-images of the cusps of T . Since 32 is accessible from ∞ (see the proof of
Proposition 5.10), it follows that the vertices of the base of ∆n are landing points
of two external rays in A(∞). We denote by P (∆n) the closed region bounded by
the base of ∆n, the two rays, and the equipotential {G = 12n } (so ∆n ⊂ P (∆n)),
and call it a puzzle piece of rank n.
Remark 7. A similar construction of puzzles in the context of polynomials with a
parabolic fixed point can be found in [Roe10, PR10].
The following propositions are immediate from the previous construction (see
Figure 4), and are first indications of the usefulness of puzzle pieces.
Proposition 5.17. For each n ≥ 1, the sets ∂T∞ ∩ P (∆n) are connected.
Proposition 5.18. The puzzle pieces separate the impressions of the internal rays
(of T∞) landing at points of S from each other.
5.2.3. Local Connectivity at “Radial” Points.
Proposition 5.19. If x ∈ ∂T∞ \ S, then ∂T∞ is locally connected at x.
Proof. Note first that if ∂T∞ is locally connected at x, then ∂T∞ is locally connected
at σ(x) and at every pre-image of x.
Consider the orbit xn = σ
◦n(x) of some x ∈ ∂T∞ \ S. If dist(xn, T )→ 0, then
dist(xn, T \ T 0) → 0, and therefore the orbit converges to one of the cusps of T
(by continuity of σ). By Proposition 5.16, this would imply that x ∈ S. But this
contradicts our choice of x.
Thus there is a subsequence of {xn} at a positive distance from T . Let ζ be
a cluster point of this subsequence, so ζ ∈ ∂T∞ is not a cusp of T . Thanks to
Proposition 5.18, we can assume that ζ does not lie in the impression of the rays
at angles 0, 13 , and
2
3 (possibly after replacing ζ by one of its iterated pre-images,
which is also a subsequential limit of {xn}).
The above assumption on ζ allows us to choose a puzzle piece P of sufficiently
high rank such that
ζ ∈ intP ⊂ P ⊂ intP1,
where P1 is a rank one puzzle piece. By construction, we have xn ∈ intP for
infinitely many n’s. The puzzle piece P will play a key role in the rest of the proof as
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suitably chosen iterated pre-images of intP will produce a basis of open, connected
neighborhoods of x in ∂T∞.
In order to achieve this, we use Proposition 5.7 to define (for each n with
xn ∈ intP ) the inverse branches
σ−n : intP1 → C, xn 7→ x.
These inverse branches form a normal family on intP1, and by a standard argument
(see next paragraph) we have (σ−n)′ → 0 (along a subsequence) locally uniformly
on intP1, so uniformly on P ∩ ∂T∞. Thus
diam[σ−n(intP ∩ ∂T∞)]→ 0 along a subsequence.
The sets σ−n(intP ∩ ∂T∞) are open connected neighborhoods of x in ∂T∞, and
we have local connectivity at x.
Finally, here is the “standard argument”. We have σ−nk → g on intP1, and we
need to show that g′ = 0 on some open set V ⊂ P1. For V we can take any small
disc inside the rank one tile contained in P1. Note that the pre-images Vk := σ
−nkV
are disjoint (they sit inside tiles of different rank), and that by Koebe distortion,
area(Vk)  [diam(Vk)]2,
so diam(Vk)→ 0. Hence we are done! 
5.2.4. Local Connectivity at The Cusp Point 32 . To finish the proof of Lemma 5.12
it remains to check local connectivity at the point 32 . Let ∆
±
n (for n ≥ 1) be the
two tiles of rank n which have 32 as a common vertex. Let
P˜n := int (P (∆
+
n ) ∪ P (∆−n )).
Note that for n ≥ 2,
σ : P˜n → P˜n−1
is a bijection. In what follows, we will work with the corresponding inverse branch
of σ defined on P˜1.
We have σ−1(P˜1) ⊂ P˜1, and 32 is the only common boundary point. The sets(
∂T∞ ∩ P˜n
)
∪{ 32} are open (in ∂T∞) and connected. Moreover, their diameters go
to zero by Proposition 5.14 (and Denjoy-Wolff). Hence, they form a basis of open,
connected neighborhoods of 32 (in the relative topology of ∂T
∞).
This completes the proof of Lemma 5.12.
5.3. Conformal Removability of The Limit Set. By Lemma 5.12, the Riemann
map ψin : D→ T∞ (constructed in Theorem 5.11) is continuous up to the boundary.
We now prove a stronger version of this result.
Definition 5.20 (John Domain). A domain D ⊂ C is called a John domain if there
exists c > 0 such that for any z0 ∈ D, there exists an arc γ joining z0 to some fixed
reference point w0 ∈ D satisfying
(4) δ(z) ≥ c|z − z0|, z ∈ γ,
where δ(z) stands for the Euclidean distance between z and ∂D.
30 S.-Y. LEE, M. LYUBICH, N. G. MAKAROV, AND S. MUKHERJEE
Intuitively, Condition (4) means that the arc γ is “protected” from the boundary
of the domain D.
For us, the importance of John domains stems from the fact that boundaries of
John domains are conformally removable [Jon95, Corollary 1] implying uniqueness
in the mating theory (see Subsection 5.4.3). Moreover, the Riemann map of a John
domain extends as a Ho¨lder continuous map to ∂D.
Let us now state a condition that is equivalent to the John condition for a simply
connected domain D. For z ∈ D, we denote by γz the part of the hyperbolic
geodesic of D (passing through z and a fixed base-point w0) that runs from z to ∂D.
A simply connected domain D is a John domain if and only if there exists M > 0
such that for all z ∈ D,
(5) w ∈ γz, dD(z, w) ≥M =⇒ δ(w) ≤ 1
2
δ(z),
where dD is the hyperbolic distance in D.
Theorem 5.21. T∞ is a John domain.
Corollary 5.22. ∂T∞ is conformally removable, and the Riemann map ψin is
Ho¨lder continuous up to the boundary.
To prove Theorem 5.21, we will sometimes use the conformal model ρ|D of σ|T∞ .
Wheels (of cheese) are just discs of radius say 1/10 centered at the singular
points 34 ,
3
4ω, and
3
4ω
2 for σ (respectively, 1, ω, ω2 in the case of ρ). The cheese
slices are sectors of the wheels contained in T∞ (or D in the case of ρ). In the case
of σ, W0 denotes the slice of angle pi and W the slice of angle 2pi − θ (compare
Proposition 5.15). For the model map ρ, the angles are twice smaller. If necessary
we modify W and W0 in an obvious way so that the slices are invariant under σ or
ρ (on the part where the maps are defined).
5.3.1. Quasi-rays. Let γ1(τ) and γ2(τ) be paths in D, 0 ≤ τ <∞, and let C > 0.
We say that the paths shadow each other (with a constant C) if
∀τ > 0, dD(γ1(τ), γ2(τ)) ≤ C;
notation: γ1 ≈ γ2.
We will now state a “shadowing” lemma for the model map ρ.
Let us fix a small number η > 0. Let z0 ∈ D \W with d(z0,T) < η, and γz0 be
the segment [z0, ζ0), where ζ0 =
z0
|z0| . We parametrize γ
z0 so that
dD(z0, γ
z0(τ)) = τ.
We denote zn := ρ
◦n(z0) (assuming that it is defined), ζn := ρ◦n(ζ0), and z′n = |zn|ζn
(see Figure 15). Let N be a positive integer such that d(zk,T) < η and zk /∈W , for
k = 1, · · · , N .
Lemma 5.23.
ρ◦N ◦ γz0 ≈ γz′N .
Proof. Let ι˜ be reflection in the unit circle. Since ρ fixes T as a set, we can extend it
to the “symmetrized” open set V := Ĉ \Π ∪ ι˜(Π) by the Schwarz reflection principle.
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Figure 15. The image of the geodesic ray γz0 under ρ◦N shadows
the actual geodesic ray γz
′
N .
Note that there exists some C > 0 such that zN , z
′
N ∈ B(ζN , Cη) ∩ D, and
B(ζN , Cη) is symmetric with respect to T. Choosing C suitably large, we can assume
that the inverse of branch of ρ◦N that sends ζN to ζ0 is defined on B(ζN , Cη), and
A := B(ζN , Cη) \ (ρ◦N (γz0) ∪ ι˜ (ρ◦N (γz0)))
is an annulus of definite modulus (independent of z0).
ρ−N is an isometry from B(ζN , Cη) onto ρ−N (B(ζN , Cη)) where both domains
are equipped with the corresponding hyperbolic metrics. Hence, ρ−N (A) is an
annulus of definite modulus (independent of z0) surrounding the symmetrized radial
line segment γz0 ∪ ι˜(γz0) in ρ−N (B(ζN , Cη)).
It follows that the hyperbolic metric of D and that of ρ−N (B(ζN , Cη) ∩ D)
are uniformly comparable on γz0 (respectively, the hyperbolic metric of D and
that of B(ζN , Cη) ∩ D are uniformly comparable on ρ◦N (γz0)). Therefore, ρ◦N :
γz0 → ρ◦N (γz0) is a quasi-isometry with respect to the hyperbolic distance dD of
the unit disk (with quasi-isometry constants independent of z0). Therefore, ρ
◦N ◦γz0
is shadowed by a hyperbolic geodesic of D with one end-point at ζN . Since ρ is
expanding away from the third roots of unity, we conclude that the other end-point
of this shadowing geodesic is bounded away from ζN . It follows that ρ
◦N ◦ γz0
is shadowed by the geodesic arc γz
′
N , with a shadowing constant independent of
z0. 
Remark 8. 1) We get the same constant in ≈ for all choices of θ ≤ θ0 in the definition
of W .
2) We will use the notation boldface z (respectively, γz) for ρ-dynamics, and
ordinary z (respectively, γz) for σ-dynamics.
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5.3.2. Two Uniform Estimates. We will now state a couple of uniform estimates
for the σ-dynamics which are needed for the proof of Theorem 5.21. Recall that
0 ∈ T∞ corresponds to 0 ∈ D (for the model map ρ) under ψin. The curves γz in
T∞ are now geodesic rays through the origin.
The following assertion is straightforward.
Lemma 5.24. ∀ε > 0, ∃M > 0 such that if δ(z′) ≥ η, w′ ∈ γz′ , and dT∞(w′, z′) ≥
M , then
δ(w′) ≤ εδ(z′).
The next estimate follows from the geometry of the limit set near a parabolic
point (see Proposition 5.15).
Lemma 5.25. ∀ε > 0, ∃M > 0 such that if σ(z′) ∈W, w′ ∈ γz′ , and dT∞(w′, z′) ≥
M , then
δ(w′) ≤ εδ(z′).
Remark 9. We use the notation z′ and w′ (instead of just z and w) to make it
consistent with the notation in the next subsection.
5.3.3. Proof of Theorem 5.21. Recall that our goal is to prove the existence of
M > 0 such that for all z ∈ T∞,
w ∈ γz, dT∞(z, w) ≥M =⇒ δ(w) ≤ 1
2
δ(z).
For all z ∈ T∞ with δ(z) < η, we define the stopping time N = N(z) as the largest
integer n such that
δ(zi) < η, i = 1, · · · , n, and zn−1 /∈W,
where zi = σ
◦i(z). The stopping time N is well-defined because of expansiveness of
σ. So we either have δ(zN+1) ≥ η (“Case 1”) or/and zN ∈W (“Case 2”).
Case 1. Let zN /∈ W . We first observe that δ(zN )  η with a constant in 
independent of z. By Lemma 5.23, we have
σ◦N ◦ γz ≈ γz′N
(z′N is defined via the model map ρ); in particular, dT∞(zN , z
′
N ) ≤ C. It then follows
that δ(z′N )  η and and we can apply Lemma 5.24 with z′ := z′N . Let ε be a small
number to be specified at the end of the argument, and let M be as in Lemma 5.24.
Let w ∈ γz satisfy dT∞(z, w) > M . Define wN := σ◦N (w), and w′N ∈ γz
′
N by the
condition
dT∞(z, w) = dT∞(z
′
N , w
′
N ).
Then we have dT∞(z
′
N , w
′
N ) > M and (by Lemma 5.24)
δ(w′N ) ≤ εδ(z′N ).
Since the hyperbolic metric (of T∞) at a point is comparable to the reciprocal of its
Euclidean distance to the boundary ∂T∞, and the curves σ◦N ◦ γz and γz′N shadow
each other (with a constant C independent of z), it follows that δ(wN ) and δ(w
′
N )
(respectively, δ(zN ) and δ(z
′
N )) are uniformly comparable. So we get
δ(wN ) ≤ Cεδ(zN ).
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If θ is sufficiently small, then the (Euclidean) distance between σ◦N (γz) and W0
is uniformly comparable to η. A straightforward application of the Koebe distortion
theorem (applied to a suitable inverse branch of σ◦N ) now gives us
δ(w) ≤ C˜εδ(z) = 1
2
δ(z)
(C˜ is independent of z and ε is defined by the last equation).
Case 2. We now consider the case zN ∈W . By construction, we have zN−1 /∈W
and δ(zN−1) < η. By Lemma 5.23, we have
σ◦(N−1)(γz) ≈ γz′N−1 .
At the same time, we can apply Lemma 5.25 with z′ = z′N−1 to obtain
δ(w′N−1) ≤ εδ(z′N−1).
The rest of the argument is exactly the same as in Case 1.
This completes the proof of Theorem 5.21.
5.4. Reflection Map as a Mating. We will now show that the Schwarz reflection
of the deltoid arises as the unique conformal mating of the anti-polynomial z2 and
the reflection map ρ coming from the ideal triangle group.
5.4.1. Dynamical Systems Associated with σ.
(a) Action on the non-escaping set C \ T∞ = A = A unionsq Γ.
By Proposition 5.9, the basin of infinity A (of σ) is simply connected. Let
ψout : Cˆ \ D→ A be the Riemann map such that ∞ 7→ ∞ and 1 7→ 32 .
Proposition 5.26. σ : A→ A is (conformally) equivalent to the polynomial
f0 : Cˆ \ D→ Cˆ \ D, f0(z) = z2.
The conjugacy is given by ψout.
Proof. The (continuous extension of the) Riemann map ψout from Cˆ \ D to A
(normalized as in the statement of the proposition) conjugates σ to a degree two
anti-Blaschke product with a fixed critical point at ∞. Clearly, the conjugated map
is f0. 
(b) Action on the tiling set T∞. The tessellation of T∞ by the pre-images of the
droplet T corresponds to the action of the deltoid group G∆ ⊂ Aut(T∞).
Proposition 5.27. Let T 1j (j=1,2,3) be the three tiles of rank 1, so
σ−1T 0 = T 11 unionsq T 12 unionsq T 13 .
Then each map σ : T 1j → T 0 extends to an automorphism σj : T∞ → T∞. The
deltoid group G∆ := 〈σ1, σ2, σ3〉 ⊂ Aut(T∞) has a presentation
〈σ1, σ2, σ3 : σ21 = σ22 = σ23 = id〉,
and T 0 is a fundamental domain of G∆.
Let us recall some notations from Section 3: Π is a filled ideal triangle with
vertices at 3
√
1; G ⊂ Aut(D) is the ideal triangle group (it is generated by the
reflections in the sides of Π); and ρ : D \ int Π→ D is the reflection map.
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Proposition 5.28. The deltoid group G∆ is conformally equivalent to the ideal
triangle group G. The conjugacy is given by the Riemann map ψin : D→ T∞ such
that ψin(0) = 0, ψin(1) = 32 . The Riemann map ψ
in takes Π onto T 0.
Proof. Since ψin was constructed in the proof of Theorem 5.11 by iterated lifting
via σ and ρ, it conjugates the two groups G∆ and G. In particular, ψin conjugates
ρ : D \ int Π→ D to σ : T∞ \ intT 0 → T∞. 
(c) Action on the limit set, σ : Γ→ Γ. This is the common boundary of the systems
described in (a) and (b). On the one hand, σ : Γ→ Γ is topologically equivalent to
f0 : J → J , where J = T is the Julia set of f0. On the other hand, σ : Γ→ Γ is
topologically equivalent to the Markov map ρ : Λ→ Λ where Λ = T is the limit set
of the ideal triangle group G.
Proposition 5.29. There is a unique orientation preserving homeomorphism
E : T→ T, 1 7→ 1, that conjugates ρ and f0 on T, i.e.
E ◦ ρ = f0 ◦ E .
Proof. The existence of the conjugacy E was demonstrated at the end of Section 3.
The uniqueness of such a conjugacy follows from the fact that the only orientation
preserving automorphism of T commuting with f0 : T → T and fixing 1 is the
identity map. 
We can summarize this discussion as follows. The Schwarz reflection σ is a
(conformal) mating between the polynomial dynamics f0 on Cˆ \ D and the ideal
triangle group G on D (or more accurately, the reflection map ρ associated with the
group). The precise meaning of the term “mating” is explained in Subsection 5.4.3
below.
5.4.2. Aside: The Question Mark Function. The homeomorphism E : T→ T is a
close relative of the famous Minkowski’s question mark function
? : [0, 1]→ [0, 1].
One way to define this function is to set ?( 01 ) = 0 and ?(
1
1 ) = 1 and then use the
recursive formula
(6) ?
(
p+ r
q + s
)
=
1
2
(
?
(
p
q
)
+?
(r
s
))
which gives us the values of ? on all Farey numbers in [0, 1]. In particular, ? is an
increasing homeomorphism of [0, 1] that sends the vertices of level n of the Farey
tree to the vertices of level n of the dyadic tree (see Figure 16).
It is not hard to see that the map
x 7→
{
x
1−x x ∈
[
0, 12
)
,
2x−1
x x ∈
[
1
2 , 1
)
,
sends the vertices of level n of the Farey tree to the vertices of level (n− 1) (of the
same tree). Also note that the doubling map
x 7→
{
2x x ∈ [0, 12) ,
2x− 1 x ∈ [ 12 , 1) .
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Figure 16. Left: The Farey tree. Right: The dyadic tree.
sends the vertices of level n of the dyadic tree to the vertices of level (n− 1) (of the
same tree). It follows that ? conjugates the former degree 2 map to the latter.
Formula (6) can be described in terms of the action of an ideal triangle group in
the upper half-plane H. Let Π′ be the ideal triangle with vertices 0, 1,∞ (counter-
clockwise). Then Π′ is a fundamental domain of the corresponding reflection group
G′. The corresponding tessellation of H consists of ideal triangles of rank 0, 1, 2, etc.
The rank zero triangle is Π′. There is exactly one rank 1 triangle with vertices in
[0, 1]; the vertices are 01 ,
1
2 ,
1
1 . The only new vertex is
1
2 , which is the unique level 1
vertex of the Farey tree. The map ? sends this vertex to 12 , which is the unique level
1 vertex of the dyadic tree. There are exactly two rank 2 triangles with vertices in
[0, 1]; the new vertices are 13 and
2
3 , these are precisely the two vertices of level 2 of
the Farey tree. The map ? sends these vertices to 14 and
3
4 (respectively), which are
the two vertices of level 2 of the dyadic tree.
Returning to our homeomorphism E : T→ T we note that the restriction of E
to each of the three components of T \ 3√1 is given by an analogous construction
which involves the tessellation of D with translates of Π and the associated reflection
group G. On the dynamical side, the map E fixes 3√1, and maps their ρ-pre-images
to their pre-images under z2 in an orientation-preserving way. Hence, E conjugates
the reflection map ρ (of degree −2) to the anti-doubling map z2.
5.4.3. Uniqueness of Mating. Here we will formalize the notion of mating and
summarize the above discussion.
(a) Setup. We have two conformal dynamical systems
ρ : D \ int Π→ D
and
f0 : Cˆ \ D→ Cˆ \ D.
We also have a mating tool, the homeomorphism E : T→ T which conjugates ρ
on the limit set and f0 on the Julia set, E ◦ ρ = f0 ◦ E .
(b) Topological mating. Denote
X = D ∨E
(
Cˆ \ D
)
, Y = X \ int Π,
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so X is a topological sphere, and Y is a closed Jordan disc in X. The well-defined
topological map
η ≡ ρ ∨E f0 : Y → X
is the topological mating between ρ and f0.
(c) Conformal mating. Two Riemann mappings, ψin and ψout, glue together into a
homeomorphism
H : (X,Y )→ (Cˆ,Ω)
which is conformal outside H−1(Γ) and which conjugates η to σ. It endows X with
a conformal structure compatible with the one on X \H−1(Γ) that turns η into
an anti-holomorphic map conformally conjugate to σ. In this way, the mating η
provides us with a model for σ.
Moreover, there is only one conformal structure on X compatible with the
standard structure on X \ H−1(Γ). Indeed, another structure would result in a
non-conformal homeomorphism Cˆ→ Cˆ which is conformal outside Γ, contradicting
the conformal removability of Γ (see Corollary 5.22). In this sense, σ is the unique
conformal mating of the map ρ arising from the ideal triangle group and the
anti-polynomial z2.
Theorem 1.1, that we announced in the introduction, is now obvious.
Proof of Theorem 1.1. The first part of the theorem follows from Theorem 5.11 and
Corollary 5.22.
The second statement is the content of Subsection 5.4.3. 
6. Iterated Reflections with Respect to a Cardioid and a Circle
This section, we carry out a detailed analysis of the dynamics and parameter
space of Schwarz reflections with respect to a cardioid and a circle.
6.1. Schwarz Reflection with Respect to a Cardioid. The simplest examples
of quadrature domains are interior and exterior disksB(a, r) andB(a, r)c respectively.
As quadrature domains, their orders are 1 and 0 (respectively). In the rest of this
section, we will focus on a particular quadrature domain of order 2 that is of interest
to us.
6.1.1. Cardioid as a Quadrature Domain. The principal hyperbolic component ♥
of the Mandelbrot set (i.e. the unique hyperbolic component of period one) has a
Riemann map
ϕ : D→ ♥
ϕ(λ) = λ/2− λ2/4
(compare Subsection 2.1). Its boundary ∂♥ is the cardioid
ϕ(∂D) = {eiθ/2− e2iθ/4 : θ ∈ [0, 2pi)}.
Dynamically, this means that the quadratic map z2+w has a fixed point of multiplier
λ ∈ D precisely when w = λ/2−λ2/4. Since this Riemann map is rational, it follows
that ♥ is a quadrature domain. The quadrature function of ♥ is ( 38z − 116z2 ). Hence,♥ is a quadrature domain of order 2 with a unique node at 0.
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6.1.2. Schwarz Reflection of ♥. Thanks to Proposition 4.6, we have an explicit
description of the Schwarz reflection map σ : ♥ → Cˆ. Indeed, the commutative
diagram implies that:
σ(ϕ(λ)) = ϕ(1/λ)
(7) i.e. σ
(
λ
2
− λ
2
4
)
=
(
2λ− 1
4λ
2
)
for each λ ∈ D.
In particular, σ(♥) = Cˆ, and 0 is the only critical point of σ in ♥. Moreover,
some interesting functional values can be directly computed from this formula; e.g.
σ(0) =∞, σ( 316 ) = 0, σ( 536 ) = − 34 .
Since ♥ parametrizes all quadratic polynomials z2 + w with an attracting fixed
point of multiplier λ, it will be useful to understand the Schwarz reflection of the
cardioid in terms of its action on multipliers of quadratic polynomials. A simple
computation using Relation (7) shows that if the multiplier of the non-repelling
fixed point of z2 + w (where w ∈ ♥ \ {0}) is λ, then the multipliers of the fixed
points of z2 + σ(w) are 2− 1
λ
and 1
λ
.
Therefore, for each w ∈ ♥ \ {0}, we have the following description of σ.
Proposition 6.1 (Multiplier Description of Schwarz Reflection). Let w ∈ ♥ \ {0}
with w = ϕ(λ) for some λ ∈ D∗ (where ϕ is the dynamical Riemann map of ♥).
Then, σ(w) = c if and only if the quadratic polynomial z2 + c has a fixed point of
multiplier 1/λ.
Remark 10. Note that the fixed point multipliers {λ1, λ2} of a quadratic map z2 + c
satisfy λ1 + λ2 = 2 and λ1λ2 = 4c. Hence, two distinct quadratic maps cannot have
a common fixed point multiplier; i.e. a fixed point multiplier uniquely determines a
quadratic map.
6.1.3. Covering Properties of σ. This description allows us to conveniently study
some mapping properties of the map σ.
Proposition 6.2. σ−1(♥) = ϕ(B( 23 , 13 )), and σ : σ−1(♥)→ ♥ is an anti-holomorphic
isomorphism. Moreover, σ : ∂σ−1(♥)→ ∂♥ is an orientation-reversing homeomor-
phism.
Proof. First note that σ fixed ∂♥ pointwise. Now let w ∈ ♥ and λ be the attracting
multiplier of z2 + w; i.e. w = ϕ(λ). Since λ < 1, we have that |1/λ| > 1.
Therefore, σ(w) ∈ ♥ if and only if |2 − 1/λ| < 1. A simple computation shows
that this happens if and only if |λ − 23 | < 13 ; i.e. λ ∈ B( 23 , 13 ). This proves that
σ(w) ∈ ♥ ⇔ w ∈ ϕ(B( 23 , 13 )). Hence, σ−1(♥) = ϕ(B( 23 , 13 )) (compare Figure 17).
The above discussion also shows that the (inverse of the) Riemann map ϕ of ♥
conjugates σ : σ−1(♥)→ ♥ to the map
g : B(
2
3
,
1
3
)→ D, g(λ) = 2− 1/λ.
Since g is an anti-holomorphic isomorphism, we conclude that σ : σ−1(♥)→ ♥ is
such as well.
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Figure 17. Left: The disk B( 23 ,
1
3 ) contained in the disk B(0, 1).
The smaller disk maps to the larger disk under λ 7→ 2− 1/λ. Right:
The images of the two disks under the Riemann map ϕ. The
smaller cardioid maps univalently onto the larger cardioid, and the
boundary of the smaller cardioid maps homeomorphically to the
boundary of the larger cardioid under σ.
Similarly, the (inverse of the) homeomorphic boundary extension of the Riemann
map ϕ of ♥ conjugates σ : ∂σ−1(♥) → ∂♥ to the map g : ∂B( 23 , 13 ) → ∂D. Since
g is an orientation-reversing homeomorphism, the same is true for σ : ∂σ−1(♥)→
∂♥. 
Remark 11. σ−1(♥) is a smaller cardioid with its cusp at 14 and vertex at 536 . Also,
σ−1(♥) ∩ R = ( 536 , 14 ).
Using Proposition 6.1, it is straightforward to see the behavior of σ outside of
σ−1(♥).
Proposition 6.3. σ : ♥ \ σ−1(♥) → Cˆ \ ♥ is a two-to-one branched covering
branched at 0.
Corollary 6.4. For two points w1 = ϕ(λ1), w2 = ϕ(λ2) ∈ ♥ \
(
σ−1(♥) ∪ {0}
)
, we
have σ(w1) = σ(w2) if and only if 1/λ1 + 1/λ2 = 2.
Proof. This follows directly from the multiplier description of σ given in Proposi-
tion 6.1 and the fact that the sum of the multipliers of the two fixed points of a
quadratic polynomial is 2. 
Remark 12. The covering degrees of σ can also be computed using [LM16, Lemma
4.1] and the fact that the cardioid is a quadrature domain of order two. How-
ever, the multiplier description of σ that we used in our proofs yields additional
dynamical information. In particular, shrinking of the iterated pre-images of ♥ (see
Corollary 6.5) will be useful later in the paper.
DYNAMICS OF SCHWARZ REFLECTIONS 39
6.1.4. Iteration of σ.
Corollary 6.5 (Iterated Pre-images of ♥). σ−n(♥) = ϕ(B( 2n2n+1 , 12n+1 )), and
σ◦n : σ−n(♥) → ♥ is a univalent map. In particular, diam(σ−n(♥)) → 0, as
n→ +∞.
Proof. This is simply an extension of the arguments used in the proof of Propo-
sition 6.2. Iterating the map σ is equivalent to iterating the univalent map
g : λ 7→ 2 − 1/λ (as long as w ∈ σ−1(♥) or equivalently λ ∈ g−1(D)). As
(ι ◦ g)◦n(λ) = (n+1)λ−nnλ−(n−1) , it follows that g−n(D) = B( 2n2n+1 , 12n+1 ). Hence, σ−n(♥) =
ϕ(B( 2n2n+1 ,
1
2n+1 )). The other statements readily follow. 
6.1.5. An Explicit Formula for σ. Recall that Relation (7) gives an implicit formula
for σ. Choosing the branch of square root which sends positive reals to positive
reals, we have the following explicit formula for σ:
(8) σ(w) =
1− 2√1− 4w
4(1−√1− 4w)2
for all w ∈ ♥.
6.1.6. A Characterization of ♥ as a Quadrature Domain.
Proposition 6.6 (Characterization of Cardioids and Disks as Quadrature Domains).
1) Let Ω 3 ∞ be a simply connected quadrature domain with associated Schwarz
reflection map σΩ. If σΩ : σ
−1
Ω (Ω
c
)→ Ωc is univalent, then Ω is an exterior disk.
2) Let Ω 3 0 be a bounded simply connected quadrature domain such that ∂Ω
has a cusp at 14 . Moreover, suppose that the Schwarz reflection map σΩ of Ω has a
double pole at 0, and σΩ : σ
−1
Ω (Ω)→ Ω is univalent. Then, Ω = ♥.
Proof. 1) By Proposition 4.6, there exists a rational map ϕΩ on Cˆ such that
ϕΩ : D → Ω is a Riemann map of Ω. Note that by Figure 1, the degree of
σΩ : σ
−1
Ω (Ω
c
)→ Ωc is equal to the number of pre-images in Cˆ of a generic point in
Ω
c
under ϕΩ. Our assumption now implies that deg ϕΩ = 1; i.e. ϕΩ is a Mo¨bius
map. The conclusion follows.
2) As in the previous part, let ϕΩ be a rational map on Cˆ such that ϕΩ : D→ Ω
is a Riemann map of Ω. We can assume that ϕΩ(0) = 0, and ϕΩ(1) =
1
4 . Since
ϕΩ(∂D) = ∂Ω has a cusp at 14 , it follows that ϕ
′
Ω(1) = 0.
Since the Schwarz reflection map σΩ of Ω has a double pole at 0, the commutative
diagram in Figure 1 readily yields that ϕΩ(∞) =∞, and DϕΩ(∞) = 0.
The same commutative diagram also implies that the degree of σΩ : σ
−1
Ω (Ω)→ Ω
is equal to the number of pre-images in Cˆ \ D of a generic point in Ω under ϕΩ.
Hence, our assumption that σΩ : σ
−1
Ω (Ω) → Ω is univalent translates to the fact
that deg ϕΩ = 2. It follows that ϕΩ is a quadratic polynomial. Since ϕΩ(0) = 0,
ϕΩ(1) =
1
4 , and ϕ
′
Ω(1) = 0, we conclude that ϕΩ(λ) =
λ
2− λ
2
4 . Therefore, Ω = ♥. 
Remark 13. The simple connectivity assumption in Proposition 6.6 can be dropped
(although we will not need this improvement). However, one needs to employ more
involved arguments to deduce the results without this assumption (see [Gus83] for
the cardioid case, and [Eps62, ES65] for the case of disks).
40 S.-Y. LEE, M. LYUBICH, N. G. MAKAROV, AND S. MUKHERJEE
6.2. The Dynamical and Parameter Planes. Let ♥ be the principal hyperbolic
component of the Mandelbrot set. For any a ∈ C, let B(a, ra) be the smallest disk
containing ♥ and centered at a; i.e. ∂B(a, ra) is the circumcircle to ♥.
Proposition 6.7. 1) For a ∈ (−∞,− 112 ), the circumcircle ∂B(a, ra) touches ∂♥ at
exactly two points. On the other hand, for any a ∈ C \ (−∞,− 112 ), the circumcircle
B(a, ra) touches ∂♥ at exactly one point.
2) For a 6= − 112 , the circle ∂B(a, ra) has a contact of order two with ∂♥. On the
other hand, ∂B(a, ra) has a contact of order four with ∂♥ if a = − 112 .
Proof. 1) Note that the cardioid ∂♥ and its circumcircle ∂B(a, ra) can have at most
two points of tangency. Since the real line is the only axis of symmetry of ♥, it
follows that ∂B(a, ra) can touch ∂♥ at two points only if a is real. Moreover, when
a is real, ∂♥∩∂B(a, ra) is either the singleton {− 34} or consists of a pair of complex
conjugate points.
It is clear that for a ≤ − 34 , the circumcircle ∂B(a, ra) touches ∂♥ at a pair of
complex conjugate points.
Now let − 34 < a < − 112 . For such values of a, the curvature of the circle
∂B(a, a + 34 ) is larger than
3
2 . But the curvature of ∂♥ at − 34 is 32 (in other
words, the boundary of the cardioid curves less than the circle does at − 34 ). Since
∂B(a, a + 34 ) is real-symmetric, we have that B(a, a +
3
4 ) is locally contained in
♥ near − 34 . Hence, ∂B(a, a+ 34 ) is not a circumcircle to ∂♥. It now follows that
∂♥ ∩ ∂B(a, ra) consists of a pair of complex conjugate points (see Figure 18).
Finally, let a ≥ − 112 . Note that the curvature of the circle ∂B(a, a+ 34 ) is at most
3
2 , while the curvature of ∂♥ is at least 32 at each point (in other words, the boundary
of the cardioid curves more than the circle everywhere). Since ∂B(a, a+ 34 ) is real-
symmetric, it follows that B(a, a+ 34 ) contains ♥. Hence, ra = a+ 34 , and ∂B(a, a+ 34 )
is the circumcircle to ♥ centered at a. In particular, ∂♥ ∩ ∂B(a, a+ 34 ) = {− 34}.
2) The evolute (locus of centers of curvature) of ∂♥ is a cardioid 13 -rd the size of
∂♥ with a cusp at − 112 . For any a not on the evolute, the circle ∂B(a, ra) is, by
definition, not an osculating circle to ∂♥ (i.e. ∂B(a, ra) has a simple tangency with
∂♥).
Now suppose that a 6= − 112 is a point on the evolute of ♥. More precisely, let
a 6= − 112 be the center of curvature of ∂♥ at some point α′a. A simple computation
now shows that the radius of curvature of ∂♥ at α′a is strictly smaller than the
distance between a and α′a ∈ ∂♥; i.e. |a − α′a| < |a − α′a|. It follows that the
osculating circle to ∂♥ centered at a does not circumscribe ♥; in other words,
∂B(a, ra) is not an osculating circle to ∂♥ for these parameters a as well.
Finally, for a = − 112 , the circle ∂B(a, ra) is indeed the osculating circle of ∂♥ at
− 34 . Moreover, as − 34 is a vertex of ∂♥ (i.e. the curvature of ∂♥ has a vanishing
derivative at − 34 ), the osculating circle of ∂♥ at − 34 (which is centered at − 112 ) has
a third order tangency with ∂♥. Therefore, for all a ∈ C \ (−∞,− 112 ], the circle
∂B(a, ra) touches ∂♥ at exactly one point and has a contact of order two with ∂♥
at that point, while for a = − 112 , the circumcircle ∂B(a, ra) touches ∂♥ at exactly
one point and has a contact of order four with ∂♥. 
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Figure 18. For any a in the slit (−∞,− 112 ), the disk B(a, ra)
touches ♥ at two points.
6.2.1. The Family S. In this paper, we will only be interested in the situation where
the circumcircle to the cardioid touches it at only one point. For a ∈ C \ (−∞,− 112 ),
let
Ωa := ♥ ∪B(a, ra)c.
We now define our dynamical system Fa : Ωa → Cˆ as,
w 7→
{
σ(w) if w ∈ ♥,
σa(w) if w ∈ B(a, ra)c,
where σ is the Schwarz reflection of ♥, and σa is reflection with respect to the circle
|w− a| = ra. It follows from our previous discussion that 0 is the only critical point
of Fa. We will call this family of maps S; i.e.
S :=
{
Fa : Ωa → Cˆ : a ∈ C \ (−∞,− 1
12
)
}
.
Proposition 6.8. For each a ∈ C \ (−∞,− 112 ), the map Fa : F−1a (Ωa)→ Ωa is a
two-to-one branched covering, branched only at 0.
Proof. Note that F−1a (Ωa) ⊂ Ωa consists of three (open) connected components.
Two of which, namely σ−1(♥) and σ−1a (♥), map univalently onto ♥. On the other
hand, 0 ∈ σ−1(B(a, ra)c), so Fa is a 2 : 1 branched cover from σ−1(B(a, ra)c) onto
B(a, ra)
c. 
Corollary 6.9. Let V ⊂ Ωa be a simply connected domain such that the forward
orbit of the critical point 0 does not intersect V . Then, all inverse branches of F ◦na
(n ≥ 1) are defined on V . Moreover, the image of V under each of these branches is
disjoint from Ta.
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6.2.2. Dynamics near Singular Points. Let Ta := Ω
c
a = B(a, ra) \ ♥. Note that ∂Ta
has two singular points; namely αa (a double point) and
1
4 (a cusp). Both of these
are fixed points of Fa. As the map Fa admits no anti-holomorphic extension in
neighborhoods of these fixed points, we need to obtain local expansions of Fa in
suitable relative neighborhoods of αa and
1
4 .
Formula (8) shows that map Fa has no single-valued anti-holomorphic extension
in a neighborhood of 14 (extending Fa near
1
4 involves choosing a branch of square
root). A straightforward computation yields the following asymptotics of Fa near
1
4 .
Proposition 6.10 (Dynamics near Cardioid Cusp). Choosing the branch of square
root that sends positive reals to positive reals, we have
Fa(w) = w − k(1
4
− w) 32 +O((1
4
− w)2)
where w ∈ B( 14 , ε) \ ( 14 , 14 + ε), for some k > 0 and ε > 0 small enough. Hence, 14
repels nearby real points on its left.
Moreover, Corollary 6.5 gives a precise description of the dynamics of Fa near
the fixed point 14 ; in particular, all points in ♥∩B( 14 , ε) eventually leave ♥∩B( 14 , ε)
or escape to Ta under iterations of Fa.
On the other hand, both σ and σa admit anti-holomorphic extensions in a
neighborhood of αa. As germs, these extensions are anti-holomorphic involutions.
However, these extensions do not match up to yield a single anti-holomorphic map
in a neighborhood of αa. In this case, it will be more convenient to work with the
second iterate F ◦2a . Note that
(9) F ◦2a =
{
σa ◦ σ on σ−1(B(a, ra)c),
σ ◦ σa on σ−1a (♥).
Let us first look at the parameters a 6= − 112 . For such parameters a, the curves
∂♥ and ∂B(a, ra) have a simple tangency at αa (in particular, they have common
tangent and normal lines). The following simple result describes the local behavior
of the maps σa ◦ σ and σ ◦ σa near αa.
Proposition 6.11 (Dynamics near Double Point; a 6= − 112 ). Let a 6= − 112 . Then,
σ and σa extend as local anti-holomorphic involutions near αa such that
(σa ◦ σ)(w) = w + ka(w − αa)2 +O((w − αa)3),
and
(σa ◦ σ)−1(w) = (σ ◦ σa)(w) = w − ka(w − αa)2 +O((w − αa)3)
for all w ∈ B(αa, ε) and some ka 6= 0. Moreover, the inward (respectively, outward)
normal vector to ∂♥ at αa is the repelling direction of the parabolic germ σa ◦ σ
(respectively, of σ ◦ σa). These are the only repelling directions for F ◦2a at αa.
Proof. The fact that σ (respectively, σa) admits a local anti-holomorphic extension
near αa follows from the fact that αa is a non-singular point of ∂♥ (respectively, of
∂B(a, ra)). Since these local extensions are anti-holomorphic involutions, it follows
that σa ◦ σ is the inverse of σ ◦ σa (as germs).
The first two terms in the local expansions of the Schwarz reflection maps σ and
σa can be computed in terms of the slope and curvature of the corresponding curves
at αa (see [Dav74, Chapter 7]). Moreover, since ∂♥ and ∂B(a, ra) do not have the
same curvature at αa (recall that ∂B(a, ra) is not the osculating circle to ∂♥ at αa
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for a 6= − 112 ), it follows that ka 6= 0. The final statement on repelling directions of
the parabolic germs is a consequence of the fact that ∂♥ has greater curvature than
∂B(a, ra) at αa (as ∂B(a, ra) is a circumcircle of ∂♥). 
Remark 14. More generally, if two real-analytic smooth curve germs γ1 and γ2 with
associated Schwarz reflection maps σ1 and σ2 (respectively) have contact of order
k + 1 at the origin, then σ1 ◦ σ2 is of the form z + czk+1 + · · · .
Let us choose repelling petals P1 and P2 of the parabolic germs σa ◦ σ and σ ◦ σa
contained in σ−1(B(a, ra)c) and σ−1a (♥) respectively (in other words, P1 and P2
are repelling and attracting petals for the parabolic germ σa ◦ σ). Then,
(10)
⋂
n∈N
F−2na (P1) =
⋂
n∈N
F−2na (P2) = {αa},
where we have chosen the inverse branch of F ◦2a near αa that fixes αa.
We now turn our attention to the parameter a = − 112 .
Proposition 6.12 (Dynamics near Double Point; a = − 112 ). Let a = − 112 . Then
σ and σa extend as local anti-holomorphic involutions near αa = − 34 such that
(σa ◦ σ)(w) = w − k′a(w +
3
4
)4 +O((w +
3
4
)5),
and
(σa ◦ σ)−1(w) = (σ ◦ σa)(w) = w + k′a(w +
3
4
)4 +O((w +
3
4
)5)
for all w ∈ B(− 34 , ε) and some k′a > 0. Moreover, the positive (respectively,
negative) real direction at − 34 is an attracting vector of the former (respectively,
latter) parabolic germ, and these are the only attracting directions for F ◦2a at − 34 .
Thus, − 34 attracts nearby real points under iterates of Fa.
Proof. For a = − 112 , the curves ∂♥ and ∂B(a, ra) have a third order tangency
at αa = − 34 (i.e. a contact of order 4), so the desired asymptotics follow from
Remark 14. The fact that σ (respectively, σa) admits a local anti-holomorphic
extension near − 34 follows from the fact that − 34 is a non-singular point of ∂♥
(respectively, of ∂B(a, ra)). Since these extensions are involutions, σa ◦ σ is the
inverse of σ ◦ σa. The asymptotics of σa ◦ σ and σ ◦ σa near − 34 can be explicitly
computed using Formula (8). The attracting directions of the parabolic germs are
readily seen from these asymptotics. The fact that these are the only attracting
directions for F ◦2a at − 34 follows from Formula (9). 
Remark 15. We see from the above local expansions that each of the parabolic
germs σa ◦ σ and σ ◦ σa has two more attracting directions at − 34 , however they lie
in regions where the germs do not coincide with F ◦2a , see Formula (9).
6.2.3. Tiling Set, Non-escaping set, and Limit set. We now proceed to define the
dynamically relevant sets for a general map Fa ∈ S. It is easy to see that the points
αa and
1
4 have only two pre-images under Fa, and every point of Ta \ {αa, 14} has
three pre-images under Fa. In order to get an honest covering map, we will therefore
work with T 0a := Ta \ {αa, 14}. Then, the restriction Fa : F−1a (T 0a )→ T 0a is a degree
3 covering.
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Figure 19. The tiles of rank 0 and 1 are labelled as T 0a and T
1
a
respectively. The union of the tiles of rank 0 and 1 is denoted by
E1a.
Definition 6.13 (Tiling Set, Non-escaping set, and Limit set). • For any k ≥ 0,
the connected components of F−ka (T
0
a ) are called tiles (of Fa) of rank k.
The unique tile of rank 0 is T 0a .
• The tiling set T∞a of Fa is defined as the set of points in Ωa that eventually
escape to T 0a ; i.e. T
∞
a =
∞⋃
k=0
F−ka (T
0
a ). Equivalently, the tiling set is the
union of all tiles.
• The non-escaping set Ka of Fa is the complement Cˆ \ T∞a . Connected
components of intKa are called Fatou components of Fa. All iterates of Fa
are defined on Ka.
• The boundary of T∞a is called the limit set of Fa, and is denoted by Γa.
Remark 16. Note that the tiling set, non-escaping set, and limit set of Fa are
the analogues of basin of infinity, filled Julia set, and Julia set (respectively) of a
polynomial.
The tiling set and the non-escaping set yield an invariant partition of the dynam-
ical plane of Fa.
Proposition 6.14 (Tiling Set is Open and Connected). For each a ∈ C\(−∞,− 112 ),
the tiling set T∞a is an open connected set, and hence the non-escaping set Ka is
closed.
Proof. Let us denote the union of the tiles of rank 0 through k by Eka (see Figure 19).
Clearly, intEka is connected, and intE
k
a ( intEk+1a for each k ≥ 0. Moreover, we
have
T∞a =
⋃
k≥0
intEka .
It follows that T∞a is an open connected set, and hence Ka is a closed set. 
Corollary 6.15. Each Fatou component of Fa (i.e. connected components of
intKa) is simply connected.
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Figure 20. Parts of the dynamical planes of various parameters
with connected limit set are shown. The white regions denote the
tile of rank 0. The non-escaping set in the bottom right figure has
empty interior, while the other non-escaping sets have non-empty
interior.
Proposition 6.16 (Complete Invariance). For each a ∈ C \ (−∞,− 112 ), both T∞a
and Ka are completely invariant under Fa.
The next proposition sheds light on the geometry of the tiling set near the singular
points 14 and αa. It roughly says that the tiling set contains sufficiently wide angular
wedges near the singular points.
Proposition 6.17. 1) Let a ∈ C \ (−∞,− 112 ). Then for every δ ∈ (0, pi), there
exists R > 0 such that
W 1a :=
{
1
4
+ reiθ : 0 < r < R, −(pi − δ) < θ < (pi − δ)
}
⊂ T∞a .
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2) Let a ∈ C \ (−∞,− 112 ], and θ0 be the slope of the inward normal vector to ∂♥
at αa. Then for every δ ∈
(
0, pi2
)
, there exists R > 0 such that
W 2a := αa +
{
rei(θ0+θ) : 0 < r < R, δ < |θ| < pi − δ
}
⊂ T∞a .
Proof. 1) This is a consequence of the “parabolic” behavior of Fa near
1
4 . The local
Puiseux series expansion of Fa near
1
4 (see Proposition 6.10) imply that (
1
4 − ε, 14 )
is the unique repelling direction of Fa at
1
4 , and the iterated pre-images of the
fundamental tile T 0a occupy a circular sector of Stolz angle 2(pi − δ) (disjoint from
( 14 − ε, 14 )) at 14 (compare Figure 20).
2) This is a consequence of the parabolic dynamics of F ◦2a near αa. The local
power series expansions of the piecewise definitions of F ◦2a near αa (see Formula (9)
and Proposition 6.11) imply that the inward and outward normal vectors to ∂♥ at
αa are the only repelling directions of F
◦2
a at that point, and the iterated pre-images
of each of the two connected components of T 0a ∩ B(αa, ε) (for ε > 0 sufficiently
small) occupies a circular sector of Stolz angle (pi − 2δ) (disjoint from the repelling
directions) at αa (compare Figure 20). 
We will now show that connectivity of the non-escaping set Ka is completely
determined by the dynamics of the unique critical point 0 (as in the case of quadratic
polynomials or anti-polynomials).
Proposition 6.18. The non-escaping set Ka is connected if and only if it contains
the critical point 0.
Proof. If 0 ∈ T∞a , then the tile containing 0 is ramified and it disconnects Ka. On
the other hand, if 0 does not escape under Fa, then every tile is unramified, and
Cˆ \ intEka is a full continuum for each k ≥ 0. Therefore,
Ka =
⋂
k≥0
(
Cˆ \ intEka
)
is a nested intersection of full continua and hence is a full continuum itself. 
6.2.4. The Connectedness Locus. The above proposition leads to the following
definition.
Definition 6.19 (Connectedness Locus and Escape Locus). The connectedness
locus of the family S is defined as
C(S) = {a ∈ C \ (−∞,− 1
12
) : 0 /∈ T∞a } = {a ∈ C \ (−∞,−
1
12
) : Ka is connected}.
The complement of the connectedness locus in the parameter space is called the
escape locus.
Let us collect a few easy (but useful) facts about the connectedness locus C(S).
Proposition 6.20. C(S) ⊂ ♥ ∪ { 14}.
Proof. Note that for all a ∈ C \ (−∞,− 112 ), we have F ◦2a (0) = a ∈ B(a, ra). Clearly,
a 6= αa. Therefore, if a /∈ ♥ ∪ { 14}, then F ◦2a (0) ∈ T 0a ; i.e. 0 ∈ T∞a . 
Proposition 6.21. C(S) is closed in C \ (−∞,− 112 ).
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Figure 21. The graph of Fa restricted to (−∞, 14 ] is shown for
a = 14 . Since Fa tends to
1
4 as a tends to −∞, we have that Fa is
a two-to-one map from [−∞, 14 ] onto itself.
Proof. Note that the fundamental tile T 0a varies continuously with the parameter as
a runs over C \ (−∞,− 112). Now let a0 ∈ C \ (−∞,− 112) be a parameter outside
the connectedness locus C(S). Then there exists some positive integer n0 such that
F ◦n0a0 (0) ∈ T 0a0 . It follows that for all a sufficiently close to a0, we have F ◦n0a (0) ∈ T 0a
or F
◦(n0+1)
a (0) ∈ T 0a . Hence, C(S) is closed in C \
(−∞,− 112). 
Proposition 6.22 (Real Slice of The Connectedness Locus). C(S) ∩R = [− 112 , 14].
Proof. Let a ∈ [− 112 , 14]. For such parameters a, we have αa = − 34 and ra = (a+ 34 ).
Moreover, using Formula (8), we see that:
• Fa(
[−∞,− 34]) = [− 34 , a] (Fa is decreasing),
• Fa(
[− 34 , 0]) = [−∞,− 34] (Fa is decreasing),
• Fa(
[
0, 14
]
) =
[−∞, 14] (Fa is increasing).
In particular, the interval
[−∞, 14] is invariant under Fa (see Figure 21 for the
graph of Fa where a =
1
4 ). Since
[−∞, 14] is disjoint from T 0a , it follows that 0 does
not escape to T 0a . Therefore,
[− 112 , 14] ⊂ C(S).
But by Proposition 6.20, we already know that C(S) ⊂ ♥ ∪ { 14}. This completes
the proof. 
The above proof also shows that for each a ∈ [− 112 , 14], Fa : [−∞, 14]→ [−∞, 14]
is a unimodal map with a simple critical point at 0.
Corollary 6.23. For each a ∈ [− 112 , 14], the map Fa : [−∞, 14] → [−∞, 14] is a
C1 unimodal map with a simple critical point at 0.
Proof. Since σa and σ are anti-meromorphic on B(a, a +
3
4 )
c and ♥ respectively,
it follows that σa is C
1 on
[−∞,− 34) and σ is C1 on (− 34 , 14]. Moreover, the
real-analytic extensions of these maps (in an R-neighborhood of − 34 ) have a common
derivative −1 at − 34 . This proves that Fa is C1-smooth on
[−∞, 14]. 
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6.2.5. Quasiconformal Deformations in S. Quasiconformal deformations play a
crucial role in studying the parameter spaces of holomorphic/anti-holomorphic
dynamical systems. In this spirit, we will prove a lemma that will allow us to talk
about quasiconformal deformations in the family S.
Lemma 6.24 (Quasiconformal Deformation of Schwarz Reflections/Changing the
Mirrors). Let µ be an Fa-invariant Beltrami coefficient on Cˆ, and Φ be a qua-
siconformal map solving µ such that Φ fixes 0, 14 , and ∞. Let b = Φ(a). Then,
b ∈ C \ (−∞,− 112 ), Φ(Ωa) = Ωb, and Fb = Φ ◦ Fa ◦ Φ−1 on Ωb.
Proof. The assumption that µ is Fa-invariant implies that Φ ◦ Fa ◦ Φ−1 is anti-
meromorphic on Φ(Ωa). Hence, Φ ◦ Fa ◦ Φ−1 is an anti-meromorphic map on
Φ(B(a, ra)
c) that continuously extends to the identity map on Φ(∂B(a, ra)
c) =
∂Φ(B(a, ra)
c). Since Φ fixes ∞, it follows that Φ(B(a, ra)c) is an unbounded
quadrature domain with Schwarz reflection map Φ ◦ σa ◦ Φ−1. Since Fa maps
B(a, ra)
c univalently onto B(a, ra), we conclude that Φ◦Fa ◦Φ−1 maps Φ(B(a, ra)c)
univalently onto Φ(B(a, ra)). It now follows by Proposition 6.6 that Φ(B(a, ra)
c) is
an exterior disk.
Let b = Φ(a). Recall that the Schwarz reflection map of an exterior disk maps ∞
to the center of the interior part of the disk. Since σa(∞) = a and Φ(∞) =∞, it
follows that the Schwarz reflection map Φ ◦ σa ◦ Φ−1 of Φ(B(a, ra)c) maps ∞ to b.
Hence, Φ(B(a, ra)
c) is of the form B(b, r)c, for some r > 0.
Again, Φ ◦ Fa ◦ Φ−1 is an anti-meromorphic map on Φ(♥) that continuously
extends to the identity map on Φ(∂♥) = ∂Φ(♥). As Φ fixes 0 and ∞, it follows that
Φ(♥) 3 0 is a bounded simply connected quadrature domain with associated Schwarz
reflection map Φ ◦ σ ◦Φ−1. Also note that Φ ◦ σ ◦Φ−1 maps Φ(σ−1(♥)) univalently
onto Φ(♥). Moreover, Φ ◦ σ ◦ Φ−1 has a double pole at 0, and ∂Φ(♥) has a cusp at
1
4 . Therefore by Proposition 6.6, we have that Φ(♥) = ♥, and Φ ◦σ ◦Φ−1 ≡ σ on ♥.
As ∂B(a, ra) and ∂♥ touch at a unique point, the same is true for ∂B(b, r) and
∂♥. Hence, ∂B(b, r) is a circumcircle of ♥ touching ∂♥ at a single point. So, r = rb,
and Φ ◦ σa ◦ Φ−1 ≡ σb on B(b, rb)c. In particular, b ∈ C \ (−∞,− 112 ).
To summarize, we have proved that Φ(♥) = ♥ and Φ(B(a, ra)c) = B(b, rb)c
(for some b ∈ C \ (−∞,− 112 )), where ∂B(b, rb) circumscribes ∂♥ and touches it
at a single point. Hence, Φ(Ωa) = Ωb. Furthermore, Φ ◦ σ ◦ Φ−1 ≡ σ on ♥, and
Φ ◦ σa ◦ Φ−1 ≡ σb on B(b, rb)c. Therefore, Φ ◦ Fa ◦ Φ−1 ≡ Fb on Ωb.
This completes the proof. 
6.2.6. Classification of Fatou Components. We will now discuss the classification of
Fatou components, and their relation with the post-critical set (of the maps in S).
Proposition 6.25 (Classification of Fatou Components). Let a ∈ C \ (−∞,− 112 ).
Then the following hold true.
1) Every Fatou component of Fa is eventually pre-periodic.
2) For a 6= − 112 , every periodic Fatou component of Fa is either the (immediate)
basin of attraction of an attracting cycle, or the (immediate) basin of attraction of a
parabolic cycle, or a Siegel disk.
3) For a = − 112 , each periodic Fatou component of Fa is either the (immediate)
basin of attraction of an attracting/parabolic cycle, or a Siegel disk, or the (immedi-
ate) basin of attraction of the singular point − 34 . In fact, the map Fa has a 2-cycle
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of Fatou components such that every point in these components converges (under
the dynamics) to the singular point − 34 through a period two cycle of attracting
petals (intersecting the real line). Moreover, these are the only two periodic Fatou
components of Fa where orbits converge to − 34 .
Remark 17. We will soon see that the only periodic Fatou components of the map
a = − 112 are the two periodic Fatou components touching at the singular point − 34 .
Proof. 1) The classical proof of non-existence of wandering Fatou components for
rational maps [Sul85, Theorem 1] can be adapted to the current setting.3 This is
possible because the family S is quasiconformally closed (by Lemma 6.24) and the
parameter space of S is finite-dimensional (in fact, real two-dimensional). If Fa
were to have a wandering Fatou component (such a component would necessarily be
simply connected by Corollary 6.15), then one could construct an infinite-dimensional
space of nonequivalent deformations of Fa (supported on the grand orbit of the
wandering component), all of which would be members of S. Evidently, this would
contradict the fact that the parameter space of S is finite-dimensional.
2) Let a 6= − 112 , and U be a periodic Fatou component of period k of F ◦2a .
Recall that by Corollary 6.15, U is simply connected. We can now invoke [Mil06,
Theorem 5.2, Lemma 5.5] to conclude that the Fatou component U is either the
(immediate) basin of attraction of an attracting cycle, or a Siegel disk, or all orbits
in U converge to a unique boundary point w0 ∈ ∂U with F ◦na (w0) = w0.
To complete the proof, we only need to focus on the third case. To this end,
suppose that all orbits in U converge to a unique boundary point w0 ∈ ∂U with
F ◦na (w0) = w0.
Case 1: w0 is not a singular point of Ta. In this case, F
◦2
a has a holomorphic
extension in a full neighborhood of w0. Therefore, the classical Snail Lemma (see
[Mil06, Lemma 16.2]) asserts that w0 is a parabolic fixed point of multiplier 1 of
F ◦2ka , and hence U is an immediate basin of attraction of a parabolic cycle.
Case 2: w0 is a singular point of Ta. In this case, we have that w0 ∈ { 14 , αa}.
Since F ◦2a does not have a holomorphic extension in a full neighborhood of the
singular points, we cannot apply the Snail Lemma.
However, the local asymptotics of Fa and the geometry of T
∞
a near
1
4 (Proposi-
tions 6.10 and 6.17) imply that U ⊂ Ka is contained in the “repelling petal” of Fa
at 14 ; i.e. orbits in U cannot non-trivially converge to
1
4 . Hence, w0 6= 14 .
Again, since a 6= − 112 , the local asymptotics of F ◦2a and the geometry of T∞a near
αa (Propositions 6.11 and 6.17) imply that U ⊂ Ka is contained in one of the two
“repelling petals” of F ◦2a at αa; i.e. orbits in U cannot non-trivially converge to αa.
Hence, w0 6= αa.
This completes the proof of the second statement of the proposition.
3) Finally, let us look at a = − 112 . For this parameter, we have αa = − 34 . We only
need to prove the assertions concerning Fatou components where orbits converge to
− 34 .
We have seen in Proposition 6.12 that the positive and negative real directions at
− 34 are attracting vectors for F ◦2a , and in particular, − 34 attracts nearby real points
under iterations of F ◦2a . These two axes are permuted by Fa.
3Proofs of nonexistence of wandering Fatou components for various classes of non-rational maps
can be found in [EL84, EL92, GK86, Eps93].
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Figure 22. The dynamical plane of the map a = − 112 is shown
with the attracting petals P1 and P2 at − 34 marked. The Fatou com-
ponent U ⊂ σ−1(B(a, ra)c) contains the petal P1. The F ◦2a − orbit
of every point in U converges to − 34 through the attracting petal
P1. The critical point 0 lies in U .
Clearly, a sufficiently small attracting petal P1 of σa◦σ (respectively, P2 := Fa(P1)
of σ ◦ σa) containing the positive (respectively, negative) real direction at − 34 is
contained in intKa. Therefore, these two petals are contained in a two-periodic
cycle of Fatou components of Fa touching at the fixed point − 34 .
One of these two Fatou components is contained in σ−1(B(a, ra)c) ⊂ ♥, let us
call it U . Then, P1 ⊂ U (see Figure 22). Applying [Mil06, Lemma 5.5] to F ◦2a |U ,
we conclude that the F ◦2a -orbit of every point in U converges to the boundary fixed
point − 34 . Moreover, F ◦2a ≡ σa ◦ σ on U . The power series expansion of σa ◦ σ near
− 34 (see Proposition 6.12) implies that the only attracting direction of σa ◦ σ at
− 34 that is contained in σ−1(B(a, ra)c) is the positive real direction. Therefore, the
F ◦2a -orbit of every point in U must converge to − 34 through the attracting petal P1.
It follows that the F ◦2a -orbit of every point in Fa(U) must converge to − 34 through
the attracting petal P2.
The last statement now readily follows.

Let us also mention the relation between (closures of) various types of Fatou
components and the post-critical set.
Proposition 6.26 (Fatou Components and Critical Orbit). 1) If Fa has an at-
tracting or parabolic cycle, then the forward orbit of the critical point 0 converges to
this cycle.
2) If U is a Siegel disk of Fa, then ∂U ⊂ {F ◦na (0)}n≥0. Every Cremer point (i.e.
an irrationally neutral, non-linearizable periodic point) of Fa is also contained in
{F ◦na (0)}n≥0.
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3) For a = − 112 , the critical orbit of Fa converges to the singular point − 34 .
Proof. 1) The proof follows classical arguments of Fatou and is similar to the
corresponding proof for rational maps [Mil06, Theorem 8.6, Theorem 10.15].
2) Let U be a Siegel disk of Fa of period k. Since U is a connected component of
intKa and Ka = Cˆ \ T∞a , we have that ∂U ⊂ ∂T∞a = Γa.
Let us choose w0 ∈ ∂U \ { 14 , αa}, and assume that w0 is not in the closure of the
post-critical set {F ◦na (0)}n≥0. Then there exists ε0 > 0 such that B(w0, ε0) ⊂ Ωa
and B(w0, ε0)∩{F ◦na (0)}n≥0 = ∅. Proposition 6.9 and our assumption on B(w0, ε0)
ensure that we can define inverse branches of F ◦kna (for each n ≥ 1) on B(w0, ε0)
such that they map B(w0, ε0)∩U biholomorphically into U and map B(w0, ε0)∩∂U
into ∂U . Moreover, all these inverse branches (defined on B(w0, ε0)) avoid Ta.
Hence, they form a normal family, so some subsequence converges to a holomorphic
map g. Since the maps F ◦kna |U are conjugate to irrational rotations, it follows that
g is univalent on B(w0, ε0). Moreover, g(w0) ∈ ∂U ⊂ Γa.
Let us set V := g(B(w0,
ε0
2 )). Since g is a subsequential limit of the chosen
inverse branches of F ◦kna (on B(w0, ε0)), it follows that infinitely many F
◦kn
a map
V into B(w0, ε0) ⊂ Ωa.
On the other hand, note that V is a neighborhood of g(w0) ∈ Γa, and hence V
intersects the tiling set T∞a non-trivially. But every point in V ∩ T∞a is mapped to
the fundamental tile T 0a by a sufficiently large iterate of Fa. Clearly, this contradicts
the conclusion of the previous paragraph. This contradiction implies that the
assumption w0 /∈ {F ◦na (0)}n≥0 was false. Hence, ∂U \ { 14 , αa} ⊂ {F ◦na (0)}n≥0. The
result (for boundaries of Siegel disks) now follows by taking topological closure on
both sides.
Since a Cremer point of Fa is necessarily contained in Ωa, the proof of the
corresponding statement for Cremer points is analogous to the Siegel case (compare
[Mil06, Corollary 14.4]).
3) Let U ⊂ σ−1(B(a, ra)c) be the period two Fatou component of Fa such that the
F ◦2a -orbit of every point in U converges to− 34 asymptotic to the positive real direction
at − 34 (the existence of this component was proved in Proposition 6.25(Case 3),
compare Figure 22). It follows from the proof of the same proposition and [Mil06,
Theorem 10.9] that F ◦2a , restricted to a small attracting petal P1 in U , is conformally
conjugate to translation by +1 on a right half-plane. One can now argue as in [Mil06,
Theorem 10.15] to conclude that the boundary of the maximal domain of definition
of this conjugacy contains a critical point of F ◦2a . It follows that 0 ∈ U . 
Corollary 6.27 (Counting Attracting/Parabolic Cycles). 1) Let a 6= − 112 , and Fa
have an attracting (respectively, parabolic) cycle. Then the basin of attraction of
this attracting (respectively, parabolic) cycle is equal to intKa. In particular, Fa has
no other attracting, parabolic, or Siegel cycle.
2) Let a = − 112 . Then the basin of attraction of the singular point − 34 is equal to
intKa. In particular, Fa has no attracting, parabolic, or Siegel cycle.
Proof. Both parts follow from Propositions 6.25, 6.26, and the fact that Fa has a
unique critical point. 
6.2.7. Counting Irrationally Neutral Cycles. In Proposition 6.26, we showed that the
boundary of a Siegel disk is contained in the post-critical set of Fa. This, however,
is not sufficient to give an upper bound on the number of Siegel cycles of the map
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Fa (a priori, the unique critical point of Fa could be “shared” by various Siegel
cycles of Fa). We will end this subsection with an adaptation of Shishikura’s results
on rational maps [Shi87, Theorem 1] that will allow us to count the number of
irrationally neutral cycles of Fa.
Proposition 6.28. For any a ∈ C \ (−∞,− 112 ), the map Fa has at most one
non-repelling cycle.
Proof. Thanks to Proposition 6.27, it suffices to prove that Fa has at most one
irrationally neutral cycle.
The main idea in the proof of [Shi87, Theorem 1] is to construct a quasi-regular
perturbation of the original map in Siegel disks or in a small neighborhood of
Cremer points such that all the irrationally neutral cycles of the original map
become attracting for the modified map. This argument, being purely local, applies
equally well to the map Fa, and produces a quasi-regular map Ga with as many
attracting cycles as the number of irrationally neutral cycles of Fa. Moreover, Ga
is a small perturbation of Fa, and agrees with Fa outside the Siegel disks and
away from the Cremer points of Fa. It follows that Ga maps B(a, ra)
c univalently
onto B(a, ra), and G
−1
a (♥) univalently onto ♥. We can now adapt the proof of
Proposition 6.24 to conclude that Ga is quasiconformally conjugate to some member
Fa′ of the family S. Since attracting cycles are preserved under quasiconformal
conjugacies, it follows from Proposition 6.27 that Ga can have at most one attracting
cycle. The conclusion follows. 
Corollary 6.29. 1) If Fa has a cycle of Siegel disks, then every Fatou component
of Fa eventually maps to this cycle of Siegel disks.
2) If Fa has a Cremer point, then intKa = ∅; i.e. Ka = Γa.
Remark 18. 1) For maps with locally connected Julia sets, the Snail Lemma rules
out the presence of Cremer points.
2) A weaker upper bound on the number of neutral cycles of Fa can be obtained
by employing Fatou’s classical perturbation arguments (see [Mil06, Lemma 13.2])
6.3. Dynamical Uniformization of The Tiling Set. Recall that in the basin of
infinity of a quadratic anti-polynomial, the dynamics is conjugate to the model map
z2 via the Bo¨ttcher coordinate. For the maps Fa, we have the following analogue of
Bo¨ttcher coordinates in the tiling set T∞a that conjugates Fa to the reflection map
ρ arising from the ideal triangle group G (see Section 3 for definitions of the ideal
triangle Π and the reflection map ρ).
6.3.1. Uniformization of The Tiling Set. Note that for a ∈ C\ ((−∞,− 112) ∪ C(S)),
the critical value ∞ eventually escapes to the tile T 0a . This leads to the following
definition of depth for parameters in the escape locus.
Definition 6.30 (Depth). For a ∈ C \ ((−∞,− 112) ∪ C(S)), the smallest positive
integer n(a) such that F
◦n(a)
a (∞) ∈ T 0a is called the depth of a.
Proposition 6.31. 1) For a ∈ C(S), Fa : T∞a \ intT 0a → T∞a is conformally
conjugate to ρ : D \ int Π→ D.
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2) For a ∈ C \ ((−∞,− 112) ∪ C(S)), Fa : n(a)⋃
n=1
F−na (T
0
a ) →
n(a)−1⋃
n=0
F−na (T
0
a ) is
conformally conjugate to ρ :
n(a)⋃
n=1
ρ−n(Π)→
n(a)−1⋃
n=0
ρ−n(Π), where n(a) denotes the
depth of a.
Figure 23. Some of the initial tiles for a parameter a in the escape
locus with n(a) = 1 are shown. A tile of rank 2 is ramified (i.e.
it contains the critical point 0) and hence disconnects the non-
escaping set Ka. For such a parameter a, the external conjugacy
ψa extends conformally to all the tiles of the first rank (and all
non-degenerate tiles of higher rank).
Proof. Let ψa be (the homeomorphic extension of) a conformal isomorphism between
T 0a and Π such that ψa maps the upper (respectively lower) half of ∂♥ \ {αa, 14}
onto C˜1 (respectively C˜3) and ∂B(a, ra) \ {αa} onto C˜2 (compare Figure 9).
1) Since a ∈ C(S), the tiles (of all rank) of Fa map diffeomorphically onto T 0a
(under iterates of Fa). Similarly, the tiles (of the tessellation of D) arising from the
ideal triangle group G map diffeomorphically onto Π under iterates of ρ. Furthermore,
Fa and ρ act as identity maps on ∂T
0
a and ∂Π respectively. This allows us to lift ψa
to a conformal isomorphism from T∞a (which is the union of all iterated pre-images
of T 0a under Fa) onto D (which is the union of all iterated pre-images of Π under
ρ). Note that the trivial actions of Fa and ρ on ∂T
0
a and ∂Π (respectively) ensure
that the iterated lifts match on the boundaries of the tiles. By construction, the
extended map conjugates Fa : T
∞
a \ intT 0a → T∞a to ρ : D \ int Π→ D.
2) Let a ∈ C \ ((−∞,− 112) ∪ C(S)). By definition of depth of a, the unique
critical point 0 does not lie in
n(a)⋃
n=1
F−na (T
0
a ) (compare Figure 23). So each connected
54 S.-Y. LEE, M. LYUBICH, N. G. MAKAROV, AND S. MUKHERJEE
component of F−na (T
0
a ), n = 1, · · · , n(a) (i.e. tiles of rank 1 through n(a)) maps onto
T 0a diffeomorphically under iterates of Fa. Hence, ψa lifts to a conformal isomorphism
from
n(a)⋃
n=1
F−na (T
0
a ) onto
n(a)⋃
n=1
ρ−n(Π) such that it conjugates Fa :
n(a)⋃
n=1
F−na (T
0
a ) →
n(a)−1⋃
n=0
F−na (T
0
a ) to ρ :
n(a)⋃
n=1
ρ−n(Π)→
n(a)−1⋃
n=0
ρ−n(Π). 
Remark 19. We say that a tile is degenerate if it contains the critical point 0 or some
of its iterated pre-images. For a /∈ C(S), the conjugacy ψa extends biholomorphically
to all the non-degenerate tiles of Fa.
6.3.2. Tiles and Rays. We will denote the “external” conjugacy obtained in Propo-
sition 6.31 by ψa. This conjugacy allows us to associate a symbol sequence to
every non-degenerate tile of Fa. Indeed, every non-degenerate tile of Fa is mapped
biholomorphically by ψa onto some tile T
i1,··· ,ik of D (see Definition 3.1).
Definition 6.32 (Coding of Dynamical Tiles). i) Let a ∈ C(S). For any M -
admissible word (i1, · · · , ik), the dynamical tile T i1,··· ,ika is defined as
T i1,··· ,ika := ψ
−1
a (T
i1,··· ,ik).
ii) Let a ∈ C \ ((−∞,− 112) ∪ C(S)). For any M -admissible word (i1, · · · , ik), the
dynamical tile T i1,··· ,ika is defined as above, provided T
i1,··· ,ik is in the image of ψa.
We can use the map ψa to define dynamical rays for the maps Fa.
Definition 6.33 (Dynamical Rays of Fa). The pre-image of a G-ray at angle θ
under the map ψa is called a θ-dynamical ray of Fa.
Remark 20. 1) Although a G-ray at angle θ is not always uniquely defined, it is easy
to see that the corresponding θ-dynamical rays define the same prime end to Ka.
2) For a /∈ C(S), we say that a dynamical ray of Fa at angle θ bifurcates if the
corresponding sequence of tiles (of Fa) contains a degenerate tile. Otherwise, a
dynamical ray is well-defined all the way to Γa.
6.3.3. Landing of Pre-periodic Rays. As in the case for polynomials with connected
Julia sets, we will now show that for a map Fa with connected limit set, all dynamical
rays at pre-periodic angles (under ρ) land on Γa.
Proposition 6.34 (Landing of Pre-periodic Rays). Let a ∈ C(S), and θ ∈ Per(ρ).
Then the following statements hold true.
1) The dynamical θ-ray of Fa lands on Γa.
2) The 0-ray of Fa lands at
1
4 , while the
1
3 and
2
3 -rays land at αa. No other ray
lands at 14 or αa. The iterated pre-images of the 0,
1
3 , and
2
3 -rays land at the iterated
pre-images of 14 and αa.
3) Let θ ∈ Per(ρ)\
⋃
n≥0
ρ−n
({
0,
1
3
,
2
3
})
. Then, the dynamical ray of Fa at angle
θ lands at a repelling or parabolic (pre-)periodic point on Γa.
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Proof. 1) The idea of the proof is classical (see [Mil06, Theorem 18.10]). But there
are subtleties related to the presence of singular points that we need to address.
Without loss of generality, we can assume that θ is periodic under ρ. Then
by Section 3, there exists a shift-periodic element
(
i1, i2, · · · , ik
) ∈M∞ such that
Q(
(
i1, i2, · · · , ik
)
) = θ. Consider the sequence of points
wn := ψ
−1
a
(
(ρi1 ◦ · · · ◦ ρik)◦n (0)
)
, n ≥ 1
on the θ-dynamical ray of Fa. Let γn be the sequence of arcs on the θ-dynamical
ray (of Fa) bounded by wn and wn+1. Clearly, Fa(γn) = γn−1, and there is a fixed
positive constant c such that `hyp(γn) = c for all n ≥ 1 (here, `hyp denotes the
hyperbolic length in T∞a ).
Since the arcs γn accumulate on the limit set Γa, it follows that the Euclidean
lengths of these arcs tend to 0 as n → ∞. It is now easy to see that every
accumulation point of the θ-dynamical ray is either an iterated pre-image of the
singular points 14 , αa or fixed under F
◦k
a . Note that the set of all iterated pre-images
of the singular points and the fixed points of F ◦ka in Γa is totally disconnected (as
the set of fixed points of the holomorphic second iterate F ◦2ka in Γa is discrete).
Moreover, the accumulation set of a ray is connected. Therefore, the θ-dynamical
ray of Fa lands at an iterated pre-images of a singular point or at a fixed point of
F ◦ka . But the landing point of a periodic ray cannot be strictly pre-periodic. It now
follows that the θ-dynamical ray of Fa lands at a singular point or at a fixed point
of F ◦ka .
2) Note that the landing point of a ray at a fixed angle must be a fixed point,
and the only fixed points of Fa on Γa are
1
4 and αa. By the construction of ψa and
the dynamical rays of Fa, we see that the tail of the 0-ray is contained in σ
−1(♥).
Hence, it must land at 14 . Similarly, the tails of the
1
3 and
2
3 -rays lie outside σ
−1(♥),
and hence they must land at αa. Since the iterated pre-images of the singular
points (excluding the singular points themselves) are mapped locally univalently
(by suitable iterates of Fa) to the singular points, it follows that the dynamical rays
at angles in
⋃
n≥1
ρ−n
(
{0, 1
3
,
2
3
}
)
\ {0, 1
3
,
2
3
} land at iterated pre-images of 14 and
αa (excluding
1
4 and αa).
Now let θ ∈ R/Z \
⋃
n≥0
ρ−n
(
{0, 1
3
,
2
3
}
)
. It remains to show that the dynamical
θ-ray does not land at a singular point.
If the dynamical θ-ray of Fa lands at
1
4 , then so do the dynamical rays at
angles ρ◦n(θ), n ≥ 1. Clearly, all these rays (including the 0-ray) are locally
contained in σ−2(♥) near 14 (see Figure 24). Note that F ◦2a ≡ σ◦2 on σ−2(♥). By
Corollary 6.5, σ◦2|σ−2(♥) extends to an orientation-preserving local homeomorphism
in a neighborhood of 14 . Hence, F
◦2
a acts injectively on these rays, and preserves
their circular order near 14 . Applying the arguments of [Mil00b, Lemma 2.3] on
F ◦2a = σ
◦2 near 14 , one concludes that θ is fixed under ρ
◦2. However, there is no
angle of period 2 under ρ, and θ is not a fixed angle. It follows that the dynamical
θ-ray of Fa cannot land at
1
4 .
Now suppose that the θ-ray of Fa lands at αa. Then the dynamical rays at
angles ρ◦2n(θ) (n ≥ 1) also land at αa. Locally near αa, either all these rays are
contained in (σa ◦ σ)−1(♥) or all of them are contained in (σ ◦ σa)−1(B(a, ra)c).
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Figure 24. The tail of the 0-ray of Fa is trapped inside σ
−2(♥),
which is mapped univalently onto ♥ by σ◦2. If any other ray were
to land at 14 , its tail would also be contained in σ
−2(♥). Similarly,
there is a representative of the 13 -ray whose tail is contained in
(σa ◦σ)−1(♥). If any other θ-ray of Fa were to land at αa, then the
tail of that ray or the ray at angle ρ(θ) would be contained in
(σa ◦ σ)−1(♥).
For definiteness, let us assume that they are all contained in (σa ◦ σ)−1(♥) (see
Figure 24). We can also choose a representative of the 13 -ray in (σa ◦ σ)−1(♥). Note
that F ◦2a ≡ σa ◦σ on (σa ◦σ)−1(♥) (see Formula (9)). By Propositions 6.11 and 6.12,
(σa ◦ σ)|(σa◦σ)−1(♥) has a holomorphic extension around αa which is locally injective
near αa. Therefore, F
◦2
a acts injectively on the rays mentioned above (including
the 13 -ray), and preserves their circular order near αa. Applying again [Mil00b,
Lemma 2.3] on F ◦2a = σa ◦ σ near αa, we conclude that θ must be fixed under ρ◦2.
Now the conclusion follows as in the previous case.
This shows that no ray lands at the singular points other than the 0, 13 , and
2
3 -rays.
3) Finally, let θ ∈ Per(ρ) \
⋃
n≥0
ρ−n
(
{0, 1
3
,
2
3
}
)
. Once again, we can assume that
θ is periodic under ρ. By the second part of the proposition, the landing point of the
θ-ray of Fa is not an iterated pre-image of the singular points. Therefore, F
◦2k
a is
defined in a small neighborhood of the landing point. An application of the classical
Snail Lemma now shows that the landing point of the θ-dynamical ray is repelling
or parabolic (compare [Mil06, Lemma 18.9]). 
Let us also state a converse to the previous proposition.
Proposition 6.35 (Repelling and Parabolic Points are Landing Points of Rays).
Let a ∈ C(S). Then, every repelling and parabolic periodic point of Fa is the landing
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point of finitely many (at least one) dynamical rays. Moreover, all these rays have
the same period under F ◦2a .
Proof. The proof of [Lyu17, Theorem 24.5, Theorem 24.6] applies mutatis mutandis
to our situation. 
Remark 21. Unlike in the holomorphic situation, it is not true that all rays landing
at a periodic point have the same period under Fa (this is already false for quadratic
anti-polynomials, see [Muk15a, Theorems 2.6, 3.1]). The combinatorics of dynamical
rays landing at periodic points of Fa will be discussed in detail in [LLMM18].
6.3.4. Locally Connected Limit Sets, and Density of Repelling Cycles. Similar to
the situation of rational maps or Kleinian groups, we have the following statements.
Proposition 6.36 (Density of Repelling Cycles). Let a ∈ C(S), and Γa be locally
connected. Then the following hold true.
1) Iterated pre-images of 14 under Fa are dense in Γa.
2) Repelling periodic points of Fa are dense in Γa.
Proof. 1) Since Γa = ∂T
∞
a is connected and locally connected, the inverse of the Rie-
mann map ψ−1a : D→ T∞a that conjugates ρ to Fa (constructed in Proposition 6.31)
extends continuously to T, and semi-conjugates ρ|T to Fa|Γa . Abusing notations, let
us denote this continuous extension by ψ−1a . Note that ψ
−1
a (0) =
1
4 . Moreover, the
iterated pre-images of 0 under ρ are dense in T, and ϕ−1a maps these points to the
iterated pre-images of 14 under Fa. It now follows that
∞⋃
k=0
F−ka
({
1
4
})
is dense in
Γa.
2) Since periodic points of ρ are dense in T, one can argue as in the first part to
conclude that periodic points of Fa are dense in Γa. The result now immediately
follows from Proposition 6.28. 
Remark 22. 1) Note that for w ∈ Γa, there exists no ε > 0 such that infinitely many
forward iterates of Fa are defined on B(w0, ε). This prohibits us from using the
standard normal family argument to prove density of iterated pre-images or density
of repelling cycles in Γa. In the locally connected case, we circumvent this problem
by working with the topological model ρ|T for Fa|Γa .
2) Under the local connectivity assumption, the density statement is also true
for the pre-images of the double point αa, and can be proved similarly.
6.3.5. Landing Map and Lamination. Let a ∈ C(S). Proposition 6.34 allows us to
define a landing map
La : Per(ρ)→ Γa
that associates to every (pre-)periodic angle θ (under ρ) the landing point of the
θ-dynamical ray of Fa.
Definition 6.37 (Pre-periodic Lamination of Fa). For a ∈ C(S), the pre-periodic
lamination of Fa is defined as the equivalence relation on Per(ρ) ⊂ R/Z such that
θ, θ′ ∈ Per(ρ) are related if and only if La(θ) = La(θ′). We denote the pre-periodic
lamination of Fa by λ(Fa).
58 S.-Y. LEE, M. LYUBICH, N. G. MAKAROV, AND S. MUKHERJEE
The next definition and the subsequent proposition relates pre-periodic lamina-
tions of Fa to rational laminations of quadratic anti-polynomials (see Definition 2.7).
This connection will be crucial in [LLMM18], where we will establish a combinatorial
bijection between the geometrically finite parameters of S and those of L.
Definition 6.38 (Push-forward/pullback of Laminations). The push-forward E∗(λ(Fa))
of the pre-periodic lamination of Fa is defined as the image of λ(Fa) ⊂ Per(ρ)×Per(ρ)
under E × E . Clearly, E∗(λ(Fa)) is an equivalence relation on Q/Z. Similarly, the
pullback E∗(λ(fc)) of the rational lamination of a quadratic anti-polynomial fc is
defined as the pre-image of λ(fc) ⊂ Q/Z×Q/Z under E × E .
Proposition 6.39 (Properties of Pre-periodic Laminations). Let a ∈ C(S), and
λ(Fa) be the pre-periodic lamination associated with Fa. Then, λ(Fa) satisfies the
following properties.
(1) λ(Fa) is closed in Per(ρ)× Per(ρ).
(2) Each λ(Fa)-equivalence class A is a finite subset of Per(ρ).
(3) If A is a λ(Fa)-equivalence class, then ρ(A) is also a λ(Fa)-equivalence
class.
(4) If A is a λ(Fa)-equivalence class, then A 7→ ρ(A) is consecutive reversing.
(5) λ(Fa)-equivalence classes are pairwise unlinked.
Consequently, the push-forward E∗(λ(Fa)) is a formal rational lamination (under
m−2).
Proof. The proof of the properties of λ(Fa) are analogous to the proof of the
corresponding statements for rational laminations of polynomials (see [Kiw01, The-
orem 1.1]). The last statement follows from the fact that E is a homeomorphism of
the circle that conjugates m−2 to ρ. 
6.3.6. Cantor Dynamics. Recall that for parameters c outside the Tricorn, the filled
Julia set of fc is a Cantor set. We will need an analogous statement for maps Fa
outside the connectedness locus C(S).
Proposition 6.40 (Cantor outside C(S)). If a /∈ C(S), then Ka is a Cantor set.
Proof. The idea of the proof is similar to that of [DH85, Expose´ III, §1, Proposition 1].
However, lack of uniform contraction of the inverse branches of Fa (around the
singular points) adds some subtlety to the situation.
Let a /∈ C(S) and n(a) be the depth of a (see Definition 6.30). Then, some tile of
rank (n(a)+1) contains the critical point 0, and disconnects Ka (compare Figure 25).
This is equivalent to saying that Cˆ \En(a)+1a has two connected components (where
Eka is the union of tiles of rank ≤ k). Fa maps each of these two connected
components injectively onto Cˆ \ En(a)a . Let us denote the inverse branches of Fa
defined on Cˆ \ En(a)a by g1 and g2. Clearly, every connected component of Ka is
the nested intersection of sets of the form (gi1 ◦ gi2 ◦ · · · ◦ gik)(Cˆ \ En(a)a ), where
(i1, i2, · · · ) ∈ {1, 2}N.
The fact that the connected component of Ka containing
1
4 is a singleton follows
from Corollary 6.5, and the same statement about αa follows from shrinking of
petals in Relation (10). Hence, every connected component of Ka containing a point
of
⋃
k≥0
F−ka ({
1
4
, αa}) is a singleton.
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Figure 25. Left: A part of the dynamical plane of some parameter
a outside C(S) showing a Cantor limit set. The critical point 0
is contained in a ramified tile, which disconnects Ka. Right: A
blow-up of the same dynamical plane around σ−1(♥) showing
disconnections of Ka at deeper levels producing a Cantor set struc-
ture.
On int (Cˆ \ En(a)a ), the sequence of anti-conformal maps {gi1 , gi1 ◦gi2 , · · · } forms a
normal family with a constant limit function. It follows that a connected component
of Ka not intersecting
1
4 , αa and their pre-images is also a singleton.
This proves that every connected component of Ka is a singleton; i.e. Ka is a
Cantor set. 
Proof of Theorem 1.2. This follows from Proposition 6.31 and Proposition 6.40. 
7. Geometrically Finite Maps
In this section, we will take a closer look at the dynamical properties of a simpler
subclass of maps in S. More precisely, we will focus on geometrically finite maps;
i.e. maps with an attracting or parabolic cycle, and maps for which the critical
point is strictly pre-periodic.
Recall that for any a ∈ C \ (−∞,− 112 ), the map Fa has two fixed points αa and
1
4 such that Fa does not admit an anti-holomorphic extension in a neighborhood of
these points. We analyzed the dynamical behavior of Fa near these fixed points in
Proposition 6.10 and Proposition 6.11. In what follows, we will refer to these fixed
points as singular points. On the other hand, the terms cycle/periodic orbit will be
reserved for periodic points of period greater than one (these are contained in Ωa).
7.1. Hyperbolic and Parabolic Maps. Fa is called hyperbolic (respectively,
parabolic) if it has a (super-)attracting (respectively, parabolic) cycle. It is easy
to see that a (super-)attracting cycle of Fa belongs to the interior of Ka, and a
parabolic cycle lies on the boundary of Ka (e.g. by [Mil06, §5, Theorem 5.2]).
Moreover, a parabolic periodic point necessarily lies on the boundary of a Fatou
component (i.e. a connected component of intKa) that contains an attracting petal
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of the parabolic germ such that the forward orbit of every point in the component
converges to the parabolic cycle through the attracting petals.
7.1.1. First Properties and Examples. By Corollary 6.27, a hyperbolic or parabolic
map Fa has a unique (super-)attracting or parabolic cycle, and the basin of attraction
of this cycle coincides with all of intKa. Moreover, Proposition 6.26 implies that
a ∈ C(S) \ {− 112}.
Examples. i) The simplest hyperbolic map in C(S) is a = 0 (see Figure 5(right)).
The critical orbit of the corresponding map is given by 0↔∞, so the map has a
super-attracting cycle. This map is the analogue of the Basilica anti-polynomial
z2 − 1.
Figure 26. A part of the non-escaping set of Fa with a =
3
16 (in
yellow) bearing resemblance with the filled Julia set of the Airplane
anti-polynomial z2 − 1.7549 · · · .
ii) The map Fa with a =
3
16 has a super-attracting 3-cycle; namely 0 7→ ∞ 7→
3/16 7→ 0 (by Equation (7)). This map is the analogue of the Airplane anti-
polynomial z2 − 1.7549 · · · (see Figure 26).
Figure 27. A part of the non-escaping set of Fa with a =
16
√
3−3
132
(in blue) bearing resemblance with the filled Julia set of the anti-
polynomial z2 − 74 .
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iii) The map Fa with a =
16
√
3−3
132 has a parabolic cycle of period 3. This map is
the analogue of the anti-polynomial z2 − 74 , which has also has a parabolic cycle of
period 3 (see Figure 27).
7.1.2. Radial Limit Set of Hyperbolic/Parabolic Maps. The following notion, which
plays an important role in our study, was first introduced in [Lyu83] and later
formalized in [Urb03, McM00]. (The concept was tacitly used in the proof of
Lemma 5.12.)
Definition 7.1 (Radial Limit Set). A point w ∈ Γa is called a radial point if there
exists δ > 0 and an infinite sequence of positive integers {nk} such that there exists
a well-defined inverse branch of F ◦nka defined on B(F
◦nk
a (w), δ) sending F
◦nk
a (w) to
w for all k. The set of all radial points of Γa is called the radial limit set of Fa.
It is not hard to see that for a radial point w, the sequence of inverse branches of
F ◦nka mapping F
◦nk
a (w) to w are eventually contracting; in other words, we have
lim
k→∞
(F ◦nka )
′(w) =∞. Thus, Fa has a strong expansion property at the radial points
of Γa. Furthermore, one can use the inverse branches of F
◦nk
a to transfer information
from moderate scales to microscopic scales at radial points.
The next proposition gives an explicit description of the radial limit set of
hyperbolic and parabolic maps.
Proposition 7.2. 1) Let Fa have a (super-)attracting cycle. Then, the radial limit
set of Fa is equal to Γa \
∞⋃
k=0
F−ka ({
1
4
, αa}).
2) Let Fa have a parabolic cycle O. Then, the radial limit set of Fa is equal to
Γa \
∞⋃
k=0
F−ka (O ∪ {
1
4
, αa}).
Proof. 1) If w is an iterated pre-image of a singular point, then it clearly does not
belong to the radial limit set.
Let w ∈ Γa \
∞⋃
k=0
F−ka ({
1
4
, αa}). Recall that by Proposition 6.17, the limit set
is locally contained in the “repelling petals” at 14 and αa. Hence, no point in
Γa can non-trivially converge to one of the singular points. Our assumption on
w now implies that there exists δ > 0 such that infinitely many forward iterates
F ◦nka (w) stay outside B({ 14 , αa}, 2δ). Since the critical orbit of Fa converges to an
attracting cycle (i.e. the post-critical set stays at a positive distance away from Γa),
it follows B(F ◦nka (w), δ) ⊂ Ωa \ {F ◦ra (0)}r≥0 for all k ≥ 1 (possibly after choosing
a smaller δ > 0). Therefore, for each k ≥ 1, there is a well-defined inverse branch
F−nka : B(F
◦nk
a (w), δ)→ C that sends F ◦nka (w) to w.
2) In the parabolic situation, the only difference is that the critical orbit converges
to the parabolic cycle O which lies on the limit set. In particular, there is no uniform
neighborhood of O where infinitely many inverse branches of F ◦na are defined. Hence,
the radial limit set is disjoint from
∞⋃
k=0
F−ka (O ∪ {
1
4
, αa}).
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On the other hand, if w ∈ Γa \
∞⋃
k=0
F−ka (O ∪ {
1
4
, αa}), then its forward orbit
can neither converge to the parabolic cycle nor converge to the singular points.
Hence, infinitely many forward iterates of F ◦nka (w) stay away from the fundamental
tile and the closure of the post-critical set. Therefore, there exists δ > 0 and
well-defined inverse branches F−nka : B(F
◦nk
a (w), δ) → C that send F ◦nka (w) to w
(for all k ≥ 1). 
7.1.3. Topological and Analytic Properties. Note that the Julia set of a hyperbolic
or parabolic polynomial has zero area. Using the description of radial limit sets
given in Proposition 7.2, we can now prove the same statement for hyperbolic and
parabolic maps in S.
Corollary 7.3. If Fa is hyperbolic or parabolic, then Γa has zero area.
Proof. The proof is similar to [Lyu17, Proposition 25.22] or [Urb03, Theorem 2.9],
we include it for completeness.
Any small scale disk around a radial point w of Fa can be mapped with bounded
distortion onto a moderate scale oval of bounded shape. As Γa is the boundary
of T∞a , it is a closed set with empty interior. Therefore, a moderate scale oval of
bounded shape around a point of Γa contains a definite gap. But this gap can be
pulled back by an inverse branch of some iterate of Fa proving that the initial small
scale disk around w has a definite gap as well. Hence, no radial point is a point of
Lebesgue density for Γa. The result now follows from the description of the radial
limit set of Fa given in Proposition 7.2 and Lebesgue’s density theorem. 
Recall that the limit set of a hyperbolic or parabolic map is connected. The
following proposition shows that the limit set of such maps is also locally connected.
Proposition 7.4. If Fa is hyperbolic or parabolic, then Γa is locally connected.
Proof. The proof of [DH07, Expose´ X, Theorem 1] can be adapted for our situation,
we only indicate the necessary modifications.
Recall that since Fa is hyperbolic or parabolic, the non-escaping set Ka is
connected and every tile is unramified. In particular, there is a unique tile of rank
0, and 3 · 2n−1 tiles of rank n (for n ≥ 1). We denote the union of all tiles of
rank ≤ n by Ena . Then ∂Ena is a closed curve contained in the union of the tiling
set T∞a and the iterated pre-images of the singular points
1
4 and αa. Moreover,
F ◦2a is a two-to-one covering from ∂E
n+2
a onto ∂E
n
a . Choose a parametrization
γ1 : T → ∂E1a such that γ1(0) = 14 , and γ1(θ) = γ1(θ′) for θ 6= θ′ only if γ1(θ)
is a singular point (of Ta) or one of its pre-images. Now define parametrizations
γn : T→ ∂E2n−1a inductively by lifting γn−1 : T→ ∂E2n−3a (by the covering map
F ◦2a : ∂E
2n−1
a → ∂E2n−3a ) such that γn(0) = 14 .
Let B be a neighborhood of the attracting cycle A− of Fa (if Fa is hyperbolic)
or the union of attracting petals at the parabolic cycle A0 of Fa (if Fa is parabolic)
such that the post-critical set {F ◦na (0)}n≥0 is contained in B. We define a compact
set
X := Cˆ \ (intE1a ∪B) .
Let Y be the set of singular points on ∂E1a; i.e. Y := { 14 , αa, σ−1(αa), σ−1a ( 14 )}.
Then, X satisfies the following properties (compare [DH07, Proposition 1]).
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(1) X ∩ {F ◦na (0)}n≥0 = ∅, and in the hyperbolic case, X ∩A− = ∅;
(2) A0 ∪ Y ⊂ ∂X (where A0 = ∅ in the hyperbolic case);
(3) Each of the sets Γa, F
−2
a (X), and ∂E
n
a (n ≥ 1) is contained in intX∪A0∪Y
(where A0 = ∅ in the hyperbolic case).
Let U := intX, and µU the hyperbolic metric on each connected component of
U . Fixing ε > 0 sufficiently small and M > 0 sufficiently large, we define a metric µ
on U ∪Nε(A0 ∪ { 14 , αa}) as follows
µ :=
 inf(µU ,M |dw|) on U ∩Nε(A0 ∪ {
1
4 , αa}),
µU on U \Nε(A0 ∪ { 14 , αa}),
M |dw| on Nε(A0 ∪ { 14 , αa}) \ U.
Finally, let us set X ′ := F−2a (X). The arguments of [DH07, Propositions 4,5] now
apply verbatim to show that if M is large enough, then {γn}n is a Cauchy sequence
in C(T, X ′) equipped with the metric of uniform convergence for the distance dµ
on X ′ (associated with the Riemannian metric µ). It follows that the sequence
converges uniformly for dµ, and hence also for the Euclidean distance (as X
′ is
compact). The limit of the sequence {γn}n is the Caratheodory loop of Γa, proving
local connectivity of Γa.

The following improvement will be important in the mating discussion, which
will be carried out in Section 8.
Theorem 7.5. If Fa is hyperbolic, then the tiling set T
∞
a is a John domain. Hence,
Γa is conformally removable.
Proof. Since the post-critical set of a hyperbolic map Fa is bounded away from its
limit set, the proof is completely analogous to that of Theorem 5.21. 
Remark 23. The tiling set of a parabolic map Fa is not a John domain as it has
outward pointing cusps at the parabolic points (see Figure 27). However, we do not
know if the corresponding limit sets are conformally removable.
7.2. Misiurewicz Maps. A parameter a ∈ C \ (−∞,− 112 ) is called Misiurewicz if
the critical point 0 of Fa is strictly pre-periodic and the post-critical orbit does not
meet the desingularized droplet T 0a .
7.2.1. First Properties.
Proposition 7.6. Let Fa be a Misiurewicz map.
1) The critical point of Fa eventually lands on a repelling cycle or on one of the
singular points 14 , αa. Consequently, a ∈ C(S) \ {− 112}.
2) The non-escaping set Ka of Fa has empty interior; i.e. Ka = Γa.
Proof. 1) It follows from Proposition 6.26 that such a map cannot have a (super-
)attracting or neutral cycle (a simple modification of the proof of Proposition 6.26
shows that a Cremer point is also an accumulation point of the orbit of 0). Hence,
the critical point 0 of a Misiurewicz map must eventually land on a repelling cycle
or on one of the singular points 14 , αa. In particular, the entire forward orbit of 0
(which is finite) stays in Ka; and hence a ∈ C(S) \ {− 112}.
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2) Since the critical point of Fa is strictly pre-periodic, Proposition 6.25 and
Proposition 6.26 rule out the existence of interior components of Ka; hence intKa =
∅. Thus, Ka = Γa. 
7.2.2. Radial Limit Set of Misiurewicz Maps. The next proposition describes the
radial limit set (see Definition 7.1) for Misiurewicz maps.
Proposition 7.7. Let a be a Misiurewicz parameter. The radial limit set of Fa is
equal to Γa \
∞⋃
k=0
F−ka ({0,
1
4
, αa}).
Proof. Since critical values are obstructions to the existence of inverse branches
of anti-holomorphic maps (on a full disk neighborhood), and Fa does not have
anti-holomorphic extensions in neighborhoods of the singular points, it follows that
neither a pre-critical point nor an iterated pre-image of a singular point can be a
radial limit point of Fa.
Since the critical value ∞ eventually falls on a repelling cycle, points in the
forward orbit of ∞ evidently satisfy the radial limit set condition.
Finally, if w ∈ Γa does not belong to the grand orbit of the critical point and
the singular points, then infinitely many forward iterates of w stay away from the
singular points and the post-critical set. The arguments of Proposition 7.2 can now
be applied verbatim to conclude that such a point belongs to the radial limit set. 
7.2.3. Topological and Analytic Properties. We now record a couple of basic topo-
logical and analytic properties of the non-escaping set of a Misiurewicz map.
Proposition 7.8. Let a be some Misiurewicz parameter. Then, the area of Ka is
zero.
Proof. Note that since Ka has empty interior, we only need to show that Γa has
measure zero. This follows from the description of the radial limit set of Fa given
in Proposition 7.7, and the fact that no radial limit point is a point of Lebesgue
density for Γa (compare Proposition 7.3). 
Proposition 7.9. Let a be some Misiurewicz parameter. Then, Γa is locally
connected. Consequently, all external dynamical rays of Fa land on Γa. Moreover,
Γa is a dendrite.
Proof. The proof is similar to that of Proposition 7.4 with one important modification
(since Γa contains the critical orbit).
Let X := Cˆ \ intE1a. Then X satisfies the following properties
(1) { 14 , αa, σ−1(αa), σ−1a ( 14 )} ⊂ ∂X;
(2) {F ◦na (0)}n≥0 ⊂ intX,
(3) Γa, γn, F
−2
a (X) ⊂ intX ∪ { 14 , αa, σ−1(αa), σ−1a ( 14 )}.
Let us set U := intX, and define a function v : U → Z+ as
v(w) =
{
2 if w ∈ {F ◦ka (0)}k≥1,
1 otherwise.
Then, v(Fa(w)) = degw(Fa) · v(w) for each w (where degw(Fa) denotes the local
degree of Fa at w). Let U
∗ be a ramified covering of U , with ramification degree
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equal to v(w) for every point above w, and U˜ the universal covering of U∗. Let
pi : U˜ → U be the projection map.
Denote by µU˜ the hyperbolic metric on U˜ and µU the admissible Riemannian
metric on U such that pi : U˜ → U is a local isometry. Now, fixing ε > 0 sufficiently
small and M > 0 sufficiently large, we define a metric µ on U ∪ Nε({ 14 , αa}) as
follows
µ :=
 inf(µU ,M |dw|) on U ∩Nε({
1
4 , αa}),
µU on U \Nε({ 14 , αa}),
M |dw| on Nε({ 14 , αa}) \ U.
Once again, the arguments of [DH07, Propositions 4,5] show that if M is large
enough, then {γn}n (see the proof of Proposition 7.4 for the definition of the curves
γn) is a Cauchy sequence in C(T, X ′) (where X ′ := F−2a (X)) equipped with the
metric of uniform convergence for the distance dµ on X
′ (associated with the
Riemannian metric µ). It follows that the sequence converges uniformly for dµ, and
hence also for the Euclidean distance (as X ′ is compact). The limit of the sequence
{γn}n is the Caratheodory loop of Γa, proving local connectivity of Γa.
Landing of dynamical rays follows from local connectivity of Γa and Caratheodory’s
theorem. The last statement follows from the fact that Ka is full and has empty
interior (see Proposition 7.6). 
Theorem 1.3, which was announced in the introduction, follows from our analysis
of geometrically finite maps.
Proof of Theorem 1.3. 1) Local connectivity of the limit sets of geometrically finite
maps follows from Propositions 7.4 and 7.9. The statement on zero area of limit
sets follows from Proposition 7.3 and 7.8.
2) This follows from Propositions 6.36, 7.4 , and 7.9. 
7.2.4. Examples of Misiurewicz Maps. Examples. i) The simplest Misiurewicz
parameter in C(S) is a = 14 . The critical orbit of the corresponding map is 0 7→
∞ 7→ 14 	. Note that Fa :
[−∞, 14]→ [−∞, 14] is a two-to-one surjective map (see
Figure 21). Hence,
[−∞, 14] is a completely invariant subset of Γa.
By Propositions 6.36 and 7.9, the pre-images of 14 are dense in Γa. It follows
that Γa =
[−∞, 14] (see Figure 6). This map is the analogue of the Chebyshev
anti-polynomial z2 − 2 whose Julia set is the interval [−2, 2].
ii) For a = 536 , the critical orbit of Fa is 0 7→ ∞ 7→ 536 7→ − 34 	 (by Relation (7)).
So, 536 is a Misiurewicz parameter of C(S) (see Figure 28). This map is the analogue
of the anti-polynomial z2 − 1.543689 · · · , whose critical point also lands at the
separating fixed point in three steps.
8. Examples of Mating in The Circle and Cardioid Family
Recall that in Section 5, we showed that the Schwarz reflection map of the deltoid
is the unique conformal mating of the anti-polynomial z2 and the reflection map ρ.
Here, we will demonstrate that Schwarz reflection maps in the family S provide us
with more examples of conformal matings between quadratic anti-polynomials and
the reflection map ρ.
This section contains simple illustrations of a more general result that will be
proved in [LLMM18]. Amongst other things, we will show in [LLMM18] that there
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Figure 28. Left: The dynamical plane of the Misiurewicz map
z2 − 1.5437 · · · , for which the critical point 0 lands at the α-fixed
point in 3 iterates. Right: A part of the dynamical plane of the
Misiurewicz map Fa where a =
5
36 . The critical point 0 of this map
lands at the fixed point αa in 3 iterates.
exists a bijection between the geometrically finite maps in S and those in the
real basilica limb of the Tricorn such that each geometrically finite map in S is a
conformal mating of the corresponding geometrically finite anti-polynomial and the
reflection map ρ.
8.1. A Combinatorial Condition for Mating. Let us state and prove a general
combinatorial condition that guarantees mateability of a quadratic anti-polynomial
and the reflection map ρ.
Proposition 8.1. Let a0 ∈ S and c0 ∈ T be post-critically finite maps satisfying
E∗(λ(Fa0)) = λ(fc0). Then, Fa0 : Ka0 → Ka0 is topologically conjugate to fc0 :
Kc0 → Kc0 such that the conjugacy is conformal in intKa0 , and Fa0 : T∞a0 \T 0a0 → T∞a0
is conformally conjugate to ρ : D \Π→ D.
Let us start with an intermediate lemma, which states that the homeomorphism
E : R/Z→ R/Z induces a topological conjugacy between the maps Fa0 and fc0 on
their respective limit and Julia sets.
Lemma 8.2. With a0 and c0 as in Proposition 8.1, the homeomorphism E of the
circle induces a topological conjugacy Ea0 between Fa0 : Γa0 → Γa0 and fc0 : Jc0 →
Jc0 .
Proof. As fc0 is a post-critically finite map, Jc0 is locally connected. Hence, the
inverse of the Bo¨ttcher conjugacy ϕc0 : Ĉ \Kc0 → Ĉ \D between fc0 and z2 extends
continuously to R/Z, and yields a semi-conjugacy between m−2 : R/Z→ R/Z and
fc0 : Jc0 → Jc0 . The fibers of this semi-conjugacy give rise to an equivalence relation
λR(fc0) (on R/Z), which is the smallest closed equivalence relation containing the
rational lamination λ(fc0) (see [Kiw01, Lemma 4.17]). Therefore, fc0 : Jc0 → Jc0 is
topologically conjugate to the quotient of m−2 : R/Z→ R/Z by the m−2-invariant
lamination λR(fc0).
Again, for a post-critically finite parameter a0, the limit set Γa0 is locally con-
nected (see Theorem 1.3). Hence, the inverse of the external conjugacy ψa0 : T
∞
a0 → D
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between Fa0 and ρ extends continuously to the boundary, and yields a semi-conjugacy
between ρ : R/Z→ R/Z and Fa0 : Γa0 → Γa0 . The fibers of this semi-conjugacy give
rise to an equivalence relation λR(Fa0) (on R/Z), which is the smallest closed equiv-
alence relation on R/Z containing the pre-periodic lamination λ(Fa0) (this can be
proved following the arguments of [Kiw01, Lemma 4.17]). Therefore, Fa0 : Γa0 → Γa0
is topologically conjugate to the quotient of ρ : R/Z → R/Z by the ρ-invariant
lamination λR(Fa0).
Figure 29. The maps ψa0 and ϕ
−1
c0 in the commutative diagram
denote the homeomorphisms induced by the continuous boundary
extensions of the corresponding conformal maps. The composition
of the three horizontal maps yields a topological conjugacy between
Fa0 : Γa0 → Γa0 and fc0 : Jc0 → Jc0 .
Since E∗(λ(Fa0)) = λ(fc0), and λ(Fa0) (respectively λ(fc0)) generate λR(Fa0)
(respectively, λR(fc0)), we have that E∗(λR(Fa0)) = λR(fc0) (note that E is a
homeomorphism of the circle). Therefore, the conjugacy E between ρ and m−2
descends to a topological conjugacy between their quotients by λR(Fa0) and λR(fc0)
respectively. It follows that Fa0 : Γa0 → Γa0 is topologically conjugate to fc0 :
Jc0 → Jc0 by the composition of the above three conjugacies (see Figure 29). 
We denote the topological conjugacy between Fa0 : Γa0 → Γa0 and fc0 : Jc0 → Jc0
by Ea0 .
Let us now proceed to prove Proposition 8.1, which gives a complete description
of the dynamics of the post-critically finite map Fa0 as a “mating” of the reflection
map ρ arising from the ideal triangle group G and the anti-polynomial z2 + c0.
Proof of Proposition 8.1. Let us first assume that a0 is a Misiurewicz parameter.
Then the corresponding pre-periodic lamination λ(Fa0) is of Misiurewicz type, and
hence, λ(fc0) = E∗(λ(Fa0)) is a rational lamination of Misiurewicz type. It follows
that c0 is a Misiurewicz parameter of the Tricorn. Thus we have Γa0 = Ka0 , and
Jc0 = Kc0 . The theorem (for Misiurewicz parameters) now follows from Lemma 8.2
and Proposition 6.31.
Now let a0 be a super-attracting parameter. We will construct a conformal
conjugacy between Fa0 and fc0 in the interior of Ka0 that matches continuously
with the conjugacy on the limit set constructed in Lemma 8.2.
We assume that Fa0 has a super-attracting cycle of odd period k (the even period
case is similar). Let U be the Fatou component of Fa0 containing the critical point
0. Since Ka0 is full and Γa0 is locally connected, it follows that U is a Jordan disk.
Hence, the Riemann map b : D→ U (which is the inverse of a Bo¨ttcher coordinate)
that conjugates z2|D to the first return map F ◦ka0 |U extends homeomorphically to
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the boundary ∂D. We can normalize the Riemann map so that it sends 1 to the
dynamical root on ∂U . Moreover, if U˜ is the Fatou component of fc0 containing 0,
then the same is true for the Riemann map b˜ : D→ U˜ that conjugates z2|D to the
first return map f◦kc0 |U˜ . Therefore, h := b˜ ◦ b−1 : U → U˜ conjugates F ◦ka0 to f◦kc0 .
We claim that h continuously matches with Ea0 on ∂U . Since both h and Ea0 conju-
gate F ◦ka0 |∂U to f◦kc0 |∂U˜ , it follows that E−1a0 ◦h : ∂U → ∂U is an orientation-preserving
homeomorphism commuting with F ◦ka0 |∂U . Moreover, it fixes the dynamical root
on ∂U . But F ◦ka0 |∂U is topologically equivalent to z2|∂D, and the only orientation-
preserving homeomorphism of the circle commuting with z2 and having a fixed
point is the identity map. Hence, E−1a0 ◦ h|∂U = id, and the claim follows.
Let us now consider another component D of intKa0 . Since intKa0 is the basin
of the super-attracting cycle of Fa0 , there exists some positive integer n such that
F ◦na0 maps D univalently onto U . Let D˜ be the Fatou component of fc0 such that
Ea0(∂D) = ∂D˜, and D˜f−nc0 be the inverse branch that maps U˜ to D˜. Since Ea0 is a
conjugacy on the whole limit set, we have
Ea0 |∂D = D˜f−nc0 ◦ Ea0 |∂U ◦ F ◦na0 : ∂D → ∂D˜.
We now define
hD :=
D˜f−nc0 ◦ h ◦ F ◦na0 : D → D˜.
Since, h agrees with Ea0 on ∂U , it now follows that Ea0 |∂D = hD|∂D.
Thus, we have extended the conjugacy Ea0 (which was defined between the limit
set of Fa0 and the Julia set of fc0) conformally and equivariantly to all of intKa0 .
Since Γa0 is locally connected, the diameters of the Fatou components of Fa0 tend
to 0. It is now easy to verify that the extension is a homeomorphism on Ka0 .
This, together with Proposition 6.31, completes the proof of the theorem for
super-attracting parameters. 
8.2. The Basilica Map. Throughout this subsection, we will assume that a0 = 0,
and c0 = −1.
The map Fa0 has a super-attracting 2-cycle 0↔∞. The dynamical 13 and 23 -rays
of Fa0 land at αa, which is the unique common boundary point of the periodic
super-attracting Fatou components. By [LLMM18, Proposition 6.6], iterated pull-
backs of the leaf connecting 13 and
2
3 (in D) under ρ are pairwise disjoint and their
closure in Q/Z is the pre-periodic lamination λ(Fa0).
On the other hand, the Basilica anti-polynomial fc0(z) = z
2 − 1 has a super-
attracting 2-cycle 0↔ −1. The dynamical 13 and 23 -rays of fc0 land at the α-fixed
point of fc0 , which is the unique common boundary point of the periodic super-
attracting Fatou components. By [Lyu17, Theorem 25.42], iterated pull-backs of
the leaf connecting 13 and
2
3 (in D) under m−2 are pairwise disjoint and their closure
in Q/Z is the rational lamination λ(fc0).
Since E fixes 13 and 23 , it follows that E∗(λ(Fa0) = λ(fc0).
Let us now consider the two conformal dynamical systems
fc0 : Kc0 → Kc0
and
ρ : D \ int Π→ D.
We use the mating tool ξ := ϕ−1c0 ◦ E : T→ Jc0 (which semi-conjugates ρ to fc0) to
glue D outside Kc0 .
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Denote
X = D ∨ξ Kc0 , Y = X \ int Π.
(This is a slight abuse of notation. We have denoted the image of int Π ⊂ D in X
under the gluing by int Π.)
We will argue that X is a topological sphere. Since Kc0 is homeomorphic to
D/λR(fc0), it follows that X is topologically the quotient of the 2-sphere by a
closed equivalence relation such that all equivalence classes are connected and non-
separating, and not all points are equivalent. It follows by Moore’s theorem that
X is a topological 2-sphere [Moo25, Theorem 25]. Moreover, Y is the union of two
closed Jordan disks (with a single point of intersection) in X.
The well-defined topological map
η ≡ ρ ∨ξ fc0 : Y → X
is the topological mating between ρ and fc0 .
The conjugacies obtained in Proposition 8.1 glue together to produce a homeo-
morphism
H : (X,Y )→ (Cˆ,Ωa0)
which is conformal outside H−1(Γa0), and which conjugates η to Fa0 . It endows X
with a conformal structure compatible with the one on X \H−1(Γa0) that turns η
into an anti-holomorphic map conformally conjugate to Fa0 . In this way, the mating
η provides us with a model for Fa0 .
Moreover, there is only one conformal structure on X compatible with the
standard structure on X \H−1(Γa0). Indeed, another structure would result in a
non-conformal homeomorphism Cˆ→ Cˆ which is conformal outside Γa0 , contradicting
the conformal removability of Γa0 (see Theorem 7.5).
In this sense, Fa0 is the unique conformal mating of the map ρ arising from the
ideal triangle group and the anti-polynomial z2 − 1.
8.3. The Chebyshev Map. Throughout this subsection, we will assume that
a0 =
1
4 , and c0 = −2.
The critical point of the map Fa0 is strictly pre-periodic, the critical orbit is
0 7→ ∞ 7→ 14 	. We saw in Subsection 7.2 that Γa0 =
[−∞, 14]. It follows by real
symmetry (or by dynamical considerations) that the critical value ∞ is the landing
point of the unique dynamical ray at angle 12 (of Fa0).
By Proposition 6.39, the push-forward E∗(λ(Fa)) is a formal rational lamination
(under m−2) of Misiurewicz type. Now [LLMM18, Theorem 2.24] and its proof
imply that there exists a unique Misiurewicz parameter in the Tricorn whose rational
lamination is given by E∗(λ(Fa)) such that in the corresponding dynamical plane,
the only dynamical ray landing at the critical value has angle E( 12 ) = 12 .
The unique Misiurewicz parameter in the Tricorn satisfying the above property is
c0 = −2. The corresponding map is the Chebyshev anti-polynomial fc0(z) = z2 − 2.
The forward orbit of its critical point is 0 7→ −2 7→ 2 	, and its Julia set is the
interval [−2, 2].
Since E∗(λ(Fa0) = λ(fc0) and Γa0 =
[−∞, 14] is conformally removable, the
mating theory discussed in Subsection 8.2 applies to the map Fa0 as well. Hence,
Fa0 is the unique conformal mating of the map ρ arising from the ideal triangle
group and the anti-polynomial z2 − 2.
Proof of Theorem 1.4. Follows from Subsection 8.2 and Subsection 8.3. 
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