Abstract. We extend Shelah's first many model result to show that an unstable theory has 2 κ many non-permutation group isomorphic models of size κ, where κ is an uncountable regular cardinal.
Introduction
In [S2] , Shelah proved Theorem 1.1. An unstable countable first order theory has 2 κ nonisomorphic models of size κ, where κ is uncountable.
In this paper, we will consider a stengthening of that result for regular uncountable cardinals. Specifically, we will consider the concept of permutation group isomorphism, where we define two models M and N to be permutation group isomorphic if the two associated permutation groups |M |, Aut(M ) and |N |, Aut(N ) are isomorphic as permutation groups. (Roughly speaking, M and N are permutation group isomorphic if the group action on M by its group of automorphisms is the same as the group action on N by its group of automorphisms.)
Our goal is to prove the following generalization of Shelah's result:
Theorem 1.2. Given T , a countable first-order theory, and κ, a regular uncountable cardinal, if T is unstable, then there exists 2 κ many models of T of size κ which are pairwise non-permutation group isomorphic.
The strategy we use will is much the same as in the proof of Theorem 1.1: using the instability of the theory T , we will create 2 κ many models from sufficiently different orderings so that the models themselves are not isomorphic. The difficulty in proving the above theorem is to find orderings which are different enough to ensure the corresponding models are not permutation group isomorphic.
The Basic Definitions
We first start by defining a permutation group: Definition 2.1. A permutation group is a pair X, G (where X is a set and G is a group) together with an action of G on X such that if for all x ∈ X, gx = x, then g = 1.
Definition 2.2. Given two permutation groups X 1 , G 1 and X 2 , G 2 , we say that the two permutation groups are isomorphic if there exists a bijection f : X 1 → X 2 such that the map g → f gf −1 is an isomorphism of the groups G 1 and G 2 .
M |= ϕ(ā p ,ā q ) ⇔ p < q
We will say that φ(x,ȳ) witnesses the instability of T if there exists a model M of T and an infinite sequence of n-tuplesā 0 , . . . ,ā m , . . . ∈ M n such that the conclusion of the above definition is true.
All the models we will be considering will be Ehrenfeucht-Mostowski models as given below: (Proofs of the above theorem are found throughout the literature; a good exposition can be found in Chapter 11 of [H] .) 4. The κ ω e (X) Ordering In this section, we will construct a specific ordering that fulfills the following goal:
Theorem 3.2. If T is an unstable countable Skolem theory in a language L where φ(x,ȳ) witnesses the instability of T , then given any linear ordering ∆ ordered by <, there exists a model M (∆) containing an ordering of n-tuples
There exists a dense set of elements in the ordering such that if a, b are in this set, then given any two increasing tuples in the interval (a, b) having the same length, there exists an automorphism of the ordering moving one tuple to the other and fixing all elements not in the interval (a, b). We will use the variables a, b, c, d, l to refer to sequences (i.e., elements of β ω for some ordinal β) and use the notation a(i) to refer to the ith entry of a. Given a finite tupleb ∈ β <ω and a ∈ β ω , we will letb a be the sequence created by concatenatingb and a.
Throughout this section, κ will be an uncountable (and possibly regular) cardinal. We define our ordering κ ω e to be the subset of (κ + 1) ω consisting of all sequences which eventually become constant with value κ. (For the sake of clarity, we will write κ as e to indicate that it is the last (or end) element.) We give κ ω e the usual lexicographical ordering. To refer to n-tuples from κ ω e (X), we will use the notation a 1 , . . . , a n . We will often write an element a ∈ κ ω e in the form a = a(0)a(1)a(2) . . . .
Often, we will be interested in the case when κ is regular. In such a case, we will want to consider subsets of κ consisting of cofinality ω cardinals. Fixing such a set X, for α ∈ X, let g α : ω → α be a strictly increasing function such that sup n∈ω g α (n) = α. (The specific choice of the g α 's is arbitrary, but important. We will be using the g α 's extensively in the remainder of the paper.) In Shelah's original construction in the many-model proof, it would have been sufficient simply to add g α to the ordering. However, to ensure the property mentioned at the beginning of this section, we need to add to our ordering not only g α , but also the elements that will be images of g α under automorphisms of the ordering. In other words, we need to propagate g α throughout the ordering.
Let prop(X) be the set {g ∈ (κ + 1)
We define κ ω e (X) = κ ω e ∪ prop(X) ordered lexicographically. When needed, α ω e (X) will be the subset of κ ω e (X) consisting of sequences each of whose entries equals e or is less than α. We will also be referring to the set Aut(κ Proof. If g ∈ α ω e (X) ∩ κ ω e , then g consists of an finite initial segment of entries from α ∪ {e} followed by eee . . . . It is easy to check that the set of all such g has cardinality less than or equal to ||α|| + ℵ 0 .
So suppose g ∈ α ω e (X) ∩ prop(X). Then there exists n 0 , n 1 ∈ ω and β ∈ X such that for all i ∈ ω, g(n
Given this, g must consist of an initial segment of entries all of whom are either less than α or equal to e, followed by a final segment which is a final segment of some g β for some β ∈ X ∩ {β : β ≤ α}. The total number of such initial segments is || (α ∪ {e}) <ω || = ||α|| + ℵ 0 . The total number of such final segments is ||X ∩ {β : β ≤ α}|| + ℵ 0 = ||α|| + ℵ 0 (we must add the ℵ 0 because every g β for β ∈ X ∩ {β : β ≤ α} has at most ℵ 0 many final segments.) Thus ||prop(X ∩ {β : c equals some final segment of g α for some α ∈ X. Since the same is true of a c, we have that a c ∈ prop(X) and our map is onto.
Throughout this section, we will be defining automorphisms of κ ω e (X) by listing the action of the automorphisms on slices of κ ω e (X). In particular, we will use the notation τ (slice(ā)) = slice(b) to refer to the above map between slice(ā) and slice(b).
It is helpful to prove the following fact:
It is easy to check that in both cases, a < c < b.
We will specifically be interested in maps having the following property:
, we say τ is relatively height preserving if τ sends elements of finite height to elements of finite height and elements of infinite height to elements of infinite height. (In other words, τ fixes setwise the sets κ ω e and prop(X).)
via an isomorphism τ which is relatively height preserving. Proof. We will induct on ht(a). Suppose ht(a) = 1. So a is of the form a(0) eee . . . . We know that the order type of {α ∈ Ord | a(0) < α < e} has order type κ via an isomorphism f . Define τ by
Suppose ht(a) = n, and we have proven the case for all smaller values of ht(a). So a is of the form a (0)a (1)a(2) . . . a(n − 1)eee . . . By our definition of ht(a), we must have that a(n − 1) = e. Again, the order type of {α ∈ Ord | a(n − 1) < α < e} has order type κ via an isomorphism f . By our induction hypothesis, the interval
Here we are using the 0's and the 1 + α to ensure that we have a bijection. Note that τ is clearly 1-1. To see that τ is onto, suppose that l ∈ κ ω e (X) is a member of slice(β) for some ordinal β. If β = 0, we can write l = l(0)l(1) . . . and then l = (l(0) − 1) l(1)l(2) . . . is our desired preimage. If β = 0, we can write
Also note that since we are building τ from the maps defined in Proposition 4.3, and those maps are order-preserving and relatively height preserving, it is easy to check that τ is both order-preserving (and thus a member of Aut(κ ω e (X))) and relatively height preserving.
Proof. We will actually construct an isomorphism τ from {l ∈ κ ω e (X) | l ≤ b} to κ ω e (X) satisfying the following three properties:
1. τ is relatively height preserving.
It is easy to check that our desired conditions hold for τ . Suppose ht(b) = n (where n > 1) so we have b = e . . . eb(n−1)eee . . . and b(n−1) = e. Define τ by τ (slice(α)) = slice(0 α) for all α < e, τ (slice(e α) = slice(0 e α) for all α < e, . . .
e . . . e α) for all α < e. If we know b(n − 1) = 0, then we complete the definition of τ by setting
e . . . e α)) = slice(α) for all α such that 0 < α < b(n − 1), and 
Thus using the induction hypothesis with equations 1 and 2, we deduce
thus satisfying condition (3). We now have enough machinery to ensure we can map any finite, strictly increasing sequence in κ ω e (X) to any other such sequence via an automorphism of κ ω e (X), as long as both sequences consist of elements of finite height not equal to eee . . . . (We simply use the above propositions to ensure isomorphisms of the spaces between the elements.) However, we have no such machinery for elements of infinite height. To produce such machinery, we will approximate the elements of infinite height with elements of finite height. Suppose that a ∈ κ ω e (X) and a > a but a ≤ s i for all i. Since a < a ≤ s 0 , we have that a (n − 1) = a (n − 1) = s 0 (n − 1) and a(n − 1) ≤ a (n − 1) ≤ a(n − 1) + 1. If a (n − 1) = a(n − 1), then for some j > n − 1, a j = a j and a(j) < a (j). But since a(j) = e, this is impossible. Thus we must have that a (n − 1) = a(n − 1) + 1. Note that since a ≤ s 0 and a n = s 0 n, we must have that a (n) ≤ s 0 (n) = 0, and thus a (n) = 0. Repeating this argument with s i for all i ∈ ω, it is easy to check that for all m ≥ n, a (m) = 0. But then a ∈ κ ω e (X) as we supposed. Therefore inf i s i = a. Now suppose ht(a) = ω. Thus a ∈ prop(X) and so there exists n such that the sequence {a(m)} m≥n is strictly increasing with all elements not equal to zero. Define r i = (a (n + i)) 0eee . . . . Define s i = (a (n + i)) eee . . . . It is easy to check that both of these definitions fit the conditions of the proposition.
Up to now, to carry through some of our results, we have needed relatively height preserving automorphisms. At this point, we want to produce automorphisms mapping any element of κ ω e (X) to any other element, regardless of height. Proposition 4.10. For any n ∈ ω, given any tuples a 1 , a 2 , . . . , a n , b 1 , b 2 
n with a 1 < a 2 < · · · < a n < eee . . . and
Proof. We prove the proposition via induction on n.
Suppose n = 1. We are trying to move a 1 to b 1 . Using the above proposition, we can find sequences {r i } i<ω and {s i } i<ω such that each sequence consists of elements of κ ω e (X) of finite height, {r i } i<ω ({s i } i<ω ) is a strictly increasing (decreasing) sequences, and we have that sup i r i = inf i s i = a 1 .
Denote by A an ordering consisting of one element. Let Y be the ordering obtained by concatenating the following orders
(where ω * is the ordering obtained by reversing the ordering on ω.) Define the order-preserving isomorphism σ a : κ ω e (X) → Y by the following: Similarly, the intervals {l : l ≤â} and {l : l ≤b} are also both isomorphic to κ ω e (X). By an argument like the above, we get an order preserving map σ 2 : {l : l ≤â} → {l : l ≤b} which sends a 1 to b 1 . Putting the two maps together gives us our desired automorphism. (c, d] . We leave it to the reader to check the details.
The Many Permutation Group Result
We now move to the major theorem of the paper-a permutation group version of Shelah's many model result for unstable theories. Proof. Let T be a Skolemized extension of T in the language L ⊇ L. Suppose the formula φ(x,ȳ) witnesses the instability of T (and thus T ) as given by Definition 3.1. By Corollary 3.2, given any linear ordering ∆, there exists a model M (∆) of T with the properties outlined in the corollary.
Since κ is a regular uncountable cardinal, there exists a set S of 2 κ many subsets of κ consisting of cofinality ω ordinals, such that if X, Y ∈ S and X = Y , then either X − Y or Y − X is stationary. (This follows from Lemma 7.6 in Section 8 of [J] which guarantees κ many disjoint stationary subsets A α of κ, each consisting of cofinality ω ordinals.
) L} X∈S will be our desired set of 2 κ many pairwise non-permutation group isomorphic models of T . Given X, Y ∈ S, we assume without loss of generality that X − Y is stationary. To ease notation, we will denote M (κ ω e (X)) by M (X) and M (α ω e (X)) by M α (X) and similarly with Y . We will assume f : M (X) L → M (Y ) L is a permutation group isomorphism and look for a contradiction. Note that since ||M α (X)|| < κ for all α < κ and for β < κ limit, M β (X) = α<β M α (X), it is easy to see that
From now on, we let α range over the elements of (X − Y ) ∩ C. Recall that we defined g α : ω → α as an element of prop(X), and thus the n-tuple indexed by g α , namelyā gα , is in M (X). Therefore f (ā gα ) ∈ M (Y ) and has the form
for some m, q ∈ ω, some choice of q many m-ary terms t α i ∈ L , and some choice of elements l
. To start, we will focus on cuts. Given l ∈ κ ω e (Y ), we define the cut l induces in α 
To count the number of types, we first count the number of cuts in α Proof. Suppose l ∈ α ω e (Y ) and l < l. Then there exists j such that l j = l j,
Since l eventually becomes constant with value e or eventually becomes an increasing sequence,l < l .
We have shown that the cut an element of κ Recall that (X − Y ) ∩ C is stationary. By using a variant of Fodor's Theorem along with the fact that we are working with a countable language, we can find a set of terms t 1 , . . . , t q ∈ L for some q ∈ ω and some stationary set A ⊂ (X −Y )∩C, such that for all α ∈ A and all j ∈ {1, . . . , q}, t 
We make a claim, which if true , proves the theorem:
Proof of Theorem 5.1 from Claim 2. Since f is a permutation group isomorphism, if the above elements are in the same orbit over M α (Y ) in M (Y ), then by mapping by f −1 and taking the reduct to the language L, we have
sinceā gα andā g β are in the same orbit over M α (X) in M (X). (Here we are using the fact that since α, β
Since g β is a strictly increasing sequence with limit β, there exists a least i ∈ ω such that g β (i) > α. Let γ = g α (i) + 1. Since g α is a strictly increasing sequence with limit α, where α is a limit ordinal, γ < α. Let c = (g α i) γ eee ∈ α ω e (X). It is easy to check that g α < c < g β . However, this implies that M (X) |= φ(ā gα ,ā c ) ∧ ¬φ(ā g β ,ā c ) (where φ(x,ȳ) is the formula witnessing the instability of T .) Thusā gα andā g β have different types over M α (X) in M (X), contradicting the above equation. Therefore f cannot be a permutation group isomorphism, giving us the contradiction desired at the beginning of the proof.
It is interesting to note that at this point, our proof has closely followed the standard proof of this theorem where the goal has been to produce non-isomorphic models as opposed to non-permutation group isomorphic models. At this point, however, since we are working with weaker tools, more work is required. (Note that Claim 2 is trivial to prove if f is an isomorphism and we want the tuples to have the same type instead of orbit.) 
