Introduction
Speech sounds convey not only linguistic or phonological information, but also nonlinguistic information, including the speakers' individualities [1] . It is known that the availability of the speech contents used for speaker identification differs depending on the types of sounds they contain, and it is reported that voiced sonorants, such as vowels and nasals, are most effective for speaker identification by both humans [2] [3] [4] and machines [5] .
The speaker's individuality contained in speech sounds should have some acoustic correlations and their properties can be measured as acoustic parameters [6] . In this study, we conducted a human speaker identification test, and investigated the differences in the effectiveness of using various Japanese sounds in identifying the speakers. We also analysed the stimuli used in the experiment in order to explain these differences in terms of acoustical distances.
Experiment
This experiment basically followed the methodology used in the previous study [4] . One of the differences was that more speakers contributed to the study (10 compared with 3), and another was that fewer types of stimuli were used in the test (9 compared with 15). The reason for increasing the number of the speakers is that the speaker ensemble must be large enough to obtain reliable data [4, 7] . At the same time, the increase in the number of the speakers leads to an increase in the test time, but this may make the subjects lose their concentration on the test. This is why we used only 9 types of stimuli this time.
Ten male speakers and 5 male subjects participated in the experiment. They were all native speakers of Japanese and had normal hearing. They all lived in the same dormitory for more than 4 years, and they had daily contact with each other.
The recording sessions were conducted in a soundproof room, using a digital audiotape (DAT) recorder (SONY TCD-D8). The data were sampled at 48 kHz with 16-bit resolution. Nine Japanese consonants were recorded in the carrier sentences that say '' 'aCaCaCa' too o shiji shimasu (['aCaCaCa' to: o SiZi SimasW ], I support the 'aCaCaCa' party).'' In the word 'aCaCaCa,' which is the name of a fictional political party, 'a' stands for the Japanese vowel /a/, and 'C' stands for one of the following consonants: /t/ /d/ /s/ /z/ /R/ /j/ /m/ /n/ and /ae/. The reason for using only one vowel, /a/, is to make the experiment simple, and the reason for using the names of political parties is that the suffix '-to (-party)' forms compound words that are uttered with a relatively stable pitch pattern after the third morae [8] .
After the recording, the fourth morae of 'aCaCaCa' were excerpted from the recorded sentences in order to generate the test stimuli. The excerption was performed manually on the basis of the waveforms. The speakers repeated each type of sentence 10 times, and 5 of the sentences that were uttered clearly were selected and used in the perception test. The total number of stimuli was 450, i.e., corresponding to 10 speakers, 9 consonants and 5 tokens.
The perception tests were carried out in the same soundproof room as the recording sessions. The subjects were the 5 male undergraduate students mentioned above, and they were informed of the names of the 10 speakers beforehand. The stimuli were presented in random order, and the subjects were told to write the name of the speaker on the answer sheets for each stimulus.
The number of judgments for each consonant was 250, i.e., corresponding to 10 speakers, 5 tokens, and 5 subjects. The results of the tests are summarised for each consonant and are shown in Table 1 . They are listed in the order of their ranking based on scores. As in the results of the previous experiments [4] , the nasals ranked above the oral sounds. No remarkable tendencies are observed among the oral sounds, except that the voiced sounds ranked higher than the voiceless counterparts in the pairs of /ta/-/da/ and /sa/-/za/. These results agreed with those in the previous studies.
In the statistical analyses, the pairs such as stopsfricatives, plosives-fricatives, and voiceless-voiced sounds were compared by a t-test, but none of them were significantly different. In the case of the nasal-oral pair, we could see a tendency that the nasals gained higher scores than the orals (p ¼ 0:057), although the difference was not significant.
Acoustic analysis
In order to explain the differences among the stimuli in the perception test acoustically, we evaluated them in terms of the spectral distances. As seen in Table 1 , all types of stimuli Ã e-mail: amino-k@sophia.ac.jp gained scores above the chance level in the perception test; however, there were considerable, although not significant, differences among them. The stimuli used in this study all have the same CV-structure, where V is restricted to be the Japanese vowel /a/. This implies that these differences among the stimuli are derived from the differences in the acoustical properties of the consonants, so this time we decided to analyse the spectral properties of the consonant parts in order to find out how they differ in their contribution to the speakers' individualities.
We selected 6 types of consonants out of 9 stimulus types. The selected consonants are /t/, /d/, /s/, /z/, /m/ and /n/. The remaining three types, /R/ /j/ and /ae/, are realised as momentary or gliding sounds in Japanese. The target of the analysis here was the spectra of the definable consonant parts; therefore, these three were omitted this time. The consonant parts of the target sounds were excerpted manually for 30 ms from the stimulus syllables. The criteria for the excerption are shown in Table 2 . A computer program called Praat [9] was used for both editing and analysis.
After the excerption, the cepstral distances of pairs of tokens for each consonant type were computed, in a round robin manner for a 50 by 50 square matrix, i.e., corresponding to 10 speakers and 5 samples for each consonant type. Then the average values of the intra-and inter-speaker distances, and the ratios of the interspeaker distances to the intraspeaker distances of all speakers were calculated for each consonant. The calculation is based on the concept of the F-ratio [1] , which we usually use as a baseline when looking for an effective acoustic parameter that indicates the speakers' individualities, and larger ratios reflect higher degrees of speaker uniqueness.
The values of the inter-and intra-speaker distances for each consonant type and the average values of the distance ratios for each consonant are shown in Figs. 1 and 2 , respectively. As seen in Fig. 2 , the interspeaker distances and the ratios of the inter-and the intra-speaker distances are largest in the nasal consonants, /m/ and /n/, and smallest in the stops, /t/ and /d/. These differences were not significant in the statistical analyses (p ¼ 0:075), but the oral-nasal pair showed a significant difference in the t-test (p ¼ 0:0038).
Discussion
The score-based rankings of the consonants in the results of the identification tests are shown in Table 3 , together with those of the spectral analyses. Although there were no statistically significant correlations, the rankings correspond to each other in that they were in the order of the nasals, the fricatives and the oral stops.
Summary
In this study, differences among Japanese consonants in speaker identification by listening were investigated and these differences were explained by spectral analyses. Ten speakers were identified by 5 subjects who were familiar with them in the perception tests, and the identification rates were highest when nasal sounds were presented as the stimuli. Then the cepstral distances of 6 consonants of the stimuli were calculated, and it was found that interspeaker distances were largest in the nasals. These results suggest that the speakers' individualities are reflected more in the spectra of the nasal sounds than in those of the oral sounds and that the listeners perceive these individualities when they identify the speakers. One reason that the properties of the nasal sounds are more speaker-dependent is that the shapes of the resonators involved in the articulations of these sounds differ considerably among individuals. In addition, the shapes of these resonators cannot be changed at will. This means that the properties of the nasal sounds rarely change. As pointed out in another study [10] , the next task will be to inspect the morphology of the nasal cavity.
Another future task will be to devise ways to put these individualities into practical use. As to automatic speaker recognition, it is reported that the recognition rate was improved by considering the individualities in the oro-nasal coupling and by using the weighted linear scale spectral properties [11] . Also, we recommend the use of utterances containing nasals rather than other consonants for the purpose of speaker verification. However, the properties of the nasal sounds are thought to be affected greatly by head colds and other supralaryngeal diseases, and these factors must be studied as well in the future.
