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In the da Costa’s thin-layer approach, a quantum particle moving in a 3D sample is confined on
a curved thin interface. At the end, the interface effects are ignored and such quantum particle
is localized on a curved surface. A geometric potential arises and, since it manifests due to this
confinement procedure, it depends on the transverse to the surface mass component. This inspired
us to consider, in this paper, the effects due to an anisotropic effective mass on a non-interacting
two dimensional electron gas confined on a curved surface, a fact not explored before in this context.
By tailoring the mass, many investigations carried out in the literature can be improved which in
turns can be useful to better designing electronic systems without modifying the geometry of a given
system. Some examples are examined here, as a particle on helicoidal surface, on a cylinder, on a
catenoid and on a cone, with some possible applications briefly discussed.
PACS numbers: 03.65.Ca, 02.40.-k, 68.65.-k
I. INTRODUCTION
Due to the technological progress, like the one reported
about the synthesis of Si and Ge nanocones with con-
trollable apex angles [1], the quantization of constrained
motions for a nonrelativistic particle in lower-dimensional
systems and nanostructures has being receiving consid-
ered attention over the years. The ability of building two
dimensional curved substrates in desired shapes corrob-
orate with this growing interest [2]. In Ref. [3], struc-
tures with a high-mobility two-dimensional electron gas
(2DEG) constrained on a cylindrical surface were fabri-
cated and a giant asymmetry in the measured magnetore-
sistance was revealed. As an interesting theoretical work,
we may refer to the Ref. [4], where it was showed that a
core-shell nanowire can be modeled by a cylindrical sur-
face of finite length and a calculation of the conductance
by coupling it to leads in the presence of a uniform mag-
netic field perpendicular to the axis of the cylinder leaves
to the existence of the snaking states which govern trans-
port at low chemical potential. In [5], a general method
to compute correlation functions of fractional quantum
Hall states on a curved surface was developed.
In the continuum, the start point to investigate a non-
interacting curved 2DEG is the da Costa’s approach [6],
where the Schro¨dinger equation of a free quantum parti-
cle constrained to move in an infinitely thin curved inter-
face of the ordinary three-dimensional space, was derived.
The splits into the normal and a tangent part. After the
separation of these modes, a geometric quantum poten-
tial given in terms of both the Gaussian and the mean
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curvatures arises. Among the vast applications which fol-
lowed such a work, we have the case of a non-interacting
2DEG constrained to move in a helicoid. In this geome-
try, by considering a helicoidal nanoribbon, a reminiscent
of the Hall effect induced by the geometric quantum po-
tential [7] in the nonrelativistic limit was pointed out, a
fact which was also observed in the case of carriers in
graphene shaped in the same way [8].
The version for a curved non-interacting 2DEG in the
presence of an electric and magnetic field was investi-
gated in [7], where it was showed that no coupling be-
tween the fields and the quantum geometric potential
arises. An application in this case can be viewed in [9],
where important features concerned to the quantum Hall
states on surfaces with conical singularities has been pre-
sented. The version for Pauli equation for a charged spin
particle on a curved surface in an electric and magnetic
field has been addressed in [10]. An application which fol-
lowed this reference can be viewed in [11]. The refinement
of the fundamental framework of the thin-layer quantiza-
tion procedure [6, 7] considering the surface thickness has
been carried out in [12]. We will not consider such influ-
ence of the surface thickness here since the extra terms
in the geometric potential including the influence of the
surface thickness must be treated using the perturbation
theory. More important recent theoretical works in this
field of curved 2DEG can be viewed in [13–19]. Based on
what has been exposed here so far, we conclude that cur-
vature is an important degree of freedom to manipulate
two dimensional quantum systems. Most of the appli-
cations of the thin-layer quantization are concerned to
common materials, like carbon nanotubes, Si, Ge, GaAs,
etc. This means that the carrier effective mass has an
important role in those problems. From the band the-
ory of solids, such effective mass means that the inertia
of particles in a periodic potential, over long distances
larger than the lattice spacing, is not the same as its mo-
2tion in a vacuum [20]. The movement of a particle in
the crystal is modeled as it was a free particle with such
mass. Depending on the purpose, it can be considered
as a simple constant of a given material. It is an impor-
tant parameter to tailor quantum systems [21, 22]. In
general, its value depends on the purpose for which it is
used, depending on a number of other parameters.
In this paper, we consider the effects due to an
anisotropic effective mass on a non-interacting 2DEG
confined on a curved surface. We follow the da Costa’s
approach mentioned above. The curvature potential
is attractive for non-minimal surfaces in the case of
isotropic mass. By tailoring the mass, this scenario can
be changed, allowing us to have different physical phe-
nomena for electronic systems without modifying the ge-
ometry of the surface.
This paper is organized as follows: In section II, the
considerations about the anisotropic mass are presented.
In section III, the da Costa’s approach is briefly reviewed
but now taking into account such anisotropic mass. Some
applications are considered in section IV. We have the
concluding remarks in section V.
II. THE ANISOTROPIC EFFECTIVE MASS
Considering the continuum limit, the energy levels of
spinless electrons in semiconductors are obtained from
the effective mass Schro¨dinger equation,
− ~
2
2
[
1
m∗
]ij
∂i∂jΨ+ VΨ = EΨ, (1)
where the effective mass tensor [1/m∗]ij in a diagonalized
form is given by [23]
[
1
m∗
]ij
=
(
1
~2
∂2E
∂ki∂kj
)
k=0
=

m−111 0 00 m−122 0
0 0 m−133

 .
(2)
The crucial point in this paper is that the principal
masses m11, m22 and m33 can be not only equal but also
different form each other, including the case of negative
effective mass as well [24]. In it, an electronic metama-
terial [25, 26] can be modeled with the effective mass m∗
and the difference (E − V ) being the electronic coun-
terparts of the electric permittivity ǫ and the magnetic
permeability µ, respectively. This way, a positive (nega-
tive) effective mass corresponds to a positive (negative)
permittivity. The same is true for (E−V ) and µ. We will
consider the electronic analogue of a hyperbolic metama-
terial with permittivity tensor
ǫij =

ǫ1 0 00 ǫ1 0
0 0 −|ǫ2|

 , (3)
with ǫxx = ǫyy = ǫ1 > 0, ǫzz = ǫ2 < 0. The following
analog effective mass tensor is
[
1
m∗
]ij
=

m−11 0 00 m−11 0
0 0 −|m2|−1

 , (4)
where m11 = m22 = m1 > 0,m33 = m2 < 0. It is inter-
esting to point out that such analogy has led to a physi-
cal link between the metamaterial and the propagation of
Klein-Gordon particles in flat background spacetime ex-
hibiting discontinuous metric changes from a Lorentzian
signature (−,+,+,+) to a Kleinian signature [27]. The
difference existent between these cases is that the disper-
sion relation of a metamaterial with permittivity tensor
(3) is a hyperboloid of two sheets in k space [28], while
that the dispersion relation for the matter waves is an
ellipsoid in k space.
III. SCHRO¨DINGER EQUATION FOR A
CURVED NON-INTERACTING 2DEG WITH
ANISOTROPIC MASS
In this section we will derive the Schro¨dinger equation
valid for any 2D geometry, describing curved nanostruc-
tures considering the effective mass tensor given by (2)
with m11 = m22 ≡ m1 and m33 ≡ m2. In what fol-
lows, i, j stand for the spatial indexes with the values
1, 2, 3. Covariant and contravariant Tensor components
are used and Einstein summation convention is adopted.
The covariant 3D Schro¨dinger equation in a generic 3D
curvilinear coordinate system in the absence of electric
and magnetic fields is
i~∂tψ = −~
2
2
[
1
m∗
]i′j′ [
1√
G
∂i
(√
GGij∂j
)
ψ
]
, (5)
where Gij is the metric tensor, G
ij is its inverse, G =
det(Gij) and i
′, j′ = 1, 2, 3.
Following the thin-layer procedure described by da
Costa [6] to confine the particle on the surface, we con-
sider the surface S parametrized by ~r = ~r(q1, q2),where ~r
is the position vector of an arbitrary point on the surface.
The 3D space in the immediate neighborhood of S can
be parameterized as ~R(q1, q2, q3) = ~r(q1, q2)+q3nˆ(q1, q2),
where nˆ(q1, q2) is a unit vector normal to S. The indexes
a, b stand for the surface parameters, which assume the
values 1, 2. The relation between the 3D metric tensor
Gij and the 2D induced one, gab = ∂a~r · ∂b~r, is given by
Gab = gab +
[
αg + (αg)T
]
ab
q3 + (αgα
T )abq
2
3
(6)
Ga3 = G3a = 0, G33 = 1,
where αab is the Weingarten curvature matrix for the
surface [6, 29]. The structure of the metric tensor given
in (6) suggests to separate the Schro¨dinger (5) in a sur-
face part for a, b = 1, 2 and a normal part, for i, j = 3.
3In such well-established thin-layer method [6], a confin-
ing potential Vλ(q3) is considered in order to localize
the particle on the surface S, where λ is a parameter
which measures the strength of the confinement. The
aim of the procedure is to obtain a surface which de-
pends only on (q1, q2). This way, a new wave function
χ(q1, q2, q3) = χS(q1, q2)χn(q3) is introduced. The con-
dition of conservation of the norm yields the relation
ψ(q1, q2, q3) =
[
1 + Tr(α)q3 + det(α)q
2
3
]− 1
2 χ(q1, q2, q3) .
(7)
As demonstrated in [6], the structure of the metric tensor
given by (6), allows the Laplacian to be broken into two
parts: the surface part, denoted by△, given by the terms
a, b = 1, 2, and the normal part, defined by i, j = 3.
Unlike [6], we consider the mass tensor in a way that the
surface effective mass will be given by m1, while that the
normal one is m2, with m1 6= m2. Considering Eq. (5)
in this case, the Schro¨dinger equation can be written as
− ~
2
2m1
△ψ − ~
2
2m2

 ∂2
∂q23
+
∂
(
ln
√
G
)
∂q3
∂
∂q3

ψ
+ Vλ (q3)ψ = i~
∂
∂t
ψ . (8)
Substituting (7) into (8), the wave function will be lo-
calized on S in the limit of confinement which consist of
two step potential barriers on both sides of the surface.
Performing the limit q3 → 0 in the Schro¨dinger equation,
it yields
i~∂tχ = − ~
2
2m1
[
1√
g
∂a
(√
ggab∂bχ
)]
+ VS(q1, q2)χ
− ~
2
2m2
(∂3)
2
χ+ Vλ(q3)χ,
where g = det (gab) and VS is the well-known geometric
potential, given by [6]
VS(q1, q2) = − ~
2
2m2
([
1
2
Tr(α)
]2
− det(α)
)
, (9)
On it, the first term is the square of the mean curvature,
M = Tr(α)/2 = (κ1 + κ2)/2 and the second one is the
Gaussian curvature, KG = det(α) = κ1κ2. κ1 and κ2 are
the principal curvatures at a given point of the surface.
Notice that the curvature potential came from the nor-
mal part of the Schro¨dinger equation before separation.
Although we consider the limit q3 → 0, we have in fact a
quasi-2DEG, meaning that the transverse component of
the mass will have some impact in the dynamics of the
electrons, since the geometric potential arises by consid-
ering that the curved surface is immersed in a 3D space.
If we consider the problem strictly two dimensional, with-
out the confinement procedure, such geometric potential
does not arises.
In the case for m2 < 0, the geometry induced potential
reverses its sign. It seems simple the fact that considering
the transverse component of the mass tensor as negative,
the only modification is the sign of VS . But the impact
of such modification is rouge, since we go from an attrac-
tive geometric quantum potential in ordinary material to
a repulsive one in a metamaterial, when the surface is not
a minimal one (M 6= 0). If we have a minimal surface,
then M ≡ 0 and the geometry quantum potential change
its profile: in regions where it is attractive, it becomes re-
pulsive, and vice-versa. We will examine some examples
below to show how important these modifications are.
Next, it is defined a new metric tensor
G˜ =

 g11 g12 0g21 g22 0
0 0 1

 , (10)
Finally, the separability of the dynamics on the surface
and perpendicular to the surface leaves to the two inde-
pendent Schro¨dinger equations,
~∂tχn = − ~
2
2m2
(∂3)
2χn + Vλ(q3)χn, (11)
~∂tχS = − ~
2
2m1
[
1√
g
∂a
(√
ggab∂bχS
)]
− ~
2
2m2
[(
1
2
M
)2
−KG
]
χS . (12)
In Ref. [7], it was showed that, in the presence of mag-
netic and electric fields, there is no coupling between
these fields and the surface curvature. Therefore, the
surface and transverse dynamics are exactly separable as
above, but with (12) written as
i~∂tχS =
1
2m1
{
− ~
2
√
g
∂a
(√
ggab∂bχS
)
+
iQ~√
g
∂a
(√
ggabAb
)
χS + 2iQ~g
abAa∂bχS
+Q2gabAaAbχS
}
− ~
2
2m2
[(
1
2
M
)2
−KG
]
χS
+QV χS , (13)
whereQ is the electrical charge of a quantum particle and
Aa are the covariant components of the potential vector
~A.
In what follows, we consider some anisotropic values
of the effective mass based on references [21, 22, 30].
IV. SOME APPLICATIONS
A. A quantum particle on a helicoid
A helicoid, showed in Fig. 1, can be parametrized by
the following set of equations [31]:
x = ρ cos(ωz),
y = ρ sin(ωz),
z = z, (14)
4Out[5]=
FIG. 1. A helicoid
where ω = 2πS, with S being the number of complete
twists (i.e., 2π-turns) per unit length of the helicoid. ρ
is the radial distance from the z-axis. The infinitesimal
line element on the helicoid is given by
ds2 = dρ2 + (1 + ω2ρ2)dz2 , (15)
where we have used the coordinates (z, ρ) to characterize
a point on the helicoid. The metric components are thus
obtained as
gρρ = 1,
gzz = 1 + ω
2ρ2,
gzρ = 0,
gρz = 0 . (16)
The square root of the determinant of the metric is given
by
√
g =
√
1 + ω2ρ2. (17)
The principal curvatures, κ1 and κ2, are given by
κ1 =
ω
1 + ω2ρ2
,
κ2 = − ω
1 + ω2ρ2
. (18)
A helicoid is a minimal surface, which means that the
mean curvature M vanishes at any given point on it, that
is,
M ≡ 1
2
(κ1 + κ2) = 0 . (19)
The Gaussian curvature KG is
KG = κ1κ2 = − ω
2
(1 + ω2ρ2)2
. (20)
Therefore the geometric quantum potential VS will be
read as
VS = − ~
2
2m2
(
M2 −KG
)
= − ~
2
2m2
ω2
(1 + ω2ρ2)2
. (21)
From (12), the Schro¨dinger equation for a particle on a
helicoid will be given by
i~∂tχS = − ~
2
2m1
[
1
a
(
∂z(
1
a
∂zχS) + ∂ρ(a∂ρχS)
)]
− ~
2
2m2
ω2
(1 + ω2ρ2)2
χs , (22)
with a ≡
√
1 + ω2ρ2. Considering the ansatz as
χS = exp (ilωz)f (ρ) , (23)
with lǫN and considering that the wave function has to
be normalized with respect to the infinitesimal area dρdz,
we make the substitution χS → 1√aχS in Eq. (22), which
would only affect terms involving derivatives with respect
to ρ [32]. Omitting the algebra, we rewrite Eq. (22) as
Hcurvχs = − ~
2
2m1
d2χs
dρ2
+
~
2
2m1
[
l2ω2
1 + ω2ρ2
−
ω2
2(1 + ω2ρ2)2
(
−1 + ω
2ρ2
2
+
2m1
m2
)]
χs . (24)
For m1 = m2 > 0, the result found in [32] is recovered.
In Fig. 2, it is plotted the effective induced poten-
tial due to the helicoid for an isotropic material, an
anisotropic one and for a hyperbolic metamaterial. For
the former, the twist ω will push the electrons with l 6= 0
(l = 0) towards the outer (inner) edge of the ribbon and
create an effective electric field between the central axis
and the helix, the latter representing the rim of the heli-
coid [32].
Noticed that the charge separation due to the geomet-
ric quantum potential does not occur whenm1 6= m2 > 0.
In this case, for an infinity helicoid, all the electrons are
repelled towards ρ = 0 meaning that they can localize
around z−axis. If we build a finite helicoid (0 < z < b
and 0 ≤ ρ ≤ a), we have a quantum well which can be
thought in the context of a quantum dot like structure,
where we may have bound states around the core of the
helicoid and the phenomena concerned about optical ab-
sorption/emission can be explored in this system. The
ratio between the masses and the pitch ω of the heli-
coid can be adjusted in order to manipulate these light
absorption/emission. Moreover, studies concerned about
optical rectification [33], second and third harmonic gen-
erations [34] could be carried out as well. In the case of
a hyperbolic metamaterial (m2 < 0), a quantum barrier
is formed and all the electrons are repelled from the core
of the helicoid.
5(a)
(b)
(c)
FIG. 2. The behavior of the curvature induced potential on a
helicoid. In (a), we have an isotropic material (m1 = m2), in
(b), we have m1 6= m2 > 0 (quantum well) and an hyperbolic
metamaterial in (c) (m1 > 0 and m2 < 0, quantum barrier).
B. Transmission properties on
isotropic/anisotropic cylindrical junctions
In Ref. [35], the authors have showed that, by
smoothly deforming a cylinder yielding a cylindrical junc-
tion, the effective potential originated by such geome-
V
V
1
2
FIG. 3. A cylinder showing the two portions, one represent-
ing an ordinary material and the other one representing the
metamaterial.
try are going to be step-like quantum potentials. Then,
a coherent-transport can be studied by considering the
transmission properties of the system. In fact, the trans-
mission and reflexion coefficients as a function of the geo-
metrical parameters where obtained by them. Here, such
transmission properties can be obtained by simple con-
necting two cylinders, one as a isotropic material an the
other one as an anisotropic material (Fig. 3). In this case,
rectangular quantum potential may arise, which are mod-
eled as a Heaviside step function. Obviously, this case
can be combined with those investigate in Ref. [35] in
other to better manipulate and to control the quantum
transmission properties in curved cylindrical junctions.
Here, we will consider only the step quantum potential
case, with no deformations in the cylindrical geometry.
Consider a cylinder described by the line element
dl2 = dz2 +R2dφ2 , (25)
where −∞ < z < ∞ and 0 ≤ φ < 2π. We divide the
cylinder in two portions: red, for z < 0 (isotropic ma-
terial) and green for z > 0 (anisotropic material). For
simplicity, we consider the longitudinal components of
the mass as the same in both regions. The transverse
mass is m2 ≡ m1, for z < 0 and m′2 ≡ m2 for z > 0.
This way, the geometry induce potential in both regions
are
V1 = − ~
2
8m1R2
, for z < 0, (26)
V2 = − ~
2
8m2R2
, for z > 0. (27)
This is a well known problem if we ignore the interface ef-
fects. This way, the Schro¨dinger equation in both regions
can be put as
∂2ψ1
∂z2
+ q2−ψ1 = 0, for z < 0 (28)
∂2ψ2
∂z2
+ q2+ψ2 = 0, for z > 0, (29)
6where
q− =
√
2m1E
~2
− 1
4R2
− L
2
φ
R2
(30)
q+ =
√
2m1E
~2
− m1
4m2R2
− L
2
φ
R2
. (31)
Considering the wave function and its derivative to be
continuous everywhere, the reflexion and the transmis-
sion coefficient are
R =
(q− − q+)2
(q− + q+)
2
(32)
and
T =
4q−q+
(q− + q+)
2
, (33)
respectively. We plot them in Fig. 4. We chose
m1 = 0.4m0 and m2 = −0.02m0 [30]. As we have said
above, the isotropic/anisotropic junctions can be used to
manipulate the transport properties in systems modeled
by square like quantum potentials in cylindrical geome-
tries [35]. Notice that the longitudinal mass components
do not change along the entire cylinder: the transmis-
sion/reflection phenomena are solely due to the trans-
verse mass component which is present in the geometric
potential. In Ref. [36], the authors have studied the elec-
tronic ballistic transport in more general deformed nan-
otubes. The anisotropic effects in the geometry induced
potential could have significant effects on the electron
dynamics in those systems, since they give one more pa-
rameter to design the nanotube-based electronic devices.
Obviously, other nanotube combinations could be investi-
gated (quantum barrier, quantum well, double quantum
well, etc.) in order to search for novel features of the
electronic transport in curved structures.
C. Geometry induced potential on a Catenoid
In f Fig.5, a catenoid is showed. From it, we de-
fine the Cartesian coordinates as x = R cosh(z/R) cosφ,
y = R cosh(z/R) sinφ and z = z, with φ ∈ [0, 2π]. By
considering the (z, φ) coordinates, the line element will
be given by
ds2 = cosh2
( z
R
)
dz2 +R2 cosh2
( z
R
)
dφ2 . (34)
The principal curvatures are
κ1 =
1
R
sech2
( z
R
)
, κ2 = − 1
R
sech2
( z
R
)
, (35)
which implies that the mean curvature M = (κ1 +
κ2)/2 = 0 and the Gaussian curvature KG = κ1κ2 =
−(1/R2)sech4(z/R). This means that the catenoid is a
FIG. 4. Transmission and reflection coefficients for Lφ ≡ 0
versus ε ≡ (2m1R
2E)/~2.
Z
y
x
r sinø
r cosø rø
FIG. 5. A catenoid with its axis along z and the throat radius
R.
minimal surface [31]. This way, the curvature induced
potential for a catenoid will be
V (z) = − ~
2
2m2
(M2 −KG) = − ~
2
2m2R2
sech4
( z
R
)
.
(36)
The Schro¨dinger equation is
− ~
2
2R cosh2
(
z
R
) [ R
m1
∂2ψ
∂z2
+
1
m′1R
∂2ψ
∂φ2
]
− ~
2
2m2R2
sech4
( z
R
)
ψ = Eψ . (37)
Here, we have considered the general case m1 = λm0,
m′1 = βm0 and m2 = γm0. Using the cylindrical sym-
metry along the z-axis, setting ψ = eiℓzΦ(z), defining di-
7mensionless length η = z/R and energy ǫ = 2m0ER
2/~2,
the following effective Schro¨dinger equation is achieved,
− ∂2ηηΦ + V (η)Φ(η) = 0 , (38)
where the geometric induced potential reads as
V (η) =
λ
β
ℓ2 − λ
γ
sech2 (η)− λǫ cosh2 (η) , (39)
As discussed in [37] for an isotropic material, this po-
tential for ℓ 6= 0 is closed related to the correspond-
ing geometric potential for the three dimensional worm-
hole. For ǫ = 0 (ground state) the catenoid enables
complete transmission of a quantum particle across it
and the same occurs when we have an anisotropy in the
mass with all components being positive (red curve). In
the case of a metamaterial (negative transverse mass),
this reflectioness potential becomes a quantum barrier
(green curve), changing such scenario (see Fig. 6(a)).
For nonzero and positive ǫ, the potential (39) is an in-
verted double well for an isotropic material and, for an
anisotropic ordinary material, a complete transmission of
a particle trough the catenoid can be achieved for ǫ 6= 0
and ℓ = 1, as showed in Fig. 6(b). For ℓ 6= 0, 1, it can
be observed either quantum wells or quantum barriers,
depending on the values of the mass components. On the
other hand, an interesting case occurs by keeping nega-
tive longitudinal mass together with a positive transverse
mass: in this case, a double well potential which looks
like the one in a double quantum dot [38] is obtained
(Fig. 6(c)).
D. Quantum Hall effect on a cone
1. Landau levels for a particle on a cone
Let us consider the coordinates l and ϕ of a particle
confined to the surface of a cone as defined by

x = l sinα cosϕ
y = l sinα sinϕ
z = l cosα
, (40)
where 0 ≤ ϕ ≤ 2π is the usual cylindrical ϕ coordinate
and 0 < l < +∞ (see Fig. 7). In the cylindrical coordi-
nates, we have ρ ≡ l sinα. Consider an applied uniform
magnetic field in the z-direction, ~B = (0, 0, Bz), as de-
picted in Fig. 7. The vector potential associated to this
field is ~A = 1
2
ρBzϕˆ. This way, ~B = ~∇× ~A = Bz zˆ. Then,
~A =
1
2
Bzl sinαϕˆ . (41)
By considering the expression (13) for the Schro¨dinger
equation for a charge carrier confined to the conical sur-
face immersed in an external magnetic field in the z-
FIG. 6. The behavior of the curvature induced potential on
a catenoid by modifying the ratio between the effective mass
components. In 6.(a), a quantum barrier is yielded when
ǫ = ℓ = 0 for a metamaterial (green), in contrast to the
reflectioness potential for an ordinary material (red). In 6.(b),
we see a quantum barrier for a metamaterial and an inverted
double well with its maximum lower them the particle energy
for an anisotropic ordinary material (we considered ǫ = 0.1
and ℓ = 1). In 6.(c), a double well potential is obtained when
one of the surface mass component is negative (we considered
ǫ = 34.5 and ℓ = 1).
direction, it yields
− ~
2
2m1
[
1
l
d
dl
(
l
d
dl
)
−
1
4
+ µ
2
sin2 α
l2
]
Ψ(l) +
1
2
m1w
2l2Ψ(l)
= ΣΨ(l), (42)
8FIG. 7. Geometrical setting of the problem: section of height
l cosα of the infinite straight circular cone of opening angle
2α and uniform magnetic field parallel to the cone axis. We
consider α between 0 and π/2, since, for π/2 < α < π we just
have an inverted cone.
where µ2 = j2 + λ(1 − sin2 α)/4, with λ = −1 standing
for an ordinary material while λ = −m1/m2 assigns the
anisotropic one. We also have ω = (ωc/2) sinα, with
ωc = eBz/m (cyclotron frequency) and
Σ = E + j~ωc . (43)
We have considered the wave function as Ψ(l, ϕ) =
Ψ(l)eijϕ, with j = 0,±1,±2, ... The details of the cal-
culations can be found in [39]. This way, the differential
equation (42) describes a two-dimensional quantum os-
cillator on a conical background. The wave functions are
given by [39]
Ψ(l) = Clse−
1
2
mω2l2U
(
s
2
+
1
4
− E
2ω
, s+
1
2
,mωl2
)
,
(44)
with
s =
1
2
(
1±
√
1 +
4µ2
sin2 α
)
(45)
and C being the normalization constant. U(a, b, c) is the
Kummer function [40].
The value of s with a negative sign stands for singu-
lar solutions, which have pronounced effects in quantum
systems [41]. It must satisfy the condition −1 < s < 1,
which is not achieved in the case of a metamaterial in-
duced repulsive geometric potential on a cone. This is a
crucial difference from the ordinary attractive geometric
potential. Then, we will take only the case where the s
are regular at the conical tip (l = 0), which is character-
ized by the following boundary condition,
lim
l→0
l∂lψ(l) = 0 . (46)
This case means that we do not consider the δ-function
potential which comes from the Gaussian curvature of
the cone [42]. In order to have a proper normalization of
the wave function, we must have
lim
l→∞
Ψ(l)→ 0 .
In order to get this condition, the series
U
(
s
2
+ 1
4
− E
2ω
, s+ 1
2
,mωl2
)
in (44) must be a polyno-
mial of degree n. This is achieved when [40]
s
2
+
1
4
− E
2ω
= −n . (47)
The corresponding Landau levels for electrons on a cone
are
Ej,n = ~ωc sinα
(
n+
1
2
+
1
4
√
1 +
4µ2
sin2 α
− j
2 sinα
)
.
(48)
2. The quantum Hall effect on a cone
At zero temperature and considering that the Fermi
energy EF is in an energy gap, the Hall conductivity can
be written as [43]
σH(EF , 0) =
e
S
∂N
∂B
, (49)
where N is the number of states below the Fermi energy
and S is the area of the surface. The density of states is
given by
n(E) =
|eB|
2π~
∑
n,l
δ(E − En,l) . (50)
N is obtained as
N = S
∫ EF
−∞
n(E)dE =
S|eB|
h
n0, (51)
where n0 = (n + 1)nℓ is the number of fully occupied
LLs below EF , with nℓ being the number of occupied ℓ
states. The Hall conductivity is then
σH(EF , 0) = −e
2
h
no . (52)
For T 6= 0, we consider the expression for the Hall con-
ductivity obtained in the clean limit (absence of impuri-
ties) given by [44]
σH(µ, T ) =
∫ ∞
−∞
(
−
∂f0
∂E
)
σH(E, 0)dE (53)
9FIG. 8. Hall conductivity versus the magnetic field on a con
(with a positive curvature). We consider T = 0.3K. Both the
plots for an anisotropic material and a metamaterial one are
tunned between the curves for a flat isotropic material and a
isotropic material in conical shape.
where µ is the chemical potential, T is the temperature
and f0 is the Fermi-Dirac distribution. We express the
energy scale in units of temperature. We depict the Hall
conductivity versus the magnetic field in Fig. 8 and ver-
sus the chemical potential in Fig. 9. In the Fig. 8, we plot
the Hall conductivity versus the magnetic field intensity.
The profile of the Hall curves modify significantly: more
plateaus are introduced due to the degeneracy break of
the Landau levels and they move to higher magnetic fields
for an isotropic material in comparison to the flat sam-
ple. The curves for an anisotropic material as well as for
a metamaterial one are tunned in between. In Fig. 9,
it is depicted the Hall conductivity versus the chemical
potential and we observe the profile modifications of it
with the plateaus moving to lower values of the chemical
potential. Again, the curves for an anisotropic material
as well as for a metamaterial one are tunned in between.
In addition, it should be noted that the inclusion of the
curvature in the system enhances the Hall conductivity
in comparison to the case where we have a flat sample.
The general picture on how the anisotropy on the geo-
metric induced potential is going to affect the Hall system
in a conical background can be investigated elsewhere,
starting from the studies in Ref. [9], where the authors
have carried out the investigations for ordinary isotropic
materials.
V. CONCLUDING REMARKS
In this contribution, we have addressed a variant of the
problem concerned to the motion of a quantum particle
constrained to move on a curved surface. We have em-
ployed the thin layer approach introduced by da Costa
[6]. By considering the anisotropic effective mass for bal-
FIG. 9. Hall conductivity versus the chemical potential on a
cone. We consider B = 3T . Both the plots for an anisotropic
material and a metamaterial one are tunned between the
curves for a flat isotropic material and a isotropic material
in conical shape.
listic electrons, we have showed that the geometric po-
tential changes from the attractive to the repulsive one
in some cases, which in turns impact significantly the
problems already addressed in the literature for common
isotropic materials. The questions we posed here seems
to be simple but we intend to call attention to the works
in this field from now on: given the vast possibilities
by considering the effective mass theory, new theoretical
works should consider variants of the thin layer approach
in order to incorporate not only isotropic materials in
such investigations, but also the anisotropic ones. The
anisotropic mass may have important impact in many
other features explored in these curved 2DEG.
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