The location of seismic events can be improved if accurate picks can be assigned for later seismic phases, which requires both the detection of an arrival and the recognition of its character. Such phase identifications are particularly valuable if they can be provided in real-time as the seismic disturbance passes across a broad-band seismic recording station.
INTRODUCTION
The vector recording of surface motion achieved by a broadband seismic recording system includes a wealth of information about seismic noise and the character of seismic arrivals. The procedures for phase detection and characterization described in this paper are based on the simultaneous use of a number of different simple schemes, based on the physical character of the seismic arrivals, which can be applied in real-time to a three-component record. The combination of several different pieces of information provides a good basis for the identification of many different classes of phases.
The first step is to devise a detection system that will find the onset of a seismic wavetrain against the background of microseismic and cultural noise. For broad-band records such detections can be achieved by using a modification of the common procedure in which the local behaviour is compared to a longer term trend, for example by declaring a trigger when the short-term average of the trace energy (STA) reaches a certain fraction of the long-term average of the trace energy (LTA). In order to cope with the variations in frequency content along the record, the effective windows in the averaging process are chosen in an adaptive manner depending on the local frequency content.
Once a P wave has been detected it is desirable to recognize and identify later phases, even though this needs to be done against the background of the P-wave coda. With conventional three-component recordings, the orthogonal components are directed vertically, north-south and east-west, and so polarization purely along one component is fortuitous. Nevertheless, we know that the vector properties of a P wave are relatively simple, and not affected greatly by interaction with the free surface. It is therefore possible to obtain quite good estimates of apparent azimuth and angle of incidence from an extracted phase. For S waves, we expect both vertically and horizontally polarized energy to be produced by the source, so any analysis based on the assumption of a single wave type at any time is likely to be misleading.
Even when we do not know the direction of arrival of the energy we can make use of intrinsic properties of the wavefield to start to refine the assignment of seismic phases. For distant events, P waves appear dominantly on the vertical component,
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and S waves in the horizontal plane. We can therefore consider a P-wave detector based on a measure of the proportion of energy on the vertical component and an S-wave detector based on the proportion of energy in the horizontal plane. Such detectors can be profitably coupled to the STA/LTA detection procedure to provide a range of detection procedures with focus on a specific class of phases.
A further property of the seismic record which can be used to indicate the onset of a new phase is a change in the frequency content of the seismogram. Such a change may be either the arrival of fresh high-frequency energy, as in the onset of the P wavetrain, or a later phase, such as SS or shearcoupled PLwith a lower frequency than the coda of preceding phases. Monitoring the dominant local frequency of the waveform through the use of pattern recognition techniques can help to pick up the lower-frequency arrivals. The onset of small high-frequency arrivals can often be enhanced by the use of a measure based on the complexity of the seismogram.
THREE-COMPONENT ANALYSIS
With a seismic array it is possible to estimate the instantaneous azimuth and slowness of an arrival, based on the assumption of a plane wave crossing the array, and so gain some immediate hints as to the likely character of the associated seismic phase, particularly where three-component information is also available. For example, on the regional arrays of the NORESS type the detection of Sn is carried out on an incoherent horizontal beam and confirmed via a phase-velocity analysis (see e.g.
Mykkeltveit et al. 1990).
A single three-component record contains a good deal of information about the propagation path, but information on azimuth and slowness can only be extracted based on some model of the instantaneous character of the wavefield. Different results will be obtained for the azimuth of propagation depending on whether the assumption is made of a P wave, an SV wave or an SH wave, and any estimate of horizontal slowness will be strongly affected by the way in which the azimuth is extracted.
Influence of wave type
We therefore need to define the expected behaviour for the different wave types, recognizing that they will have different patterns of interaction with the free surface. We will consider a medium with surface wavespeeds of a. for P and Po for S, and assume that the azimuth of propagation is 4 and that the angle of incidence is i for P waves and j for S waves. The connections between these angles of incidence and horizontal slowness are then given by Snell's law:
for P waves, ps=sin j/Po for S waves.
For an incident plane P wave with amplitude P, the three components of the surface displacement including free-surface effects can be written in the form z= -a,q,C,P,
2)
where q,=cos i/ao is the vertical slowness for the P wave at the surface. C l , Cz are slowness-dependent quantities representing the effect of free-surface amplification on the P-SV wave system: with the vertical S-wave slowness qa =cosj/Po. The presence of the factors C1, C , in the free-surface displacements means that estimates of incidence angle based on the ratio of the vertical and radial components are distorted and tend to approximate the behaviour for lower wavespeeds at the surface than are actually present.
The situation for plane SH waves is simpler because there is complete reflection at the free surface with no conversion; the surface displacements for a wave of amplitude H are z=o, N = -2 sin#H, E = 2 cos 4 H . (2.5)
For both a P and an S V wave, the apparent azimuth t,b estimated by tan-' ( E / N ) will lie along the true azimuth 4, but for SH waves t,b will be displaced by 90" from the true azimuth. Although the free-surface amplification effects are rather complex, Kennett ( 1991) has demonstrated that the inverse relation for correcting back to the amplitudes P, S and H in an infinite medium is comparatively simple. These inversion formulae can be applied to three-component records when the azimuth is known so that an initial rotation can be made in the horizontal plane to radial (R) and transverse ( T ) components: R = N c o s 4 + E sin&,, T= -N sin 4-t E cos 4, (2.6) where 4 is the azimuth from north.
The correction for the effect of the free surface then rests on the assumption that an adequate model of the wavefield at any instant is a plane wave with a single slowness p but a mixture of P, SVand SH characters. From the vertical component Z , radial component R and transverse component T the amplitudes P, S, H can then be found as The transformation coefficients are relatively slowly varying functions of slowness p for the small slownesses appropriate to teleseismic arrivals (see Fig. 1 , Kennett 1991) . A reasonable estimate of the relative proportions of P, SV and SH waves can therefore be made for teleseisms without knowledge of a precise slowness value. Such a decomposition into wave-type components can be quite helpful in assigning a phase identifier to a particular arrival.
For a P wave the apparent angle of incidence I at the surface can be found from the behaviour in the vertical plane by constructing tan-' ( R / Z ) to give 8) so the apparent angle I will be systematically smaller than the true angle i. The models of the wavefield for the different types of planewave propagation now enable us to define suitable measures of the wavefield, which we can expect to have some degree of specificity for different types of arrival. For distant events for which the slowness is small, the P waves will appear dominantly on the vertical component, with little expression in the horizontal plane, whilst S waves will be largely confined to the horizontal plane. We therefore construct three measures of the energy on the traces: the vertical component energy the energy in the horizontal plane HE = N Z + EZ, which do not depend on any knowledge of the azimuth of the arrivals.
In Fig. 1 for slownesses less than 0.12 s km-', a range which encompasses both far-regional and teleseismic arrivals. For the same slowness range, we can recognize SV-wave arrivals when and the dominance of horizontal energy will be reinforced by the presence of SH waves. For regional to far-regional S arrivals, the energy patterns are complex with commonly significant energy on both the vertical and tangential components. P-wave arrivals at regional distances show significant energy on the horizontal component and can often be recognized by simultaneous vertical and horizontal energy with VE>0.35E3, HE>0.5E3. (2.11) Kennett (1993) has shown the value of such simple energy measures for three-component data in a study of the distance dependence of the amplitudes of regional phases. Booker & Mitronovas ( 1964) had previously used a three-component energy measure in a study of amplitude ratios on short-period instruments of the LRSM network.
Adaptive phase detection
Tong (1995) has described an automatic analysis system for seismic traces based on the use of pattern recognition techniques. The segmentation of the trace in this procedure provides a good estimate of the local dominant frequency. For three-component records this context-sensitive analysis is applied simultaneously to each of the three components, and a robust estimate of the local frequencyf, is provided by the average of the values for the different components. This timevarying dominant frequencyf, is then used to guide an adaptive phase-detection scheme.
The detection scheme is based on the use of the STA/LTA ratio technique (see e.g. Earle & Shearer 1994) in which the local behaviour is compared to a longer-term trend, by declaring a trigger when the short-term average of the trace energy (STA) reaches a certain fraction of the long-term average of the trace energy (LTA).
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Adaptive STA and LTA measures
Rather than use an explicit time-window for the calculation of the STA and LTA measures, we follow Tong (1995) and use instead an approach of continual updating, based on the unpublished work of Dr Horiuchi at Tohoku University. We will illustrate the process for the total energy E,: at each time step we increment the STA and LTA values as (2.12)
The parameters Cs and CL are chosen to be smaller than unity and control the rates of attenuation of the contributions from preceding time steps, and thus the effective length of the STA and LTA windows. We take this window to be the time interval before the influence of a sample drops to one-tenth of its original value. For a local frequencyf, we choose the STA parameter Cs so that the effective window matches the dominant period:
where At is the sampling interval. The LTA window is chosen to be 12 times as long as the current STA window, so
(2.14)
We declare a detection trigger when the ratio D = S/L of the STA and LTA measures exceeds a pre-specified value.
In the application of this approach to three-component records, the LTA measure is calculated for the total energy E, (i.e. the sum of the contributions from the three components), while STA terms are calculated for the energy on each of the 2, N and E components as well as for the horizontal energy HE, and the total energy E,. This gives a set of five different STAILTA triggers, which not only can be used to detect phases but also give an indication of their character via the combination of triggers that are activated, using the energy relationships for P and S waves we have discussed above.
Adaptive noise filtering
A useful complement to the phase-detection procedure we have just described is to make use of selective frequency filters. We keep track of the local dominant frequencyf, as a function of time, and once a P-phase detection is declared we use the dominant frequency f, in the interval just before the detection to characterize the background noise for the particular set of subsequent arrivals. We then employ real-time filtering to produce two sets of three-component traces:
(1) a high-pass (SP) band with a corner frequency of 2fn (implemented via recursion equivalent to a fourth-order Butterworth filter);
( 2 ) a low-pass (LP) band with a corner frequency of O S S , (implemented via trace smoothing and equivalent to a second-order Butterworth filter).
Such a separation into higher-and lower-frequency components is more flexible than using a fixed SP and LP band response on either side of the microseismic peak. The realtime filter approach can cope with a wide variety of types of noise of different frequencies.
The set of five STA/LTA phase detectors are also applied to the high-pass and low-pass filtered data to enhance the possibility of further phase detections and also to provide a check on the results from the raw broad-band records.
Phase attributes
Following the detection of an arrival on any of the threecomponent sets (high-pass, low-pass, broad-band) we endeavour to extract as broad a range of phase attributes as possible, and also utilize the information on phase character contained in the energy triggers.
For every phase detection, the original three-component waveforms are analysed. The time of the first onset is picked, and an adaptive window around the maximum amplitude on any component following this onset is used to extract a vector to parametrize the phase-a 'phase vector'. This phase vector is constructed to represent the average behaviour over a quarter-cycle of the dominant period, and is then represented in terms of an amplitude component and a unit vector (z, n, e) with z2+n2+ez=1. The apparent azimuth angle $ can then be estimated by tan-' (n/e) and an apparent incidence angle in the vertical plane for P waves z can be found from c0s-l ( z ) . The azimuth estimates are better for P waves (commonly within 10') than for S waves, because of the complex polarization pattern for S arising from the interactions of SH and SV waves.
At the beginning of the seismic wavetrain, the dominant contribution comes from the P wave, and thus it is not unreasonable to adopt the model of just an incident P wave to try to estimate the azimuth of the arrival. We have found that an effective procedure for a short interval after the first P detection on a broad-band record is to find the azimuthal angle that minimizes the ratio of the transverse to the radial components in a weighted average over a time interval of 2-5 s. The weighting scheme is based on the total energy content at each time step. With an azimuth sweep at lo" intervals, it is possible to recover the azimuth to within 10-20" when the noise level is reasonable. This provides a useful check on the estimate from the phase vector.
Energy, S and P indicators
In addition to the use of energy measures for phase detection triggers it is useful to monitor the vertical energy VE, horizontal energy HE and total energy E, distributions as a function of time to provide an insight into the physical character of the parts of the seismogram that are not sufficiently energetic to provide a phase trigger. We define simple indicators of wave-type character,
which will be useful for teleseismic waves and often for far-regional events (particularly for 9).
We have noted above that regional P arrivals are associated with significant energy in both the vertical and horizontal planes; such arrivals can be recognized by their simultaneous presence on both 9 ' and 9. A similar pattern occurs for other arrivals such as PP out to 30" because, once again, the propagation has been confined to the shallower structure and the incidence angle to the vertical is large.
Such wave-type indicators can be applied to the original records or to the real-time filtered versions, and also directly in conjunction with phase detectors. applied to the trace as a whole or to the portions of the waveforms following a detection trigger.
A complexity measure
Small high-frequency onsets in the presence of much larger noise are often quite difficult to pick up automatically, even with high-pass filtering, whereas the eye uses a change in frequency as an indicator of the presence of a phase. A convenient procedure which can indicate an increase in the complexity of the seismic trace corresponding to the arrival of higher frequencies is to work with a difference trace in time.
The length of the trace between successive time samples is monitored as a function of time Y(t) and the envelope of this difference trace gives a good indication of the onset of higher-frequency disturbances. The behaviour of the envelope can be tracked automatically by applying an STAILTA detector approach of the type we have previously described with a trigger when the detector %? exceeds a certain level. The detection of a change in the complexity of the seismogram can be very effective in picking high-frequency arrivals at regional distances, which are commonly characterized by a slow decline in frequency content in the coda after a very highfrequency onset. The complexity measure also will indicate extraneous sources of noise, due, for example, to vehicles or other cultural activities, which are typically of compact duration and have a different frequency content from natural arrivals.
ANALYSIS OF BROAD-BAND RECORDS
We will consider the application of the three-component analysis techniques discussed above to seismograms from the Northern Territory of Australia, which is well placed for events at a wide range of distances in azimuth from the seismic belt to the north and east of Australia. We illustrate the techniques for a number of broad-band records from the Warramunga array (WRA) and from portable instruments installed within 300 km of WRA on the Tennant Creek inlier.
This set of broad-band records shows a variety of noise conditions and signal-to-noise ratios and enables us to examine the value of the processing techniques in a range of environments. The chosen events represent propagation paths of rather different characters and provide a useful comparison set for phase-identification techniques.
We will illustrate aspects of the phase-recognition techniques by reference to the different events, and will compare the way in which the various techniques contribute to an understanding of the wavefield. The combination of several different measures of wavefield character can then help to provide a guide to the nature of the arrivals along a three-component record.
Even though the natures of the events are known, we apply the range of techniques without specific tuning, so that we can judge how they would perform in a real-time application.
Broad-band detection
We illustrate the direct application of detectors based on energy measures to event A in the Kermadec islands (see Table l ), a moderate-size event (mb=5.6) at a range of 48" at a time when microseismic noise is relatively high (Fig. 2) . The upper panel of the display (Fig. 2a) shows the unfiltered three-component broad-band records. The expected arrival times for the major phases calculated using the imp91 tables (Kennett & Engdahl 1991) are indicated by arrows at the bottom of this panel. The second panel (Fig. 2b) shows the application of a set of five phase detectors based on the adaptive STA/LTA approach applied to energy measures, with windowing parameters derived by averaging the apparent local frequencies of the three components. These five detectors are based on the single-component energies (i) V,, (ii) N2, (iii) EZ, the energy in the horizontal plane (iv) HE and (v) the total energy. The phase detections based on the adaptive STA/LTA detectors applied to this set of energy measures do an effective job of extracting the main arrivals for this Kermadec event (Fig. 2b) . The P onset is very clear, as also is PP. As might be expected, the steeply incident arrival PcP is most evident on the vertical component. The S arrival and also the ScS phase can be recognized through the increase in energy in the horizontal plane. The long-period arrival following S is the shear-coupled PLphase which is often easier to recognize than S itself.
For comparison, in the bottom panel (Fig. 2c) we show the result of applying single-component adaptive STA/LTA detec- In particular we note the influence of the higher frequencies present on individual components, which lead to a plethora of minor phase indications. In consequence, when we seek to identify the main phase arrivals it is advantageous to use the three-component measures of Fig. 2b rather than single-component detections.
Extraction of phase characteristics
In Fig. 3 we illustrate the extraction of phase characteristics by using noise-adaptive filtering techniques. The upper panel (Fig. 3a) once again shows the unfiltered broad-band records together with the arrival times for the major phases predicted from the imp91 traveltime tables. The next panel (Fig. 3b) shows the low-pass-filtered traces generated by the noiseadaptive filtering procedure, together with STA/LTA detectors for the three low-pass-filtered components (Z,N,E). The arrows indicate where phase detections have been made. For each phase detection the phase vector is extracted as discussed in Section 2.3; the relevant waveform segments are analysed in Fig. 3(d) . In Fig. 3 (c) the high-pass-filtered traces are displayed for each of the three-component traces, along with the equival-
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noise-adaptive filtering are shown in Fig. 3(d) , together with the amplitude and normalized phase vector and the estimated azimuth. The longer dashed lines outline the portion of the waveform from which the averaged amplitude and phase vectors were constructed. The solid line indicates the component on which the detection was made. The extracted phases 1-5 have P character with a high proportion of energy on the vertical component, as does the isolated arrival phase 8. Phases 6,7 and 9 display the energy characteristics expected for S waves. The azimuth estimates extracted from the P arrival [phase I] and the shear-coupled PLarrival [phase 61 are close to the great-circle azimuth of 284". As we have seen from Fig. 2 , we can obtain effective phase detections directly from unfiltered broad-band records, but if we want to extract further information on the phase attributes, for example the azimuth or apparent angle of incidence, we need to remove the main noise component in order to stabilize the shapes of the relevant waveform segments. ent STA/LTA detectors. The numbering of the phase detections in Fig. 3(c) is linked to Fig. 3(b) , so that the sequence is in order of arrival time.
The bottom panel (Fig. 3d) shows the waveform segments corresponding to each detection, denoted by L or H depending on the traces from which it is was derived, together with the amplitude and normalized phase vector. The apparent azimuths for each phase detection are displayed with each waveform time interval.
For this Kermadec event, the overlap of the S frequencies and the noise makes it difficult to eliminate the noise without major loss of signal in the low-passed records (Fig. 3b) . Nevertheless, we can detect the shear-coupled P L arrivals (phase 6), and there is a suggestion of converted P precursor to S with significant energy on the vertical component. The P arrival is particularly clear on the high-passed records (Fig. 3c) , and the onset [phase I] is followed by a detection on the lowpassed records [phase 21. The PP phase segment can be extracted from the low-passed record. For shallow events at distances beyond 30" there is usually little high-frequency S, so the phases extracted from the high-passed records are usually of P character. The phase detection [phase 83 on the vertical component after the weak S arrival does not have a clear association with the event.
The waveform segments extracted for analysis following the 
Energy-related measures for phase character
In Fig. 4 we show an illustration of the application of energyrelated measures of phase character B and Y for the threecomponent wavefield for event B (Table I) , an intermediatedepth event in Vanuatu at an epicentral distance of 32.3". The upper traces (Fig. 4a) show the unfiltered broad-band records together with the phase arrival times for the imp91 model, and beneath we show traces designed to give a visual indication of the P and S characters on the wavetrain. We note the benefit of broad-band recording because of the substantial difference in frequency content between the high-frequency P wave and the S wave with frequency of about 0.25 Hz.
In the middle panel (Fig. 4b ) the P indicator is displayed character can be recognized by the simultaneous presence of B and Y as in (2.11). The PcP indication is very clear and can also be picked up from the change in frequency content of the vertical component. Even in the S train, the P energy indicator draws attention to features which might otherwise be missed, such as ScP. The S energy indicator also performs quite well in flagging the major arrivals.
when the 9 measure averaged over a 2 s interval is non-zero. The intensity of tone represents the size of 9 and the display is modulated by the square root of the total energy in order to give a measure of the significance of each arrival. The S indicator is displayed when 9 ' averaged over a 2 s interval is non-zero. Once again, the intensity of shading indicates the size of 9 ' and the display is modulated by the square root of the total energy to show phase arrivals. The lower panel (Fig. 4c) displays the direct values of the 9 and Y measures as a function of time.
The P and S indicators perform well for this intermediatedepth event (Fig. 4b) . The B indicator is just triggered soon after the onset of S, which gives a faint registration on the P trace. It is interesting to note that the high-frequency coda immediately following P has a largely S character. The PP arrival is picked up successfully by the P indicator despite a much shallower angle than P-the shallow propagation 3.4 Approximate corrections for free-surface effects
In Fig. 5 we show a display of estimates of the P-, W and SH-wave components in the wavefield for the intermediatedepth Vanuatu event used in Fig. 4 , after approximate correction for free-surface effects. The rotation used is for the greatcircle azimuth. Two separate sets of estimates for the P-and SVwave content using (2.7) are shown:
(1) for a typical P-wave slowness of 8.5 s deg-'; (2) for a typical S-wave slowness of 15.0 s deg-'.
These slowness values have been chosen to be suitable for the distance span associated with a range of events from farregional through to teleseismic. Because the corrections are fairly slowly varying functions of slowness the choices for the generic slownesses are not critical. 
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The wavefield decomposition (Fig. 5b) has been reasonably successful for separating the P and SV components, especially for phases such as PP, which is prominent whichever of the slowness values is considered. An unexpected result is the separation of the clear S-wave arrival into two parts with separate S V and P-wave characters, which is echoed to some extent in the energy measures; this may represent near-receiver conversion, but we note that the SH arrival is also doubled.
Complexity measure
This display illustrates the use of the complexity measure introduced in Section 2.4 for a regional arrival from the Banda Sea (event C-Table 1) in the presence of large-amplitude microseismic noise. The upper traces CFig. 6a) display the unfiltered three-component broad-band records in which the P onset can be discerned by the change in frequency content. In the second panel (Fig. 6b) that this simple procedure gives a very clear indication of the onset of P without any filtering, and the arrival of the S wavetrain leads to a second trigger. The considerable residual between the observed arrival and the time estimated from the iasp91 tables is characteristic of the fast cratonic paths from the Banda Sea region to sites in northern Australia.
DISCUSSION
The phase identification tools that we have discussed in this paper have been applied to previously recognized events, but give an indication of the power of energy-based measures, even when the direction of arrival is unknown. All of the techniques are simple and can be directly applied in real-time as the seismograms are being recorded. We have illustrated the different techniques with records that span a range of distances, and show the cumulative power of using a number of different criteria, each of which helps to indicate the character of a phase arrival. We have taken advantage of the estimation of the local frequency content derived from the pattern-recognition procedure of Tong ( 1995) which can be extracted as a record unfolds to both give information on the character of arrivals and to guide a variety of adaptive processing steps.
From the application of the various procedures to a wide range of events ranging from regional to far-teleseismic distances we can draw some general observations on the effectiveness of the different methods. The use of multiple STA/LTA phase detectors based on the energy distribution across three-component records works well except when the main signal is buried in microseismic noise or the coda of a preceding event. In such cases, effective phase detection can nearly always be made from the use of the simple complexity measure introduced in Section 2.4.
The utility of the STA/LTA detections for phase characterization can be enhanced when the energy detectors are combined with selective filtering to suppress the dominant noise source. The use of adaptive windows for the STA and LTA calculations based on the local dominant frequency gives very good results for broad-band records, even when there @re large variations in frequency content along the trace. Recognition of the P onset and identification of P character is normally very good indeed. Later P phases can generally be well characterized for events beyond 20", although good results can be obtained at far-regional distances when the signal-to-noise ratio is above 2 : 1. Characterization of S arrivals works well for teleseismic events, using the low-pass-filtered records. For shorter distances, a strong signal is needed before unambiguous identification can be made.
The very simple S-and P-wave indicators provide a useful basis for phase classification, and do not depend on knowledge of the azimuth. They can be used effectively on the unfiltered broad-band records when the background noise is not too large, but can also be usefully applied to either the low-passed or high-passed records. The complexity measures are also independent of the azimuth of the arrival and can be applied directly to individual components or to energy traces. They are very effective indeed at regional and far-regional ranges, but tend to be slightly less effective beyond 40" as the frequency of the P and S arrivals is reduced by the influence of anelasticity during their passage through the Earth. The complexity measure can work well, even where there is a very high noise level, as we have seen in Fig. 6 , provided that there is some degree of separation between the frequency content of the arrivals of interest and the main energy on the traces.
In many cases a reasonable estimate for the azimuthal direction of the incident P wavefront can be obtained from a P detection, and this can then be used to help to explore the character of the wavetrain that follows. We have illustrated the use of generic slownesses to extract information on the relative contributions of P and S waves to the three-component seismograms, as the wavetrain arrives. The use of generic slownesses has proved to be effective for teleseismic events, especially when the signal-to-noise ratio exceeds 2 : 1. When specific information is available about the location of the event it is possible to improve on the technique we have used to generate the wavefield contributions by approximate removal of the effects of the free surface. P, W a n d SH estimates can be derived using a linear sweep in slowness in time from the value for the P-wave arrival to the corresponding slowness for S at the expected arrival time. Such a procedure will certainly estimate the free-surface corrections incorrectly for steeply travelling waves like ScS, but is normally more realistic than the use of generic slownesses as in Section 3.
In this paper we have illustrated the use of the various tools as a visual guide to phase identification, but their obvious success suggests that it will be worthwhile to begin to develop a set of 'rules' for each major class of arrival as a function of epicentral distance. For example, a simultaneous detection trigger of V, and E3 is a good indicator of P character for a phase, particularly if the B indicator at the time of onset is also positive. For S phases, a simultaneous detection on HE and E3 can be an effective indicator linked to the S measure. At regional distances, a detection on the complexity measure can be coupled with phase character indicators applied to the high-pass-filtered records to distinguish P and S. Since we do not know in advance what class of arrivals to expect, we need to use a number of different procedures to ensure that we have the best chance of characterizing a phase. The process of developing satisfactory phase 'rules' will be helped by utilizing broad-band theoretical seismograms including a full range of arrivals such as in the complete ray expansion procedure of Clarke (1993) .
