Existing work for action recognition from depth sequences focus on modeling the dynamics of various actions. In this paper, we tackle the problem of 24 hours-monitoring patient actions in a ward, where temporal movements can be significant or subtle, and their relative positions to scene layout and body postures become important cues, such as "lying on the bed", "stretching an arm out of the bed", "falling out of the bed". To address this problem, we propose a kinematic-aware random forest method to maximize the discriminative power of depth image representation, which takes into account both spatio-temporal appearance by a pre-trained CNN and additional kinematic prior (e.g. layout, skeleton) information. We integrate the additional information in the split functions to guide the learning process, i.e. the spatio-temporal appearance feature selection, by directly measuring the uncertainty of kinematic information and closing the gap between posterior class distributions given the kinematic prior and the appearance features. This additional information is not required for test data, thus called "privileged information prior". The learned relationship from the kinematic space to the appearance space helps maximize class separation of both static and dynamic actions. The inferred class label distribution is further refined by enforcing the consistency across frames. Experimental evaluations on our new dataset and Cornell Activity Dataset demonstrate that our method significantly outperforms various state-of-the-arts.
Introduction
The recent emergence of cost-effective and easyoperation depth sensors have opened the door to a new family of methods [28, 52, 56, 23, 22, 13, 15] for action recognition from depth sequences. Compared to conventional color images, depth maps offer several advantages: 1) Depth maps encode rich 3D structural information, including informative shape, boundary, geometric cues of a human body and an entire scene. 2) Depth maps are insensitive to changes in lighting and illumination conditions that make it possible to monitor patient/animal 24/7. 3) It is invariant to texture and color variations, which eases the task of human detection and segmentation.
These advantages have promoted the fast pace development of depth-based techniques for action recognition. A number of spatio-temporal representations [19, 28] have been proposed to handle the challenge of depth discontinuities, noise. When human skeleton can be estimated from depth sequences, recent approaches resorted to selecting the informative points around skeleton joints [47, 49] . The above methods are not well suited to either static actions or difficult body poses with severe occlusions. Solving the task of action recognition and pose estimation jointly [60, 58, 27, 10] has attracted attention as they are closely related tasks for understanding human motion. They perform both pose and action recognition at testing, in which accurate action recognition is conditioned on reasonable pose estimation. More recently, Fouhey et al. [9] and Delaitre et al. [6] show that the coupling between human actions and scene geometry provides a strong cue for scene understanding. Inspired by this observation, we aim to capture the static action appearance by exploiting kinematic information (e.g. room layout, body skeletal parts). Considering that this kinematic information, in particular the skeletal parts, is difficult to obtain in our scenarios (e.g. when the person lies on the bed), we seek to formulate this information as privileged knowledge [54, 40] that is only required during training. At the testing stage, we directly apply our method to raw depth sequences.
In order to investigate these issues, we study the problem of action recognition in the scenario of monitoring patient behaviors in a ward by a depth camera. We collect a new dataset (PATIENT) in this scenario. Compared to the conventional action recognition tasks [52] , actions of patients contain both subtle (e.g. "lying on the bed", "stretching an arm out of the bed") or notable temporal movements (e.g. "falling out of the bed"), as shown in Fig. 1 . In this paper, we propose a model that incorporates both the kinematic information and the spatio-temporal depth appearance cue by treating the kinematic prior as the privileged information in the training stage. The privileged kinematic information mainly comes from two sources: (1) the scene layout of the monitored environment; (2) human skeleton or key points. The scene layout cue reveals a geometric relationship between scene layouts and human actions. For example, "lying on the bed" implies the overlap area between a human actor and bed; "writing on a whiteboard" indicates the relative position of a human actor. The skeleton cue provides the location and kinematics of human body. The privileged knowledge is exploited to preserve the coherence among geometry, kinematic structure and depth appearance, which aims to enhance the discriminative power of appearance cue for action classification. The learned model can better explain the depth evidence to correctly recognize the action, especially for those more static actions. However, this additional information and its estimation are not required for test data. (except the smoothing in Sec. 3.3) Specifically, we propose the kinematic-aware random forest for depth-based action recognition by encoding the privileged information in the training stage. This information is formulated in two ways to guide the learning process both explicitly and implicitly: (1) Our method directly measure the uncertainty of kinematic information by embedding the statistics of layout-skeleton and skeleton-skeleton to a split criterion. This term learns the regression aspect of the random forest to improve feature selection for the class separation. (2) This kinematic information can also be considered as input feature vectors to train a separate prior forest. Data samples (i.e. depth images) are weighted to implicitly close the gap between the posterior class distributions of the kinematic cue and depth appearance features. We evaluate our approach on the proposed PATIENT dataset and Cornell Activity Dataset. The extensive experiments demonstrate that our approach provides more accurate results compared with the state-of-the-art methods.
In summary, this paper makes the following major contribution:
• We study the problem of 24 hours-monitoring patient actions in a ward, where action classes are defined by both temporal movements (can be notable or subtle) and layoutskeleton information, in depth sequences. We collected a new dataset to tackle both static and dynamic actions in this scenario.
• We propose the kinematic-aware random forest method to improve the discriminative power of the depth appearance features by encoding the privileged information.
• We use Conditional Random Field (CRF) to further enforce the consistency of the information among frames in a video sequence, which helps improve action classification.
Related Works
In this section, we review prior work on depth-based action recognition and Random Forest with Information Prior. We discuss the difference between our model and relevant techniques.
Depth-based Action Recognition
Color and texture are precluded in depth sequences, which enlightens the existing work to explore the following information cues in depth sequence: Spatio-temporal Cue. Spatial cue captures the information about the static appearance of a frame. Temporal cue conveys the movement of the observer or objects in the form of motion across the frames. These two cues are usually encoded together as a spatio-temporal representation. The interest point detection and description has been widely stud-ied [41, 29, 31 ] to provide a reliable feature for describing humans, objects or scenes. The spatio-temporal interest points (STIPs) are widely studied [19, 7, 50, 20, 14] to provide a compact representation for activity or event recognition. These conventional RGB-based methods could not perform well on depth maps [7, 45, 51, 19] . Therefore, recent efforts [46, 42, 52, 62, 21, 28, 56] has been devoted to developing reliable interest points and tracks for depth sequences. The interest points are extracted from lowlevel pixels [21, 26, 1] and mid-level parts [63, 22, 32] . Apart from using local points, a holistic representation [57, 42, 21, 46] is recently becoming popular as it is generally effective and computationally efficient. Yang et al. [57] extracted Histograms of Oriented Gradients (HOG) descriptors from Depth Motion Maps (DMM), where the DMM are generated by stacking motion energy of depth maps projected onto three orthogonal Cartesian planes. Wang et al. [48] defined Hierarchical Dynamic Motion Maps (HDMM) by using different offsets between frames and by extracting CNN features from them. Skeleton/Pose Cue. Pose estimation is beneficial for understanding human actions [58, 10] , while action recognition can also facilitate 3D human pose estimation [60] . The joint modeling of action and pose has been studied on RGB data [27, 39, 24, 2, 8, 55] . They perform pose estimation at testing stages, which either helps further action recognition or is helped by prior action recognition. In either case, accurate pose estimation at testing is aimed. A well trained skeleton tracker can provide a high-level cue for depth sequences. Skeleton joints have been suggested by [47, 53] for alleviating ambiguities in action recognition. Jiang et al [47] represent the interaction between the human body parts and the environmental objects with an ensemble of human joints based feature. Skeleton joints have also been used to constrain the dictionary learning based feature representation [23] . Although they are a good representation, the estimated 3D joint positions are not always stable due to the noisy depth maps [61, 43] . Zanfir et al. [61] present a representation that captures not only the 3D body pose but also differential properties (i.e. speed, acceleration). Wang et al. [43] consider the best-K joint configurations to reduce the joint estimation errors. Layout Cue. Scene layout provides a geometry information about visible surfaces of object, wall, floor, and ceiling [12, 44] . Fouhey et al. [9] and Delaitre et al. [6] show that by observing human behavior, a strong correlation can be found between human actions and properties of a scene and its objects. Similarly, Savva et al. [33] observe and track people as they interact with the environment using RGB-D sensors. These methods aim at improving the estimates of 3D scene geometry.
Most previous studies focus on representing and modeling the temporal dynamics of human actions. While some works [11, 34, 3] has attempted to learn spatial cue to capture the static appearance for color images, it is still not straightforward to generalize them for depth images. In this work, we propose a new dataset to explore representations and learning schemes for recognizing more static human actions from depth sequences. We aim to capture the static action appearance by exploiting kinematic information (e.g. layout, skeleton), as privileged knowledge [54, 40] that is only required during training. We do not need the accurate estimation of kinematic information at the testing stage.
Random Forest with Information Prior
Standard forest approaches make the assumption that the output variables are independent over the parameter space. Conditional regression forest was presented by Sun et al. [36] and Dantone [4] , which demonstrate that the incorporation of prior information (such as human height, head pose) can enhance the dependency between output variables and latent variables, resulting in more accurate predictions. Similarly, Dapogny et al. [5] and Pham et al. [30] utilize expression prior and crowdedness prior respectively to reduce the variability within classes. Our method differs from existing conditional forests in that most of them exploited prior to model the probability functions over the leaf nodes, we utilize the prior information at the split nodes while growing trees.
Learning using privileged information (LUPI) [40] shares a similar spirit to utilizing additional information at the training stage. This information is only available during training, which provides better explanations of the data. Tang et al. [38] use additional synthetic data to establish associations with realistic data. Yang and Patras [54] exploited the discrete additional prior explicitly to improve the quality of decision trees. Our method incorporates continuous information to guide the learning process both explicitly and implicitly.
Kinematic-aware Random Forest
The goal of our model is to learn a reliable model for identifying both static and dynamic actions. We utilize the additional kinematic information, constructed by layout in-formation [12, 9] and human skeleton joints [64, 47, 49, 22, 23, 53 ] (see Sec. 3.1) when training the forest. The proposed method (see Sec. 3.2) does not rely on the kinematic information at the testing stage considering the fact that securing both information is not often easy. The learned model provides a good compromise between kinematic information and appearance cue and can be further smoothed in the spatio-temporal domain (see Sec. 3.3).
Kinematic Information Prior
We consider scene layout planes and human skeleton points as the additional prior information in our method. Scene Layout Cue. There exists a strong physical and functional coupling between human actions/poses and the 3D geometry of the scene [9, 6] . We define a descriptor for each frame t, d L t by a 3D displacement vector between scene layout planes
where
, p p (t) is a 3-dimensional vector whose entry corresponds to its x, y and depth value andp L l is a projection of p p (t) to the plane L l , respectively. We defined the number of layout planes L and skeleton joints P(t) differently for each environment, depending on the difficulty to obtain the information. In PATIENT dataset, we define a bed plane as L, as in Fig. 2 (a) and one head point as P(t). In this dataset, skeleton joints are not reliably given to us since humans always lie, sitting back or standing back. Also, we define left wall, right wall, mid wall, ceiling, floor as L, as in Fig. 2 (b) and 15 point skeleton joints as P(t) for the CAD60 dataset. This layout cue provides information on how humans interact with their environments. Some actions, such as "sitting" and "lying", are supported by certain planes considering physical constraints. This layout information can be defined in different ways. (e.g. one might measure perpendicular distances of skeletal parts to the planes). Skeleton Cue. Inspired by [64] , skeleton cue is further encoded in three ways:
] is defined for ∀p ∈ [1, P ] to encode human offset information to their initial values i.e. t = 1. Skeleton cue can consider the spatial location of human body parts. Note that the skeleton cue is less informative in PATIENT dataset, since full-body skeletons are not obtained (as in CAD60 dataset).
Learning with Information Prior
At each frame I t (for brevity, we use I in this subsection), we extract frame-wise spatio-temporal depth appearance features A(I) by a pre-trained VGG-16 CNN architecture [35] on holistic depth images. Then we train a random forest F to learn a mapping from A(I) to class label c ∈ C with the aid of the kinematic information prior, K(I), which is only given at the training stage. The kinematic information prior K(I) is defined as follows:
Training Stage. Trained forest F is an ensemble of binary trees, containing two types of nodes: split and leaf. Split nodes decide its input I goes either to left child (if A(I) γ < t) or to right child (otherwise) according to its split function Ψ(A(·) γ , t) where A(·) γ denotes the γ-th value in the appearance feature and t is a threshold. Leaf nodes are terminating nodes, which store probabilistic distribution of class label c. Kinematic vectors K(I) can also be stored to use it for enforcing consistency across frames (see Sec. 3.3).
Trees are grown by deciding the split function Ψ(A(·) γ , t) recursively from the root node. At each node, the arrived input data I ∈ D is divided into two subsets D l and D r (D l ∩ D r = ∅) by a set of split function candidates {Ψ}. Among candidates, the one that maximizes quality function Q is selected as a split function Ψ * . We define three quality functions Q = {Q c , Q r , Q k }: Q c is a standard information gain for classification, Q r is a regression term on the kinematic information and Q k is a classification term on the posterior of kinematic information. Q r and Q k are designed to utilize kinematic information prior K(I) when splitting the node. One of the quality functions is randomly selected at each node split as detailed below:
• Action classification term Q c : This term measures the uncertainty of class label distribution in D l and D r . Standard entropy measure is employed to evaluate the quality of each split function Ψ and select the best one. Q c tends to select Ψ whose class posterior distributions, empirically class histograms in left and right child nodes: P(c|{A(I)|I ∈ D l }) and P(c|{A(I)|I ∈ D r }) have their peak.
• Kinematic regression term Q r : This term measures the compactness of the kinematic information Empirical class histogram becomes a class label distribution P(c|{A(I)|I ∈ D}) and weighting vector w is proposed to reduce the gap between P(c|{A(I)|I ∈ D}) and P(c|{K(I)|I ∈ D}) when splitting the node. Dotted green line represents P w * (c|{K(I)|I ∈ D}) that is our new posterior used for node splitting.
K(I)
in D l and D r for each split function Ψ by:
where Λ(·) = trace(var(·)) is the trace of variance operator in [38] . Assuming that kinematic information and action classes are correlated [9, 6, 64] , Q r select the Ψ whose D l and D r have coherent kinematic information, which can further faciliate data separation by their action class labels.
• Kinematic-aware classification term Q k : This term measures the uncertainty of class label distribution using both A(I) and K(I) in D l and D r . While trees are growing, since A(I) and K(I) are in different feature spaces, there is a discrepancy between two posterior class distributions: P(c|{K(I)|I ∈ D}) and P(c|{A(I)|I ∈ D}) at each node. We apply a weighting method that can reduce the gap between the two distributions and applied entropy measure on the modified class label distribution, i.e. class histogram using the weights (see Fig. 3(b) ). The posterior class label distribution given the appearance features, P(c|{A(I)|I ∈ D}) is obtained by averaging the class label distribution of the samples that are in the node as follows:
where I(c|A(I)) ∈ {0, 1} C×1 is a class indication binary vector, having 1 when c is equal to class label and 0, otherwise. The posterior class label distribution given the kinematic information, P(c|{K(I)|I ∈ D}) is obtained by growing another forest F K for each tree, using out-of-bag (OOB) sample's K(I) as input and summing responses by:
, where F K · denotes the average sum of leaf probabilities obtained from F K . To reduce the gap between the two posterior distributions: P(c|{K(I)|I ∈ D}) and P(c|{A(I)|I ∈ D}), we introduce a weighting method that can minimize the least square error between the two. The weighting vector w ∈ R |D|×1 decides each sample I's contribution for P(c|{A(I)|I ∈ D}), which is found by:
where the i-th row of A ∈ R C×|D| , A i ∈ R
C×1
corresponds to each i-th sample's class label distribution, the i-th entry of w, w i corresponds to A i 's weight and the j-th entry of b ∈ R C×1 corresponds to P(c = j|{K(I)|I ∈ D}), ∀j ∈ C. The closed form solution for w * is obtained by multiplying the pseudoinverse of A to b. As in the Fig. 3(b) , the weight for each sample becomes lower when its class has less importance in the K(I) space than in the A(I) space,
Find matrix A using I(c|A(I)).
Find vector b using P(c|{K(I)|I ∈ D}) by Eq. 6. Find w * by solving Eq. 7. Find P w * (c|{A(I)|I ∈ D}) by Eq. 8. Find Ψ * using entropy of P w * (c|{A(I)|I ∈ D}). end if No Information Gain on Ψ * then Make Leaf else Split D into D l and D r using Ψ * . end while becomes higher when its class has higher importance in the K(I) space than in the A(I) space. Weighted samples generate new posterior distribution, P w * (c|{A(I)|I ∈ D}) which can reflect class label information in K(I) space. The entropy measure is employed on the modified class distribution using the data weights, P w * (c|{A(I)|I ∈ D}) to pick the best split function Ψ * where
The overall process is summarized in Algorithm 1 and the weighting method w is applied when Q k is chosen, while the uniform weights is used for Q c and Q r .
Testing Stage. The leaf nodes of the trees stores both classification distribution P(c|{A(I)|I ∈ D}) and kinematic vectors K(I), estimated by the proportion of samples reaching the leaf nodes at the training stage. At the testing stage, a depth feature A(I) is input to the forest F to predict action class label distribution P(c|A(I)) and kinematic vectorK(I). Both information can be further used to facilitate consistency on the information among frames for better estimating the final class label c.
Exploiting Consistency
In previous sections, using each frame I t 's appearance A(I t ), both probability for the t-th frame's action class label P(c|A(I t )) and skeletal informationK(I t ) are inferred. In this section, by considering their consistency in a temporal domain, we find the final class label c for a whole depth sequence V = {I t , 1 ≤ t ≤ T } in a conditional random field framework [17] . The posterior of action class probability given a depth sequence V is defined as: P (−E(c|V )) = exp {− T t=1 φ u (I t ) + t<t φ p (I t , I t )}, where the unary potential φ u (I t ) = log P(c|A(I t )) is defined as each frame's probability that is obtained from the forest F in Sec 3.2 and the pairwise potentials in our model have the form:
, where 1(·) denotes the indicator function. The label compatibility term 1(c t = c t ), given by the Potts model, introduces a penalty to temporally near frames that are assigned with different labels. The overall pair-wise potential is designed to make temporally near frames with similarly inferred skeletal information share their class information. The degrees of similarity is controlled by parameters θ α , θ β and σ are linear combination weights and obtained empirically. We find the refined class configurations for each frame by minimizing the energy function E(c|V ) with mean-field approximation [17] .
Experiments
Datasets. We use our PATIENT dataset and Cornell Activity Dataset (CAD60) [37] to validate the proposed approach: PATIENT contains 60 depth video clips. There are 4 different subjects performing 15 different actions, which are defined considering human's relative location to the bed object. Our dataset contains more static actions, such as lying, sitting and standing and they are performed at 3 different locations with respect to the bed: on the bed, body part is outside the bed and full body outside the bed. Some dynamic actions are also included, such as suffering on the floor. CAD60 This public dataset [37] contains 68 video clips including RGB frames, depth sequences and the tracked skeleton joint positions, which are captured by Kinect cameras. We only use depth sequences in our experiments. There are 4 different subjects performing 14 different actions. These actions are completed in 5 different indoor environments: (office, kitchen, bedroom, bathroom, and living room). Depth appearance features. Similar to [11, 34] , we apply a pre-trained CNN [35] to extract both spatial and temporal depth features from each frame. Note that although the task-specific fine-tuning can further improve the performance [48, 48] , it is not the focus of this work. For the spatial features, we resized each depth map into 256 × 256 first, then apply 5 times spatial data augmentation without reflection as in [18] . For the temporal features, we first generate 256×256 temporal hierarchical dynamic motion maps (HDMMs) as in [48] by applying 10 different temporal offsets for the frame index (i.e. 1, 3, 5, 7, 9, 11, 13, 15, 17, 19) . By concatenating both spatial and temporal features, we obtain a 8192 dimensional spatio-temporal appearance feature vector, A(I t ) from each frame I t . We adopt the CNN feature as it is easy to compute in frame-wise. Any suitable descriptor could be used to represent depth appearance. Kinematic Prior Information. Kinematic prior K(I) is extracted based on both layout planes L and human skeleton joints P(t), as defined in Sec. 3.1. Since the available information is different across datasets, we defined different configurations for L and P(t) for each dataset. For PATIENT dataset, human skeleton joints cannot be easily obtained due to the viewpoint of the camera. Thus, we manually labeled human's head positions to construct P(t). For the L, we generated bed planes for each sequence. From the plane, we obtained 4 edge points. This results in a 18-dimensional vector. For the CAD60 dataset, we use the available 15 human skeleton joints for P(t) and manually labeled 5 layout planes L: ceiling, floor, left wall, middle wall, right wall for each sequence and use their center points at the training stage. This results in a 630-dimensional vector. This prior information is not required at the testing stage. Implementation Details. We empirically set the maximum depth as 15 levels and the minimum sample threshold for each node as 1 and the tree numbers as 500. The trees grow according to the three quality function Q = {Q c , Q r , Q k } until the tree depth is below the maximum depth and the number of samples in D is above the minimum sample threshold. For exploiting the consistency, we set σ as 1 and θ α and θ β to balance scales of two different information. By considering the dimension of K(I), we empirically set θ α = 30, θ β = 18 for PATIENT dataset and set θ α = 30, θ β = 630 for CAD60 dataset. The iteration for the meanfield inference is set to 3.
Action Recognition
In this section, we evaluate our proposed method for action recognition on our PATIENT and CAD60 dataset. We compare our method with the state-of-the-art methods on cross-person experimental settings [13, 47] . Results on PATIENT dataset. The results of the PATIENT dataset is presented in the left side of Table 1 . The classification accuracy is averaged over all classes, which corresponds to the mean of the confusion matrix diagonal. We evaluate the recent state-of-the-art methods DCSF [52] , HON4D [28] and DMM [48] on our PATIENT dataset using their publicly available codes. Our method produces a significant performance gain over these methods. The learned kinematic-aware model captures the geometric invariance for better explaining static actions. Experiments are performed 20 times with 4 different train/test splits. We report mean accuracy. Results on CAD60 dataset. The experimental results for the CAD60 dataset are reported in the right side of the Table 1. Most of the existing approaches utilize more than one type of input data. Our method performs significantly betMethod Accuracy (%) DCSF [52] 32.5 HON4D [28] 45.0 DMM [48] 48.3 Ours
55.3
Method RGB Depth Skeleton Accuracy (%) Train Test STIP [65] 62.5 order sparse coding [25] 65.3 object affordance [16] 71.4 HON4D [28] 72.7 Actionlet Ensemble [47] 74.7 JOULE [13] 84.1 Ours 87.3 ter than previously reported results. This demonstrates that learning with kinematic prior is effective and leads to more accurate action recognition. Our algorithm is a more general approach to processing depth videos and recognizing activities without the need for additional skeleton information at the testing stage.
Further Analysis
Effect of each component. To analyze the contribution of each component in our method, we provide experimental results on both datasets using the individual term and the combination of them. In Table 2 , we show the elementwise performance comparison for our algorithm. We grow forest F by 1) Q c , 2) Q c and Q r , 3) Q c , Q r , Q k and 4) exploiting consistency. Our method consistently improves the performance by adding each component. Exploiting the consistency with CRF provides a small improvement in PA-TIENT dataset. This is due to the fact that the PATIENT contains more static actions, where the temporal smoothing is not necessary in this case.
Utilizing kinematic priors at the testing stage. In Fig.  4 , we report the performance using various types of kinematic information as a feature representation assuming it is available at the testing stage. The initial baseline (A(I)) is identical to our forests with Q c (F by Q c ), where we only use the depth appearance features. Instead of modeling kinematic information (K(I)) as a prior, we concatenate K(I) and A(I) as a feature vector in two settings: 1) A(I) + d skeleton cues (i.e. all of cues we are using). CRF can also be applied (A(I) + K(I)+CRF) to further improve the performance. We compare these baseline algorithms with our final model (F by Q c ,Q r ,Q k +CRF). We find that (A(I) + K(I)+CRF) outperforms ours by 3% in PATIENT dataset. This indicates that kinematic prior is very helpful information when it is directly applied to the testing stage. For CAD60 dataset, our method achieves comparable performance with (A(I) + K(I)+CRF). The results show that our method is able to effectively model the kinematic information as prior knowledge. Different from these baselines, our method does not require this kinematic prior in the test stage. Sensitivity to parameters. We also evaluate the sensitivity of our model to the number of trees. We show our results in Fig. 5 . The performance steadily increases with the number of trees. As can be seen, the performance saturates around 500 trees. Qualitative Analysis. The Fig. 6 shows qualitative results for splitting the node using Q k . Fig. 6 (a) shows two posterior distributions obtained by A(I), K(I) and the modified distribution P w * . Fig. 6 (b) shows the obtained weighting vector w. Fig. 6 (c) and 6 (d) show different splits using Q c and Q k . The class distribution in the A(I) space is less discriminative than that in the K(I) space, thus, left and right node are not properly splitted as in Fig. 6 (c) . After making modified posterior P w * using w, we can obtain more discriminative node splits as in Fig. 6 (d) . In the right hand side of the Fig. 6 , we illustrate a pair of images which are hard to discriminate in the A(I) space, but relatively easy to discriminate them in the K(I) space.
Running Time
We analyze the runtime performance for learning process on a 6-core 2.84Hz CPU with 32GB of RAM without code optimization. It takes about 30 minutes to train a kinematic-aware forest on PATIENT dataset and 1 hour on CAD60 dataset. The average time cost for computing different quality functions when training are reported in Table  3 . At the testing stage, the time cost for trees are same as the standard forest methods [59] .
Quality Function
Qc Qr Q k Time (ms) 12 50 230 Table 3 : Time cost for computing 3 different split function Q c , Q r and Q k with 300 samples at the node.
Conclusion
In this paper, we study the problem of action recognition in a different scenario, i.e. 24 hours-monitoring patient actions in a ward, with the goal of effectively recognizing both static actions such as "lying on the bed" and dynamic actions such as "falling out of the bed". In order to capture subtle or significant temporal movements, we incorporate the scene layout and skeleton information in the learning process. We propose the kinematic-aware random forest to encode this prior information as privileged knowledge, thereby capturing more geometry and kinematic information that can provide greater discriminative power in action classification. An interesting direction for future work would be to explore the applicability of the proposed method in a cross-view setting.
