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ABSTRACT
The Gaussian mixture based GMM-UBM approaches have
shown good performance in speaker veriﬁcation without us-
ing contextual information. In this paper, we exploit the infor-
mation provided in the arcs of a decoded syllable lattice for
speaker veriﬁcation. The forward algorithm is used to sum-
marize this information in the syllable lattice instead of the
best decoded string. The performance is evaluated on a Man-
darin Chinese database. With two minutes of target speaker’s
enrollmentdata, theproposedalgorithmshows1.03%ofequal-
error rate for short input utterances with an average duration
of two seconds. By combining with the GMM-UBM, the sys-
tem shows a 0.74% of equal-error rate.
1. INTRODUCTION
The speaker veriﬁcation is to verify the claimed speaker’s
identity via speech. Depending upon the corresponding text
of speech signal is used or not, it can be made either in a text-
dependent (TD) or a text-independent (TI). The TD speaker
veriﬁcation takes the input speech and its true transcription
while the TI speaker veriﬁcation takes only the input speech.
In this study, we focused on the TI speaker veriﬁcation.
TheGMM-UBMhasshowngoodperformanceinTIspeaker
veriﬁcation[1][2], where each frame is assumed to be inde-
pendent. On the other hand, Doddington[3] showed that the
language related contextual information can be useful to ver-
ify a claimed speaker’s identity. Among many approaches
using this information, the phonetic speaker veriﬁcation[4]
based on the relative phone n-gram achieved a good perfor-
mance.
In TD speaker veriﬁcation where the exact contextual in-
formation is given, the hidden Markov model (HMM) based
approaches are very successful[5]. In TI speaker veriﬁcation,
the contextual information is not give, thus a large vocabu-
lary continuous speech recognition (LVCSR) was used[6][7].
These approaches assume the best transcription to be correct
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and perform the speaker veriﬁcation. Thus, an erroneous de-
coding can degrade the veriﬁcation performance.
The graph error rate (GER), or the upper bound of the
word error rate (WER) in a decoded word graph, is usually
much better than the 1-best WER. Therefore using whole lat-
tice instead of the best transcription gives much more chance
for the correct path to appear in the test statistics. Recently,
the phone lattice decoding achieved good improvements in
both language identiﬁcation[8] and speaker veriﬁcation[9]. In
this paper, the syllable lattice is used in our Mandarin Chinese
based experiments. The performance improvement was ex-
perimentally demonstrated, in comparing with previous best
transcription-based approaches.
This paper is organized as follows: Section 2 illustrate
the speaker veriﬁcation with HMM and calculation of lattice-
based score. Section 3 shows the experimental results, and
Section 4 summarizes and discuss further works.
2. LATTICE RE-SCORING FOR SPEAKER
VERIFICATION
2.1. Speaker Modeling with hidden Markov Models
The speaker veriﬁcation is usually performed with a back-
ground model and the claimed speaker’s model. The back-
ground model is trained to be general speaker-independent
(SI) model, and the target speaker model is estimated on tar-
get speaker’s enrollment data. Fig. 1 illustrates the system
design. In our LVCSR-based approach, these models are es-
timated by set of phone HMMs for Mandarin LVCSR[10].
The target speaker’s model is usually estimated from the
SI background model with adaptation techniques. If the tran-
scriptionisnotprovided, unsupervisedadaptationisperformed.
In our experiments, the transcriptions of enrollment data are
obtained by SI-HMMs with free syllable decoding loop, and
the maximum likelihood linear regression (MLLR) [11] and
the maximum a posterior (MAP) [12] adaptations are per-
formed successively.
I ­ 921 1­4244­0469­X/06/$20.00 ©2006 IEEE ICASSP 2006
	

		



	



		
Fig. 1. System Design
2.2. Lattice for Speaker Veriﬁcation
TheNeyman-Pearsoncriterionleadstheteststatisticsforspeaker
veriﬁcation as follows:
P(O|λtar)
P(O|λsi)
true
>
<
false
τα (1)
where O is the input utterance, P(O|λtar) and P(O|λsi) are
the likelihoods from target speaker’s model and background
model, and τα is threshold chosen beforehand. In previous
LVCSR based speaker veriﬁcation[6][7] the 1-best hypothe-
ses are used compute
P(O|λsi)1−best = P(O,Q∗|λsi) (2)
P(O|λtar)1−best = P(O,Q∗|λtar) (3)
where Q∗ is the state alignment of 1-best hypothesis obtained
by SI models λSI. Since the test statistics only depend on
the best transcription, an erroneous decoding can degrade the
speaker veriﬁcation performance. In this paper, P(O|λ) is
approximated by the lattice re-scoring. Additionally, we used
the posterior probability as test statistics as follows:
TS(O)=
P(O|λsi)
P(O|λsi)+P(O|λtar)
(4)
2.2.1. Grammar Network
The phone lattice based decoding showed good performance
in both language identiﬁcation[8] and speaker veriﬁcation[9].
In this paper, we used the syllable lattice instead of a phone
lattice in Mandarin Chinese, a syllabically paced language.
The number of syllables is limited (i.e., slightly over 400
without tones), and the accuracy of free syllable decoding is
fairly decent in Mandarin Chinese. We use the phone set de-
sign based on the segmental tonal modeling[10] and the free
syllable network for lattice construction.
2.2.2. Lattice Forward Algorithm
In our experiments, syllable lattice as shown in Fig. 2 was
used. Each arc is an instance of syllable whose label is as-
signed by its entering node. For example, all arcs entering
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Fig. 2. Forward Algorithm for Lattice
the same node n are instances of same syllable syln starting
from different nodes. The forward probability αn of node n
located on time t(n) is deﬁned as follows:
αn = P(O1O2 .........O t(n),n t(n) = n|λ) (5)
where nt(n) is the hypothesized node at time t(n), λ is the
model used to construct the lattice. ns and ne are the starting
node and the ending node, respectively. For node m, the for-
ward probability of the node m with all the preceding nodes,
n,i sa sf o l l o w s : :
αm =

{n|n−>m}
αnP(m|n) (6)
,where n− >mis the transition from node n to node m,a n d
P(m|n)istheprobabilityoftransitionn− >m . With(6), the
likelihood of whole input observations O can be calculated as
follows:
P(O|λ) ≈ P(O1O2 .........O T,n T = ne|λ)
= αne (7)
wherene istheendingnodeofthenetwork. Using(7), P(O|λsi)
and P(O|λtar) can be similarly approximated, and veriﬁca-
tion decision is made, based upon (4).
3. EXPERIMENTS
3.1. Experimental Setup
Mandarin Chinese database was used to evaluate the speaker
veriﬁcation experiments. This corpus consists of 98,989 ut-
terances with an average duration of 5.6 sec. involving 500
speakers. All utterances are recorded in a clean room with
16 kHz sampling rate. For experiments, 39th dimension Mel-
frequency cepstral coefﬁcients (MFCC), consisting of 12 cep-
stral coefﬁcients plus energy and their 1st and 2nd derivatives
were used.
The phoneme models based on the 97 phone set [10] is
used to represent the whole syllable set in Mandarin Chinese.
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Fig. 4. 2,048 GMM-UBM, 1-best Scoring(1-best CD), and
Lattice Re-scoring(CD-LAT CD)
The SI models were trained on roughly 90 hours of data col-
lected from 300 speakers (156 female and 144 male speak-
ers). This SI-HMMs showed 50.8% of tonal syllable recog-
nition accuracy with a free syllable decoding. In free syllable
decoding, we used phone HMMs with syllable constraints.
19 (10 male and 9 female) speakers are selected as true
speakers, and 180 speakers are selected as impostor speakers
for evaluation. These 300, 19 and 180 speakers form mutually
exclusive sets. Test utterances are segmented into 1,832 true
speaker trials and 26,250 impostor speaker trials with an av-
erage duration of 2.0 sec. The target speaker model is adapted
from the SI model by unsupervised MLLR-MAP with 2 min.
of enrollment data as described in Sec.2.1. We used 16 regres-
sion classes for MLLR, and prior knowledge of τ =1 6for
MAP in HTK[13]. The proposed algorithm is evaluated with
Fig.5. 2,048GMM-UBMwithMLLT,Lattice Re-scoringwith
MLLT(CD-LAT CD-MLLT), and Combination with a =0 .5
context-dependent (CD) and context-independent (CI) mod-
els. CI models consist of 291 states, while the CD models
consist of 5,343 states. The syllable lattices were generated
by using HTK[13], where 3 tokens are used for token passing
algorithm.
3.2. Performance with Context Independent Model
Fig. 3 illustrates three detection error trade-off (DET) curves.
1-best CI calculate the score with CI models based on 1-best
transcription. CI-LAT CI calculate the score with CI models
based on the syllable lattice generated by CI models, while
CD-LAT CI calculate the score with CI models based on the
lattice generated by CD models. The use of syllable lattice
from both CI and CD models improve the performance over
the 1-best transcriptions. The CD models generated more ac-
curate lattice which improves the speaker recognition perfor-
mance.
3.3. Performance with Context Dependent Model
DET curves of GMM-UBM, 1-best scoring with CD model
and our proposed approach with CD model are illustrated in
Fig. 4. In GMM-UBM, the background model of 2,048 Gaus-
sian kernels is trained on the same data used for SI-HMMs,
and target speaker’s model is adapted by MAP adaptation.
The performance of CD model is better than that of CI model
for both 1-best scoring and proposed algorithm. The perfor-
mance of 1-best scoring is slightly worse than that of GMM-
UBM, which was similarly observed in [6] for short utter-
ances. The performance is signiﬁcantly improved with the
proposed algorithm compared with 1-best scoring. The pro-
posed algorithm showed error-rate reduction of 31.5% and
39.6% compared to GMM-UBM and 1-best scoring.
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The maximum likelihood linear transformation (MLLT)[14]
is performed to increase the model accuracy. The MLLT has
beenshowntobeeffectiveforGMM-UBMspeakerveriﬁcation[15].
In LVCSR, the MLLT improves the tonal syllable accuracy to
54.5% compared to baseline(50.8%). It implies that MLLT
can lead to more accurate model, and more accurate speaker
veriﬁcation is expected. Additionally, linear combination of
the two scores is calculated as follows:
TScomb(O)=a ∗ TSGMM−UBM(O)
+( 1 − a) ∗ TSLAT−SCR(O) (8)
where TSGMM−UBM(O) is the test statistics of observation
O with GMM-UBM algorithm and TSLAT−SCR(O) is the
test statistics with the proposed algorithm obtained by 4.
Compared with Fig. 4, the performance was improved for
both the proposed algorithm and the GMM-UBM. In Fig. 5,
the GMM-UBM with MLLT showed slightly better perfor-
mance than the lattice re-scoring with MLLT. However, the
difference is not statistically signiﬁcant, and the linear com-
bination with a =0 .5 showed the best EER of 0.74%.
4. CONCLUSION
The syllable lattice re-scoring is investigated for speaker veri-
ﬁcation and compared to the 1-best scoring and the GMM-
UBM. The proposed algorithm showed that the whole de-
coded syllable lattice is effective for verifying a speaker’s
identity. It demonstrates that the use of the temporal informa-
tion by ASR can result in comparable performance to GMM-
UBM in speaker veriﬁcation with short utterances. The per-
formance were improved by MLLT. A linear combination of
the output of GMM-UBM and the proposed algorithm gives
the best performance. For phoneme model, we performed
MLLR-MAP adaptation in an unsupervised manner. In our
future work, lattice-based adaptation will be used to exploit
more information from the decoded lattice information.
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