Synchronization of chaotic early afterdepolarizations in the genesis of cardiac arrhythmias
The synchronization of coupled oscillators plays an important role in many biological systems, including the heart. In heart diseases, cardiac myocytes can exhibit abnormal electrical oscillations, such as early afterdepolarizations (EADs), which are associated with lethal arrhythmias. A key unanswered question is how cellular EADs partially synchronize in tissue, as is required for them to propagate. Here, we present evidence, from computational simulations and experiments in isolated myocytes, that irregular EAD behavior is dynamical chaos. We then show in electrically homogeneous tissue models that chaotic EADs synchronize globally when the tissue is smaller than a critical size. However, when the tissue exceeds the critical size, electrotonic coupling can no longer globally synchronize EADs, resulting in regions of partial synchronization that shift in time and space. These regional partially synchronized EADs then form premature ventricular complexes that propagate into recovered tissue without EADs. This process creates multiple hat propagate ''shifting'' foci resembling polymorphic ventricular tachycardia. Shifting foci encountering shifting repolarization gradients can also develop localized wave breaks leading to reentry and fibrillation. As predicted by the theory, rabbit hearts exposed to oxidative stress (H2O2) exhibited multiple shifting foci causing polymorphic tachycardia and fibrillation. This mechanism explains how collective cellular behavior integrates at the tissue scale to generate lethal cardiac arrhythmias over a wide range of heart rates.
chaos ͉ foci ͉ reentry ͉ fibrillation T he synchronization of cellular oscillations plays an important role in biological systems (1, 2) , such as segmentation in development (3, 4) , circadian rhythms (5), neural networks (6) , insulin secretion in pancreatic ␤-cells (7), etc. The heart is an excitable medium, in which the normal rhythm is generated by an electrical impulse originating in the sinoatrial node, propagating successively through the atria, atrioventricular node and the His-Purkinje system to the ventricles, producing a coordinated contraction. However, in rapid polymorphic ventricular tachycardia (VT) or fibrillation (VF), because of rotors (spiral or scroll waves) or focal excitations (8, 9) , the contraction becomes too uncoordinated to effectively pump blood to the vital organs, causing sudden cardiac death.
It is conventionally accepted that VT or VF are initiated by a triggering event encountering an electrophysiologically vulnerable tissue substrate (8, 9) . The triggering events are typically premature ventricular complexes (PVCs), spontaneous excitations arising from the ventricles, which are promoted by cardiac diseases (10) . At the cellular level, one type of PVC is caused by early afterdepolarizations (EADs), abnormal voltage oscillations occurring during the repolarizing phase (plateau) of the cardiac action potential (AP). EADs can be induced by drugs (11) (12) (13) or genetic modifications that cause an imbalance between the inward depolarizing currents and the outward repolarizing currents, such as in the long QT syndromes (14) (15) (16) and in heart failure (17) . The underlying molecular mechanisms have been analyzed extensively in both experimental and simulation studies (14) (15) (16) 18 ), but how cellular EADs self-organize at the tissue level to cause PVCs is poorly understood. Typically, PVCs occur irregularly (19, 20) , as do EADs recorded from single myocytes in experimental studies (21) (22) (23) . This irregular behavior has been generally attributed to random fluctuations of underlying ion channels (24) . However, for an EAD to propagate in tissue as a PVC, a critical number of cells must exhibit EADs simultaneously, to overcome local source-sink mismatches. That is, an EAD from a single cell cannot emerge if the surrounding cells are all repolarizing because of their electrotonic load. The critical question is: If EADs are random events, how do they occur synchronously in a large enough group of cells to reach the critical size required for successful propagation?
In this study, we demonstrate, using computational simulations, and presenting experimental evidence from isolated myocytes, that the irregularity of EADs is not random, but dynamical chaos. We show that, at the tissue level, electrotonic coupling between cells tends to synchronize chaotic EADs over a characteristic spatial scale, causing islands of long AP durations (APDs) (with EADs) to appear next to islands of short APDs (without EADs). This juxtaposition allows partially synchronized EADs to propagate as PVCs, causing a mixture of focal and reentrant activations resembling polymorphic VT. These insights may be relevant to the genesis of lethal cardiac arrhythmias in diverse clinical settings, including long-QT syndromes and heart failure.
Results
Evidence That Irregular EADs Are Chaotic. The irregular behavior of EADs has been generally attributed to random fluctuations of underlying ion channels (24) . Here, we show in computational simulations and supporting evidence from experiments of isolated myocytes that this irregularity is dynamical chaos, i.e., irregular dynamics from a deterministic system. EADs were induced in patch-clamped isolated rabbit cardiac myocytes by exposure to 1 mM H 2 O 2 , which promotes EADs by enhancing inward currents during repolarization, including the late Na ϩ current and the L-type Ca 2ϩ current (13, 25, 26) . At different pacing cycle lengths (PCLs), we observed different EAD pat-terns with 1 example shown in Fig. 1A . At long PCL (6 s), EADs occur with each AP, and the APD is almost constant. At short PCLs (1 and 2 s), no EADs occur, and APD is also nearly constant. However, at intermediate PCLs (3 and 4 s), EADs occur irregularly, with the APD changing from beat to beat in a random-appearing pattern, as illustrated in the bifurcation diagram. In these experiments, a number of cells failed to provide sufficiently long recordings for a bifurcation diagram as in Fig.  1 A. We were able to obtain analyzable records in 3 additional myocytes, all of which produced bifurcation diagrams similar to Fig. 1 A [we show one of these in supporting information (SI) Fig. S1 ].
We observed similar patterns in computational simulations of a deterministic rabbit ventricular AP model (Fig. 1B) by Mahajan et al. (27) with modifications to generate EADs (see SI Text and Table S1 ). At long PCLs, every AP has the same number of EADs, and APD remains constant. At short PCLs, no EADs occur, and APD is also constant. However, at intermediate PCLs, both the number of EADs and the APD change from beat to beat, forming chaotic or higher periodic patterns.
To understand the nature of chaos in this system, we plotted the APD of the present beat (APD nϩ1 ) versus the diastolic interval (DI) of the preceding beat (DI n ) from the isolated rabbit myocyte at PCL ϭ 4 s (Fig. 1C) and from the simulation at PCL ϭ 0.923 s (Fig. 1D ). In the computational simulation, APD nϩ1 is nearly a function of DI n , but the experimental data show a more scattered pattern. However, if we exclude the data points in the red circle, the 2 plots are similar, i.e., APD increases steeply initially and then saturates at longer DIs. To show whether random channel fluctuations in the experimental data caused the discrepancy, we added random ion channel fluctuations into the AP model. The simulation more closely resembles the experimental data, including the points in the red circle (Fig.  1E) . As shown in SI Text, in the presence of noise, APD is distributed over a narrow range around its mean for both long and short PCLs but varies dramatically in the chaotic regimes and periodic windows (Fig. S2 A) . If we sample the simulation data at larger intervals of PCLs, the bifurcation diagram looks very similar to that of the experiment (Fig. S2B ). For the parameter settings used, the APD and pacing rates at which irregular EADs occurred in the experimental and simulation data in Fig. 1 differ quantitatively. By using different parameter settings, chaotic EADs could be generated over a wide range of pacing rates, including the experimentally observed range (Fig. S3) . In all cases, the mechanism of chaos was the same, as discussed below.
To understand the mechanisms of chaos in this system, we plotted the APD restitution curve (i.e., APD nϩ1 vs. DI n ) in Fig.  2B , obtained by using the premature stimulus protocol illustrated in Fig. 2 A. As DI increased, the APD restitution slope increased steeply, at which point an EAD occurred suddenly in the AP (red trace in Fig. 2 A) . Because of the all-or-none nature of single or multiple EADs, corresponding discontinuities appeared in the APD restitution curve (Fig. 2B) . Note that the restitution curve shown in Fig. 2B closely resembles the plot from the chaotic data in Fig. 1D but is not identical because of memory effects in the AP model. When we used the APD restitution curve in Fig. 2B to formulate an iterated map equation, i.e., APD nϩ1 ϭ f(DI n ) ϭ f(PCL Ϫ APD n ), chaos was readily generated ( Fig. 2 C and D) . The cause of chaos is the steep increase in slope and the discontinuity in the APD restitution curve. This mechanism is distinct from chaotic APD variation caused by the steep APD restitution slope at short DIs (28) .
Partial Regional Synchronization of Chaos Generating the Substrate
for Reentry. The hallmark of chaos is sensitivity to initial conditions, e.g., for 2 uncoupled identical cells starting with slightly different initial conditions, the beat-to-beat EAD pattern in the 2 cells will rapidly diverge. This effect is illustrated in a 1D array of 300 identical cells with no coupling between the cells, in which APD varies dramatically from cell to cell and also from beat to beat ( Fig. 3A and Fig. S4 ), although the cells started with only slightly different initial conditions. In the same array with diffusive coupling through gap junctions, however, the APD distribution is smoothed, but large APD gradients form (Fig.  3B ). In this case, the APs from the neighboring cells are almost, but not precisely, synchronized ( Fig. S5 ) and remain temporally chaotic from beat to beat; we define this as partial regional synchronization of chaos. Chaos synchronization was first demonstrated by Pecora and Carroll (29) in 2 diffusively coupled identical chaotic systems in which the 2 systems maintain the same chaotic motion even with large difference in initial conditions. In cardiac tissue, we showed in a previous study (28) that chaos induced by rapid pacing could be completely synchronized when tissue size is smaller than a critical length, even with large differences in initial conditions. Beyond this critical size, complete synchronization fails because of a spatial instability (28), creating complex spatiotemporal patterns and large APD gradients. The critical size for synchronization depends on both the strength of the chaos (28) and the coupling strength, the latter shown in Fig. 3C by the standard deviation of APD 2 () as a function of cable length. Better coupling can keep a larger tissue synchronized without developing APD heterogeneities. The time required to develop a given degree of macroscopic APD heterogeneity depends on the initial perturbation, such that the number of paced beats required decreases exponentially as the size of the initial perturbation increases ( APD gradients do not occur in the nonchaotic (or periodic) regimes, even with large differences in initial conditions, as also shown in the previous study (28) .
If the cable is paced from one end to allow wave propagation, APD gradients also develop along the direction of propagation, even with identical initial conditions in each node (Fig. 3E) . Therefore, APD gradients develop in both transverse (as in Fig.  3B ) and longitudinal (as in Fig. 3E ) direction of propagation when the tissue is larger than the critical size, leading to the emergence of islands of APD heterogeneity in 2D (Fig. 3F) and 3D (Fig. 3G) tissue. The formation of islands of APD heterogeneity is critically important because it can cause localized conduction block and initiation of reentry when APD gradients exceed a critical steepness (30, 31) , without the requirement of preexisting tissue heterogeneities or a PVC originating from a location different from the periodic pacing site.
Partial Regional Synchronization of Chaotic EADs Generates Localized PVCs and Mixed Focal-Reentrant Arrhythmias in Homogeneous Tissue.
EADs have been observed to occur over a wide range of takeoff potentials during AP repolarization (15, 16, (32) (33) (34) . EAD propagation is favored when the takeoff potential is more negative than in the AP model used in Figs. 1-3 . To examine the effects of EADs with more negative takeoff potentials, we modified the AP model by incorporating the nonspecific Ca 2ϩ -activated cation current, which causes large-amplitude EADs with lower takeoff potentials (Fig. 4A) . In this case, partial regional synchronization of chaos gives rise to localized EADs that propagate as PVCs into adjacent recovered regions without EADs. This is illustrated in Fig. 4B , in which a paced 1D cable develops a localized PVC near the middle of the cable after the last pacing beat, which propagates toward both ends of the cable (see AP traces).
Because partial regional synchronization of chaotic EADs in 2D or 3D tissue gives rise to both localized PVCs and large APD dispersion, both triggers and substrates are simultaneously generated by the same dynamical mechanism. Thus, the conditions for reentry can develop without any requirement for preexisting tissue heterogeneity, as illustrated by the voltage snapshots and AP trace from 2D homogeneous tissue in Fig. 4 C and D. Stimulation was uniformly applied at the left edge of the tissue, and after several pacing beats, a localized region of EADs formed that propagated unidirectionally to form reentry in the tissue. Reentry in cardiac tissue can either be stable or it can break up into multiple reentrant waves because of electrical restitution properties (8, 35) . However, in this model, both spontaneous EAD-mediated PVCs and reentry-like waves continuously appear and disappear because of dynamical instabilities, maintaining the irregular activations in the tissue (Movie S1).
Multiple Shifting Foci Due to Partial Regional Synchronization of Chaos as a Mechanism of Polymorphic VT and Torsade de Pointes.
Optical mapping experiments in ventricular tissue (11, 12) support multiple foci as a mechanism of polymorphic VT and Torsade de pointes (36) . In these studies, foci ''shifted,'' i.e., varied dynamically in time and space, although the underlying mechanisms were unknown. Here, we show that partial regional synchronization of chaos can explain this behavior. The mechanism is as follows: An EAD-triggered PVC due to partial regional chaos synchronization at one location propagates into recovered cells in an adjacent region, where it induces a new EAD-mediated PVC in that region. This new PVC propagates into less-recovered adjacent tissue, generating an EADmediated PVC in this new region, and so forth. This leads to spontaneous formation of multiple foci that vary dynamically in time and space. For example, if we simulate a longer homogeneous cable than the one shown in Fig. 4B , multiple PVCs form in the cable, maintaining the electrical activities in the cable for a long time after the stimulation is stopped, corresponding to a polymorphic VT that spontaneously terminated (see Fig. S6A ). The duration of the polymorphic VT depends on the length of the cable and can be prolonged if the cable length is further increased. We also simulated a homogeneous 2D tissue in which we applied only a single stimulation to the lower left corner. Multiple foci developed spontaneously, varying both in time and location (see Fig. S6B and Movie S2). The foci shift around the tissue because they arise from a functional, rather than an anatomically based, mechanism (analogous to spiral wave reentry versus anatomical reentry). We also simulated this behavior in an anatomical model of rabbit ventricle. Two episodes of multiple shifting foci are shown in Fig. 5A (see also Movie S3), manifesting as polymorphic VT on the pseudoelectrocardiogram (Fig. 5B) .
Similar behavior was observed in intact rabbit hearts exposed to 0.2-1 mM H 2 O 2 . Multiple shifting foci were observed that changed timing and location dynamically (Fig. 5C) , finally leading to a mixture of nonstationary focal activations and reentry, manifested electrocardiographically as polymorphic VT and VF (Fig. 5D , online Movie S4). This pattern is similar to the simulation shown in Fig. 4C as well as to prior experimental mapping studies in which EAD-mediated polymorphic VT was induced pharmacologically (11, 12) . In a total of 8 rabbits, we analyzed 106 VF episodes during H 2 O 2 exposure, of which 91 episodes showed multiple shifting foci mixed with reentry, and 15 episodes showed either pure reentry or a single rapid focal site. To rule out the possibility that the shifting foci were breakthroughs of intramural reentry, we cryoablated the endoand midmyocardium in 2 hearts, leaving only a thin layer of surviving excitable epicardium. Subsequent H 2 O 2 exposure caused similar behavior (Fig. S7 and Movie S5). 
Discussion
In this study, we show in computational simulations and in corroborating evidence from experiments in isolated myocytes, that irregular EAD behavior is chaotic and that partial chaos synchronization at the tissue level gives rise to localized EADmediated PVCs. This answers the key question: How do the random cell events occur synchronously in a large enough group of cells to reach the critical size required for successful propagation? In addition, we show that this same dynamics generates tissue heterogeneity to form a substrate for reentry, resulting in arrhythmias similar to those observed experimentally and clinically.
Whereas many interesting dynamical phenomena, including chaos, have been shown to occur in cardiac cells and tissue paced at fast heart rates (37-39), how these relate to arrhythmias arising from normal or slow heart rates, as frequently observed in clinical settings, has been a mystery. Our finding that EADs at slow heart rates exhibit chaotic dynamics provides a framework explaining how arrhythmias can arise spontaneously at normal or slow heart rates. However, the principles of partial chaos synchronization delineated here also apply to chaotic behavior at rapid heart rates, as shown by our previous study (28) . It is known that EADs can also occur at faster heart rates, often in association with delayed afterdepolarizations (32, 33) ; our analysis should apply as well as to this situation. These phenomena will be exacerbated by preexisting tissue heterogeneity in the diseased heart, which is therefore likely to accelerate the development of electrophysiological dispersion by partial chaos synchronization, because the temporal evolution is sensitive to the size of the initial perturbation (Fig. 3D) . Thus, these findings provide an explanation for tachyarrhythmias arising spontaneously over a wide range of heart rates relevant to clinical conditions such as long QT syndromes, catecholaminergic polymorphic VT, and heart failure.
An important question is whether a random, rather than a chaotic, mechanism of EADs can produce equivalent results. We cannot exclude this possibility. However, our theoretical analysis demonstrates that the physiological behavior of ionic currents underlying the cardiac action potential has an intrinsic mechanism for generating chaos due to the steep dependence of APD on DI when EADs are present (Fig. 2 B-D) . We are not aware of a physiologically plausible mechanism that can generate EADs on a purely random basis without engaging this mechanism of chaos. This leads us to believe that irregular EADs in real cardiac cells are chaotic, and that the dynamics of partial chaos synchronization, in the presence or absence of random fluctuations, plays a critical role in the genesis of cardiac arrhythmias.
Finally, although the synchronization of coupled oscillators has been shown to have important applications in biological systems (1, 2, 4), we show, in this study as well as our previous theoretical study (28) , that synchronization of chaotic elements can give rise to spatiotemporal dynamics in cardiac tissue, causing different types of arrhythmias. Our study also raises the possibility that chaos synchronization may have applications in other excitable biological systems, such as neural networks (6) and pancreatic ␤-cell islets (7).
Materials and Methods
The following is a short summary of the methods and materials used in this study, the detailed description is presented in the SI Text.
Myocyte Experiments. Ventricular myocytes were enzymatically isolated from adult rabbit hearts. Myocytes were patch-clamped by using the whole-cell configuration of the patch-clamp technique. The voltage signals were measured with an Axopatch 200B patch-clamp amplifier controlled by a computer using a Digidata 1200 acquisition board driven by pCLAMP 8.0 software (Axon Instruments). The action potentials were elicited with 2-ms and 2-to 4-nA square pulses at various PCLs from 300 ms to 6 s. All experiments were performed at 34 -36°C. Tissue Experiments. Hearts were quickly removed from anesthetized female New Zealand White rabbits (3-6 years old) and perfused with oxygenated Tyrode's solution at a constant rate of 35 mL/min at 37°C. The hearts were stained with the voltage-sensitive fluorescent dye RH 237, excited at 532 nm. Epifluorescence was collected by a CCD camera (CA-D1-0128T, Dalsa) through a 715-nm long-pass filter (Nikon). We used Blebbistatin (Biomol) (10 M) as an excitation-contraction uncoupler for stable optical and microelectrode recordings. H2O2 (0.2-1 mM) was perfused to induce arrhythmias.
Computational Simulations. AP models in this study were modified from the AP model by Mahajan et al. (27) to generate different EAD behaviors. The 1D cable, 2D tissue, and the anatomical ventricles are monodomain tissue models that are described by reaction-diffusion equations. Details of the AP models, the tissue models, numerical methods, and simulation protocols are presented in SI Text.
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SI Text
Myocyte Experiments. Ventricular myocytes were enzymatically isolated from adult rabbit hearts. Briefly, hearts were removed from adult New Zealand White rabbits (2-3 kg) anesthetized with i.v. pentobarbital and perfused retrogradely in Langendorff fashion at 37°C with nominally Ca-free Tyrode's solution containing Ϸ1.4 mg/ml collagenase (Type II; Worthington) and 0.1 mg/ml protease (type XIV; Sigma) for 25-30 min. After washing out the enzyme solution, the hearts were removed from the perfusion apparatus, and swirled in a culture dish. The Ca concentration was slowly increased to 1.8 mM, and the cells were stored at room temperature and used within 8 h. This procedure typically yielded Ϸ50% rod-shaped Ca-tolerant myocytes.
Myocytes were patch-clamped using the whole-cell configuration of the patch clamp technique. Patch pipettes (resistance 2-4 M⍀) were filled with pipette solution containing 110 nmM K-Aspartate, 30 nmM KCl, 5 nmM NaCl, 10 nmM Hepes, 0.1 nmM EGTA, 5 nmM MgATP, 5 nmM creatine phosphate, and 0.05 nmM cAMP (pH 7.2) with KOH. The cells were perfused by the standard Tyrode's solution contained 136 nmM NaCl, 5.4 nmM KCl, 0.33 nmM Na 2 PO 4 , 1.8 nmM CaCl 2 , 1 nmM MgCl 2 , 10 nmM glucose, and 10 nmM Hepes (pH 7.4) adjusted with NaOH. H 2 O 2 (1 mM) was added directly to the bath superfusate. The voltage signals were measured with an Axopatch 200B patch-clamp amplifier controlled by a computer using a Digidata 1200 acquisition board driven by pCLAMP 8.0 software (Axon Instruments). The action potentials were elicited with 2-ms and 2-to 4-nA square pulses at various PCLs from 300 ms to 6 s. All experiments were performed at 34-36°C.
Tissue Experiments. We studied 8 (3-to 6-year-old) female New Zealand White rabbits. The rabbits were anesthetized, the hearts were quickly removed, and the aorta was cannulated and perfused with oxygenated Tyrode's solution at a constant rate of 35 mL/min at 37°C. Both atria were cut, and the endocardium and the mid-myocardium of right and the left ventricles (excluding the epicardium of the anterior left ventricular wall) were cryoablated by placing a 7-cm SurgiFrost probe (ATS Medical). The probe was placed in the LV cavity and its temperature decreased to Ϫ56°C for 5 min to ablate the RV and posterior LV while the epicardium was protected by perfusing it with warm (37°C) oxygenated Tyrode's solution. Sites of myocardial necrosis were identified with 1% triphenyl tetrazolium chloride (TTC) perfusion through the aorta. Transmural sectioning identified the areas of necrosis with the preservation of a thin rim (Ͻ1 mm) of viable epicardial tissue.
Two widely spaced electrodes were positioned, one at the LV base and the other at the apex, to record a ''pseudoelectrocardiogram,'' (ECG) as previously described (1) . The hearts were stained with the voltage-sensitive fluorescent dye RH 237, excited at 532 nm with epifluorescence collected by a CCD camera (CA-D1-0128T; Dalsa) through a 715-nm long-pass filter (Nikon). We used Blebbistatin (Biomol) (10 M) as an excitation-contraction uncoupler for stable optical and microelectrode recordings. H 2 O 2 (0.2-1 mM) was perfused, and spontaneous as well as pacing induced ventricular tachycardia and fibrillation (VT and VF respectively) were recorded.
Computational Simulations. Isolated cell. Voltage of isolated myocytes is described by the following differential equation:
where V is the membrane potential and C m ϭ 1 F/cm 2 . I ion is the total membrane ionic current, which is described below. I sti is the stimulation current, which was a pulse of strength 40 A/cm 2 and duration 1 ms. Eq. s1 was numerically solved by using the Euler method with an adaptive time step varying from 0.01 to 0.1 ms. Simulation of stochastic ion channel fluctuations. To simulate the stochastic channel fluctuations, we modified I ks in the AP model by modeling the gating variable x s1 using a Langevin equation developed by Fox (2), i.e.,
where is the stochastic noise with the following correlation relation:
and k ϩ ϭ x s ϱ and k Ϫ ϭ 1/ xs1 Ϫ k ϩ . 1D cable model. The partial differential equation to describe the membrane potential V in the 1D cable is:
where D is the diffusion constant, which was set to 0.001 cm 2 /ms. With this diffusion constant, the conduction velocity is Ϸ55 cm/s. No-flux boundary conditions were used for Eq. s4. Eq. s4 was discretized with ⌬x ϭ 0.15 mm (approximately the length of a myocyte). 2D tissue model. The partial differential equation to describe the membrane potential V in the homogeneous 2D tissue is
No-flux boundary conditions were used. D ϭ 0.001 cm 2 /ms. ⌬x ϭ ⌬y ϭ 0.15 mm. Rabbit ventricle model. The governing partial differential equation of voltage for the anatomical rabbit ventricles is (3) (4) (5) :
where D is the diffusion tensor. Due to fiber structure in the anatomical ventricles, each location has 3 principal directions: one along the myocardial fiber ␣ (a unit vector), the second, orthogonal to the fiber direction and lying in the myocardial sheet plane ␤, and the third, orthogonal to the above 2 vectors, in the cross-sheet direction ␥. In the local or fiber coordinate system constructed by the 3 orthogonal vectors, the diffusion tensor is diagonal, i.e.,
where D // ϭ 0.001 cm 2 /ms is the diffusion constant along the fiber direction and D Ќ ϭ 0.00025 cm 2 /ms is the diffusion constants in the transverse directions. The diffusion tensor in Eq. s6 then can be calculated as
where A ϭ (␣, ␤, ␥) is the transformation matrix and A T is the transpose matrix of A. For more details on this transformation, see ref. 5 . The rabbit ventricular anatomy and fiber-orientation data were generously supplied by the Cardiac Mechanics Research Group at the University of California at San Diego. The ventricles were discretized with a spatial resolution of ⌬x ϭ ⌬y ϭ ⌬z ϭ 0.155 mm, resulting in Ͼ3,600,000 computational grid points (4). Calculation of PseudoECG. PseudoECG was calculated by using the following equation (3, 5) :
2 and (xЈ, yЈ, zЈ) is the location of the electrode, and (x,y,z) is the location of electrical source in the tissue. D ij is an element of the 3 ϫ 3 matrix D . The integration of Eq. s9 is reduced to ⌽ e (xЈ,yЈ,zЈ) ϭ D͐ L (ٌV)(ٌ(1/R))dx, where L is the length of the cable, and for the homogeneous 2D tissue to ⌽ e (xЈ,yЈ,zЈ) ϭ D͐͐ A (ٌV)(ٌ(1/ R))dxdy, where A is the total area of the tissue. Initial conditions for tissue simulations. Due to Na ϩ and Ca 2ϩ accumulation, it takes many pacing beats for the model to develop into a stationary state for a specific pacing cycle length. To save computation time, especially for 2D tissue and anatomical ventricles, we paced a single cell into its stationary state that then was used as initial conditions for all other cells in the tissue. Numerical and simulation methods. The partial differential equations were numerically solved using the operator splitting method (6) with a time step varying from 0.01 to 0.1 ms. The space step was set to 0.015 cm for 1D cable and 2D tissue and to 0.0155 cm for the anatomical heart. Simulations of isolated myocytes, 1D cable, and 2D tissue were carried out on single-processor computers. Simulations of the anatomical ventricles were carried out on a 32-node high-performance computing cluster. Each node has 2 dual-core AMD Opteron 2.0-GHz CPUs and 4-GB RAM. The code was parallelized by using the Message-Passing Interface (MPI). Simulations were done by using 32 CPUs. To simulate 1 s of electrical activity in the heart, it takes Ϸ6.2 ϫ 32 CPU hours. All computer programs were coded in Cϩϩ.
AP models. We modified the AP model originally developed by our group (7) to obtain certain AP properties. We were not able to induce EADs in the original model simply by increasing the inward currents [by increasing the maximum conductance of the L-type Ca 2ϩ current (I Ca ) or the Na ϩ -Ca 2ϩ exchange current] or decreasing the outward K ϩ currents. To induce EADs, we modified the rate constant in the Markovian model of I Ca to cause steeper activation and inactivation kinetics, increased the maximum conductance of the L-type Ca 2ϩ current, and reduced the maximum conductance of I Ks . The major changes are summarized in the first model described below. Other models used in this study are modifications from the first model and are also described below.
In the first AP model (for the simulations in Figs. 1-3 , and Figs. S2, S4, and S5), the total ionic current was: I ion ϭ I Na ϩ I to,f ϩ I to,5 ϩ I Ks ϩ I NaK ϩ I Ca ϩ I NaCa . The mathematical formulations of these currents was the same as in the paper by Mahajan et Table S1 .
In the second AP model (for the simulations in Fig. 4 , and Fig.  S6 ), we added the nonspecific Ca 2ϩ -activated current (I nsCa ) to the AP model described above, i.e., I ion ϭ I Na ϩ I to,f ϩ I to,s ϩ I Kr ϩ I Ks ϩ I K1 ϩ I NaK ϩ I Ca ϩ I NaCa ϩ I nsCa . I nsCa was adopted from the Luo and Rudy model (8) with the following parameter changes: P ns(Ca) ϭ 0.00000007 and K m,ns(Ca) ϭ 0.5 M.
In the third AP model (for the simulations in Fig. 5 ), the parameters changed from the second model as: g Ca ϭ 1,000 mmol/(cm C), po ϭ 0.3 ms, s 6 ϭ 7.1 ms Ϫ1 , V th ϭ Ϫ15 mV, g to,f ϭ 0.4mS/F, g to,s ϭ 0.006 mS/F, g K1 ϭ 0.3 mS/F, g Kr ϭ 0.027 mS/F, g Ks ϭ 0.4 mS/F, g NaCa ϭ 1.5 mS/F, g NaK ϭ 6.1 mS/F, P ns(Ca) ϭ 0.000000105, and K m,ns(Ca) ϭ 0.5 M.
The fourth model that was used for the simulations shown in Fig. S3 was modified from the first model as: g Ca ϭ 655.2 mmol/(cm C), g Ks ϭ 0.768 mS/F, and g Kr ϭ 0.01 mS/F. Fig. 1 A (B) . 
