An interpretable generative model for handwritten digits synthesis is proposed in this work. Modern image generative models such as the variational autoencoder (VAE) are trained by backpropagation (BP). The training process is complex, and its underlying mechanism is not transparent. Here, we present an explainable generative model using a feedforward design methodology without BP. Being similar to VAEs, it has an encoder and a decoder. For the encoder design, we derive principal-component-analysis-based (PCA-based) transform kernels using the covariance of its inputs. This process converts input images of correlated pixels to uncorrelated spectral components, which play the same role as latent variables in a VAE system. For the decoder design, we convert randomly generated spectral components to synthesized images through the inverse PCA transform. A subject test is conducted to compare the quality of digits generated using the proposed method and the VAE method. They offer comparable perceptual quality yet our model can be obtained at much lower complexity.
INTRODUCTION
Generative models for image synthesis are a hot research topic. They can be categorized into two major classes -variational autoencoders (VAEs) [1] and generative adversarial networks (GANs) [2] . Both of them are designed using an end-to-end optimization methodology. For example, VAEs have two neural networks -the encoder network and the decoder network. The encoder encodes the source dataset into a set of latent variables that meet a certain propability distribution. The decoder randomly samples from the distribution and feeds the latent variables into the decoder network to generate a new image. The whole encoder/decoder training process is cast as a multi-layer non-convex optimization problem and the model parameters are solved by backpropagation (BP). Although the BP approach provides reasonable results, the whole process is complex and mathematically intractable.
Explanable machine learning (XML) [3, 4] and explainable Artificial Intelligence (XAI) [5, 6] have attracted a lot of attention recently. In this work, we attempt to provide an interpretable generative model for image synthesis. Being similar to VAEs, our solution consists of two modules as well -the encoder and the decoder. A whitening process and a coloring process are adopted to implement the encoder and the decoder, respectively. To be more specific, for the encoder, we derive a multi-stage principal component analysis (PCA) by cascading multiple PCA transforms. It relates input images of correlated pixels to uncorrelated spectral components as output vectors through a multi-stage whitening process. These spectral components play the same role as the latent variables in a VAE system. For the decoder, we conduct a multi-stage inverse PCA transform that corresponds to a multi-stage coloring process. The proposed generative model is obtained by a feedforward design methodology without BP. The complexity of our model is low and the whole design process is explainable. A subject test is conducted to compare the quality of digits generated using the proposed method and the VAE method.
The rest of the paper is organized as follows. Related previous work is reviewed in Sec. 2. One-stage and multi-stage generative models are presented in Secs. 3 and 4, respectively. Experimental results are shown in Sec. 5. Finally, concluding remarks are given in Sec. 6.
REVIEW OF RELATED WORK
Generative models are an important topic in the fields of computer vision and machine learning. Among state-of-the-art generative models for image synthesis [7, 8, 9] , VAEs [1, 10, 11, 12, 13, 14, 15] are widely used in many applications. It is a probablistic graphical model that optimizes the variational lower bound on data likelihood. Huang et al. [16] proposed an introspective variational autoencoder (IntroVAE) model to synthesize high-resolution photographic images. It can conduct self-evaluation of generated images for quality improvement. However, these generative models are difficult to explain since the encoder/decoder training process is cast as a multi-layer non-convex optimization problem and solved by backpropagation (BP).
Research on interpretable generative models is much less. One effort is to examine hierarchical representations for image synthesis. Examples include [17, 18, 19, 20] . Another direction is to adopt a recursive structure [21, 22, 23, 24, 25] .
More recently, Kuo et al. and his colleagues have published a sequence of papers on interpretable convolutional neural networks (CNNs) [26, 27, 28, 29, 30] . In particular, image reconstruction based on the Saak transform was presented in [28] , where they showed images can be reconstructed using their Saak coefficients. This is nevertheless different from our goal here -image synthesis from random inputs.
In this work, we investigate image synthesis from random vectors, and present a multi-stage PCA-based generative model for handwritten digits synthesis. It is worthwhile to point out that our work is completely different from the PCA-net in [31] . The latter is a discriminative model for object classification. It is not a generative model.
GENERATIVE MODEL WITH ONE-STAGE PCA
The block-diagram of a generative model using the one-stage PCA is shown in Fig. 1 . It contains a forward transform and an inverse transform. They correspond to the whitening and the color processes, respectively. The training data are used to determine the transform kernels and the distribution of transformed coefficients. Then, the two pieces of information are used for automatic image synthesis. The forward PCA transform consists of the following two steps.
Compute transform kernels from input vectors.
By following [29] , we decompose input vectors into DC (direct current) and AC (alternating current) two components. The correlation matrix for AC input vectors is denoted by R ∈ R N ×N . It has rank N − 1. That is, its first N − 1 eigenvalues are positive and the last one is zero. The eigenvectors corresponding to positive eigenvalues form an orthonormal basis of the AC subspace. Also, we store eigenvectors in a descent order of its corresponding eigenvalues. We select the first M (with M ≤ N ) eigenvectors, of which its corresponding eigenvalues takes the most energy of the input vector space. The first M basis functions, denoted by a1, a2, · · · , aM and called transform kernels, provide the optimal subspace approximation R M to R N .
2.
Project AC input f to kernels a1, a2, · · · , aM . We have projection coefficients shaped in a 3D cuboid, as shown in Fig. 1 . The projection coefficients are defined by
where ai, f and M denote the ith transform kernel, the AC input vector and the number of kernels, respectively.
The inverse PCA transform aims to reconstruct the AC input, f ∈ R N , as closely as possible. We use the best linear subspace approximation to reconstruct the input vector using transform kernels bi, i = 1, · · · , M , and projection coefficient vector q = (q1, · · · , qM ).
That is, we havef
qibi.
The inverse PCA transform is a mapping from projection vector q to an approximationf ∈ R M of f ∈ R N . It is worthwhile to highlight two points. First, image synthesis is different from image reconstruction. Image reconstruction attempts to relate one input image with its transformed coefficients. Image synthesis intends to relate one class of images with their transform coefficients. Thus, we should study the distribution of projection coefficient vector p. It is well known that the PCA transform is a whitening process so that elements of p are uncorrelated. Thus, each element can be treated independently. Second, the single-stage PCA cannot generate high quality images of high resolution since many PCA components contain high frequency components only. To address this problem, we proposed to cascade multiple PCA transforms to provide a multi-stage generative model.
GENERATIVE MODEL WITH MULTI-STAGE PCA
In this section, we propose a generative model based on multi-stage PCA transforms. The block-diagram of the proposed multi-stage generative model is shown in Fig. 2. Since the difference between the original digit images of size 32 × 32 and the interpolated digit image from size 16 × 16 to 32 × 32 is very small, we do an average pooling to reduce all images to size 16 × 16 as a pre-processing step to save computational complexity. Note that this pre-processing step can be removed to allow a more general processing. We will illustrate this point for more complicated images such as facial images as future extension.
Multi-Stage Generative Model
Our proposed system is a two-stage generative model that consists of two single-stage PCA transforms, where the spatial resolution at each stage is 4 × 4. The model parameters are determined in a FF one-pass manner as follows.
• Stage 1:
Conduct the position-dependent single-stage PCA transform on non-overlapping batches of size 4×4. Each position yields PCA coefficients of size 16 × 1 × 1, where 16 is the spectral component and 1 × 1 is the spatial resolution. In other words, the 3D cuboid output has the spatial dimension of each position and a spectral dimension of 16. Among 16 spectral coefficients p0, p1, · · · , p15, p0 is the DC projection while others are AC projections. We only pass the DC projection to the second stage and use AC projections of training samples to train a random forest regressor. Then, the random forest regressor will be used to predict AC projections in the synthesis process.
• Stage 2: Conduct single-stage PCA transform of dimension K ×1×1, where K is the spectral dimension and 1 × 1 is the spatial dimension. Thus, the whole input image is transformed to a spectral vector of dimension K.
The synthesis process is formed by the cascade of two inverse transforms. The input vector is a random vector which has the mean and variance information of PCA coefficients of the last stage. It introduces randomness into the synthesis process.
Outlier Detection
In the synthesis procedure, a random vector is used as the start point. We may see a synthesized vector that lies in the tail region of the Gaussian distribution. They are outliers and will lead to bad generated samples in the end. We use two methods to detect outliers and remove them. One is k-mean clustering combined with the mean squared error. The other is the Z-score method.
• K-mean clustering and MSE.
We apply K-mean clustering on coefficients of the second stage PCA. Each cluster has its centroid and the mean squared error. The latter indicates the distance between samples and their centroid. We use C i,k to denote the coefficient of the i th input image in the k th cluster. The centroid for cluster k is C * k . Then, we have the mean squared error of cluster k:
For each generatedĈ, we check which cluster it belongs to. If the distance betweenĈ and its centroid k is greater than M SE k , we view it as an outlier, vice versa.
• Z score. The Z score is often used to measure the number of standard deviations for a data point to be away from its mean. Here, we use it to detect outliers. Since Ci lies in a high dimensional space, we obtain mean µ and standard deviation σ of each dimension. We consider Ci as an inlier only if all the components of Ci lies within 3σ range of its distribution.
We discard outliers in the image synthesis process.
AC Prediction
For the model in Fig. 2 , the conditional probability of each AC projection given the DC projection, i.e. P (pi|p0), is learned in the training procedure. Thus, in the synthesis flow, once we obtain the generated DC projection,X, it will be used to predict AC projections through the inverse transform at the second stage. The random forest regressor offers a powerful method in predicting AC projections in two aspects. First, given a set of data points, both input X and output b1, b2, · · · , bM are high dimensional, the random forest regressor works well for the dataset. Second, it meets our need. GivenX, the random forest regressor can give the corresponding b1, b2, ·, bM .
EXPERIMENTAL RESULTS

Number of Principle Components
For input images of size √ N × √ N , the total number of principle components is N . We choose the first M (with M < N ) eigenvectors of the correlation matrix to provide the optimal linear subspace approximation, R M to the original space, R N . One key question is the selection of parameter M . Here, we use the first-stage PCA for the MNIST dataset as an example. We show the semi-log energy plot of principle components of input images in Fig. 3 , where the y-axis indicates the ratio of an eigenvalue ei and the sum of all eigenvalues ei, i = 1, 2, · · · , N , and the x-axis is the indices of principal components. As shown in Fig. 3 , the whole energy curve can be decomposed into five linear sectors with four turning points as separators. The four turning points are given in Table 1 . To derive these turning points automatically, we use the least square regressor to fit leading data points in one sector and choose the point that starts to deviate from a straight line segment as the turning point.
To understand the role of principal components in each section, we generate images using principal components in each section only and show the result in Fig. 4 , where sections 1, 2 and 3 contain principal component indices 1-8, 9-120 and 121-180, respectively. Furthermore, for generated images in Fig. 4 , we plot the intensity of a horizontal slice for the corresponding images in Fig. 5 , where the horizontal slice is chosen to cross the upper circle of digit 8.
We observe a different number of peaks in these two figures. For example, there are only two peaks in Fig. 5(a) representing two peaks in Fig. 4(a) . Figs. 5(b) and 5(c) have four peaks, representing four cross points of images in Figs. 4(b) and 4(c), respectively. Based on the above analysis, we can explain the role of principal components in each section. The first section shapes the main structure of a digit image. The second section enhances the boundary region of the main structure. The third and fourth sections focus on the background, which can be discarded safely. We see that there is a trade-off in the choice of principle components in the second section. If we want to have simpler and clearer stroke images, it is desired to drop components in the second section. However, the variation of generated images will be more limited. It is a trade-off between image quality and image diversity.
Quality Evaluation of Synthesized Digits
We adopted the training data from the MNIST dataset to determine the 2-stage PCA transform of our method and train the VAE. Then, we show some of their synthesis results in Fig. 6 . As shown in the figure, we see that our method can generate images that are different from training data with sufficient variation. There is no obvious quality difference between images synthesized by the two methods, which is confirmed by the subject test as described below.
The subjective test was conducted to evaluate the perceptual quality of synthesized digits using the two methods. We generated 100 samples for each digit randomly so that we have 1000 samples in total. Then, 30 subjects were invited to participate in the test. The results from the VAE and our method are display side by side with a random order. Each subject can choose one of the three answers: 1) left is better, 2) right is better and 3) the same. The subjective test results are shown in Fig. 7 . In most cases, the two methods yield digits of the same quality. When people can see some difference, the VAE method performs only a little bit better. This is attributed to the end-to-end optimization criterion used in the VAE method. Our solution is effective by taking the design complexity into account. Fig. 7 . Results of subjective quality evaluation between our method and the VAE.
CONCLUSION AND FUTURE WORK
An interpretable generative model was proposed to synthesize handwritten digits in this work. Multi-stage forward and inverse PCA transforms were adopted as the encoder and the decoder of the proposed solution. It was demonstrated by experimental results that our method can offer high quality images that are comparable to those obtained by the VAE at a much lower training complexity since no BP is needed. There are several possible directions for future exploration. First, we consider the problem handwritten digits synthesis which is still relatively simple. It is interesting to generalize the idea to more challenging problems such as face image synthesis. Second, we should emphasize that our generative model is not the same as the VAE model. It is desired to provide explanable models for both VAEs and GANs. Third, it is worthwhile to study an automatic and effective way to differentiate synthesized and real images. This is critical to image forensic applications.
