ABSTRACT Explosive increase of industrial data collected from sensors has brought increasing attractions to the data-driven predictive maintenance for industrial machines in cyber-physical systems (CPSs). Since machinery faults are always caused by performance deterioration of components, learning the deteriorating mode from observed sensor data facilitates the prognostics of impeding faults and predicting the remaining useful life (RUL). In modern CPSs, several key performance indicators (KPIs) are monitored to detect the corresponding fine-grained deteriorating modes of industrial machines. However, the overall deterioration estimation and RUL prediction based on these KPIs with various patterns have been a great challenge, especially without labels of deteriorating index or uninterpretable of root causes. In this paper, we proposed K-PdM, a cluster-based hidden Markov model for the machinery deterioration estimation and RUL prediction based on multiple KPIs. The method uncovers the fine-grained deteriorating modes of machines through each unlabeled KPI data and learns a mapping between each deteriorating KPI index and RULs. Accordingly, an overall deterioration estimation and RUL prediction of machine are able to be achieved based on the combination of each KPI's deterioration estimation. Moreover, a set of interpretable semantic rules are setup to analyze the root cause of performance deterioration among KPIs. An experimental application is proposed to demonstrate its applicability based on the PHM08 data sets. The obtained results show their effectiveness to predict the RULs of machines.
. Run-to-failure process described by multiple KPIs of machine.
results in insufficient and inaccurate labels of failures. Thus, direct learning methods mapping from features of raw data to RUL are not effective; 3) the real deteriorating process could be usually separated into several phases (healthy state, sub-healthy state and failure state) which are unknown in previous, and each deteriorating phase follows different patterns. Thus, each phase should be learned individually. Consequently, a new method which could estimate the uncertain deteriorating phase from KPIs is necessary, and the method could also facilitate estimating an indirect health status to predict RUL.
Reference [10] has surveyed several indirect RUL prediction methods based on learning functional mapping between health index (HI) and RUL. The performance for RUL prediction depends on both mapping functions which are excellent research topics. The approaches for health index (degradation) estimation and modeling are of great importance for PHM. Since the operating conditions represent usage load profile as pointed out in publications [11] , [12] , their sequence is important. Therefore, the estimation of the health index can be improved by taking into account the sequence of operating conditions. References [13] and [14] uses a Encoder-Decoder model based on Recurrent Neural Networks (RNNs) to generate embeddings for multivariate time series subsequences, and the reconstruction errors are modeled as the HI to represent the health status of machine. These methods calculate HIs mainly based on domain knowledge or statistical errors between healthy and degraded samples, while the internal statistical transitions of performance deterioration based on physics-of-failure are rarely taken into consideration. Some papers use HMMs for deteriorating pattern learning and future state estimation. Reference [15] calculates remaining life time of turbofan engines based on features extracted by Artificial Neural Networks (ANN) and estimation by HMM. Reference [16] models the progression of deterioration into several consecutive states, and each state can be modeled as an HMM. The paper proposes a Multi-branch HMM (MB-HMM) model to recognize each state and estimate the RUL. However, these methods are based on assumptions that the number of deteriorating state are initialized by either expert's knowledge, clustering algorithms or identified by AIC [17] , BIC [18] criteria, but not learnt from the data itself. It results in a fact that the transitional patterns are not able to be learned from observations simultaneously. Meanwhile, [19] proposes pattern-based HMM (pHMM) by using line segmentation, clustering and extended Viterbi algorithm of HMM to inference the high-level state from time series and predict the future value/trends. In our previous study [20] , an unsupervised degradation estimation framework is proposed to discover high-level degradation states and the transitional patterns are learned to estimate machinery deterioration. Nevertheless, the method mainly focuses on fine-grained machinery deterioration estimation based on individual KPI, which are not able to estimate the overall health status based on multiple KPIs, and moreover, it did not consider in establishing a mapping between health status and RUL to facilitate overall machinery RUL prediction.
In this paper, we propose K-PdM framework which is a two-phase cluster-based Hidden Markov Model (cHMM) by leveraging clustering method, pHMM and MB-HMM in a uniform framework. The paper is an extension of our previous work and the contributions are summarized as below:
1) To estimate the performance deteriorating mode of machines based on unlabeled fine-grained KPI data, an extended Viterbi (eViterbi) algorithm based on BestSymbol function is proposed to learn the symbolic observation sequence and deteriorating states sequence simultaneously in a unsupervised way; 2) To estimate the overall deteriorating status and predict the RUL of machines, an HMM-based classifier is designed to identify the fine-grained deteriorating state of machines. Then, the mapping between the finegrained health status based on each KPI and overall RUL is trained based on a linear regression model, and thus the overall RUL is able to be predicted; 3) To diagnose the root-cause KPI of the performance deterioration, a semantic rule-based reasoner is proposed to identify which KPI causes the overall performance deterioration; The remainder of the paper is organized as follows: Section II gives the problem statement and notations. Section III introduces the K-PdM framework in details. In section IV, we use PHM08 challenge datasets to validate the feasibility of our model. Finally, we draw a concrete conclusion in section V.
II. PROBLEM STATEMENT A. HMMS AND NOTATIONS
An HMM is a probabilistic model in which the state process are latent and can be only revealed through an observation process. Denoting h t as the hidden state at time t and there are N hidden states S = {S 1 , S 2 , . . . , S N }, where h t ∈ S. The observation sequence O = {o 1 , o 2 , . . . , o T }, where T is the length of the sequence and o t is the observation at time t. The elements of an HMM are defined as λ = {A, B, π}, where A refers to the transition probability from one state to another, VOLUME 6, 2018 B refers to output probability of an observation generated by a certain state, and π refers to the initial probability of a certain state.
Given a sequence of observations O, the optimal probability is the probability of HMM λ generating O, along a state sequence S = {s 1 , s 2 , . . . s N }, and it is computed as:
and
B. PROBLEM FORMULATION
The core problem for the deterioration estimation and RUL prediction of machines are based on the assumption that the machines are working at different modes from health to failure, and the deterioration are caused by one or more KPIs' degradation. Denoting KPI i , where 1 ≤ i ≤ n, as the i th KPI time series to monitor the performance deterioration of machine. Each KPI i indicates one dimension of fine-grained deterioration, and combination of KPIs reflects the overall HI and RULs of machine. Thus, the fundamental problems can be categorized as: (1) 
1) FINE-GRAINED DETERIORATING MODE LEARNING
Each KPI indicates the fine-grained deterioration, and the deteriorating process of the system on each KPI measurement could be modeled as an HMM. The discovery of deteriorating states could be modeled as finding the optimal hidden state sequence that generates the KPI observations. Additionally, this problem could be formulated as Viterbi decoding model of HMMs:
When the algorithm reaches the last time point n, we obtain all optimal probabilities: δ n (i). By comparing all of them, and backtracking the largest one, this algorithm obtains the optimal state sequence.
Equation (1) would be adequate if the observation sequence are given. However, the observation sequence is unknown from given KPI time series, so it needs to be initialized and learned from time series itself. In our work, we formulate the problem as learning the observation and state sequence simultaneously. The formulation could be modeled as follows, according to Equation (1):
Similarly, in our algorithm, when δ t (i) is computed, it implies a ''new observation'' is added to the observation sequence. However, here the observation C t is a cluster of continuous KPI value starting at t − d + 1 ending at t, instead of a single value. Since, the optimal observation sequence is unknown, d could not be determined beforehand. So δ n (i) is computed by scanning all possible previous optimal probability and maximum result is chosen. Finally, we obtain the optimal observation sequence {C 1 , C 2 , . . . , C m } and the corresponding state sequence {h 1 , h 2 , . . . , h m }.
To further learn the internal evolutionary pattern of each deteriorating states, every deteriorating states could be modeled as a left-right Gaussian HMM
where K is the number of deteriorating states and the output probability of each HMM follows Gaussian distributions. Baum-Welch [9] could be used to learn the parameters of λ i
2) DETERIORATION ESTIMATION
Determination of the ''current'' fine-grained deteriorating states based on each KPI simply involves calculation of the log-likelihood probability for all the HMMs using O i . Given the KPI observation sequence, current state with the largest log-likelihood probability according to λ k is the estimated degradation state. The identification problem could be formulated as:
Once each fined-grained deteriorating states have been determined on each KPI measurement, a combination of rules can be predefined to further identify the overall deteriorating state with its root-cause KPIs. As figure 2 shown, the rules divide the overall machinery deterioration into several levels based on each fine-grained KPI's deteriorating states, and each level represents the degree of overall deterioration. 
3) RUL PREDICTION
The problem could be categorized as a regression learning and prediction tasks based on combination of fine-grained KPIs' deteriorating states. For each KPI measurement KPI i (1 ≤ i ≤ n), the fine-grained deteriorating states have been estimated by K HMM λ i (1 ≤ i ≤ K ). The loglikelihood probability at time t is calculated for λ i , and it is denoted as L
. Accordingly, the log-likelihood probabilities are able to represent the possibility of each fine-grained deteriorating states the machine perhaps stays at with given timestamp for each KPI. The log-likelihood probabilities for all the KPI compose a set of features to representing the overall HI and RULs, which can be modeled as a regression learning problem. The regression model could be formulated as:
where f ( * ) represents the regression function and L (i) KPI j (t) represents the log-likelihood probability from fine-grained deteriorating state i at time t for KPI j .
III. SYSTEM MODEL
The proposed K-PdM is divided into two phases (shown in Figure 3 ): learning the fine-grained deteriorating mode and overall deterioration estimation along with RUL prediction.
A. PHASE I: LEARNING FINE-GRAINED DETERIORATING MODE
The fine-grained deteriorating mode can be modeled as a HMM according to each KPI. Specifically, clustering algorithms can be used to convert each KPI time series into symbolic sequence. Then, the HMM's observation sequence is initialized according to the symbolic sequence and then optimal state sequence is obtained by using extended Viterbi algorithm. The details will be introduced in following subsections.
1) INITIALIZE OBSERVATION SEQUENCE BY CLUSTERING

We regard the original KPI time series as
where t i is a timestamp and v i is the KPI value at t i . A clustering algorithm, such as K-means or spatial clustering method [21] can be used to cluster the original data into several clusters C = {c 1 , c 2 , . . . , c N }, and each cluster could be represented as a symbol c i (1 ≤ i ≤ N ) . Thus, each data point is labeled with a symbol and the KPI sequence is transformed to a symbol sequence S = {s 1 , s 2 , . . . , s T }, s t ∈ S represents a tuple (t, c i ), t is a timestamp and c i is a symbol belongs to C.
We model the deteriorating process as an HMM, where the observation sequence is initialized according to the symbolic sequence S. Discovery deteriorating state sequence which generates the S is to find the optimal consecutive symbolic patterns which generates corresponding symbols. We firstly define the consecutive symbolic patterns as the hidden states. Since the consecutive symbolic patterns are unknown, we assume that there are N corresponding initial hidden states (the same number as clusters in C), which are denoted as H = {h 1 , h 2 , . . . , h N }, to the symbol sequence S. Then, we should iteratively infer the most optimal consecutive symbolic patterns H optimal = {h
For a HMM, the initial state transition probabilities, initial state and output probability B should be determined to inter the final parameters of HMM with finding the optimal consecutive symbolic patterns. We can use the maximum likelihood estimation method [22] to estimate the state transition probabilities A = {a ij }. While, for the initial probabilities π = {π i }, 1 ≤ i ≤ N , the estimate probability π i is the frequency of h i as initial state in all samples.
To initialize the output probability B = {b i (s t )}, where i represents hidden state h i and symbol s t belonging to symbol sequence S, we should firstly identify the distributions of state h i generating symbol s t . Each observation corresponding to one state can be regarded as a stable behavior with deviations, and the deviations are usually described as a Gaussian Distributions. Thus, we assume that the centroid of the symbol in cluster c i follows one-dimensional Gaussian Distributions. Specifically, we define the symbols in cluster c i as s (i) k , and the centroid of all the points in symbol s
. Kernel Density Estimation (KDE) [23] and Gaussian kernel [24] are used to estimate the output probability.
2) DISCOVERING FINE-GRAINED DETERIORATING STATES BY UPDATING HMM
It is intuitive and commonsense that same symbolic observations are more likely belonged to the deteriorating state, so it is assumed that symbols with similar distributions compose a new state based on initial symbolic observation and state sequences. Extended Viterbi algorithm (eViterbi) [19] based on BestSymbol function is used here to infer the deteriorating state sequence. The key part in eViterbi is to find the best consequent symbols generated by deteriorating state sequence with the optimal probability δ t (i). 
Algorithm 1 BestSymbol Algorithm
3:
end for 6 :
if mean_ab_err(clst)>ε r then 8:
end if 10: end for BestSymbol function (shown in Algorithm 1) is to find the best symbolic sequence {s t−d+1 , s t−d+2 , . . . , s t }, whose mean average error is below the threshold ε r . The centroid avg is the average centroid of all the points belonging to the symbolic sequence beginning at t − d + 1 and ends at t. The ab e rr(s i ) measures the absolute error of symbol s i with centroid avg . And the mean_ab_err(clst) is the average absolute errors for all the symbol belonging to the symbolic sequence which begins at t − d + 1 and ends at t. If the mean_ab_err(clst) is less than the threshold ε r , it could be regarded as a best symbolic sequence.
In Algorithm 2, the eViterbi based on BestSymbol function is presented. Based on a dynamic iteration of eViterbi, the optimal observation and state sequence are able to be inferred simultaneously based on initial symbolic sequence. At each iteration, the new BestSymbol sequence is found corresponding to hidden states, thus the distribution of symbols belonging to each state will be changed and the output probability should be recalculated. It will converges until the symbolic sequence is unchanged, and the stable hidden states is denoted as SS = {h 1 , h 2 , . . . , h m }, where m is the number of hidden states. 
for t = 2 to n do 4: for i = 1 to K do 5: δ t (i) = 0 6:
δ t (i) = δ temp 10:
prev h (t) = j Once the fine-grained deteriorating mode based on each KPI is learned, an overall deterioration is able to be estimated by combination of estimation on each KPI. Moreover, the health index and remaining useful life can be predicted based on the regression model. The details will be introduced in following subsections.
1) DETERIORATING STATE ESTIMATION
To estimate current fine-grained deteriorating state based on given KPI sequence, a comparable method based on calculation of log-likelihood is used according to section II. The given KPI data is denoted as O test , and it is segmented by sliding windows with window length l and sliding length s. 
The definition could be used to represent the features of the system's health status, the calculation of δ t (h k ) is given in Equation (4) and (5) .
According to section II and our previous work [25] , a set of rules can be defined to diagnose the overall deterioration based on a combination of fine-grained deteriorating states. For example, in CAMPSS datasets [4] , three main KPIs are monitored to indicate HPC's performance, which are total_temperature at HPC outlet, static_pressure at HPC outlet and total_pressure at HPC outlet. It is assumed that each fine-grained KPI represents corresponding deterioration and has three states respectively, so the overall deterioration could be divided into 7 levels as Figure 4 shown, and each level indicates the severity of the HPC's deterioration. A rule-based reasoning can be executed to identify the overall deterioration according to each KPI's deteriorating state, and in addition, the root-cause KPI with the severity level is able to be judged. 
2) LOG-LIKELIHOOD-BASED RUL PREDICTION
To predict RUL based on log-likelihood probability, a more flexible approach is to model the relationship between RUL and L through a regression model. While the regression model selection will depend on the properties of the (L, RUL) data, we will present here results based on linear polynomial regression models. Consistent with the principle of Occam's razor [26] , we will prefer lower order models over higher order models, given reasonable accuracy.
The machinery performance are measured by several KPIs, and each KPI represents one dimension of features for RUL prediction. Therefore, data fusion method is able to be modeled to predict the RULs based on multiple KPI measurements. According to Equation (6), the loglikelihood probabilities generated by the fine-grained deteriorating states are the features of RUL for one KPI. Assuming that there are n KPIs, the linear regression function f (L) is defined as:
where
is a n i -dimensional vector of log-likelihood probability from
i } is the weight of each dimension.
IV. EXPERIMENTS AND EVALUATIONS
A. DATASETS AND EXPERIMENT SETUP
In our experiment, we use CMAPSS datasets [4] as the evaluation use case. The run-to-failure dataset consists of multiple multivariate time series for engine degradation simulation, which is simulated by C-MAPSS. We select three KPI time series named total_temperature at HPC outlet, static_pressure at HPC outlet and total_pressure at HPC outlet from dataset FD001 to evaluate our approach. The framework is implemented in Java and Python. The datasets and source code can be found on github. 1 The data have been divided into training datasets and test datasets. The training datasets are used to learn the finegrained deteriorating mode, and the test datasets are used to validate the performance of overall deterioration estimation and RUL prediction. Since there are not a uniform set of evaluating benchmarks to assess the entire proposed framework, three aspects of evaluations are setup to evaluate the framework step by step: 1)
1) The first one is evaluation on fine-grained deteriorating state discovery based on the first phase of cHMM. State preservation index (SPI) is used to evaluate the discovery effects of proposed methods based on spatial clustering and K-means algorithms. Then, the distributions of discovered deteriorating states are visualized and discussed; 2) The second one is evaluation on fine-grained/overall deterioration estimation and RUL prediction results based on the second phase of cHMM. Comparisons between proposed method and other state-of-arts methods will be discussed; 3) The third one is testify the feasibility and utility of overall deterioration estimation and root-cause analysis based on K-PdM framework.
B. RESULTS AND DISCUSSION
• Evaluation on fine − grained deteriorating state discovery In this experiment, we use the total_temperature KPI of Engine 1 to evaluate fine-grained deteriorating state discovery. Spatial clustering and K-Means algorithms are used respectively as initialized clustering methods. In addition, according to Eberle et al. [21] , Statepreservationindex(SPI) is used to measure the compactness among discovered deteriorating states.
By using spatial clustering algorithm to initialize symbolic observation sequence, we set the parameters as grid_size = 0.55, threshold = 4 and ε r = 0.005 according to [20] . The initialized symbolic observation sequence is correspondent to 5 initial deteriorating states, which is shown in Figure 5 (a) . And after two iterations of HMM update, 3 final deteriorating state were discovered as Figure 5 (b) shown, which are labeled as symbolic number 0, 2 and 1 from healthy to failing state. While, by using K-means algorithm, where parameter K is set to 5 compared with spatial clustering, the symbolic observation sequence is initialized corresponding to 5 initial deteriorating states, which is shown in Figure 5 (c). And after And after three iterations of HMM update, 4 final deteriorating state were discovered as Figure 5 (d) shown, which are labeled as symbolic number 1, 2, 3 and 4 from healthy to failing state. Symbol 0 is labeled as a noisy state with a very short duration. As Table 1 shows, it can be found that (1) spatial cluster performs better than K-means on finding the initial symbolic observation sequence and states with more compactness; (2) HMM-based inference improves the accumulation and refinement of initial state dramatically; (3) The final spi_value of two methods are of little gap between each other (cHMM (Spatial) is a little better than cHMM (K-means) ). To present the distributions of each cluster and final degradation-state, the probability density plots are shown in Figure 6 . Kernel Density Estimation (KDE) is used to estimate the probability density, and Gaussian kernel is chosen as the kernel function. The distribution plots visualize that the state refinement of cHMM is effectively to discover the stable and compact deteriorating states, and moreover, the final results depend not too much on the type of clustering methods (no matter spatial clustering or K-means algorithm). • Evaluation on deterioration estimation and RUL prediction Based on the cHMM, three fine-grained deteriorating states are discovered on total_temperature, static_pressure and total_pressure measurements of both engine 1 and 7 respectively. While for engine 6, two fine-grained deteriorating states are discovered on total_temperature, four fine-grained deteriorating states are discovered on static_pressure measurement and two fine-grained deteriorating states are discovered on total_pressure measurement. To train the sub-state sequences for each KPI, we initialize the hidden states as 3 and the time series are segmented into time windows as observation sequence. The window length is 10 and the step length is 5. The loglikelihood curve on training datasets have been shown in Figure 10 (a-c, g-i, m-o) . Based on the trained model, the current fine-grained deteriorating state can be estimated based on cHMM corresponding to each KPI. The log-likelihood curves of test dataset for engine 1, 6 and 7 have been also presented in Figure 10 (d-f, j-l, p-r). The results show: (1) Engine 1's HPC temperature stays at state 1 (degraded) which is transferred from state 0 (normal) at recent time. Engine 6 stays at state 0 (normal). Engine 7 stays at state 0 (normal); (2) Engine 1's static pressure stays at state 0 (normal). Engine 6 stays at state 0 (normal). Engine 7 stays at state 0 (normal) and will transfer to state 1 (degraded) soon; (3) Engine 1's total pressure stays at state 0 (normal). Engine 6 stays at state 0 (normal). Engine 7 stays at 0 (normal) and transfer to state 1 (degraded).
Based on the fine-grained deteriorating state estimation, the overall RUL are able to be predicted. The linear regression models are trained for engine1, 6, and 7 respectively, and the RULs of corresponding engines are predicted as Table 2 shown. Since only the most recent RULs are given in the test datasets, the Absolute Error (AE) is used to evaluate the performance on each engine. It is shown that the estimated RUL on engine 1, 6 and 7 are very closed to the real RUL. Moreover, KPI fusion is able to gain the minimum AE on engine 1 and 7 by using all the three sensors. Although the minimum MAE is not performed by fusing three KPIs on engine 6, the KPI fusion method still gains a relative good AE result. The results illustrate that KPI fusion could improve the prediction accuracy, due to more useful features extracted from sensors. To illustrate performance of the polynomial regression function on predicting RULs, Figure 7 shows the log-likelihood trajectory on both training datasets and test datasets of engine 1, 6 and 7.
We also give comparisons between cHMM and other stateof-arts' methods [27] on RUL predictions. The actual RUL values for the last recorded cycles are given in the dataset, and the corresponding RUL labels for the previous life-time can be obtained accordingly. To evaluate the performance of RUL prediction, Root Mean Square Errors (RMSE) on engine 1, 6 and 9 are used. We use the average RMSE of engine 1, 6 and 9 as the overall performance of cHMM, and we compare it with other methods. As Table 3 shown, the results illustrate that cHMM performs better than most of other methods but not better than Deep LSTM on RUL predictions. The reason is perhaps that HMM-based method could probably not learn the long-term dependent patterns from observations well, while LSTM is good at it. However, deep learning methods are not good at translating the internal working patterns of how machines fail and not able to analyze the root-cause of the fault, while cHMM discovers the fine-grained deteriorating modes from each of the KPI measurements, which facilitates the overall estimation of the deteriorating states by each KPI measurements and evaluating which measurements cause the performance deterioration.
To estimate the overall deterioration and analyze the cause, a set of reasoning rules and ontological vocabularies are modeled into an expert system based on our previous work [28] . For example, the overall deteriorating degrees can be divided into 7 levels for Engine 1. When new KPI readings generated, the fine-grained deteriorating state of each KPI measurement will be estimated, and then the overall deteriorating levels with corresponding RUL will be diagnosed according to predefined rules. The SPARQL sentences of reasoning the fault are shown in Figure 8 . Finally, the root-cause KPI of the deterioration will be traced with the deteriorating levels. The proof-of-concept demo is implemented and a snapshot is shown in Figure 9 . The figure illustrates that the engine #1 is diagnosed in three different working conditions: 9(a) presents the engine is in relative healthy condition with health index value 0.78 (which means the remaining lifetime has 78% left), and the three measurements are all at its corresponding healthy state (status 0); 9(b) presents the engine is in median deteriorating condition with health index value 0.193 (which means the remaining lifetime has 19.3% left, very closed to its failure), and the three KPI measurements are all at its corresponding deteriorating state (status 1); 9(c) presents the engine is in severe deteriorating condition (nearly failure) with health index value 0.0625 (which means the remaining lifetime has 6.25% left), and the three KPI measurements are all at its corresponding late deteriorating state (temperature and static pressure at status 2, total pressure at status 1. When severe deteriorating condition happens, the failure alert will be triggered and the root-cause KPIs are able to be checked that total_temperature and static_pressure are abnormal.
V. CONCLUSION
In this paper, we presented K − PdM based on cluster-based Hidden Markov Model (cHMM) for KPI-oriented predictive maintenance. K − PdM is able to learn the deteriorating patterns from fine-grained KPI and extract the deteriorating states with transition from health to failure. Based on the learned pattern, overall RUL could be predicted according to the log-likelihood of given observations generated by fine-grained deteriorating states. Moreover, the root-cause diagnostic rules could be modeled according to extracted fine-grained deteriorating states and the root-cause KPI of overall performance deterioration is able to be reasoned. To validate the feasibility of cHMM, we conduct experiment based onPHM08 challenge data and implement a proof-ofconcept predictive maintenance demonstration for turbofan engine. The experimental results illustrate that the model could discover the fine-grained deteriorating states with high compactness and RUL could be predicted within promising MAE and RMSE values compared with other methods. A proof-of-concept demo is implemented to show its application on turbofan engine's diagnostics and prognostics, which yields its feasibility and utility in real-world predictive maintenance applications. 
