Interfaces between Competing Patterns in Reaction-diffusion Systems with Nonlocal Coupling by Nicola, Ernesto Miguel
Max-Planck-Institut fu¨r Physik komplexer Systeme Dresden
Interfaces between Competing Patterns in
Reaction-diffusion Systems with Nonlocal Coupling
Dissertation
zur Erlangung des
Doktorgrades der Naturwissenschaften
(Doctor rerum naturalium - Dr. rer. nat.)
vorgelegt
der Fakulta¨t Mathematik und Naturwissenschaften
der Technischen Universita¨t Dresden
von
Ernesto M. Nicola
geboren am 16. August 1971 in Concordia (Entre Rios), Argentinien
Dresden 2001
Eingereicht am 25. September 2001
1. Gutachter: Prof. Dr. P. Fulde
2. Gutachter: Prof. Dr. U. Bahr
3. Gutachter: Prof. Dr. H. Engel
Abstract
In this thesis we investigate the formation of patterns in a simple activator-
inhibitor model supplemented with an inhibitory nonlocal coupling term.
This model exhibits a wave instability for slow inhibitor diffusion, while,
for fast inhibitor diffusion, a Turing instability is found. For moderate val-
ues of the inhibitor diffusion these two instabilities occur simultaneously at a
codimension-2 wave-Turing instability. We perform a weakly nonlinear analy-
sis of the model in the neighbourhood of this codimension-2 instability. The
resulting amplitude equations consist in a set of coupled Ginzburg-Landau
equations. These equations predict that the model exhibits bistability be-
tween travelling waves and Turing patterns. We present a study of interfaces
separating wave and Turing patterns arising from the codimension-2 instabil-
ity. We study theoretically and numerically the dynamics of such interfaces
in the framework of the amplitude equations and compare these results with
numerical simulations of the model near and far away from the codimension-2
instability. Near the instability, the dynamics of interfaces separating small
amplitude Turing patterns and travelling waves is well described by the am-
plitude equations, while, far from the codimension-2 instability, we observe
a locking of the interface velocities. This locking mechanism is imposed by
the absence of defects near the interfaces and is responsible for the formation
of drifting pattern domains, i.e. moving localised patches of travelling waves
embedded in a Turing pattern background and vice versa.
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Chapter 1
Introduction
The formation of spatio-temporal patterns is a very common feature of nat-
ural systems. In the last few decades a lot of work has been done in the
study of pattern forming processes in nonequilibrium systems. Some repre-
sentative reviews and introductory books that treat this topic can be found
in [1, 2, 3, 4, 5, 6, 7].
The variety of different spatio-temporal patterns seen in nature is very
vast. It has been recognised, however, that these patterns very often arise
in situations where a previously stable homogeneous state becomes unstable
to small perturbations. In such a situation, pattern forming systems can
be classified according to the primary instability of the spatially homoge-
neous state. Three basic types of instabilities in unbounded systems can be
distinguished [1]. In these three different cases the new solutions are:
1. spatially periodic and stationary in time,
2. spatially periodic and oscillatory in time and
3. spatially homogeneous and oscillatory in time.
This leads to a classification of pattern forming systems into a few different
cases. Furthermore, a universal description of patterns arising near these in-
stabilities is achieved within the framework of the so called amplitude equa-
tions (see e.g. Ref. [1, 5, 7, 8, 9, 10]). These universal equations play a
fundamental roˆle in the field of pattern formation.
Pattern forming systems in nature are extended in space and often evolve
in time. Very often these systems can be described by some set of deter-
ministic partial differential equations [1, 2, 5]. These equations are usually
nonlinear.
Some types of pattern formation processes in nature have been studied
extensively. Probably the best studied cases of pattern formation come from
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the field of fluid dynamics [1, 7]. The Navier-Stokes equations typically pro-
vide the starting point of these studies. The formation of patterns in chemical
reactions has also received a lot of attention [5, 11, 12, 14]. A family of mod-
els that have been extensively used to analyse patterns observed in chemical
processes are reaction-diffusion systems [5, 11, 12, 13]. These models consist
of a reaction part describing the chemical kinetics and a diffusion part rep-
resenting transport processes. Within the reaction-diffusion literature, the
characteristic instabilities mentioned before are known as Turing, wave and
Hopf bifurcation, respectively [14]. Reaction-diffusion models have been also
applied to other fields like, for example, biology [2, 15, 16] and ecology [2].
A well studied subgroup of reaction-diffusion models are activator-inhibitor
systems. These simple models capture many features observed in numerous
chemical and biological patterns [2, 3]. They consist of two diffusing com-
ponents with a characteristic temporal dynamics [3]. In such two compo-
nent reaction-diffusion models only Turing and Hopf instabilities are possible
[14]. A particular type of simple activator-inhibitor systems, the so called
FitzHugh-Nagumo dynamics, has been successfully used to model a broad
array of pattern forming processes [2, 3, 12].
Recently, there has been an increasing interest in reaction-diffusion mod-
els related with activator-inhibitor systems but consisting of more than two
components. These studies address typically reaction-diffusion systems with
three components [17, 18, 19, 20, 21, 22, 23, 24]. An interesting feature
observed in some of these models is that, beside the Turing and Hopf insta-
bilities, also a wave instability may occur [17].
In this thesis we will study a simple activator-inhibitor model supple-
mented with an inhibitory nonlocal coupling term. The model follows a
FitzHugh-Nagumo type dynamics. The nonlocal coupling term will naturally
arise if we consider a limiting case of a three component reaction-diffusion
system consisting of one activator and two inhibitors.
The instabilities of the reaction-diffusion model with nonlocal coupling
will be studied extensively in this thesis. We will see that for slow inhibitor
diffusion (compared to the activator diffusion), the model exhibits a wave
instability, while, for fast inhibitor diffusion, a Turing instability is found.
These two instabilities can occur simultaneously at a codimension-2 wave-
Turing bifurcation. Such a situation has been found earlier within some mod-
els of convection [25, 26, 27, 28] and is a generalisation of the well investigated
Turing-Hopf instability in two component reaction-diffusion systems [29]. Ba-
sic properties of such coexisting instabilities have been studied theoretically
in amplitude equations [30] as well as experimentally in a one-dimensional
gas-discharge system [31].
We will see that, near the codimension-2 instability, the model may have
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Figure 1.1: In this figure we show a typical example of an interface separating
a right-travelling wave and a Turing pattern in the reaction-diffusion model with
nonlocal coupling. In this grey scale plot the colour black corresponds to big
concentrations of the activator and withe to low. The model numerically integrated
is given by Eqs. (2.13,2.14) and the parameters are the same than in Fig. 6.1(b)
(for more details see the caption of this figure).
a region of bistability between Turing and travelling wave patterns. In this
bistability region both patterns exist.
Many systems in nature show competition between periodic patterns
[29, 32, 33, 34]. As a result of this competition, interfaces separating dif-
ferent patterns may arise. In our model these interfaces will separate travel-
ling waves and Turing patterns. An typical example of such an interface is
presented in Fig. 1.1.
In this thesis we present a general study of interfaces near and far from
codimension-2 instabilities. Near such a codimension-2 instability the dy-
namics of such interfaces is analysed in a set of coupled amplitude equa-
tions. We compare these theoretical results with numerical simulations of
the model, near and far away from the codimension-2 wave-Turing instabil-
ity. The dynamics of interfaces separating small amplitude patterns is well
described by the result of the coupled amplitude equations.
For large amplitude patterns, we observe a locking of interface veloci-
ties, which is imposed by the absence of defects near the interfaces. This
mechanism is responsible for the formation of drifting pattern domains, e.g.
travelling waves embedded in a Turing pattern background and vice versa.
These patches have constant width and move (drift) with constant speed.
They exist in a broad region of the parameter space embedded in the bista-
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bility region between travelling waves and Turing patterns.
- Organisation and outline of this Thesis
After accomplished a short motivation and introduction to the main topics
of this thesis, let us now give some hints about its organisation.
This thesis is divided in two parts:
1. In the first part we will introduce the model, study its linear stability,
derive the corresponding amplitude equations and study their constant
amplitude solutions.
2. In the second part we will concentrate our attention on the study of
interfaces separating competing patterns.
Let us now describe the chapters of this thesis and their relationship.
Each chapter begins with a brief introduction and has a short description of
its organisation.
The first part is composed of four chapters. The model will be introduced
and motivated in Chapter 2. In Chapter 3 we will study the spatially ho-
mogeneous solutions of the model and perform a linear stability analysis of
these solutions. Chapter 4 will begin with an introduction to the derivation
of amplitude equations and continue with the derivation of these equations
in the model near the Turing, wave and codimension-2 wave-Turing instabil-
ities. We will finish this chapter with a preliminary analysis of the behaviour
of the amplitude equations. In Chapter 5, the last chapter of the first part,
we will study simple solutions of the amplitude equations. These solutions
correspond to constant amplitude patterns. We will compare quantitatively
these solutions with numerical simulations of the model.
The second part of the thesis is composed of four chapter plus a summary.
In the first section of Chapter 6 we will motivate the study of interfaces sepa-
rating constant amplitude patterns. A classification of the possible interfaces
will follow. Chapter 6 will end with a introduction to the theoretical tools
that we will use to study the interfaces in the next two chapters. In Chapters
7 and 8 we will perform an extensive study of the dynamics of interfaces near
the codimension-2 instability. To achieve this, in Chapter 7, we will apply
a coherent structure approach to the amplitude equations. The resulting
ordinary differential equations will be analysed in detail in Chapter 8. We
will compare the outcome of this approach with the dynamics of interfaces
in numerical simulations of the model. In this chapter we will also study
the the shape and size (i.e. the scaling properties) of the interfaces near
5the codimension-2 wave-Turing instability. In Chapter 9 we will study inter-
faces separating Turing and wave patterns at a substantial distance from the
instability thresholds.
Finally, in Chapter 10 we will provide a short summary of the main results
of this thesis and give a brief overview of the principal open issues.
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Part I
The model and its instabilities
Chapter 2
The Model: Reaction-Diffusion
System with Nonlocal Coupling
In this chapter we will introduce and motivate the model that we will analyse
through this thesis. The model consists in a reaction-diffusion system supple-
mented with a nonlocal spatial coupling term. The model has two variables; an
activator and an inhibitor. The dynamics of these variables is of the FitzHugh-
Nagumo type. We will see that a spatial nonlocal coupling term can naturally
arise as a limiting case of a three variable reaction-diffusion system.
2.1 Introduction
The main aim of this chapter is to present a simple reaction-diffusion model
with nonlocal coupling. This model describes the interaction of an activator
and an inhibitor.
We will motivate the introduction of the (spatial) nonlocal coupling as
a limiting case of an extended three variable reaction-diffusion system con-
sisting of one activator and two inhibitors. This limiting case arrises when
the dynamics of one of the inhibitors is much faster that the other. In this
situation, the fast inhibitor can be eliminated adiabatically, resulting in a
two variable activator-inhibitor model with nonlocal coupling.
The dynamics of the model is of the FitzHugh-Nagumo type. Although
systems with this kind of dynamics are typically used to model the dynamics
of excitable media [2, 3, 12, 36], here we will put the emphasis in the onset of
pattern formation resulting from destabilisation of an homogeneous steady
state.
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- Organisation of this chapter
This chapter is divided in two sections. In Section 2.2 we will give a brief
introduction to reaction-diffusion systems. In particular we will discuss the
activator-inhibitor dynamics, including the FitzHugh-Nagumo class. We will
also discuss three variable systems. In Section 2.3 the model to be discussed
in this Thesis will be introduced. Some interesting limits of this model will
be considered.
2.2 Introduction to Reaction-Diffusion Sys-
tems
2.2.1 Generalities
In the introduction of this Thesis we mentioned that models of reaction-
diffusion type have received a lot of attention in the literature. This has
been reflected in a deep knowledge of the subject and in an overwhelming
quantity of papers. Some representative reviews and introductory books that
treat this topic are [2, 3, 4, 5, 6, 8, 12]. In the following we will give a brief
description of this type of models.
Reaction-diffusion models are systems of coupled partial differential equa-
tions (PDEs in the following) that can be written in the following way:
∂tX(x; t) = g(X(x; t))︸ ︷︷ ︸
reaction
+D∇2X(x; t)︸ ︷︷ ︸
diffusion
, (2.1)
where X is a (column) vector field. In the context of chemical reactions, the
elements of this field represent the concentrations of different reactants. The
functions in the vector g(X(x; t)) are typically nonlinear. This portion of
the equation (2.1) is usually called the reaction part. The diffusion matrix
D is square and typically diagonal. This last portion of the equation (2.1)
is called the diffusion part and accounts for the diffusion of the reactants.
In this Thesis we will concentrate on cases where the physical space on
which the reactants diffuse is one-dimensional 1. Consequently, in the fol-
lowing we will substitute the Laplacian operator ∇2 by a one dimensional
spatial (second) derivative ∂2x.
1Many examples of real physical system of interest are one dimensional or quasi-one
dimensional (see e.g. [1, 12]).
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2.2.2 Activator-Inhibitor Systems
A well studied subgroup of reaction-diffusion systems are the so called activator-
inhibitor models [2, 3, 4, 5, 14]. As we mentioned in the introduction, these
models have been used in many different pattern forming systems ranging
from chemical reactions [5, 14, 35] to biological problems [2, 16] (such as
population dynamics, epidemic spreading, and many others).
The activator-inhibitor models consist of two variables (i.e. X = (u, v)Tr
in Eq. (2.1)) which diffuse in the medium. The first variable, u, called
activator and the second, v, inhibitor. The field u is auto-catalytic. A small
amount of its concentration triggers the production of more of it. The growth
of u is inhibited by the presence of a second field v.
The dynamics of the inhibitor v is such that the presence of a nonzero
concentration of activator u stimulates the v production, i.e. u acts as a
catalysator for the v production. On the other hand a nonzero quantity of
this second field v induces its decrease.
Consequently a nonzero quantity of u activates the production of both
u and v and, conversely, a nonzero quantity of v halts and reverses (i.e.
inhibits) the production of both. This is the reason why the fields u and v
are called activator and inhibitor respectively.
So far this description corresponds to the linear behaviour. Typically
(saturating) nonlinearities are introduced to limit the unbounded catalytic
process.
- FitzHugh-Nagumo System
A paradigmatic example of an activator-inhibitor model is the so called
FitzHugh-Nagumo system (FHN) [2, 3, 5, 15, 36, 37]. This model was ini-
tially proposed independently by R. FitzHugh [38] and Nagumo et al. [39]
as a mathematically tractable model for propagation of electrical signals in
neurons (for a short introduction to this topic see Section 6.5 in [2] and refer-
ences therein). The FHN model represents one of the simplest descriptions of
an excitable media, consequently it has been used as simplified or toy model
in many other areas (see e.g. [3, 36, 37]).
A crucial feature that distinguishes the FHN model is that nonlinearities
appear only in the dynamics of the activator field u. This saturating nonlin-
earity term has the form of a cubic function in u. A generic FHN model is
given by:
∂tu = au− bv + αu2 − βu3 +Du∂2xu (2.2)
∂tv = cu− dv +m+Dv∂2xv, (2.3)
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where Du and Dv are the diffusion coefficients (consequently they are as-
sumed to be always positive quantities). The coefficients a, b, c, d are typi-
cally positive in order to preserve the activator-inhibitor interpretation2. In
order to get the nonlinear saturation the the cubic coefficient β should be
always positive. Finally, the constant m and the quadratic coefficient α can
be either positive, zero or negative.
Let us remark that in the literature there are many different ways of
writing FHN-like systems. Typically they can be mapped one into the other
(see Ref. [37] for a discussion of this topic). In Eqs. (2.2,2.3) we chose a very
general form in order not to introduce unnecessary constraints.
2.2.3 Three variable activator-inhibitor model
A natural extension of the standard FHN model is to consider the case
where a second inhibitor comes into play. Such kind of models have been
scarcely studied in the literature. Some examples, known to us, of fields
where these three variable activator-inhibitor models have been used to de-
scribe the formation of pattern are in sea shells [22], in cell biology [23], in
interacting biological populations [40], in spot dynamics in gas discharges
devices [18, 19, 20, 21] and in concentration patterns appearing in hetero-
geneous catalysis [41, 42]. In these cases the models are typically under
bistable conditions. In [17] a related three variable model has been studied
numerically.
Let us consider the following extention of FHN model in Eqs. (2.2,2.3):
∂tu = au− bv + αu2 − βu3 − gw +Du∂2xu (2.4)
∂tv = cu− dv +m+Dv∂2xv (2.5)
∂tw = eu− fw + n+Dw∂2xw, (2.6)
where w is the new inhibitor. The new constants g, e and f are positive
quantities and n can assume any value. Note that the activator has similar
impact in the dynamics of both inhibitors.
As we already mentioned in the introduction of this chapter, our studies
will be directed upon the stability analysis of spatially homogeneous solu-
tions. Therefore here we will assume that Eqs. (2.4,2.5,2.6) admit such a
solution for u = u0, v = v0 and w = w0. In this case we can rewrite the
model using new field variables: u → u − u0, v → v − v0 and w → w − w0.
2It is interesting to note that the case when a, d > 0 and b, c < 0 is called
activation-depletion model and has a dynamics very similar to the activator-inhibitor
model. Activation-depletion systems have been used to model, for instance, the formation
of dunes by action of the wind in deserts [16].
2.3 Two variable model with nonlocal coupling 13
The new system has a homogeneous trivial solution at u = 0, v = 0 and
w = 0. Performing a convenient change of the units of space and time, the
system of Eqs. (2.4,2.5,2.6) reduces to:
∂tu = au− bv + αu2 − βu3 − gw + ∂2xu (2.7)
τ∂tv = cu− dv + δ∂2xv (2.8)
$∂tw = eu− fw + γ∂2xw, (2.9)
where δ = Dv/Du and γ = Dw/Du are the ratios between the inhibitor and
activator diffusion coefficients and τ and $ are two new time scales indicating
how fast is the dynamics of each inhibitor respect to the activator3.
2.3 Two variable model with nonlocal cou-
pling
- Adiabatic elimination of one inhibitor
In many practical situations the time evolution of the two inhibitors is gov-
erned by well separated time scales [43, 44, 45].
Here we will concentrate on the case where the inhibitor w has a much
faster dynamics than v (i.e. τ  $). In particular we will consider a
situation where the time constant $ is so small that can be considered equal
to zero. Consequently the time derivative in the evolution equation (2.9) for
the fast inhibitor w can be neglected. The resulting equation:
eu = fw − γ∂2xw, (2.10)
is linear. Therefore we can solve it using the Green’s Function Method. In
Appendix A we show that this method allows us to write the inhibitor con-
centration w as a functional of the activator concentration u; namelly:
w(x; t) =
µ
g
∫ +∞
−∞
e−σ|x−x
′|u(x′; t)dx′ def=
µ
g
∫ +∞
−∞
Σ(x, x′)u(x′; t)dx′, (2.11)
where:
σ =
√
f/γ and µ = g
√
e2/4γf . (2.12)
Σ(x, x′) def= e−σ|x−x
′| is the Green’s function of the convolution integral.
Setting τ = 1 and inserting the functional of Eq. (2.11) in Eq. (2.7) we
get the following two variable system:
3Note that, due to the change of variables and units, the constants a, b, c, d, e, f, g, α
and β in Eqs. (2.7,2.8,2.9) are not the same than in Eqs. (2.4,2.5,2.6).
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Figure 2.1: Sketches of the nonlocal coupling kernel e−σ|x−x′|. Normal case in (a),
diffusive limit (i.e. σ large) in (b) and global coupling limit (i.e. σ → 0) in (c) .
∂tu = au− bv + αu2 − βu3 + ∂2xu− µ
∫ +∞
−∞
e−σ|x−x
′|u(x′, t)dx′ (2.13)
∂tv = cu− dv + δ∂2xv. (2.14)
In the rest of this Thesis we will refer to this reaction-diffusion system with
nonlocal coupling as the RDNC model.
- Inhibitory nonlocal coupling
Note that the new integral term in Eqs. (2.13,2.14) acts as a inhibitory nonlo-
cal coupling for the u-field. The Green’s function e−σ|x−x
′| can be interpreted
now as a nonlocal kernel which acts as a “weight factor” for the influence of
the value of the field in the position x′ (i.e. u(x′)) on u(x). In Fig. 2.1(a)
a schematic plot of this Nonlocal Kernel is shown (in Figs. 2.1 (b) and (c)
two limit cases of this kernel are also shown). Note that since Σ(x, x′) de-
pends only on the difference x− x′ (i.e. Σ(x, x′) ≡ Σ(|x−x′|)), the nonlocal
coupling is isotropic. The new parameters σ and µ are respectively the in-
verse of the coupling range and the strength of the nonlocal coupling (see Eq.
(2.12) for their relation to the original parameters of the three variable model
(2.7,2.8,2.9)).
Finally, we want to mention that some cases reaction-diffusion systems
with nonlocal coupling terms have been studied in [41, 42, 45, 46].
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2.3.1 Interesting limits of the nonlocal coupling
Let us discuss some important limits of the RDNC model when the coupling
range σ−1 is varied.
- Case σ →∞: Diffusive Coupling
A particularly interesting case can be recovered from Eqs. (2.13,2.14) when
the coupling range is very short (i.e. σ large). The nonlocal kernel becomes
nonzero only very near the origin (see Fig. 2.1 (b)). If we expand u(x − y)
in a Taylor series around x, the nonlocal coupling term becomes:∫ +∞
−∞
e−σ|x−x
′|u(x′)dx′ ≡
∫ +∞
−∞
e−σ|y|u(x− y)dy
=
∫ +∞
−∞
e−σ|y|
{
u(x)− y∂xu(x)
+
y2
2
∂2xu(x)−
y3
6
∂3xu(x)
+ · · · + (−1)ny
n
n!
∂nxu(x) + · · ·
}
dy. (2.15)
Using that
∫∞
0
yne−σydy = n!
σn+1
if n is even and
∫∞
0
yne−σydy = 0 if n is odd,
we get: ∫ +∞
−∞
e−σ|x−x
′|u(x′)dx′ = m0u(x) +m2∂2xu(x)
+ · · · +m2n∂2nx u(x) + · · · (2.16)
where m0 = 2/σ, m2 = 4/σ3 and in general m2n = 2(2n)!/σ2n+1. Since σ is
big the constants m2n get progressively smaller as n increases. If we truncate
this series to include only two terms, we get a standard two variable FHN as
in Eqs. (2.2,2.3) with an effective a′ = a − 2µ/σ and diffusion constant for
the activator equal to D′u = 1 − 4µ/σ3. Consequently, in the σ large limit,
the inhibitory nonlocal coupling reduces to an effective diffusion operator.
- Case σ → 0: Global Coupling
Another interesting case is when the coupling range goes to infinity (i.e.
σ → 0). In this case the nonlocal kernel becomes flat (≡ 1); see Fig. 2.1 (c).
This case corresponds to a global coupling where the coupling term is given
by:
µ
∫ +∞
−∞
u(x′, t)dx′.
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Reaction-diffusion systems with global coupling have been fairly well studied
in the literature. Some references, between many, are [41, 42, 43, 44, 46, 47,
48, 49, 50].
2.3.2 Alternative interpretation of the nonlocal cou-
pling: Feedback
Let us briefly mention that the nonlocal coupling term in the RDNC model
can alternatively considered as an externally imposed feedback in a reaction-
diffusion model. An example of this feedback mechanism has been realized
in the light-sensitive Belousov-Zhabotinskii media.
The Belousov-Zhabotinskii (BZ) reaction is one of the best studied cases
of pattern forming chemical reactions (see e.g. [2, 11, 12]). In the last years
there has been an increasing interest in the BZ reaction using Ruthenium
as the catalyst. In this variant of the BZ reaction the properties of the
media depend on the light intensity [51]. A mathematical model for this
reaction has been introduced in [52]. This model has been contrasted with
experiments in the case where the light intensity is kept constant (see [24,
53] and references therein). In recent experiments, information about the
patterns of the system has been included in the intensity of the projected
light [54]. This nonhomogenous light intensity acts as a nonlocal coupling
feedback.
2.3.3 Notation for the RDNC model
In the progress of this thesis we will study in detail the system defined by
Eqs. (2.13,2.14). Thus, it will be useful to introduce the following, more
compact, notation the RDNC model:
∂tX=Λ[X]
def
= ΛHX + ΛD∂
2
xX + ΛNC
∫ +∞
−∞
Σ(|x− x′|)[X(x′)]dx′ + h(X), (2.17)
where the operator Λ[◦] acts over the state vector:
X(x; t)
def
=
(
u(x; t)
v(x; t)
)
, (2.18)
and includes the following square matrices: ΛH , ΛD and ΛNC. The homoge-
neous matrix ΛH correspond to the linear homogeneous part of the system
and is given by:
ΛH
def
=
(
a
c
−b
−d
)
. (2.19)
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The diffusion matrix ΛD is given by:
ΛD
def
=
(
1
0
0
δ
)
. (2.20)
The nonlocal coupling matrix ΛNC is given by:
ΛNC
def
=
(−µ
0
0
0
)
, (2.21)
and the scalar function:
Σ(|x− x′|) def= e−σ|x−x′|, (2.22)
is the nonlocal coupling kernel. Finally, h(X) is the nonlinear function defined
by:
h(X)
def
=
(
+αu2 − βu3
0
)
. (2.23)
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Chapter 3
Linear Stability Analysis
The RDNC model possesses, for any value of the parameters , a solution which
is uniform in space and time. In this chapter we will analyse the stability of this
solution. We will see that, as the parameters of the model vary, this solution can
become unstable against small perturbations in space and/or in time. New stable
space and/or time periodic solutions arise after these instabilities of the uniform
solution. The dynamics and competition of such solutions will be studied in the
rest of this thesis.
3.1 Introduction
In this chapter we will analyse the stability of the homogeneous solutions
of the RDNC model. Depending on the values of the parameters of the
model, there can be one or more of these homogeneous solutions. Here we
will concentrate on the analysis of the patterns resulting from destabilisation
of a unique homogeneous solution.
In order to analyse these instabilities we will span the parameter space
using mainly two characteristic parameters: a and δ. The “driving force” a
takes into account the “reaction” part of the RDNC model and the diffusion
ratio δ the “diffusion” part.
We will see that all three basic types of instabilities mentioned in the in-
troduction of this thesis (cf. Turing, homogeneous Hopf and wave instability)
are found in the RDNC model. Moreover, instabilities where two different
patterns become unstable simultaneously (i.e. codimension-2 instabilities)
may occur for special values of the control parameters.
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- Organisation of this chapter
This chapter is organised as follows. In the next section we will study all
the homogeneous solutions possible in the RDNC model. In Section 3.3 we
will give a brief introduction to the concepts of bifurcation and instability.
The analysis of the instabilities of the uniform solution in the RDNC model
will be addressed in Section 3.4. Further investigations of these instabilities,
including the exploration of the parameter space of the model, will be done in
Section 3.5. In this last section we will analyse in detail the most important
instabilities possible: Turing, wave and Codimension-2 wave-Turing.
3.2 Spatially homogeneous solutions
The fist step in our study of the RDNC model is to find its spatially homo-
geneous solutions. Inserting X(t) = (u(t), v(t))Tr in Eqs. (2.13,2.14) we get
the following set of ordinary differential equations (ODE) 1:
∂tu = (a− 2µ
σ
)u− bv + αu2 − βu3 def= g(u, v) (3.1)
∂tv = cu− dv def= h(u, v). (3.2)
The points in the space u vs. v where ∂tu = 0 and ∂tv = 0 are called the
fixed points of Eqs. (3.1,3.2). They correspond to solutions of the RDNC
model which are uniform in space and in time.
- Trivial fixed point of Eqs. (3.1,3.2)
Eqs. (3.1,3.2) have a trivial fixed point solution at:
X0
def
=
(
0
0
)
. (3.3)
The existence of this solution is just a result of the selection of the variables
done in Section 2.2.3. Although this solution exists always and does not
depend on the value of the parameters of Eqs. (2.13,2.14), its stability may
change. This last issue will be analysed through this chapter.
1Notice that, even for a spatially homogeneous solution, the nonlocal coupling term
does contribute to the homogeneous problem with the term − 2µσ u (this is because
−µ ∫ +∞−∞ e−σ|x′|dx′ = −2µσ ).
3.2 Spatially homogeneous solutions 21
- Other fixed points of Eqs. (3.1,3.2)
Since the RDNC model is nonlinear, the ODE (3.1,3.2) may have more than
one fixed point solution. Since Eq. (3.2) is linear, these solutions satisfy that
v = c
d
u. Using this feature, and that the function g(u, v) is cubic, we can
find the fixed points analytically. They are the roots of the cubic equation
g(u, c
d
u) = 0. In fact, we do not need to solve this cubic equation because
one of the solution is already known: X0. The other two fixed points are:
u± =
α±√α2 + 4β(a− 2µ/σ − bc/d)
2β
. (3.4)
Consequently Eqs. (3.1,3.2) allow either one or three fixed point solutions.
In this last case the solutions are: X+
def
= (u+, v+)Tr, X0 and X−
def
= (u−, v−)Tr
Since we assume β to be positive (see discussion in the previous chapter),
Eqs. (3.1,3.2) will have only one fixed point when the following condition is
satisfied:
a− 2µ
σ
− bc
d
+
α2
4β
≤ 0, (3.5)
otherwise three fixed points exist.
3.2.1 Nullclines of the RDNC model
A convenient way to analyse the fixed points and to get a qualitative picture
of the dynamics of a nonlinear ODEs like Eqs. (3.1,3.2), is using the so called
nullclines (see e.g. [3]). The nullclines are the curves in the phase space u
vs. v where any of the time derivatives in Eqs. (3.1) and (3.2) is equal to
zero. Each of these curves is implicitly defined by g(u, v) = 0 and h(u, v) = 0
respectively. The points where the nullclines intersect are the fixed points of
the system.
Some characteristic examples of the nullclines of Eqs. (3.1,3.2) are shown
in Fig. 3.1. In Figs. 3.1(a), 3.1(b) and 3.1(c) we increase the value of the
model parameter a as all the other parameters are kept constant and the
quadratic nonlinearity is zero (i.e. α = 0). The same is done in Figs. 3.1(d),
3.1(e) and 3.1(f) for a nonzero quadratic nonlinearity (i.e. α 6= 0). The
locations of the fixed points are indicated with full circles if they are stable
and open circles if they are unstable. Note that the quadratic nonlinearity
breaks the symmetry (u, v)→ (−u,−v) of the system, but it does not change
the quantity of fixed points (cf. Eq. (3.5)).
In Figs. 3.1(a) and 3.1(b) only one fixed point exists whereas in 3.1(c)
three fixed points are present. The unique fixed point is stable in Fig. 3.1(a)
and unstable in Fig. 3.1(b). In this last case, a new (stable) time oscillation
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Figure 3.1: Characteristic examples of the nullclines of the Eqs. (3.1,3.2). The
full and dashed curves correspond to g(u, v) = 0 and h(u, v) = 0 respectively. In
(a), (b) and (c) we increase the value of the parameter a for α = 0 (consequently
the symmetry (u, v)→ (−u,−v) is conserved). The same is done in (d), (e) and
(f) for α = 1. The full (open) circles show the location of stable (unstable) fixed
points. Cases (a) and (d) correspond to monostable situations. In (b) and (e) two
oscillatory situations are displayed and the system is bistable in (c) and (f). The
dotted curve in (b) and (e) show the location of the stable limit cycle. In (a) and
(d) a = 3, in (b) and (e) a = 6 and in (c) and (f) a = 11. The values of the other
parameters are b = 4, c = d = 1, β = 4/3, µ = 2, σ = 1.
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occurs. In this case the system is said to be oscillatory 2. The stable limit
cycle is shown in Fig. 3.1(b) with a dotted curve.
The situation shown in Fig. 3.1(c) correspond to a bistable case3. A
fourth case (not shown in Fig. 3.1) can occur in Eqs. (3.1,3.2) when only one
fixed point is present and both, the quadratic nonlinearity and the difference
between the time sales of activator and inhibitor, are big. In this case the
fixed point is stable, but the dynamics near this fixed point is such that
under perturbations exceeding a certain threshold the system undergoes a
large excursion in the phase plane before returning again to the fixed point.
This type of dynamics is called excitable and becomes very interesting when
it is coupled to a diffusion mechanism (for some relevant reviews of this topic
refer to [2, 3, 36]).
Neither the case of bistability (cf. Figs. 3.1(c) and 3.1(f)) nor excitable
situation will considered in this thesis. We will restrict ourselves to the study
of the stability of the fixed point X0 in the monostable situation and new
solutions arising when the fixed point in unstable. Therefore the concept of
linear stability is of crucial importance and we will explain it in more detail
in the following sections.
3.3 Bifurcations and Instabilities
One of the organising ideas in the field of dynamical systems is the subject of
bifurcation. Although this idea is rather old, only in the last decades it has
been subject of intensive development both theoretical and practical (i.e. in
the use of these ideas in many practical situations). For some recent good
introductions to this subject we refer to the books [55, 56, 57, 58].
An accurate definition of bifurcations in dynamical systems needs a good
deal of mathematical preliminaries, in this section we will give only a very
short and crude introduction to it. We will pay special attention to a specific
kind of bifurcation; namely the so called linear instability.
3.3.1 Bifurcations and Linear Instabilities
Mathematical models of deterministic physical systems typically consist of
dynamical systems. These dynamical systems usually contain parameters.
These parameters take explicitly into account the influence of either the
2The oscillatory situation is frequently found in chemical reactions, population dynam-
ics and many other areas (see e.g. [2, 6, 8]).
3A lot of effort has been done to study bistable systems when diffusion is added. For
an overview of this topic we refer to [2, 3] and references therein.
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internal properties of the system or other external features. Often, some
subgroup of these parameters can be changed at will by varying some prop-
erties of the physical process or by other means. Such parameters are called
control parameters. Frequently, as these control parameters are varied, the
qualitative structure of the solutions of the dynamical system change. These
changes are called bifurcations and the values of the control parameters for
which they happen are called bifurcation values.
Although a universal classification of (local) bifurcations of first order
ODEs can be done (see for example [55, 56, 57, 58]), here we will concentrate
our attention in a particular kind of bifurcations: the linear instabilities. In
these bifurcations at least one fixed point exists before and after the insta-
bility.
More specifically, let us consider a generic system of ODEs like:
∂tY(t) = F(χ,Y(t)), (3.6)
where Y(t) is a vectorial field, χ is the control parameter4 and F is a nonlinear
vectorial function. Let us suppose that Eq. (3.6) has a time independent
solution Y0(χ) for any value of the control parameter χ. We will further
assume that this solution is stable under small perturbations if χ < χc and
unstable if χ > χc. Thus, at χ = χc the system of Eq. (3.6) is said to
undergo a linear instability. This is clearly nothing else than a particular
case of bifurcation.
The structure of the phase space of Eq. (3.6) in the vicinity of χc is
different if χ is bigger or smaller than this value. Hence, a natural question
that arises in this case is if the solution Y0 is the only solution possible or if
some new solutions appear. Surprisingly, given some very general conditions,
the structure of the solutions near the instability is very restricted. This
information is given by a theorem due to Sattinger [5, 59]:
• Suppose that a solution Y0(χ) of the ODE (3.6) exists in a neigh-
bourhood of χc and that λi are the eigenvalues of the Jacobian matrix
corresponding to the linearisation of Eqs. (3.6) around Y0(χc). If the
eigenvalue(s) λi with real part(s) equal to zero is(are) a simple root(s)
of the characteristic polynomial, then there are at least one new branch
of solutions that coincides with the solution Y0 at χ = χc. This(these)
new branch(es) either extends to infinity or meets another bifurcation
point.
4For sake of simplicity, in this section, we will assume that only one parameter is varied
but similar ideas do apply to the case with multiple control parameters.
3.4 Instabilities in the RDNC model 25
3.4 Instabilities in the RDNC model
Let us now address the analysis of possible instabilities of the RDNC model
of Eqs. (2.13,2.14). As we saw in Section 3.2, depending on the condition
given by Eq.(3.5), the model can have either one or three homogeneous fixed
points. Here we will study the stability of X0 = (0, 0)Tr when this is the
only5 homogeneous fixed point possible.
- The perturbation ansatz
We will test the stability of X0 using the following periodic perturbation
ansatz:
∆X(x) = U eikx+λ(k)t + c.c., (3.7)
where the vector U is arbitrary and can be a complex quantity. This ansatz
corresponds to a spatially periodic perturbation with wavenumber k. The
time dependence of this ansatz is governed by the function λ(k). Note that
λ(k) can be complex quantity and that the complex conjugate c.c. in Eq.
(3.7) is used to assure that X0 + ∆X is real.
The real part of λ(k) is the growth rate of perturbations with wavenumber
k and can be typically calculated as a function of it. If Re(λ(k)) is negative
for every k, then the solution X0 is stable. However, under changes of the
parameters of the model, it can happen that for a particular k = kc the
growth rate becomes zero. In this case the system is said to be marginally
stable or critical under perturbations with critical wavenumber kc. If we fur-
ther continue to change the control parameter after such a situation, X0 will
become now unstable against perturbations with wavenumbers k contained
in an interval around kc.
The imaginary part of λ(k) is also important because it allows the per-
turbation to be periodic in time. The case when Im(λ(kc)) = 0 is called
Turing instability and corresponds to the onset of patterns periodic in space
and stationary in time. It was first described by Turing fifty years ago [60]
and has been subject of a large amount of work [1, 2, 5, 7]. On the other
hand, for Im(λ(kc)) 6= 0 the instability is of Hopf type. This corresponds to
an instability leading to a limit cycle oscillation in time.
It is also important to distinguish two cases of the Hopf instability: kc
may be zero nor not. If kc = 0 (and Im(λ(0)) 6= 0), the homogeneous
Hopf instability case, the instability leads to (spatially homogeneous) time
5Note that we can also do the same kind of study for the other fixed points X± =
(u±, v±)Tr when the condition of Eq. (3.5) is not satisfied. The stability of them can be
recast easily in to one for X0 just doing a spatially homogeneous shift of the variables:
u→ u− u± and v → v − v±.
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oscillations and has been studied extensively both, in experiments and in
theory [1, 2, 5, 6, 7, 8]. In the other hand, if kc 6= 0 (and Im(λ(kc)) 6= 0), the
wave instability, an instability leading to travelling waves happens. This
last kind of instability has been studied far less than the other two cases [1].
Inserting the ansatz X0 + ∆X in Eq. (2.17) we get the following set of
nonlinear PDEs:
∂t∆X = Λ[∆X]. (3.8)
Linearising these PDEs and considering the form of the ansatz introduced in
Eq. (3.7), we get the following eigenvalue problem:
λ(k)U = Λˆ(k)U, (3.9)
where the matrix Λˆ(k) is given by:
Λˆ(k)
def
=
(
a− k2 − 2µσ
σ2+k2
c
−b
−d− δk2
)
. (3.10)
This matrix is nothing else but the Jacobian of the RDNC model around X0
in Fourier space. The eigenvalues of Λˆ(k) will provide us with the growth
rates λ(k).
3.4.1 Eigenvalues and Eigenvectors
Since Λˆ(k) = Λˆ(−k) the eigenvalues satisfy the following symmetry:
λ(k) ≡ λ(−k). (3.11)
Consequently, if the model is critical for a wavenumber kc, then it is also
critical for −kc.
Since the matrix Λˆ(k) is 2× 2 we expect to have generically two different
eigenvalues λ(k) for each wavenumber k. These eigenvalues can be easily
calculated using again the fact that the matrix Λˆ(k) is a 2×2. We can write
them as:
λ±(k) =
trΛˆ(k)±
√
(trΛˆ(k))2 − 4detΛˆ(k)
2
. (3.12)
If the conditions:
detΛˆ(k) > 0 and trΛˆ(k) < 0, (3.13)
are satisfied for every wavenumber k, then both eigenvalues λ±(k) have neg-
ative real part and consequently the solution X0 is stable. From Eq. (3.12)
it is clear that there are two different ways in which X0 can become critical
under changes of the parameters of the model:
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1. There exists a kc for which: detΛˆ(kc) = 0 and trΛˆ(kc) < 0 whereas the
conditions of Eq. (3.13) are satisfied for all other k.
2. There exists a kc for which: trΛˆ(kc) = 0 and detΛˆ(kc) > 0 whereas the
conditions of Eq. (3.13) are satisfied for all other k.
In the following we will call these two conditions instability threshold condi-
tions. At these threshold conditions the system is critical and there are one
or more eigenvalues with zero real part. These are called critical eigenvalues.
3.4.1.A Critical Eigenvalues
Let us analyse in more detail the two possible ways in which the RDNC
model can become critical.
In Case 1 both eigenvalues are real and: λ+(kc) = 0 and λ−(kc) < 0.
Hence there is only one critical eigenvalue. This case corresponds to a Turing
instability. In the following we will denote its critical wavenumber kc with
kcT .
In Case 2 both eigenvalues are critical and: λ+(kc) = +iωc and λ−(kc) =
−iωc where:
ωc
def
=
√
detΛˆ(kc). (3.14)
This case corresponds to a Hopf instability with critical wavenumber kc and
critical frequency ωc. If kc = 0 then an homogeneous Hopf instability appears.
If, on the other hand, kc 6= 0 then a wave instability arises. In the rest of
this thesis we will denote its critical wavenumber kc with kcW .
3.4.1.B Critical Eigenvectors and Solutions
Each critical eigenvalue of the eigenvalue problem of Eq. (3.9) has an asso-
ciated critical eigenvector. Let us now analyse these eigenvectors.
- Turing Case
Using the symmetry of Eq. (3.9) we know that in the Turing case there are
two critical eigenvalues: λ+(k
c
T ) and λ+(−kcT ) (where λ+(kcT ) = λ+(−kcT ) =
0). The eigenvalue problem of Eq. (3.9) has the same critical eigenvector
UT for these two critical eigenvalues. The critical eigenvector UT has a very
simple form and is calculated in Appendix B. An important property of
this critical eigenvector (and the ones for the Hopf case as well) is that its
norm is arbitrary. Therefore, in the onset of a Turing instability, any linear
combination of the vectors:
XcT = UT e
ikcTx0 and XcT = UTe
−ikcT x0, (3.15)
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is a solution of the RDNC model. In the following we will call XcT and X
c
T
the (Turing ) critical solutions of the RDNC model.
- Homogeneous Hopf Case
In the homogeneous Hopf case we have also two critical eigenvalues: λ+(0)
and λ−(0) (where λ+(0) = λ−(0)). Each of them has an associated eigenvec-
tor: UH and UH respectively (see Appendix B for their derivation). Conse-
quently the homogeneous Hopf critical solutions are:
XcH = UHe
iωct0 and XcH = UHe
−iωct0. (3.16)
- Wave Case
Finally in the case of a wave instability we have four critical eigenvalues:
λ+(kcW ), λ−(k
c
W ), λ+(−kcW ) and λ−(−kcW ) (where λ+(kcW ) = λ+(−kcW ) =
λ−(kcW ) = λ−(−kcW )) and correspondingly four critical solution vectors:{
XcL = UW e
i(ωct0+kcW x0) and XcL = UW e
−i(ωct0+kcW x0)
XcR = UW e
i(ωct0−kcW x0) and XcR = UW e
−i(ωct0−kcW x0) (3.17)
where, as before, the critical eigenvector UW is calculated in Appendix B.
The first two critical solutions XcL and X
c
L correspond to left-travelling waves
whereas the last two XcR and X
c
R to right-travelling waves.
3.4.2 Threshold conditions for Turing and Hopf insta-
bilities
Now we will proceed to analyse the Turing, homogeneous Hopf and wave
instabilities in the RDNC model. Here we will calculate the critical wavevec-
tors and the instability threshold conditions whereas in the next section we
will analyse them as function of the parameter space of the model.
- Turing instability
In Section 3.4.1 we saw that the Turing instability appears when detΛˆ(k)
becames negative. This will happen first for the kcT for which detΛˆ(k) is
minimum. Therefore the critical wavenumber kcT is given implicitly by the
relationship:
1 =
bcδ
(d + δkcT
2)2
+
2µσ
(σ2 + kcT
2)2
. (3.18)
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Note that it is not convenient to give an closed analytic expression for kcT
because if we solve (3.18) for kcT this leads to a quartic polynomial in k
c
T
2.
Using Eq. (3.13) and the conditions of Case 1 in Section 3.4.1 we find
that if detΛˆ(kcT ) ≤ 0, then the RDNC model is unstable against Turing-
perturbations. This means that the model will be unstable when:
a− kcT 2 −
2µσ
σ2 + kcT
2 −
bc
d+ δkcT
2 ≥ 0. (3.19)
The condition that the lhs of this equation is equal to zero defines the Turing-
instability threshold condition.
- Homogeneous Hopf and Wave instabilities
A similar analysis can be done for the Hopf instability case. To find the
critical wavenumber kcW we calculate the position of maxima of trΛˆ(k). This
wavenumber is given by:
kcW
2 =
√
2µσ
1 + δ
− σ2. (3.20)
Consequently, this wavenumber is different from zero if
√
2µσ/1 + δ−σ2 ≥ 0
(i.e. wave instability), otherwise kcW = 0 (homogeneous Hopf instability).
Finally, the RDNC model will be unstable against Hopf-perturbations if
trΛˆ(kcW ) ≥ 0. Or, in terms of the parameters of the model, if:
a− d− (1 + δ)kcW 2 −
2µσ
σ2 + kcW
2 ≥ 0. (3.21)
As before, the lhs equal to zero gives the Hopf-instability threshold condition.
In the next Section we will analyse the critical wavenumbers and insta-
bility threshold conditions in terms of the parameters of the RDNC model.
3.5 Exploration of the Parameter Space of
the RDNC model
The aim of this Section is to analyse the range of possible instability sce-
narios for different values of the parameters. After a brief discussion of the
RDNC model parameters, we will first analyse the critical wavenumbers of
the instabilities and then the corresponding threshold conditions. Finally we
will discuss some interesting scenarios related to codimension-2 instabilities.
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3.5.1 Parameters of the RDNC model
The RDNC model depends on 7 parameters: a, b, c, d, µ, σ and δ. However,
an inspection of the parameter dependence of the critical wavenumbers (cf.
Eqs. (3.18) and (3.20)) and of the instability threshold conditions (cf. Eqs
(3.19) and (3.21)) shows that not all the parameters are equally relevant.
The critical wavenumbers depend on the following parameters:
kcT = k
c
T (bc, d, µ, σ, δ) (3.22)
kcW = k
c
W (µ, σ, δ). (3.23)
The threshold conditions are defined as implicit functions involving the pa-
rameters:
• a, bc, d, µ, σ and δ for Turing.
• a, d, µ, σ and δ for Hopf.
As we can see the wavenumbers and thresholds depend only on the prod-
uct of b and c and not on their particular values. Therefore in the following
we will fix one of them and vary the other. In particular through this thesis
we will fix c = 1. Moreover, neither the critical wavenumber kcW nor the
threshold condition of the Hopf instability depend on bc.
3.5.2 Critical wavenumbers
- Hopf wavenumber
The Hopf critical wavenumber |kcW | only depends on the parameters of the
nonlocal coupling σ and µ and the diffusion ratio δ. Let us analyse the effect
of each of them separately.
In Fig. 3.2(a) we show a schematic drawing of the |kcW | as the strength
of the nonlocal coupling µ vary. An interesting point to remark is that to
have a Hopf instability with a nonzero wavenumber, the nonlocal coupling
strength µ should be bigger than a critical value given by:
µc
def
=
σ3(1 + δ)
2
. (3.24)
Moreover, the nonlocal coupling should be inhibitory (i.e. µ > 0). There-
fore, a wave instability will happen only if the the strength of an inhibitory
nonlocal coupling is sufficient. In particular, if µ = 0, then Eqs. (2.13,2.14)
reduce to a standard two variable reaction-diffusion system of the FHN type.
For this type of systems a wave instability is not possible [14]. Therefore the
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Figure 3.2: Schematic drawings of the critical wavenumber |kcW | for the Hopf
instability as its parameters µ, σ and δ are varied. Remember that |kcW | > 0
corresponds to a wave instability whereas |kcW | = 0 indicates a homogeneous Hopf
instability. In (a) we show the dependence of |kcW | on the coupling strength µ. In
(b) |kcW | is shown as the inverse of the coupling range σ is varied. Finally, in (c)
the dependence of |kcW | on the diffusion ratio δ is indicated. For the values of µc,
σc, δc and k
c
W (δ = 0) see text.
possibility of a wave instability is induced by the presence of an inhibitory
nonlocal coupling6.
The dependence of |kcW | on the coupling range σ−1 shows also very inter-
esting features. In Fig. 3.2(b) we can see that if the coupling range is too
short (i.e. σ > σc), then a Hopf instability with a nonzero wavenumber kcW
is not possible. The critical coupling range is given by:
σc
def
=
(1 + δ
µ
) 1
3
. (3.25)
As we already mentioned in Section 2.3.1, when σ is big we can substitute
the nonlocal coupling by a series of spatial derivatives. A second interesting
feature is that when coupling range goes to infinity (i.e. to global coupling
limit σ → 0; see Fig. 3.2(b)) the wavenumber |kcW | goes to zero.
The critical wavenumber |kcW | also depends on the diffusion ratio δ. As
we can see in Fig. 3.2(c), a wave instability can occur only if δ is smaller
6Or, changing the point of view, by the presence of a second inhibitor in the three
variable model of Eqs. (2.4,2.5,2.6).
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than a critical value given by:
δc
def
=
2µ
σ3
− 1. (3.26)
This means that a strongly diffusing inhibitor prevents a wave instability. For
the particular case of a nondiffusing inhibitor the critical wavenumber is:
kcW (δ = 0) =
√√
2µσ − σ2. (3.27)
- Turing wavenumber
For the critical wavenumber of a Turing instability it is not possible to do a
similar analysis as for the Hopf instability, because we don’t have an explicit
expression for the wavenumber. Nevertheless some generic information can
be extracted.
For normal values of the coefficients, |kcT | is always bigger or equal than
|kcW |. To see this we need first to define a new quantity :
(kcT )
def
=
bcδ
(d + δkcT
2)2
. (3.28)
If bc > 0 (the case that we are considering in this thesis) then (kcT ) ≥ 0. If
we now rewrite Eq. (3.18) using this new defined quantity, we get:
kcT
2 =
√
2µσ
1− (kcT )
− σ2. (3.29)
A direct comparison of this equation with Eq. (3.20) tells us that the follow-
ing relationship is always valid:
|kcT | ≥ |kcW | (if bc > 0). (3.30)
Moreover, |kcT | = |kcW | only when the diffusion ratio δ is zero. In this case:
kcT
2 = kcW
2 =
√
2µσ − σ2. (3.31)
The relationship given in Eq. (3.30) tells us that for the RDNC model, near
an instability of X0, the period of the Turing structures will be always smaller
than the period of the wave structures.
Apart from δ = 0, another interesting case is δ →∞. Here an analytical
formula for |kcT | can be given. Doing a Taylor expansion of Eq. (3.18) for
small δ−1, and keeping only terms O(1), we obtain:
kcT
2 =
√
2µσ − σ2. (3.32)
Note that |kcT | is the same for δ = 0 and δ →∞!
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3.5.3 Instability threshold conditions
In this subsection we will present a short analysis of the dependence of the
instability threshold conditions on the parameters of the RDNC model. A
deeper analysis will be done in Appendix C.
- Selection of the bifurcation parameters
As we already explained in Section 3.5.1, the parameter space of the RDNC
model is spanned by six relevant parameters: a, bc, d, µ, σ and δ. The thresh-
old conditions for the Turing and Hopf instabilities are given by the require-
ment that the left hand side of Eqs. (3.19) and (3.21) respectively are equal
to zero. Note that each of these threshold conditions defines a hypersurface in
the parameter space (i.e. a space with one dimension less than the parameter
space). If the values of the parameters are contained in one of these hyper-
surfaces, then the RDNC model will be critical. In the field of bifurcation
theory, such Turing and Hopf bifurcations are said to be of codimension-1.
Since neither kcT nor k
c
W depend on the parameter a (cf. Section 3.5.2),
we will use this parameter to track the instability threshold conditions. Con-
sequently, for a ≥ acT , where:
acT
def
= kcT
2 +
2µσ
σ2 + kcT
2 +
bc
d + δkcT
2 , (3.33)
the RDNC model is unstable against Turing perturbations. On the other
hand, for a ≥ acW , where:
acW
def
= d + (1 + δ)kcW
2 +
2µσ
σ2 + kcW
2 , (3.34)
the model is unstable to Hopf perturbations (recall that the values of kcT and
kcW in Eqs. (3.33) and (3.34) are given by Eqs. (3.18) and (3.20) respectively).
- Control parameters: “driving force” a and diffusion ratio δ
In the Appendix C we present an exhaustive analysis of the possible scenarios
for the instability thresholds as all the parameters of the model are varied.
In the rest of this chapter and through all this thesis we will span the
parameter space using mainly two characteristic control parameters: a and
δ. All the other parameters of the RDNC model will be considered as fixed.
The control parameter a, the “driving force”, can be considered as a
parameter representing the kinetics or reaction part of the RDNC model.
On the other hand, the diffusion ratio δ describes the spatial coupling or
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transport mechanism in the medium. This qualitative difference between the
parameters a and δ suggests us to use them as primary7 control parameters
of the RDNC model
- Typical instability scenarios
In Fig. 3.3(a)-(c) we plot the threshold conditions acW and a
c
T in the control
parameter space a vs. δ for three different values of σ. Each case corresponds
to a typical scenario.
In Fig. 3.3(a), where σ = 1, we see that for 0 ≤ δ ≤ 1 the solution X0
of the RDNC model has a wave instability if the driving force a is bigger
than acW . (cf. Eq. (3.34)). On the other hand a Turing instability occurs
for δ ≥ 1. For big δ (here δ ≥ 3) the wave instability turns into a homoge-
neous Hopf instability, but this happens when the system is already unstable
against Turing perturbations. Therefore a homogeneous Hopf instability is
not possible in this case.
If we increase the value of σ the transition between wave and homogeneous
Hopf appears for lower value of δ. In Fig. 3.3(b), where σ = 1.3, shows such
a behaviour. Now, depending on the value of δ, all three types of instabilities
(i.e. wave, homogeneous Hopf and Turing) may occur.
If we continue to increase the value of σ, we reach a situation where
the nonlocal coupling range is so small that no wave instability can happen.
Only a homogeneous Hopf instability is possible for small δ. This situation
is shown in Fig. 3.3(c), where σ = 2.
3.5.4 Codimension-2 instabilities
An interesting feature from our study of the instability thresholds is that
threshold corresponding to different instabilities can meet. This will typically
happen in a codimension-2 surface in the parameter space. Such instabilities
are therefore called codimension-2 instabilities.
In the control parameter space spanned by a vs. δ the codimension-2
instabilities occur in isolated points. Such points are marked in Fig. 3.3
with full circles (see also Figs. C.2 and C.3 in the Appendix C). We can
distinguish two different types of codimension-2 points:
1. Codimension-2 homogeneous Hopf-Turing instability (e.g. in Figs. 3.3(b)
and 3.3(c)).
7Note that, beside a, also bc, d, µ and σ characterise the homogeneous system of Eqs.
(3.1,3.2) and that, beside δ, also µ and σ can be used to characterise the spatial coupling.
However, the important fact that we want to remark here is that of the spatial coupling
parameters µ, σ and δ only δ is not contained in the homogeneous part.
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Figure 3.3: In these figures we plot the instability threshold conditions in the
control parameter space a vs. δ for three different values of the nonlocal coupling
range σ−1. The thresholds of the wave, homogeneous Hopf and Turing instability
are indicated with full, dot-dashed and dashed lines respectively. In (a) σ = 1,
in (b) σ = 1.3 and σ = 2 in (c). Each of them corresponds to a characteristic
scenario. The other parameters of the RDNC model are fixed to: b = 4, c = d = 1
and µ = 2. The full circles in (a), (b) and (c) show the location of the codimension-
2 instability points (see discussion in Section 3.5.4). Note that the value acW of
homogeneous Hopf threshold condition does not depend on δ (cf. Eq. (C.3) in
Appendix C).
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2. Codimension-2 wave-Turing instability (e.g. in Fig. 3.3(a))
The codimension-2 homogeneous Hopf-Turing instability case has been stud-
ied in detail previously in a diverse array of systems; both experimentally
[61, 62, 63, 64] and theoretically [65, 66, 67, 68, 69, 70, 71, 72]. For a review
on this topic see ref. [29]. The second case has been found e.g. within some
models for binary convection [25, 26, 27], viscoelastic convection [28, 73] and
surface reaction [74]. It has been scarcely studied and therefore it will be
analysed in detail in this thesis.
- Codimension-2 wave-Turing instability
In this Section we will analyse in more detail the instability thresholds and
critical wavenumbers near a codimension-2 wave-Turing instability. Let us
select a particular set of the parameter values in which such a codimension-2
instability occurs. In the rest of this thesis we will analyse the case shown in
Fig. 3.3(a). Here the parameters of the RDNC model are:
b = 4, c = d = 1, µ = 2 and σ = 1. (3.35)
For these parameter vales the codimension-2 instability point in the parame-
ter space a vs. δ is located at (acWT , δ
c
WT ), where:
acWT = 4
√
2− 1 ≈ 4.657 and δcWT = 1. (3.36)
In Figs. 3.4(a) and 3.4(b) we show the growth rate Re[λ(k)] and its
corresponding frequency Im[λ(k)] as a function of the wavenumber k for the
codimension-2 point (cf. Eq. (3.36)). We can see that the growth rate is zero
(i.e. marginal) for two different values of the wavenumber simultaneously:
kcW and k
c
T . These two critical wavenumbers can be calculated analytically
(for the parameter values of Eq. (3.35) and at the codimension-2 point of
Eq. (3.36)), they are:
kcT =
√
23/2 − 1 ≈ 1.352 and kcW =
√
21/2 − 1 ≈ 0.644 (3.37)
In Figs. 3.4(c) and 3.4(d) we show the growth rates for δ smaller and
bigger than δcWT respectively. In the first case we can see that the solution
X0 has a wave instability. Moreover, there is a band of wavenumbers around
kcW that have positive growth rate. In Fig. 3.4(d) the solution X0 has a
Turing instability (there is also a band of unstable wavenumbers around kcT ).
In Fig. 3.5 we show the control parameter space and the critical wavenum-
bers. Note that for δ = 0 both wavenumbers kcW and k
c
T are equal (in partic-
ular: kcW = k
c
T = 1) and that for δ > 0 the Turing wavenumber k
c
T is always
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Figure 3.4: Plot of the growth rate Re[λ(k)] and critical frequency Im[λ(k)] as a
function of the wavenumber k at and near the codimension-2 wave-Turing point.
In (a) the growth rate and in (b) its corresponding frequency (cf. Eq. (3.7)) at
the codimension-2 point of the RDNC model are shown. In (c) and (d) the growth
rates are shown for two different situations near the codimension-2 point. In (c)
the control parameters are a = acWT and δ = 0.9 (i.e. δ < δ
c
WT ) In (d) they are
a = acWT and δ = 1.1 (i.e. δ > δ
c
WT ).
bigger than kcW . This corroborates the properties of the critical wavenumbers
discussed in Section 3.5.2.
In Fig. 3.5(a) we can see that the wave instability appears for 1 ≥ δ ≥ 0.
In Fig. 3.6 we plot the critical frequency ωc(δ) of the wave instability in
this range. This frequency does not vary too much and at the codimension-2
point (i.e. δ = 1):
ωc =
√
2. (3.38)
Other important quantities characterising the waves near the onset of the
instability are their phase velocity vph and group velocity cg. The phase
velocity:
vph
def
= ωc/k
c
W , (3.39)
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Figure 3.5: In (a) the threshold lines of the wave and Turing bifurcations are
plotted in the control parameter space a vs. δ (the values of the other parame-
ters are given in Eq. (3.35)). The Turing and wave threshold lines meet in the
codimension-2 wave-Turing point (acWT , δ
c
WT ). The values of a
c
WT and δ
c
WT are
indicated with thin doted lines. In (b) we plot the critical wavenumbers kcW and
kcT of the wave(Hopf) and Turing instabilities for the same parameters values as
in (a). Recall that these critical wavenumbers do not depend on a. The thicker
lines indicate which critical wavenumber is the selected after the instability. Note
that kcW is zero (i.e. homogeneous Hopf instability) for δ ≥ 3 and that kcW = kcT
for δ = 0.
3.5 Exploration of the Parameter Space of the RDNC model 39
0 0.2 0.4 0.6 0.8 1δ
−1
0
1
2
cg
vph
ω
c
Figure 3.6: In this Figure we show the critical frequency ωc, the phase velocity
vph and the group velocity cg of the waves arising in the wave instability as the
diffusion ratio δ varies between 0 ≤ δ ≤ 1 (a = acW and the values of the other
parameters are given in Eq. (3.35)). Note that ωc and vph do not vary too much
whereas the group velocity cg does. Moreover, vph and cg have opposite signs and
cg = 0 for δ = 0.
Constant b = 4
Parameters c = d = 1
µ = 2
σ = 1
Codimension-2 acWT = 4
√
2− 1 ≈ 4.657
wave-Turing point δcWT = 1
Critical kcT =
√
23/2 − 1 ≈ 1.352
wavenumbers kcW =
√
21/2 − 1 ≈ 0.644
and frequency ωc =
√
2 ≈ 1.414
phase and vph =
√
2/
√
21/2 − 1 ≈ 2.197
group velocities cg = −2
√
21/2 − 1 ≈ −1.287
Table 3.1: In this table we summarise the properties of the codimension-2 wave-
Turing instability point.
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is the velocity with which the waves propagate and the group velocity:
cg
def
=
∂ωc
∂k
∣∣∣∣
k=kcW
, (3.40)
is the velocity of propagation of a small perturbation. In Fig. 3.6 we can see
that the phase velocity vph is almost constant as δ vary. On the other hand
the group velocity cg decreases8 from cg = 0 for δ = 0 to a minimum value
for δ = 1.
It is also important to remark that the velocities vph and cg have opposite
signs. This last feature means that if a wave propagates to the left, any
perturbation on it will travel to the right. As we will see later in this thesis,
this property will have a very important impact on the pattern formation
near the codimension-2 point.
Finally, let us summarise in Table 3.1 all the attributes of the Codimension-
2 wave-Turing instability analysed in this section.
8The feature that cg = 0 for δ = 0 is not only valid for parameter values of Eq. (3.35)
but also for any other value of the parameters. This happens because ∂kdetΛˆ|k=kcW ≡ 0 if
δ = 0.
Chapter 4
Derivation of Amplitude
Equations
We saw in the previous chapter that the RDNC model has a homogeneous solu-
tion that can become unstable when the parameters of the model are changed.
These instabilities have been computed and classified using a linear stability
analysis. In this chapter we will go beyond this, and perform a weakly nonlinear
analysis of these instabilities. This approach will provide us with information
about the nonlinear behaviour of the system near the onset of the instabilities.
The approach consists of a perturbative expansion technique which includes mul-
tiple scales in time and in space. The final result of this approach will be a set
of coupled amplitude equations. In the remainder of this thesis we will use these
equations to study different pattern forming properties of the RDNC model.
4.1 Introduction
Nonlinear systems often show very complicated behaviour. Typically this
behaviour can not be assessed analytically. In some particular cases, how-
ever, it is possible to gain some information by restricting the analysis to
approximated or asymptotic solutions. One of these cases occurs when a
known solution of the system is brought to an instability by variation of
the parameters of the system. Under these conditions, a perturbative ap-
proach can be used to capture the weakly nonlinear behaviour of the system
near the instability. The final product of this approach is a set of coupled
dynamical equations. These equations provide information about the as-
ymptotic behaviour of the original system near the onset of the instability.
These equations are typically nonlinear and are called amplitude equations
[1, 5, 6, 7, 75]. They are of enormous importance because their form only
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depends on the type of instability; i.e. they are universal. All the particu-
larities of the nonlinear system under study enter only in the coefficients of
these amplitude equations. We refer to ref. [1] for a comprehensive review
on pattern formation with emphasis on amplitude equations and the con-
cept of linear instability. Moreover, since the number of possible instabilities
is quite limited, there are few possible types of amplitude equations. For
systems of ordinary differential equations, amplitude equations are related
to the so called normal forms which are the organising idea of bifurcation
theory [55, 56, 57, 58].
In this chapter we will derive the amplitude equations valid near the insta-
bilities found in the previous chapter. We will also do a preliminary analysis
of their behaviour. Further analysis will be preformed in next chapters.
- Organisation of this chapter
This chapter is organised as follows. In the next section we will introduce
the method of multiple scales perturbation expansion for a general dynamical
system. This introduction will be done in a step-by-step manner. Increasing
levels of refinement will be sequentially introduced. In Section 4.3 we will
focus on the derivation of amplitude equations for the RDNC model. Only
a brief description of the derivation will be done in this section. A detailed
derivation will be performed in the Appendix E. Finally, in Section 4.4 we
will analyse the coefficients of the amplitude equations previously derived.
4.2 Introduction to the Perturbative Appro-
ach near Instabilities
In this section we will explain in detail how amplitude equations can be
obtained. Here we will take a constructive approach to the perturbative
method. This means that we will start with the simplest perturbative ex-
pansion possible and later we will add new features in order to render the
method more powerful.
We will consider first the case of a stationary solution becoming unstable
in an ODE. Afterward we will consider the dynamics of the emerging solution.
Finally, in the end of this section, we will address the kind of extensions that
should be done to apply the perturbative method to instabilities in PDEs.
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4.2.1 General Setup
Let us consider again the generic ODE (3.6) introduced in section 3.3.1.
We will assume that this system has a time independent solution Y0(χ) for
any value of the control parameter χ. Introducing a new variable X(t)
def
=
Y(t)−Y0 (where X(t) ∈   n) in Eq. (3.6), we get:
∂tX(t) = Λ(χ)X(t) + h(χ,X(t)), (4.1)
where Λ(χ) is a square matrix and h(χ,X(t)) is a vectorial function where
all the nonlinearities are included. Very often this nonlinear function does
not depend on χ. In the following we will further assume that h(χ,X(t)) =
h(X(t)).
The Eq. (4.1) has a time independent solution at X0 = 0 for any value
of the control parameter χ. Let us further assume that this solution has an
instability at χ = χc. Note that Λ(χ) is nothing else but the Jacobian (i.e.
the linearisation matrix) around X0 = 0.
As we saw in the previous chapter, the solution Y0(χ) of Eq. (3.6) is
linearly stable as long as the real part of all the eigenvalues of the matrix
Λ(χc) is negative. This solution becomes unstable when the real part of,
at least, one eigenvalue is equal to zero. Depending on the value of the
imaginary part of this eigenvalue λi, we can distinguish two different cases:
• Im(λi) = 0 =⇒ steady bifurcation,
• Im(λi) 6= 0 =⇒ Hopf bifurcation.
In the first case a stationary new solution will arise after the instability. In the
second case the new solution is oscillatory in time. The critical frequency of
this oscillation is ωc
def
= Im(λi). The critical solutions of Eq. (4.1), associated
with the critical eigenvalues, are Xcs = Us for the steady bifurcation and
Xch = Uhe
iωct and Xch = Uhe
−iωct for the Hopf bifurcation (see also discussion
in section 3.4.1.B). We recall that the norm of the critical eigenvectors Us
and Uh is arbitrary and that Us ∈   n and Uh ∈  n .
4.2.2 Perturbative Expansion
Now Sattinger’s theorem can be applied to Eq. (4.1) (see discussion in sec-
tion 3.3.1, pg. 24). The theorem tells us that near χc a new solution of Eq.
(4.1) exists and that this solution coincides with X0 at χ = χ0. This last fea-
ture suggests us to analyse emerging solution using a perturbative expansion
around the original solution X0:
X(t) = X0 + εX1(t) + ε
2X2(t) + ε
3X3(t) +O(ε4), (4.2)
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Figure 4.1: This diagram shows the bifurcation diagram of an example of instability
where the new branch (stable in this case) grows in a non-analytical way from χc.
The full lines correspond to branches of stable solutions, dashed to unstable ones
and the dotted arrows indicate the different basins of attraction. Here the new
branches grow as   ±(χ− χc)1/2. For sake of clarity, in this diagram we consider
an one dimensional system (i.e. X ∈  1).
where ε is a small parameter related with the distance of χ to the critical
value χc (we will discuss this relation in more detail in the next paragraphs),
X0 is the original solution that becomes unstable (recall that X0 ≡ 0), and
the vector fields Xl(t) with l = 1, 2, 3, . . . correspond to the perturbations of
X0. These vector fields are a priori not known, but they can be calculated.
They will provide us information about the location of the emerging branch.
The next step is to insert the ansatz of Eq. (4.2) in Eq. (4.1). Before
doing this step we will first discuss in more detail the nature of the small
parameter ε used in expansion (4.2).
- Expansion of the control parameter
An important issue arising in the perturbative expansion of Eq. (4.2) is the
choice of a suitable small parameter ε. Clearly this parameter should be
related with the distance to the threshold χ − χc and, in particular, ε = 0
if χ = χc. A first approach would be to set ε as proportional to a power of
χ−χc. Such a choice will alow for a variation of the amplitude of the field X,
with respect to χ, only as (χ−χc)n, where n is a natural number. However, it
can happen that this amplitude is ∝ (χ−χc)p, where p is a rational number
(for example as a square root with p = 1/2). The latter kind of growth is
called non-analytical. A common example of this non-analytic behaviour is
found in the pitchfork bifurcation [55, 56, 57, 58], where the new solution
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branches grow as   ±(χ− χc)1/2 (see Fig. 4.1 for an illustration of this).
The solution to this kind of problems is to expand also χ− χc in ε:
χ− χc = εγ1 + ε2γ2 +O(ε3) (4.3)
where γ1, γ2, . . . are free parameters to be defined a posteriori for sake of
consistency of the perturbative analysis. More specifically, as we will see
later, the γ-parameters are either zero or they can be directly related with
the distance to the onset of the instability χ − χc. In this way any kind of
non-analytical behaviour is captured by the perturbative expansion.
- Hierarchy of linear inhomogeneous equations
Since the operator Λ in Eq. (4.1) depends on χ, we should also expand it
using Eq. (4.3):
Λ(χ) = Λ0(χc) + εγ1Λ1(χc) + ε
2γ2Λ2(χc) +O(ε3) (4.4)
where Λ0,Λ1,Λ2, . . . are square matrices that do neither depend on χ nor on
ε. Their specific form will depend on the original system Eq. (4.1) and can
be calculated directly for each case.
The next step is to insert the expansions given by Eqs. (4.2), (4.3), and
(4.4) in the original Eq. (4.1). This give us an equation containing terms
O(ε),O(ε2),O(ε3), · · ·. This equation will be equivalent to Eq. (4.1) only if
it is valid for every value of ε or, what amounts to the same, if we require
that each equation in the following hierarchy is satisfied:
• O(ε) : Λ0X1 − ∂tX1 = 0
• O(ε2) : Λ0X2 − ∂tX2 = γ1Λ1X1 + Ω2 ·X1X1
• O(ε3) : Λ0X3 − ∂tX3 = γ1Λ1X2 + γ2Λ2X1
+2Ω2 ·X1X2 + Ω3 ·X1X1X1
• ... ...
(4.5)
where terms of the form Ω2 ·XY and Ω3 ·XYZ are a shorthand notation1
for the column vector whose i-components are respectively given by:
[Ω2 ·XY]i def= Σj,kΩi2j,kxjyk and [Ω3 ·XYZ]i
def
= Σj,k,lΩ
i
3j,k,l
xjykzl. (4.6)
However, since we want only to gain information about the emerging
solutions of Eq. (4.1) near the threshold of the bifurcation (i.e. ε << 1), we
1Note that this quadratic and cubic forms are symmetric with respect to the order of
the vectors X,Y, . . . (e.g. Ω2 ·XY ≡ Ω2 ·YX).
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will typically need to solve only the initial equations in the hierarchy of Eq.
(4.5). Higher orders in ε will give only refinements to the analysis.
One particularity of the system of Eqs. (4.5) is that the equations for
each order O(εj) with j = 1, 2, ... have all the same form:
(Λ0 − ∂t)Xj = Yj , (4.7)
where:
Y1 ≡ 0 (4.8)
Yj = Yj(X1, ...,Xj−1) for j ≥ 2. (4.9)
Consequently Eq. (4.7) is linear. Note that the linear differential operator
Λ0 − ∂t of this equation does not depend on the order j and that the in-
homogeneous terms Yj depend only on the previous Xj−1, . . . ,X1 and not
on Xj . This last property means that Eqs. (4.7) can be solved iteratively,
starting with the homogeneous equation for O(ε1), for the successive Xj. In
other words: solving the equation O(ε) we get X1, and then inserting this in
the equation O(ε2) we can solve for X2, and so on.
A very important property of the linear operator Λ0−∂t is that it is singu-
lar. Consequently, the solution of the homogeneous equation corresponding
to O(ε) is different from zero. Indeed, based in the critical solutions in-
troduced in section 4.2.1, we can propose the following ansatz for equation
O(ε):
• for the stationary instability: X1 = AsUs. (4.10)
• for the Hopf instability: X1(t) = 1
2
(AhUhe
iωct +AhUhe
−iωct).(4.11)
Where the vectors Us and Uh were introduced in the end of section 4.2.1 and
the free parameters As ∈   1 and Ah ∈  1 have been inserted to take into
account the fact that the norm of Us and Uh is arbitrary. As and Ah can
be think as the amplitudes of the new solutions arising after the instability.
It is important to remark that neither the vectors Us and Uh nor the scalar
quantities As and Ah depend on time t. Note also that in the Hopf case we
are assuming that X1(t) ∈   n.
Now we are ready to solve the inhomogeneous equation corresponding
to O(ε2). But a problem arises because the linear operator is noninvertible.
The same problem will also arise for all the equations O(εj) whit j ≥ 2. This
makes the solution of Eqs. (4.5) a so called singular perturbation problem.
We will address to this issue in more detail in the next paragraphs.
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- Singular Perturbation Theory and Fredholm Alternative Theorem
Let us start with the simplest case that is when the dynamical system of
Eq. (4.1) consists of just one variable: X ≡ u. Then the matrix Λ0 is one-
dimensional (i.e. Λ0 = l0 where l0 ∈   1). The new solution arising above
the instability can not depend on time. Generically two or more variables
are needed for a Hopf bifurcation [55, 56, 57, 58]. Therefore we do not need
to consider the time derivatives of Eqs. (4.5). Consequently the singular
perturbation problem is trivial because l0uj = yj has a unique solution only
if l0 6= 0. In the case l0 = 0 the problem is undetermined.
For two and more variables the problem becomes more subtle. Let us
consider first the case of a stationary instability. Since the new solution (cf.
Eq. (4.10)) does not depend on time we can neglect the time derivatives in
Eqs. (4.5). Now, the Fredholm Alternative theorem 2, can be applied. This
theorem states that given the linear inhomogeneous problem:
Λ0Xj = Yj , (4.12)
there are two alternative possibilities:
1. The homogeneous problem Λ0Xj = 0 has a trivial kernel (i.e. Xj ≡ 0)
and the solution of Eq. (4.12) is unique.
2. The adjoint homogeneous problem Λ†0Z = 0 has a nontrivial Z 6= 0
solution, then Eq. (4.12) has a solution if and only if the inhomogeneity
in Eq. (4.12) satisfies:
(Z|Yj) = 0, (4.13)
where (◦|◦) is the standard scalar product in   n: i.e. (Z|Yj) def= Z ·Yj.
This last equation is called the solvability condition.
The latter alternative tells us that the inhomogeneous term should be or-
thogonal to the kernel of the adjoint linear operator.
The treatment of the Hopf instability is more involved because the new
solution depends on time. This means that we should include the time deriv-
atives in Eqs. (4.5). The operator Λ0− ∂t0 is also singular. Surprisingly, the
Fredholm Alternative theorem can be applied again if we take into account
that the operator is now Λ0 − ∂t0 and if a suitable scalar product in this
2For detailed discussion of this theorem and its implications see for instance [5, 7, 59,
76].
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functional space is defined. It is easy to see that the following definition
satisfies the properties of a scalar product:
(Z(t)|Yj(t)) def=
∫ 2pi/ωc
0
Z(t) ·Yj(t) dt, (4.14)
where the bar stands for complex conjugate and the dot is the standard inner
product in
  n. The time integration is done over one oscillation period. Note
that the output of this inner product is a constant number and that the two
critical solutions X ch and X
c
h, spanning the kernel of the operator Λ0 − ∂t0,
are orthogonal.
Doing an integration by parts we can see that: (Y|[Λ0− ∂t0]X) = ([Λ†0 +
∂t0]Y|X). Consequently, the adjoint linear differential operator for the Hopf
instability case is given by: Λ†0 + ∂t0. With this we conclude the discussion
about the Fredholm alternative theorem.
- Solvability Conditions
Clearly the stationary and Hopf instabilities correspond to the 2nd alterna-
tive. In order to perform the singular perturbation treatment, we should
make sure that all the inhomogeneous terms in Eqs. (4.5) satisfy the solv-
ability condition of Eq. (4.13). The solvability conditions corresponding to
the second (third if the second order is trivial) order equation will give us a
nonlinear equation3 relating the amplitudes As and |Ah| to the distance to
the criticality χ − χc. Solving this equation we can get the location of the
new branch arising near the instability point (see Fig 4.1 for an example).
But this equation do not supply any information about how the state of the
system approaches (or escapes) the new branch. Typically, if the state of
the system is near the new branch, the dynamics will became very slow and
it will take a long time until the state reaches or escapes the new solution.
Using a perturbative expansion including multiple time scales we can get in-
formation about the asymptotic behaviour of the system near the new branch
[76, 77, 78, 79]. We will discuss this method in the next subsection.
4.2.3 Multiple Scales Perturbation Expansion
The multiple scales perturbation expansion method (MSPE in the following)
consists in supplementing the perturbative expansion of Eqs. (4.2) and (4.3)
3The step between the solvability conditions and these equations will become more
clear in the next section.
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with the introduction of a hierarchy of new time scales: t0, t1, t2, . . .. These
new variables are related to the original time t by:
∂t = ∂t0 + ε∂t1 + ε
2 ∂t2 +O(ε3). (4.15)
The idea behind this approach is that the scale t0 will contain the fast
dynamics (if any) related with the new solution, whereas the remaining scales
will describe the slow dynamics near the new branch.
- Ansatz for X1
If we are dealing with a stationary instability, then t0 is not necessary. On
the other hand, for a Hopf instability the fast time scale t0 is associated
with the limit cycle oscillation. The other time scales t1, t2, . . . are the (slow)
variables parametrising the approach to the new solution. In the following
we will refer to them as the stretched or slow times. More specifically, we
will consider that the amplitudes As, in the ansatz of Eq. (4.10), and Ah,
in Eq. (4.11), are functions of the stretched times: As
def
= As(t1, t2, . . .) and
Ah
def
= Ah(t1, t2, . . .). For the Hopf case (cf. Eq. (4.11)), the oscillating terms
(i.e. the imaginary exponentials) vary with t0 and therefore the new ansatz
is:
X1 =
1
2
(
Ah(t1, t2, . . .)Uhe
iωct0 +Ah(t1, t2, . . .)Uhe
−iωct0
)
. (4.16)
Thus, with this ansatz we are assuming that the characteristic time of vari-
ation of the amplitude is much longer than the oscillation time around the
limit cycle. With this refinement to the perturbative expansion of Section
4.2.2 we expect to capture the slow dynamics near the emerging branches.
- Hierarchy of linear inhomogeneous equations
Inserting Eqs. (4.2,4.3,4.15) in Eq. (4.1), and separating the different orders
on ε, we get:
• O(ε) : Λ0X1 − ∂t0X1 = 0
• O(ε2) : Λ0X2 − ∂t0X2 = ∂t1X1 + γ1Λ1X1 + Ω2 ·X1X1
• O(ε3) : Λ0X3 − ∂t0X3 = ∂t1X2 + ∂t2X1 + γ1Λ1X2 + γ2Λ2X1
+2Ω2 ·X1X2 + Ω3 ·X1X1X1
• ... ...
(4.17)
This is again a hierarchy of linear inhomogeneous equations. Note that the
only difference with the expansion of Eq. (4.5) is that now the inhomoge-
neous part of each linear equations includes time derivatives with respect to
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the stretched times t1, t2, . . .. The operator to invert is given now by Λ0−∂t0.
As before, this operator is singular. So we should again use the Fredholm al-
ternative theorem. To do this we need to introduce a suitable scalar product.
For a stationary instability the standard euclidian scalar product defined in
  n is sufficient. In the Hopf case we can define a scalar product as in Eq.
(4.14) where now the time integration is done only with respect to t0.
- Amplitude Equation
The solvability conditions corresponding to each equation O(εi) with i > 1
will provide us with a set differential equations for the amplitude. These
differential equations have derivatives respect to the stretched times. But,
as is clear from Eq. (4.15), the successive t1, t2, . . . correspond to slower
and slower time scales. Since we are interested only in an approximation to
asymptotic behaviour near the new branch, typically it will be sufficient to
consider the solvability conditions corresponding to orders lower than O(ε4).
These equations include only derivatives respect to t2 or t3. Moreover, some
of the tj’s may not be included in the solvability conditions (for example
t2). This means that the amplitude A(t1, t2, . . .) does not depend on it.
Consequently, only t0 and one of the tj’s (with low j) will typically play a
roˆle in the asymptotic dynamics of the system. In some situations more than
one tj may be necessary
4. Moreover, since we are interested in the asymptotic
behaviour of the emerging solution, is enough to consider A1 depending just
on the low order time scales. The differential equation so obtained is called
amplitude equation5 because it describes the asymptotic dynamics of the
amplitude of the emerging solution.
4.2.4 Multiple Scales Perturbation Expansion
for PDEs
So far we did only analyse ODEs. But, we are interested in analysing in-
stabilities in PDEs modelling spatially extended pattern forming systems.
Moreover, we are interested in models that include, beside spatial deriva-
tives, nonlocal coupling terms. In this subsection we will extend the MSPE
technique for PDEs. In Appendix D we will explain how this framework can
4For an example of such a situation, see the wave instability in the next section (cf.
Section 4.3.2). There we will see that two different stretched time scales: t1 and t2, are
necessary!
5Note that the amplitude equations are also called, in another context, normal forms
[55, 56, 58, 59, 80].
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be nontrivially extended to consider the more general case of PDEs including
nonlocal coupling terms.
The MSPE technique presented in Section 4.2.3 can be applied, with mi-
nor modifications, to a PDE. Indeed, depending on the kind of instability,
the critical mode may depend on the spatial variable x0. This dependence
should be taken into account in the definitions of the ansatz for X1 and in
the scalar product. This standard MSPE approach will provide us with a
ODE describing the slow time evolution of the amplitude. This approach
does not consider, however, extended spatial modulations of the amplitude.
These modulation can play a important roˆle in the asymptotic dynamics
of the amplitude. Consequently, a more refined analysis should be imple-
mented in order to obtain information about the dynamics of the envelope
of the emerging solution. This new approach consists in assuming that the
amplitude A of the emerging solution depends not only on a “slow” time (see
previous subsection) but also on a “stretched” space variable. This means
that the variation of the amplitude (or more precisely envelope) happens
on a spatial scale much larger that the intrinsic spatial scale of the original
emerging solution (given by the period of the instability: 2pi/kc, where kc is
the critical wavenumber of the instability).
Specifically, this can be done in the framework of the MSPE introducing
a new hierarchy of space variables x0, x1, x2, . . . in the following way:
∂x = ∂x0 + ε ∂x1 + ε
2 ∂x2 +O(ε3). (4.18)
The new spatial variable x0 will account for the original scale of the spatially
inhomogeneous emerging solution (if any; when this last solution is homoge-
neous the variable x0 will play no roˆle and consequently can be neglected),
and the variables x1, x2, . . . will give us the small spatial modulations the
amplitude. This means that A1 = A1(x1, x2, . . . ; t1, t2, . . .). Normally we
will not need to consider all the hierarchy of slow time and stretched spatial
scales. It will be enough to consider the low order ones.
We need now to introduce a suitable scalar product. Depending on the
kind of instability, this scalar product may eventually include, not only time
integration over the t0 as in Eq. 4.14, but also integration over x0. We will
discuss the necessary definitions for each case in the following section.
Finally, let us remark that the solvability conditions will provide us with
a nonlinear equation which includes partial derivatives in the stretched time
and space variables. This PDE is called the amplitude (or envelope) equation.
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4.3 Amplitude Equations for Systems with
Nonlocal Coupling
4.3.1 Introduction
In this section we will derive the amplitude equations for the RDNC model.
The section is divided in two parts. In the first part we will derive amplitude
equations valid near the codimension-1 Turing and wave instabilities of the
RDNC model. In the second part we will consider the derivation of amplitude
equations near the codimension-2 Turing-wave instability.
Before beginning these derivations, want to discuss here two important is-
sues. In Subsection 4.3.1.A we will recall some special features of the RDNC
model that will turn to be important in the derivation of amplitude equa-
tions. Second, in Subsection 4.3.1.B, we will briefly explain how the MSPE
technique can be applied to the nonlocal coupling term of the RDNC model.
4.3.1.A Remarks
For sake of simplicity in the derivation of the amplitude equations we will
consider the RDNC model as compactly written in Eq. (2.17). The matrices
ΛH , ΛD and ΛNC will be left expressed in a formal way (i.e. not including
the original parameters b, c, d, σ, . . . of the RDNC model; cf. Eqs. (2.19),
(2.20) and (2.21)). Only the dependence of these matrices on the control
parameters will be taken into account. In Section 4.4 we will calculate and
analyse the coefficients of the amplitude equations as functions of all the
parameters of the model.
Let us finally highlight here the most important features of the RDNC
model that we will take into account in the derivation of the amplitude
equations. These features are:
1. The system has two components. In our case one is the activator and
the other the inhibitor.
2. As we already mentioned in Section 3.5.3, we will consider the “driving
force” a and the diffusion ratio δ as the control parameters of the RDNC
model. Only the matrices ΛH and ΛD of Eq. (2.21) do depend on these
bifurcation parameters (moreover, ΛH depends only on a and ΛD on
δ).
3. Although the nonlocal kernel Σ(|x− x′|) of the RDNC model is expo-
nential (cf. Eq. (2.22)), the derivation of amplitude equations done in
this chapter can be easily applied for other types of kernel.
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4. Only the differential equation for the activator field u is nonlinear.
This amounts to a particular form of the nonlinear term h(X) (cf. Eq.
(2.23)): all the elements, except Ω121,1 = −α and Ω131,1,1 = β, of the
nonlinear terms Ω2 and Ω3 in the perturbative expansion of Eq. (4.6)
are equal to zero.
4.3.1.B: Multiple Scales Perturbation Expansion for the Nonlocal
Coupling
The introduction of a new set of spatial scales (cf. Eq. (4.18)) in diffusion
operator term of the RDNC model is straightforward. This term becomes:
ΛD∂
2
xX = ΛD
[
∂2x0 + ε 2∂x0∂x1 + ε
2 (2∂x0∂x2 + ∂
2
x1
) +O(ε3)
]
X. (4.19)
On the other hand, the introduction of the multiple spatial variables in
the nonlocal coupling term is nontrivial. A detailed description of how this
can be done is given in Appendix D. In the following we will only provide a
brief description of this procedure and the final recipe.
The essential idea of the procedure is as follows. First we expand the
integrand of the nonlocal coupling term in a Taylor series. The new spatial
scales can be now introduced to the elements of this series using the formula
given in Eq. (4.18). Reorganising the elements of the resulting series in a
different way, it is possible to identify parts of the expansion as elements of
other Taylor series. Summating these other Taylor series, we arrive to the
following recipe for the introduction of multiple spatial scales in the nonlocal
coupling term:
ΛNC
∫ +∞
−∞
Σ(|x− x′|)X(x′; t)dx′ = ΛNC
∫ +∞
−∞
Σ(|y|)X(x− y; t)dy
= ΛNC
∫ +∞
−∞
Σ(|y|)
{
X(x0 − y, x1, x2, · · · ; t)
−εy∂x1X(x0 − y, x1, x2, · · · ; t)
+ε2
(y2
2
∂2x1X(x0 − y, x1, x2, · · · ; t)
−y∂x2X(x0 − y, x1, x2, · · · ; t)
)
+O(ε3)
}
dy, (4.20)
where all the integrations are performed only over x0 (i.e. they do not affect
the stretched space variables x1, x2, · · ·).
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4.3.2 Turing and Wave Amplitude Equations
As we mentioned in Section 3.5.3, a convenient parameter to track the
codimension-1 instabilities is the “driving force” a. Therefore, in this sub-
section, we will expand this control parameter as:
a− ac = γa1ε+ γa2ε2 +O(ε3), (4.21)
where the instability onset ac is given in Eq. (3.33) for the Turing and in Eq.
(3.34) for the wave instability. In this subsection, all the other parameters
of the RDNC model will be kept fixed.
Inserting Eq. (4.21) in the homogeneous operator ΛH(a) (cf. Eq. (2.19))
results in:
ΛH(a) = ΛH,0(ac) + εγ
a
1ΛH,1(ac) + ε
2γa2ΛH,2(ac) +O(ε3), (4.22)
where:
ΛH,0(ac) =
(
ac
c
−b
−d
)
and ΛH,1(ac) = ΛH,2(ac) = · · · =
(
1
0
0
0
)
. (4.23)
Inserting the ε-expansions of Eqs. (4.15), (4.2), (4.20) and (4.22) in Eq.
(2.17) we can write explicitly all the orders of the multiple scales expansion
in a compact form as:
• O(ε) : ΛH,0X1 + Λ0S[X1]− ∂t0X1 = 0
• O(ε2) : ΛH,0X2 + Λ0S[X2]− ∂t0X2 = −γa1ΛH,1X1 + ∂t1X1
−∂x1Λ1S [X1] + Ω2 ·X1X1
• O(ε3) : ΛH,0X3 + Λ0S[X3]− ∂t0X3 = −γa1ΛH,1X2 + ∂t1X2 − ∂x1Λ1S [X2]
−∂x2Λ1S [X1] + ∂t2X1
−γa2ΛH,2X1 − ∂2x1Λ2S [X1]
+2Ω2 ·X1X2 + Ω3 ·X1X1X1
• ... ...
(4.24)
where, as we mentioned in Section 4.3.1, Ω121,1 = −α and Ω131,1,1 = β (all the
other elements Ωl2i,j and Ω
l
3i,j,k
are equal to zero) and where the operators
Λ0S [◦], Λ1S [◦] and Λ2S [◦] are given by:
Λ0S[◦] def= ΛD∂2x0 ◦+ΛNC
∫ +∞
−∞
Σ(|x0 − y|) ◦ dy, (4.25)
Λ1S[◦] def= 2ΛD∂x0 ◦ −ΛNC
∫ +∞
−∞
Σ(|x0 − y|)(x0 − y) ◦ dy, (4.26)
Λ2S[◦] def= ΛD ◦+ΛNC
∫ +∞
−∞
Σ(|x0 − y|)(x0 − y)
2
2
◦ dy. (4.27)
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These new operators include, in a compact form, all the terms coming from
the diffusive and nonlocal coupling operators of Eq. (2.17). Note that these
operators act only over the variable x0. They leave the stretched space
variables x1, x2, . . . and all the time variables t0, t1, . . . unchanged.
In the following we will give just a cursive description of the derivation
of the amplitude equations, a detailed analysis is done in Section E.1 of
Appendix E.
4.3.2.A Ansatz for the equation O(ε)
Let us first consider the lowest order in the ε-expansion of Eqs. (4.24) (i.e.
the equation corresponding to O(ε)). This equation is nothing else but the
RDNC model evaluated at the criticality (i.e. a = ac, where ac = acT or
ac = acW for the Turing or the wave instability case respectively).
In Section 3.4.1 we introduced the critical solutions XcT and X
c
T for the
Turing case and XcL, X
c
L, X
c
R and X
c
R for the wave case. These critical
solutions are complex vectors and are defined up to a indeterminate constant.
Since the solution X1 should be real, a general solution of the equation
corresponding to O(ε) in the hierarchy of Eq. (4.24) is given by:
1. for Turing: X1 =
1
2
(ATUTe
ikcT x0) + c.c. (4.28)
2. for wave: X1 =
1
2
(ALUW e
i(ωct0+k
c
W x0) +ARUW e
i(ωct0−kcW x0)) + c.c. (4.29)
where the amplitudes AT , AL and AR are typically complex scalar quanti-
ties and the eigenvectors UT and UW are calculated in Appendix B. As
stated in Section 4.2.4, we will assume here that the amplitudes depend
only on the smooth and slow variables: AT = AT (x1, x2, ...; t1, t2, ...), AL =
AL(x1, x2, ...; t1, t2, ...) and AR = AR(x1, x2, ...; t1, t2, ...).
The second ansatz, for the wave instability case, corresponds to the most
general solution possible: a linear superposition of two counterpropagating
waves. The quantities AL and AR correspond to the amplitudes of waves
travelling to the left and right respectively.
To solve the inhomogeneous equation O(ε2) we need first to perform the
solvability conditions over its inhomogeneous term.
4.3.2.B Inner Product definition
The first steep is to define an appropriated inner product. An easy calculation
shows that the following operators satisfy the rules of inner product:
1. for Turing: (Z|Yj) def=
∫ 2pi/kcT
0
dx0 Z
Tr
Yj , (4.30)
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2. for wave: (Z|Yj) def=
∫ 2pi/kcW
0
dx0
∫ 2pi/ωc
0
dt0 Z
Tr
Yj. (4.31)
4.3.2.C Solvability condition O(ε2)
In order to solve the equation O(ε2) in the hierarchy of Eq. (4.24) we should
make sure that its inhomogeneous term satisfies the solvability condition of
Eq. (4.13). This solvability condition will be evaluated in detail in Appendix
E. Here we will only give a short description of the main results.
The main consequence of the solvability condition is that in both cases,
Turing and wave instability, we are forced to postulate that (cf. Eq. (4.21)):
γa1 ≡ 0. (4.32)
Otherwise the perturbative expansion is not consistent.
- Turing instability case
Using Eq. (4.32), the solvability condition O(ε2) implies that:
∂t1AT ≡ 0,
should be fulfilled by the the amplitude of the Turing pattern (for details
refer to Section E.1.B). Or, in other words, that the amplitude AT does not
depend on the slow time t1.
- Wave instability case
On the other hand, for the wave instability case, the solvability condition
O(ε2) implies that:
∂t1AL − cg∂x1AL = 0, (4.33)
∂t1AR + cg∂x1AR = 0, (4.34)
where cg is the group velocity (cf. Eq. (3.40)) of the waves (see Section E.1.D
for more details). These last equations indicate that the amplitudes AL and
AR are constant in the travelling frames x1 − cgt1 and x1 + cgt1 respectively.
- Solution of the inhomogeneous equation O(ε2)
We can now solve the inhomogeneous equation O(ε2). Although this step is
conceptually simple, in the RDNC model it is rather lengthly and cumber-
some (specially for the wave instability case). Consequently, it will be done
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in Sections E.1.B and E.1.D of Appendix E for the Turing and wave cases
respectively.
The solvability condition of the inhomogeneous equation O(ε3) in the
hierarchy of Eq. (4.24) will be discussed separately for the Turing and wave
cases.
4.3.2.D Solvability condition O(ε3): Turing Amplitude Equation
In Section E.1.C we discuss in detail the derivation of this solvability condi-
tion for the Turing instability. This derivation leads to the following PDE
for the amplitude AT :
∂t2AT = γ
a
2κ
a,T
2 AT + dT∂
2
x1
AT − gTT |AT |2AT , (4.35)
where the coefficients κa,T2 , dT and gTT are defined in Eqs. (E.18) and (E.19).
- Amplitude Equation for the Turing instability: Real Ginzburg-
Landau Equation
Finally, we rewrite Eq. (4.35) in terms of the original time and space
variables t and x (cf. Eqs. (4.15) and (4.18) and remember that AT =
AT (t2, . . . ;x1, . . .) and therefore do not depend on t0, t1 or x0). Additionally,
let us reintroduce the control parameter a (cf. Eq. (4.21) and recall that
γa1 ≡ 0) and use the fact that the amplitude AT is proportional to ε (cf. Eq.
(4.2) and Eq. (4.28)) and therefore we can introduce a normalised amplitude
as: A?T
def
= εAT . This rescaling leads to the following amplitude equation for
the Turing instability:
∂tA
?
T = ηTA
?
T + dT∂
2
xA
?
T − gTT |A?T |2A?T , (4.36)
where:
ηT
def
= (a− acT )κa,T2 , (4.37)
and where the small parameter ε does not appear.
The PDE (4.36) is usually called in the literature the real Ginzburg-
Landau equation [1] (RGLE in the following) because its coefficients are real
(see discussion in the next paragraph). This equation governs the asymptotic
evolution of the amplitude of Turing patterns near an instability. We will
analyse basic solutions of this equation and compare them with numerical
simulation of the RDNC model in Chapter 5.
Eqs. (E.18) and (E.19) indicate that the coefficients dT , gTT and κ
a,T
2
(and consequently ηT ) are real quantities. On the contrary, the amplitude
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A?T ∈  1 . Its absolute value |A?T (x, t)| gives to the local amplitude of Turing
pattern. On the other hand, its phase allows for the emerging patterns to
have wavenumbers different from kcW (see next chapter for a detailed expla-
nation of this issue).
- Meaning of the coefficients
The coefficient ηT , which is proportional to a − acT (cf. Eq. (4.37)), can be
interpreted as the distance to the threshold of the Turing instability; dT can
be interpreted as a diffusion coefficient and gTT is the nonlinear saturation
coefficient. In Section 4.4 we will analyse these coefficients as functions of
the parameters of the RDNC model.
4.3.2.E Solvability condition O(ε3): Wave Amplitude Equations
Let us now address the solvability condition of the inhomogeneous equation
O(ε3) for the wave instability case. This derivation will be done in Section
E.1.E, here we will just quote the final result. The outcome of solvability
condition is the following set of coupled PDEs:
∂t2AL − cg∂x2AL = γa2κa,W2 AL +
[
dL,1∂
2
x1
+ (dL,2 + dL,4)∂x1∂t1 − dL,3∂2t1
]
AL
−gWW |AL|2AL − gRL|AR|2AL, (4.38)
∂t2AR + cg∂x2AR = γ
a
2κ
a,W
2 AR +
[
dR,1∂
2
x1
+ (dR,2 + dR,4)∂x1∂t1 − dR,3∂2t1
]
AR
−gWW |AR|2AR − gRL|AL|2AR, (4.39)
where cg, as before, is the group velocity (cf. Eq. (E.26)) and the coefficients
κa,W2 , gWW and gRL are defined in Eqs. (E.39), (E.48) and (E.49) respectively.
The coefficients dL,j and dR,j are defined in Eqs. (E.40,E.41,E.42,E.43,E.44)
and satisfy the following equalities:
dL,1 = dR,1 , dL,2 = −dR,2 , dL,3 = dR,3 and dL,4 = −dR,4. (4.40)
- Reduction of the number of variables
Note that Eqs. (4.38,4.39) involve differentiation with respect to two time
variables: t1 and t2, and two space variables: x1 and x2. However, using
the solvability conditions of the inhomogeneous equation O(ε2) (cf. Eqs.
(4.33,4.34)), it is possible to reduce the number of variables to three: t1,
x1 and x2. Specifically, using Eqs. (4.33,4.34) we can write the operators
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between brackets in Eqs. (4.38,4.39) as a second derivative with respect to
the spatial variable x1. More specifically:[
dL,1∂
2
x1
+ (dL,2 + dL,4)∂x1∂t1 − dL,3∂2t1
]
AL = dW ∂
2
x1
AL, (4.41)[
dR,1∂
2
x1
+ (dR,2 + dR,4)∂x1∂t1 − dR,3∂2t1
]
AR = dW∂
2
x1
AR, (4.42)
where the new coefficient is:
dW
def
= dL,1 + cg(dL,2 + dL,4)− c2gdL,3 = dR,1− cg(dR,2 + dR,4)− c2gdR,3. (4.43)
- Compensation method for the wave amplitude equations
Any analysis of the solvability conditions of Eqs. (4.38,4.39) (with Eqs.
(4.41,4.42)) is complicated by the fact that they still involve partial deriva-
tives with respect to three variables (namely: t2, x1 and x2). Moreover, extra
difficulties arise because this set of equations should be solved simultaneously
with the solvability conditions of Eqs. (4.33,4.34). Furthermore this last set
of equations involve partial derivation with respect to a forth variable t1! All
these features make the weakly nonlinear analysis of the wave instability very
complicated6. To simplify the description, and in order to get a tractable set
of equations, we will use a method proposed by Knobloch7 in ref. [81]. The
method uses both sets of solvability conditions (i.e. Eqs. (4.33,4.34) and
(4.38,4.39)) to get just one set of PDEs which depend only on the original
space and time variables.
The key idea of this method is that each set of solvability conditions is
valid in a range depending on the distance ε to the criticality. More precisely;
Eqs. (4.33,4.34) are valid O(ε2) whereas Eqs. (4.38,4.39) are O(ε3). This
indicates us that if we multiply Eqs. (4.33,4.34) by ε2 and Eqs. (4.38,4.39)
by ε3 we get two sets of equations valid for the same order of ε. Therefore we
can counterbalance or compensate the two solvability conditions by adding
these two new sets of equations. Using this compensation method we get only
one set of coupled PDEs:
(ε∂t1 + ε
2∂t2)εAL − cg(ε∂x1 + ε2∂x2)εAL = ε2γa2κa,W2 εAL + ε2dW ∂2x1εAL (4.44)
−ε3gWW |AL|2AL − ε3gRL|AR|2AL
6Note that these problems did not arise in the derivation of the Turing amplitude
equation (4.36) because there the solvability condition O(ε2) did not depend on x1 and
indicated that the amplitude was independent of t1.
7The method proposed by Knobloch in ref. [81], which he calls reconstitution method,
is not exactly the same than the one presented here. Nevertheless, the main idea of both
methods is the same.
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(ε∂t1 + ε
2∂t2)εAR + cg(ε∂x1 + ε
2∂x2)εAR = ε
2γa2κ
a,W
2 εAR + ε
2dW ∂
2
x1
εAR (4.45)
−ε3gWW |AR|2AR − ε3gRL|AL|2AR,
where all the terms are valid for the same order of ε.
This last set of equations should be necessarily satisfied by the ampli-
tudes. Nevertheless, they are not sufficient conditions for the perturbative
expansion to be well posed. As we will see in the next chapters, this method
does lead to a set of equations that describe qualitatively and quantitatively
the beauvoir of the RDNC model near the wave instability.
- Amplitude Equations for the wave instability: Coupled Complex
Ginzburg-Landau Equations
The Eqs. (4.44,4.45) can be written in a simpler form, independent of ε,
if we take into account that the amplitudes AL(t1, t2, . . . ;x1, x2, . . .) and
AR(t1, t2, . . . ;x1, x2, . . .) do not depend on t0 or x0 (cf. Eq. (4.29)) and
if we use the ε-expansions for time and space variables (cf. Eq. (4.15) and
Eq. (4.18) respectively) to restitute the original time and space variables x
and t. Furthermore, as in the Turing case, reintroducing the control para-
meter a (cf. Eq. (4.21)) and, finally, defining the normalised amplitudes as:
A?L
def
= εAL and A?R
def
= εAR, we get the following set of two coupled amplitude
equations:
∂tA
?
L − cg∂xA?L = ηWA?L + dW ∂2xA?L − gWW |A?L|2A?L − gRL|A?R|2A?L (4.46)
∂tA
?
R + cg∂xA
?
R = ηWA
?
R + dW∂
2
xA
?
R − gWW |A?R|2A?R − gRL|A?L|2A?R (4.47)
where:
ηW
def
= (a− acW )κa,W2 . (4.48)
If gRL = 0 then Eqs. (4.46,4.47) decouple and each equation has the form
of a complex Ginzburg-Landau equation (CGLE in the following). These
equations have been studied extensively in the literature [1, 5, 6, 10, 75]. Note
that Eq. (4.46) and Eq. (4.47) differ only in the sign of the group velocity
term. Typically gRL 6= 0 and consequently Eqs. (4.46,4.47) correspond to
a set of two coupled CGLEs. Some basic solutions of these equations, and
their dependence on the coefficient values, will be studied in Chapter 5.
4.3 Amplitude Equations for Systems with Nonlocal Coupling 61
- Meaning of the coefficients
The coefficients ηW , dW , gWW , gRL are complex and cg is real. In the following
we will denote the real part of the complex coefficients with primes and the
imaginary with double primes. The coefficient η ′W (which is proportional to
a− acW ) is the distance to the instability threshold. η ′′W corresponds to a shift
of the oscillation frequency of the waves respect to the critical frequency ωc
(note that this shift is also proportional to the distance to the instability
threshold). cg is, as we saw before, the group velocity of the waves. In
the following chapters we will see that this coefficient plays an important
roˆle in the dynamics of the waves. d′W is associated the diffusion and d
′′
W
with the dispersion of the amplitudes. The coefficients g ′WW , g
′′
WW , g
′
RL
and g′′RL are the nonlinear terms corresponding to: self-induced nonlinear
saturation, nonlinear correction of the oscillation frequency, cross-induced
nonlinear saturation (or cross-coupling intensity) and nonlinear correction to
the oscillation frequency induced by the other mode respectively. In Section
4.4 and Chapter 5 we will analyse in detail these coefficients.
4.3.3 Amplitude equation near the codimension-2 wave-
Turing instability
Let us now discuss the derivation of amplitude equations near the codimension-
2 wave-Turing instability. To some extent the derivation of amplitude equa-
tions in this case is a combination of the derivations done previously for
Turing and wave instabilities. Consequently here we will put more emphasis
on the differences and subtleties arising in this case than in the “standard”
features already explained in Section 4.3.2.
Beside the ε−expansion of the control parameter a around its critical
value as done in Eq. (4.21), in this case we need also to expand the second
control parameter δ as:
δ − δc = γδ1ε+ γδ2ε2 +O(ε3), (4.49)
where we consider ac = acWT and δc = δ
c
WT . Since the diffusion matrix ΛD
(cf. Eq. (2.20)) does depend on the diffusion ration δ, we get:
ΛD(δ) =
(
1
0
0
δc
)
+ εγδ1
(
0
0
0
1
)
+ ε2γδ2
(
0
0
0
1
)
+O(ε3).
And consequently the spatial operators Λ0S, Λ
1
S and Λ
2
S (see Eqs. (4.25),
(4.26) and (4.27)) are:
Λ0S(δ) = Λ
0
S,0(δc) + εγ
δ
1Λ
0
S,1(δc) + ε
2γδ2Λ
0
S,2(δc) +O(ε3), (4.50)
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Λ1S(δ) = Λ
1
S,0(δc) + εγ
δ
1Λ
1
S,1(δc)∂
2
x1
+O(ε2), (4.51)
Λ2S(δ) = Λ
2
S,0(δc) +O(ε1), (4.52)
where Λ0S,0(δc), Λ
1
S,0(δc) and Λ
2
S,0(δc) are respectively given by Eqs. (4.25),
(4.26) and (4.27) with δ ≡ δc, and finally:
Λ0S,1 = Λ
0
S,2 =
(
0
0
0
∂2x0
)
and Λ1S,1 =
(
0
0
0
2∂x0
)
.
Finally, inserting ε-expansions of Eqs. (4.2), (4.15), (4.20), (4.22) and
(4.50,4.51,4.52) in Eq. (2.17) we get:
• O(ε) : ΛH,0X1 + Λ0S,0[X1]− ∂t0X1 = 0
• O(ε2) : ΛH,0X2 + Λ0S,0[X2]− ∂t0X2 = −γa1ΛH,1X1 − γδ1Λ0S,1[X1] + ∂t1X1
−∂x1Λ1S,0[X1] + Ω2 ·X1X1
• O(ε3) : ΛH,0X3 + Λ0S,0[X3]− ∂t0X3 = −γa1ΛH,1X2 − γδ1Λ0S,1[X2]
+∂t1X2 − ∂x1Λ1S,0[X2]
−∂x2Λ1S,0[X1] + ∂t2X1
−γa2ΛH,2X1 − γδ2Λ0S,2[X1]
−∂2x1Λ2S,0[X1]− γδ1∂x1Λ1S,1[X1]
+2Ω2 ·X1X2 + Ω3 ·X1X1X1
• ... ...
(4.53)
This hierarchy is very similar to Eq. (4.24), although now we have some
extra terms coming from the ε-expansion of δ.
In the following we will present a very short account of the main steps
in the derivation of the amplitude equations; a detailed description will be
given in Section E.2 of Appendix E.
4.3.3.A Ansatz for the equation O(ε)
Let us first consider the equation O(ε) in the hierarchy (4.53). A general
solution of this linear homogeneous equation is given by:
X1 =
1
2
(
ATUT e
ikcTx0 +ALUW e
i(ωct0+kcW x0) +ARUW e
i(ωct0−kcW x0)
)
+ c.c.
(4.54)
The interpretation of this ansatz is clear: it corresponds to a superposition
of a Turing pattern, a left-travelling wave and a right-travelling wave with
amplitudes AT , AL and AR respectively.
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4.3.3.B Solvability condition O(ε2)
A suitable inner product for this case is obtained by adding the inner products
defined for the Turing and wave instability cases (cf. Eqs (4.30) and (4.31)
respectively). This inner product is defined in Eq. (E.50).
In Section E.2.B we give a detailed derivation of the solvability conditions
of the inhomogeneous equation O(ε2). The main result of this derivation is
that we are forced to assume that:
γa1 ≡ 0 and γδ1 ≡ 0. (4.55)
Using this equalities, the solvability conditions O(ε2) become:
∂t1AT = 0, (4.56)
∂t1AL − cg∂x1AL = 0, (4.57)
∂t1AR + cg∂x1AR = 0. (4.58)
This set of uncoupled PDEs is nothing else but the combination of the solv-
ability conditions O(ε2) previously got for Turing and for wave instability
cases separately.
The solution of the inhomogeneous equation O(ε2) is given in Eq. (E.64)
in Section E.2.B.
4.3.3.C Solvability condition O(ε3): Codimension-2 wave-Turing
Amplitude Equation
The solvability condition of the inhomogeneous equation O(ε3) leads to the
following set of three coupled partial differential equations (see Section E.2.C
for more details):
∂t2AL − cg∂x2AL = (γa2κa,W2 + γδ2κδ,W2 )AL + dW∂2x1AL
−gWW |AL|2AL − gRL|AR|2AL − gWT |AT |2AL, (4.59)
∂t2AR + cg∂x2AR = (γ
a
2κ
a,W
2 + γ
δ
2κ
δ,W
2 )AR + dW ∂
2
x1
AR
−gWW |AR|2AR − gRL|AL|2AR − gWT |AT |2AR, (4.60)
∂t2AT = (γ
a
2κ
a,T
2 + γ
δ
2κ
δ,T
2 )AT + dT∂
2
x1
AT
−gTT |AT |2AT − gTW (|AL|2 + |AR|2)AT , (4.61)
where cg is, as before, the group velocity of the waves, κ
a,T
2 , κ
a,W
2 , κ
δ,T
2 and
κδ,W2 are defined in Eqs. (E.18), (E.39) and (E.69); the coefficients dW , gWW
and gRL are the same than for the codimension-1 wave instability case and
are defined in Eqs. (4.43), (E.48) and (E.49); dT and gTT are equivalent
to the definitions for the Turing instability (cf. Eqs. (E.18) and (E.19)
respectively). Two new coupling coefficients appear in these equations, they
are gWT and gTW . They are defined in Eqs. (E.70) and (E.71) respectively.
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- Compensation method for the codimension-2 wave-Turing ampli-
tude equations
Eqs. (4.59,4.60,4.61) involve derivatives with respect to three variables: t2,
x1 and x2. Furthermore, two sets of solvability conditions, given by Eqs.
(4.56,4.57,4.58) and Eqs. (4.59,4.60,4.61), should be satisfied simultaneously
by the amplitudes AT , AL and AR. The same kind of problems did arise in
the derivation of amplitude equations for the wave instability (cf. Section
4.3.2.E). Indeed the same compensation method introduced there can be
applied here to solve these problems. For details see Section 4.3.2.E.
- Amplitude equations for the codimension-2 wave-Turing instabil-
ity: coupled real and complex Ginzburg-Landau equations
The final result of of the compensation method is the following set of three
coupled amplitude equations valid near the codimension-2 point:
∂tA
?
L − cg∂xA?L = ηWA?L + dW∂2xA?L − gWW |A?L|2A?L − gRL|A?R|2A?L
−gWT |A?T |2A?L (4.62)
∂tA
?
R + cg∂xA
?
R = ηWA
?
R + dW∂
2
xA
?
R − gWW |A?R|2A?R − gRL|A?L|2A?R
−gWT |A?T |2A?R (4.63)
∂tA
?
T = ηTA
?
T + dT∂
2
xA
?
T − gTT |A?T |2A?T
−gTW (|A?L|2 + |A?R|2)A?T (4.64)
where:
ηW = (a− aWT )κa,W2 + (δ − δWT )κδ,W2 , (4.65)
ηT = (a− aWT )κa,T2 + (δ − δWT )κδ,T2 , (4.66)
and dT , gTT , cg, dW , gWW and gRL where defined in Eqs. (E.18), (E.19),
(E.26), (4.43), (E.48) and (E.49) respectively.
A comparison of Eqs. (4.62,4.63,4.64) with the amplitude equations de-
rived previously for the codimension-1 Truing and wave instabilities (cf. Eq.
(4.36) and Eqs. (4.46,4.47) respectively) shows that Eqs. (4.62,4.63, 4.64)
are a set of coupled real and complex Ginzburg-Landau equations. We will
analyse basic solutions of these equations in Chapter 5.
- Meaning of the coefficients
The meaning of the coefficients κa,T2 , dT , gTT , κ
a,W
2 , cg, dW , gWW and gRL was
discussed in sections 4.3.2.D and 4.3.2.E. There we saw that κa,T2 , dT , gTT
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and cg were real and, κ
a,W
2 , dW , gWW and gRL complex. Here we will analyse
the new coefficients appearing in Eqs. (4.62,4.63, 4.64). κδ,T2 and gTW are
real whereas κδ,W2 and gWT are complex. η
′
W = η
′
W (a, δ) and ηT = ηT (a, δ)
describe the distances to wave and Turing thresholds respectively. The coef-
ficients gTW and gWT correspond to the cross-coupling between Turing and
wave patterns. Note that these cross-coupling coefficients are typically dif-
ferent (i.e. gTW 6= gWT ). We will analyse these coefficients in the next
section.
4.4 Basic analysis of the coefficients of the
amplitude equations
As we saw in the previous section, the amplitude equations depend on many
coefficients. The analysis of these coefficients will be started here. Further
analysis, including a detailed study of their significance for pattern formation
in the RDNC model, will be done in following chapters. In particular, in
Chapter 5 we will study basic solutions of the amplitude equations.
An important issue is that not all the coefficients are essential to get a de-
scription of the dynamics of the amplitude equations. Doing an appropriated
selection of the unit of space and scaling the amplitudes is possible to make
various prefactors of the coefficients equal to unity and consequently simplify
the study of the amplitude equations. This rescaling of the coefficients will
be done in Section 4.4.2.
4.4.1 Coefficients as function of the parameters of the
RDNC model
The coefficients of the amplitude equations given in Eqs. (4.36), (4.47,4.46),
and (4.63,4.62,4.64) depend on the values of the parameters of the RDNC
model. This dependence is typically very complicated. However, some
generic information can be extracted without using particular values of the
parameters of the RDNC model. In this section we will analyse this and also
show some more specific features of the amplitude equation coefficients in
the case where the parameters of the RDNC model are as in Eq. (3.35) (i.e.
the case analysed in detail in Section 3.5.4).
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4.4.1.A Turing amplitude equation
- Generic case
Let us start analysing the coefficients of the Turing amplitude equation
(4.36).
Using the expression for ΛˆH,2 given in Eq. (4.23), then κ
a,T
2 , the pro-
portionality constant between ηT and a − acT (cf. Eq. (4.37)), becomes:
κa,T2 = [1 + Λˆ11(k
c
T )/(Λˆ21(k
c
T )Λˆ12(k
c
T ))]
−1 (cf. Eq. (E.18)). One consequence
of this is that κa,T2 only depends on the product bc. As we saw in the previous
chapter (cf. Section 3.5.1), the same happens in the linear stability analysis.
Moreover, for the limit δ →∞ we get (using Eq. (3.32) and Eq. (C.4)):
κa,T2 = 1, (4.67)
hence, in this limit, κa,T2 becomes independent of all the other parameters of
the RDNC model.
The sign of the nonlinear saturation coefficient gTT will determine if the
instability is supercritical or subcritical (supercritical if gTT > 0 and sub-
critical if gTT < 0). The values of the quadratic α and cubic β nonlinearity
parameters of the RDNC model are of special importance for the value of
gTT . In Eq. (E.19) we can see that gTT does not depend on the sign of α and
that a negative β will make the instability subcritical no matter the value of
α is. On the other hand, if β > 0 then there will be a maximal |α| for the
instability to be supercritical. In the particular, if α = 0 then the nonlinear
coefficient is proportional κa,T2 :
gTT =
3βκa,T2
4
. (4.68)
Consequently, if we discard the spatial dependence of the amplitude AT ,
then we find that for a > acT the stationary solution has amplitude: |A?T |2 =
4(a− acT )/3β. Hence the amplitude of the emerging Turing pattern after the
instability is proportional to the square root of the distance to the threshold
and is independent of the other linear parameters of the RDNC model.
- Particular case
Let us now analyse the coefficients κa,T2 , dT and gTT when we vary δ and keep
all the other parameters of the model fixed to the values chosen in Section
3.5.4 (cf. values of Eq. (3.35)). As was discussed there (see Fig. 3.5), the
Turing instability happens if δ > 1 and a is big enough. In Fig. 4.2(a) we
plot κa,T2 and in Fig. 4.2(b) dT for 1 ≤ δ ≤ 10. Note that κa,T2 approximates
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Figure 4.2: The value of the coefficients κa,T2 and dT are shown as a function of
δ in (a) and (b) respectively, where the parameters of the system are as in Eq.
(3.35). Note that δ should be bigger than 1 for the Turing instability to happen
(see discussion in Section 3.5.4) and that (for α = 0) the nonlinear coefficient gTT
is proportional to κa,T2 (cf. Eq. (4.68)).
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Figure 4.3: The grey regions correspond to supercritical instabilities (i.e. gTT > 0
for Turing and g′WW > 0 for wave). As the quadratic nonlinearity α is increased a
transition from a supercritical to a subcritical instability happens for both, Tur-
ing and wave (for α = 0 both instabilities are always supercritical). The linear
parameters of the model, except the diffusion ratio δ, are fixed to the values given
in Eq. (3.35) and the cubic nonlinearity is fixed to β = 4/3. As was discussed in
Section 3.5.4, there is a wave instability for 0 ≤ δ ≤ 1 and a Turing instability for
δ ≥ 1.
1 for big δ (cf. Eq. (4.67)) and that the diffusion coefficient dT decreases
monotonically. In Fig. 4.3 we display the character of the instability (i.e.
supercritical or subcritical) as a function of δ as the quadratic nonlinearity |α|
increases for a constant and positive value of β. Note that the transition from
supercritical to subcritical is almost independent from the diffusion ratio δ.
4.4.1.B Wave amplitude equations
- Generic case
We will now analyse the coefficients derived for the wave amplitude equations.
As discussed in Section 3.5.4, for δ = 0 the group velocity cg ≡ 0 (see footnote
in pg. 40 and Fig. 3.6). Therefore, in this particular case, the solvability
conditions of Eqs. (4.33,4.34) indicate that the amplitudes do not depend on
t1. Consequently the compensation method introduced in Section 4.3.2.E is
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not needed. Thus, the final result of the solvability conditions O(ε3) is a set
of two coupled CGLEs as in Eq. (4.46,4.47) with cg = 0. As the diffusion
ratio δ increases, cg departs from zero.
The coefficients κa,W2 , dW , gWW and gRL are very complicated functions of
the parameters. The analysis of the dependence of the nonlinear coefficients
gWW and gRL on the quadratic α and cubic β nonlinearities is analogous to
the one done previously for the Turing case. If α = 0, then the nonlinear
coefficients assume a simpler form: gWW = 3βκ
a,W
2 /4 and gRL = 6βκ
a,W
2 /4
respectively. Consequently, in this limit:
gRL ≡ 2gWW .
In the next chapter we will see that his relationship has important conse-
quences for the possible solutions of amplitude equations (4.46,4.47).
- Particular case
For the particular values of the parameters chosen in Eq. (3.35) the wave
instability arise if 0 ≤ δ ≤ 1 and a is big enough (for the instability threshold
see Fig. 3.5(a)). In Fig. 3.6 we show the value of cg as δ increases. In Fig.
4.4 we show the values of κa,W2 and dW as δ vary. Finally, in Fig. 4.3 the
transition between supercritical and subcritical wave instability is plotted as
a function of the quadratic nonlinearity α for a constant value of β and in
the range 0 ≤ δ ≤ 1.
4.4.1.C Codimension-2 wave-Turing amplitude equations
- Generic case
Here we will only address the analysis of the coefficients gWT and gTW corre-
sponding to the coupling between Turing and waves in Eqs. (4.63,4.62,4.64).
The other coefficients have been analysed previously. In particular note that
both, gWT and gTW (cf. Eqs. (E.48) and (E.49) respectively), have an anal-
ogous dependence on α and β as gTT or gRL.
- Particular case
For the particular codimension-2 wave-Turing point studied in Section 3.5.4
we have:
ηW (a, δ) =
1
2
[
(a− ac)− kcW 2(δ − δc)− i((a− ac) + kcW 2(δ − δc))
]
, (4.69)
ηT (a, δ) = 2
[
(a− ac) + k
c
T
2
2
(δ − δc)
]
, (4.70)
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Figure 4.4: The real and imaginary part of κa,W2 (in (a); κ
a,W
2
′
and κa,W2
′′
respec-
tively) and of dW (in (b); d
′
W and d
′′
W respectively) are shown as function of δ in
the span 0 ≤ δ ≤ 1 (i.e. the δ-range where the wave instability appears). The
other parameters of the RDNC model are as in Eq. (3.35).
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ηW =
1
2
[(a− ac)− kcW 2(δ − δc)− i((a− ac) + kcW 2(δ − δc))]
ηT = 2[(a− ac) + k
c
T
2
2
(δ − δc)]
cg = −2
√√
2− 1 ' −1.287119
dW = d′W + id
′′
W ' 1.17157 + i
dT = 2(4 −
√
(2)) ' 5.17157
gWW = g′WW + ig
′′
WW = 0.5 − 0.5i
gRL = g′RL + ig
′′
RL = 1 − i
gWT = g′WT + ig
′′
WT = 1− i
gTT = 2
gTW = 4
Table 4.1: Value of the coefficients of the amplitude equations (4.62,4.63,4.64) at
the codimension-2 wave-Turing point given in Table 3.1. The nonlinear parameters
of the RDNC model have been fixed to: α = 0 and β = 4/3.
and, for convenience, the values of the coefficients for this the codimension-2
wave-Turing point (cf. Table 3.1) are summarised in Table 4.1.
4.4.2 Rescaling of the Coefficients
As we mentioned in the beginning of this section, by doing a suitable selection
of the unit of space and rescaling the amplitudes it is possible to make some
prefactors of the amplitude equations equal to unity.
- Turing amplitude equation
Let us first analyse the amplitude equation (4.36) for the Turing instability.
If we assume that gTT > 0 (i.e. a supercritical Turing instability) and define
a rescaled amplitude as:
A˜T
def
=
√
gTTA
?
T , (4.71)
we get:
∂tA˜T = ηT A˜T + dT∂
2
xA˜T − |A˜T |2A˜T . (4.72)
Moreover, if we change the units of space as: x˜
def
= x√
dT
, then:
∂tA˜T = ηT A˜T + ∂
2
x˜A˜T − |A˜T |2A˜T (4.73)
Consequently, if gTT > 0, the amplitude equation valid near the Turing
instability depends only on one parameter.
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- Wave amplitude equations
Like in the Turing case, the coefficients of amplitude equations (4.46,4.47)
can be simplified using new units for the space:
x˜
def
=
x√
d′W
. (4.74)
The amplitude equations are now:
∂tA
?
L − vg∂x˜A?L = ηWA?L + (1 + ic1)∂2x˜A?L
−gWW |A?L|2A?L − gRL|A?R|2A?L
∂tA
?
R + vg∂x˜A
?
R = ηWA
?
R + (1 + ic1)∂
2
x˜A
?
R
−gWW |A?R|2A?R − gRL|A?L|2A?R
where the new coefficients are:
vg
def
= cg/
√
d′W and c1
def
= d′′W /d
′
W . (4.75)
Note that now vg is the rescaled8 group velocity cg.
If we assume that g′WW > 0 and do a rescaling of the amplitudes A
?
L
and A?R akin to the one done for A
?
T , then we can set g
′
WW equal to one.
Furthermore, if we additionally write the amplitudes in a rotating frame
with frequency equal to the correction given by η ′′W , then it is possible to
eliminate also η′′W from the amplitude equations. Specifically, defining a new
set of amplitudes as:
A˜L
def
= e−iη
′′
W t
√
g′WWA
?
L and A˜R
def
= e−iη
′′
W t
√
g′WWA
?
R, (4.76)
we get:
∂tA˜L − vg∂x˜A˜L = η′W A˜L + (1 + ic1)∂2x˜A˜L
−(1− ic3)|A˜L|2A˜L − hRL(1 − ic2)|A˜R|2A˜L, (4.77)
∂tA˜R + vg∂x˜A˜R = η
′
W A˜R + (1 + ic1)∂
2
x˜A˜R
−(1− ic3)|A˜R|2A˜R − hRL(1− ic2)|A˜L|2A˜R, (4.78)
where the new coefficients are:
c2
def
= −g
′′
RL
g′RL
, c3
def
= −g
′′
WW
g′WW
and hRL
def
=
g′RL
g′WW
. (4.79)
8It is important to keep on mind the difference between this two quantities in the
remaining of this thesis.
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Note that, in contrast to Eq. (4.73) for the Turing instability, the rescaled
amplitude equations (4.77,4.78) still depend on many coefficients beside the
distance to the instability threshold η ′W . This results in a much richer dy-
namics. In particular the coefficient hRL, the “intensity” with which right-
and left-travelling wave suppress each other, plays a very important roˆle.
When this coefficient is big, then travelling waves will be selected. On the
other hand, for small hRL standing waves are selected. The values of c1 and
c3 are also important. They can lead to an instability of the waves. In the
next chapters we will study these and other properties of Eqs. (4.77,4.78).
- Codimension-2 wave-Turing amplitude equations
Let us finally address the rescaling of the codimension-2 wave-Turing ampli-
tude equations (4.62,4.63,4.64). Clearly, with a change of the unit of space
it is not possible to set dT and d′W simultaneously equal to one. Here we will
choose to set d′W equal to one. To achieve this we will use the rescaling of Eq.
(4.74). To simplify the nonlinear coefficients we will use the rescaling of Eq.
(4.71) for A?T and Eq. (4.76) for A
?
L and A
?
R (and consequently assume that
both, Turing and wave, instabilities are supercritical). With this rescaling
the amplitude equations (4.62,4.63,4.64) finally become:
∂tA˜L − vg∂x˜A˜L = η′W A˜L + (1 + ic1)∂2x˜A˜L − (1− ic3)|A˜L|2A˜L
−hRL(1− ic2)|A˜R|2A˜L − hWT (1− ic4)|A˜T |2A˜L, (4.80)
∂tA˜R + vg∂x˜A˜R = η
′
W A˜R + (1 + ic1)∂
2
x˜A˜R − (1 − ic3)|A˜R|2A˜R
−hRL(1− ic2)|A˜L|2A˜R − hWT (1− ic4)|A˜T |2A˜R, (4.81)
∂tA˜T = ηT A˜T + dTW ∂
2
x˜A˜T − |A˜T |2A˜T
−hTW (|A˜L|2 + |A˜R|2)A˜T , (4.82)
where vg and c1 are defined in Eq. (4.75), c2, c3 and hRL in Eq. (4.79) and
the new diffusion coefficient ratio is given by:
d
TW
def
=
dT
d′W
.
The new nonlinear coefficients are:
hWT
def
=
g′WT
gTT
, c4
def
= −g
′′
WT
gTT
and hTW
def
=
gTW
g′WW
.
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η′W =
1
2
[(a− ac)− kcW 2(δ − δc)]
ηT = 2[(a− ac) + k
c
T
2
2
(δ − δc)]
vg ' −1.18914
c1 ' 0.85356
d
TW
' 4.41422
c3 = 1
hRL = 2
hWT = 0.5
c2 = 1
c4 = 0.5
hTW = 8
Table 4.2: Value of the coefficients at the codimension-2 wave-Turing point given
in Table 3.1 for the rescaled amplitude equations (4.80,4.81, 4.82). The nonlinear
parameters are α = 0 and β = 4/3.
For convenience, in Table 4.2 the values of the new coefficients are given
for the same codimension-2 wave-Turing point than in Table 4.1.
In the next chapter we will study some simple solutions of the ampli-
tude equations derived here Finally, in the second part of this thesis we will
concentrate in more complex solutions of the amplitude equations.
Chapter 5
Basic properties of Turing and
wave patterns
In the previous chapter we performed a weakly nonlinear analysis of the RDNC
model. As a result of this analysis we derived equations describing the behaviour
of the amplitudes of patterns arising near the Turing, wave and codimension-2
wave-Turing instabilities. In this chapter we will use the amplitude equations
to study some basic properties of Turing and wave patterns. More specifically,
we will analyse the simplest solutions of these equations; namely the ones that
correspond to patterns with constant amplitude. The outcome of this analysis will
be compared with numerical simulations of the RDNC model. This comparison
will show that the weakly nonlinear approach provide a good understanding of the
complex nonlinear structures in the RDNC model that arise in the neighbourhood
of the instability thresholds.
5.1 Introduction
In the previous chapter we saw that near the Turing, wave and codimension-2
wave-Turing instabilities some “effective” equations can be derived. These
equations describe the asymptotic behaviour of the patterns emerging from
the instabilities. The main aim of this chapter is to study in detail simple
solutions of these equations and compare them with numerical simulations
of the RDNC model.
Since the amplitude equations (4.36), (4.46,4.47) and (4.62,4.63,4.64) are
nonlinear, they can exhibit a plethora of different solutions. Many of them
are complex, but, as we will see latter in this chapter, these equations also
allow particularly simple solutions. In these solutions the real and imaginary
parts of the amplitudes A?T (x, t), A
?
R(x, t) and/or A
?
L(x, t) have the form of
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plane waves and the modulus of their amplitudes is constant in space and
time1. These constant amplitude solutions are of special importance because
they usually play the roˆle of “building blocks” for more complicated solu-
tions. More specifically, as we will see in the next chapter, different constant
amplitude solutions, located in different places of the system, can exist si-
multaneously if the system is big enough. We will see that the dynamics
of the spatial regions separating different constant amplitude patterns, the
so called interfaces, play a very important roˆle in the formation of complex
patterns. These interfaces will be analysed in great detail in the second part
of this Thesis.
- Organisation of this chapter
This chapter is divided in three sections. In the first section, we will shortly
analyse the case of the Turing amplitude equation. In the second section,
the amplitude equation for the wave instability will be studied. We will show
that they can be used to predict if travelling or standing waves will appear
in the RDNC model. Finally, in the last section, we will consider the coupled
amplitude equations arising near the codimension-2 wave-Turing instability.
5.2 Turing instability
Let us first analyse briefly the amplitude equation (4.36) (and their rescaled
form of Eq. (4.73)) derived in the previous chapter. In Section 4.4.1.A we
analysed the coefficients of this equation as the parameters of the model vary.
Here we will briefly report its constant amplitude solutions.
It is easy to check that Eq. (4.73) allows the following constant amplitude
solution2:
• A˜T (x, t) = ρTei(pTx) (5.1)
where the constant amplitude is: ρ2T (pT ) = ηT−p2T . Note that this solution is
not unique; there exist a family of constant amplitude solutions. This family
1Note that the plane wave mentioned here are solutions of the amplitude equations and
should not be confused with the wave patterns arising in the RDNC model near the wave
or the codimension-2 wave-Turing instabilities.
2In order to simplify the notation of the rescaled amplitude equations (4.73), (4.77,4.78)
and (4.80,4.81,4.82), in this and following chapters, we will not use the tildes in the
spatial variables. Consequently, before doing any comparison between their solutions and
patterns in the RDNC model, we should first introduce back the diffusion coefficients in
the amplitude equations (cf. Section 4.4.2).
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is parametrised by pT and corresponds to a spatially periodic pattern in the
RDNC model with wavenumber:
kT = k
c
T +
pT√
dT
.
In Section 5.4.2 we will compare these solutions with stationary-periodic
patterns in numerical simulations of the RDNC model near the Turing in-
stability.
5.3 Wave instability
Let us now address the analysis of amplitude equations (4.77,4.78), valid near
the wave instability.
In Section 4.3.2.A we introduced the ansatz of Eq. (4.29) to describe
the patterns arising after the wave instability. This ansatz corresponds to
a linear superposition of two counterpropagating waves. The nonlinearities
of the RDNC model will cause these two waves to interact. This interac-
tion gives rise to the main question concerning wave instabilities: do these
counterpropagating waves suppress or enhance each other? In the first case
travelling waves will be observed in the model whereas in the second stand-
ing waves will appear [1]. Since the amplitude equations (4.77,4.78) describe
the nonlinear interaction between the amplitudes of two counterpropagating
waves, they can be analysed to answer this question.
5.3.1 Constant amplitude solutions: travelling versus
standing waves
It is easy to check that the amplitude equations (4.77,4.78) admit three dif-
ferent types of constant amplitude solutions; namely:
• A˜R = ρRei(ωRt+pRx) and A˜L = 0 (5.2)
• A˜R = 0 and A˜L = ρLei(ωLt+pLx) (5.3)
• A˜R = ρSW ei(ωSW t+pSW x) and A˜L = ρSW ei(ωSW t−pSW x) (5.4)
where the frequencies and amplitudes are given by:
ωR(pR) = −vgpR − c1p2R + c3ρ2R, (5.5)
ρ2R(pR) = η
′
W − p2R. (5.6)
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Similar equations hold for ωL(pL) and ρ2L(pL) (substituting −vg, pR and ρR
by +vg, pL and ρL respectively); and finally:
ωSW (pSW ) = −vgpSW − c1p2SW + (c3 + hRLc2)ρ2SW ,
ρ2SW (pSW ) = (η
′
W − p2SW )/(1 + hRL).
Eqs. (5.2), (5.3) and (5.4) correspond to three different one parameter
families of plane wave solutions. These families are parametrised by the
wavenumbers pR, pL and pSW respectively.
The solutions of Eq. (5.2) and (5.3) correspond respectively to right-
and left-travelling waves in the RDNC model. These travelling waves have
wavenumbers:
kR = k
c
W +
pR√
d′W
and kL = −kcW +
pL√
d′W
, (5.7)
and frequencies:
ΩR = ωc + ωR and ΩL = ωc + ωL. (5.8)
The solution of Eq. (5.4) correspond to standing waves in the RDNC
model with wavenumbers kSW = kcW + pSW /
√
d′W and frequencies ΩSW =
ωc + ωSW .
- Stability of constant amplitude solutions: dependence on hRL
Let us now study the stability of the constant amplitude solutions correspond-
ing to travelling and standing waves. In the following we will assume that the
wavenumber of these solutions is the critical one, i.e. pR ≡ pL ≡ pSW ≡ 0.
Inserting the ansatz A˜R = ρR + ξR(t) and A˜L = ξL(t) (where ξR(t) and
ξL(t) are small perturbations) in Eqs. (4.77,4.78) and linearising, we get a set
of linear ODEs. An easy calculation shows that the solution (5.2) is stable
if hRL > 1. The same result is obtained for the left-travelling wave solution
(5.3).
To analyse the stability of the standing waves defined in Eq. (5.4), we
insert the ansatz A˜R = ρSW +ξR(t) and A˜L = ρSW +ξL(t) in Eqs. (4.77,4.78).
This solution is stable if 1 > hRL > −1. Consequently travelling waves are
stable and standing waves unstable when hRL > 1. The reverse is true when
1 > hRL > −1. Finally, if −1 > hRL, then both solutions are unstable.
Let us analyse the stability of travelling and standing waves as the non-
linear parameters α and β of the RDNC model vary. As was discussed in
Section 4.4.1, we can fix the value of the cubic nonlinearity β and vary the
absolute value of the quadratic coefficient |α|. In the remainder of this thesis
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Figure 5.1: Regions in the parameter space δ vs. α (i.e. ratio of diffusion vs.
quadratic nonlinearity) where travelling waves or standing waves are stable (calcu-
lated from the amplitude equations (4.77,4.78) coefficients). The linear parameters
of the model are fixed to the values given in Eq. (3.35), the cubic nonlinearity kept
fixed to β = 4/3. Note that the value of the control parameter a (so far a ≥ acW )
does not change the predictions of the amplitude equations. For stable travelling
waves: hRL > 1, standing waves: 1 > hRL > −1, nonsaturating waves: −1 > hRL
and subcritical wave instability: gWW < 0. The full dots (a) and (b) correspond
to the parameter values of the plots of numerical integrations of the RDNC model
shown in Figs. 5.2(a) and 5.2(b) respectively.
we choose β = 4/3. In Fig. 5.1 we show the selected patterns for different
values of the diffusion ration δ as the quadratic nonlinearity α increases. Note
that, if α is too big, then the wave instability is subcritical (i.e. gWW < 0;
see discussion in Section 4.4.1.B and Fig. 4.3).
As we saw in Section 4.4.1.B, for α = 0 hRL is independent of the value
of δ and, since hRL = 2, travelling waves are always selected. Note that the
region where standing waves are stable is rather small. Examples of numerical
simulations showing travelling waves and standing waves are presented in
Figs. 5.2(a) and 5.2(b) respectively (the parameters of these simulations
correspond to the full dots in Fig. 5.1).
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Figure 5.2: Two examples of numerical simulations of the RDNC model showing
(right) travelling (in (a)) and standing waves (in (b)). In both simulations random
initial conditions were used and only a short interval of the total integration time is
shown (the transient until the constant amplitude condition is reached can be very
large). The parameters of the RDNC model in (a) and (b) are δ = 0.9, a = 4.607,
β = 4/3, and all the other parameters have values as in Eq. (3.35). The quadratic
nonlinearity parameter is in (a) α = 0 and in (b) α = 0.5. In Fig. 5.1 the location
in the parameter space δ vs. α of these simulations is shown with full dots.
5.3.2 Comparison with numerical simulations of the
RDNC model
In order to gain insight on the range of applicability of the predictions done
with of Eqs. (4.77,4.78), let us do a detailed comparison between the constant
amplitude solutions of Eqs. (5.2), (5.3) and (5.4) and numerical simulations
of the RDNC model. In the following, whenever travelling waves are consid-
ered, we will assume that they travel to the right3. In this subsection we will
further consider only waves with wavenumbers equal to the critical one (i.e.
kR = kSW = kcW or equivalently pR = pSW = 0).
- Particular case α = 0: Only travelling waves
As we said before, for α = 0 travelling waves are always selected. In Fig. 5.3
we show, for two different values of δ, a comparison between the predicted
and measured values of the amplitude of travelling waves with wavenumber
3The results should be the same for left-travelling waves, since the RDNC model is
symmetric respect to the permutation x→ −x.
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Figure 5.3: Comparison between the maximal value utrw predicted by amplitude
equations (4.47,4.46) (full lines) and the measured values of the maxima |umax| and
minima |umin| of travelling waves (up and down triangles respectively) observed
in numerical simulations of the RDNC model for two different values of δ (δ = 0
and δ = 0.5) and with α = 0. The amplitudes are plotted as the parameter a vary.
Note that |umax| = |umin|. We consider only travelling waves with wavenumbers
equal to the critical one (i.e. kW = k
c
W ). The critical wavenumbers are k
c
W = 1
for δ = 0 and kcW ' 0.796 for δ = 0.5. The cubic nonlinearity is β = 4/3 and the
other parameters of the model have values as in Eq. (3.35).
kcW . Note that there is a direct relationship between the amplitude of the
wave and the maximal and minimal values of the profiles of u and v in the
RDNC model. Indeed, using Eq. (5.6) and the ansatz of Eq. (4.29), we can
calculate the maximal value utrw of the predicted u-profile predicted by the
amplitude equations. This predicted amplitude is proportional to the square
root of distance to onset.
In Fig. 5.3 the predicted utrw is compared with the measured maximal (up
triangles) and minimal (down triangles) values of the field u of the RDNC
model as the parameter a vary (in Fig. 5.5(a) we show the u-profile of a
typical example of a right-travelling wave in the RDNC model). Note that
near the criticality the amplitude of the wave patterns in the RDNC model
is well described by the amplitude equations. Far away from the threshold,
however, the amplitude of the patterns observed in the numerical simulations
is systematically smaller than the predicted one.
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Figure 5.4: Comparison between predicted and measured values of the amplitudes
of travelling waves for three different values of the quadratic nonlinearity α and
for diffusion ratio δ = 0. See the caption of Fig. 5.3 for a description of the
simbols. In (a) α = 0, in (b) α = 1.7 and in (c) α = 2 (recall that the instability
turns to subcritical for α = 2.0844). The cubic nonlinearity is β = 4/3 and the
other parameters of the model have values in Eq. (3.35). See Fig. 5.5 for two
examples of travelling wave profiles in numerical simulations of the RDNC model
corresponding to α = 0 and α = 1.7 (cases shown in (a) and (b) respectively).
- Effect of α 6= 0 on travelling waves: Asymmetric waves
Let us now analyse the case α 6= 0 (in the parameter region where the
amplitude equations (4.77,4.78) predict stable travelling waves; cf. Fig. 5.1).
In Fig. 5.4 we show comparisons between the predicted and measured am-
plitudes of travelling wave patterns for three different values of the quadratic
nonlinearity and with δ = 0. We can readily recognise two effects of the
quadratic nonlinearity on the travelling wave patterns. The first is that the
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Figure 5.5: Two examples of the u− and v−profiles in numerical simulations of
the RDNC model, corresponding to travelling waves for α = 0 and α = 1.7 in (a)
and (b) respectively. The thin dashed lines show the location of umax and umin.
In both cases δ = 0, a = 4.10 and β = 4/2. The other parameters of the RDNC
model have values as given in Eq. (3.35). Note that the profiles of u and v are
symmetric in (a) and asymmetric in (b). Consequently u2max = u
2
min in (a) but
u2max 6= u2min in (b) (cf. Fig. 5.4(a) and 5.4(b)).
range of validity of the predictions of the amplitude equations gets very small
as α increases from zero. The second is that the absolute value of the min-
imum and maximum of the u-profile of the travelling wave pattern in the
RDNC model become very different as a increases
In Fig. 5.5(a) and (b) the profiles of numerical simulations of the RDNC
model are shown for α = 0 and α = 1.7 respectively. This second effect
mentioned previously is easy to understand if we recall that the RDNC model
is symmetric respect of u → −u and v → −v only if α = 0. For a nonzero
α this this symmetry is not present any more. In the other hand the ansatz
of Eq. (4.29) assumes that this symmetry is always present. Consequently
it is natural that this feature is not captured by the amplitude equations
description.
The case shown in Fig. 5.4(c), with α = 2, is very near the transition to
a subcritical wave instability (this happens in this case for α = 2.0844; cf.
Fig. 5.1) and consequently the amplitude equation predictions are valid only
in a tiny region near the instability threshold.
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- Effect of α 6= 0 on standing waves: short range of applicability
Let us now analyse the case of stable standing waves. More specifically, let us
consider the parameters corresponding to the full dot (b) in Fig. 5.1. In Fig.
5.2(b) we showed an example of a standing wave in numerical simulation
of the RDNC model for these parameter values. In this case the distance
to the threshold of the instability was very small. Here we will analyse the
dependence of this standing wave pattern as this distance varies.
In Fig. 5.6(a) we compare the measured value amplitude of the waves
with the values predicted by the amplitude equations, in the case where these
equations predict stability of standing waves. Note that the standing waves
are stable in the RDNC model only very near the onset of the instability. Far
from there travelling waves become stable. This transition between stand-
ing waves and travelling waves is not predicted by the amplitude equations
(4.77,4.78) because the stability of the constant amplitude solutions does not
depend of the value of η′W (and consequently a − acW ). It depends only on
the coefficient hRL!
Also note that the standing waves are very asymmetric whereas the trav-
elling waves are almost symmetric (cf. Figs. 5.6(b) and 5.6(c) respectively).
Consequently, it is natural to expect that the range of validity of the pre-
dictions done with the amplitude equations is very small for standing waves.
This is probably the cause of the standing- to travelling-wave transition seen
in the RDNC model.
5.3.3 Sideband Instabilities of Travelling Waves
In the previous subsections we saw that the region in the parameter space
where travelling waves are stable is very big. In this subsection we will
analyse in detail the effect of the spatial partial derivatives of the ampli-
tude equations (4.77,4.78) when travelling waves with constant amplitude
are considered. The travelling waves can travel either to the right or to the
left. Here we will assume that the system is initially prepared with a wave
travelling only in one direction. Under such circumstances Eqs. (4.77,4.78)
reduce to the following single CGLE4:
∂tA˜W + s vg∂xA˜W = η
′
W A˜W + (1 + ic1)∂
2
xA˜W − (1 − ic3)|A˜W |2A˜W , (5.9)
where, depending if the wave travels to the right or left, the subindex W
should be substituted by R or L and s by s = +1 or s = −1 respectively.
The stability of the constant amplitude solutions of the CGLE has been
studied previously by many authors (see e.g. [10, 82, 83, 84]). Consequently,
4Typically CGLE refers to an equation as (5.9) without group velocity term.
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Figure 5.6: In (a) we show a comparison between the amplitude of the observed
pattern (squares and diamonds for standing waves and up and down triangles for
travelling waves) and the predicted amplitude for standing waves (dashed line) and
travelling waves (full line), with wavenumber kcW , as the control parameter a vary.
The parameters of the model correspond to the full dot (b) in Fig. 5.1 (i.e. δ = 0.9,
α = 0.5, β = 4/3 and other parameters with values as given in Eq. (3.35)). For
these parameter values, the amplitude equations (4.77,4.78) predict that standing
waves are stable over travelling waves. This is feature is found in simulations of
the RDNC model only if the distance to the onset is small. Indeed, as this distance
gets bigger, a transition to stable travelling waves occurs. In (b) and (c) we show
examples of the profiles of u and v in numerical simulations of the RDNC model
with a = 4.655 and a = 4.705 respectively. The first case corresponds to a very
asymmetric standing wave pattern and the second to almost symmetric travelling
wave.
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here we will only give a short overview of the main results. From Eqs. (5.2)
or (5.3) we deduce that p2W ≤ η′W . Hence, for a given η′W , only travelling
waves with wavenumbers inside the interval of wavenumbers delimited by
kcW ±pmaxR (where: pmaxW def=
√
η′W ) can exist (in the following this interval will
be called band of wavenumbers). Near the sides of this band the constant
amplitude solutions of the CGLE may be unstable against spatiotemporal
perturbations. This will depend on the values of the coefficients c1 and c3 of
Eq. (5.9). A straightforward but lengthly stability analysis shows that all
the waves with wavenumbers:
η′W ≥ p2R >
η′W (1− c1c3)
2c23 − c1c3 + 3
, (5.10)
are unstable. This instability is called sideband (or Eckhaus) instability [1,
10].
Note that the condition:
1− c1c3 < 0, (5.11)
indicates that all the constant amplitude solution of Eq. (5.9) are unstable.
This instability is typically referred as Benjamin-Feir instability and Eq.
(5.11) as Benjamin-Feir Condition [1, 10].
- Benjamin-Feir instability in the RDNC model
In the case of the RDNC model, the value of the coefficient c1 does not
depend on the nonlinear parameters α and β (cf. Eq. (4.43)). In Fig. 5.7(a)
we plot the coefficeints c1 and c3 as a function of the diffusion ratio δ (for
the values of the other parameters of the model see Eq. (3.35)). In Fig.
5.7(b) the value of 1 − c1c3 is plotted for different values of the quadratic
nonlinearity α. Note that the Benjamin-Feir condition of Eq. (5.11) is only
satisfied in a small interval of δ and for values of α big.
Let us examine the Benjamin-Feir instability in the RDNC model. In
particular, if we take α = 2 and δ = 0, then the amplitude equation (5.9)
predicts that the travelling waves are Benjamin-Feir unstable. As we can see
in Fig. 5.8, this prediction only applies to the close vicinity of the instability
threshold. At a finite distance from this threshold travelling waves with
wavenumber kcW are stable in the RDNC model. In the situation presented
in Fig. 5.8 this distance is very small. A possible reason for this characteristic
is that, as we saw previously, a big value of α considerably reduces the range
of applicability of the amplitude equations (the big difference between u2max,
u2min and u
2
trw in Fig. 5.8 also points into this direction).
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Figure 5.7: Plot of the amplitude equation coefficients c1 and c3, in (a), and the
Benjamin-Feir condition 1−c1c3, in (b), as the control parameter δ is varied. In (a)
the coefficients c1 and c3 are plotted for α = 0. In (b) the Benjamin-Feir condition
1− c1c3 is plotted for different values of the quadratic nonlinearity α. Note that
the travelling waves are typically stable against sideband instabilities in the hole
range: 0 ≤ δ ≤ 1. For α = 2, however, there exist an interval 0 ≤ δ   0.2861
where the travelling waves are Benjamin-Feir unstable (because the Benjamin-Feir
condition 1−c1c3 is negative). In Fig. 5.8 for a numerical study of travelling waves
in the RDNC model in this last case is presented (i.e. with α = 2 and δ = 0).
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Figure 5.8: Comparison between the amplitude of travelling waves in the amplitude
equations and in the RDNC model for α = 2 and δ = 0. For these values, the
amplitude equations predict that the travelling waves are Benjamin-Feir unstable
(cf. Fig. 5.7). The other parameters of the model have values as in Eq. (3.35).
The full line corresponds to the predicted amplitude of (unstable) travelling wave
patterns. The big triangles show the measured maximal and minimal amplitude of
the stable travelling wave found in the RDNC model (with wavenumber kcW ) of big
length. Note that near the instability threshold travelling waves are not stable.
However, if we select a small system length equal to 2pi/kcW , then a “travelling
wave” there is stable! The maximal and minimal amplitude of this pattern is show
with a dashed and dot-dashed lines respectively. As expected, the values of the
amplitudes measured in a big system (the triangles) coincide with these values,
but only far from the onset.
5.4 Codimension-2 wave-Turing instability
In this section we will analyse the codimension-2 wave-Turing instability.
This section is divided in two parts. In the first part we will introduce the
constant amplitude solutions of the amplitude equations (4.80,4.81,4.82) and
in the second we will compare these solutions with numerical simulations of
the RDNC model.
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5.4.1 Constant amplitude solutions
The amplitude equations (4.81,4.80,4.82) can have many different constant
amplitude solutions. These solutions correspond travelling waves, Turing
patterns, standing waves, or combinations (superpositions) of them. The
coupling parameters hRL, hWT and hTW will determine the stability of each
solution.
The solutions presented in Eqs. (5.2), (5.3) and (5.4) supplemented by
A˜T = 0 correspond to constant amplitude solutions of the amplitude equa-
tions (4.80,4.81,4.82). These solutions correspond to right-, left-travelling
waves and standing waves respectively. Additionally, a Turing pattern solu-
tion is given by:
• A˜T (x, t) = ρTei(pTx) , A˜R = 0 and A˜L = 0 (5.12)
with amplitude ρ2T (pT ) = ηT − dTW p2T . In the following we will refer to these
solutions as single-TW, single-SW and single-Tur respectively.
Let us now present the constant amplitude solutions arising from combi-
nations of the previous solutions. The mixed travelling wave-Turing pattern
solution (Mixed-TW-Tur in the following) is the combination of a right- or
left-travelling wave and a Turing pattern. In the first case the is Mixed-TW-
Tur given by:
• A˜R = ρRei(ωRt+pRx) , A˜L = 0 and A˜T = ρT ei(pTx). (5.13)
where frequence and amplitudes are:
ωR(pR) = −vgpR − c1p2R + c3ρ2R + hWT c4ρ2T ,
ρ2R(pR) =
(η′W − hWTηT )− (p2R − hWTdTW p2T )
1− hWThTW ,
ρ2T (pT ) =
(ηT − hTWη′W )− (dTW p2T − hTWp2R)
1− hWThTW .
Similar equations correspond to the combination of a left-travelling wave and
a Turing pattern.
Finally the mixed standing wave-Turing pattern solution (Mixed-SW-Tur)
is given by:
• A˜R = ρSW ei(ωSW t+pSW x), A˜L = ρSW ei(ωSW t−pSW x) and A˜T = ρT ei(pTx),
where:
ωSW (pSW ) = −vgpSW − c1p2SW + (c3 + hRLc2)ρ2SW + hWT c4ρ2T ,
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Name |A˜R| |A˜L| |A˜T |
Single-Tur =0 =0 6= 0
Single-TW
6= 0
=0
=0
6= 0
=0
=0
Single-SW 6= 0 6= 0 =0
Mixed-TW-Tur
6= 0
=0
=0
6= 0
6= 0
6= 0
Mixed-SW-Tur 6= 0 6= 0 6= 0
Table 5.1: Properties of the different constant amplitude solutions of the amplitude
equations (4.80,4.81,4.82).
ρ2SW (pSW ) =
(η′W − hWTηT )− (p2SW − hWTdTW p2T )
1 + hRL − 2hWThTW ,
ρ2T (pT ) =
((1 + hRL)ηT − 2hTW η′W )− ((1 + hRL)dTW p2T − 2hTW p2R)
1 + hRL − 2hWThTW .
In Table 5.1 we summarise the properties of the possible constant ampli-
tude solutions of Eqs. (4.80,4.81,4.82).
- Existence and stability of the constant amplitude solutions: de-
pendence on hRL, hWT and hTW
Let us now analyse the existence and stability of the constant amplitude so-
lutions previously introduced. In the following we will only consider solutions
with critical wavenumbers (i.e. pR = pL = pSW = pT ≡ 0).
The Single-Tur solution exists if ηT > 0. An straightforward stability
analysis shows that this solution is stable if η ′W < hWTηT . The Single-
TW and Single-SW solutions exist if η ′W > 0. Depending on the value of
hRL, either one or the other is stable. If hRL > 1, then the Single-TW
solution is stable for η′W >
ηT
hTW
. On the other hand, for 1 > hRL > −1 the
Single-SW solution is stable if η ′W >
1+hRL
2hTW
ηT . The existence and stability
conditions of the mixed solutions Mixed-TW-Tur and Mixed-SW-Tur are
more complicated. All these conditions are summarised in Table 5.2.
Note that, beside the value of hRL, the value of two other quantities play
an important roˆle in the determination of the existence and stability of the
constant amplitude solutions of Eqs (4.80,4.81,4.82). These quantities are
the signs of 1−hWThTW and 1 +hRL−2hWThTW . All these conditions allow
us to distinguish four different cases. In Fig. 5.9 we show schematic drawings
for each case. Note that there is always a region of the control parameter
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Figure 5.9: Schematic drawings of the regions of the control parameter space η ′W
vs. ηT , where each constant amplitude solution is stable. Four different scenarios
are shown in (a)-(d). In (a) and (c) hRL > 1 whereas in (b) and (c)1 > hRL > −1.
The diagram (a) corresponds to a situation where 1 − hWThTW < 0 whereas in
(c) 1−hWT hTW > 0. In (b) 1 +hRL− 2hWT hTW < 0 and, on the contrary, in (d)
1 + hRL − 2hWThTW > 0. Note that in situations (a) and (b) there exist a slice
of the control parameter space both Turing and wave patterns are stable. On the
other hand, in (c) and (d) a solution mixing Turing and wave patterns exists in
this central region of the control parameter space.
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Name Existence Conditions Stability Conditions
Single-Tur ηT > 0 η′W < hWTηT
Single-TW η′W > 0 hRL > 1 and η
′
W >
ηT
hTW
Single-SW η′W > 0
1 > hRL > −1
and η′W >
1+hRL
2hTW
ηT
Mixed-TW-Tur
1− hWThTW > 0, η′W > hWTηT
and η′W <
ηT
hTW
η′W > hWTηT
and η′W <
ηT
hTW
Mixed-SW-Tur
1 + hRL − 2hWThTW > 0,
η′W > hWTηT
and η′W <
(1+hRL)ηT
2hTW
η′W > hWTηT
and η′W <
(1+hRL)ηT
2hTW
Table 5.2: Existence and stability conditions for each constant amplitude condi-
tions of the amplitude equations (4.80,4.81,4.82). See Fig. 5.9 for the regions of
the control parameter space defined by these conditions.
space η′W vs. ηT where the single solutions (i.e. Single-TW or Single-SW
and Single-Tur) are stable (as long as hRL > −1!). In cases presented in
Figs. 5.9(a) and 5.9(b) these single solutions are stable simultaneously in a
central slice of the control parameter space. Consequently, in these regions
there are bistability between waves (either travelling or standing) and Turing
patterns. On the other hand, in the cases presented in Figs. 5.9(c) and 5.9(d)
the central slice corresponds to a region where the mixed solutions (either
Mixed-TW-Tur or Mixed-SW-Tur) exist and are stable.
- RDNC model: Bistability between waves and Turing patterns
Let us now analyse the particular case of the codimension-2 point studied in
Section 3.5.4. In Table 3.1 we summarised the values of the linear parameter
of the RDNC model at this point. As before, we will consider here the cubic
parameter β to be fixed (to β = 4/3) and vary only the quadratic parameter
α. In Fig. 5.10 we plot the values of coefficient hRL and the conditions
1−hWThTW and 1+hRL−2hWThTW . Note that as α increases from zero, three
different regimes appear. In I, for zero and small α, the scenario schematised
in Fig. 5.9(a) happens; namely a central area of bistability between travelling
waves and turing patterns exist. For intermediate values of α, in II, a the
scenario of Fig. 5.9(b) occurs. In this case a central region of bistability
between standing-waves and Turing patterns exists. Finally, in the regime
III (for α > 0.1872), neither the Single-TW nor the Single-SW solution is
stable.
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Figure 5.10: Plot of the coefficient hRL (full line) and the quantities 1− hWThTW
(dashed line) and 1 + hRL − 2hWThTW (dot-dashed line) as a function of the
quadratic nonlinearity α, in the codimension-2 wave-Turing point given in Table
3.1 (with β = 4/3; i.e. same parameters than in Fig. 5.1). In region I, defined by
the interval 0 ≤ α < 0.1055, the scenario presented in Fig. 5.9(a) is found. In the
region II, for 0.1055 < α < 0.1872, the scenario of Fig. 5.9(b) is predicted. Finally,
in region III, for α > 0.1872, neither the Single-TW nor Single SW solutions are
stable. Compare these values of α with the regions shown in Fig. 5.1 for δ = 1.
5.4.2 Comparison with numerical simulations of the
RDNC model
Here and in the remaining of this thesis, we will only consider the RDNC
model with a pure cubic nonlinearity (i.e. α = 0). Consequently, a region
of bistability between travelling waves and Turing patterns will exists near
the codimension-2 wave-Turing instability (i.e. the case schematised in Fig.
5.9(a)).
To test the theoretical predictions done in the previous subsection we did
extensive numerical simulations the RDNC model. We considered travelling
waves and Turing patterns with constant amplitudes. Only patterns with
critical wavenumbers have been considered (i.e. kW = kcW and kT = k
c
T
for wave and Turing patterns respectively). Our main aim here is to test
the bistability region predicted by the amplitude equations and compare the
amplitude of the predicted and measured constant amplitude solutions.
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Figure 5.11: Control parameter space η′W vs. ηT of the amplitude equations near
the codimension-2 point (located at η′W = 0 and ηT = 0) studied in Section
3.5.4. The full and dashed lines indicate the wave and Turing instability thresholds
respectively. The thick and thin lines indicate the position of the thresholds in
the RDNC model (as calculated with the linear stability analysis) and the in the
amplitude equations respectively. The gray region is the bistability area predicted
by the amplitude equations. The dots and squares (joined by a dot-dashed line)
show the boundary of the bistability region measured in numerical simulations of
the RDNC model. Note that the boundary of the bistability region, predicted
and measured, coincide near the codimension-2 point, but start to separate as the
distance to this point gets bigger.
- Bistability region between travelling waves and Turing patterns
Let us first address the bistability region. In Figs. 5.11 and 5.12 we show this
region in the control parameter spaces η ′W vs. ηT and a vs. δ respectively
5.
The codimension-2 point corresponds to the coordinates (0,0) in Fig. 5.11
and to (1,4.657) in Fig. 5.12. The thresholds of the wave and Turing insta-
bilities are marked by full- and dashed-lines respectively. In the amplitude
equations these threshold correspond to straight lines (indicated in the fig-
5 Note that these control parameter spaces are directly related by the linear transfor-
mation given in Eq. (4.69,4.70). This transformation corresponds to a rotation around the
codimension-2 point plus a stretching. In this thesis we will use both control parameter
spaces interchangeably.
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Figure 5.12: Control parameter space a vs. δ of the RDNC model near the
codimension-2 point (located at a = 1 and δ = 4.657) studied in Section 3.5.4.
This parameter space is a transformation (using Eqs. (4.69,4.70)) of the control
parameter space η′W vs. ηT of the amplitude equations shown in Fig. 5.11 (see
also comment in Footnote 5). For a description of the lines, dots and squares see
caption of Fig. 5.11.
ures by thin full and dashed lines) but in the RDNC model they are curves
(in the figures they are indicated by thick full and dashed curves). The gray
regions correspond to the bistability area between travelling waves and Tur-
ing patterns predicted by the amplitude equations (the stability conditions
are given in Table 5.2). The full squares and full dots, joined by dot-dashed
lines, display the points in the control parameters space where the travelling
waves and Turing patterns respectively become unstable in numerical simu-
lations of the model. Consequently, they correspond to the boundary of the
bistability region in the RDNC model. Note that near the codimension-2
point the boundary of this region coincides with the predicted one and that
this agreement gets worst as the distance to this point increases.
- Predicted and measured values of the amplitudes
As we did for the wave instability in Section 5.3.2, we can also compare the
amplitude of the Single-TW and Single-Tur solutions predicted by the ampli-
tude equations with the maximal value of the u-field measured in numerical
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Figure 5.13: Comparison between the maximal values of travelling waves and
Turing patters predicted by the amplitude equations and measured in numerical
simulation of the RDNC model near the codimension-2 point of Table 3.1. The full
and dashed lines show the values predicted by Eqs. (4.63,4.62,4.64) of utrw and
utur respectively. The maximal values of the wave and Turing patterns measured
in the RDNC model are indicated with circles and squares respectively. In (a)
we keep δ = 1 fixed and vary a, note that theoretically both, wave and Turing
patterns, should have the same amplitude. In (b) a is kept fixed to a = 4.65.
simulations of the RDNC model. In Fig. 5.13 we show the amplitude of such
wave and Turing patterns as we vary the parameter a and keep δ fixed in (a)
and as we vary δ keeping a constant in (b). It is interesting to note that the
range of applicability of the amplitude equation approach seems to be more
extended for the waves than for the Turing patterns (see Fig. 5.13(b)). In
Fig. 5.12 we can see that the same remark applies to the right boundary of
the bistability region!
Part II
Interfaces
Chapter 6
Classification of interfaces
separating periodic patterns
with constant amplitude
In the previous chapter we analysed in detail basic solutions of the RDNC model
and the amplitude equations. These basic solutions corresponded to constant
amplitude patterns in the RDNC model. We saw that different types of basic
solutions can exist simultaneously and that they typically suppress each other. In
this and following chapters we will study interfaces separating regions of space
that contain different basic solutions.
After a short introduction and motivation to the study of interfaces, this
chapter is divided in two parts. First, we will establish a classification of interfaces
in the RDNC model and state some preliminary remarks. In the second and longer
part of this chapter we will introduce the theoretical tools needed to analyse
the dynamics of these interfaces. These tools include the coherent structure
approach, counting arguments and the leading-edge approach.
6.1 Introduction and motivation
In the preceding chapter we saw that the RDNC model can have differ-
ent periodic patterns. These patterns arise from different instabilities of a
spatially homogeneous solution. They consist of Turing and/or travelling
wave patterns. Near the onset of the instabilities the patterns typically have
constant amplitude. We also saw that these solutions are stable and that
they appear in families. These families are parametrised by their respective
wavenumbers. For some values of the parameters of the RDNC model more
than one of these families can exist. In that case they suppress each other.
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This bistability is seen near the wave instability and near the codimension-2
wave-Turing instability. In the first case the bistability involves two counter-
propagating travelling waves. In the second instance, a travelling wave and
a Turing pattern can be stable simultaneously.
This bistability between different patterns gives rise to an interesting is-
sue. If the system length is small, then only one pattern is typically observed.
Which pattern is selected in this case will depend on the initial conditions.
On the other hand, if the system length is big, then different patterns with
constant amplitude can exist in different regions of the space. The places in
space separating these regions are usually called interfaces1. Interfaces are
an ubiquitous feature of multistable systems.
In Fig. 6.1 we show the outcome of two numerical simulations of the
RDNC model starting from a small random perturbation around the unstable
fixed point X0 and using periodic boundary conditions. In Fig. 6.1(a), the
parameters are such that the RDNC model is near the wave instability. In
Fig. 6.1(b) they are near the codimension-2 wave-Turing instability. In
both figures we can see that after a very short transient time, big domains
containing constant amplitude patterns develop. In Fig. 6.1(a) these patterns
consist of two counterpropagating travelling waves. In Fig. 6.1(b) a left
travelling wave and a Turing pattern are seen. In the latter case a right
travelling wave is seen with equal probability. We can see that these regions
are separated by small transitional zones. These zones are the interfaces.
In Fig. 6.1(a) some of the interfaces initially formed coalesce and only
two interfaces survive. These interfaces seem to be either stationary or move
very slowly. In Fig. 6.1(b), after a short transient, two interfaces form. They
seem to travel with constant velocity. They have different velocities but both
travel in opposite direction than the travelling wave (i.e. the velocities of the
interfaces have opposite sign to the phase velocity vph of the wave).
Let us now state some questions about these interfaces.
• When do the interfaces move?
• In the cases where they move; do they travel with constant velocity?
• Is this velocity unique?
• Is the size and shape of the interface region stable with time?
• How does the shape of the interfaces change as the distance to the
instability vary?
1Sometimes they are also referred as fronts or domain walls, depending on the type
of patterns that they separate. In the present context the word interface is more appro-
priated.
6.1 Introduction and motivation 101
0 50 100 150x
0
50
100
150
t
0 50 100 150x
0
50
100
150
t
(b)
(a)
Figure 6.1: Two typical examples of numerical simulations of the RDNC model,
starting from random initial conditions, near the wave instability (in (a)) and
near the codimension-2 wave-Turing instability (in (b)). In both cases the initial
conditions correspond to a small random perturbation around the unstable solution
X0. Periodic boundary conditions were used. In (a) a = 4.7 and δ = 0.25 (therefore
near a wave instability (cf. Fig. 3.5) and in (b) a = 4.9 and δ = 0.95 (i.e. near a
codimension-2 wave-Turing instability).
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• Do the qualitative features of interfaces near and far from the instability
thresholds differ?
• How do the properties of interfaces change as different kinds of pat-
terns2 are chosen?
• Do the interfaces actively select the two patterns that they separate?
Or, are these patterns imposed only by the initial conditions?
• Does the velocity of the interfaces depend on the patterns they sepa-
rate?
In this and the following chapters we will answer these and other questions
regarding interfaces in the RDNC model.
- Organisation of this chapter
In the next section we will examine which kinds of interfaces are possible
and classify them. Further analysis of the the interfaces in the RDNC model
will be done in following chapters. In the last two section we will give an
introduction to the analysis of the interfaces and overview of the theoretical
methods to be used in the rest of this thesis.
6.2 Classification of interfaces
A first classification of the possible interfaces can be done if we consider the
type of constant amplitude patterns that they separate. In the RDNC model
these can be left-, right-travelling waves and Turing patterns.
6.2.A Sinks and sources
Let us first consider interfaces separating counterpropagating waves. We can
distinguish two cases: sources and sinks (see Fig. 6.2), depending on the
direction of the phase velocity vph of the waves. In the sources the direction
of phase velocity of the waves should point away from the interface (see Fig.
6.2(a)). On the contrary, in the sinks the phase velocity points towards the
interface (see Fig. 6.2(b)). In Fig. 6.1(a) we can see how a travelling source
(on the left) and a stationary sink (on the right) emerge in simulations of the
RDNC model with random initial condition.
2Note that, as we mention before, there are typically a family of possible constant
amplitude travelling wave and/or Turing pattern solutions.
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Figure 6.2: Schematic sketch of interfaces separating two counterpropagating trav-
elling waves in the coupled amplitude equations (4.78,4.77) (up) and the corre-
sponding numerical simulations of the RDNC model (down). Depending on the
phase velocity vph of the waves that they separate, the interfaces can be classified
as sources, in (a), and sinks, in (b).
6.2.B Inward and Outward wave-Turing Interfaces
In the case when the interface separates a Turing pattern in one side and a
travelling wave in the other, we will speak of a wave-Turing interface. We
should consider two different sub-cases: inward and outward interfaces. The
inward interfaces (INIs in the following) correspond to the case when the
phase velocity on the wave side points in direction to the interface. (see Fig.
6.3(a)). The opposite happens for the outward interfaces (OUIs). Examples
of INIs and OUIs are given in Figs. 6.3(a) and 6.3(b) respectively.
Note that the names inward and outward do not depend on the direction
in which the interface moves. Neither do they depend on the respective
location3 of the Turing and wave domains. This property of the interfaces
3In Fig. 6.3(a), for example, the inward interface separates a wave on the left and
a Turing pattern on the right side. On the other hand, the location of each pattern is
reversed for the inward interface shown in Fig. 6.1(b) (the wave domain is now located in
on the right side of the interface).
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Figure 6.3: Schematic sketch of interfaces separating a wave and Turing domains
in the coupled amplitude equations (4.81,4.80,4.82) (up) and the corresponding
numerical simulations of the RDNC model. Depending if the phase velocity vph of
the wave side points in the direction of the interface or away from it, they can be
classified as inward- or outward-interfaces.
is a consequence of the reflection symmetry of the RDNC model (i.e. under
the substitution x→ −x).
In Fig. 6.1(b) we can see how an OUI (on the left) and an INI (on the
right) appear from random initial conditions; the INI travels slower than the
OUI. The dynamics of INIs and OUIs will be studied in detail in the following
chapters.
6.2.C Other types of interfaces
Let us finally mention that interfaces separating the same type of constant
amplitude solutions (for example two right-travelling waves with different
wavenumber) are also possible. In such cases it is enough to consider a sin-
gle amplitude equation to describe the interface. Such interfaces in single
complex Ginzburg-Landau equations have been studied in detail in the lit-
erature and are fairly well understood (for a review of this topic see Ref.
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[85]). Moreover, as we will see in the following, these interfaces do not play
a roˆle as important as wave-Turing interfaces in the dynamics of the RDNC
model near the codimension-2 instability. Consequently, in this thesis we
will concentrate on interfaces involving more than one coupled amplitude
equations.
6.3 Introduction to the analysis of interfaces
in the RDNC model
In the previous section we saw that, after a short transient time, interfaces
either do not move or they approach a constant velocity (this can be readily
seen in Fig. 6.1). This important feature will allow us to do a detailed theo-
retical analysis of the interface dynamics in the coupled amplitude equations.
Since the coupled amplitude equations are valid only near the instability
thresholds, such an analysis will be applicable only in a confined region of
the full parameter space of the RDNC model. However, as we will see in
the next chapters, this approach will help us to understand the behaviour of
interfaces not only in the vicinity of the thresholds! Moreover, since the form
of the coupled amplitude equations is independent on the particularities of
the instability, this study will provide us with information about the behav-
iour of similar interfaces either in the RDNC model with other parameter
values or in other systems with the same type of instabilities.
Indeed, if we restrict our study to solutions of the coupled amplitude
equations (4.47,4.46) (for sinks and sources) and (4.63,4.62,4.64) (for wave-
Turing interfaces) that drift with constant velocity vint and that have con-
stant shape in a comoving coordinate system, then we can gain a lot of
information about their behaviour. These requirements imply that the inter-
faces move coherently and consequently this kind of approximation is usually
referred in the literature as coherent structure approach [85].
To apply the simple idea sketched in the previous paragraph to wave-
Turing interfaces will be a non-trivial enterprise. Moreover, the analysis
builds on many features of interfaces in single amplitude equations. Con-
sequently, in the rest of this chapter we will introduce in detail these theo-
retical tools for single amplitude equations. This survey will also illustrate
the approach in simpler situations. The actual analysis of the wave-Turing
interfaces in the coupled amplitude equations will be done in Chapters 7 and
8.
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6.4 Theoretical tools for the analysis of in-
terfaces: The case of a single amplitude
equation
6.4.1 Introduction
In this section (and in Appendix G) we will give a unified treatment of the
topic of interfaces in single amplitude equations. Most of the features to be
exposed here are scattered through the literature (see e.g. [1, 14, 85, 86]),
consequently it will be handy to have them explained here.
This section is divided in main two parts. First, we will analyse the
simplest amplitude equation possible: the real Ginzburg-Landau equation
(RGLE) with constant phase. Second, we will shortly address the standard
RGLE and the complex Ginzburg-Landau equation (CGLE). A more detailed
analysis of these two latter cases is to be found in Appendix G.
6.4.2 Simplest case: The real Ginzburg-Landau equa-
tion with constant phase
Let us consider first the amplitude equation (4.72) for the Turing instability,
derived in chapter 4. The solutions of this RGLE may be complex. Con-
sequently we can write the complex amplitude as A˜T (x, t) = ρ(x, t)e
iΦT (x,t)
where ρ(x, t) ≥ 0 and ΦT (x, t) are, respectively, the absolute value and phase
of the complex amplitude.
Let us now restrict ourselves to the analysis of solutions of Eq. (4.72)
with constant phase (i.e. ΦT (x, t) ≡ const.). This leads us to consider the
following PDE for the absolute value of the amplitude:
∂tρ = ηTρ + dT∂
2
xρ− ρ3. (6.1)
We recall that ηT , the control parameter, can be either positive or negative.
Eq. (6.1) can be viewed as the simplest possible “amplitude equation”;
namely the one that arises when a extended system has a Turing type insta-
bility with zero critical wavenumber (i.e. kcT ≡ 0). The homogeneous part of
Eq. (6.1) corresponds to the normal form of a pitchfork bifurcation [55].
For any value of ηT , Eq. (6.1) admits ρ = 0 as a solution. This solution
is stable if ηT < 0 and unstable if ηT > 0. The other possible spatially
homogeneous solution is ρ =
√
ηT . It exists only for ηT > 0 and is always
stable. Therefore, for ηT > 0, Eq. (6.1) is a simple model of a system in
which a stable state invades a unstable state.
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Figure 6.4: Schematic sketch of a front in Eq. (6.1) when ηT > 0. The stable state
ρ =
√
ηT invades the unstable state ρ = 0.
6.4.3 Coherent structure approach
Let us now analyse a front separating two domains; one on the left with
ρ =
√
ηT and the other on the right with ρ = 0 (see Fig. 6.4). Let us
also assume that this front stays localised as time evolves and travels with
constant speed vint. This amounts to restrict our study to a particular family
of solutions; namely front solutions that move with velocity vint and that
preserve their shape in a comoving frame. In the literature this is usually
called coherent structure approach 4. These assumptions suggest us the use
of the following ansatz:
ρ(x, t) = a(ξ) with ξ = x− vintt, (6.2)
Note that the velocity vint is a free parameter, that can be changed in order
to find a coherently translating solution. Inserting ansatz (6.2) in Eq. (6.1),
we get the following second order ODE:
0 = dT∂
2
ξa+ vint∂ξa+ ηTa− a3. (6.3)
If we introduce a new variable:
κ
def
= ∂ξa/a, (6.4)
corresponding to the exponential decay rate 5 to the fixed point ρ = 0, into
Eq. (6.3), and use the relationship ∂ξκ = ∂2ξa/a− (∂ξa/a)2, then we get the
4Although in this context the term coherent structure is extensively used sometimes
other terms, as for example phase plane method, are used (see e.g. [87, 88]).
5The magnitude of κ tells us how “fast” a(ξ) approaches a = 0 when ξ → +∞ or
ξ →−∞.
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following system of first order ODEs:
∂ξa = κa, (6.5)
∂ξκ = KS(a, κ), (6.6)
where:
KS(a, κ) def= 1
dT
[
− vintκ − ηT + a2
]
− κ2. (6.7)
- Fixed points
The first step in the analysis of Eqs. (6.5,6.6) is to find its fixed points. From
Eq. (6.5) it is clear that they should satisfy that either a = 0 or κ = 0. In
the following we will call the first ones linear fixed points (and denote them
by L) and the second ones nonlinear fixed points (N).
A nonlinear fixed point exists only for ηT ≥ 0 and is unique. It is given
by:
N : aN =
√
ηT and κN = 0,
and it corresponds to the fixed point ρ =
√
ηT of the amplitude equation
(6.1).
The linear fixed points come in pairs: L1 and L2. They correspond to
two possible decay rates κ to the solution ρ = 0 of Eq. (6.1). They are:
L1 : aL1 = 0 and κL1 =
1
2dT
(−vint −
√
v2int − 4ηTdT ), (6.8)
L2 : aL2 = 0 and κL2 =
1
2dT
(−vint +
√
v2int − 4ηTdT ).
Note that:
κL1 < κL2. (6.9)
For ηT ≥ 0 these fixed points exist only if |vint| > vm, where:
vm
def
= 2
√
ηTdT . (6.10)
If vint = ±vm then these two fixed points merge into one. On the other hand
for ηT < 0 they exist for any value of vint.
We can further classify the linear fixed points regarding if κL is positive
or negative. The first case, to be notated by L+, corresponds to a situation
in which a(ξ) grows away from zero as ξ increases (see Fig. 6.5(a)). In the
second case (L−) a(ξ) approaches zero (see Fig. 6.5(b)). The nonlinear fixed
point N can correspond to any of both cases (see Fig. 6.5).
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Figure 6.5: Schematic sketch of the trajectories near the fixed points of Eqs.
(6.5,6.6).
The front solution of Eq. (6.1) sketched in Fig 6.4 corresponds to an
orbit on the phase space of Eqs. (6.5,6.6) going from N (at ξ → −∞) to L1
or L2 (at ξ → ∞). Such an orbit joining two fixed points is usually called
heteroclinic orbit (see e.g. [55]). The existence of this orbit is a nonlinear
phenomena. If such an orbit exist or not will depend on the free parameter
vint. For some dynamical systems it is possible to find an analytic expression
for the heteroclinic orbit, but in general the only way to investigate this
issue is via numerical integration of the system. Despite these limitations,
an investigation of the phase space of Eqs. (6.5,6.6) near the fixed points
will give us some useful information about the possible heteroclinic orbits.
- Manifold structure of the fixed points
We can readily get the eigenvalues and eigenvectors of the fixed points L1, L2
and N. The nonlinear fixed point N (that exists only for ηT > 0) has always
a positive and a negative eigenvalue. This means that it has one ingoing and
one outgoing manifold (see sketch in Fig. 6.6(a)). The linear fixed point L1
has also a positive and a negative eigenvalue. For L2 we should distinguish
between ηT > 0 and ηT < 0. In the first case, both eigenvalues are negative,
whereas in the second case, one is positive and the other negative (see Figs.
6.6(a) and 6.6(b) respectively).
We can summarise the manifold structure of the fixed points in the fol-
110 Interfaces separating patterns with constant amplitude
- L- L- +LL
N
a
1 1 22
(a) (b) a
κ κ0 0
Figure 6.6: Schematic sketch of phase space around the fixed points of Eqs.
(6.5,6.6) for ηT > 0 in (a) and ηT < 0 in (b). The thick lines show schemati-
cally the manifold structure near the fixed points (marked by small circles).
lowing way6:
ηT < 0 for all vint : L
−
1 (+,−),L+2 (+,−)
ηT > 0
 vint > v
m : L−1 (+,−),L−2 (−,−)
|vint| < vm :
 
L
vint < −vm : L+1 (+,+),L+2 (+,−)
(6.11)
ηT < 0 :
 
N
ηT > 0 for all vint : N(+,−)
where vm was introduced in Eq. (6.10). Finally, note that if vint = vm
(and ηT > 0), then the single linear fixed point has the following manifold
structure: L−(0,−) (and for vint = −vm: L+(0,+)).
- Counting arguments for the multiplicity of the heteroclinic orbits
With the manifold structure information at hand, we can now ask if it is
possible to gain some knowledge about heteroclinic orbits in Eqs. (6.5,6.6)
without having to integrate them. We can make use of the so called counting
arguments to get an upper limit for the multiplicity7 of heteroclinic orbits. In
the following paragraphs we will give an ad hoc explanation of this method for
the case of Eqs. (6.5,6.6). For a more general explanation of these arguments
please see Appendix F.
As we stated previously, we are interested in orbits joining the fixed points
N, at ξ → −∞, and L−, at ξ → −∞, (let us symbolise such an orbit by:
6Here we use a shorthand notation where, for example, L−1 (+,−) means that the fixed
point L1 decays to the right (i.e. κL < 0) and has a positive and a negative eigenvalue.
7With multiplicity we mean the probability to find a nearby heteroclinic orbit if one
is known to exist for a particular value of the free parameters.
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N → L−). Near N, the heteroclinic orbit should flow through its only
unstable manifold. We can expect this to happen generically (i.e. for any
value of the free parameter vint). If we suppose that a heteroclinic orbit
exists, then there are two possibilities: either the orbit flows to L−1 or to L
−
2 .
Since L−2 has only ingoing manifolds, we expect to find a heteroclinic orbit
flowing to this fixed point for any value of vint > vm. On the other hand, L
−
1
has one outgoing manifold. The heteroclinic orbit should be perpendicular to
this manifold. To achieve this we will have to tune the value of the positive
eigenvector by changing the unique free parameter vint. Consequently, we
expect to find a heteroclinic orbit N → L−1 only for discrete values of vint
(where these values should also satisfy: vint > vm).
We can summarise these results saying that, for ηT > 0, we expect to find
that the heteroclinic orbits belong to the following families:
• vint > vm
{
N(+,−)→ L−2 (−,−) =⇒ 1 PF
N(+,−)→ L−1 (+,−) =⇒ 0 PF (6.12)
where 1 PF indicates that the orbits are a one parameter family and 0 PF
a discrete family.
- Numerical simulations of Eqs. (6.5,6.6) and Eq. (6.1)
Numerical simulations of ODEs (6.5,6.6) show that the orbit N→ L−1 turns
out not to exist and that N → L−2 exists for any vint ≥ vm. In Fig. 6.7 we
show some examples of the orbits N→ L−2 for different values of vint.
To test the predictions done with the counting arguments and numerical
simulations of ODEs (6.5,6.6), we resort to numerical simulations of fronts
in the PDE (6.1). The main result is that (for sufficiently localised initial
conditions) the velocity vint of such fronts approaches asymptotically vm
(for a discussion of this topic see [1] and references therein). Consequently,
from the continuous family of orbits N→ L−2 typically the one with slowest
possible velocity is selected in numerical simulations of the PDE (6.1).
6.4.4 Leading-edge approach and marginal stability cri-
terion
The results of the numerical simulations of Eq. (6.1) for a front propagating
into an unstable state can be predicted if we use the so called leading-edge
approach in combination with the marginal stability criterion. In the follow-
ing we will give a brief introduction to these topics. For a more extensive
discussion and references to the relevant literature, see Chapter 9 of Ref. [14]
or [89, 90].
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Figure 6.7: Phase space of Eq. (6.5,6.6) with ηT = 1 and dT = 1 and for various
values of vint (note that v
m = 2 in this case). In (a) vint = 3, in (b) vint = 2.1
and in (c) vint = 2. The dotted curves shows the heteroclinic orbits going from
N (located at aN = 1 and κN = 0) to L
−
2 for each of these values. These orbits
were obtained by numerical simulations of Eq.(6.5,6.6). Note that for vint = 2 the
linear fixed points L−2 and L
−
1 merge into L
−.
The idea behind the leading edge approach is that the front dynamics is
governed only by the behaviour of the fraction of the front near the unstable
state. This part of the front is called the leading edge [92].
Any PDE can be linearised near its unstable fixed points (e.g. ρ = 0 in
Eq. (6.1)). A general solution of the resulting linear PDE can be written as:
ρ(x, t) ∝ e(Ω(K)t−Kx),
where both Ω(K) and K are typically complex scalar quantities. From the
dispersion relation Ω(K) we can calculate the velocity of propagation of the
general solution as: v = Re[Ω]/Re[K].
Let us now consider the stability of the leading-edge. After a brief analysis
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it can be shown [14, 89, 90] that fronts with a velocity smaller than v∗ are
unstable (in the co-moving frame) to small perturbations. On the other,
hand fronts with v > v∗ are stable. The velocity v∗ is called the marginal
velocity and is given by the following equations [14]:
Re
[dΩ(K)
dK
∣∣∣
K=K0
]
= v∗ , Im
[dΩ(K)
dK
∣∣∣
K=K0
]
= 0 and
Re[Ω(K0)]
Re[K0]
= v∗.
(6.13)
- Marginal stability criterion: Linear vs. nonlinear propagation
The marginal stability criterion states that, for a broad range of models
[14, 89, 90, 91], the velocity selected8 by a front invading an unstable state
is the marginal velocity v∗. For the case of Eq. (6.1) this velocity is v∗ ≡ vm
which agrees with the results of numerical simulations.
In the following we will refer to the cases where the dynamics of the
leading edge (combined with the marginal stability criterion) predict the
correct dynamics of the full interface as the linear propagation regime [1].
On the other hand, we will apply the term nonlinear propagation if a full
nonlinear analysis of the interface solution is needed to calculate its velocity.
6.4.5 More complex cases: The real and the complex
Ginzburg-Landau equations
Let us now address the case of the RGLE (cf. Eq. (4.72)) given by:
∂tA˜T = ηT A˜T + dT∂
2
xA˜T − |A˜T |2A˜T , (6.14)
and the CGLE:
∂tA˜H = η
′
W A˜H + (1 + ic1)∂
2
xA˜H − (1− ic3)|A˜H|2A˜H. (6.15)
Note that this last equation, except for the extra convective term +svg∂xA˜H,
is equivalent to Eq. (5.9) studied in Chapter 5.
A short overview of the coherent structure approach and the marginal sta-
bility criterion follows. A detailed analysis of these equations and references
to the relevant literature are given in Appendix G.
8The marginal stability criterion is only valid if a compact initial condition has been
used to generate the front [93].
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- Coherent structure ansatz
The coherent structure ansatz reads: A˜T (x, t) = eiωtAˆ(x − vintt), for the
RGLE and: A˜H(x, t) = eiωtAˆ(x − vintt), for the CGLE. In both cases Aˆ(ξ)
is a complex quantity. Consequently we can write: Aˆ(ξ) = a(ξ)eiφ(ξ). Note
that the ansatz have two free parameters: ω and vint. Inserting these ansatz
in the RGLE and CGLE lead to the following set of coupled ODEs:
∂ξa = κa, (6.16)
∂ξκ = K(a, q, κ), (6.17)
∂ξq = Q(a, q, κ), (6.18)
where the new variable q(ξ)
def
= ∂ξφ can be interpreted as a local wavenumber.
The functions K and Q are different for the RGLE and CGLE cases. For the
RGLE they are:
KT (a, q, κ) def= 1
dT
[
− vintκ− ηT + a2
]
− κ2 + q2, (6.19)
QT (q, κ) def= 1
dT
[
− ω − vintq
]
− 2κq, (6.20)
and for the CGLE:
KH(a, q, κ) def= 1
1 + c21
[
− vint(κ+ c1q)− η′W − c1ω + (1 − c1c3)a2
]
−κ2 + q2, (6.21)
QH(a, q, κ) def= 1
1 + c21
[
− ω − vint(q − c1κ) + c1η′W − (c1 + c3)a2
]
−2κq. (6.22)
- Manifold structure of the fixed points
In Appendix G the fixed points of Eqs. (6.16,6.18,6.18) and their correspond-
ing manifold structure are comprehensively studied. Here we give just a short
summary of the manifold structures around the fixed points.
For the RGLE we can summarise the structure with:
ηT < 0 for all vint : L
−
1 (+,+,−),L+2 (+,−,−)
ηT > 0
 vint ≥ v
c : L−1 (+,+,−),L−2 (−,−,−)
|vint| < vc : L−1 (+,+,−),L+2 (+,−,−)
vint ≤ −vc : L+1 (+,+,+),L+2 (+,−,−)
(6.23)
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ηT < 0 :
 
N
ηT > 0
{
vint > 0 : N−(+,−,−)
vint < 0 : N+(+,+,−)
where vc is defined in Eq. (G.16). The index + or − in N denotes the sign
of the group velocity of the nonlinear fixed point in the frame moving with
velocity vint (see Appendix G for details).
For the CGLE the manifold structure is:
η′W < 0 for all vint : L
−
1 (+,+,−),L+2 (+,−,−)
η′W > 0
 vint ≥ v
c : L−1 (+,+,−),L−2 (−,−,−)
|vint| < vc : L−1 (+,+,−),L+2 (+,−,−)
vint ≤ −vc : L+1 (+,+,+),L+2 (+,−,−)
(6.24)
η′W < 0 :
 
N
η′W > 0
 vint > v
cN : N−(+,−,−),N+(−,−,−)
|vint| < vcN : N−(+,−,−),N+(+,+,−)
vint < −vcN : N−(+,+,+),N+(+,+,−)
where vc is defined in Eq. (G.27) and vcN is a complicated function of ω (for
its definition see [86]).
- Marginal stability criterion
A front invading the unstable state A˜T = 0 in the RGLE and A˜H = 0 the
CGLE, will propagate linearly [1, 85, 89, 90, 91].
For the RGLE the marginal stability criterion predicts that this front
selects a velocity:
v∗ ≡ vm, (6.25)
where vm is the marginal velocity defined in Eq. (6.10). This front will also
select a wavenumber:
q∗N ≡ 0. (6.26)
On the other hand for the CGLE the marginal stability criterion predicts
the following velocity:
v∗ = 2
√
η′W (1 + c
2
1). (6.27)
In this case the wavenumber selected by the front is not equal to zero:
q∗N =
√
η′W
(√1 + c21 −√1 + c23
c1 + c3
)
. (6.28)
For more details, see Appendix G.
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Chapter 7
Wave-Turing as Coherent
Structures
In this chapter we will initiate the study of the dynamical properties of wave-
Turing interfaces near a codimension-2 instability. To achieve this we will apply
the coherent structure approach introduced in Chapter 6 to the coupled amplitude
equations. The phase space of the resulting set of ordinary differential equations
will be analysed. Heteroclinic orbits in this phase space correspond to interfaces
in the coupled amplitude equations.
7.1 Introduction
In Section 6.1 we motivated the study of wave-Turing interfaces in the RDNC
model with an example of a typical numerical simulation near the codimen-
sion-2 instability (cf. Fig. 6.1(b)). The examination of interfaces in this
numerical simulation prompted us to ask many questions about their be-
haviour (such as dynamics and scaling properties). The main aim of this
chapter is to introduce the approach and the methodology that we will use
in the following chapter to answer these questions. Here we will analyse the
wave-Turing interfaces in the coupled amplitude equations (4.81, 4.80, 4.82)
using an extension of the coherent structure approach introduced in section
6.4 (and Appendix G) for single amplitude equations.
The idea of extending the coherent structure approach to coupled ampli-
tude equations was introduced by van Saarloos and coworkers in Ref. [86] for
the case of counterpropagating waves. In the current and following chapters
we will expand this idea to the case of codimension-2 instabilities. In the
next chapter we will see that this approach provides a clear picture of the
dynamics of wave-Turing interfaces.
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- Organisation of this chapter
This chapter is organised as follows. In the next section we will motivate
and present the reduced set of amplitude equations to be studied in this and
following chapters. In Section 7.3 we will apply the coherent structure ansatz
to these equations and analyse the phase space of the effective equations.
Finally, in Section 7.4 we will shortly analyse the dependence of the scaling
properties of wave-Turing interfaces on the control parameters.
7.2 Two coupled amplitude equations
In Chapter 5 we saw that near the codimension-2 point the RDNC model
is well described by the three coupled amplitude equations (4.63, 4.62, 4.64)
derived in Chapter 4. In Fig. 7.1 we show examples of OUIs and INIs in the
RDNC model and in the amplitude equations. These numerical simulations
are done near the codimension-2 instability. The full line corresponds to the
u-profile of the RDNC model and the dotted, dashed and dot-dashed lines
show the amplitudes |A?T |, |A?R| and |A?L| respectively, obtained in numerical
simulations of the amplitude equations.
In Fig. 7.1 we can see that, for both types of interfaces, only the amplitude
of one of the two waves is nonzero1. This feature is quite natural, since the
two counterpropagating waves tend to suppress each other. Consequently,
in the rest of this chapter we will assume that in the neighbourhood of the
interface one of the travelling waves has zero amplitude. Consequently, the
interfaces are well described by the following set of two coupled amplitude
equations:
∂tA˜W + s vg∂xA˜W = η
′
W A˜W + (1 + ic1)∂
2
xA˜W − (1− ic3)|A˜W |2A˜W
−hWT (1− ic4)|A˜T |2A˜W , (7.1)
∂tA˜T = ηT A˜T + dTW ∂
2
xA˜T − |A˜T |2A˜T − hTW |A˜W |2A˜T , (7.2)
where, depending on the travelling direction of the wave, the index s resp.
the subscript W should be properly substituted by ±1 resp. R or L. If
the wave present in the system travels to the right (left) we set s = +1
(s = −1) and substitute W by R (L). The value of the coefficients of these
1Clearly any of the two travelling waves can exist. The initial condition will determine
which wave appears.
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Figure 7.1: Comparison of the u-profile in the RDNC model (full line) and the
amplitude of the wave and Turing patterns predicted by the amplitude equations
near a OUI in (a), and a INI in (b). We indicate the Turing envelopes |AT | with
a dotted line and the counterpropagating waves |AR| and |AL| with dashed and
dot-dashed lines respectively. The control parameters of the model are a = 4.8
and δ = 0.998. Only a small part of the total length of the system is shown. Note
that far from the interface the amplitudes of wave and Turing patterns coincide
with the values of the respective envelopes in the amplitude equations and that in
both cases the amplitude of one of the waves is zero.
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Figure 7.2: Schematic sketch of a wave-Turing interface travelling with velocity
vint in the amplitude equations (7.1,7.2). In Table 7.1 we show the substitutions
to be done in s and in the subscript W to get a INI or a OUI.
type name s = W →
inward interface INI +1 R
outward interface OUI −1 L
Table 7.1: Convention for INIs and OUIs in Eqs. (7.1,7.2), when the wave and
Turing domains are on the right and left side of the interface respectively (cf. Fig.
7.2).
equations are given in Table 4.2 (and, for simplicity, the tildes in the space
and time variables have been dropped). As we will see in the next chapter,
the results of the analysis of these two equations will be in good agreement
with numerical simulations of interfaces in the RDNC model.
Without loss of generality, we will further assume that the travelling wave
is located on the left side of the interface, whereas the Turing pattern in on
the right (see sketch in Fig. 7.2). With this convention, an interface with
s = 1 and W → R will be an inward interface and the other with s = −1 and
W → L will be then an outward interface (cf. Section 6.2.B). For convenience
we summarise this convention in Table 7.1.
7.3 Interfaces as coherent structures
As we said in Section 7.1, here (and in the next chapters) we will use an exten-
sion of the coherent structure ansatz introduced in Section 6.4 (and further
expanded in Appendix G), to investigate the interfaces in Eqs. (7.1,7.2).
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7.3.1 Ansatz
More specifically we will assume that interface can be written as:
A˜W (x, t) = e
−iωW tAˆW (x− vintt), (7.3)
A˜T (x, t) = e
−iωT tAˆT (x− vintt), (7.4)
where ωW , ωT and vint are free parameters2 that can be changed in order to
get an interface solution. AˆW and AˆT are functions of ξ
def
= x− vintt.
In principle there could exist interface solutions of Eqs. (7.1,7.2) that
are not of the form of the ansatz (7.1,7.2). But, as we will see later, all the
interfaces observed in numerical simulations of the amplitude equations are
well described by this ansatz. We will address the question about existence
of the interfaces in the next chapter.
Substituting the ansatz of Eqs. (7.3,7.4) in the Eqs. (7.1,7.2), intro-
ducing: AˆW = aWeiφW and AˆT = aTeiφT , and defining: qW
def
= ∂ξφW and
qT
def
= ∂ξφT , we get the following set of six coupled ODEs:
∂ξaW = κWaW (7.5)
∂ξκW = KWT def= 1
1 + c21
[
− (vint − s vg)(κW + c1qW )− η′W − c1ωW
+(1− c1c3)a2W + hWT (1 − c1c4)a2T
]
− κ2W + q2W (7.6)
∂ξqT = QWT def= 1
1 + c21
[
− ωW − (vint − s vg)(qW − c1κW ) + c1η′W
−(c1 + c3)a2W − hWT (c1 + c4)a2T
]
− 2κW qW (7.7)
∂ξaT = κTaT (7.8)
∂ξκT = KTW def= 1
d
TW
[
− vintκT − ηT + a2T + hTWa2W
]
− κ2T + q2T (7.9)
∂ξqT = QTW def= 1
d
TW
[
− ωT − vintqT
]
− 2κT qT (7.10)
where κW
def
=
∂ξaW
aW
and κT
def
=
∂ξaT
aT
are the rates of exponential decay to zero of
the wave and Turing amplitudes respectively (for more details see discussion
in Section 6.4.3).
2In Appendix G we motivate the use of the two new free parameters ωW and ωT .
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If we define the vector S(ξ)
def
= (aW , κW , qW , aT , κT , qT )Tr we can write
Eqs. (7.5-7.10) in a compact way as:
∂ξS(ξ) = F(S(ξ); vint, ωW , ωT ). (7.11)
In the remaining of this chapter we will analyse the phase space of Eqs.
(7.5-7.10). In the next chapter, in section 8.4, we will perform a detailed
study of heteroclinic orbits in Eqs. (7.5-7.10) and compare them with nu-
merical simulations of interfaces in Eqs. (7.1,7.2).
- Remarks
If we compare the set of ODEs (6.16-6.18) obtained in Section 6.4.5 (for
a single amplitude equation) with Eqs. (7.5-7.10) we can recognise some
similarities between Eqs. (6.16-6.18) and, either the first three equations
(7.5-7.7), or the last three equations (7.8-7.10).
Indeed, the functions KWT (aW , qW , κW , aT ) and QWT (aW , qW , κW , aT ) in
Eqs. (7.5-7.7) are equivalent to KW (a, q, κ) and QW (a, q, κ) introduced in
Eqs. (6.21,6.22) if we substitute η ′W , ωW and vint by η
′
W − hWTa2T , ωW +
hWT c4a2T and vint − svg, respectively. Similarly, KTW (aT , qT , κT , aW ) and
QTW (qT , κT ) in Eqs. (7.8-7.10) are equivalent to KT and QT (defined in
Eqs. (6.19,6.20) respectively) if we use ηT − hTWa2W instead of ηT .
Moreover, the fact that Eqs. (7.5-7.7) and (7.8-7.10) are coupled only
via aW (ξ) and aT (ξ) will simplify the study of these equations.
7.3.2 Fixed points
The first step in the analysis of Eqs. (7.5-7.10) is the study of their fixed
points. Eq. (7.5) tells us that the fixed points satisfy that either aW = 0 or
κW = 0. Similarly, Eq. (7.8) imposes that either aT = 0 or κT = 0. Since we
are interested in interfaces connecting pure travelling waves (for ξ → −∞)
and pure Turing patterns (for ξ → +∞), the relevant fixed points of Eq.
(7.11) are SW and ST , where:
• SW have: aW 6= 0 , κW = 0 and aT = 0 , κT 6= 0,
• ST have: aW = 0 , κW 6= 0 and aT 6= 0 , κT = 0.
The fixed point SW corresponds to a pure travelling wave and ST to a pure
Turing pattern.
The wave-Turing interfaces in Eqs. (7.1,7.2) correspond to heteroclinic
orbits in Eqs. (7.5-7.10) joining these two fixed points (in the following we
will symbolise this orbits with: SW → ST ). In Fig. 7.3 a sketch of aW (ξ) and
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Figure 7.3: Sketch of the components aW (ξ) and aT (ξ) of Eqs. (7.5-7.10) near an
interface. We show with thick lines the fixed points NW , L
+
T , NT and L
−
W that
the heteroclinic orbit should join (note that here we use the same names than in
Section 6.4.3 and Appendix G to denote the fixed points of Eqs. (7.5-7.7) and (7.8
-7.10)). This heteroclinic orbit should flow from the fixed point SW to the fixed
point ST .
aT (ξ), corresponding to this heteroclinic orbit, is shown. These fixed points
have coordinates:
SW
def
= (aW,N , 0, qW,N , 0, κT,L, qT,L),
ST
def
= (0, κW,L, qW,L, aT,N, 0, qT,N).
(7.12)
7.3.3 Manifold structure around the fixed points
Let us now analyse the manifold structure of the fixed points defined in Eq.
(7.12). Linearising Eq. (7.11) around SW and ST , leads to the equation:
∂ξS′ = T S′, where S′ is the perturbation around either SW or ST and the
matrix T (the Jacobian) has the following form:
T def=

κW aW 0 0 0 0
t2,1aW X X t2,4aT 0 0
t3,1aW X X t3,4aT 0 0
0 0 0 κT aT 0
t5,1aW 0 0 t5,4aT X X
0 0 0 0 X X
 , (7.13)
where ti,j and X are a set of constants and functions respectively, that we
do not need to consider explicitly. aW , aT , κW and κT should be substituted
by their respective values at the fixed points SW and ST (cf. Eq. (7.12)).
The most important fact about the Jacobian T is that, at the fixed point
SW , the upper-right block is zero (since aT = 0) and that the same happens
for the lower-left block at ST (since now aW = 0). Consequently, the eigen-
values of Eq. (7.13) are the eigenvalues of the upper-left block plus the ones
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of the lower-right block. Thus, the problem decouples and the manifold struc-
ture is given by the manifold structures of the single RGLE plus the single
CGLE (cf. Eqs. (6.23) and (6.24) respectively in Section 6.4.5), provided
that some redefinitions of η′W , ηT , ωW and vint are done.
7.3.3.A Manifold structure around SW
More specifically, the eigenvalues of SW will be given by the eigenvalues of
the fixed point NW of a single CGLE (i.e. of Eqs. (6.16-6.18) with functions
K and Q as in Eqs. (6.21,6.22)), where we should use in place of vint:
veffint
def
= vint − svg, (7.14)
plus the eigenvalues of the fixed point L+T of a single RGLE (i.e. of Eqs.
(6.16-6.18) with functions K and Q as in Eqs. (6.19,6.20)), where we should
replace ηT by:
ηeffT
def
= ηT − hTWa2W,N . (7.15)
The manifold structures of NW and L
+
T are presented, in the Section 6.4.5,
in Eqs. (6.24) and (6.23) respectively.
7.3.3.B Manifold structure around ST
On the other hand, the eigenvalues of ST are given by the eigenvalues of
the fixed point NT (in Eq. (6.23)) plus L
−
W (in Eq. (6.24)), with effectives
parameters:
η′effW
def
= η′W − hWTa2T,N, (7.16)
ωeffW
def
= ωW + hWTc4a
2
T,N , (7.17)
veffint
def
= vint − svg, (7.18)
instead of η′W , ωW and vint.
7.3.3.C Counting arguments for the heteroclinic orbit
In the following we will denote the manifold structure of SW as NW , L
+
T and
ST as L
−
W , NT . Summarising, the counting arguments of the orbit SW → ST
are equivalent to the ones of:
NW , L
+
T → L−W , NT , (7.19)
with appropriate redefinitions of η, ω and vint (see Fig. 7.3).
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Region η′W η
′
W − hWTηT ηT ηT − hTWη′W
I > 0 > 0 < 0 < 0
II > 0 > 0 > 0 < 0
III > 0 < 0 > 0 < 0
IV > 0 < 0 > 0 > 0
V < 0 < 0 > 0 > 0
Table 7.2: In this table we define the different regions of the parameter space
depending on the signs of η′W , ηT , η
′
W −hWT ηT and ηT −hTW η′W . See Fig. 8.1(a)
for the location of these regions in the control parameter space.
Since the manifold structure around the fixed points of each single ampli-
tude equation has many regimes depending in the free parameters vint and ω
(cf. Eqs. (6.23) and (6.24)), the manifold structure of the coupled equations
(7.5-7.10) has even more regimes.
7.3.4 Some remarks about the coherent structures
7.3.4.A Regions in parameter space
Beside the different regimes that arise depending on the value of vint and v
eff
int
with respect to the critical velocities vcT , v
c
W and v
cN
W (defined in the Appendix
G, in the Eqs. (G.16) and (G.27)), we can distinguish five different regions
of the parameter space depending on the signs of η ′W and ηT . We give the
definition of these regions in Table 7.2. In Fig. 7.4 the location of these
regions in the control parameter space is given (compare these figures with
Figs. 5.11 and 5.12). Note that the boundaries separating these regions are
given by the places in parameter space where η ′W , η
′eff
W , ηT and η
eff
T change
signs.
In region I, with η′W > 0 and ηT < 0, only travelling waves exist. Equiv-
alently in region V, with ηT > 0 and η′W < 0, only Turing patterns exist. In
these two regions the amplitude of either the Turing or the wave pattern is
zero. Travelling interfaces also exist in these regions; however they consist,
in region I, of a wave pattern invading a zero state and, in V, of a Turing
invading zero state.
In regions II, III and IV both patterns can exist. Note that region III
is the bistability region introduced in Chapter 5. An important point is that
interfaces can exist, not only in region III, but also in regions II and IV.
In these regions, one of the patterns is unstable3, but in practice, where the
3Note, however, that to obtain this result we assumed that this pattern was infinitely
extended.
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Figure 7.4: The control parameter space near the codimension-2 wave-Turing in-
stability showing the different regions defined in Table 7.2. The dot-dashed lines
correspond to a constant value of the control parameter a (in this case: a = 4.8).
In (a) the space is spanned by the control parameters η ′W (a, δ) and ηT (a, δ) of
the amplitude equations (4.81, 4.80, 4.82) and, equivalently, in (b) by the control
parameters a and δ appearing in the RDNC model. Compare each of these figures
with Figs. 5.11 and 5.12 respectively.
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perturbations are very small, this instability can take a long time to switch
from one pattern to the other. Meanwhile, a travelling interface separating
both patterns is typically observed in numerical simulations of the amplitude
equations (and of the RDNC model). In region V the amplitudes of the wave
and Turing patterns are zero and nonzero respectively. The opposite is true
in region I.
7.3.4.B Choice of the free parameters of the ansatz
It is possible to use qW,N , qT,N and vint, instead of ωW , ωT and vint, as the
three independent free parameters of the ansatz of Eqs. (7.3,7.4). Since qW,N
and qT,N have a direct physical interpretation this alternative is preferable.
Indeed, the wavenumber qW,N is equivalent to the parameter pW (either pR
or pL) of the constant amplitude travelling wave solutions given in Eq. (5.2)
(or Eq. (5.3)), that the interface joins at ξ → −∞. Equivalently, qT,N is
identical to the parameter pT of the family of constant amplitude Turing
solutions given in Eq. (5.12), that the interface joins at ξ → +∞.
7.3.4.C Relation between free parameters and numerical simula-
tions
In the next chapters we will perform many numerical simulations of Eqs.
(7.1,7.2) to investigate the dynamics of interfaces. Let us establish the con-
nection between the free parameters of these simulations and the parameters
of the coherent structure ansatz. We will start typically with an initial con-
dition corresponding to the left half of the system length with a constant
amplitude travelling wave and the right half with constant amplitude Tur-
ing structure. In the following we will denote the wavenumbers of these two
initial patterns as picW and p
ic
T . We can choose freely the value of these two
parameters.
With this initial condition a coherently moving interface separating the
two patterns will typically develop after a transient time. In this case we
should distinguish between three different situations:
1. An interface travelling with velocity vint develops (after a short tran-
sient). In this case the interface joins two patterns with wavenumbers
picW and p
ic
T .
2. The interface that builds joins a pattern with either picW or p
ic
T on one
side, but selects a particular wavenumber on the other side: pselT or p
sel
W ,
which is different from the imposed picT or p
ic
W respectively.
3. The interface selects wavenumbers pselW and p
sel
T in both sides.
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Clearly, the wavenumbers picW and p
sel
W are directly related to qW,N . Equiv-
alently picT and p
sel
T are related to qT,N . In the next chapter we will alternate
between both sets of parameters.
7.4 Scaling of the amplitude equations with
the distance to the codimension-2 point
Note that if we perform the following changes of variables: ∂tˆ =
∂t
ηT
and
∂2xˆ =
∂2x
ηT
, and introduce the following scaled amplitudes: ÂW =  
AW√
ηT
and
ÂT =  
AT√
ηT
, in the coupled amplitude equations (7.1,7.2), then we get:
∂tˆÂW + s
vg√
ηT
∂xˆÂW =
η′W
ηT
ÂW + (1 + ic1)∂
2
xˆÂW − (1 − ic3)|ÂW |2ÂW
−hWT (1− ic4)|ÂT |2ÂW ,
∂tˆÂT = ÂT + dTW ∂
2
xˆÂT − |ÂT |2ÂT − hTW |ÂW |2ÂT .
If vg = 0, then these equations only depend on the ratio η ′W/ηT (and not
on η′W and ηT independently). Consequently, the properties of the interfaces
do not change along a “ray” in the control parameter space4 η′W vs. ηT of
Fig. 7.4(a) or 7.4(b). But, since typically vg 6= 0, the properties of the wave-
Turing interfaces will depend on both η ′W /ηT and ηT ! In the next chapter we
will analyse this issue in more detail.
4This means that the properties of the interfaces do not vary over a straight line in the
control parameter space (with η′W > 0 and ηT > 0) passing through the codimension-2
point.
Chapter 8
Dynamics of interfaces near
codimension-2 bifurcations
In this chapter we will study the dynamics and scaling properties of interfaces
between competing patterns arising from a codimension-2 instability. Our main
objective is to understand the dynamics of wave-Turing interfaces. We will,
however, also consider some simpler cases, including Turing-Turing and Hopf-
Turing interfaces.
To study the dynamics of interfaces in the coupled amplitude equations we
will apply the counting arguments to the coherent structure ansatz introduced
in Chapter 7. Further insight will be attained with direct numerical simulations
of the amplitude equations. The results of this analysis will be compared with
numerical simulations of wave-Turing interfaces in the RDNC model near the
codimension-2 instability threshold.
8.1 Introduction
In this chapter we want to understand the dynamical behaviour and scaling
properties of wave-Turing interfaces near the codimension-2 instability. To
achieve this, we will study the corresponding coupled amplitude equations
(7.1,7.2) and compare the results of this investigations with numerical simu-
lations of the RDNC model. In the previous chapter we initiated the analysis
of the phase space of the effective ODEs (7.5-7.10). In this chapter we will
continue this study.
Before embarking on the study of wave-Turing interfaces we will analyse
interfaces in simpler situations. More specifically, we will first study inter-
faces between two competing Turing patterns. Afterwards, we will discuss
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the case of interfaces between competing Hopf and Turing domains. Finally,
in Section 8.4, we will address the problem of wave-Turing interfaces.
Most of the results of this chapter will not depend on the particular values
of the coefficients of the amplitude equations. Consequently, the approach
used here will, not only provide us with a good understanding of the dynamics
of interfaces near a wave-Turing instability, but it will also elucidate simpler
codimension-2 cases (e.g. Turing-Turing or Hopf-Turing).
- Organisation of this chapter
In the next section we will give a short description of the strategy that
we will use in this chapter. In Section 8.3 we will analyse interfaces in
some preliminary cases of coupled amplitude equations. In Section 8.4 we
will address the wave-Turing interfaces, first in the amplitude equations and
then compare qualitatively and quantitatively their results with numerical
simulations of interfaces in the RDNC model.
8.2 Strategy for the study of the interface dy-
namics
The control parameter space can be spanned either by η ′W and ηT or by a
and δ (cf. Figs. 7.4(a) and 7.4(b)). Due to the linear mapping introduced
in Table 4.2 both alternatives are equivalent. Here we will work mainly with
the second choice.
In order to study the interface dynamics we will consider a cut in the
parameter space corresponding to constant value of a. In particular we will
choose a = 4.8 (indicated wit a dot-dashed line in Figs. 7.4). With this cut
we will “scan” the different regions of the parameter space.
8.3 Preliminary cases: Turing-Turing and
Hopf-Turing interfaces
In order to gain insight into the behaviour of interfaces in Eqs. (7.1,7.2) and
their corresponding heteroclinic orbits in Eqs. (7.5-7.10) let us analyse first
some special cases. Namely, we will assume that the imaginary part of the
coefficients (i.e. c1, c2 and c4) and/or the group velocity vg of Eqs. (7.1,7.2)
are zero. We will consider only cases where the cross-coupling coefficients
hWT and hTW are such that the patterns suppress each other (i.e. there exist
competition between the bifurcating patterns). This selection of coefficient
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values will lead us to analyse in this section interfaces between competing
Turing-Turing, Turing-Turing with vg 6= 0 and Hopf-Turing instabilities in
Sections 8.3.1, 8.3.2 and 8.3.3 respectively.
- Remarks
Let us remark that, in spite of the new physical interpretation of the patterns
involved at the codimension-2 instability, we will keep the subscripts W and
T in Eqs. (7.1,7.2) and (7.5-7.10) to indicate the pattern domains on the
left and right side of the interface respectively.
Whenever numerical simulation of the partial differential equations (7.1,7.2)
are done in this section, the coefficients (except for the aforementioned coef-
ficients set to zero) will be set to the values given in Table 4.2. Consequently
the control parameter space of Fig. 7.4(a) (and Fig. 7.4(b)), and the regions
plotted on it, are still valid despite the new interpretation of the competing
patterns.
- Caveat Lector
The description of the interface dynamics in this section will be very involved
and consequently not easy to follow. For this reason, in Section 8.3.4 (and
Chapter 10) we will give a short summary of the main results of this section.
8.3.1 Turing-Turing interfaces
Let us start by analysing the case where:
vg = c1 = c2 = c4 = 0. (8.1)
Such a situation will arise if a pattern forming system is near a codimen-
sion-2 instability where two Turing instabilities, with different critical wave-
numbers, meet. In this subsection we will analyse interfaces separating these
two, different, Turing patterns. In the following we will call these Turing-
Turing interfaces (TTIs).
Note that vg = 0 means that v
eff
int ≡ vint in Eq. (7.18) and that, as we saw
in Section 7.4, the properties of the interfaces depend only on the value of
the ratio η′W/ηT . This peculiarity implies that the behaviour of the interfaces
in any point of the control parameter space η ′W vs. ηT can be deduced from
a unique “cut” that includes regions I to V. Here we will consider a = 4.8.
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8.3.1.A Simplest case: Constant phases on both sides
In order to get the simplest case where interfaces between competing patterns
exist, let us further suppose that both amplitudes, A˜W and A˜T (where A˜W ≡
ρW eΦW and A˜T ≡ ρTeΦT ), have constant phase (i.e. ΦW (x, t) = const. and
ΦT (x, t) = const.). Consequently ωW = 0 and ωT = 0 in the ansatz of Eqs.
(7.3,7.4).
A constant value of both phases implies that the local wavenumbers are:
qW (ξ) ≡ qT (ξ) ≡ 0.
Consequently, the corresponding ODEs are the four Eqs. (7.5,7.6,7.8,7.9)
(with coefficients as in Eq. (8.1)).
For a Turing instability to be described by a complex amplitude with
constant phase, the critical wavenumber of the instability should be kcT ≡
0. Therefore, the simplified case that we are analysing here corresponds
to a codimension-2 Turing-Turing instability where both instabilities have
zero wavenumber1. This situation can not happen in a physical model and
consequently the analysis to be presented here is just didactic. However, as
we will see later, the interfaces that arise in this case will play an important
roˆle in the analysis of interfaces in the general Turing-Turing, Hopf-Turing
and Wave-Turing cases (see Sections 8.3.1.C, 8.3.3 and 8.4 respectively).
- Fixed point SW
Let us now analyse the fixed point SW and its manifold structure. In section
7.3.3.A we saw that the manifold structure of this fixed point can be calcu-
lated using the manifold structures around the fixed points NW and L
+
T of
the single RGLE with constant phase (cf. Eq. (6.11)) where ηT should be
substituted by ηeffT . Using Eq. (7.6) we get: a
2
W,N = η
′
W , and consequently:
ηeffT =
{
ηT − hTWη′W if η′W ≥ 0 (i.e. in regions I-IV)
ηT if η′W < 0 (i.e. in region V)
. (8.2)
In Fig. 8.1(a) we illustrate the values of η ′effW , η
′
W , η
eff
T and ηT for the case
of constant value of the control parameter a. Note how the points where
each value changes signs define the boundaries between regions I-V.
We can now compute the manifold structure of SW . Using Eq. (6.11) we
deduce that, if η′W > 0 (i.e. in regions I-IV), the manifold structure of this
1Alternatively; it can be said that this case corresponds to a codimension-2 Pitchfork-
Pitchfork bifurcation in an extended system.
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Figure 8.1: Plot of the values of the different η (in (a)) and of the velocity vint
of TTIs (with constant phase) as as the control parameter δ varies and a is kept
constant (a = 4.80). Note, in (a), that the values of δ for which the etas change
signs are the boundaries of regions I to V. In (b) the circles and the thin line joining
them show the velocity of the interface vint measured from numerical simulations
of Eqs. (7.1,7.2) with coefficient values as in Eq. (8.1). The dot-dashed and
dashed thick lines correspond to the interface velocities vmW and v
m
T introduced in
Eqs. (8.7) and (8.4) respectively. See Figs. 8.3(a) and 8.3(b) for a detailed plot of
the interface velocity.
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fixed point has many different cases, depending on the values of ηeffT and vint.
They can be summarised in the following way:
if ηeffT < 0 (i.e. in reg. I-III) and ∀vint : NW (+,−), L+T,2(+,−)
if ηeffT > 0 (i.e. in reg. IV) and

vint > vmT :
 
L+T
vint < vmT :
{
NW (+,−), L+T,1(+,+)
NW (+,−), L+T,2(+,−)
(8.3)
where the critical velocity is given by:
vmT = −2
√
ηeffT dTW . (8.4)
Consequently, depending on the sign of ηeffT and the value of vint, there exist
two, one or no fixed point SW . Note that in the case where two fixed points
exist (i.e. in region IV and for vint > vmT ) they have manifold structures:
SW1(+,−,+,+) and SW2(+,−,+,−) (where SW,1 ≡ NW , L+T,1 and SW,2 ≡
NW , L
+
T,2 if we use the notation introduced in section 7.3.3.C), and satisfy:
κT,L1 < κT,L2 (cf. Eq. (6.9)).
On the other hand, for η′W < 0 (i.e. in region V) the fixed point NW does
not exist. This last case will be discussed later in this section.
- Fixed point ST
Similarly, in the case of the fixed point ST the relevant parameters to calculate
the manifold structure are ηT and η
′eff
W (see discussion in Section 7.3.3.B)
where:
η′effW =
{
η′W − hWTηT for ηT > 0 (i.e. in regions II-V)
η′W for ηT ≤ 0 (i.e. in region I) . (8.5)
In Fig. 8.1(a) the values of these quantities are plotted as a function of δ,
for a constant value of a.
If ηT > 0 (i.e. in regions II-V), then the manifold structure around ST
can be summarised by:
if η′effW < 0 (i.e. in reg. III-V) and ∀vint : NT (+,−), L−W,1(+,−)
if η′effW > 0 (i.e. in reg. II) and
 vint > vmW :
{
NT (+,−), L−W,1(+,−)
NT (+,−), L−W,2(−,−)
vint < vmW :
 
L−W
(8.6)
where:
vmW = 2
√
η′effW . (8.7)
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Figure 8.2: Plots of the amplitudes near a TTI (with constant phase) in numerical
simulations of the coupled amplitude equations (7.1,7.2) (with coefficients as in
Eq. (8.1)). The amplitudes |A˜W | and |A˜T | are plotted with full and dashed lines
respectively. The simulations were done with four different values of δ and constant
value of a. Only a small part of the system, near the interface, is shown in each
case. The arrows indicate the direction of movement of the interface. In all the
figures a = 4.80 and in (a) δ = 0.82 (i.e. region I), (b) δ = 0.90 (i.e. region II),
(c) δ = 1.10 (i.e. region IV) and (d) δ = 1.35 (i.e. region V).
Note again that in region II, where two fixed points ST,1 ≡ NT , L−W,1 and
ST,2 ≡ NT , L−W,2 exist, they satisfy (cf. Eq. (6.9)):
κW,L1 < κW,L2. (8.8)
In region I, where η′W < 0, the fixed point NT does not exist. This case will
be discussed later.
- Interface velocity: numerical simulations of the amplitude equa-
tions
The circles joined by a thin line in Fig. 8.1(b) show the velocity vint of TTIs,
measured in numerical simulations of the PDEs (7.1,7.2), with coefficients as
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in Eq. (8.1) (and using picW ≡ picT ≡ 0 as initial conditions). As an illustration
of the shape of these interfaces, in Fig. 8.2 we show four different examples
of the profiles of the amplitudes |A˜W | and |A˜T |. Note that in regions I and
II the velocity vint is positive whereas in IV and V is negative; the direction
of movement of the interface changes in region III.
In the rest of this subsection we will analyse these data using counting
arguments and the leading edge approach. This analysis will explain the
features seen in Fig. 8.1(b) and give further generic insight on the dynamics
of TTIs
- Interface velocity: theoretical predictions
Let us now analyse in detail the dynamics of TTIs with constant phase. Here
we will study theoretically the interface velocity in each region.
- Regions I and V
The properties of interfaces in regions I and V are equivalent. Let us first
analyse region I. Here the nonlinear fixed point NT does not exist. This
can be seen in Fig. 8.2(a) where the profiles of |A˜W | and |A˜T | near the
interface are shown. Note that the amplitude |A˜T | of the Turing pattern is
always zero. Consequently, the interface consists in nothing else but a front
separating |A˜T | = aW,N and |A˜T | ≡ 0. The counting arguments for such a
front2 have been done already in Section 6.4.3 (cf. Eq. (6.12)).
We saw in Section 6.4.4 that the dynamics of such fronts is in accord with
the linear propagation regime (LP in the following). This is; the behaviour
of the front is well captured by the dynamics of the leading edge combined
with the marginal stability criterion. We recall that this approach predicts
that the front will propagate with velocity equal to the marginal velocity
vmW (η
′eff
W ) introduced in Eq. (8.7) (note that in this region η
′eff
W ≡ η′W ).
In Fig. 8.3(a) (see also Fig. 8.1(b)) we show the measured interface
velocity vint and the theoretical marginal velocity vmW . Note that, as expected,
both coincide in region I.
Let us now analyse the behaviour in region V. In Fig. 8.2(d) the profiles of
|A˜W | and |A˜T | are shown in this region. In this case |A˜W | ≡ 0. Consequently
the analysis of the interfaces in this region is equivalent to region I. The
marginal velocity of the leading edge is given now by vmT (η
eff
T ) (cf. Eq. (8.4)).
2Note that if we allow the value of |A˜T | to be different from zero in the interface
neighbourhood, then the the counting arguments of the interfaces are given by NW , L
+
T →
L−TL
−
W . But the results of these counting arguments give the same values than for the the
orbit NW → L−W (i.e. either a 0 or 1 PF; see Eq. (6.12)).
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Figure 8.3: The circles show the velocity vint of TTIs measured from numerical
simulations of Eqs. (7.1,7.2) (with coefficients as in Eq. (8.1)) as a function of δ
and for a fixed a (a = 4.8). These figures are close-ups of Fig. 8.1(b). In (a) values
of δ < 1 are shown; the dot-dashed line corresponds to the marginal velocity vmW
(cf. Eq. (8.7)). In (b) δ > 1 and the dashed line is the marginal velocity vmT (cf.
Eq. (8.4)). Note the good agreement between the theoretical marginal velocities:
vmW and v
m
T , and the measured vint in regions I and V and in part of regions II and
IV. The places where vint becomes different from the marginal values in regions II
and IV are indicated with a thick arrows and the corresponding values of δ with
δcritII and δ
crit
IV . The regimes where linear and nonlinear propagation of the TTI are
valid are denoted by LP and NP respectively.
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Notice the good agreement in region V between the measured vint and vmT in
Fig. 8.3(b) (see also Fig. 8.1(b)).
Furthermore, in Figs. 8.3(a) and 8.3(b) it can be seen that the leading
edge dynamics does also predict the interface velocity in part of regions II
and IV. This will be analysed in more detail in the following paragraphs.
- Regions II and IV
The behaviour of the interface is very similar in regions II and IV. Let us
first discuss the case of region II. The possible heterogenous orbits and their
respective counting arguments can be summarised as (cf. Appendix F): vint > vmW
{
NW (+,−), L+T,2(+,−)→ NT (+,−), L−W1(+,−) ⇒ 0 PF
NW (+,−), L+T,2(+,−)→ NT (+,−), L−W2(−,−) ⇒ 1 PF
vint < vmW
 
L−W
(8.9)
Note that heteroclinic orbits are possible only if vint ≥ vmW . In particular, for
vint > vmW two possible orbits exist. These orbits have different values of κW ;
namely (cf. Eqs. (6.8,6.9)):
κW,L1 =
−vint −
√
v2int − 4η′effW
2
and κW,L2 =
−vint +
√
v2int − 4η′effW
2
.
(8.10)
In the special case where vint ≡ vmW there is only one orbit possible since
L−W1 ≡ L−W2. Note that the counting arguments are not valid in this case
because there is a eigenvalue of ST (i.e. ST (+,−, 0,−)) equal to zero. This
orbit has the following decaying rate:
κmW
def
= −vmW/2. (8.11)
In Fig. 8.3(a) we plot vint (circles) and vmW (dot-dashed line) in region
II. Note that in part of this region these velocities are equal. This occurs
for δ < δcritII and corresponds to the LP regime. For δ > δ
crit
II the velocity
vint is bigger than vmW . This corresponds to the nonlinear propagation (NP)
regime.
Let us now examine in detail the differences between the LP and NP
regimes. In Fig. 8.4 we plot the value of the decaying rate κW measured3
directly from the numerical simulations of the PDEs (big circles joined by a
3To calculate this value we perform the ratio between ∂x|AW (x, t)| and |AW (x, t)|. This
ratio goes to a constant value on the right side of the interface. This constant value is the
measured κW .
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Figure 8.4: Plot of the decaying rates of the TTIs. The big circles correspond to
the values of the measured κW from the numerical simulations of the amplitude
equations (see caption in Fig. 8.1 for details). The down and up triangles corre-
spond to κW,L1 and κW,L2 respectively, as calculated using Eqs. (8.10) (where for
vint we use the values measured in the numerical simulations; the small circles).
The thick full line corresponds to the theoretical value κmW corresponding to inter-
faces with velocity equal to the marginal vmW (the equation for κ
m
W is given in Eq.
(8.11)). Note that the measured κW coincides with κ
m
W for δ < δ
crit
II . In this region
the TTI are in the LP regime. For δ > δcritII the decaying rate κW coincides with
κW,L1. In this region the TTI are in the NP regime and the counting arguments
(cf. Eq. (8.9)) predict a 0 parameter family of heteroclinic orbits.
thin line) and the value of the theoretical κmW (cf. Eq. (8.11)) with a thick
full line. We also plot in this figure the values of κW,L1 and κW,L2 (up and
down triangles respectively). These last values are calculated inserting the
measured values of vint and η
′eff
W in Eq. (8.10). Note that, as far as δ <
δcritII , the measured κW coincides with the marginal κ
m
W (and here: κW,L1 =
κW,L2 = κmW ). On the other hand, for δ > δ
crit
II , the measured values of
κW coincide with κW,L1 (calculated using Eq. (8.10)). This means that the
TTI corresponds4 to the orbit: NW , L
+
T → NT , L−W1, which is a 0 PF; i.e.
a discrete set (recall the counting arguments of Eq. (8.9)). This is in full
agreement with the behaviour of the TTIs in numerical simulations of the
4Note that the counting arguments of Eq. (8.9) predict the existence of two different
types of heteroclinic orbits: a 0 PF and a 1 PF. We conjecture that the interfaces in the
coupled amplitude equations correspond always the the orbit with smaller multiplicity.
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amplitude equations.
Consequently, for δ < δcritII the interface velocity is given by the leading
edge approach; whereas for δ > δcritII the counting arguments predict a dis-
crete set. Note that it is not obvious that the leading edge approach will work
for δ < δcritII (in region II); there the interfaces join two patterns with nonzero
amplitude! Also note that the value of δcritII corresponds to the point where
the κW,L1 determined by the discrete family becomes equal to κmW . But since
the value of κW,L1 can not be calculated analytically, the δcritII , signalling the
transition between the LP and NP regimes, can only be obtained numeri-
cally. The value of δcritII will typically depend on the values of the coefficients
of the coupled amplitude equations.
Note that in the LP regime the counting arguments are inconclusive since
one of the eigenvalues around the fixed points is zero and consequently is not
hyperbolic5.
The discussion of the interface behaviour in region IV is equivalent to
the previous discussion for region II. In Fig.8.3(b) the values of vint and v
m
T
are plotted (see also Fig. 8.1(b)). They coincide if δ > δcritIV . Note that the
range of validity of the LP regime is very big (i.e. δcritIV is near the border
between regions III and IV). For δ < δcritIV the TTI corresponds to the NP
regime.
Note that the values of δcritII and δ
crit
IV depend on the control parameter a.
But, as we saw in Section 7.4, they are part of a straight line in the control
parameter space passing through the codimension-2 point.
- Region III (bistability)
The NP regime extends to region III. Here only one orbit is possible and
the counting arguments give:
NW (+,−), L+T,2(+,−)→ NT (+,−), L−W,1(+,−) ⇒ 0 PF. (8.12)
The velocity vint of this discrete
6 orbit can only be calculated numerically.
Nevertheless, some generic information about this velocity can extracted just
analysing the velocities in regions III and IV. Indeed; vint should be positive
in the border between regions II and III and negative between regions III
and IV. Consequently, vint should be zero somewhere in region III. Therefore,
the velocity of the TTI reverses. In Fig. 8.1(b) the value of this velocity is
plotted for a constant value of the parameter a.
5In Appendix F we explain in detail why the fixed points should be hyperbolic for the
counting arguments to be valid.
6Note that, although a discrete set theoretically allows for more than one velocity value,
in practice a unique velocity is typically found!
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Figure 8.5: Schematic summary of the results for Turing-Turing interfaces with
constant phase in both sides. The different regions I to V are indicated in the
control parameter space η′W vs. ηT . In the outer semicircle indicates the range
of validity of the LP and NP regimes. In the inner one we indicate the kind
of parameter family corresponding to the interface. In the NP regime this is a
discrete set. This is symbolised by 0 PF. In the LP regime a unique velocity is
selected (this is indicated with UVS). Consequently, for any value of the control
parameters, only one interface is typically realized in numerical simulations of the
coupled amplitude equations.
- Summary of results for Turing-Turing interfaces with constant
phase in both sides
Let us now summarise the results for interfaces separating two Turing pat-
terns with constant phase.
The dynamics of the interfaces is given by either the LP or NP regime.
The change between these regimes occurs in two straight lines in the control
parameter space (see sketch in Fig. 8.5). This lines are located in regions II
and IV respectively. Their exact location depends on the coefficients of the
amplitude equations and can only be calculated numerically.
The NP regime is found in a central region of the control parameter space
(in region III and part of regions II and IV). In this regime the counting
arguments predict a discrete family of heteroclinic orbits (i.e. 0 PF). The
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velocity of this interface should reverse signs in region III and can only be
calculated numerically.
In the rest of the control parameter space the interfaces correspond to
the LP regime. This regime predicts a unique velocity selected (UVS ). The
selected velocity can be calculated analytically.
Finally, let us mention that the interface solution described previously
will play an important roˆle in the more general cases to be described in the
following subsections.
8.3.1.B Wavenumber selection: Constant phase only in one side
Let us consider now interfaces separating two Turing patterns where only
one of them has constant phase. Physically this case will arise whenever the
critical wavenumbers of the Turing patterns are equal zero for one pattern
and nonzero for the other. In the following we will assume that kcW 6= 0 and
kcT = 0 (the opposite case: k
c
W = 0 and k
c
T 6= 0, will give equivalent results).
The constant phase assumption implies that:
qT (ξ) ≡ 0,
and that there are two free parameters: vint and ωW (or, equivalently, vint
and the wavenumber qW,N in the left side). Note that qW,N is related to the
wavenumber picW imposed initially (on the left side) in numerical simulations
of interfaces in the PDEs of Eqs. (7.1,7.2) and to the selected pselW . For more
details see Section 7.3.4.C.
- Remark: Interface solutions with constant phase
The corresponding ODEs are the five Eqs. (7.5,7.6,7.7,7.8,7.9) (with co-
efficients as given in Eq. (8.1)). Note that the heteroclinic orbit found in
Section 8.3.1.A should still be present in these ODEs. Indeed, the phase
space of the ODEs studied in the previous subsection are a restricted portion
of the present phase space. In the following we will see that this interface
solution exists always and plays an important roˆle.
- Interface velocity: numerical simulations of the amplitude equa-
tions
In order to get insight into the dynamics of interfaces, let us first examine
some numerical simulations of the amplitude equations. In Figs. 8.6 and 8.7
we plot the interface velocity vint measured in numerical simulations of the
PDEs (7.1,7.2) (with coefficients as in Eq. (8.1) for three different values of
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Figure 8.6: Interface velocity vint measured in simulations of Eqs. (7.1,7.2) (with
coefficients as in Eq. (8.1)) for three different values of the initial wavenumber picW
(circles of picW = 0, squares for p
ic
W = 0.10 and rhombs for p
ic
W = 0.10) and p
ic
T = 0.
The theoretical velocities vmT and v
m
W are also plotted (note that v
m
T depends on
picW ). In Fig. 8.7 a magnification of this figure, showing region III, is given. The
LP and NP regimes are indicated in the upper part of this figure. Note that for big
δ the boundary between these regimes depends on picW . For positive velocities only
one interface exists. On the contrary, for negative velocities, there is a continuous
family of interfaces parametrised by picW .
initial wavenumber picW (and p
ic
T ≡ 0). As expected, for picW ≡ 0 the interface
dynamics is equivalent to the case analysed in the previous subsection. For
picW 6= 0 there are two different scenarios, depending if vint is positive or
negative. For vint > 0 a particular wavenumber is selected: pselW ≡ 0. On the
other hand for vint < 0 a family of interfaces exist (except in region V), this
family is parametrised by picW . We will now perform a theoretical analysis in
order to understand these features.
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Figure 8.7: Magnification of Fig. 8.6 showing the behaviour of the TTIs in region
III (see caption of Fig. 8.6 for details). From Eq. (8.13) we know that as far as
vint > 0 there exist a unique interface (i.e. 0 PF); for vint < 0 the interface is a con-
tinuous family (i.e. 1 PF). This family is parametrised by qW,N (or, equivalently,
by picW ).
- Interface velocity: theoretical predictions
The counting arguments for this case are very similar to what we did in the
previous subsection. Consequently, here we will only mention the differences
and state directly the most important results.
First note that since: a2W,N = η
′
W − q2W,N , then: ηeffT = ηT − hTWη′W +
hTW q2W,N (compare with Eq. (8.2)). Consequently, the sign of η
eff
T does not
necessarily change at the border between regions III and IV (this depends
on the parameter qW,N). On the other hand η
eff
T is still given by Eq. (8.5).
In region I, as discussed in Section 8.3.1.A, the interfaces consist of a
front of |AW | 6= 0 invading a unstable and equal to zero state. This invading
state can have a nonzero wavenumber qW,N . We saw in Section 6.4.5 that
the dynamics of such fronts agree with the LP regime. This regime predicts
that the selected velocity will be vmW , given in Eq. (8.7), and that the front
selects a wavenumber equal to zero (cf. Eq. (6.26)). The LP regime extends
to part of region II as well.
To calculate the manifold structure around SW and SW we need the
structure of the nonlinear fixed points: NT and NW , and of the linear ones:
L+T and L
−
W . For NT and L
+
T , they are given in Eq. (6.11). The fixed points
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NW and L
−
W have each three eigenvalues. Their manifold structures are given
in Eq. (6.23).
In region II the counting arguments and the selection mechanism of the
interfaces are equivalent to the discussion of the previous Section 8.3.1.A.
The change between the LP and NP regime occurs for the same value of
δcritII .
In the central part of region III, where η ′W > 0, η
′eff
W < 0, ηT > 0
and ηeffT < 0, there is only one type of interface and it has the following
multiplicity depending on the sign of the velocity:{
if vint > 0: N
−
W (+,−,−), L+T,2(+,−)→NT (+,−), L−W,1(+,+,−)⇒ 0 PF
if vint < 0: N
+
W (+,+,−), L+T,2(+,−)→NT (+,−), L−W,1(+,+,−)⇒ 1 PF
(8.13)
Compare this with Eq. (8.12) in Section 8.3.1.A.
Consequently, in region III, as far as vint is positive, there is only one
interface. On the other hand, if vint < 0, then there is a family of interfaces
(see Fig. 8.7). Note that, as far as vint > 0, the interface solution is the same
than the one obtained in the previous subsection.
In the rest of region III and in region IV the counting arguments predict
that both, a 1 PF and a 2 PF, may exist. As before, here only the hetero-
clinic orbit with lower multiplicity (i.e. the 1 PF) is observed in numerical
simulations of the amplitude equations. Important to remark is that the
transition between the NP and LP regimes does not necessarily happen for
the δcritIV found in the previous subsection. Indeed; this will happen only for
qW,N ≡ 0. If qW,N 6= 0 this transition occurs at a value of δ smaller than δcritIV
(see Fig. 8.6). In the LP regime the dynamics of the interfaces is exactly
the same than in the case analysed in Section 8.3.1.A. But, since ηeffT is a
function of qW,N , the marginal velocity vmT given in Eq. (8.4) depends on
this wavenumber (i.e. vmT ≡ vmT (qW,N )). Consequently, depending on qW,N ,
different interface velocities are selected (in the following we will symbolise
this multiple velocities selection mechanism with MVS). In Fig. 8.6 we plot
the value of this marginal velocities.
- Summary of results for Turing-Turing interfaces with constant
phase on the right side
We can now summarise the results for interfaces separating two Turing pat-
terns, where one of them (on the right side of the interface in our convention)
has constant phase. In Fig. 8.8 these results are schematised. Note that this
figure is very similar to Fig. 8.5, but there is a sector of the control pa-
rameter space, corresponding to negative velocities, where a one parameter
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Figure 8.8: Schematic summary of the results for Turing-Turing interfaces with
constant phase on the right side. The outer semicircle indicates the range of validity
of the LP and NP regimes. The inner semicircle displays the multiplicity of the
interfaces. By 1 PF or 0 PF in the NP regime we denote that the interfaces are
a one parameter family or a discrete set respectively. In the LP regime only one
or multiple interfaces are selected (symbolised by UVS and MVS respectively).
In this last case the interfaces are parametrised by picW . Compare this scheme
with Fig. 8.5. The only difference is that now there is a range of the the control
parameters for which the interface appears as a one parameter family.
family of fronts is possible. This family is parametrised by the wavenumber
picW imposed initially. In Fig. 8.9 we indicate the behaviour of the TTIs as a
function of the initial wavenumber picW . Finally let us stress the fact that the
Turing domain on the left side will select a particular wavenumber (equal to
zero) if it is invading the other domain. Conversely, if this Turing domain is
being invaded by the other pattern, a hole family of wavenumbers are possi-
ble. As we will see later, this behaviour carries over to other cases where a
Turing domain is involved.
Finally let us remark that the case where the pattern in the left side of
the interface has constant phase (i.e. with: qW (ξ) = 0 and qT (ξ) 6= 0) gives
equivalent results.
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Figure 8.9: In this figure we indicate the behaviour of TTIs for different initial
values of picW , as a function of δ and for a constant a (a = 4.8 in this case). In
the gray area there exist an interface for any initial value of picW (i.e. there is a 1
PF of interfaces). Conversely, in the white area only interfaces with wavenumber
qW,N = 0 exist (i.e. a discrete set). Consequently, if a p
ic
W 6= 0 is imposed
initially, then, after a transient time, an interface with qselW = 0 will be selected.
This is suggested by the arrows pointing to qW,N = 0. The change between these
two behaviours is produced when the interface velocity changes signs (cf. Fig.
8.7). Therefore, if a Turing pattern is invading, then the interface will select
a zero wavenumber for this Turing pattern. Conversely; if the Turing pattern
is being invaded, then any wavenumber is possible. This last wavenumber being
determined only by the initial conditions. The dot-dashed lines shows the maximal
and minimal wavenumber that do not have sideband (Eckhaus) instability.
8.3.1.C General Turing-Turing case
Let us now address the general case of interfaces separating two, distinct,
Turing domains. The corresponding ODEs are the six Eqs. (7.5,7.6,7.7,7.8,
7.9,7.10) (with coefficients as given in Eq. (8.1)). The phase space of the four
and five ODEs analysed in Sections 8.3.1.A and 8.3.1.B respectively, are con-
tained in the phase space of these six ODEs. Consequently, the heteroclinic
solutions found there also exist here.
The counting arguments of this case are similar, although more involved,
than the analysis done in Sections 8.3.1.A and 8.3.1.B. In the following we will
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Figure 8.10: Schematic summary of the results for Turing-Turing interfaces. As
in Figs. 8.5 and 8.8, the outer semicircle displays the range of validity of the
LP and NP regimes. The inner semicircle shows the selection mechanism valid.
With 1 PF we indicate that a one parameter family of interfaces is predicted by
the counting arguments. In the LP regime either a unique interface is selected
(UVS) or many interfaces are possible (MVS). Which one is selected will depend
on, either |qW,N |, or |qT,N |. Compare this scheme with Figs. 8.5 and 8.8.
only mention the most important facts and results arising from the counting
arguments.
The effective ηeffT and η
′eff
W are functions of qW,N and qT,N respectively.
The most important fact is that in a central region of the control parameter
space, where ηeffT < 0 and η
′eff
W < 0, these counting arguments predict a 1 PF
of heteroclinic orbits. In Fig. 8.10 we summarise the results of the counting
arguments.
The TTI solution with qW,N = qT,N = 0 found in section 8.3.1.A is also
present here. The prediction of a 1 PF of heteroclinic orbits in a central
region means that this solution is now a member of a family of interfaces.
In section 8.3.1.B we saw that for vint < 0 there is a 1 PF of TTIs with
qT,N ≡ 0 and parametrised with qW,N . For vint > 0 also a 1 PF of interfaces
exists and they have qW,N ≡ 0 and are parametrised by qT,N . These two
types of solutions combined give the 1 PF of TTIs predicted by the counting
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Figure 8.11: In this figure we schematise the behaviour of the interface with re-
spect to picW and p
ic
T , as a function of δ and for constant a in the Turing-Turing
codimension-2 instability case. The vertical plane (i.e. picT ≡ 0) is equivalent to
the scheme presented in Fig. 8.9. The gray surfaces indicate the combinations of
picW and p
ic
T for which an interface exists. TTIs with parameters out from these
surfaces are not stable. After a transient time, they will select either wavenumbers
qW,N = 0 and qT,N = p
ic
T for vint > 0 (for small δ) or qT,N = 0 and qW,N = p
ic
W for
vint < 0 (for big δ). These behaviour is indicated with thick arrows.
arguments for positive and negative values of vint. In Fig. 8.11 we schematise
the behaviour of the 1 PF interfaces respect to their parameters.
- Summary of results for Turing-Turing interfaces
Let us finally summarise the most important result for TTIs. The invad-
ing Turing pattern will select a particular wavenumber. This wavenumber
is equal to zero. In the invaded Turing domain can have any wavenumber.
This wavenumber is typically the one imposed by the initial conditions. The
velocity of the interface is a function of the wavenumber of the invaded do-
main.
8.3.2 Turing-Turing interfaces with vg 6= 0
In the previous Section 8.3.1, we studied the dynamics of TTIs. The natural
next step is to study interfaces separating Hopf and Turing domains. Here,
however, we will briefly study the effect of the group velocity on the TTIs.
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Physically this case is not relevant; nevertheless it will help us to understand
some features of the dynamics of wave-Turing interfaces to be investigated
in Section 8.4.
We will study interfaces in Eqs. (7.1,7.2) and their corresponding orbits
in Eqs. (7.5-7.10) if we consider:
c1 = c2 = c4 = 0. (8.14)
Moreover, to make the analysis simpler, we will consider that the amplitudes
in both sides are constant (as in Section 8.3.1.A).
Since vg 6= 0, there are two types of interfaces: INI and OUI (see Table
7.1). Here, however, we prefer not to use this names which we will reserve
for the wave-Turing interfaces. Consequently, we will differentiate them by
the sign of s (cf. Eq. (7.1,7.2)). In Table 7.1 the connection between the
sign of s and INI or OUI is given.
The interface dynamics in general, and the counting arguments in partic-
ular, is very similar to the case discussed in Section 8.3.1.A. Therefore, here
we will discuss only the differences.
The fact that veffint 6= vint (cf. Eq. (7.18)) should be taken into account for
the analysis of the manifold structure of the single fixed points L−W and NW .
This effective velocity does change the marginal velocity vmW of Eq. (8.7) but
does not influence vmT (cf. Eq. (8.4)). Indeed; the new marginal velocity in
regions I and II is given by:
vmW (s) = 2
√
η′effW + svg, (8.15)
and consequently depends on the sign of s. In Fig. 8.12 we show the value
of these new marginal velocities and velocity vint of the interfaces measured
in numerical simulations of the corresponding coupled amplitude equations.
We show also in this figure the velocity corresponding to a standard Turing-
Turing interfaces (i.e. vg = 0 or, equivalently, s = 0) discussed in Section
8.3.1.A (i.e. TTIs with constant phase on both sides of the interface).
In Fig. 8.12 we can see that, as in the case discussed in Section 8.3.1.A, in
a central region of the control parameter space the NP regime applies. Here
the counting arguments predict a 0 PF of orbits. In the rest of the parameter
space the dynamics of the interface is described by the LP regime. The
transitions between the LP and NP regimes are influenced by the value of
vg. Moreover, these transitions do not occur any more in a straight line in the
parameter space as we saw in Section 8.3.1 (for more details see discussion
in Section 7.4).
Note also the radical influence of the group velocity in their propagation
velocity for small δ. Indeed, the interfaces with s = 1 do not change the
8.3 Preliminary cases 151
0.8 1 1.2 1.4δ
−4
−2
0
2
vint
I II III IV V
s=0
vT
m
(s=1)
(s=0)
(s=−1) s=−1
s=1
vW
m
vW
m
vW
m
s=1
s=0
s=−1LP NP LP
Figure 8.12: Plot of the velocity vint of interfaces in Eqs. (7.1,7.2) with coefficients
as in Eq. (8.14) and vg 6= 0 (the values of the other coefficients are as in Table 4.2)
for a constant value of a (in this case a = 4.8). The squares and rhombs correspond
to the velocity of interfaces with s = −1 and s = 1 respectively. The velocity vint
of TTIs (i.e. vg = 0 or s = 0; cf. Fig. 8.1(b)) is also shown (with circles). The
theoretical marginal velocities vmW (s) (cf. Eq. (8.15)) and v
m
T are indicated with
dot-dashed and dashed lines. Note that the transition between the LP and NP
regimes depends on s (this is shown in the upper part of the figure). Note that
the velocity of the interfaces is independent of the group velocity vg for big δ (in
the LP regime) and that the interfaces with s = 1 always propagate in the same
direction (for the constant value of a used here; see text for more details).
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direction of propagation. This is: one of the domains does always 7 invade
the other.
8.3.3 Hopf-Turing interfaces
Let us now study the dynamics of Hopf-Turing interfaces (HTI in the follow-
ing). In this case:
vg = 0.
- Turing amplitude with constant phase
As a first approach, let us consider that the Turing amplitude has constant
phase: qT (ξ) = 0. Note, on the other hand, that we should alow qW (ξ) 6= 0.
The corresponding ODEs to study are the five Eqs. (7.5-7.9). The count-
ing arguments in this case are similar to the analysis done for the TTI with
constant phase in one side in Section 8.3.1.B. Consequently, we will here only
discuss the main differences between these two cases.
In region I the dynamics of the interface (front in this case) is given, as we
mentioned in Section 6.4.5, by the marginal stability criterion. The marginal
velocity is (cf. Eq. (6.27)):
v∗W = 2
√
η′effW (1 + c
2
1), (8.16)
compare this formula with Eq. (8.7). In Fig. 8.13 we plot this marginal
velocity and the interface velocity vint measured in numerical simulations
of the coupled amplitude simulations. Note that the LP regime, as in the
previous cases, extends into part of region II. An important feature to remark
is that the interface selected in the LP regime (in regions I and II) has
nonzero wavenumber given by (cf. Section 6.4.5):
q∗W,N =
√
η′effW
(√1 + c21 −√1 + c23
c1 + c3
)
. (8.17)
In Fig. 8.14 we plot the value of q∗W,N(η
′eff
W ) and the measured wavenumber
pselW in numerical simulations of the amplitude equations. Note that in both
regimes, LP and NP, the selected wavenumber is always different from zero.
7Note that this is true only near the codimension-2 point. Indeed, for this to be valid:
vmW (s = 1) < 0. But, as we can see in Eq. (8.15), if we increase η
′
W it is always possible
to make vmW (s = 1) positive.
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Figure 8.13: Velocity vint of the Hopf-Turing interfaces measured in numerical
simulations of Eqs. (7.1,7.2) with vg = 0 (the values of the other coefficients are as
in Table 4.2) for a constant value of a (here: a = 4.8). Three different values of the
initial wavenumber picW have been used. Note that for big δ this initial wavenumber
stays, whereas for smaller δ a unique wavenumber pselW is selected (in Figs. 8.14
we plot the value of pselW ). The place where the behaviour of the interfaces changes
depend on picW . In Fig. 8.17 we show a magnification of the region where this
happen (see also Fig. 8.15). The values of the marginal velocities v∗W (cf. Eq.
(8.16)) and vmT (cf. Eq. (8.4)) are also shown. The range of validity of the LP
and NP regimes is shown in the upper part for each value of picW .
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Figure 8.14: Plot of pselW as a function of δ and for a fixed value of a (a = 4.8).
Also shown is the wavenumber q∗W,N predicted by the marginal stability criterion
(cf. Eq. (8.17)). The LP and NP regimes are indicated in the upper part of
the figure. An important point to remark is that the selected wavenumber pselW
becomes Eckhaus unstable for big vales of δ. In Fig. 8.16 we show an example of
the dynamics of the interface in this regime.
An interesting feature is that the absolute value of the selected wavenum-
ber pselW increases
8 with δ in the NP regime. Simultaneously, the band of
wavenumbers stable against sideband instabilities shrinks (see Fig. 8.14).
Consequently, for δ big enough, the selected wavenumber is unstable (see
Figs. 8.14 and 8.15). In this case the interface will generate phase slips
which will destabilise the interface itself. In Fig. 8.16 we present an example
of this phenomena. Note that the defects are generated periodically and that
the movement of the interface is unsteady.
Another interesting difference with the behaviour of TTIs is that the
transition between a discrete and a continuous family of interfaces is more
involved. Indeed, if we compare the manifold structure of the nonlinear
fixed points in the single RGLE and single CGLE in Eqs. (6.23) and (6.24)
respectively, then we can see that the CGLE case has more freedom. Indeed,
for a given value of vint, the RGLE has only one nonlinear fixed point, whereas
the CGLE has two. In a central region of the control parameter space, where
8This will strongly depend on the values of the coefficients of the amplitude equations
and consequently is not generic.
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Figure 8.15: Behaviour of the HTIs as a function of picW and the control parameter
δ when a is kept constant (a = 4.8). Compare with Fig. 8.9 for TTIs. Note that
the selected wavenumber pselW is always different from zero (see also Fig. 8.14) and
that the boundary between the unique interface solution and the family of solutions
is a function of picW . Consequently for the same value of δ (where δ ≈ 1 in this
case) both types of interfaces may be accessed! In the upper part of the figure the
region where this happens is indicated. In Fig. 8.17 we show this boundary for
three different values of picW .
η′W > 0, η
′eff
W < 0, ηT > 0 and η
eff
T < 0, and if the velocity vint there is small
enough then each fixed point contributes to a family of interfaces (see Fig.
8.15). The counting arguments tell us that one of the families is 0 PF and
the other is 1 PF. In Fig. 8.17 we plot the velocity vint in this region for three
different values of picW . Note that there is bistability between the interface
solution that selects a particular wavenumber and the family of interfaces
parametrised by picW . In Fig. 8.15 we indicate the behaviour of the HTIs for
different initial values of picW . Here we can again see the bistability between
the two possible types of HTIs.
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Figure 8.16: In (a), (b) and (c) we display space-time plots showing the values of
|A˜W |, Re(A˜W ) and, respectively, |A˜T | near a HTI in numerical simulations of the
amplitude equations with a = 4.80 and δ = 1.02. Black and white correspond to
high and, respectively, low values of the fields plotted (the homogeneous gray in (b)
corresponds toRe(A˜W ) = 0). In this case the HTI selects a wavenumber p
sel
W which
is Eckhaus unstable (cf. Eq. (5.10) and see Fig. 8.15). Note that the interface
does move unsteadily. This happens because spatio-temporal defects (i.e. palaces
where |A˜W | = 0) are periodically generated. These defects turn the interface
unstable. In Fig. 8.14 we can see that pselW ' −0.09 is Eckhaus unstable. In (d) we
plot the wavenumber pselW selected by the HTI as a function of a and for a constant
value of δ (here δ = 1). Also plotted is the maximal wavenumber qEHW allowed by
the Eckhaus instability (dot-dashed line). Note that the selected wavenumber is
always bigger than this maximal value. Even very near the codimension-2 point!
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Figure 8.17: Interface velocity vint in the Hopf-Turing case (for details see the
caption of Fig. 8.13). Three different picW are used. Note that for small δ a par-
ticular velocity is selected for the HTIs. This interface has a nonzero wavenumber
pselW in the Hopf side. In Fig. 8.14 we plot the value of this wavenumber. On the
other hand, for big δ, a family of HTIs exists. The transition between these two
behaviours depends on picW . In Fig. 8.15 we show the values of δ and p
ic
W of this
transition.
- Summary of results for HTI where the Turing has constant phase
Let us now summarise the results for HTIs with constant phase in the Turing
domain.
In Fig. 8.18 we schematise the behaviour of the HTIs. In regions I, II and
part of III, typically when the Hopf pattern invades the Turing pattern, the
HTIs select a wavenumber on the Hopf side. This wavenumber is different
from zero. Consequently, sideband instabilities of the Hopf domain may
happen. In regions V, IV and part of III, typically when the Turing pattern
invades the Hopf, there exist a one parameter family of interfaces. The
transition between these two different families of interfaces is complicated
and may exhibit bistability.
- General case
Let us now briefly discuss the general case of HTIs where qT (ξ) 6= 0.
Equivalently to the discussion of TTI interfaces, the interface solution
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Figure 8.18: Schematic summary of the results for Hopf-Turing interfaces with
constant phase on the Turing domain. The outer semicircle displays the range
of validity of the LP and NP regimes. Compare this scheme with Fig. 8.5 for
the TTIs. The selection mechanism in the LP regime is equivalent to the TTI
case. The inner semicircle displays the multiplicity of the interfaces. By 1 PF or
0 PF we denote that the interfaces are a one parameter family or a discrete set
respectively. The main difference with Fig. 8.5 is that now there exist a region of
the control parameter space where two families of interfaces exist simultaneously
(see Figs. 8.15 and 8.17).
found in the previous paragraphs still exists if we allow qT (ξ) 6= 0. In general
a interface solution with qT,N 6= 0 will exist if the velocity vint > 0. Namely;
if the Hopf pattern invades the Turing pattern. Otherwise: qT,N = 0, and
consequently pselT = 0.
8.3.4 Summary of this section
Since Section 8.3 is long and involved, we will give here a short summary of
the main results for the Turing-Turing, Hopf-Turing and Turing-Turing with
vg 6= 0 interfaces.
The dynamics of interfaces can be divided in two different regimes: LP
and NP.
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- Linear Propagation Regime
In the LP regime the interface dynamics is governed by the the dynamics of
the leading edge of the invading pattern. The marginal stability criterion (see
Section 6.4.4) allows us to calculate analytically the values of the selected
velocity and wavenumbers. These selected values are typically such that the
counting arguments are not applicable (since they correspond to singular
cases). The wavenumber selected for the invading pattern depends on the
type of pattern (i.e. either Turing or Hopf). If the Turing pattern is invading,
then the interface selects a wavenumber equal zero for it. On the other hand,
if the invading domain of the Hopf type, then the interface selects a nonzero
wavenumber for it.
The LP regime is if found in areas of the control parameter space where
either η′W or ηT is small. These areas are illustrated in Figs. 8.10 and 8.18 for
the Turing-Turing and Hopf-Turing interfaces respectively. In part of these
areas one of the patterns has zero amplitude. There, the interfaces consist
of fronts of a stable state invading an unstable one. We saw in Section 6.4.4
that the dynamics of these fronts is governed by the leading edge. However,
the LP regime nontrivially applies to other areas of the parameter space
where both patterns have nonzero amplitudes.
- Nonlinear Propagation Regime
In the NP regime the dynamics of the interface depends on the nonlinear
properties of the coupled amplitude equations. The multiplicity of the inter-
faces is in agreement with the predictions of the counting arguments.
The NP regime appears in a central region of the control parameter space,
typically including the bistability region (see Figs. 8.10 and 8.18 for the
Turing-Turing and Hopf-Turing interfaces respectively). Near the transition
between the LP and NP regimes the dynamics of the interfaces is the same
in both regimes.
The Turing-Turing interfaces appear always as a one parameter family
(see Fig. 8.10). This family is parametrised by the wavenumber of the
invaded Turing domain. The wavenumber of the invading Turing is unique
and equal to zero.
The case of the Hopf-Turing interfaces is more complex. If the Turing
domain invades the Hopf, then the wavenumber of Turing is unique and equal
to zero. The selection mechanism of the wavenumber in the Hopf domain
is complex. Indeed, in a central region of the parameter space (see Figs.
8.18 and 8.15 ), depending on the initial conditions, this wavenumber can be
selected or not.
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- Effect of the group velocity
Let us now describe the effect of a group velocity term in the Turing-Turing
interfaces.
The counting arguments for this case are almost equivalent to the case
without group velocity. On the other hand, the group velocity vg has a big
effect on the interface velocity. If vg = 0 then typically the interfaces reverse
their propagation direction inside the central region of the control parameter
space (see Fig. 8.1(b) for the Turing-Turing case). In Fig. 8.12 we show the
interface velocity if vg 6= 0. We can see that for big values of δ the interface
velocity is independent of vg. On the other hand, for small values of δ the
interface velocity differs greatly on the sign of vg. Near the codimension-2
point one of the interfaces never reverses its propagation direction!
In the next section we will see that the wave-Turing interfaces share many
of the properties appearing in Hopf-Turing and Turing-Turing with vg 6= 0
interfaces.
8.4 Wave-Turing interfaces
Let us finally address the study of the dynamics of INI and OUI near a
codimension-2 wave-Turing instability.
Since vg 6= 0, as we saw in Section 7.4, the dynamics of the wave-Turing
interfaces in the control parameter space η ′W vs. ηT can not be deduced
from a single “cut” as done in the previous section for the TTIs and HTIs.
Consequently the study will be done in two steps. In the first step, in Section
8.4.1, we will study the dynamics of the interfaces for a constant value of
control parameter a. In the second step, in Section 8.4.2, we will analyse the
change of the shape and other properties of the interfaces with the distance
to the codimension-2 bifurcation.
Finally, in Section 8.4.3 we will perform a quantitative comparison be-
tween the dynamics of INI and OUI in the coupled amplitude equations and
in the RDNC model.
8.4.1 Interface dynamics
This case is a combination of the the HTIs discussed in section 8.3.3 and the
TTIs with vg 6= 0 discussed in section 8.3.2. Let us discuss the case where
the Turing domain has constant phase.
As in the previous section, the dynamics of the interfaces can be divided
in two different regimes: linear and nonlinear propagation.
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- Linear Propagation Regime
This regime is valid in regions I, V and part of regions II and IV. The
marginal velocity in regions I and II is given by:
v∗W (s) = 2
√
η′effW (1 + c
2
1) + svg. (8.18)
Note that this velocity is the marginal velocity v∗W of HTIs (cf. Eq. (8.16))
shifted by ±vg. These interfaces select a nonzero wavenumber for the wave
domain. This wavenumber is the same for OUI and INI, and is given by Eq.
(8.17). On the other hand, in regions IV and V the marginal velocity is
given by the value vmT define in Eq. (8.4) and is not affected by vg.
In Fig. 8.19 we plot the marginal velocities v∗W (s) and v
m
T and the inter-
face velocities vint of INI and OUI measured in simulations of the coupled
amplitude equations with initial wavenumber picW = 0. Note that the range
of applicability of the LP regime is bigger for OUIs than for INIs.
- Nonlinear Propagation Regime
The counting arguments for this case are equivalent to the arguments for
Hopf-Turing interfaces. The only modification is to take into account veffint 6=
vint (cf. Eq. (7.18)). This implies that the transition between a 0 and 1
PF described in Section 8.3.3 (see also summary in Section 8.3.4) happens
for OUIs and INIs in different places of the control parameter space. We
recall that this transition was induced by a change in the manifold structure
of the nonlinear fixed point NW (cf. Eq. (6.24)). The manifold structure
of this fixed point determined by veffint and consequently depends on the the
sign of s (cf. Eq (7.18)). In Fig. 8.20 we show the velocities vint of INI and
OUI in region III (with picW = 0). In Fig. 8.21 we display the behaviour
of the OUI and INI as a function of the initial wavenumber picW in the wave
domain. Note that the location of the transition between the discrete and
continuous parameter families is different for OUIs and INIs. This happens
because this transition occurs for small values of vint − svg (cf. Fig. 8.20).
Near this transition both, a discrete and a continuous parameter family of
interfaces, are possible. Consequently, depending on the value of picW there
is two “basins of attraction” (cf. Fig. 8.21). The same type of “bistability”
between families of interfaces was found in the Hopf-Turing case (cf. Section
8.3.3).
Finally let us mention that the selected wavenumber pselW of the wave do-
main can be Eckhaus unstable. In Fig 8.22 we plot these wavenumbers for INI
and OUI (we also plot additionally the wavenumber selected by HTIs). The
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Figure 8.19: Interface velocity vint of wave-Turing interfaces measured in numerical
simulations of amplitude equations. Compare this figure with Figs. 8.12 and 8.13.
The triangles show the values of vint OUI and INI obtained doing simulations of
Eqs. (7.1,7.2) with coefficients as in Table 4.2 and a = 4.80. Here we plot only
simulations with initial wavenumber picW = 0. Additionally we show (with circles
and squares) the values of vint for Hopf-Turing interfaces (for more details see Figs.
8.13 and 8.17). The range of validity of the LP and NP regimes are indicated in
the upper part of the figure for each type of interface. In Fig. 8.20 a magnification
of the interface behaviour in region III is shown. The thick full and dot-dashed
lines show the values of the marginal velocities vmT and v
∗
W (s) respectively.
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Figure 8.20: Magnification of the interface velocity vint shown in Fig. 8.19. Here
we show the interface dynamics near the central area of the control parameter
space (for details see caption of Fig. 8.19). We plot here only interfaces with
initial wavenumber picW = 0. Note that the transition between a unique interface
(for small δ) and a one parameter family (parametrised by picW ) happens is shifted
with vg . In Fig. 8.21 the location of this transition is shown for different values
of picW . In Fig. 8.22 we plot the value of the wavenumber p
sel
W selected (for small
delta) in by the discrete family of interfaces. The long-dashed lines show the values
of ±vg.
dynamics of the interfaces with Eckhaus unstable wavenumbers is equivalent
to the description given in Section 8.3.3 for the Hopf-Turing interfaces.
8.4.2 Scaling properties
In this subsection we will study the shape and size of wave-Turing inter-
faces near the codimension-2 instability in the coupled amplitude equations
(7.1,7.2). To study these scaling properties we will again make use the leading
edge approach and the marginal stability criterion.
In Fig. 8.23 we show some examples of OUIs and INIs near the codimen-
sion-2 point. The amplitudes |A˜W | and |A˜T | are plotted for different values
of the control parameter a. This parameter approaches the codimension-2
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Figure 8.21: In (a) and (b) we display the behaviour of the OUI and INI respec-
tively, for different values of picW and for a = 4.8. Compare with Figs. 8.9 and
8.15 for TTIs and HTIs respectively. Note that both kinds of interfaces have the
same characteristics; namely a discrete (continuous) family of interfaces for small
(big) δ. The most important difference between (a) and (b) is that the transition
between the two families is is shifted, such that for the OUI it happens for lower
values of δ than for the INI.
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Figure 8.22: Plot of the wavenumbers pselW selected by the OUI (squares) and INI
(rhombs) for a = 4.80. Additionally, we show (with small circles) the pselW selected
by the HTI (for details see Fig. 8.14). We also plot the wavenumber q∗W,N predicted
in the LP regime (for details see the caption of Fig. 8.14). Note that the selected
wavenumbers become Eckhaus unstable for big δ.
point and δ is kept constant (δ = 1). The asymptotical values reached by the
amplitudes decrease as the codimension-2 point is approached. The shape of
the OUI does not change significantly. On the other hand, the INIs display
a wide region where both amplitudes |A˜W | and |A˜T | are almost zero.
8.4.2.A Scaling of Inward Interfaces
Let us now discuss in detail the scaling properties of the INIs. The region of
where both amplitudes are small will be called the core. In Fig. 8.23 we can
see that this core gets bigger as we approach the codimension-2 point.
The existence of the core allows us to define a width for the INI near
the codimension-2 point. Between many possibilities, we choose here to
define this width as the spatial distance between the amplitudes |A˜W | and
|A˜T |, when both are half of the value approached asymptotically by |A˜W |
as x → −∞. In Figure 8.23(b) this definition of the width is illustrated for
some examples of the INI.
In Figure 8.24 the width of the core of INIs is plotted against the control
parameter a for a constant value of δ (here δ = 1). The width becomes very
large near the codimension-2 point. Moreover, the width diverges for a value
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Figure 8.23: Plots of the amplitudes |AW | (full line) and |AT | (dashed line) for
different values of the control parameter a near a OUI in (a) and a INI in (b)
obtained from numerical simulations of the amplitude equations (7.1,7.2) with
coefficients as in Table 4.2. The values of the control parameter a are indicated
in the figure and δ = 1. Only a small region around the interfaces is shown in
each case. Note that the width of the INI, shown in (b) with short-dashed lines,
diverges as the instability threshold is approached (recall that acWT = 4.657). In
Fig. 8.24 we plot the width of the INIs as a function of the control parameter a.
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Figure 8.24: Width of the INI (cf. Fig. 8.23(b)) measured in numerical simu-
lations of the coupled amplitude equation (7.1,7.2) as the instability threshold is
approached (see the caption of Fig. 8.23 for details of the simulations). Here we
keep δ fixed (δ = 1) and vary the control parameter a. Four examples of this width
are shown in Fig. 8.23(b). Note that the width diverges as the control parameter
a approaches a critical value adiv (where adiv > a
c
WT ). Consequently, in the gray
area no stable INI can exist! The value of adiv can be calculated analytically.
of the control parameter adiv which is bigger than acWT . Consequently in the
range acWT ≤ a < adiv stable INIs can not exist !
- Computation of adiv and η′divW
The critical value adiv is a function of δ and consequently defines a curve in the
control parameter space. Given the linear mapping between the parameters
a vs. δ and η′W vs. ηT , a critical line in this last parameter space can be
defined. This line is given by the function η ′divW (ηT ). The values of adiv(δ)
and η′divW (ηT ) can be computed analytically.
In Fig. 8.25 we show an example of INI with a large core. Note that in
the core region both: |A˜W | and |A˜T |, are almost zero. This suggests that
we can consider the INI as two weakly interacting fronts. Consequently, for
very large cores, we can neglect the coupling terms −hWT (1 − ic4)|A˜T |2A˜W
and −hTW |A˜W |2A˜T in the amplitude equations (7.1,7.2). This leads9 to a
9A similar method has been used by van Hecke et al. in ref. [86] to calculate the onset
of divergence of sources of counterpropagating waves.
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Figure 8.25: Plot of the amplitudes |A˜W | (full line) and |A˜T | (dashed line) of an
INI with a large core. The values of the control parameter values are a = 4.68
and δ = 1 (for other details of the numerical simulations see the caption of Fig.
8.23). Note that the core is so big that we can assume that the INI is built by two
noninteracting fronts. One of the fronts corresponds to a Turing pattern invading
an unstable zero state. This front has velocity vdT (cf. (8.19)) and is always
negative. The other front corresponds to a wave pattern invading the zero state
with velocity vdW . Depending on the value of η
′
W this velocity can be positive or
negative (cf. Eq. (8.20)).
set of two uncoupled amplitude equations equations: a RGLE and a CGLE
with group velocity term. The properties of fronts in these equations was
discussed in Section 6.4.5. The Turing front in the RGLE will propagate
with velocity (cf. Eq. (6.25)):
vdT
def
= −2
√
ηTdTW . (8.19)
Note that this velocity is always negative (see e.g. Fig. 8.25). This front will
select the wavenumber equal to zero for the Turing domain (cf. Eq. (6.26)).
The wave front in the CGLE will propagate with velocity (cf. Eq. (6.27)):
vdW
def
= 2
√
η′W (1 + c
2
1) + vg. (8.20)
If η′W is small (big) this velocity is negative (positive) (recall that vg < 0; see
Table 4.2). This front selects a nonzero wavenumber for the wave domain
(cf. Eq. (6.28)).
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Figure 8.26: Plot of the front velocities vdT (dashed) and v
d
W (dot-dashed) as a
function of the control parameter a for a constant value of δ (δ = 1). If acWT ≤
a < adiv then v
d
T − vdW > 0 and consequently the core width expands. In the
gray area only OUIs can exist. For a > adiv the two fronts overlap. Consequently
a normal INI builds. The circles show the velocity vint of the INI measured in
numerical simulations of Eqs. (7.1,7.2). Note that, as expected, at a = adiv the
velocity vint coincides with v
d
T = v
d
W .
In Fig. 8.26 we plot the marginal velocities vdT and v
d
W as a function of
a for a fixed value of δ. If a ≈ acWT (but a ≥ acWT ) then the Turing front
is almost stationary (since vdT ≈ 0) and the wave front has negative velocity
(i.e. vdT ≈ vg). Consequently the core region will expand unbounded. The
same happens for acWT ≤ a < adiv since vdT − vdW > 0 (see grey area in Fig.
8.26). On the other hand, a > adiv the core region shrinks and consequently,
after a some time, the fronts will start to overlap again. The coupling terms
will provide a saturation to this shrinking. Finally a core of, stable, finite
size is achieved (see Fig. 8.24).
The previous description implies that the divergence of the INI will hap-
pen for a = adiv, when both fronts travel with the same velocity. The con-
dition vdT = v
d
W provides us with an analytical way to compute adiv(δ) and
η′divW (ηT ). The critical η
′div
W is given by:
η′divW (ηT ) =
1
1 + c21
(
√
ηTdTW −
vg
2
)2. (8.21)
In Figure 8.27 we plot this quadratic equation on
√
ηT . In the region below
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Figure 8.27: The hatched area corresponds to the region of the parameter space
η′W vs. ηT where stable INIs can not exist. The dot-dashed line shows the value
of η′divW (ηT) introduced in Eq. (8.21). In Fig. 8.28 the same information is shown
in the control parameter space a vs. δ.
this line stable INIs can not exist (see hatched area in Fig. 8.27). Using the
relationship between η′W and ηT and the control parameter a and δ, we can
directly calculate from Eq. (8.21) the critical adiv(δ). In Fig. 8.28 we plot
this threshold line in the control parameter space a vs. δ.
An interesting to point to remark is that at a = adiv(δ) the interface
velocity vint can be computed analytically since vint = vdT = v
d
W . Eq. (8.19)
implies that this velocity is always negative. Consequently, the Turing do-
main invades the wave side for any value of δ. Moreover, the wavenumbers
selected by this interface can be calculated analytically. The invading Turing
domain has a zero wavenumber, whereas the wavenumber on the invaded
wave side is different from zero.
8.4.2.B Scaling of Outward Interfaces
As we mentioned before, the OUI exist in all the control parameter space.
However, its dynamics has some important features near the codimension-2
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Figure 8.28: The hatched area corresponds to the region of the parameter space
a vs. δ where a stable INI can not exist. The dot-dashed line corresponds to the
threshold adiv. A small region of the parameter space is shown in (a). The thick
full and dashed curves in (b) are the thresholds of Turing and wave instabilities
respectively, as calculated from the linear stability analysis (for more details see
discussion in the caption of Fig. 5.12).
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point.
In the LP regime the interface velocity should be vint ≈ −vg in region
I and part of region III and vint ≈ 0 in region V and part of region IV.
Consequently, in between (i.e. in region II and part of regions II and IV)
the interface velocity will “jump” between these two values!
8.4.3 Comparison with the RDNC model near the wave-
Turing instability
In this last subsection we will compare quantitatively the dynamics of in-
terfaces in the amplitude equations and in the RDNC model near the wave-
Turing instability.
In Fig. 7.1 we presented a comparison between the u-profile of the RDNC
model and a solution of the corresponding amplitude equations (7.1,7.2). We
can see in this figure that the asymptotic values of the wave and Turing am-
plitudes: |A˜W | and |A˜T |, coincide with the maximal values of the respective
patterns. Here we will devote our attention to compare quantitatively the
interface velocity.
In Fig. 8.29 we show a comparison between the velocity vint of the INI
and OUI in the amplitude equations (7.1,7.2) and in the RDNC model in a
“cut” through the control parameter space (in this cut a is kept constant).
In the simulations of the amplitude equations we took as initial conditions:
picW = 0 and p
ic
T = 0. The wave and Turing domains in the RDNC model
had initial wavenumbers equal to kcW and k
c
T respectively. Note that the
interfaces in the amplitude equations and in the RDNC model exhibit the
same qualitative behaviour. For small values of δ the interfaces select for the
wave domain a total wavenumber kselW different from k
c
W (i.e. p
sel
W 6= 0). On
the other hand, for big δ the initial wavenumbers stay. For both types of
interfaces, INIs and OUIs, the velocities measured in numerical simulations
of the RDNC model are in good agreement with the amplitude equation
predictions. Note that this agreement is better in the central region of the
control parameter space.
In Fig. 8.30 we do an equivalent comparison in a particular point of the
control parameter space, but now the value of the initial wavenumber on the
wave side varies. Here we put as initial condition for the numerical simulation
of the RDNC model a wave domain with wavenumber kW = kcW + p
ic
W and
a Turing domain with kT ≡ kcT . Note that also here the interface velocities
agree.
With these comparisons we finish this chapter, in the following chapter
we will investigate some new features of the interfaces arising far from the
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Figure 8.29: Here we compare the value of vint measured in the amplitude equa-
tions (7.1,7.2) and in the RDNC model for different values of the control parameter
δ and as a is kept constant: a = 4.75 (see Table 3.1 for the values of the other para-
meters). The thick full and dashed lines correspond to the values of vint measured
in numerical simulations of the amplitude equations for OUI and INI respectively.
The values of vint measured in simulations of the RDNC model for OUIs and INIs
are indicated with big circles and big squares respectively. The range of δ in which
the OUIs and INIs select a wavenumber pselW 6= 0 is indicated with sel.
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Figure 8.30: Here we compare vint in the amplitude equations and in the RDNC
model when the control parameters δ and a are kept constant and the initial
wavenumber picW in the wave side is changed. The values of the control parameters
are a = 4.75 and δ = 1. See Fig. 8.29 for the details about the values of the other
parameters and for an explanation of the different symbols used in this figure.
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codimension-2 instability.
Chapter 9
Nonadiabatic effects in
wave-Turing interfaces
In previous chapters we studied in detail the behaviour of interfaces near the
codimension-2 wave-Turing instability. We saw that the coupled amplitude equa-
tions provide a convenient framework for a theoretical analysis of interfaces in
the RDNC model near the instability threshold.
In this chapter we will address interfaces separating wave and Turing patterns
at a substantial distance from the codimension-2 instability. We will see that
new effects, not predicted by the coupled amplitude equations, will appear in
numerical simulations of interfaces in the RDNC model. The interfaces may
exhibit a locking of their velocities to values which are fixed by the wavenumbers
and frequencies of the wave and Turing domains that they separate. Finally we
will see that this velocity locking effect provides a mechanism for the formation
of stable patches of one pattern embedded into the other. These drifting pattern
domains are stable in a big region of the control parameter space.
9.1 Introduction
In Section 8.4 we studied general properties of wave-Turing interfaces near
the codimension-2 point. More specifically, in Sections 8.4.1 and 8.4.2 the
dynamics and scaling of the interfaces close to the codimension-2 point was
analysed in the coupled amplitude equations (7.1,7.2). Finally, in Section
8.4.3 we compared of the dynamics of interfaces in the RDNC model with
the predictions of the amplitude equations. We saw that the amplitude
equations provide a convenient way to analyse the interface dynamics near
the codimension-2 point.
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The amplitude equations provide an effective description which is strictly
valid only near the codimension-2 point. In Chapter 5 we saw that, as
the distance to the instability threshold increases, effects not present in the
amplitude equations may appear in simulations of the RDNC model. These
new effects are typically called nonadiabatic [1]. In this chapter we will
explore the nonadiabatic effects that may arise in the dynamics of wave-
Turing interfaces.
- Organisation of this chapter
This chapter is organised as follows. In Section 9.2 we will study the nona-
diabatic effects arising in single interfaces. We will first address the case of
OUIs and later the INIs. In Section 9.3 we will consider the possibility of
formation of stable drifting patterns domains.
9.2 Interface Velocity Locking
Simulations of interfaces in the RDNC model far away from the codimension-
2 point show qualitatively similar behaviour to interfaces in the amplitude
equations. Some details, nevertheless, differ. In this section we will investi-
gate in detail these differences.
9.2.1 Locking of Outward Interfaces
Let us start by considering the case of OUIs. In Fig. 9.1 we show a compar-
ison between the velocity vint of OUIs in the amplitude equations (7.1,7.2)
and the RDNC model, for a constant value of the control parameter a = 5.2.
An equivalent comparison was shown in Fig. 8.29 for a = 4.75. In Fig. 9.1
the distance to the codimension-2 instability is substantial (recall that the
codimension-2 point is located at acWT = 4.657 and δ
c
WT = 1).
Let us now examine side by side Figs. 9.1 and 8.29 in detail. The selection
mechanism for the wavenumbers is the same in both figures. For small δ the
OUI selects a unique wavenumber kW different from kcW . On the other hand,
for big δ the initial wavenumber is conserved (in both figures the simulations
had initial conditions with kicW = k
c
W ).
The velocity of the OUI in the RDNC model, although similar with the
velocity in the amplitude equations in both figures, has a particular feature
in Fig. 9.1. It exists a range of δ for which the velocity is almost constant
in the RDNC model. In order to understand the interface behaviour in this
“plateau”, in Fig 9.2 we show four examples of OUIs in the RDNC model.
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Figure 9.1: Comparison between the velocity vint of an OUI in numerical sim-
ulations of the RDNC model (big circles) and the amplitude equations (7.1,7.2)
(dashed and doted lines) for a constant value of a. This control parameter is
a = 5.2 and consequently the simulations are far from the wave-Turing insta-
bility (recall that acWT = 4.657 and compare this figure with Fig. 8.29 where
a = 4.7). All the other coefficients and parameters of the amplitude equations
and the RDNC model have the same values than in Fig. 8.29. The simulations of
the amplitude equations where done with picT = 0 and p
ic
W = 0. The dashed line
indicates that a different wavenumber pselW 6= 0 is selected by the interface and the
dotted line that picW = 0 stays. The marginal velocity v
∗
W (s = −1) (cf. Eq. (8.18))
is also plotted. The numerical simulations of the RDNC model where done with
kicW = k
c
W . For δ
 
0.90 a wavenumber kselW 6= kcW is selected. This is in agreement
with the predictions of the amplitude equations. The range for which the velocity
of the interfaces in the model has a “plateau” is indicated in the upper part of
the figure. The symbols (a), (b), (c) and (d) show the location and velocity of
the four examples of OUIs presented in Fig. 9.2. Note that simulations inside the
“plateau” (i.e. examples (b) and (c)) do not have spatio-temporal defects. For all
other values of δ the OUIs exhibit defects as the interface travels.
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Figure 9.2: Four examples of OUIs in numerical simulations of the RDNC model
with a = 5.2. The value of the control parameter δ is: δ = 0.64 in (a), δ = 0.72 in
(b), δ = 0.80 in (c) and δ = 0.86 in (d). All these figures show space-time plots of
field u of the RDNC model. The colours black and withe correspond to maximal
and minimal values of u respectively. In all cases only a small region near the OUI
is shown. The velocities of these interfaces are indicated in Fig. 9.1. Note that the
OUI in examples (a) and (d) generate spatio-temporal defects as it travels. The
locations of these defects are indicated with a circle. The OUIs in examples (b)
and (c) do not produce defects as they travel. Their velocities are contained in
the “plateau” of Fig. 9.1. The location of these examples in the control parameter
space is indicated in Fig. 9.5.
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Figure 9.3: Geometrical construction for the velocity vlock of an defect-free OUI.
The thick lines show, schematically, the position of either the maxima or the
minima of the pattern near the interface. These maxima and minima are conserved
across the interface zone. This condition implies that the interface can only travel
with velocity equal to vlock. The dashed line corresponds to the trajectory this
interface. An simple geometrical analysis shows that this constrain implies that
vlock = ΩW /(kT −kW ). Note that if we invert the direction of the time t, then the
same geometrical construction implies that a defect-free INI should have velocity:
vlock = −ΩW /(kT − kW ).
The numerical simulations displayed in Figs. 9.2(b) and 9.2(c) are inside
the plateau whereas in Figs. 9.2(a) and 9.2(d) are outside it. Note that
the simulations outside the plateau display spatio-temporal defects whereas
inside they don’t. Let us now explore this feature of the interfaces in more
detail.
- Interfaces without spatio-temporal defects
Note that for an interface to be defect-free, its velocity should satisfy a spe-
cial constraint. Indeed, since the maxima and minima of the patterns are
conserved across the interface, a geometrical construction dictates the veloc-
ity. This construction is shown in Fig. 9.3. Note that the total wavenumber
kW and frequency ΩW of the wave and the wavenumber kT of the Turing
pattern impose a unique value vlock for the velocity. This value is given by:
vlock =
ΩW
kT − kW . (9.1)
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Figure 9.4: In this figure we plot the vales of the OUI velocity vint (dashed line)
and vAElock (dot-dashed line) calculated using Eq. (9.1) in the amplitude equations
(7.1,7.2) for a = 5.2. These two curves coincide only for a single value of δ. The
big circles display the measured values of vint in the RDNC model (in Fig. 9.1
we show the values of vint over a bigger range of δ). The rhombs correspond to
the values of vMlock calculated using the vint, kW and ΩW measured in numerical
simulations of the RDNC model. Note that the velocity of the OUIs in the RDNC
model concord with the values of vMlock over an interval of δ. This locking velocity
interval is displayed in the upper part of this figure and is equivalent with the
“plateau” of Fig. 9.1.
- Interfaces with vlock in the amplitude equations
In the framework of the amplitude equations, the total wavenumbers are
kT = kcT + pT and kW = k
c
W + pW for Turing and wave patterns respectively
and the total frequency of the waves is ΩW = ωc + ωW (pW ) (where the
function ωW (pW ) was given in Eq. (5.5)). Inserting these values in Eq. (9.1)
we can calculate vAElock. In Fig. 9.4 we plot the values of vint measured in
the amplitude equations (dashed line) and the calculated values of vAElock (dot-
dashed line). Note that these velocities coincide only for a particular value
of δ (for a = 5.2 this value is δ ≈ 0.697). The same happens for other values
of the control parameter a (although the value of δ for which vint = vAElock
vary with a). Consequently, the amplitude equations predict the existence
of defect-free OUIs only along a curve1 in the control parameter space a vs.
1Note that this result is plausible since the rapidly varying space and time scales, which
contain information about the critical wavenumbers kcW and k
c
T and frequency ωW , have
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Figure 9.5: Parameter space of the RDNC model in the neighbourhood of the
codimension-2 point showing the locking tongue for the OUI (gray region). The
thick short-dashed curve shows the values of a and δ where the velocity of the OUI
in the amplitude equations coincide with vAElock (cf. Fig. 9.4). Note that near the
codimension-2 point the tongue coincides with the predictions of the amplitude
equations. As a increases the range of the parameter space where the OUI exhibit
locking also increases. The four open circles display the locations of the examples
shown in Fig. 9.2.
δ. This curve is shown in Fig. 9.5 with a thick short-dashed line.
- Interfaces with vlock in the RDNC model
The values of ΩW , kW and kT measured in numerical simulations of OUI in
the RDNC model can be inserted in Eq. (9.1) to calculate vMlock. In Fig. 9.4
we display this velocity for different values of δ and with a = 5.2. Note that
the values of vMlock and vint agree in the plateau region. Consequently, we can
say that the velocity of the interfaces in this plateau is locked to vMlock. This
locking phenomena is characterised by the absence of defects at the interface.
Let us now study the velocity locking range as the control parameter a
been factored out in the amplitude equations.
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Figure 9.6: Two examples of space-time plots showing INIs in the RDNC model
with and without defects (in (a) and (b) respectively). The location of each spatio-
temporal defect in (a) is indicated with a white circle. Both examples have a = 5.4
and the value of the diffusion ratio is δ = 0.95 in (a) and δ = 1.02 in (b). See the
caption of Fig. 9.2 for further details of the values of the model parameters. See
Fig. 9.7 for the location of examples (a) and (b) in the control parameter space.
vary. In Fig. 9.5 we show the area in the control parameter space where
the velocity locking occurs in the RDNC model. This area shrinks to the
line predicted by the amplitude equations as the codimension-2 point is ap-
proached. On the other hand, as a − acWT increases, the range of δ where
the velocity is locked enlarges. In the following we will refer to the area in
the control parameter space, where the velocity of the interfaces is locked, as
the locking tongue2 (cf. Fig. 9.5). Note that the locking tongue covers a big
part of the control parameter space when the distance to the codimension-2
point is substantial.
9.2.2 Locking of Inward Interfaces
An equivalent velocity locking effect may occur for the INIs.
In Fig. 9.6 we show two examples of INIs in numerical simulations of
the RDNC model at a substantial distance to the codimension-2 point. We
can again find an area of the control parameter space where the INIs exhibit
2Although other forms of locking are plausible, as for example that two periods of wave
coincide with one of Turing or vice-versa, we did not find evidence of their existence in
the RDNC model.
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velocity locking. A geometrical construction, equivalent to the one presented
for the OUIs, dictates again the locking velocity for INIs (see caption of Fig.
9.3). This velocity is given by: vlock = −ΩW /(kT − kW ). In Fig. 9.7 we
display the location in the control parameter space of the locking tongue for
the INIs.
Note that the locking tongues for the OUIs and INIs appear for small and
big values of δ respectively. The locking of the INIs appears in a region of the
control parameter space where there exist a one parameter family of interfaces
(cf. Section 8.4.1). This family is parametrised by the wavenumber kW . The
locking tongue displayed in Fig. 9.7 corresponds to INIs with kW = kcW . INIs
with kW ≈ kcW can also exhibit locking of their velocities. The location in the
control parameter space of these locking tongues depends only weakly on the
parameter kW . In the following we will consider only INIs with kW = kcW .
9.3 Drifting Pattern Domains
9.3.1 Introduction
In the previous section we saw that the velocities of OUIs and INIs may
exhibit a locking effect. Moreover, we saw in Fig. 9.7 that the locking
tongues for OUIs and INIs begin to overlap for a   5.7. What does happen
in this overlapping region?
This section we will be devoted to the exploration of this overlapping
region and its consequences.
- Motivation
To motivate the our study, let us consider a typical numerical simulation
of the RDNC model with control parameters inside the region of overlap-
ping between the OUI and INI locking tongues. In Fig. 9.8 we show such
a space-time plot. The numerical simulation was started with random ini-
tial conditions. We can see that, after a short transient time, two domains
of travelling waves, embedded in a background of Turing patterns, arise.
The wave patterns inside these domains travel in opposite directions. Both
domains drift in opposite direction to the waves that they contain and are
composed of locked interfaces3. After some time both domains collide. A
unique domain arises as a result of this collision4. The resulting domain is
3Note that the locked interfaces, constituting the domain, travel with slightly different
velocities. This happens because the wavenumber of the Turing background is not uniform.
4In general, the outcome of collisions between domains in the RDNC model depends
on the relative size of each domain. If both domains are of similar size, then they may
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Figure 9.7: Control parameter space a vs. δ, in (a), and η ′W vs. ηT , in (b), in the
neighbourhood of the codimension-2 point showing the locking tongues for OUI
and INI (grey and dark grey regions respectively). See Fig. 9.5 for a more detailed
representation of the locking tongue of OUIs. The curves where the velocity of OUI
and INI in the amplitude equations coincide with vAElock are shown with thick dashed
and dot-dashed lines respectively. The big circles and squares in (a) indicate the
values of the control parameters in the examples shown in Fig. 9.2 and Fig. 9.6
respectively. Note that for a   5.7 both tongues start to overlap.
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Figure 9.8: Typical example of a space-time plot of the RDNC model with control
parameters inside the overlapping region between the OUI and INI locking tongues
(cf. Fig. 9.7). In this numerical simulations we used random initial conditions.
These initial conditions consisted in a small random perturbation around the un-
stable solution X0. The colour black (white) corresponds to big (small) values of
the field u. Periodic boundary conditions were used and the values of the control
parameters are a = 6 and δ = 0.84 (in Fig. 9.10 we indicate with an open circle
this location in the control parameter space). See the caption of Fig. 8.29 for an
account of the values of the other parameters of the RDNC model.
also composed by locked interfaces and has constant size. In the following
we will call this domain as drifting pattern domain (or, shortly, DPD).
For slightly different values of the control parameters (but still inside the
overlapping region), the opposite scenario, consisting of a domain filled with
a Turing pattern drifting in a background of travelling waves, may also be
observed. In the following we will also call these domains DPDs.
- Large DPDs as two noninteracting interfaces
In Fig. 9.9 we display a typical example of a DPD of large width. Note that
this DPD can be considered as composed of two noninteracting interfaces.
One of these interfaces is a OUI and the other a INI (they are located in the
the left and right side of Fig. 9.9 respectively). If both interfaces exhibit no
defects and are locked, their velocities should have equal magnitude |vlock|
but opposite signs. This ensures constant width and allows the construction
annihilate, resulting in a perfect Turing pattern.
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Figure 9.9: In this space-time plot we display a DPD of significant size found in
numerical simulations of the RDNC model. The control parameters have values
a = 6.0 and δ = 0.84 (same values than in Fig. 9.8) and only a small part of the
system of length L = 409.6 is shown. For the values of the other parameters of
the model see Fig. 8.29. In Fig. 9.10 we display, with an open circle, the location
of this simulation in the control parameter space.
of DPDs of arbitrary size.
9.3.2 Phase Diagram
The region of existence of large DPDs starts to open where the locking
tongues for both interface types begin to overlap (see Fig. 9.7). This is
the case for a   5.7. Above that value, DPDs spontaneously form from
a variety of initial conditions. We have determined the parameter region,
where they propagate with constant width and drift speed, from extensive
simulations in systems with sizes L > 400 and periodic boundary conditions.
The hatched area in Fig. 9.10 displays the parameter region where DPDs
are found.
- Subregions
We can distinguish three different subregions in the phase diagram of Fig.
9.10:
• In region B, DPDs of any size, with two locked interfaces travelling at
the same speed, are found. In Fig. 9.9 we show an example of this
DPDs.
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Figure 9.10: The hatched area display the region of existence of DPDs obtained in
simulations of the RDNC model. The light-grey area corresponds to the bistable
region between travelling waves and Turing patterns, as calculated from the am-
plitude equations. The OUI and INI locking tongues are shown with gray and
dark-gray areas respectively. In region B DPDs of any size exist; the size being
determined only by the initial condition (cf. Fig. 9.9). In region C small domains
of wave patches travelling in a Turing background are found (cf. Fig. 9.11(b)). In
region A only DPDs containing a single Turing cell are stable (cf. Fig. 9.11(a)).
The three circles correspond to the location of simulations shown in Figs. 9.9,
9.11(a) and 9.11(b).
• In region A, the inward-interface is no longer locked and its speed is
smaller than |vlock|. Therefore large domains of Turing (wave) patterns
contract (expand) in size until only a stable DPDs containing a single
Turing cell is left. In Fig. 9.11(a) we show an example of this kind of
DPDs.
• In region C, the outward-interface selects a kselW which would be un-
stable against Turing patterns in an infinite domain. Therefore, the
wave domain forming the DPD is mostly replaced by a Turing pattern.
However, small DPDs with a few wavelength of wave pattern are still
encountered. At the outer boundary of region C, only DPDs with a
single wave cell are found to be stable. In Fig. 9.11(b) we show an
example of this type of DPDs.
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Figure 9.11: Space-time plots of the field u showing two examples of DPDs consist-
ing of a single cell of Turing and wave respectively found in numerical simulations
of the RDNC model. In both cases a = 6.0, and in (a) δ = 0.80 whereas in (b)
δ = 0.91. For the values of the other parameters of the RDNC model see Fig.
8.29. In Fig. 9.10 we display, with two open circles, the location in the control
parameter space of the simulations (a) and (b).
Note that the lower part of region A exists in part of the control para-
meter space where neither OUIs nor INIs are locked. This is in apparent
contradiction with the picture of the DPDs as composed by two locked inter-
faces. Nevertheless this picture can not be applied to the DPDs in A because
they contain a single Turing cell and consequently they can not be analysed
as two noninteracting wave-Turing interfaces. This picture applies only to
the DPDs found in region B.
- Robustness of the DPDs
The DPDs are a very robust phenomena inside the hatched region of Fig.
9.10. In this region, almost any initial condition leads to the formation of
DPDs. Moreover, far away from the codimension-2 point, this region covers
a considerable area of the control parameter space.
All the numerical simulations of the RDNC model presented in this chap-
ter had a pure cubic nonlinearity (i.e. α = 0). All results concerning DPDs
have been checked for α 6= 0 and do not change qualitatively as long as α is
not too large (cf. Section 5.4.1 and Fig. 5.10).
- DPDs in other contexts
To conclude this chapter we would like to mention that patterns similar
to DPDs have been reported in a variety of hydrodynamical experimental
systems, see e.g. [94, 95]. These patterns have been related to secondary
instabilities (parity breaking [1, 96]) of stationary patterns [94, 97, 98, 99].
Chapter 10
Conclusions
In the following we will give a short summary of the main results of this
thesis. We will also provide a brief overview of the principal open issues that
arise from the work done in this thesis.
10.1 Summary of Results
Let us begin this last chapter giving a restatement of the main results of this
thesis.
10.1.1 Instabilities in the RDNC model
A linear stability analysis of the stationary solution of the RDNC model has
been performed. The main results of this analysis are:
• Beside the standard homogeneous Hopf and Turing instabilities that
can typically happen in reaction-diffusion models of activator-inhibitor
type, a third kind of instability may occur in the RDNC model. This
new instability is the wave bifurcation. The possibility of a wave insta-
bility is induced by the presence of an inhibitory nonlocal coupling.
• For the parameter values selected in this thesis, the model exhibits a
wave instability for slow inhibitor diffusion, while, for fast inhibitor
diffusion, a Turing instability is found. For moderate values of the
inhibitor diffusion these two instabilities occur simultaneously at a
codimension-2 wave-Turing bifurcation.
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10.1.2 Amplitude Equations
We performed a weakly nonlinear analysis of the RDNC model near the
Turing, wave and codimension-2 wave-Turing instabilities. This analysis
provided us a set of amplitude equations describing the behaviour of the
amplitudes of patterns arising near the instabilities. These equations consist
of, either a single or, a set of coupled PDEs of the Ginzburg-Landau type.
- Amplitude Equations Predictions: Basic Solutions
The main results of the analysis of these amplitude equations are:
• The strength of the quadratic nonlinearity α of the RDNC model plays
a very important roˆle in the stability of different simple solutions of the
amplitude equations.
• The Turing, wave and codimension-2 wave-Turing bifurcations are su-
percritical if α is small.
• For small values of α, travelling waves are preferred over standing
waves. Upon increase of the strength α, standing waves get stabilised
and the waves may even become Benjamin-Fair unstable.
• Depending on the value of α, a variety of bifurcation scenarios are
possible near the codimension-2 wave-Turing instability. For α = 0
or small, a region of bistability between travelling waves and Turing
patterns is found. In this region both patterns compete.
- Comparison with numerical simulations of the RDNC model
The outcome of the analysis of the amplitude equations has been compared
quantitatively with numerical simulations of the RDNC model. This compar-
ison shows that for α = 0 or small, the range of applicability of the amplitude
equations is large. For significant values of α, this range becomes very small
(i.e. nonadiabatic effects play a important roˆle). One of these nonadia-
batic effects is the stabilisation of travelling waves in the RDNC model, at
a substantial distance from the instability threshold, in the case where the
amplitude equations predict stable standing waves.
10.1.3 Interfaces
In the second part of this thesis we presented a detailed study of interfaces
separating wave and Turing patterns arising from a codimension-2 wave-
Turing bifurcation. Two different types of wave-Turing interfaces have been
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recognised, inward and outward, depending on the relationship between their
phase and group velocities. They have different properties.
Near the codimension-2 instability the dynamics of such interfaces was
analysed in the framework of the set of coupled Ginzburg-Landau equations.
These results have been compared with numerical simulations of the RDNC
model near and far away from the codimension-2 instability.
- Interfaces near the instability threshold
In order to analyse the dynamics and scaling properties of interfaces in the
coupled amplitude equations we used a coherent structure ansatz. This
ansatz leads to a set of ODEs. The interfaces in the amplitude equations
correspond to heteroclinic orbits in the phase space of these ODEs. This
phase space has been studied theoretically using counting arguments. Fur-
ther insight on the interface dynamics has been obtained with direct numer-
ical simulations of the amplitude equations.
Although, our main objective was the analysis of wave-Turing interface
dynamics, we did also consider the dynamics of some simpler types of inter-
faces; namely Turing-Turing and Hopf-Turing interfaces. The main results
of these analysis were:
• The concept of invading and invaded pattern plays a very important
roˆle in the analysis of interface dynamics.
• The interface dynamics can be complex. In our analysis, however, we
found some general properties. One of these properties is that the
interface dynamics can be divided in two different regimes: linear and
nonlinear propagation.
– In the linear propagation regime the interface dynamics is gov-
erned by the behaviour of the leading edge of the invading pattern.
In this regime, interface velocity can be calculated analytically.
– In the nonlinear propagation regime the multiplicity of the inter-
faces is in accord with the predictions of the counting arguments.
Typically, the interface velocity can only be numerically calcu-
lated.
• Interfaces may propagate unsteadily if they select a wavenumber which
is Eckhaus unstable. In this case, spatio-temporal defects are periodi-
cally generated as the interface travels. These defects may destabilise
the interface itself.
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• The scaling properties of inward and outward interfaces are different. In
particular, we saw that inward interfaces can not exist in the proximity
of the codimension-2 bifurcation because their width diverges at a finite
distance from the threshold.
All the properties mentioned here have been tested quantitatively in nu-
merical simulations of wave-Turing interfaces in the RDNC model near the
instability threshold. We conclude that the coupled amplitude equations
provide a convenient framework for a theoretical analysis of interfaces in the
RDNC model near the instability threshold. Or equivalently, that the dy-
namics of interfaces separating small amplitude patterns is well described by
the result of the coupled Ginzburg-Landau equations.
- Interfaces far away from the instability threshold
We did also compare the theoretical predictions of the amplitude equations
with numerical simulations of the model at a substantial distance from the
codimension-2 instability.
We saw that a new effect, not predicted by the coupled amplitude equa-
tions, may appear in interfaces separating large amplitude patterns. This
nonadiabatic effect consists in a locking of the interface velocity. This lock-
ing mechanism is imposed by the absence of defects near the interfaces and
happens for inward- and outward-interfaces. The value of this locking ve-
locity is fixed by the wavenumbers and frequencies of the wave and Turing
domains that the interface separate.
Another interesting issue found in the model is that the regions of control
parameter space where the locking mechanism happens for inward and out-
ward interfaces (i.e. the locking tongues) overlap at a substantial distance
from the codimension-2. In this overlapping region stable drifting pattern do-
mains (DPDs) can be formed. These domains of travelling waves embedded
in a Turing pattern background and vice versa are robust. The region where
DPDs exist covers, far away from the codimension-2 point, a considerable
area of the control parameter space.
10.2 Open Issues
Let us finally address some important open issues that arise from the work
done in this thesis.
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- Interfaces between standing waves and Turing patterns
During the second part of this thesis we studied extensively interfaces sep-
arating travelling waves and Turing patterns. But, as we saw in Section
5.4.1, near a wave-Turing instability a region of bistability between standing
waves and Turing patterns may exist (this situation does indeed appear in
the RDNC model for big values of α; cf. Fig. 5.10). Are interfaces separating
these patterns possible? Which is the dynamics of such interfaces?
- Generality of Interface velocity locking and DPDs
Although our study of interfaces at a substantial distance from the wave-
Turing instability has been reported exclusively in the RDNC model, we
think that the results of these studies (i.e. interface locking and DPDs) are
not limited to this model and should carry over to other physical systems
with similar pattern forming instabilities. We have done some preliminary
work with such a system. This system consisted of a Swift-Hohenberg model
supplemented with a diffusing inhibitor1. We did also find DPDs in the
vicinity of the codimension-2 wave-Turing instability of this model.
Altogether, we think that the existence of interface-locking tongues is
more fundamental than the existence of DPDs. For the latter phenomenon
one needs both OUIs and INIs to display locking tongues and superposition
of these tongues.
- Principle governing defect-free interfaces
A nonadiabatic effect consisting in defect-free interfaces separating counter-
propagating waves (i.e. sinks and sources; cf. Section 6.2.A) has been found
in experiments near a wave instability [100]. This experiments consisted in
a convecting fluid locally heated along wires [101, 102, 103]. Consequently,
one may inquire if there exist some general mechanism leading to defect-free
interfaces.
- 2D Issues
All over this thesis we did consider that the model had only one spatial di-
mension. Naturally, some questions regarding the pattern formation features
of the RDNC model in two dimensions arise. Which kind of patterns are sta-
ble near the Turing and wave instabilities? What happens in this case with
1More precisely the model had two variables u and v, with the dynamics: ∂tu =
au− bv − (1 + ∂2x)2u− u3 and ∂tv = cu− dv + δ∂2xv (please compare this model with the
RDNC model in Eqs. (2.13,2.14).
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the interfaces separating these stable patterns? Do wave-Turing interface
exist?
Appendix A
Derivation of the Nonlocal
Coupling
In this Appendix we will solve the following equation:
eu(x, t) = fw(x, t)− γ∂2xw(x, t), (A.1)
using the Green’s Function Method. Equation (A.1) does not include time
derivatives and corresponds to a PDE for w(x, t) which depends on the ex-
ternally given function u(x, t). Since this PDE is linear, this equation can be
analytically solved as a functional of u(x, t).
If we represent both w and u in its Fourier representations: w(x; t) =
1
2pi
∫ +∞
−∞ wˆ(k; t)e
ikxdk and u(x; t) = 1
2pi
∫ +∞
−∞ uˆ(k; t)e
ikxdk then Eq. (A.1) can
be written as: ∫ +∞
−∞
{euˆ}eikxdk =
∫ +∞
−∞
{wˆ(f + γk2)}eikxdk. (A.2)
The terms inside the brackets should be equal in both sides. Consequently
each Fourier coefficient should satisfy:
wˆ(k) = uˆ(k)
e
f + γk2
=
e
2
√
γf
uˆ(k)
2
√
f/γ
f/γ + k2
. (A.3)
Multiplying both sides of this equation by 1
2pi
∫ +∞
−∞ dke
ikx and recalling the
identity:
∫ +∞
−∞ e
−σ|x′|e−ikx
′
dx′ = 2σ
σ2+k2
, we get:
1
2pi
∫ +∞
−∞
dkeikxwˆ(k) =
1
2pi
∫ +∞
−∞
dk
[
eikx
e
2
√
γf
uˆ(k)
∫ +∞
−∞
e−σ|x
′|e−ikx
′
dx′
]
=
=
e
2
√
γf
∫ +∞
−∞
dx′
[
e−σ|x
′| 1
2pi
∫ +∞
−∞
dkeik(x−x
′)uˆ(k)
]
, (A.4)
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where σ =
√
f/γ. Finally, we obtain w(x, t) as a functional of u(x, t) (i.e.
w(x, t) = F [u(x, t)]):
w(x; t) =
µ
g
∫ +∞
−∞
e−σ|x
′|u(x− x′; t)dx′, (A.5)
where µ = g
√
e2/4γf .
Appendix B
Eigenvectors for the Turing and
Hopf instabilities
In this Appendix we will calculate the critical eigenvectors UT , UH and UW
of the RDNC Model. These eigenvectors have been introduced in Section
3.4.1.B. and correspond to the Turing, homogeneous Hopf and wave insta-
bility respectively.
Critical eigenvectors for 2× 2 matrices
Let us mention that the calculation of the critical eigenvectors UT , UH and
UW can be done in a very simple way if we take into account that the RDNC
model only has two variables.
We recall that the critical eigenvector of a 2× 2 matrix like:
M =
(
M11
M21
M12
M22
)
, (B.1)
with a unique real1 critical eigenvalue (i.e. with det[M] = 0 and tr[M] 6= 0,
cf. Eq. (3.12)) can be computed as:
U =
(
1
−M11
M12
)
. (B.2)
Note that the norm of this critical eigenvector is arbitrary!.
Depending on the type of the instability the matrix M will assume a
different form. Before calculating the eigenvectors for each particular case, let
us mention that if the matrix M has one critical eigenvalue, then its adjoint
1Note that the coefficients Mij can be complex.
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M† (remember that M† = M
Tr
) has also one critical eigenvalue. The adjoint
critical eigenvector U† satisfy the condition: M†U† = 0. Consequently the
adjoint critical eigenvector is given by:
U† =
(
1
−M11
M21
)
. (B.3)
Eigenvalues of the RDNC model
Let us now calculate the critical eigenvalues of the RDNC model for the
different instabilities.
- Turing instability
As we saw in Section 3.4.1, the eigenvalue problem defined by Eq. (3.9)
has only one critical eigenvector. The imaginary part of this eigenvalue is
equal to zero. Consequently the matrix Λˆ(kcT ) (cf. Eq. (3.10)) satisfies the
requirements done previously for M (i.e. M = Λˆ(kcT )). Hence, the critical
eigenvector is given by:
UT =
(
1
− Λˆ11(kcT )
Λˆ12(k
c
T )
)
. (B.4)
The adjoint of Λˆ(kcT ) will have the following adjoint critical eigenvector:
U†
Tr
T = (1,−
Λˆ11(kcT )
Λˆ21(kcT )
). (B.5)
- Homogeneous Hopf and wave instabilities
Let us treat the homogeneous Hopf and wave cases simultaneously. In this
case the imaginary part of the critical eigenvalues of Eq. (3.9) is different
from zero. These critical eigenvalues are λ+(kcW ) = iωc and λ−(k
c
W ) = −iωc.
Consequently, if we define M = Λˆ(kcW )− iωc for the eigenvalue λ+(kcW ) and
M = Λˆ(kcW ) + iωc for λ−(k
c
W ), then the matrices M satisfy the requirements
done in the beginning of this appendix (cf. Eq. (B.1)). Hence the critical
eigenvector corresponding to λ+(kcW ) is given by:
UW =
(
1
− Λˆ11(kcW )−iωc
Λˆ12(kcW )
)
, (B.6)
and for λ−(kcW ) is UW .
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Note that in the homogeneous Hopf case (i.e. kcW = 0):
UH =
(
1
− Λˆ11(0)−iωc
Λˆ12(0)
)
, (B.7)
and UH are the critical eigenvectors.
Finally, the adjoint critical eigenvector for λ+(kcW ) is given by:
U†W
Tr
= (1,−Λˆ11(k
c
W )− iωc
Λˆ21(kcW )
). (B.8)
An equivalent formula is valid for the adjoint critical eigenvector correspond-
ing to the eigenvalue λ+(kcW ).
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Appendix C
Effect of the parameters in the
instability threshold conditions
In this Appendix we will do an exhaustive analysis the possible scenarios
for the Turing, homogeneous Hopf and wave instability thresholds as the
parameters δ, σ, µ, d and bc are varied.
Effect of the diffusion ratio δ
Here we want to analyse the effect of the diffusion ratio δ on the instability
threshold conditions defined by Eqs. (3.33) and (3.34).
- Limit δ = 0
Let us start with the particular limit δ = 0. As we saw in Section 3.5.2, the
wavenumbers of the Turing and wave instability are equal (i.e. |kcT | = |kcW |).
Therefore the corresponding threshold conditions are given by:
acT = 2
√
2µσ − σ2 + bc
d
(C.1)
acW = 2
√
2µσ − σ2 + d. (C.2)
This means that when increasing the parameter a there will be a wave in-
stability first if d <
√
bc. We will discuss this in more detail later in this
appendix.
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Figure C.1: In this figure we plot, for δ = 0, the value of kcW as a function of σ (cf.
Eq. (3.20) and compare with Fig. 3.2). The thin doted lines in show the location
of the three different values of σ used in Figs. 3.3(a), 3.3(b) and 3.3(c).
- δ big
On the other hand, if δ is big then kcW = 0 (see Fig. 3.3(d) and Section
3.5.2). Consequently the threshold condition is given by:
acW =
2µ
σ
+ d. (C.3)
In Section 3.5.2 we saw that in this limit kcT can be calculated analytically.
Therefore using Eq. (3.32) we get:
acT = 2
√
2µσ − σ2. (C.4)
This means that, for big δ, the wave instability will happen first only if
d < 2
√
2µσ−σ2−2µ/σ. But if µ, σ ≥ 0 then 2√2µσ−σ2−2µ/σ ≤ 0. Since
in this thesis we assume that d > 0 the RDNC model has always a Turing
instability for big δ.
Effect of the nonlocal coupling range 1/σ
In section 3.5.3 we mentioned that the cases shown in Figs. 3.3(a), 3.3(b)
and 3.3(c) correspond to three qualitatively different scenarios. We can ask
now if for other values of σ new scenarios appear. The answer is not.
To see this we can use Eq. (3.20) for the critical wavenumber |kcW | as
function of σ. In Fig. C.1 plot the value of kcW for δ = 0. The values of σ in
each Fig. 3.3(a), 3.3(b) and 3.3(c) are indicated by thin doted lines.
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Figure C.2: In (a) we show the instability threshold lines for Turing (dashed),
wave (full) and homogeneous Hopf (dot-dashed) in the parameter space a vs. δ
for three different values of the nonlocal coupling strength µ. Note that as µ
increases the Turing, homogeneous Hopf and wave lines move up. Note also that
the qualitative effect of increasing µ is the same than increasing σ (compare with
Figs. 3.3(a)-(c)). Consequently there are three different scenarios possible (see
text). The black circles show the position of the codimension-2 instability points
(see discussion in Section 3.5.4). In (b) the value of |kcW | corresponding to δ = 0 is
show as a function of µ. The thin doted lines in (b) indicate the values of µ used in
(a). All the other parameters of the RDNC model are fixed to: b = 4, c = 1, d = 1
and σ = 1.
The scenario presented in Fig. 3.3(a) will happen so far 0 < σ ≤ σT . The
critical value σT = σT (bc, d, µ) corresponds to the value of σ for which the δ
defined by the condition acW = a
c
T coincides with the δ where the transition
between wave and homogeneous Hopf occurs. The value of σT can be get
only numerically (for the parameter values of Figs. 3.3(a)-(c) σT ≈ 1.18).
On the other hand, the scenario shown in Fig. 3.3(b) will happen when
σT < σ ≤ σ0. The critical value σ0 def= (2µ)1/3 corresponds to the first value
of σ for which |kcW | with δ = 0 is zero (see Fig. C.1). For the parameter
values of Fig. 3.3(a)-(c) σ0 ≈ 1.59.
Finally, for σ > σ0 the scenario of Fig. 3.3(c) occurs.
Effect of the nonlocal coupling strength µ
Now we want to analyse the effect of µ on the threshold conditions.
204 Instability threshold conditions
0 5 10
δ
3
5
7
a
d=0
d=1
d=2
d=2
d=1
d=0(a)
0 5 10
δ
3
4
5
6
a b=16
b=4
b=1b=0.5
(b)
Figure C.3: In (a) we show the effect of the parameter d in the bifurcation lines
in the parameter space a vs. δ. In (b) the same is done for the parameter b. The
threshold of the Turing, homogeneous Hopf and wave instability are indicated with
full, dot-dashed and dashed lines respectively. The black dots show the position
of the codimension-2 instability points. The remaining parameter of the RDNC
model are fixed to b = 4, c = 1, σ = 1 and µ = 2 in (a) and to c = 1, d = 1, σ = 1
and µ = 2 in (b).
In Fig. C.2(a) we take the situation shown in Fig. 3.3(a) (for the values
of the parameters see caption of this figure) and vary µ. We see that as we
decrease the value of µ from µ = 2 to µ = 0.4 the three qualitatively different
scenarios discussed in Section 3.5 are again found. Namely, for µ = 2 the
same than scenario on Fig. 3.3(a) occurs. The situation of µ = 1 is equivalent
to Fig. 3.3(b) and for µ = 0.4 is equivalent to Fig. 3.3(c).
In Fig. C.2(b) we plot the wavenumber |kcW | as a function of µ for δ = 0.
The doted lines indicate the values of µ used in Fig. C.2(a). We can now
classify the scenarios seen in Fig. C.2(a). An equivalent scenario to µ = 2
will occur if µT ≤ µ where µT is defined in the same way than σT (for the
values of the parameters of Fig. C.2 µT ≈ 1.354). For µ0 ≤ µ < µT where
µ0
def
= σ3/2 an equivalent scenario than for µ = 1 happens (for Fig. C.2
µ0 = 0.5). Finally, for µ < µ0 the same situation than for µ = 0.4 happens.
Effect of the parameters of the reaction part d and b
Let us now explore the two remaining parameters d and b. As before, let us
start with the situation plotted in Fig. 3.3(a) (i.e. d = 1 and b = 4).
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- Parameter d
In Fig. C.3(a) we vary the value of d. For big δ all the Turing threshold
lines converge to the same value. This value is given in Eq. (C.4). The more
relevant feature of Fig. C.3(a) is that for d > bc (see discussion for δ = 0
in the beginning of this appendix) a Hopf instability is not possible (for Fig.
3.3(a) bc = 4).
- Parameter b
In Fig. 3.3(b) we vary the value of the parameter b. As we saw previously,
neither the homogeneous Hopf nor the wave threshold lines do depend on
this parameter.
Classification of possible instability scenarios in the con-
trol parameter space a vs. δ
To conclude this appendix we want to summarise the results found here and
in section 3.5.3.
There exist only four different scenarios of instabilities possible in the
control parameter space a vs. δ. These scenarios are:
1. Only a Turing instability occurs for any δ (e.g. for d = 2 in Fig. C.3(a)
and for b = 1 and b = 0.5 in Fig. C.3(b)).
2. A homogeneous Hopf instability appears for small δ and a Turing in-
stability for big δ (e.g. in Fig. 3.3(c) and for µ = 0.5 in Fig. C.2(a)).
3. A wave instability occurs for small δ and a Turing instability for big δ
(e.g. in Fig. 3.3(a) and for d = 0 in Fig. C.3(a)).
4. As δ increases there exist first a wave, then an homogeneous Hopf and
finally a Turing instability (e.g. in Fig. 3.3(b), for µ = 1 in Fig. C.2(a)
and for b = 16 in Fig. C.3(b)).
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Appendix D
Treatment of the nonlocal
coupling
In this appendix we will explain in detail how the multiple-scale perturbation
expansion [77, 78, 79], described in section 4.2.4, can be implemented in a
nonlocal coupling term. The implementation is non trivial and is composed
of the following steps:
- Change of Coordinates
The first step is to introduce the change of coordinated: y
def
= x − x′, in the
nonlocal coupling term of Eq. (2.17). This yields:
ΛNC
∫ +∞
−∞
Σ(|x− x′|)X(x′; t)dx′ = ΛNC
∫ +∞
−∞
Σ(|y|)X(x− y; t)dy.
- Taylor Expansion around X(x; t)
The next step is to expand in a Taylor series the function X(x− y; t) around
X(x; t):∫ +∞
−∞
Σ(|y|)X(x− y; t)dy =
∫ +∞
−∞
Σ(|y|)
{
1 − y∂x + y
2
2
∂2x −
y3
6
∂3x
+ · · · + (−1)ny
n
n!
∂nx + · · ·
}
X(x; t)dy. (D.1)
- Introduction of the Multiple Scales
In order to implement the multiple scales (cf. Eq. (4.18)) in the nonlocal
coupling, we substitute each partial derivative in the terms inside the brackets
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of Eq. (D.1) with the following operators:
• ∂x → ∂x0 + ε ∂x1 + ε2 ∂x2 +O(ε3)
• ∂2x → ∂2x0 + ε 2∂x0∂x1 + ε2 (2∂x0∂x2 + ∂2x1) +O(ε3)• ∂3x → ∂3x0 + ε 3∂2x0∂x1 + ε2 (3∂2x0∂x2 + 3∂x0∂2x1) +O(ε3)
...
• ∂nx → ∂nx0 + ε n∂n−1x0 ∂x1 + ε2 (n∂n−1x0 ∂x2 + n!2!(n−2)!∂n−2x0 ∂2x1) +O(ε3)
...
These substitutions in Eq. (D.1) lead to:∫ +∞
−∞
Σ(|y|)X(x− y; t)dy =
∫ +∞
−∞
Σ(|y|)
{
1− y
(
∂x0 + ε ∂x1 + ε
2 ∂x2 +O(ε3)
)
+
y2
2
(
∂2x0 + ε 2∂x0∂x1 + ε
2 (2∂x0∂x2 + ∂
2
x1
) +O(ε3)
)
−y
3
6
(
∂3x0 + ε 3∂
2
x0
∂x1 + ε
2 (3∂2x0∂x2 + 3∂x0∂
2
x1
) +O(ε3)
)
+ · · ·
+(−1)ny
n
n!
(
∂nx0 + ε n∂
n−1
x0
∂x1
+ε2 (n∂n−1x0 ∂x2 +
n!
2!(n− 2)!∂
n−2
x0
∂2x1) +O(ε3)
)
+ · · ·
}
X(x0, x1, x2, · · · ; t)dy.
- Reorganisation of the Elements of the Series
Let us now group the terms inside the brackets of the previous series in orders
of ε. These groupings are:
•O(1) :
{
1 − y∂x0 + y
2
2
∂2x0 +
y3
6
∂3x0 + · · ·+ (−1)n y
n
n!
∂nx0 + · · ·
}
X
•O(ε) : −y∂x1
{
1 − y∂x0 + y
2
2
∂2x0 + · · ·+ (−1)n−1 y
n−1
(n−1)!∂
n−1
x0
+ · · ·
}
X
•O(ε2) : y2
2
∂2x1
{
1− y∂x0 + · · ·+ (−1)n−2 y
n−2
(n−2)!∂
n−2
x0
+ · · ·
}
−y∂x2
{
1 − y∂x0 + y
2
2
∂2x0 + · · ·+ (−1)n−1 y
n−1
n−1!∂
n−1
x0
+ · · ·
}
X
• ...
- Resumation of the Series
Note that all the series inside the brackets in the previous expressions are all
equal. Moreover, these series (applied to X(x0, x1, x2, · · · ; t)) are nothing else
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than the Taylor expansions of X(x0−y, x1, x2, · · · ; t) around X(x0, x1, x2, · · · ; t).
Taking these two properties into account, we can summate these series to
get the following expression for the nonlocal coupling term:
ΛNC
∫ +∞
−∞
Σ(|x− x′|)X(x′; t)dx′ = ΛNC
∫ +∞
−∞
Σ(|y|)
{
X(x0 − y, x1, x2, · · · ; t)
−εy∂x1X(x0 − y, x1, x2, · · · ; t)
+ε2
(y2
2
∂2x1X(x0 − y, x1, x2, · · · ; t)
−y∂x2X(x0 − y, x1, x2, · · · ; t)
)
+O(ε3)
}
dy,
This last equation gives us a way to introduce the multiple scales in the
nonlocal coupling operator.
- Remarks
It should be remarked that the procedure explained in this appendix is not an
approximation. No expansion has been truncated. It is a rigorous expansion
in powers of ε.
The method does not depend on the form of the kernel Σ(|x− x′|). The
only restriction is that all the terms in the Taylor expansion1 of Eq. (D.1)
should remain finite (i.e. they should not diverge). This restriction will
be satisfied by every “well behaved” kernel (i.e. infinitely differentiable).
The most notorious example in which this restriction fails is the case of of
a constant kernel (i.e. for called global coupling: Σ
∫ +∞
−∞ X(x − y; t)dy, see
section 2.3.1).
1Mathematically, when the kernel Σ(|y|) have this property is said that the kernel is
compact.
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Appendix E
Derivation of Amplitude
Equations in the RDNC model
In this appendix we will derive the amplitude equations in the RDNC model
corresponding to the codimension-1 Turing and wave instabilities (in Section
E.1) and to the codimension-2 wave-Turing instability (in Section E.2).
E.1 Turing and Wave Amplitude Equations
Let us first address the derivation of the amplitude equations corresponding
to the codimension-1 Turing and wave instabilities.
In Eq. (4.24) we presented the hierarchy of linear inhomogeneous equa-
tions resulting from inserting the ε-expansions of Eqs. (4.15), (4.2), (4.20)
and (4.22) in the RDNC model. In this hierarchy a series of new operators:
Λ0S[◦], Λ1S [◦] and Λ2S[◦], appeared (cf. Eqs. (4.25), (4.26) and (4.27)). Tak-
ing into account that, as we will see later, the solutions X1,X2,X3, . . . of the
hierarchy (4.24) consist of a sum of terms ∝ eikx0 (for some k), it is useful
to consider the action of these operators over a generic vector of the form:
V(k) = Ueikx0 where U is an arbitrary column vector; the result is:
Λ0SV(k) = Λˆ
0
S(k)Ue
ikx0 where Λˆ0S(k)
def
=
(−k2 − 2µσ
σ2+k2
0
0
−δk2
)
, (E.1)
Λ1SV(k) = Λˆ
1
S(k)Ue
ikx0 where Λˆ1S(k)
def
=
(
i2k − i4µσk
(σ2+k2)2
0
0
i2δk
)
, (E.2)
Λ2SV(k) = Λˆ
2
S(k)Ue
ikx0 where Λˆ2S(k)
def
=
(
1− 2µσ(σ2+k2)−8µσk2
(σ2+k2)3
0
0
δ
)
, (E.3)
where the matrices Λˆ0S(k), Λˆ
1
S(k) and Λˆ
2
S(k) are functions of the wavenumber
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k. Note also that: ΛH,0 + Λˆ0S(k) ≡ Λˆ(k)|a=ac (where the matrix Λˆ(k) was
introduced in Eq. (3.10)) and that the matrices Λˆ1S(k) and Λˆ
2
S(k) can be
expressed in term of Λˆ(k)|a=ac in the following way: Λˆ1S(k) = −i∂kΛˆ(k)|a=ac
and Λˆ2S(k) = −12∂2kΛˆ(k)|a=ac.
E.1.A Equation O(ε); Turing and wave cases
The solutions of the homogeneous equation O(ε) were presented and dis-
cussed in Section 4.3.2.A. (cf. Eqs. (4.28) and (4.29) for the Turing and
wave instabilities).
To solve the inhomogeneous linear equation corresponding to O(ε2) in
Eq. (4.24) we should first make sure that its inhomogeneous part satisfies
the solvability condition given in Eq. (4.13). This solvability condition pro-
vides us information about the amplitudes AT , AL and AR. We will do this
separately for the Turing and wave cases.
E.1.B Equation O(ε2); Turing case
It is easy to check that the following definition satisfies the inner product
rules:
(Z|Yj) def=
∫ 2pi/kcT
0
Z
Tr
Yj dx0. (E.4)
With the inner product so defined we can perform the solvability condition:(
XcT
†
∣∣∣[−γa1ΛH,1 + ∂t1 − ∂x1Λ1S + Ω2 ·X1]X1) = 0, (E.5)
where the solution X1 was given in Eq. (4.28) and XcT
† def= U†Te
ikcT x0 is the
adjoint of the critical solution XcT (for the definition of the corresponding
adjoint operator see discussion in Section 4.2.2). The adjoint eigenvector U†T
is calculated in Appendix B. After performing the integration over space, we
end up with the following condition:
U†T
Tr
[−γa1ATΛH,1 + ∂t1AT − ∂x1AT Λˆ1S(kcT )]
UT
2
= 0. (E.6)
After some algebra, it can be shown that:
U†T
Tr
Λˆ1S(k
c
T )UT ≡ i
∂kdet(Λˆ(k))
Λˆ22(k)
∣∣∣∣∣
k=kcT ,a=a
c
T
, (E.7)
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where Λˆ(k) was introduced in Eq. (3.10). On the other hand, as we saw
in Section 3.4.2, in the Turing instability case: ∂kdet(Λˆ(k))
∣∣∣
k=kcT ,a=a
c
T
= 0.
Hence, the solvability condition reduces to the following differential equation
for AT :
∂t1AT = γ
a
1κ
a,T
1 AT , (E.8)
where:
κa,T1
def
=
U†T
Tr
ΛH,1UT
U†T
Tr
UT
. (E.9)
This quantity is typically nonzero. The value of γa1 is a priori not known, but
if γa1 6= 0 then Eq. (E.8) tells us that the amplitude of the Turing mode will
either grow unbounded or become zero. None of these results is consistent
with the perturbative analysis (cf. Eq. (4.2)) since we are assuming that
the amplitude of the new solution is small (but different from zero) when
the distance to the instability is also small. Consequently, the only physical
possibility is to set:
γa1 ≡ 0, (E.10)
and consequently ∂t1AT ≡ 0.
Now we can proceed to solve the inhomogeneous equation corresponding
to the O(ε2) equation:
ΛH,0X2 + Λ
0
S [X2]− ∂t0X2 = −∂x1Λ1S [X1] + Ω2 ·X1X1. (E.11)
A general solution of this inhomogeneous equation is obtained by adding a
particular solution of this inhomogeneous problem to the solutions of the
homogeneous equation. This general solution is:
X2 = ΓX1 + X
Inh
2,T , (E.12)
where Γ is an arbitrary constant and the inhomogeneous solution XInh2,T is
given by:
XInh2,T =
1
2
[
− ∂x1ATVInh1 eik
c
T x0 − α
2
(
A2TV
Inh
2 e
i2kcTx0 + |AT |2VInh0 e0
)]
+c.c., (E.13)
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where:
VInh1
def
=
 Λˆ1S11(kcT )Λˆ11(kcT )
0
 , VInh2 def= 1
detΛˆ(2kcT )
(
Λˆ22(2kcT )
−Λˆ21(2kcT )
)
,
VInh0
def
=
1
detΛˆ(0)
(
Λˆ22(0)
−Λˆ21(0)
)
. (E.14)
Note that in the computation of XInh2,T we have used the specific form of the
nonlinearity in the RDNC model (i.e. the specific values of the tensor Ω).
E.1.C Equation O(ε3); Turing case
For the inhomogeneity in the equation corresponding to O(ε3) we get the
following solvability condition:(
XcT
†
∣∣∣[−∂x2Λ1S + ∂t2 − γa2ΛH,2 − ∂2x1Λ2S + Ω3 ·X1X1]X1)
+
(
XcT
†
∣∣∣[−∂x1Λ1S + 2Ω2 ·X1]X2) = 0. (E.15)
Introducing X2 (cf. Eq. (E.12)) in this equation, we get:(
XcT
†
∣∣∣[−∂x2Λ1S + ∂t2 − γa2ΛH,2 − ∂2x1Λ2S + Ω3 ·X1X1]X1)
+Γ
(
XcT
†
∣∣∣[−∂x1Λ1S + 2Ω2 ·X1]X1)
+
(
XcT
†
∣∣∣[−∂x1Λ1S + 2Ω2 ·X1]XInh2,T ) = 0. (E.16)
After performing the integration in space involved in the inner product (cf.
Eq. (E.4)), we get:
−
 ︷ ︸︸ ︷
U†T
Tr
∂x2AT Λˆ
1
S(k
c
T )
UT
2
+U†T
Tr
[∂t2AT − γa2ATΛH,2 − ∂2x1AT Λˆ2S(kcT )]
UT
2
+|AT |2ATU†T
Tr
Ω3 ·
[UT
2
UT
2
UT
2
+
UT
2
UT
2
UT
2
+
UT
2
UT
2
UT
2
]
−Γ
︷ ︸︸ ︷
U†T
Tr
∂x1AT Λˆ
1
S(k
c
T )
UT
2
+U†T
Tr
∂2x1AT Λˆ
1
S(k
c
T )
VInh1
2
−αATA2TU†T
Tr
Ω2 · UT
2
VInh2
2
− 2αAT |AT |2U†T
Tr
Ω2 · UT
2
VInh0
2
= 0.
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The terms inside braces
 
and  vanish because of the same reasons than
Eq. (E.7).
This solvability condition leads us to the following partial differential
equation:
∂t2AT = γ
a
2κ
a,T
2 AT + dT∂
2
x1
AT − gTT |AT |2AT , (E.17)
where the coefficient are given by:
κa,T2
def
=
U†T
Tr
ΛH,2UT
U†T
Tr
UT
, dT
def
=
U†T
Tr
Λˆ2S(k
c
T )UT −U†T
Tr
Λˆ1S(k
c
T )V
Inh
1
U†T
Tr
UT
, (E.18)
gTT
def
=
1
4U†T
Tr
UT
(
3β + 2α2
( Λˆ22(2kcT )
det(Λˆ(2kcT ))
+
2Λˆ22(0)
det(Λˆ(0))
))
. (E.19)
A discussion of Eq. (E.17) will be done in Section 4.3.2.D. The coefficients
of this equation will be analysed in Section 4.4 and Chapter 5.
E.1.D Equation O(ε2); wave case
Let us now address the wave instability case. Although the derivation of the
amplitude equations in this case is conceptually similar to the Turing case,
in practice it is more involved because now we have two critical eigenvectors
becoming unstable simultaneously.
We need first to define an appropriated inner product for this case. It is
easy to check that the following definition is suitable:
(Z|Yj) def=
∫ 2pi/kcW
0
dx0
∫ 2pi/ωc
0
dt0 Z
Tr
Yj. (E.20)
We can now perform the solvability condition of O(ε2), but before let us re-
mark that there is two different critical solutions (see Eq. (3.17)). Therefore
we should project over both1 solutions:(
XcL
†
∣∣∣[−γa1ΛH,1 + ∂t1 − ∂x1Λ1S + Ω2 ·X1]X1) = 0, (E.21)
and: (
XcR
†
∣∣∣[−γa1ΛH,1 + ∂t1 − ∂x1Λ1S + Ω2 ·X1]X1) = 0, (E.22)
1Indeed there are four critical solutions, but two of them are nothing else than the
complex conjugated of the other two. Consequently, the solvability conditions arising from
them are identical to the complex conjugated of the two solvability conditions analysed in
here (i.e. they provide redundant information).
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where the solution X1 is given in Eq. (4.29) and the adjoint critical solutions
are XcL
† def= U†W e
i(ωct0+kcW x0) and XcR
† def= U†W e
i(ωct0−kcW x0). After performing
the integrations of the inner product given in Eq. (E.20), we get the following
set of equations:
U†W
Tr
[−γa1ALΛH,1 + ∂t1AL − ∂x1ALΛˆ1S(kcW )]
UW
2
= 0, (E.23)
U†W
Tr
[−γa1ARΛH,1 + ∂t1AR − ∂x1ARΛˆ1S(−kcW )]
UW
2
= 0. (E.24)
In contrary to the Turing case, the quantities: U†W
Tr
Λˆ1S(k
c
W )UW and
U†W
Tr
Λˆ1S(−kcW )UW , do not vanish. Moreover, after some algebra is possible
to see that:
U†W
Tr
Λˆ1S(k
c
W )UW
U†W
Tr
UW
≡ −U
†
W
Tr
Λˆ1S(−kcW )UW
U†W
Tr
UW
=
Λˆ11(k)∂kΛˆ22(k)[
√
detΛˆ(k)− iΛˆ22(k)]√
detΛˆ(k)[
√
detΛˆ(k) + iΛˆ11(k)]
∣∣∣∣∣∣
k=kcW ,a=a
c
W
=
1
2
∂kdetΛˆ(k)√
detΛˆ(k)
∣∣∣∣∣∣
k=kcW ,a=a
c
W
, (E.25)
where we used the facts that trΛˆ(kcW ) ≡ 0, ∂ktrΛˆ(k)|k=kcW ≡ 0 and ω2c =
detΛˆ(kcW ) (see Section 3.4.1). The last quantity in Eq. (E.25) is nothing else
than the definition of the group velocity cg of the waves at the criticality with
opposite sing (see Eq. (3.40) in Section 3.5.4); hence:
cg =
U†W
Tr
Λˆ1S(k
c
W )UW
U†W
Tr
UW
. (E.26)
Introducing:
κa,W1
def
=
U†W
Tr
ΛH,1UW
U†W
Tr
UW
, (E.27)
Eqs. (E.23,E.24) can be written as:
∂t1AL − cg∂x1AL = γa1κa,W1 AL, (E.28)
∂t1AR + cg∂x1AR = γ
a
1κ
a,W
1 AR. (E.29)
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Eqs. (E.28) and (E.29) are a set of two uncoupled linear PDEs. Introduc-
ing two new pseudo-time variables: τL
def
= x1 − cgt1 and τR def= x1 + cgt1,
corresponding to travelling frames with velocities ±cg, we get:
∂τLAL = γ
a
1κ
a,W
1 AL and ∂τRAR = γ
a
1κ
a,W
1 AR. (E.30)
These two equations we can be solved directly. Similarly than in the Turing
case, if γa1 is nonzero then they predict that the amplitudes either run away
to infinity or are equal to zero. Because none of these behaviours is consistent
with the perturbative analysis, we are forced to choose:
γa1 ≡ 0.
Hence the two solvability conditions of the equation O(ε2) lead to:
∂t1AL − cg∂x1AL = 0, (E.31)
∂t1AR + cg∂x1AR = 0. (E.32)
We can now proceed to solve the equation O(ε2) for X2. A general
solution is given by:
X2 = ΓX1 + X
Inh
2,W , (E.33)
where, as in the Turing case, Γ is an arbitrary constant, X1 is given in Eq.
(4.29) and the inhomogeneous solution XInh2,W is given by:
XInh2,W =
1
2
[
(∂t1ALW
Inh
1,1 − ∂x1ALVInh1,1 )ei(ωct0+k
c
W x0)
+(∂t1ARW
Inh
−1,1 − ∂x1ARVInh−1,1)ei(ωct0−k
c
W x0)
−α
2
(
A2LV
Inh
2,2 e
i(2ωct0+2k
c
W x0) +A2RV
Inh
−2,2e
i(2ωct0−2kcW x0) (E.34)
+2ALARV
Inh
0,2 e
i(2ωct0) + 2ALARV
Inh
2,0 e
i(2kcWx0)
+(|AL|2 + |AR|2)VInh0,0
)]
+ c.c.,
where:
WInh1,1 = W
Inh
−1,1
def
=
(
1
Λˆ11(kcW )−iωc
0
)
,
VInh1,1
def
=
 Λˆ1S11 (kcW )Λˆ11(kcW )−iωc
0
 , VInh−1,1 def=
 Λˆ1S11 (−kcW )Λˆ11(−kcW )−iωc
0
 ,
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and finally:
VInhm,n
def
=
1
det(Λˆ(mkcW )− inωcI)
(
Λˆ22(mkcW )− inωc
−Λˆ21(mkcW )
)
.
where I is the 2x2 identity matrix and the indices m and n can be 0 or ±2.
Note that VInh1,1 = −VInh−1,1.
E.1.E Equation O(ε3); wave case
Now we can perform the solvability conditions for the next order. They are:(
XcL
†
∣∣∣[−∂x2Λ1S + ∂t2 − γa2ΛH,2 − ∂2x1Λ2S + Ω3 ·X1X1]X1)
+
(
XcL
†
∣∣∣[−∂x1Λ1S + ∂t1 + 2Ω2 ·X1]X2) = 0,
and (
XcR
†
∣∣∣[−∂x2Λ1S + ∂t2 − γa2ΛH,2 − ∂2x1Λ2S + Ω3 ·X1X1]X1)
+
(
XcR
†
∣∣∣[−∂x1Λ1S + ∂t1 + 2Ω2 ·X1]X2) = 0.
Inserting Eq. (E.33) in these two equations we get:(
XcL
†
∣∣∣[−∂x2Λ1S + ∂t2 − γa2ΛH,2 − ∂2x1Λ2S + Ω3 ·X1X1]X1)
+Γ
(
XcL
†
∣∣∣[−∂x1Λ1S + ∂t1 + 2Ω2 ·X1]X1)
+
(
XcL
†
∣∣∣[−∂x1Λ1S + ∂t1 + 2Ω2 ·X1]XInh2,W) = 0, (E.35)(
XcR
†
∣∣∣[−∂x2Λ1S + ∂t2 − γa2ΛH,2 − ∂2x1Λ2S + Ω3 ·X1X1]X1)
+Γ
(
XcR
†
∣∣∣[−∂x1Λ1S + ∂t1 + 2Ω2 ·X1]X1)
+
(
XcR
†
∣∣∣[−∂x1Λ1S + ∂t1 + 2Ω2 ·X1]XInh2,W) = 0. (E.36)
The two terms multiplied by Γ are equivalent to Eqs. (E.21) and (E.22) and
therefore they should vanish if Eqs. (E.31) and (E.32) are satisfied by the
amplitudes AL and AR.
Implementing the integrations involved in the inner product, the solvabil-
ity conditions of Eqs. (E.35,E.36) become:
−cg∂x2AL + ∂t2AL − κa,W2 γa2AL + β
1
4
(3|AL|2AL + 6|AR|2AL)
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−dL,1∂2x1AL − dL,2∂x1∂t1AL + dL,3∂2t1AL − dL,4∂t1∂x1AL
−α
2
U†W
Tr(|AL|2AL(Ω2 ·UWVInh2,2 + 2Ω2 ·UWVInh0,0 )
+2|AR|2AL(Ω2 ·UWVInh0,0 + Ω2 ·UWVInh0,2 + Ω2 ·UWVInh2,0 )
)
= 0, (E.37)
and:
cg∂x2AR + ∂t2AR − κa,W2 γa2AR + β
1
4
(3|AR|2AR + 6|AL|2AR)
−dR,1∂2x1AR − dR,2∂x1∂t1AR + dR,3∂2t1AR − dR,4∂t1∂x1AR
−α
2
U†W
Tr(|AR|2AR(Ω2 ·UWVInh−2,2 + 2Ω2 ·UWVInh0,0 )
+2|AL|2AR(Ω2 ·UWVInh0,0 + Ω2 ·UWVInh0,2 + Ω2 ·UWVInh2,0 )
)
= 0, (E.38)
where:
κa,W2
def
=
U†W
Tr
ΛH,2UW
U†W
Tr
UW
, (E.39)
and the coefficients of the terms involving partial derivations are:
dL,1
def
=
U†W
Tr
Λˆ2S(k
c
W )UW −U†W
Tr
Λˆ1S(k
c
W )V
Inh
1,1
U†W
Tr
UW
, (E.40)
dR,1
def
=
U†W
Tr
Λˆ2S(−kcW )UW −U†W
Tr
Λˆ1S(−kcW )VInh−1,1
U†W
Tr
UW
, (E.41)
dL,2
def
=
U†W
Tr
Λˆ1S(k
c
W )W
Inh
1,1
U†W
Tr
UW
, dR,2
def
=
U†W
Tr
Λˆ1S(−kcW )WInh−1,1
U†W
Tr
UW
, (E.42)
dL,3
def
=
U†W
Tr
WInh1,1
U†W
Tr
UW
, dL,4
def
=
U†W
Tr
VInh1,1
U†W
Tr
UW
, (E.43)
dR,3
def
=
U†W
Tr
WInh−1,1
U†W
Tr
UW
and dR,4
def
=
U†W
Tr
VInh−1,1
U†W
Tr
UW
. (E.44)
After a close examination of these coefficients, the following symmetries can
be recognised:
dL,1 = dR,1 , dL,2 = −dR,2 , dL,3 = dR,3 and dL,4 = −dR,4. (E.45)
Rearranging Eqs. (E.37,E.38) we reach finally to the following set of two
coupled PDEs:
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∂t2AL − cg∂x2AL = γa2κa,W2 AL +
[
dL,1∂
2
x1
+ (dL,2 + dL,4)∂x1∂t1 − dL,3∂2t1
]
AL
−gWW |AL|2AL − gRL|AR|2AL (E.46)
∂t2AR + cg∂x2AR = γ
a
2κ
a,W
2 AR +
[
dR,1∂
2
x1
+ (dR,2 + dR,4)∂x1∂t1 − dR,3∂2t1
]
AR
−gWW |AR|2AR − gRL|AL|2AR (E.47)
where the coefficients of the nonlinear terms are given by:
gWW
def
=
1
4U†W
Tr
UW
(
3β + 2α2
( Λˆ22(2kcW ) − i2ωc
det(Λˆ(2kcW )− i2ωcI)
+ 2
Λˆ22(0)
det(Λˆ(0))
))
, (E.48)
gRL
def
=
1
4U†W
Tr
UW
(
6β + 4α2
( Λˆ22(0)− i2ωc)
det(Λˆ(0)− i2ωcI)
+
Λˆ22(2kcW )
det(Λˆ(2kcW ))
+
Λˆ22(0)
det(Λˆ(0))
))
. (E.49)
Eqs. (E.46,E.47) will be discussed in Section 4.3.2.E. In Section 4.4 and
Chapter 5 we will analyse the coefficients of these equations.
E.2 Amplitude Equations near the Codimen-
sion-2 wave-Turing Point
Let us now discuss the derivation of amplitude equations near the codimension-
2 wave-Turing instability. This derivation is, as we mentioned in Section
4.3.3, a combination of the derivations done in Section E.1 for the codimension-
1 Turing and wave instabilities. In this section the differences between the
codimension-2 and codimension-1 derivations will be explained in detail. The
similarities, on the other hand, will be mentioned only very briefly.
In Section 4.3.3 we displayed the hierarchy of equations resulting from
the insertion of the ε-expansions of Eqs. (4.15), (4.2), (4.20), (4.22) and
(4.50,4.51,4.52) in the RDNC model (cf. Eq. (2.17)). The resulting hierarchy
of Eq. (4.53) included an array of new operators (cf. Eqs. (4.50), (4.51)
and (4.52)). As in the codimension-1 Turing and wave cases, it is useful to
consider the action of these operators over a generic vector like: V(k) =
Ueikx0. The matrices Λˆ0S,0(k), Λˆ
1
S,0(k) and Λˆ
2
S,0(k) are equivalent (with δ ≡
δc) to the matrices Λˆ0S(k), Λˆ
1
S(k) and Λˆ
2
S(k) given in Eqs. (E.1), (E.2) and
(E.3) respectively and:
Λˆ0S,1(k) = Λˆ
0
S,2(k) =
(
0
0
0
−k2
)
and Λˆ1S,1(k) =
(
0
0
0
i2k
)
.
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E.2.A Equation O(ε); codimension-2 wave-Turing case
The a general solution of the homogeneous equation O(ε) in the hierarchy of
Eq. (4.53) is given in Eq. (4.54).
E.2.B Equation O(ε2); codimension-2 wave-Turing case
The following definition of the inner product:
(Z|Yj) def=
∫ 2pi/kcW
0
dx0
∫ 2pi/ωc
0
dt0 Z
Tr
Yj +
∫ 2pi/kcT
0
dx0 Z
Tr
Yj , (E.50)
assures the orthogonality between the critical solutions XcT , X
c
L and X
c
R (and
their complex conjugated solutions). Projecting over the adjoints of these
three critical solutions we get the following set of solvability conditions:(
XcT
†
∣∣∣[−γa1ΛH,1 − γδ1Λ0S,1 + ∂t1 − ∂x1Λ1S,0 + Ω2 ·X1]X1) = 0, (E.51)(
XcL
†
∣∣∣[−γa1ΛH,1 − γδ1Λ0S,1 + ∂t1 − ∂x1Λ1S,0 + Ω2 ·X1]X1) = 0, (E.52)(
XcR
†
∣∣∣[−γa1ΛH,1 − γδ1Λ0S,1 + ∂t1 − ∂x1Λ1S,0 + Ω2 ·X1]X1) = 0. (E.53)
After performing the time and space integrations of the inner product, we
get:
U†T
Tr
[−γa1ATΛH,1 − γδ1AT Λˆ0S,1(kcT ) + ∂t1AT − ∂x1AT Λˆ1S,0(kcT )]
UT
2
= 0, (E.54)
U†W
Tr
[−γa1ALΛH,1 − γδ1ALΛˆ0S,1(kcW ) + ∂t1AL
−∂x1ALΛˆ1S,0(kcW )]
UW
2
= 0, (E.55)
U†W
Tr
[−γa1ARΛH,1 − γδ1ARΛˆ0S,1(−kcW ) + ∂t1AR
−∂x1ARΛˆ1S,0(−kcW )]
UW
2
= 0., (E.56)
Note that the term U†T
Tr
Λˆ1S,0(k
c
T )UT , as we saw in the derivation of the Tur-
ing amplitude equation, vanishes (cf. Eq. (E.7)) and that U†W
Tr
Λˆ1S,0(k
c
W )UW
is proportional to the group velocity (cf. Eq. (E.26)). Hence:
∂t1AT = (γ
a
1κ
a,T
1 + γ
δ
1κ
δ,T
1 )AT , (E.57)
∂t1AL − cg∂x1AL = (γa1κa,W1 + γδ1κδ,W1 )AL, (E.58)
∂t1AR + cg∂x1AR = (γ
a
1κ
a,W
1 + γ
δ
1κ
δ,W
1 )AR, (E.59)
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where:
κδ,T1
def
=
U†T
Tr
Λˆ0S,1(k
c
T )UT
U†T
Tr
UT
and κδ,W1
def
=
U†W
Tr
Λˆ0S,1(k
c
W )UW
U†W
Tr
UW
, (E.60)
and the coefficients κa,T1 and κ
a,W
1 have been defined in Eqs (E.9) and (E.27)
respectively.
Using the same arguments than in the derivation of Turing and wave
amplitude equations, we conclude that γa1 and γ
δ
1 should vanish (for more
details see discussions in Sections E.1.B and E.1.D). Hence, the solvability
conditions lead to:
∂t1AT = 0, (E.61)
∂t1AL − cg∂x1AL = 0, (E.62)
∂t1AR + cg∂x1AR = 0. (E.63)
We can now solve the O(ε2) inhomogeneous linear equation. A general
solution of this equation is given by:
X2 = ΓX1 + X
Inh
2,T + X
Inh
2,W + X
Inh
2,WT , (E.64)
where XInh2,T and X
Inh
2,W are given in Eqs. (E.13) and (E.34) respectively and:
XInh2,WT = −
α
2
[
ALATV
Inh
1,1,1e
i(ωct0+kcW x0+k
c
T x0) +ALATV
Inh
1,1,−1e
i(ωct0+kcW x0−kcT x0)
+ARATV
Inh
1,−1,1e
i(ωct0−kcW x0+kcT x0) +ARATVInh1,−1,−1e
i(ωct0−kcW x0−kcT x0)
]
+c.c., (E.65)
where:
VInh1,m,n
def
=
1
det(Λˆ(mkcW ) + Λˆ(nk
c
T )− iωcI)
(
Λˆ22(mkcW ) + Λˆ22(nk
c
T )− iωc
−Λˆ21(mkcW ) + Λˆ21(nkcT )
)
,
where the indices m and n can be ±1.
E.2.C Equation O(ε3); codimension-2 wave-Turing case
We will not repeat here all calculations arising from the solvability conditions
of the inhomogeneous equation O(ε3) because they are very similar to the
ones done for the Turing and wave cases. It is enough to mention that we
should project the inhomogeneous term of this equation with respect to the
adjoints of XcT , X
c
L and X
c
R. After integration and rearranging terms, we
end up with the following set of three coupled PDEs:
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∂t2AL − cg∂x2AL = (γa2κa,W2 + γδ2κδ,W2 )AL + dW ∂2x1AL
−gWW |AL|2AL − gRL|AR|2AL − gWT |AT |2AL, (E.66)
∂t2AR + cg∂x2AR = (γ
a
2κ
a,W
2 + γ
δ
2κ
δ,W
2 )AR + dW ∂
2
x1
AR
−gWW |AR|2AR − gRL|AL|2AR − gWT |AT |2AR, (E.67)
∂t2AT = (γ
a
2κ
a,T
2 + γ
δ
2κ
δ,T
2 )AT + dT∂
2
x1
AT
−gTT |AT |2AT − gTW (|AL|2 + |AR|2)AT , (E.68)
where:
κδ,T2
def
=
U†T
Tr
Λˆ0S,2(k
c
T )UT
U†T
Tr
UT
and κδ,W2
def
=
U†W
Tr
Λˆ0S,2(k
c
W )UW
U†W
Tr
UW
, (E.69)
and the coefficients κa,T2 and κ
a,W
2 have been introduced previously in Eqs.
(E.18) and (E.39) respectively.
The coefficient dW was defined in Eq. (4.43), dT in Eq. (E.18), and
the nonlinear coefficients gWW , gRL and gTT in Eqs. (E.48), (E.49) and
(E.19) respectively. The new coefficients, corresponding to the nonlinear
cross-coupling of wave and Turing modes, are given by:
gWT
def
=
1
4U†W
Tr
UW
(
6β + 4α2
(
2
Λˆ22(kcW ) + Λˆ22(k
c
T )− iωc
det(Λˆ(kcW ) + Λˆ(k
c
T )− iωcI)
+
Λˆ22(0)
det(Λˆ(0))
))
, (E.70)
gTW
def
=
1
4U†T
Tr
UT
(
6β + 4α2
( Λˆ22(kcW ) + Λˆ22(kcT )− iωc
det(Λˆ(kcW ) + Λˆ(k
c
T )− iωcI)
+
Λˆ22(kcW ) + Λˆ22(k
c
T ) + iωc
det(Λˆ(kcW ) + Λˆ(k
c
T ) + iωcI)
+
Λˆ22(0)
det(Λˆ(0))
))
. (E.71)
The Eqs. (E.66,E.67,E.68) will be discussed in Section 4.3.3.C.
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Appendix F
Introduction to Counting
Arguments
In this appendix we will explain in detail how the counting arguments work,
their limitations and interpretation.
- Setup
Let us consider the following dynamical system:
∂ξX(ξ) = F(X(ξ); p1, . . . , pnF ), (F.1)
where F is a nonlinear function of X(ξ) ∈   d which depends on the nF free
parameters: p1, . . . , pnF . This dynamical system may consist of the ODEs
(6.5,6.6) (cf. Section 6.4.3), or the ODEs (6.16,6.18,6.18) (cf. Section 6.4.5),
or the ODEs (7.5-7.10) (cf. Section 7.3). In the first example d = 2 and
nF = 1 (i.e. p1 = vint), in the second example d = 3 and nF = 2 (i.e.
p1 = vint and p2 = ω) and in the third example d = 6 and nF = 3 (i.e.
p1 = vint, p2 = ωW and p3 = ωT ).
- Heteroclinic orbit
Let us suppose that Eq. (F.1) has two hyperbolic [55] fixed points: XO
and XI . Any heteroclinic orbit going from XO to XI should belong to the
intersection between the unstable manifold of XO and the stable manifold of
XI . Let us further suppose that Eq. (F.1) has, for p1 = p
s
1, . . . , pnF = p
s
nF
,
a heteroclinic orbit Γs connecting XO, at ξ → −∞, and XI , at ξ → +∞.
Let us denote the dimension of the unstable manifolds of XO and XI with
n+O and n
+
I respectively. Since both fixed points are hyperbolic, their stable
manifolds have dimensions n−O = d− n+O and n−I = d − n+I respectively.
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1φ
Γ
Xo
Figure F.1: Sketch of the phase space of a system with d = 3 and n+O = 2 near
the fixed point XO. The thick full line is a trajectory Γ starting at XO. Note the
angle φ1 parametrising the outgoing direction of the trajectory Γ.
- Multiplicity: necessary conditions
Let us now use the information about the manifold structure of each fixed
point to study the likelihood of finding another heteroclinic orbits Γ near
Γs, if we vary the values of the free parameters p1, . . . , pnF . In other words:
let us study the multiplicity of Γs. To achieve this we will use the following
counting arguments.
- Going out of XO
Note that there are n+O − 1 (internal) free parameters characterising the flow
of Eq. (F.1) out of the fixed point XO. These n
+
O − 1 (internal) parameters
can be interpreted as a set of angles φ1, . . . , φn+O−1 parametrising the direction
in which the trajectory Γ flows out of XO. For example; if n
+
O = 1, then the
orbit should flow through the unique outgoing direction and therefore there
is no free parameter. If n+O = 2, then we have the possibility to choose the
direction in a two dimensional plane. This direction is parameterised by one
angle φ1 (see Fig. F.1 for an illustration).
Additionally, we should take into account the nF free parameters p1, . . . , pnF
of Eq. (F.1). Together we have n+O − 1 + nF free parameters.
- Coming into XI
The trajectory Γ should flow into XI through its stable manifold. For this to
happen, the orbit should be orthogonal to the unstable manifold of XI . Let
E+I,1, . . . ,E
+
I,n+I
be a set of orthogonal vectors spanning the unstable manifold
of XI . Then, the orthogonality condition between the trajectory Γ and the
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stable manifold means that Γ should satisfy the following n+I constraints for
ξ →∞: 
〈Γ(ξ; p1, . . . , pnF , φ1, . . . , φn+O−1), E
+
I,1〉 = 0,
...
〈Γ(ξ; p1, . . . , pnF , φ1, . . . , φn+O−1), E
+
I,n+I
〉 = 0,
where 〈 , 〉 symbolises the standard scalar product in   d. Typically this
will amount to the tuning of n+I free parameters. Therefore we are left with
n = n+O − 1 + nF − n+I ,
free parameters for the heteroclinic orbits.
- Remarks
If n = 0, then the counting arguments tell us that we should expect to find
only a discrete set of heteroclinic orbits. In other words; if a heteroclinic
orbit is known to exist for a particular value of the parameters and n = 0,
then we expect not to find another heteroclinic orbit at nearby values of
the parameters. On the other hand, if n ≥ 1, then it is possible to find a
continuous family of heteroclinic orbits.
The counting arguments described before consist in necessary conditions
that the heteroclinic orbit should satisfy. Note that they provide a upper
bound to the multiplicity of the orbits because we are assuming that the flow
of the trajectory out of XO is independent from the flow to XI . Typically the
flow near the fixed points will be not independent if the Eq. (F.1) possesses
some symmetry [85].
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Appendix G
Interfaces in the real and
complex Ginzburg-Landau
equations
In this appendix we will analyse interfaces in the real and complex Ginzburg-
Landau equations.
G.1 The real Ginzburg-Landau equation
In Chapter 5 we saw that the RGLE given by Eq. (4.72) has the following
family of constant amplitude solutions (cf. Eq. (5.1)):
A˜T (x, t) = ρNe
ipTx with ρN =
√
ηT − dTp2T . (G.1)
This family of solutions is parametrised by the wavenumber pT .
Interfaces separating domains containing these types of solutions can be
classified generically on three different classes: fronts, pulses and domain
walls (see Fig. G.1).
- Coherent structure approach
In Section 6.4.3 we used a coherent structure approach to investigate inter-
faces (fronts) in the RGLE with constant phase solutions. This approach can
be also used to investigate interfaces in the RGLE. However, some problems
appear if we straightforwardly apply the ansatz of Eq. (6.2) to Eq. (4.72).
To illustrate this, let us suppose:
A˜T (x, t) = Aˆ(x− vintt), (G.2)
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intv intv
intv
0
domain wallfront pulse
x xx
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0 0
Figure G.1: Schematic sketch of typical interfaces in the single RGLE and CGLE.
A front corresponds to a pattern with nonzero amplitude invading a zero amplitude
unstable state. In a pulse the two asymptotic states joined by the interface have
zero amplitude. Finally, in a domain wall both asymptotic states have nonzero
amplitude.
where Aˆ(x−vintt) is now a complex function and consequently it is convenient
to write it as:
Aˆ(ξ) = a(ξ)eiφ(ξ), (G.3)
where ξ
def
= x−vintt. Let us further suppose that on the left side of the interface
(i.e. ξ → −∞) we have a constant amplitude solution A˜T (x, t) → ρNeipTx
with pT 6= 0. Using the ansatz Eq. (G.2) we get that in the limit ξ → −∞
the amplitude a(ξ)→ ρN and the phase:
φ(x− vintt)→ pTx.
But, if vint 6= 0, there is no function φ that can satisfy this limit. The solution
to this is to introduce an extra phase into the ansatz:
A˜T (x, t) = e
iωtAˆ(x− vintt). (G.4)
This ansatz has two free parameters: vint and ω!
Inserting Eq. (G.4) in the RGLE (4.72) and using Eq. (G.3) we get the
following system of ordinary differential equations:
∂ξa = κa, (G.5)
∂ξκ = KT (a, q, κ), (G.6)
∂ξq = QT (q, κ), (G.7)
where we introduced two variables: κ(ξ)
def
= ∂ξa/a and q(ξ)
def
= ∂ξφ, and the
functions KT and QT are given by:
KT (a, q, κ) def= 1
dT
[
− vintκ− ηT + a2
]
− κ2 + q2, (G.8)
QT (q, κ) def= 1
dT
[
− ω − vintq
]
− 2κq. (G.9)
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As was explained in Section 6.4.3, κ(ξ) is the decaying rate to a = 0 and the
new variable q(ξ) can be interpreted as a local wavenumber.
Eqs. (G.6,G.7) can be written in a simpler, more compact way, if we
introduce the complex function:
z
def
= κ+ iq. (G.10)
Eqs. (G.6,G.7) become:
∂ξz =
1
dT
[
− ηT − iω + a2 − vintz
]
− z2.
- Fixed points
The fixed points of Eqs. (G.5,G.6,G.7) are given by the conditions: ∂ξa = 0,
∂ξq = 0 and ∂ξκ = 0. Because of Eq. (G.5) they have either a = 0 or κ = 0
and, as in Section 6.4.3, we will call the first ones linear fixed points (L) and
the second ones nonlinear fixed points (N).
The nonlinear fixed points exist only if ηT ≥ 0 and fulfill the conditions:
κN = 0 and qN 6= 0. From Eq. (G.7) we get that they satisfy:
qN = − ω
vint
. (G.11)
Therefore, given values of ω and vint, the nonlinear fixed point is unique.
Note that qN is the wavenumber of the constant amplitude pattern far from
the interface. This quantity is typically easy to measure. Therefore, given
the direct relation of Eq. (G.11) between this wavenumber and ω, in the
following we will choose the parameters qN and vint, instead of ω and vint, to
characterise the interface1.
The coordinates κL and qL of the linear fixed points are given by:
0 = vintκL + ηT + dTκ
2
L − dTq2L, (G.12)
0 = ω + vintqL + 2dTκLqL. (G.13)
These set of equations can be written in a compact way if we use z (cf. Eq.
(G.10)):
zL =
−vint ±
√
v2int − 4dT (ηT + iω)
2dT
. (G.14)
1Note that the substitution of qN and vint as free parameters of the interface, in place
of ω and vint, is only meaningful if ηT > 0! In this sense the free parameters ω and vint
are more general.
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Consequently, there is always a pair of linear fixed points.
If vint = 0, Eqs. (G.12,G.13) yield:
κ2L =
−ηT ±
√
η2T + 4ω
2
2dT
,
and consequently, whatever the sign of ηT , the sign of the decaying rate κL is
positive for one of the fixed points and negative for the other (note that only
real values of κL should be considered). In the other hand, for big velocities
(vint →±∞), we deduce from Eq. (G.14) that:
zL '
−vint ± vint(1− 2dT (ηT+iω)v2int )
2dT
. (G.15)
Hence, for ηT < 0, κL has still different signs for each fixed point. For ηT > 0
both fixed points have equal sign (this can be either positive or negative).
As a consequence, in this last case and for some intermediate velocities vint,
we should have that κL = 0. From Eqs. (G.12,G.13) we deduce that in such
a cases: qL = ±
√
ηT
dT
, and that the critical velocities are: ±vc, where:
vc
def
= ω
√
dT
ηT
. (G.16)
- Manifold structure of the fixed points
It is possible, with an easy but rather lengthy calculation, to determine the
manifold structure of the linear and nonlinear fixed points. In the following
table we summarise all the information about the fixed points of Eqs. (G.5,
G.6,G.7) and their manifold structure:
ηT < 0 for all vint : L
−
1 (+,+,−),L+2 (+,−,−)
ηT > 0
 vint ≥ v
c : L−1 (+,+,−),L−2 (−,−,−)
|vint| < vc : L−1 (+,+,−),L+2 (+,−,−)
vint ≤ −vc : L+1 (+,+,+),L+2 (+,−,−)
(G.17)
ηT < 0 :
 
N
ηT > 0
{
vint > 0 : N−(+,−,−)
vint < 0 : N+(+,+,−)
where |κL1| < |κL2| and vc was defined in Eq. (G.16).
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- Front propagation: Counting arguments and marginal stability
criterion
Let us consider the case of a front like in Fig. 6.4 with the addition that the
pattern in the left side of the interface can have a wavenumber different from
the critical (i.e. qN 6= 0). Such a front corresponds to the heteroclinic orbit
N → L−. If we keep on mind that there are two free parameters and using
the manifold structures of Eq. (G.17) the counting arguments (see Appendix
F) allow us to get the following multiplicities: vint ≥ v
c : N(+,−,−)→ L−2 (−,−,−) =⇒ 2 PF
vint ≥ 0 : N(+,−,−)→ L−1 (+,+,−) =⇒ 0 PF
0 ≥ vint ≥ −vc : N(+,+,−)→ L−1 (+,+,−) =⇒ 1 PF
(G.18)
On the other hand, the leading edge approach and the marginal stability
criterion give (see e.g. [85]):
v∗ = 2
√
ηTdT , ω
∗ = 0 and κ∗L = −
√
ηT/dT . (G.19)
Note that the marginal velocity is the same than for the RGLE with constant
phase (i.e. v∗ ≡ vm) and that v∗ > vc. From Eq. (G.19) we can calculate
q∗L = 0 and the wavenumber selected by the front:
q∗N = 0 . (G.20)
G.2 The complex Ginzburg-Landau equation
Let us finally address the case of the single CGLE given in Eq. (6.15). The
analysis of this equation is very similar to the one done in the previous section
for the RGLE. We will give here only a very brief discussion. For more details
we refer to the literature (in particular, see [1, 85] and references therein).
In the context of the RDNC model, the CGLE (6.15) can arise in two
different circumstances. The first is near a homogeneous Hopf instability (see
Chapter 3) and the second is near a travelling wave instability (see section
5.3.1) in the particular case where, either waves travelling to the right or
to the left, exist. Such a situation is possible whenever travelling waves are
stable against standing waves (see section 5.3.1) and the system is initially
prepared with waves travelling only in one direction. In this last case Eq.
(5.9) can be reduced to Eq. (6.15) if we write it in the travelling frame:
x→ x− svgt
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- Coherent structure approach
As in the case of the RGLE, we will look for coherent solutions joining con-
stant amplitude solutions. In Fig. G.1 different types of possible coherent
structures are sketched.
Inserting the ansatz: A˜H(x, t) = eiωtAˆ(x− vintt), in Eq. (6.15) and using
Eq. (G.3) we get the following set of coupled ODEs:
∂ξa = κa, (G.21)
∂ξκ = KH(a, q, κ), (G.22)
∂ξq = QH(a, q, κ), (G.23)
where:
KH(a, q, κ) def= 1
1 + c21
[
− vint(κ+ c1q)− η′W − c1ω + (1 − c1c3)a2
]
−κ2 + q2, (G.24)
QH(a, q, κ) def= 1
1 + c21
[
− ω − vint(q − c1κ) + c1η′W − (c1 + c3)a2
]
−2κq. (G.25)
If we make use of the variable z introduced in Eq. (G.10), then Eqs.
(G.21,G.22,G.23) became:
∂ξa = κa
∂ξz =
1
1 + ic1
[
− η′W − iω + (1 − ic3)a2 − vintz
]
− z2
- Fixed points
The study of the linear and nonlinear fixed points of ODEs (G.21,G.22,G.23)
goes in the same lines than what we did for the RGLE in the previous section.
Consequently, here we will only give a brief overview of the most important
facts about the fixed points and summarise their manifold structure. For a
nice and extensive explanation of these topics see the appendix of [86].
As for the RGLE, the linear fixed points L came in pairs. If η ′W > 0,
then there is also a pair of nonlinear fixed points N (remember that for the
RGLE there was only one). They have coordinates:
a2N = η
′
W − q2N , κN = 0,
and qN is given by:
0 = (c1 + c3)q
2
N − vintqN − ω − c3η′W .
G.2 The complex Ginzburg-Landau equation 235
Each of these nonlinear fixed points correspond to a plane wave solutions of
the form: A˜H = aNe−i(ΩH t−qNx) , where ΩH = ω + vintqN . Consequently,
∂qNω is the group velocity of this travelling wave solution in a co-moving
frame (i.e. ∂qNΩH − vint). The group velocity ∂qNω has always different sign
for each nonlinear fixed point. This fact let us further classify the nonlinear
fixed points as N+ and N− depending on the sing of this group velocity.
- Manifold structure
Let us summarise the manifold structure of the fixed points of the coupled
ODEs (G.21,G.22,G.23):
η′W < 0 for all vint : L
−
1 (+,+,−),L+2 (+,−,−)
η′W > 0
 vint ≥ v
c : L−1 (+,+,−),L−2 (−,−,−)
|vint| < vc : L−1 (+,+,−),L+2 (+,−,−)
vint ≤ −vc : L+1 (+,+,+),L+2 (+,−,−)
(G.26)
η′W < 0 :
 
N
η′W > 0
 vint > v
cN : N−(+,−,−),N+(−,−,−)
|vint| < vcN : N−(+,−,−),N+(+,+,−)
vint < −vcN : N−(+,+,+),N+(+,+,−)
with |κL1| < |κL2| and where:
vc
def
=
|c1η′W − ω|√
η′W
, (G.27)
and vcN is a complicated function of the free parameter ω that we will not
need to calculate explicitly in this thesis (for the definition of vcN see [86]).
Note that the manifold structures around the linear fixed points are the
same than for the the RGLE (cf. Eq. (G.17)). Only the critical velocity vc
is different in both cases. On the other hand, there are now more nonlinear
fixed points and their manifold structures are more complicated.
- Front propagation: Marginal stability criterion
The marginal stability criterion applied to the leading edge dynamics of Eq.
(6.15) yields the following marginal velocity, frequency and decaying rate (see
[85]):
v∗ = 2
√
η′W (1 + c
2
1) , ω
∗ = −c1η′W and κ∗L = −
√
η′W/(1 + c
2
1). (G.28)
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These values alow to calculate: q∗L = −c1κ∗L, and the selected wavenumber:
q∗N =
√
η′W
(√1 + c21 −√1 + c23
c1 + c3
)
. (G.29)
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