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Abstract—Recent advances in photoacoustic (PA) imaging
have enabled detailed images of microvascular structure and
quantitative measurement of blood oxygenation or perfusion.
Standard reconstruction methods for PA imaging are based
on solving an inverse problem using appropriate signal and
system models. For handheld scanners, however, the ill-posed
conditions of limited detection view and bandwidth yield low
image contrast and severe structure loss in most instances. In
this paper, we propose a practical reconstruction method based
on a deep convolutional neural network (CNN) to overcome
those problems. It is designed for real-time clinical applications
and trained by large-scale synthetic data mimicking typical
microvessel networks. Experimental results using synthetic and
real datasets confirm that the deep-learning approach provides
superior reconstructions compared to conventional methods.
Index Terms—Photoacoustic imaging, deep learning, recon-
struction, convolutional neural network
I. INTRODUCTION
REAL-time integrated photoacoustic and ultrasound(PAUS) imaging is a promising approach to bring the
molecular sensitivity of optical contrast mechanisms into clin-
ical US systems. Laser pulses transmitted into tissue induce
light absorption from endogenous chromophores or exogenous
contrast agents, which in turn launch acoustic waves according
to the photoacoustic effect that can be used for imaging. We
have recently developed a customized system for simultaneous
PA and US imaging using interleaved techniques at fast scan
rates [1], [2]. One of the potential clinical applications is
real-time, quantitative monitoring of blood oxygenation in the
microvasculature. It requires not only multiple measurements
at different optical wavelengths, but also high image quality
to preserve microvascular topology.
Similar to US beamforming, PA reconstruction widely uses
a traditional delay-and-sum (DAS) algorithm [3] for simplicity.
However, the limited view and relatively narrow bandwidth
of clinical US arrays greatly degrade image quality due to
the ultra-broad bandwidth nature of PA signals. This ill-
posed problem causes structure loss, low contrast, and diverse
artifacts making image interpretation difficult.
To address these challenges, many groups have adopted
reconstruction techniques from US or radar imaging to PA
imaging. In particular, adaptive approaches such as a Minimum
Variance (MV) method was developed to reduce off-axis signal
and sidelobe artifacts by assigning apodization weights based
on statistics [4]. Reconstruction using Delay Multiply and
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Sum (DMAS) methods can achieve higher image contrast by
enhancing signal coherence nonlinearly [5]–[8]. Also, itera-
tive reconstruction techniques of the inverse reconstruction
problem have been consistently developed for PA imaging
using signal sparsity and low-rankness [9], [10]. All these
methods may improve image quality by adopting sophisticated
models based on system physics, data statistics, and underlying
object properties. However, the main drawbacks are high
computational complexity and the requirement of carefully
selecting a handful of parameters.
Currently, a new category of reconstruction methods has
been inspired by the field of machine learning (ML). Due to
the great success of deep convolutional neural networks (CNN)
in computer vision, reconstruction using supervised learning
is an emerging research area in medical imaging [11]. The
network extracts best features via learning weights/filters to
mitigate ill-posedness in inverse problems. The most popular
ML framework uses learning in the image-domain, where
training inputs are corrupted images processed by a standard
reconstruction method under ill-posed conditions [12]–[14].
Using this approach, the network avoids trying to capture
detailed reconstruction operations and concentrates on filter-
ing artifacts and noise. However, since the details of actual
detector data are lost after image reconstruction, ML applied
to reconstructed images often cannot recover weak signals and
fine structures can be lost.
Some frameworks are based on iterative schemes to train
regularizations in Compressed Sensing (CS), but their exten-
sive computations restrict real-time clinical applications [15]–
[17]. Zhu et al proposed a framework starting with acquired
data without prior knowledge of physics, but a fully connected
layer requires a large number of weighting parameters for large
data sets [18]. Allman et al employed PA raw data, but the
application was only limited to the classification of point-like
targets from artifacts [19].
Here we explore practical PA image reconstruction based
on a deep-learning technique suitable for real-time PAUS
imaging. We first examine the link between model-based
methods and basic neural network layers to help design and
interpret the learning structure. As discussed below, this study
led us to modify 2-D raw data (with time and detector
dimensions) into a 3-D array (with two spatial dimensions and
a channel dimension), where a channel packet corresponds
to the propagation delay profile for one spatial point, as an
input to the neural network. The delay operation simplifies
the learning process and the extension to channel dimension
retains more information and increases learning accuracy.
Our subsequent architecture is based on U-net [20], where
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2dyadic scale decomposition can access data in multi-resolution
support. The structure can extract comprehensive features from
the transformed 3-D array, replacing hand-crafted functions
and generalizing standard filtering techniques. For training, we
restrict the scope of absorber types to microvessels and create
synthetic datasets using simulation. Operators transforming
ground-truth to radio frequency (RF) array data are based on
our current fast-swept PAUS system [2], i.e. take into account
the spectral bandwidth and geometry of a real imaging probe.
However, it is not limited to only one imaging system and
can be applied to any PA system with known geometry and
characteristics.
To demonstrate the performance of the CNN-based method,
we first compare it to standard methods using synthetic data.
Then, we performed phantom experiments using the fast-swept
PAUS system, and finally imaged a human finger in vivo.
II. SIGNAL AND SYSTEM MODEL
A. PA Forward Operation
The spatiotemporal pressure change p(t, r) from short laser
pulse excitation is captured in the photoacoustic equation,
(∇2 − 1
v2s
∂
∂t
)p(t, r) = − β
Cp
∂H(t, r)
∂t
, (1)
where vs is the sound speed, β is the thermal coefficient of
volume expansion, and Cp is the specific heat capacities at
constant pressure. H denotes the heating function given as
H = µaΦ where µa is the optical absorption coefficient and Φ
is the fluence rate in a scattering medium. The heating function
can be approximately described as H(t, r) = s(r)δ(t), where
s(r) denotes the spatial absorption function. The forward
solution using the Green’s function can be expressed as [21]
p(t, r′) =
Γ
4piv2s
∂
∂t
[ ∫
dr
|r− r′|s(r)δ(t−
|r− r′|
vs
)
]
(2)
where Γ = βv
2
s
Cp
is defined as the Grueneisen parameter and
r′ is the detection position. Assume a transducer containes J
detection elements. Then, measurements recorded by the jth
element can be expressed as
y(t, r′j) = h(t) ∗ [d(r′j , r)p(t, r′j) + n(t, r′j)] (3)
where d(r′j , r), h(t) and n(r
′
j , r) denote the directivity pattern,
system impulse response and system noise, respectively, and
∗ represents the temporal convolution operator.
B. Limitations of Handheld Linear Array System
Reconstruction methods have been developed based on
the measurement geometry. Filtered back-projection (FBP) is
derived from the inverse of the PA forward operation in the
spatiotemporal domain or k-space (frequency) domain [22].
Exact FBP formulas were demonstrated for a 3-D absorber
distribution where the detection geometry is spherical, planar
or cylindrical [23]. Imaging for a 2D spatial plane (slice) was
adopted in standard tomographic scans assuming the detector
(transducer) is focused in the plane [24], [25]. A circular
transducer for a 2D source distribution produces an accurate
Fig. 1. Simulation results using standard filtered back-projection reconstruc-
tion. (A) presents two example object shapes. (B-D) shows reconstructions
when the measurement conditions are (B) circular array with full bandwidth,
(C) linear array with full bandwidth, and (D) linear array with limited
bandwidth (11-19 MH). Arrows indicate structural losses and artifacts. All
images are visualized on a log-scale map (40 dB range).
Fig. 2. Reconstruction simulations in k-space using one circular object and
two simple linear objects rotated by 90 degrees. All images visualize absolute
pixel values on a log-scale map (40dB range). The maximum value in each
image is represented as pure white. (A) Ground-truth images. (B) K-domain-
GT obtained by 2-D Fourier transforming the ground truth. (C) K-domain-
data obtained by 2-D Fourier transforming raw data. Raw x-t data obtained
with the forward model. The dotted lines indicate f = ckx. The empty
region (f < ckx) corresponds to evanescent waves. (D) K-domain-image by
nonlinear mapping of K-domain-data. (E) Reconstructed image obtained by
2-D inverse Fourier transforming K-domain-image.
reconstruction if the number of detector elements provides
enough spatial sampling density, as shown in Fig. 1 (B) [14],
[26]–[28], and their bandwidth is not limited. In contrast, a
linear sensor geometry (r′ = x) (as for a conventional US
transducer) greatly limits the view, and also the bandwidth.
Both limitations degrade image quality, as shown in Fig. 1
(C) and (D).
This ill-posed problem for a finite bandwidth linear array is
more understandable in the frequency domain. For simplicity,
assume that the directivity function is constant and the noise
power is zero. Then, the 2-D Fourier transform of Eq. 3 for
this geometry can be represented as [29]
Y (f, kx) = α
fsgn(f)√
( fc )
2 − k2z
S(kz, kx) (4)
where kz is defined by the mapping kz = sgn(f)
√
( fc )
2 − k2x.
As illustrated in Fig. 2, k-domain-data Y (f, kx) (Fig. 2 (C))
3are highly associated with the k-domain-image S(kz, kx)
(Fig. 2 (D)) in spite of the nonlinear mapping. In addition
to losses from evanescent waves, the narrow frequency band-
width weakens low-frequency components of the object. As
shown in Fig. 2 (top images), reconstruction for the linear
array geometry is problematic for a continuous absorbing
medium.
A special case of a vertical line source (bottom line in
Fig. 2) exaggerates the problem. Its k-space spectrum is almost
totally filtered, and only low amplitude spectral sidelobes
invisible in the ground truth image survive. Thus, only top
and bottom source points are visualized in the reconstruction.
In this paper, the target objects of interest are microvessels,
where the shape can be represented as a sum of straight
and curvy lines. Since the signal components of the typical
vascular structure are widely distributed in the k-domain,
and a sufficient fraction are maintained even after limited
view/bandwidth induced filtration, there is the possibility to
reconstruct the entire object shape. However, note that it will
be very challenging to recover vertical portions, as shown in
Fig. 1 and Fig. 2.
III. CONVENTIONAL METHODS IN PA IMAGE
RECONSTRUCTION
A. Delay and Sum (DAS)
Most commercial US systems use DAS beamforming [3] for
real-time image reconstruction. This procedure applies a delay
due to the propagation distances between an observation point
in the image and each transducer element prior to summation
of signals across all array elements. Likewise, since the PA
signal is based on one-way acoustic propagation, the DAS
method can be applied as
s˜(r) =
∑
j
w(r, r′j)y(
|r− r′j |
vs
, r′j) (5)
where w(r, r′j) denotes apodization weights. The framework
of FBP is identical to DAS because DAS is associated with
the adjoint of the forward operation (See Appendix I). Typi-
cally, standard DAS imaging applies a Hilbert transform after
summation [3]. The expression can simply be represented by
transforming data y to f as
s˜(r) =
∑
j
w(r, r′j)f(r, j) (6)
where f(r, j) = y(
|r−r′j |
vs
, r′j). Fig. 3 illustrates the (delay)
transformation provided that a detector is a linear-array trans-
ducer and the imaging plane is 2-D (r = (z, x)).
B. Minimum Variance (MV)
MV is also based on Eq. 6but the weighting is adaptive [4].
For a position ri, the vector form of Eq. 6 can be written as
s¯ = w¯T fi where T denotes transpose and vectors are in RJ .
The weights are determined by minimizing the variance of s¯
as
min
w¯
w¯TE[fif
T
i ]w¯ s.t. w¯
T1 = 1, (7)
Fig. 3. (A) Measurement geometry. A 2-D image plane with respect to a
linear array transducer is defined as the z-x plane. (B) 2-D measurement data.
The curved lines indicate propagation delay profiles of particular image points
at different depths. (C) 3-D transformed data. Channel packets correspond to
the delay profiles indicated by straight lines.
where E[·] denotes the expectation operator and the constraint
forces unity gain at the focal point. The solution of the
optimization problem is given as
w¯ =
R−1i 1
1HR−1i 1
(8)
where Ri = E[fifTi ]. The covariance matrix Ri is estimated
by temporal averaging with channel packets. Details can be
found in [4].
C. Delay Multiply and Sum (DMAS)
The multi-channel array f(r, j) is the beginning of the
DMAS algorithm, as illustrated in Fig. 4B. Before summation,
signal samples over channels at each position ri are combina-
torially coupled as
s˜(ri) =
∑
j1,j2
sgn(f¯j1,j2(ri))
√
|f¯j1,j2(ri)| (9)
where f¯j1,j2(ri) = f(ri, j1)f(ri, j2). This nonlinear compu-
tation acts as a spatial cross-correlation, enhancing coherent
signals while suppressing off-axis interference. The operations,
sign and square root, are normalization steps to conserve signal
power. The signal f¯j1,j2(ri) has modulated components near
zero-frequency and harmonic components due to the coupling
operation [5]. Therefore, bandpass filtering is required in post-
processing to suppress the components near zero-frequency.
D. Iterative Method with Compressed Sensing (CS)
Iterative methods attempt to solve the inverse problem by
adding regularization to overcome the ill-posed condition [9],
[10]. The matrix form of Eq. 3 can be expressed as y = Hs+n
where the matrix H is involved with the forward operation,
directivity and system impulse response. The standard form of
the inverse problem is given as
s¯ = argmin
s
||y −Hs||22+λ||WT s||1 (10)
where W is the transform for sparsity and a = WT s is the
corresponding coefficient. Since non-linear l1 term does not
allow a closed form solution, it is solved by iterative methods
such as ISTA and ADMM [30]. For example, ISTA solves the
optimization problem as
sk+1 = WΘλτ ((W
T − τ(HW)TH)s + τ(HW)Ty) (11)
4where Θα is the soft-thresholding operator with value α and
1/τ is the Lipschitz constant. The solution is updated by
repetitive operations including matrix multiplication, matrix
addition and thresholding.
The main disadvantage of MV, DMAS and CS is the
high computational complexity for real-time imaging even
though modifications have been proposed to reduce the burden.
The selection of statistical operators or feature bases is a
crucial step in model-based schemes. If the selection does
not agree with the inherent properties of PA data, imaging
is inaccurate. As an alternative, deep-learning approaches can
build optimal feature maps through training and provide a
practical reconstruction framework due to fast computation.
IV. DEEP-LEARNING RECONSTRUCTION
Recently, researchers have begun to find connections be-
tween conventional model-based approaches and deep con-
volutional neural networks (CNN) for inverse problems [12],
[30]. We have also explored these links to build an efficient
CNN for PA imaging so that the network takes full advantage
of signal characteristics such as row-rank, coherence and
sparsity during learning.
A. Preprocessing
It is not clear that a CNN can reconstruct absorption struc-
tures directly from PA data. Given the data dimension, learning
would be extremely complex since the network architecture
must encode the underlying PA forward operation. A popular
approach to reduce this burden is preprocessing raw data
with simple DAS reconstruction and using the resultant rough
images as training input [13], [14]. The CNN can then focus
on learning the characteristics of artifacts in input images.
However, since these images can lose detailed information on
object structure, the CNN output would not be perfect [18].
Our strategy is to use the transformed 3-D data f(ri, j)
illustrated in Fig. 3 as the network input. As shown in the
previous section, this operation is the first step for most
reconstruction methods since it is based on the simple physics
of wave propagation. The array represents delayed signals,
where the delay is the propagation time from position ri to
element j. Delayed data has several advantages: 1) detailed
information embedded in raw data y(t, r) is not lost; and 2) it
accelerates learning efficiency because channel samples at rk
focus on waves coming from position rk.
This preprocessing is associated with row rank and spar-
sity in CS. The spatial domains combining axial and lateral
dimensions {ri = (zi, xi)}, naturally reduces the number of
bases, either patch-based or non-local, required to capture the
essential features of microvessels. In addition, data extension
to the channel axis can increase coefficient sparsity. That
is, this representation can potentially reduce the rank of the
problem and help discard off-target signals that introduce
clutter.
Note that MV and DMAS methods access the coherence
using channel-sample correlation to indirectly enhance low-
rank (high-coherence) signals while suppressing high-rank
(less-coherence) artifacts and noise. The success of these
Fig. 4. Schematic diagram illustrating reconstruction methods. 2-D measure-
ment data are transformed into a 3-D array as shown in Fig. 3 followed by
reconstruction. (A) DAS / MV methods. An image pixel is determined by
weighting and summing channel samples at a corresponding pixel position.
Weights vary with position. Unlike DAS, MV adaptively assigns weights
depending on data statistics. (B) DMAS method. Channel samples are coupled
and multiplied before summation. This additional nonlinear operation is
required to prevent a dimensional problem. (C) Iterative method. This is based
on the L1 minimization problem in compressed sensing (CS). The initial
solution is ordinary obtained by DAS. The solution is updated by matrix
multiplications, matrix additions, and threshold operations. (D) Basic structure
of CNN. It applies convolution with a 3 × 3 kernel to multi-channel inputs,
and returns multi-channel outputs. The full network consists of multiple
layers, where each layer contains the convolution operation, bias addition
and Rectified Linear Unit (ReLU) operation to enhance expressive power.
methods suggests that preprocessing would help the CNN
to find optimal filter bases (weights) for regression using a
realistic number of examples in the training set.
B. Structure
1) Operation and notation: a = v(A) ∈ Rnm×1 denotes
vectorization by stacking the columns of the matrix A ∈
Rn×m. Inversely, A = v−1n,m(a) ∈ Rn×m denotes the matrix
formed from the vector. η(·) denotes the rectified linear unit
function. 1n,m ∈ Rn×m denotes the matrix with every entry
equal to one.
2) Encoder-decoder: A standard encoder structure in CNN
can be represented as
v(Cj) = Φ
T η
(∑
i
v(Fi ~Ψi,j + αj1n1,n2)
)
(12)
where Fi ∈ Rn1×n2 is the ith channel of the input, Ψi,j ∈
Rd1×d2 are the learning weights for the ith channel of the
input and jth channel of the output, ~ is the 2-D convolution
operation, αj is the bias for the j channel of the output, ΦT ∈
Rm1m2×n1n2 is the pooling matrix, and Cj ∈ Rm1m2 is the
5Fig. 5. Deep-learning architecture for PA image reconstruction. Raw data are converted into a 3-D array by lookup table (LUT). The array is used as a
multi-channel input to the network (first box). Each box represents a multi-channel feature map. The number of channels is denoted on the top or bottom of
the box. Feature map sizes decrease and increase via pooling and unpooling, respectively. All convolutional layers consist of 3 × 3 kernels except the last
layer. The network is trained by minimizing the mean squared error between output images and ground-truth images.
jth channel of the encoding output. A corresponding decoder
can be expressed as
Zj = η
(∑
i
v−1n1,n2
(
(Φ¯v(C¯i))
)
~Ψi,j + βi1n1,n2
)
(13)
where C¯i ∈ Rm1×m2 is the ith channel of the input, Ψi,j ∈
Rd1×d2 are the learning weights for the ith channel of the
input and jth channel of the output, βj is the bias for the j
channel of the output, Φ¯ ∈ Rn1n2×m1m2 is the pooling matrix,
and Zj ∈ Rn1×n2 is the jth channel of the decoding output.
The encoder-decoder convolution layer is similar to the
standard reconstruction methods shown in Fig. 4. The common
structure is weighting (filtering) channel samples at a location
ri or its neighborhood for an image pixel at ri , whereas the
scope of data locations (called the effective size or receptive
field) contributing to a pixel varies with method. The methods
based on DAS can assign different weights for every pixel.
Although a CNN layer shares identical weights over space
due to the convolution operation, the framework of multi-
channel weights per layer and multi-layers increases the
expressive power. The iterative method consists of matrix
multiplications with no compacting support. While a CNN
uses fixed filter size (usually 3×3), pooling operations enlarge
the effective filter size in the middle layers.
Currently, deep learning approaches have been investigated
to understand the mathematical framework needed to solve in-
verse problems. Yin et al proposed the low-rank Hankel matrix
approach using a combination of nonlocal basis and local basis
for sparse representation of signals [31]. The framelet method
has been successfully applied to image processing tasks since
matrix decomposition reflects both local and nonlocal behavior
of the signal. Ye et al discovered that the encoder-decoder
framework of CNN generalizes the framelet representation
[32]. In particular, the neural network can decompose the
Hankel matrix of 3-D input data and shrink its rank to achieve
a rank-deficient ground-truth (See Appendix B).
3) Implementation Details: Our network is based on U-
net. Fig. 5 presents the architecture. The left and right sides
of the U-shape network correspond to successive encoders
and decoders, respectively. Following a 3 × 3 convolutional
layer and a ReLU layer, a batch normalization layer is used to
improve learning speed and stability. The layers are repeated
twice, either before 2 × 2 max-pooling or after 2 × 2 up-
convolution (unpooling). The pooling and unpooling opera-
tions allow multi-scale decomposition where the size of feature
maps are 512 × 128, 256 × 64, 128 × 32 and 64 × 16. Total
trainable parameters for all layers are 31,042,369. For fast
preprocessing, we generated a sparse matrix (lookup table)
mapping a 2-D raw data array Y ∈ R2048×128 into a 3-D
delayed array F ∈ R512×128×128.
C. Training Data
The supervised learning framework requires data at a large
scale. However, it is mostly impractical to obtain clinical
raw data accompanied by real ground-truth vascular maps.
Therefore, we trained the network by creating synthetic data
mimicking typical microvessel networks, as shown in Fig. 5.
The simulation transforming ground-truth to RF array data
is based completely on our PAUS system. The impulse re-
sponse function h(t) in Eq. 3 was measured by the system
with a point source target. Fig. 5 shows the response function
and its power spectrum. The directivity is modeled as
D(θj) =
sin(pilλ sin θj)
pil
λ sin θj
, θj = tan
−1(
x− x′j
z
), (14)
6Fig. 6. Reconstruction results using synthetic data. Two particular objects are tested and all images are displayed using a log-scale map. (A,B) Ground-truth
images. (C,D) Delay-and-sum results. Hilbert transform is applied as post-processing. (E,F) Delay-multiply-and-sum results. (G,H) Iterative CS method results.
Wavelet dictionaries and total-variation regularization are used for compressed sensing. (I,J) Deep-learning results. An input is a 2-D array using DAS. (K,L)
Deep-learning results. An input is a 3-D multi-channel array.
where l is the transducer element pitch, λ is the ultrasonic
wavelength and θj is the incident angle of a wave propagating
from position r = (z, x) to the jth transducer element r′j = x
′
j
[33].
Reference vascular images were obtained from the fundus
oculi drive [34]. The database contains retina color images
captured by camera that can be used for vessel extraction.
We used only binary images (manually extracted images),
where white pixels denote the segmentation of blood vessels.
These images were randomly partitioned, re-sized, rotated and
combined with each other to augment the training numbers.
Next, every binary image was modified to a gray-scale image
where the dynamic range of the vessel signal intensity is 20
dB. Lastly, every image was amplified with different values to
obtain measurements involving a wide range of SNR. Table I
summarizes all parameters.
V. SIMULATION RESULTS
We tested the reconstruction methods using both simulation
and experimental data. We compared CNN-based approaches
with other common reconstruction methods including DAS,
DMAS and/or CS. Here, we call a network using DAS results
(without Hilbert transform) a single-channel input ‘UNET’ and
a network using 3-D transformed arrays a multi-channel input
‘upgUNET’. The DAS employs a rectangular apodization
function where the activated aperture size is determined by f-
number (=0.5). For image display, it uses the Hilbert transform
following summation. The iterative method exploits total-
variation regularization and wavelet transforms for sparsity
dictionaries.
TABLE I
PARAMETERS FOR TRAINING NETWORK
Category/Function Parameter Value/Range
Raw data
Temporal samples 2048
Temporal sampling rate 62.5 MHz
Transducer aperture size 12.8 mm
Transducer element pitch 0.1 mm
Transducer element numbers 128
Transducer center frequency 15.63 MHz
Training image
Image numbers 16,000
Signal dynamic range 20 dB
Ratio (max signal/noise std) 10-35 dB
Vascular diameter 0.05-0.3 mm
Training
Batch size 8
Epochs 150
Trainable parameter numbers 31,042,369
The same procedure was used to generate testing and
training datasets. However, two sets were generated from
independent objects for independent verification. Fig. 6 shows
imaging results using the selected reconstruction methods from
two particular examples where object shapes and data SNR are
totally different. As expected, standard DAS (f-number=0.5)
followed by Hilbert transformation provides low-contrast,
poor-resolution images. While DMAS and CS improve con-
trast in general, they often suppress weak signals. CNN-based
methods restore most of the vasculature with stronger contrast
and higher resolution. For upgUNET processing, fine vessels
are more clearly visible, as shown in the circled areas of Fig. 6
(K) and (L). Lost structures are mostly vertically-extended
7Fig. 7. Our customized PAUS system. An US scanner triggers a compact
diode-pumped laser such that it emits pulses (around 1 mJ energy) at a 1
kHz rate with switching wavelength ranging from 700 nm to 900 nm. The
laser is delivered to integrated fibers arranged on the two sides of a linear
array transducer. A motor controlled by the scanner allows laser pulses to
couple with different fibers sequentially. The scanner records PA signals that
originate from light propagation into tissue.
vessels because their signal power is extremely low.
In addition to these qualitative comparisons, we quantified
performance differences employing the peak-signal-to-noise
ratio (PSNR) and structure similarity (SSIM) metrics. The
PSNR is defined via the mean square error (MSE) as
ηPSNR = 10 log10
(
n1n2I
2
max
||s− s¯||2F
)
(15)
where ||·||F denotes the Frobenius norm, n1×n2 denotes the
image size, and Imax is the dynamic range (this value is 1 in
our experiments). The SSIM is given as [35]
ηSSIM =
(2µsµs¯ + c1)(2σs,s¯ + c2)
(µ2s + µ
2
s¯ + c1)(σ
2
s + σ
2
s¯ + c2)
(16)
where µs, µs¯, σs and σs¯ denote the averages and standard
deviations (i.e., square root of the variances) for s and s¯. σs,s¯
denotes the covariance of s and s¯. Two variables c1 = 0.012
and c2 = 0.032, where used to stabilize the metric when either
(µ2s+µ
2
s¯) or (σ
2
s +σ
2
s¯ ) is very close to zero. Since the resultant
images have enough signal strength and deviation, the small
variables are rarely influential.
Table II presents average PSNR and SSIM values computed
from 1,000 different datasets. Deep-learning approaches offer
significant gain over standard methods, strongly suggesting
that the network provides quantitatively better image quality.
Note that the upgUNET produces the best values, in agreement
with visual inspection.
TABLE II
QUANTITATIVE COMPARISON OF DIFFERENT METHODS
Metric\Method DAS DMAS CS UNET upgUNET
PSNR 20.97 22.32 22.34 26.71 27.73
SSIM 0.208 0.260 0.283 0.745 0.754
VI. EXPERIMENTAL RESULTS
A. PAUS System
Our customized system for spectroscopic PA imaging is
illustrated in Fig. 7. The scanner (Vantage, Verasonics, WA,
Fig. 8. Reconstruction results. All images are displayed using a log-scale
map (35 dB range). A ‘W’ shape wire is scanned by the PAUS system. (A)
Delay-and-sum result. The f-number is 0.5. (B) Delay-and-sum result. The f-
number is 0.1. (C) UNET deep-learning result. An input is a 2-D array using
DAS. (D) upgUNET deep-learning result. An input is a 3-D multi-channel
tensor.
USA) is programmed to record RF data at different wave-
lengths and fiber positions. A compact diode-pumped laser
(TiSon GSA, Laser-export, Russia) transmits a light pulse at
any arbitrary wavelength ranging from 700 to 900 nm at a 1
kHz rate. Transmitted pulses are sequentially delivered to 20
fiber terminals mounted around the top and bottom surfaces
of a linear array transducer (LA 15/128-1633, Vermon S.A.
France). The transducer center frequency is 15 MHz and the
3 dB bandwidth is around 8 MHz. US firings are interspersed
with laser firings such that a full PA/US image frame at a
fixed optical wavelength is recorded every 20 ms, producing a
50 Hz display rate for integrated US and PA images. System
details are described in [1].
Here, for the purpose of reconstruction tests, we acquired
data using one wavelength at 795 nanometers. The sampling
rate for acoustic array data ts is 62.5 MHz.The transducer
contains 128 elements linearly arranged along the x-axis with a
pitch of 0.1 mm. One PA data frame contains 2048 samples ×
128 elements × 20 fibers. We averaged every data frame over
fibers to enhance signal to noise ratio. The resultant data can
be written as Y = y(tk, r′j)|tk=kts∈ R2048×128. We recon-
structed a 2-D image using each data frame. The image matrix
can be expressed as S = s¯(ri) = s¯(zi, xi)|zi=izr,xi=ixr∈
R512×128 where axial and lateral resolutions are zr = 0.05
mm and xr = 0.1 mm, respectively.
B. Phantom Study
We constructed a phantom containing a metal wire acting
as an optical absorption target. As shown in Fig. 8,the wire
shape approximates the letter ‘W’. It was suspended from
a cubical container such that it appears as the ‘W’ shape
8in the z-x imaging plane. The container was filled with an
intralipid solution (Fresenius Kabi, Deerfield, USA) acting as
a scattering medium. The concentration of the intralipid is
around 2% and the effective attenuation coefficient is around
0.1 mm−1. Channel data were recorded with our customized
system. Reconstruction results are shown in Fig. 8, which com-
pares deep-learning methods with standard DAS. For DAS, we
tested a small f-number (0.1) in addition to the default value
(0.5). The lower number corresponds to larger aperture size,
which can access some information from diagonal lines at the
expense of SNR in the entire field. For deep-learning images,
In the deep-learning imaging results, object shapes are more
distinct with higher resolution. In particular, the preferred
upgUNET method restores most wire structure. One flaw in
the deep-learning approaches is that the networks sometimes
produce artifacts near objects, as shown in Fig. 8 (C) and (D).
We believe these artifacts arise from low-level reverberations
not modeled in synthetic training data.
C. In-vivo Test
Lastly, we scanned and imaged a human finger to study
the feasibility of our suggested method for in-vivo vascular
imaging in real-time. These studies were approved by the
Institutional Review Board (IRB) of the University of Wash-
ington (Study# 00009196) and used both optical and acoustic
energies well within ANSI (optical) and FDA (US) guidelines.
The PAUS system recorded US and PA measurements using
an interleaved pulse sequence for 50 Hz frame-rate imaging.
Fig. 9 (A) and (B) show two longitudinal cross-sections of
the finger as US B-mode images. We applied DAS, UNET and
upgUNET to PA reconstructions for visual comparison (See
Fig. 9 (C-H)). In this limited test, we found little difference
between UNET and upgUNET reconstructions. We presume
that upgUNET presents more realistic microvascular structures
than B-mode images. However, it is obvious that deep learning
images provide markedly superior contrast and resolution than
equivalent images reconstructed with DAS.
VII. DISCUSSION
As discussed in the introduction, the inverse problem of
PA imaging can be solved exactly only when the detection
surface represents a whole sphere, cylinder on infinite plane.
These conditions can be obtained for small animal imaging
[36] but are difficult to achieve in a clinical environment.
Hand-held US probes with relatively narrow bandwidth
yields serious image quality losses for PA images, and such
techniques alone will unlikely be accepted for medical use.
However interleaved spectroscopic PAUS has been recently
shown to dramatically improve the capabilities of diagnostic
US in monitoring interventional procedures even under limited
view and bandwidth conditions. Very recently, a fast-sweep
PAUS approach has been developed to operate at clinically
acceptable frame rates for both PA and US modalities.
The goal of this paper was to investigate whether deep-
learning algorithms can improve the quality of images obtained
with a hand-held US probe. We note that large-scale absorbing
heterogeneities are unlikely to be fully corrected with the
Fig. 9. In vivo reconstruction results. A human finger is scanned by the
PAUS system. Two sagittal planes are tested. (A, B) US B-mode image. (C,
D) Delay-and-sum result. The f-number is 0.5. (E, F) UNET deep-learning
result. An input is a 2-D array using DAS. (G, H) upgUNET deep-learning
result. An input is a 3-D multi-channel tensor. All images are displayed using
a log-scale map. The mapping ranges for US and PD images are 50dB and
40dB, respectively.
proposed upgUNET algorithm because the low frequencies
associated with these objects are not preserved within the
limited bandwidth of the detector. In our opinion, however,
microvascular networks can be improved with advanced re-
construction algorithms based on upgNET. Although not fully
validated over a wide range of experimental conditions, the
simulations, phantom measurements and in vivo results pre-
sented here strongly support this statement.
We have explored several different signal processing meth-
ods beyond traditional DAS reconstruction and found that deep
learning has the potential for enhanced image quality and
real-time implementation if input data are structured to match
the network architecture of a reasonably sized net. Here we
reformatted elemental signals from an US transducer array
into multi-channel 3D data (tensor) using prior knowledge of
propagation delays related to simple wave physics. Effective
9decomposition of this tensor by the neural network can capture
latent structures and features.
Both experiments and simulations have demonstrated how
the proposed neural network improves image quality for PA re-
construction. It produces images with stronger contrast, higher
spatial resolution compared to DAS, and few structure losses
even given the limited spatial and temporal bandwidth of
the real-time system used for PA data acquisition. Additional
image quality improvements were demonstrated using multi-
channel data as the network input (upgUNET). The final
advantage of this approach is that the network effectively
learns filtering weights from training data while standard
methods must explicitly impose parameter values, filtering
dictionaries, or regularizers.
Our deep-learning approach is focused on real-time imag-
ing. The computational cost of the matrix multiplication map-
ping a 2D data array (K × J) to a 3D array (I1 × I2 × J)
is O(KJ2I1I2). However, the operation matrix is mostly
sparse, so the cost can be reduced as O(ΓI1I2J) where Γ is
the number of non-zeros per column. Convolution operations
dominate computations in a CNN. The cost for an N×N×R1
input, N × N × R2 output, K × K filters per layer and L
layers is O(N2K2R1R2L). Since the operation is simple, it
is ideal for parallel processing to reduce computational time.
We employed Tensorflow with Keras to construct the network
shown in Fig. 5. We implemented code for training and testing
in Python and ran it on a computer using an Inter i7 and an
NVIDIA 1080Ti.
The average computation time for image reconstruction
from raw data is 40 msec, representing a 25 Hz real-time
frame rate. Our current system functions at 50 Hz and higher
frame rates, so these computation times must be reduced by
at least a factor of two for true real-time implementation.
Given an optimized hardware architecture for our specific
reconstruction approach, a real-time frame rate of 50 Hz and
higher is very realistic in the short term for the specific deep
learning algorithm presented here for PA image reconstruction.
One limitation of the CNN identified in these studies is
poor image quality for structures aligned almost vertically (i.e.,
nearly parallel to the normal to the 1D transducer array). As
expected, restoration is challenging for this case since most
of the PA signal spatial frequencies are not captured by the
transducer array. As shown in the top images of Fig. 6, this
loss is more serious if the PA signal power of the object is
weak compared with the noise power. Part of our future work
will explore alternative approaches leveraging additional infor-
mation from ultrasound imaging, or better system conditions
such as acquiring one additional view at a significant angle
with respect to the array normal at the first position.
The second limitation of the method is the presence of some
unexpected image artifacts for real data tests, which can reduce
specificity. Obtaining real ground-truth maps is impracticable
at large scale. Thus, reducing discrepancies between synthetic
and real data is needed to guarantee that a trained CNN works
best for real data.
One of the main difficulties in reconstruction arises from
the object dimension. Although a transducer lens focuses to a
2D plane (imaging plane), it cannot fully limit the sensitivity
to a selected plane in an object. In other words, signals still
come from points outside the imaging plane. Thus, generating
training data based on 3D structures is required for the next
step. Experiments are ongoing to map the full 3D PSF of our
PA system and to include these details into the forward model
for synthetic data generation. We expect that new synthetic
data accompanied with an extended detection view will further
improve image quality.
Overall, our future studies will address these two limitations
and develop specific deep learning architectures for real-time
implementation. The goal is to create a CNN tuned to the
problem of PA image reconstruction using limited spatial and
temporal bandwidth data for robust, high-quality spectroscopic
PAUS imaging at frame rates of 50 Hz and higher.
VIII. CONCLUSIONS
In this paper, we described a deep convolutional network
for real-time PAUS imaging. Reformatting raw channel data
into a multi-channel array as a pre-processing step increased
learning efficiency with respect to network complexity and
imaging performance. The neural network is based on U-net,
decomposing signals via multi-scale feature maps. Coupling
the network with the transformation method, we imaged
structures mimicking vascular networks both in simulation
and experiment. Overall, this approach reconstructs PA data
with much higher image quality than conventional methods
but loses some portions of complex absorber geometries and
generates minor artifacts.
APPENDIX A
ADJOINT OF OPERATOR F
The solution of the forward model in Eq. 2 can simply be
written as
p(t, r′) = F (s(r)), (17)
where r ∈ Ω and (t, r′) ∈ (R × Ξ). The function F (·) is
mapping L2(Ω) → L2(R × Ξ). Now, introduce p˜(t, r′) to
define the adjoint of the operator F . The inner product between
F (s(r)) and q(t, r′) can be expressed as
< F (s(r)), q(t, r′) >
=
∫
Ξ
∫
R
[
β
∫
Ω
∂
∂tδ(t− |r−r
′|
vs
)
|r− r′| s(r)dr
]
q(t, r′)dr′dt
=
∫
Ω
s(r)
[ ∫
Ξ
∫
R
−β δ(t−
|r−r′|
vs
)
|r− r′|
∂
∂t
q(t, r′)dr′dt
]
dr
=
∫
Ω
s(r)
[ ∫
Ξ
−β
|r− r′| q˜(
|r− r′|
vs
, r′)dr′
]
dr
=< s, FT (q˜) > (18)
where β = Γ4piv2s and q˜ =
∂q
∂t . F
T denotes the adjoint
of the operator F . In general, DAS reconstruction ignores
the derivative operation and applies a Hilbert transform after
summation.
10
APPENDIX B
FRAMELET EXPANSION
Preprocessed data can be represented as a third-order tensor
F ∈ RN×M×J where N , M and J denotes the num-
bers of axial samples, lateral samples and channels. Fj =
[f1,j , . . . , fm,j , . . . , fM,j ] ∈ RN×M denotes the matrix of the
jth channel where fm,j denotes the mth column vector of the
matrix. The block Hankel matrix for the periodic tensor is
defined as
Hd1,d2(F) =
[
Hd1,d2(F1) · · · Hd1,d2(FJ)
]
,
Hd1,d2(Fj) =

Hd1(f1,j) Hd1(f2,j) · · · Hd1(fd2,j)
Hd1(f2,j) Hd1(f3,j) · · · Hd1(fd2+1,j)
...
...
. . .
...
Hd1(fM,j) Hd1(f1,j) · · · Hd1(fd2−1,j)
 ,
(19)
where Hd1,d2(F) ∈ RNM×d1d2J , Hd1,d2(Fj) ∈ RNM×d1d2 .
The block matrix Hd1(fm,j) is given as
Hd1(fm,j) =

fm,j [1] fm,j [2] · · · fm,j [d1]
fm,j [2] fm,j [3] · · · fm,j [d1 + 1]
...
...
. . .
...
fm,j [N ] fm,j [1] · · · fm,j [d1 − 1]
 , (20)
where fm,j [l] denotes the lth element of the vector. The Hankel
matrix approach finds a solution Fˆ minimizing ||Fˆ−F∗||2 and
the rank of the matrix Hd1,d2(Fˆ) where F
∗ denotes ground-
truth. To address this minimization, a framelet approach han-
dles the matrix decomposition using local and global bases
as
Hd1d2(F) =
1
α
Φ˜ΦTHd1d2(F)ΨΨ˜
T =
1
α
Φ˜CΨ˜T (21)
where Φ˜,Φ ∈ Rn1n2×m denote non-local base pairs, Ψ˜,Ψ ∈
Rd1d2×s denote local base pairs, and C denotes framelet coef-
ficients. This expression can be equivalently represented by an
encoder-decoder structure if the reLU and bias are ignored for
simplification. The non-local bases pairs correspond to pooling
and unpooling operations. Thus, CNN can be interpreted as
finding the best non-local bases and manipulating coefficients
to access the minimization solution.
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