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In a previous paper we characterized unilevel block α-
circulants A = [As−αr]n−1r,s=0, Am ∈ Cd1×d2 , 0m n − 1, in terms
of the discrete Fourier transform FA = {F0, F1, . . . , Fn−1} of
A = {A0, A1 . . . , An−1}, deﬁned by F = 1n
∑n−1
m=0 e−2π im/nAm. We
showed that most theoretical and computational problems con-
cerning A can be conveniently studied in terms of corresponding
problems concerning the Fourier coefﬁcients F0, F1, . . . , Fn−1 in-
dividually. In this paper we show that analogous results hold for
(k + 1)-level matrices, where the ﬁrst k levels have block circulant
structure and the entries at the (k + 1)-st level are unstructured
rectangular matrices.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
We consider (k + 1)-level block matrices where the ﬁrst k levels are circulant with orders
n1, n2, . . . , nk  2 and the entries in the (k + 1)-st level are arbitrary d1 × d2 matrices with d1, d2  1.
The systematic study ofmultilevelmatriceswas initiated by Voevodin and Tyrtyshnikov in the Russian
publication [11], and in the English mathematical literature by Tyrtyshnikov [9,10].
If p 2 is an integer, let Zp = {0, 1, . . . , p − 1}. Suppose n1, n2, . . . , nk are integers  2 and let
Mn = Zn1 × Zn2 × · · · × Znk .
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We denote members ofMn by r = (r1, r2, . . . , rk), s = (s1, s2, . . . , sk), etc.; in particular, 0 = (0, 0,
. . . , 0) and 1 = (1, 1, . . . , 1).
Let
c(r) =
k∏
j=1
rj , μj =
j−1∏
i=1
ni, and νj =
k∏
i=j+1
ni, 1 j k, with μ1 = νk = 1. (1)
Following Tyrtyshnikov, we call members ofMn multiindices. Henceforth it is be understood that
multiindices are ordered lexicographically; i.e., r = s if rj = sj , 1 j k; r ≺ s (whichwe alsowrite as
s  r) if r1 < s1 or rj = sj , 1 j i < k and ri+1 < si+1; and r  s if r = s or r ≺ s. If the members
ofMn are listed in lexicographic order then the position of r in the list is
γ (r) =
k∑
j=1
rj
k∏
i=j+1
ni, 0  r  n − 1.
If (e0m, e1m, . . . , em−1,m) is the natural basis for Cm and
er = er1n1 ⊗ er2n2 ⊗ · · · ⊗ erknk , 0  r  n − 1,
then B = (e0, . . . , er , . . . , en−1) is a multilevel basis for Cc(n). For later reference we note that
(a)
(
er ⊗ eTs
)
e = δ ser and (b)
(
er ⊗ eT
) (
em ⊗ eTs
)
= δmer ⊗ eTs . (2)
If d1 and d2 are positive integers then arbitrary vectors x ∈ Cd2c(n) and y ∈ Cd1c(n) can be written
uniquely as
x =
n−1∑
s=0
(es ⊗ xs) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
x0
...
xr
...
xn−1
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
with xs ∈ Cd2 , 0  s  n − 1,
and
y =
n−1∑
s=0
(es ⊗ ys) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
y0
...
yr
...
yn−1
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
with ys ∈ Cd1 , 0  s  n − 1.
Henceforth we denote the sets of vectors in Cc(n)d2 and Cc(n)d1 written in these forms as Cn:d2
and Cn:d1 , respectively. A linear transformation L : Cn:d2 → Cn:d1 can be written uniquely as y = Hx,
where
H =
n−1∑
r,s=0
(
er ⊗ eTs
)
⊗ Hr s = [Hr s]n−1r,s=0 with Hr s ∈ Cd1×d2 , 0  r, s  n − 1; (3)
thus,
y = Hx =
⎛
⎝ n−1∑
r,s=0
(
er ⊗ eTs
)
⊗ Hr s
⎞
⎠
⎛
⎝n−1∑
=0
e ⊗ x
⎞
⎠
=
n−1∑
r,s,=0
(
er ⊗ eTs
)
e ⊗ Hr sx =
n−1∑
r,s=0
er ⊗ Hr sxs,
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0  r  n − 1, from (2)(a). Wewill denote the set of matrices in Cc(n)d1×c(n)d2 written in the form (3)
by Cn:d1×d2 .
The usual rule for matrix multiplication applies; i.e., if H is as in (3) and
G =
n−1∑
r s=0
(
er ⊗ eTs
)
⊗ Gr s = [Gr s]n−1r,s=0 with Gr s ∈ Cd2×d3 , 0  r, s  n − 1,
then
HG =
⎛
⎝ n−1∑
r,=0
(
er ⊗ eT
)
⊗ Hr 
⎞
⎠
⎛
⎝ n−1∑
m,s=0
(
em ⊗ eTs
)
⊗ Gm s
⎞
⎠
=
n−1∑
r,,m,s=0
[(
er ⊗ eT
) (
em ⊗ eTs
)]
⊗ Hr Gm s
=
n−1∑
r,,m,s=0
δm
(
er ⊗ eTs
)
⊗ Hr Gm s by (2)(b)
=
n−1∑
r,s=0
(
er ⊗ eTs
)
⊗
⎛
⎝n−1∑
=0
Hr G s
⎞
⎠ = n−1∑
r,s=0
(
er ⊗ eTs
)
⊗ Kr s = [Kr s]n−1r,s=0,
where
Kr s =
n−1∑
=0
Hr G s, 0  r, s  n − 1.
In this paper we consider multilevel block α-circulants
A = [As−α r]n−1r,s=0 where α ∈ Mn and Am ∈ Cd1×d2 , 0  m  n − 1.
Multilevel 1-circulants [As−r]n−1r,s=0 have important applications in preconditioning of multilevel and
multilevel block Toeplitz matrices T = [Ts−r]n−1r,s=0; see, e.g., [3–7], a very incomplete list. We are not
aware of any published results on multilevel α-circulants with α  1.
The proofs of some of our results are similar to results obtained in [8] for unilevel block circulants.
Nevertheless, we include complete proofs here since we believe that simply referring to [8] would
impede the presentation here and would not be convincing in the multilevel setting.
2. Preliminaries
Throughout the rest of this paper all arithmetic operations and relations involvingmultiindices are
entrywise and modulo n, i.e., r ≡ s(mod n), gcd(α, n) = q and p = α/qmean that
rj ≡ sj (mod nj), gcd(αj , nj) = qj , and pj = αj/qj , 1 j k,
respectively. Also,
r + s = (r1 + s1 (mod n1), r2 + s2 (mod n2), . . . , rk + sk (mod nk))
and
r s = (r1s1 (mod n1), r2s2 (mod n2), . . . , rksk (mod nk)).
We denote
ζj = e−2π i/nj , 1 j k, ζ s = ζ s11 ζ s22 · · · ζ skk , 0  s  n − 1,
and
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Φ = 1√
c(n)
[ζ r s]n−1r,s=0 =
[
φ0 · · · φs · · · φn] ,
with
φs = 1√
c(n)
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
1
...
ζ r s
...
ζ (n−1)s
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
, 0  s  n − 1. (4)
Note that
φs = ψs1,1 ⊗ ψs2,2 ⊗ · · · ⊗ ψsk ,k ,
where
ψsj ,j =
1√
nj
⎡
⎢⎢⎢⎢⎢⎣
1
ζ
sj
j
...
ζ
(nj−1)sj
j
⎤
⎥⎥⎥⎥⎥⎦ , 0 sj  nj−1, 1 j k;
hence,
φ∗s φr = δr s =Def
[
1 if r = s,
0 if r /= s,
]
0  r, s  n − 1. (5)
Now let Ej = [δrj ,sj−1]nj−1rj ,sj=0, 1 j k,
E = E1 ⊗ E2 ⊗ · · · ⊗ Ek = [δr,s−1]n−1rs=0, (6)
and
Eu = Eu11 ⊗ Eu22 ⊗ · · · ⊗ Eukk = [δr,s−u]n−1r,s=0. (7)
It is straightforward to verify that
(
Eu ⊗ Id2
)
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
x0
...
xr
...
xn−1
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
xu
...
xr+u
...
xn−1+u
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
if x ∈ Cn:d2 (8)
and (
Eu ⊗ Id1
) ([Br s]n−1r,s=0) (E−ν ⊗ Id2) = [Br+u,s+v]n−1r,s=0 if B ∈ Cn:d1×d2 . (9)
From (4), (6), and (8) with u = 1,
Eφs = 1√
c(n)
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
ζ s
...
ζ (r+1)s
...
ζ n s
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
= ζ sφs, 0  s  n − 1. (10)
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Hence
EΦ = ΦD with D = diag
(
1, . . . , ζ s, . . . , ζ (n−1)s
)
, so E = ΦDΦ∗.
Now let
R = E ⊗ Id1 , S = E ⊗ Id2 , (11)
Ps = φs ⊗ Id1 , Qs = φs ⊗ Id2 , 0  s  n − 1. (12)
From (5),
P∗r Ps = δr sIn:d1 and Q∗r Qs = δr sIn:d2 , 0  r, s  n − 1. (13)
From (10) and (11),
RPs = ζ sPs and SQs = ζ s Qs, 0  s  n − 1. (14)
Also, let
P = [P0 · · · Ps · · · Pn−1] , Q = [Q0 · · · Qs · · · Qn−1] , (15)
and
Uα = [P0 · · · Pα s · · · Pα (n−1)] . (16)
From (13), P and Q are unitary. If gcd(α, n) = 1 the mapping s → α s is a permutation of Mn, so Uα
is unitary. However, if gcd(α, n) = q  1 then the ﬁrst c(p) block columns P0, . . . , Pα s, . . . , Pα (p−1)
of Uα are repeated c(q) times, so Uα is not invertible.
From (14) and (15),
R = PDRP∗ and S = QDSQ∗
where
DR =
n−1⊕
s=0
ζ r Id1 and DS =
n−1⊕
s=0
ζ sId2 .
3. The Ablow–Brenner theorem for multilevel block circulants
Ablow and Brenner [1] showed that A ∈ Cn×n is a standard α-circulant A = [as−αr] ∈ Cn×n if and
only if(
[δr,s−1]n−1r,s=0
)
A
(
[δr,s−1]n−1r,s=0
)−α = A.
This was generalized to characterize unilevel block circulants in [8, Theorem 1]. Here we generalize it
to multilevel block circulants.
Theorem 1. If A = [Gr s]n−1r,s=0 with Gr s ∈ Cd1×d2 then RAS−α = A (see (11)) if and only if A is an α-
circulant; more precisely, if and only if
Gr s = As−α r , 0  r, s  n − 1, (17)
with
As = G0 s, 0  s  n − 1. (18)
Proof. From (9) and (11), RAS−α = [Gr+1,s+α]n−1r,s=0. Therefore wemust show that (17) is equivalent to
Gr+1,s+α = Gr s, 0  r, s  n − 1. (19)
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If (17) is true then
Gr+1,s+α = A(s+α)−(r+1)α = As−α r = Gr s, 0  r, s  n − 1.
For the converse we consider blocks at each level independently. Insofar as they involve level p, (17)–
(19) can be rewritten as
G···,(rp ,sp),··· = A···,(sp−αp ,rp),··· 0 rp, sp  np − 1,
A···,(sp),··· = G···,(0,sp),··· 0 sp  np − 1, (20)
and
G···,(rp+1,sp+αp),··· = G···,(rp ,sp),··· 0 rp, sp  np − 1. (21)
Now suppose (20) and (21) hold and
G···,(rp ,sp),··· = A···,(sp−αprp),··· 0 sp  np − 1, (22)
for some rp < np−1. Replacing sp by sp − αp in (21) and (22) yields
G···,(rp+1,sp),··· = G···,(rp ,sp−αp),··· 0 rp, sp  np − 1,
and
G···,(rp ,sp−αp),··· = A···,(sp−αp(rp+1)),··· 0 s np − 1.
Therefore
G···,(rp+1,sp),··· = A···,(sp−αp(rp+1)),··· 0 s np − 1,
which is (22) with rp replaced by rp + 1. 
Remark 1. From (7), (11), and (12),
Ru = Ru11 ⊗ Ru22 ⊗ · · · ⊗ Rukk and Sv = Sv11 ⊗ Sv22 ⊗ · · · ⊗ Svkk ,
where
Rj = Iμj ⊗ Enj ⊗ Iνjd1 and Sj = Iμj ⊗ Enj ⊗ Iνjd2 .
(See (1)). Then, for example,
RAS−α = A if and only if RjAS−αjj = A, 1 j k.
Theorem 2. If
A = [As−α r]n−1r,s=0 ∈ Cn:d1×d2 and B = [Bs−α r]n−1r,s=0 ∈ Cn:d1×d2
then (i) AB∗ = [Cs−r]n−1r,s=0 ∈ Cn:d1×d1 with
Cm =
n−1∑
=0
AB
∗
−α m, 0  m  n − 1. (23)
(ii) If gcd(α, n) = 1 then B∗A = [Ds−r]n−1r,s=0 ∈ Cn:d2×d2 with
Dm =
n−1∑
=0
B∗Am+, 0  m  n − 1. (24)
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Proof. (i) FromTheorem1,A = RAS−α and B = RBS−α . ThereforeAB∗ = RAB∗R−1, so Theorem1with
R = S implies that AB∗ is a 1-circulant. Computing the ﬁrst block row (r = 0) of AB∗ yields (23).
(ii) Also, B∗A = SαB∗AS−α , so
S
αj
j B
∗AS−αjj = B∗A, 1 j k.
Applying this equality βj times where αjβj ≡ 1(mod nj) yields
SjBAS
−1
j = B∗A, 1 j k.
Now Theorem 1 and Remark 1 with R = S imply that B∗A is a 1-circulant. Computing the ﬁrst block
of B∗A yields Dm = ∑n−1=0 B∗−α Am−α . Since gcd(n, k) = 1,  → −β is a permutation ofMn, so we
can replace  by −β in the last sum to obtain (24). 
Theorem 3. If
A = [As−α r]n−1r,s=0 ∈ Cn:d1×d2 and B =
[
Bs−βr
]n−1
r,s=0 ∈ C
n:d2×d3 (25)
then
AB = [Cs−αβr]n−1r,s=0 ∈ Cn:d1×d3 , (26)
with
Cm =
n−1∑
=0
ABm−β, 0  m  n − 1. (27)
Proof. Let R = E ⊗ Id1 , S = E ⊗ Id2 , and T = E ⊗ Id3 . (See (6)). From (25) and Theorem 1,
(a) A = RAS−α and (b) B = SBT−β.
Now write
Tβ = Tβ11 ⊗ Tβ22 ⊗ . . . ⊗ Tβkk with Tj = Ij ⊗ Enj ⊗ Iνjd3 , 1 j k.
From (b) SjBT
−βj
j = B, 1 j k. Applying this equalityαj times yields Sαjj BT−αjβjj = B, 1 j k. There-
fore SαBT−αβ = B, by Remark 1. From this and (a), R(AB)S−αβ = AB. Now Theorem 1 implies (26)
with (27) obtained by computing the entries in the ﬁrst block row of AB. 
4. A dft characterization of multilevel α-circulants
Let
{
F
∣∣  ∈ Mn} and {Am∣∣m ∈ Mn} ⊂ Cd1×d2 be related by
(a) F =
n−1∑
m=0
ζ mAm and (b) Am = 1
c(n)
n−1∑
=0
ζ−mF, (28)
which are equivalent, since
∑n−1
=0 ζ α  = c(n)δα 0. Denote
FA =
n−1⊕
=0
F. (29)
The set
{
F
∣∣  ∈ Mn} is the discrete Fourier transform (dft) of the set {Am∣∣m ∈ Mn}.
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Theorem 4. A matrix A ∈ Cn:d1×d2 is an α-circulant A = [As−α r]n−1r,s=0 if and only if
A = UαFAQ∗ =
n−1∑
=0
Pα FQ
∗
 (30)
(see (15) and (16)), where
{
Am
∣∣m ∈ Mn} and {F∣∣  ∈ Mn} are related as in (28).
Proof. Suppose A = [As−α r]n−1r,s=0. From (28),
As−α r = 1
c(n)
n−1∑
=0
ζ−(s−α r)F.
Hence
A = 1
c(n)
n−1∑
=0
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 ⊗ Id1
...
ζ  r α ⊗ Id1
...
ζ (n−1)α ⊗ Id1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
F
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 ⊗ Id2
...
ζ  s ⊗ Id2
...
ζ (n−1) ⊗ Id2
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
H
,
so (4), (12) and (15) imply (30). Conversely, suppose (30) holds. Then
RAS−α =
n−1∑
=0
(RPα )F(SQ)
−α =
n−1∑
=0
(
ζ α Pα 
)
F
(
ζ−α Q∗
)
=
n−1∑
=0
Pα FQ
∗
 = A,
where (14) implies the second equality. Now Theorem 1 implies that A is an α-circulant A =
[As−α r]n−1r,s=0, and the argument given in the ﬁrst half of this proof implies that
{
Am
∣∣m ∈ Mn} is
as deﬁned by (28). 
The following theorem provides a representation of A that reduces to (30) if gcd(α, n) = 1, but is
more useful if gcd(α, n)  1.
Theorem 5. Suppose gcd(α, n) = q and p = n/q. Let
Q ,α =
[
Q · · · Q+ν p · · · Q+(q−1)p
]
, 0    p − 1, (31)
Qα =
[
Q0,α · · · Q ,α . . . Qp−1,α
]
, (32)
Vα =
[
P0 · · · P α · · · P(p−1)α
]
, (33)
F ,α =
[
F · · · F+νp · · · F+(q−1)p
]
, 0    p − 1, (34)
and
Fα =
p−1⊕
=0
F ,α. (35)
ThenQα is unitary since its columns are simply a rearrangement of the columns of Q ,
V∗αVα = Ic(p)d1 , (36)
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and (30) can be rewritten as
A =
p−1∑
=0
Pα F ,αQ
∗
 ,α = VαFαQ∗α. (37)
Proof. Since α r = α s with 0  r, s  p − 1 if and only if r = s, (13) implies (36). Since every s ∈
Mn can be written uniquely as s =  + νp with 0    p − 1 and 0  ν  q − 1, the second
equality in (30) can be written as
A =
p−1∑
=0
q−1∑
ν=0
Pα (+νp)F+νpQ∗+νp =
p−1∑
=0
Pα 
q−1∑
ν=0
F+νpQ∗+νp, (38)
where the second equality here is valid because pα ≡ 0(mod n). Therefore the ﬁrst equality in (37) is
valid because
F ,αQ
∗
 ,α =
q−1∑
ν=0
F+νpQ∗+νp, 0    p − 1.
Now (32)–(34) imply the second equality in (37). 
5. Solution of Az = w and the least squares problem
In this section A = [As−α r]n−1r,s=0. If z ∈ Cn:d2 and w ∈ Cn:d1 we write
z =
n−1∑
s=0
Qsus and w =
n−1∑
s=0
Psvs with us ∈ Cd2 and vs ∈ Cd1 (39)
(see (15)), 0  s  n − 1.
Theorem 6. If gcd(α, n) = 1 then
‖Az − w‖2 =
n−1∑
s=0
‖Fsus − vα s‖2, (40)
where ‖ · ‖ is the Frobenius norm. Therefore the least squares problem for the c(n)d1 × c(n)d2 matrix A
reduces to c(n) independent least squares problems for the d1 × d2 matrices Fs, 0  s  n − 1. Also,
Az = w if and only if Fsus = vα s, 0  s  n − 1. (41)
Proof. From (30) and (39),
Az − w =
n−1∑
s=0
Pα sFsus −
n−1∑
s=0
Psvs =
n−1∑
s=0
Pα sFsus −
n−1∑
s=0
Pα svα s
=
n−1∑
s=0
Pα s(Fsus − vα s), (42)
where the second equality is valid because
n−1∑
s=0
Psvs =
n−1∑
s=0
Pα svα s
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since gcd(α, n) = 1. Since P∗α rPα s = δr sIn:d1 (again, because gcd(α, n) = 1), (42) implies (40), which
implies (41) 
Theorem 7. Suppose gcd(α, n) = q and p = n/q. Then Az = w has no solution unless
w =
p−1∑
=0
Pα vα , (43)
in which case z is a solution if and only z = ∑n−1s=0 Qsus, where
q−1∑
ν=0
F+νpu+νp = vα , 0    n − 1. (44)
Proof. From (38) and (39),
Az =
p−1∑
=0
Pα ,
q−1∑
ν=0
F+νpu+νp.
Since
{
α | 0    p − 1
}
is a set of distinct multiindices, (13) implies that P∗α Pα m = δm, 0 
,m  p − 1. This and (41) imply that Az = w has no solution unless (43) holds for some v0, . . . , vα ,
. . . , vα (p−1), in which case z = ∑n−1s=0 Fsus is a solution if and only if (44) holds. 
6. Commutativity
The following theorem generalizes the well known commutativity property of 1-circulants
[as−r]n−1r,s=0 ∈ Cn×n.
Theorem 8. Suppose d1 = d2, gcd(α n) = 1, and αβ ≡ 1(mod n). Let A = [As−α r]n−1r,s=0, B =
[Bs−β r]n−1r,s=0,
F =
n−1∑
m=0
ζ mAm and G =
n−1∑
m=0
ζ mBm, 0    n − 1.
Then AB = BA if and only if
FβG = Gα F, 0    n − 1.
Proof. Since gcd(α, n) = gcd(β , n) = 1, we may change summation indices  → α  and  → β.
Therefore, from Theorem 4 with Q = P,
A =
n−1∑
=0
Pα FP
∗
 =
n−1∑
=0
PFβP
∗
β, B =
n−1∑
=0
PβGP
∗
 =
n−1∑
=0
PGα P
∗
α ,
AB =
n−1∑
=0
PFβGP
∗
 , and BA =
n−1∑
=0
PGα FP
∗
 ,
which implies the conclusion. 
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7. The Moore–Penrose inverse of an α-circulant
In this section A = {Am∣∣m ∈ Mn} and F = {F |  ∈ Mn} are related as (28).
Recall that the Moore–Penrose of a matrix G ∈ Cr×s is the unique matrix G† ∈ Cs×r that satisﬁes
the Penrose conditions
(GG†)∗ = GG†, (G†G)∗ = G†G, GG†G = G and G†GG† = G†.
We need the following lemma.
Lemma 1. Suppose L ∈ Cr×p, M ∈ Cs×q, L∗L = Ir , M∗M = Is, G = LCM∗, and H = MC†L∗. Then H =
G†.
Proof. (i) The following computations are straightforward:
GH = LCC†L∗ = L(CC†)∗L = (GH)∗,
HG = MC†CM∗ = M(C†C)∗M∗ = (HG)∗,
GHG = LCC†CM∗ = LCM∗ = G
and
HGH = MG†GG†L∗ = MG†L∗ = H,
so G and H satisfy the Penrose conditions. 
For clarity we ﬁrst consider the case where gcd(α, n) = 1.
Theorem 9. If A = [As−α r]n−1r,s=0 and gcd(α, n) = 1, then
A† = [Br−α s]n−1r,s=0 with Bm =
1
c(n)
n−1∑
=0
ζ mF
†
 , 0  m  n − 1. (45)
Proof. From Theorem 4, A = UαFAP∗ (see (15), (16), and (29)), which is written in expanded form in
(30). As noted following (16), Uα is unitary because (α, n) = 1. Since P is unitary in any case, Lemma
1 with L = Uα ,M = P, and C = FA implies that
A† = PF†AU∗α =
n−1∑
=0
PF
†
Pα  (46)
= 1
c(n)
n−1∑
=0
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 ⊗ Id2
...
ζ  r ⊗ Id2
...
ζ (n−1) ⊗ Id2
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
F
†

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 ⊗ Id1
...
ζ  α s ⊗ Id1
...
ζ α(n−1) ⊗ Id1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
H
= 1
c(n)
⎡
⎣n−1∑
=0
ζ (r−α s)F†
⎤
⎦n−1
r, s=0
= [Br−α s]n−1r, s=0,
from (45). 
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Theorem 10. Let A = [As−α s r]n−1r,s=0, gcd(α, n) = q, and p = k/q. Let F ,α be as in (34) and partition
F
†
 ,α as
F
†
 ,α =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
G ,α
...
G+νp,α
...
G+(q−1)p,α
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
, 0    p − 1, (47)
where G ,α ∈ Cd2×d1 , 0    n − 1. Then
A† = [Br−α s]n−1r,s=0 with Bm =
1
c(n)
n−1∑
=0
ζ m G ,α , 0  m  n − 1. (48)
Proof. From Theorem 5 (speciﬁcally, (37)), A = VαFαQ∗α . Recalling (36), Lemma 1 with L = Vα ,M =
Qα , and C = Fα implies that
A† = QαF†αV∗α =
p−1∑
=0
Q ,αF
†
 ,αP
∗
α  =
p−1∑
=0
⎛
⎝q−1∑
ν=0
Q+νpG+νp,α
⎞
⎠ P∗α ,
where the second equality follows from (32), (33), and (35) and the third equality follows from (31)
and (47). Since Pα (+ν p) = Pα , 0  ν  q − 1, we can now write
A† =
p−1∑
=0
q−1∑
ν=0
Q+νpG+νp,αP∗α (+νp) =
n−1∑
=0
QG ,αP
∗
α .
Now (4) and (12) imply that
A† = 1
c(n)
n−1∑
=0
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 ⊗ Id2
...
ζ  r ⊗ Id2
...
ζ  (n−1) ⊗ Id2
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
G α
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 ⊗ Id1
...
ζ  α s ⊗ Id1
...
ζ α (n−1) ⊗ Id1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
H
= 1
c(n)
⎡
⎣n−1∑
=0
ζ (r−α s)G ,α
⎤
⎦n−1
r,s=0
= [Br−α s]n−1r,s=0
with B0, . . . , Bm, . . . , Bn−1 as in (48). 
Remark 2. If A = [as−α r]n−1r,s=0 ∈ Cn:1×1 then (28) and (34) reduce to
f =
n−1∑
m=0
amζ
m and f ,α =
[
f f+p . . . f+(q−1)p
]
, 0    p − 1.
Since
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f
†
 ,α =
1
‖f ,α‖2
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
f¯
...
f¯+νp
...
f¯+(q−1)p
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
if f ,α /= 0 or f† ,α = 0 if f ,α = 0,
it follows that
g+νp,α =
{
f¯+νp/|f ,α|2 if f ,α /= 0,
0 if f ,α = 0, 0   p − 1, 0  ν  q − 1.
Hence
A† = [br−α s]n−1r,s=0 where bm =
1
c(n)
n−1∑
=0
g ,αζ
m.
8. The case where gcd(α, n) = 1 and d1 = d2
In this section we assume that gcd(α, n) = 1 and d1 = d2 = d, so (30) becomes
A = UαFAP∗. (49)
Theorem 11. A = [As−α r]n−1r,s=0 is invertible if and only if gcd(α, n) = 1 and F0, . . . , Fm, . . . , Fn−1 are all
invertible, in which case
A−1 = [Br−α s]n−1r,s=0 with Bm =
1
c(n)
n−1∑
=0
ζ mF−1 , 0  m  n − 1, (50)
and the solution of Az = w is z = ∑n−1=0 PF−1 vα .
Proof. If A is invertible then Uα must be invertible, which is true if and only if gcd(α, n) = 1. Hence
this is a necessary condition for A to be invertible. If gcd(α, n) = 1 then (41) implies that A is invertible
if and only if F0, . . . , Fs, . . . , Fn−1 are all invertible or, equivalently, F†s = F−1s , 0  s  n − 1. Now
Theorem 9 implies (50) which, with (39) and (41), implies the ﬁnal conclusion. 
Theorem 12. Suppose A is as in (49) and αβ ≡ 1(mod n). Then:
(i) A is Hermitian if and only if PβF
∗
β = Pα F, 0    n − 1
(ii) A is normal if and only if FβF
∗
β = F∗ F, 0    n − 1
(iii) A is EP ( i.e ., A†A = AA†) if and only if F†F = FβF†β, 0    n − 1.
Proof. From (49) and (46) with α = 1,
A =
n−1∑
=0
Pα FP
∗
 , A
∗ =
n−1∑
=0
PF
∗
 P
∗
α , and A
† =
n−1∑
=0
PF
†
P
∗
α . (51)
(i) Since αβ ≡ 1(mod n), replacing  by β in the second sum in (51) yields A∗ = ∑n−1=0 PβF∗βP∗ ,
and comparing this with the ﬁrst sum in (51) yields (i).
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(ii) From (51),
AA∗ =
n−1∑
=0
Pα FF
∗
 P
∗
α  =
n−1∑
=0
PFβF
∗
βP
∗
 and A
∗A =
n−1∑
=0
PF
∗
 FP
∗
 ,
which implies (ii).
(iii) From (51),
AA† =
n−1∑
=0
Pα FF
†
P
∗
α  =
n−1∑
=0
PFβF
†
βP
∗
 and A
†A =
n−1∑
=0
PF
†
FP
∗
 ,
which implies (iii). 
Remark 3. If A is a square matrix and there is a matrix B such that ABA = A, BAB = B, and AB = BA,
then B is unique and is called the group inverse of A, denoted by B = A#. Theorem 12 (iii) implies that
A† = A# if and only if F†F = FβF†β, 0    n − 1.
9. The eigenvalue problem with α = 1
Here we assume that α = 1 and d1 = d2 = d, so (6) and (12) reduce to
R = S = E1 ⊗ E2 ⊗ · · · ⊗ Ek ⊗ Id = ([δr,s−1]n−1rs=0) ⊗ Id,
Ps = Qs = φs ⊗ Id, 0  s  n − 1,
and (30) reduces to
A = PFAP∗ =
n−1∑
s=0
PsFsP
∗
s .
The following theorem and its proof are motivated by [2, Theorem 2].
Theorem 13. Let
SR =
n−1⋃
=0
{
z ∈ Cn:d
∣∣∣ Rz = ζ  z} .
If λ is an eigenvalue of A let EA(λ) be the λ-eigenspace of A; i.e,
EA(λ) = {z|Az = λz} .
Then:
(i) If λ is an eigenvalue of A = [As−r]n−1r,s=0 then EA(λ) has a basis in SR.
(ii) If A ∈ Cn:d×d and has c(n)d linearly independent eigenvectors in SR, then A is a 1-circulant.
Proof. (i) From (41)withw = λz andα = 1, z = ∑k−1=0 Pu ∈ EA(λ) if and only if Fu = λu, 0 
  n − 1. Therefore λ is an eigenvalue of A if and only if it is an eigenvalue of F for some  ∈ Mn.
Let Tλ be the subset of Mn for which this is true. Then EA(λ) consists of linear combinations of the
vectors of the form Pu with  ∈ Tλ and (λ, u) an eigenpair of F. Since RP = ζ P (see (6)), this
completes the proof of (i).
(ii) From Theorem 1 with R = S and α = 1, we must show that RA = AR. If Az = λz and Rz = ζ s z
then RAz = λRz = λζ s z and ARz = ζ s Az = ζ s λz. Hence ARz = RAz for all z in a basis for Cn:d, so
AR = RA. 
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Theorem 14. Suppose
{
F
∣∣  ∈ Mn} and {Am∣∣m ∈ Mn} are related as in (28), and F = ΨJΨ −1 is
the Jordan canonical form of F, 0    n − 1. Let
Γ = [P0Ψ0 · · · PΨ · · · PnΨn] .
Then
[As−r]n−1r,s=0 = Γ
⎛
⎝n−1⊕
=0
J
⎞
⎠Γ −1.
In particular, suppose that F0, . . . , F, . . . , Fn−1 are all diagonalizable with spectral decompositions
F = TDT∗ , 0    n − 1,
and
 = [P0D0 · · · PD . . . Pn−1Dn−1] .
Then
A = 
⎛
⎝n−1⊕
=0
D
⎞
⎠−1.
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