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Abstract
We use the Factorization method to retrieve the shape of cracks with impedance
boundary conditions from farfields associated with incident plane waves at a fixed fre-
quency. This work is an extension of the study initiated by Kirsch and Ritter [Inverse
Problems, 16, pp. 89-105, 2000] where the case of sound soft cracks is considered. We
address here the scalar problem and provide theoretical validation of the method when
the impedance boundary conditions hold on both sides of the crack. We then deduce an
inversion algorithm and present some validating numerical results in the case of simply
and multiply connected cracks.
1 Introduction
This work is concerned with the reconstruction of the shape of cracks with impedance
boundary conditions in a homogeneous background from acoustic measurements using the so-
called Factorization method [15]. The considered data for this inverse problem is formed by
the farfields associated with incident plane waves at a fixed frequency. As a sampling method,
the Factorization method gives a simple and fast algorithm. In addition, it has the advantage,
compared to other sampling methods [4, 21, 8], of giving an exact characterization of the crack
using the behavior of an indicator function. However, this characterization is proved only for
a restricted set of the impedance values (see main theorem below).
This work is an extension of the study initiated in [16] (see also [6] for the electrostatic
case) where the case of sound soft cracks is addressed. We consider here the case where
impedance boundary conditions hold on both sides of the crack.
Two difficulties on the theoretical level have to be faced. The first one is due to the
fact that the far field operator is no longer normal when the impedance values are not real.
Therefore, only the second version of the factorization method (the so called F♯ version) can
be considered. To do so, a slight modification of the main theoretical tool behind this method
has been introduced (see also [18]). The second one is related to the geometrical nature of
the crack problem. For instance as opposed to the case of an obstacle with a non empty
interior [12, 15], a two by two boundary operator is needed in the factorization of the far field
operator. As we shall indicate later, this requires in particular a non intuitive choice of the
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unknowns and the functional spaces associated with. We shall discuss two possible choices
of the factorization. The obtained main result requires unusual assumptions on the real part
of the sum of the two impedances, as we impose this quantity to be positive definite on the
crack.
The case of impedance boundary conditions also causes difficulties in designing the nu-
merical algorithm associated with the theoretical part. The latter requires a proper choice
of the orientation of the probing “small” crack. In order to fix this problem a minimization
procedure with respect to the normal (similar to [4]) is incorporated in the definition of the
indicator function.
For an overview of recent works on other sampling methods applied to crack identifica-
tion for the Helmholtz equation with (different) impedance boundary conditions we refer to
[9, 3, 21, 4, 22] and the references therein. The litterature on sound soft or sound hard crack
identification for the Helmholtz equation is rich and we refer to [13, 1, 14, 17] and refer-
ences therein for an account of different non linear inversion method in the case of single/few
measurements and to [5, 2] and references therein for the case of small cracks.
The remainder of the paper is organized as follows. In Section 2, we briefly present
the forward problem and some key results on variational solutions to this problem. Section 3
introduces the inverse problem and the main theoretical result associated with the factorization
method. In Section 4 we discuss two different choices of the farfield factorizations and prove
the auxiliary results required by the proof of our main theorem. The last section is dedicated
to the presentation of the numerical algorithm associated with the theoretical result together
with some validating examples in the case of single and multiply connected cracks.
2 The forward scattering problem by an impedance crack
We start this section by introducing the direct scattering problem from an impedance
crack in a homogeneous medium. Let σ ⊂ Rm, m = 2, 3, be a smooth nonintersecting open
arc. For further considerations, we assume that σ can be extended to an arbitrary smooth,
simply connected, closed curve ∂Ω enclosing a bounded domain Ω in Rm. The normal vector
ν on σ coincides with the outward normal vector to ∂Ω.
Impedance type boundary conditions on σ leads to the following problem
{
∆u+ κ2u = 0 in Rm \ σ,
∂νu± ± λ±u± = 0 on σ,
(1)
where the wave number κ is positive and λ± ∈ L∞(σ) are the given (complex-valued)
impedance functions with non-negative imaginary part. We used the notation u±(x) :=
limh→0+ u(x± hν) and ∂νu±(x) := limh→0+ ν · ∇u(x± hν) for x ∈ σ (for regular functions u)
and also will use the short notation [u] := u+ − u− and [∂νu] := ∂νu+ − ∂νu− on σ.
The total field u = ui + us is decomposed into the given incident plane wave ui(x, d) = eiκd·x







s − iκus) = 0, (2)
uniformly in all directions x̂ = x|x| . In order to formulate the scattering problem more precisely
we need to define the trace spaces on σ. If H1/2(∂Ω) and H−1/2(∂Ω) denote the usual Sobolev
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spaces on the closed regular curve ∂Ω, we introduce the following spaces
H1/2(σ) :=
{






u ∈ H1/2(∂Ω) : supp(u) ⊂ σ̄
}
,
and we denote by H−1/2(σ) and H̃−1/2(σ) the dual spaces of H̃1/2(σ) and H1/2(σ) respectively
(see [19]). We notice that one has the inclusions
H̃1/2(σ) ⊂ H1/2(σ) ⊂ L2(σ) ⊂ H̃−1/2(σ) ⊂ H−1/2(σ).
Introducing g± = −(∂ν ± λ±)ui the problem (1)-(2) can be seen as a special case of what will
be referred to as Impedance Crack Problem (ICP): Find us ∈ H1loc(R
m \σ) satisfying the
Sommerfeld radiation condition (2) and







m \ σ) denotes the space of functions that belong to H1loc(B) for all bounded set









for m = 2 and m = 3.
We shall discuss hereafter the class of data g± for which existence can be ensured, which
will be crucial in the design of the inversion method. Motivated by later use, we chose to
adopt a variational approach in the study of ICP.
Denote by BR a sufficiently large ball with radius R containing σ̄ and by SR its boundary.
We introduce TR : H
1/2(SR) → H
−1/2(SR), the Dirichlet to Neumann operator, defined by
TR(ϕ) = ∂rw, on SR, (3)




m \BR) being the unique solution satisfying the Sommerfeld
radiation condition and verifying
{
∆w + k2w = 0 in Rm \BR,
w = ϕ on SR.
Let 〈, 〉SR denotes the duality product between H
−1/2(SR) and H1/2(SR) that coincides with
L2(SR) scalar product for regular functions. We recall that (see for instance [20, 11]),
ℜ 〈TRϕ,ϕ〉SR < 0 and ℑ 〈TRϕ,ϕ〉SR > 0 ∀ϕ ∈ H
1/2(SR), ϕ 6= 0. (4)
Assume for a moment that g± are in L2(σ). Then, (using standard proofs for the use of
the operator TR in variational formulations [20]) u
s is a solution of ICP if and only if us ∈





















By denoting l(v) the right hand side of (5) we remark that existence of solution to this
variational formulation requires the continuity of l on H1(BR \ σ). Using classical trace
theorems, we have that v± ∈ H1/2(σ) and therefore the antilinear form l is continuous if g±
are in L2(σ) and also if g± are in H̃−1/2(σ), where in the latter case the integrals have to
be understood as duality pairing H̃−1/2(σ)–H1/2(σ). As it will be clearer later, this is not
enough to be able to analyze the Factorization method. One needs in particular to enlarge







(g+ − g−)v−ds. (6)
Therefore, since for v ∈ H1(BR\σ) the jump [v] ∈ H̃
1/2(σ), the antilinear form l is still contin-
uous on H1(BR\σ) if we simply assume that g
± ∈ H−1/2(σ) and (g+−g−) ∈ H̃−1/2(σ), where
in that case the integrals in (6) have to be respectively understood as H−1/2(σ)–H̃1/2(σ) and
H̃−1/2(σ)–H1/2(σ) duality pairings. We then have the existence of a constant CR independent






∀v ∈ BR \ σ.
Lemma 2.1. Assume that g± ∈ H−1/2(σ) such that (g+ − g−) ∈ H̃−1/2(σ). Then, (ICP) has
a unique solution that continuously depends on the boundary data g+ and g−.
Proof. The only remaining part is to prove that the operator associated with the right hand
side of (5), denoted by A(us, v), is invertible. Since this is a classical exercise we shall give
here only an outline of the proof. We first prove that it is a Fredholm operator of index 0 by













and a compact one








The coercivity of A0 directly follows from the first property of TR in (4) while the compactness
of B follows from trace theorems and the Rellich compact embedding theorem. We then prove
the injectivity of the operator by taking the imaginary part of A(us, us) = 0, which implies,















(0, 0). Hence, using a standard unique continuation argument, us vanishes in BR \ σ.
3 Statement of the Inverse Problem and the Main Theorem
Let us denote by u∞(·, d) the farfield associated with (ICP) solutions corresponding to
g± = −(∂ν±λ±)ui(·, d)|σ. Our inverse problem consists in reconstructing σ from the knowledge
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of u∞(·, ·) on Sm−1 × Sm−1. As stated before, we shall employ the factorization method to
solve this inverse problem. For that purpose we define the farfield operator












(−iκ x̂.ν(y)αL(y) + βL(y)) e
−iκx̂·yds(y), (10)
with densities αL ∈ H̃
1
2 (L) and βL ∈ H̃
− 1





L (x̂) for all x̂ ∈ S
m−1 (11)
where F♯ is defined by
F♯ := |ℜF | + ℑF,
ℜF := 12(F + F
∗), and ℑF := 12i(F − F
∗). The main theorem is the following.
Theorem 3.1 (Main Theorem). Further assume that (λ+ + λ−)−1 ∈ L∞(σ) and there exists
a constant c > 0 such that
ℜ(λ+ + λ−) ≥ c|λ+ + λ−|2 a.e. on σ.
Then, for any smooth non intersecting arc L and functions αL ∈ H̃
1
2 (L) and βL ∈ L
2(L) such
that the support of (αL, βL) is L̄, the following is true:
L ⊂ σ if and only if Φ∞L ∈ Range(F
1/2
♯ ). (12)








where {λn, ψn}n∈N is an eigensystem of the self-adjoint, positive and compact operator F♯.
The proof of this theorem is based on the following abstract result which is a slight modification
of the classical one stated in [15] and can also be seen as a particular case of the one used in
[18]. For the reader convenience, we included a proof of this theorem into an appendix based
on the original proof in [15].
Theorem 3.2. Let H ⊂ U ⊂ H∗ be a Gelfand triple with a Hilbert space U and a reflexive
Banach space H such that the embedding is dense. Moreover, let Y be a second Hilbert space
and let F : Y −→ Y,H : Y −→ H, and T : H −→ H∗ be linear bounded operators such that
F = H∗TH. (13)
We make the following assumptions:
(A1) H∗ is compact with dense range.
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(A2) ℜ[T ] = C+K with some compact operator K and some self-adjoint and coercive operator
C : H −→ H∗, i.e, there exists c > 0 with
〈ϕ,Cϕ〉 ≥ ‖ϕ‖2 for all ϕ ∈ H, (14)
and ℑT is positive on the closure of the range of H. Then the operator F♯ = |ℜF | + ℑF is
positive, and the ranges of H∗ : H∗ −→ Y and F♯
1/2 : Y −→ Y coincide.
The goal of next section is to provide a factorization of F in the form (13) and verifying
the assumptions of Theorem 3.2. Based on the results of that section we can already give the
proof of Theorem 3.1.
Proof of Theorem 3.1. A factorization of F in the form (13) is given by (28) with the space
H = H−1/2(σ) × L2(σ). The assumptions required for the operator H∗ are verified in
Lemma 4.3 and those required for the operator T are verified in Lemma 4.2 and Lemma 4.1.
The result of our theorem is then a consequence of Theorem 3.2 and Lemma 4.4.
4 Factorizations of the far field operator
As explained above this section is concerned with the proof of the theoretical ingredients
needed in the proof of our main theorem. The first ingredient is the factorization of the
operator F as in (13). There are multiple possible factorizations and we shall present here
two of them. The first one, called “natural factorization” is the one inspired by the writing of
ICP equations and therefore the first one would think of. We shall explain however why this
factorization causes difficulties in the space function settings of the forward problem and what
would be the correct setting. The latter was suggested by a second factorization for which the
analysis is more simple to present. We shall give the proofs only for the second factorization,
which is enough for our main result (Theorem 3.2). The proofs for the first factorization can
be easily deduced using (21) .
4.1 A natural factorization
By linearity of the forward problem with respect to the incident wave, F (ϕ) is nothing but
the farfield of ICP solution usϕ associated with g
± = −(∂νvϕ ±λ±vϕ) where vϕ is the Herglotz




eiκx·dϕ(d) ds(d), x ∈ Rm.
As suggested by the study of the forward problem we define
H1 := {(g
+, g−) ∈ H−1/2(σ) ×H−1/2(σ) such that (g+ − g−) ∈ H̃−1/2(σ)}
and consider G1 : H1 → L
2(Sm−1) that maps the boundary data (g+, g−) to the farfield
pattern of the solution ICP. Introducing H1 : L
2(Sm−1) → H1 the operator defined by
H1(ϕ) := (−(∂ν + λ
+)vϕ|σ,−(∂ν − λ
−)vϕ|σ), (15)
then we immediately get
F = G1H1.
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For (α, β) ∈ L2(σ) × L2(σ), we observe that after changing the order of integration,
∫
σ














































We therefore deduce that the adjoint operator H∗1 is given by














for x̂ ∈ Sm−1. We now recall that (using the Green representation formula of scattered fields













Consequently, considering T1 : (g
+, g−) 7→ (α, β) such that
α+ β = −[us] and λ+α− λ−β = [∂νu
s] on σ, (18)
where us is the solution to ICP, we simply get G1 = H
∗
1T1 which finally leads to the factorization
F = H∗1T1H1. (19)




































where us is the solution to ICP. The issue with this factorization is that one cannot prove
continuity of T1 : H1 → H
∗
1 : Using the simple relation
∫
σ









+, f−) ∈ H1/2(σ) ×H1/2(σ) such that (f+ + f−) ∈ H̃1/2(σ)}.
Due to the presence of the normal derivative in the expression of T1 one can easily deduce our
claim. It turned out however, that if one replaces H1 with the smaller subspace
H̃1 := {{(g
+, g−) ∈ H−1/2(σ) ×H−1/2(σ) such that (g+ − g−) ∈ L2(σ)}
where its dual is defined as
H̃∗1 = {(f
+, f−) ∈ L2(σ) × L2(σ) such that (f+ + f−) ∈ H̃1/2(σ)},
then T1 : H̃1 → H̃
∗
1 is continuous. One can also prove that factorization (19) fits into the
framework of Theorem 3.2. These facts were suggested to us by (and can be easily deduced
from) the second factorization presented below.
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4.2 A second factorization
This factorization is based on rewriting ICP in terms of the boundary data
h+ = g+ and h− = g+ − g−. (21)
We then consider for a given boundary data (h+, h−), the scattered field ũs ∈ H1loc(R
m \ σ)















It is obvious that ũs coincides with the solution of ICP if (h+, h−) and (g+, g−) are related
by (21). We then deduce that (22) is well posed for (h+, h−) ∈ H−1/2(σ) × H̃−1/2(σ). As
indicated above, we shall (up to making stronger assumptions on the impedances later on)
restrict our selves to (h+, h−) ∈ H2 where
H2 := H
−1/2(σ) × L2(σ).
We observe, for later use, that solving (22) is equivalent to solve the following variational
























Proceeding as in the previous factorization, we first introduce G2 : H2 → L
2(Sm−1) that maps
the boundary data (h+, h−) to the farfield pattern associated with ũs solution of (22) and the
operator H2 : L








where vϕ is the Herglotz wave with kernel ϕ ∈ L
2(Sm−1). One then immediately get that
F = G2H2. If we denote by H
∗
2 the adjoint of the operator H2, then similar calculations as
for H∗1 show that H
∗
2 is given by










λ̄+α(y) + (λ+ + λ−)β(y)
)
e−iκx̂·yds(y), (25)













Therefore, considering T2 : (g
+, g−) 7→ (α, β) such that
α = −[ũs] and λ̄+α+ (λ+ + λ−)β = [∂ν ũ
s], on σ, (27)
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where ũs is the solution of (22), we simply get G2 = H
∗
2T2, which finally leads to the second
factorization
F = H∗2T2H2. (28)
Simple algebra shows that (27) is equivalent to










Therefore T2 is defined by
T2(h










where ũs ∈ H1loc(R
m \σ) is the solution to (22). Since H∗2 = H̃
1/2(σ)×L2(σ) we immediately
get from the expression (29) that, if we further assume that (λ+ + λ−)−1 ∈ L∞(σ), then
T2 : H2 → H
∗
2 is bounded.
4.3 Analysis of the second factorization (28)
This section is dedicated to the proof of the auxiliary results that served to the proof of
our main theorem. We shall denote by 〈, 〉 the H2 − H
∗
2 duality product that extends the
L2(σ) × L2(σ) scalar product.
Lemma 4.1. Further assume that (λ+ + λ−)−1 ∈ L∞(σ). Then the operator T2 : H2 → H∗2







Proof. The continuity of T2 is an obvious consequence of the well posedness of (22) and trace

































































































































































Now suppose that ℑ 〈(h+, h−), T2(h+, h−)〉 = 0, then
ℑ 〈TR(ũ
s), ũs〉 = 0,
which implies (∂ν ũ
s, ũs) = (0, 0) on SR. Using a standard unique continuation argument we
obtain that ũs vanishes on BR \ σ and therefore (h
+, h−) = (0, 0).
Lemma 4.2. Further assume that (λ+ + λ−)−1 ∈ L∞(σ) and there exists a constant c > 0
such that
ℜ(λ+ + λ−) ≥ c|λ+ + λ−|2 a.e. on σ.
Then, the operator T2 : H2 → H
∗






2 : H2 → H
∗
2 is
a compact operator and T 02 : H2 → H
∗
2 is defined by
T 02 (h






















for all v ∈ H1(BR\σ). Moreover C := ℜ(T
0
2 ) satisfies the coercivity property (14) on H = H2.
Proof. We first verify the coercivity property for C. From the expression of T 02
〈







































Consequently, using the first property in (4) and the assumptions on λ+ + λ−, we get the
existence of a positive constant c such that
ℜ
〈


























+ − h−) on σ,
∂νu
0 − TR(u
0) = 0 on SR.
(33)








≤ K(‖∆u0‖2L2(Ω) + ‖∇u
0‖2L2(Ω)) ≤ K‖u
0‖2H1(BR\σ),
for some constant K. Combined with (32), this inequality proves the desired coercivity prop-
erty.
We now prove that the operator T c2 = T2 − T
0
2 is a compact. We first observe
T c2 : H2 → H
∗
2










where w := ũs − u0, ũs ∈ H1(BR \ σ) is the solution of (22) and u
0 ∈ H1(BR \ σ) is the
solution of (31). The compactness of the second component of T c2 is then a simple consequence
of the continuity of the solutions to (22) and (31), the trace theorem and the Rellich compact
embedding theorem. For the first component of T c2 we simply observe that w ∈ H
1(BR \ σ)
satisfy
A0(w, v) = −B(ũ
s, v) for all v ∈ H1(BR \ σ),
where A0 and B are respectively defined by (7) and (8). Since A0 is coercive and B defines
a compact operator on H1(BR \ σ), the mapping ũ
s 7→ w is compact from H1(BR \ σ) into
H1(BR \ σ). The desired result then follows from the continuity of the solution to (22) and
trace theorem.
Lemma 4.3. Further assume that (λ+ + λ−)−1 ∈ L∞(σ). Then the operator H∗2 : H
∗
2 →
L2(Sm−1) defined by (25) is one to one and has a dense range.
Proof. Let (α, β) ∈ H∗2 such that H
∗
2(α, β) = 0 . We note that H
∗





(−α(y)∂ν(y)Φ(x, y) + (λ+α(y) − (λ+ + λ−)β(y))Φ(x, y))ds(y),
for x ∈ Rm \ σ̄, where Φ denotes the Green function associated with the Helmholtz equation
and satisfying the Sommerfeld radiation condition. Therefore, if H∗2(α, β) = 0, then from
Rellich’s lemma and the unique continuation principle, we conclude that V = 0 in Rm \ σ̄. By
the jump properties of the layer potentials ([19]), we have [V ] = −α and [∂νV ] = −λ+α(y) +
(λ+ + λ−)β(y). This implies
α = 0 and − λ+α(y) + (λ+ + λ−)β(y) = 0.
Finally, since by assumption (λ+ + λ−)−1 ∈ L∞(σ), α = β = 0 and proves that H∗ is one to
one.
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In order to prove the density of the range of the operator H∗2, we shall prove the injectivity
of its adjoint H2. Let g ∈ L
2(Sm−1) be an element of the kernel of H2. Then,
(−∂ν + λ
+)vg = 0 and (λ
+ + λ−)vg = 0 on σ.
Since by assumption (λ+ + λ−)−1 ∈ L∞(σ) then vg = 0 and ∂νvg = 0 on σ0 ⊂ σ. From a
unique continuation argument, this implies that vg = 0 in R
m and therefore g = 0 ([10]),
which proves the desired result.
Lemma 4.4. Further assume that (λ+ + λ−)−1 ∈ L∞(σ). Then, for any smooth non inter-
secting arc L and functions αL ∈ H̃
1
2 (L), βL ∈ L
2(L) such that the support of (αL, βL) is L̄,
the function Φ∞L given by (10) belongs to Range(H
∗
2) if and only if L ⊂ σ.
Proof. First assume that L ⊂ σ. We define α as the extension of −αL by 0 to all σ, which
indeed gives a function in H̃1/2(σ). We then define β as β = 0 on σ \ L and β = −(βL +
λ̄+αL)/(λ̄
+ + λ̄−) on L, which indeed provides a function in L2(σ). We then easily verify from
expressions (25) and (10) that H∗2(α, β) = Φ
∞
L .
Now let L 6⊂ σ and assume, on the contrary, that Φ∞L ∈ Range(H
∗
2). Hence, there exists








− (λ+ϕ(y) + (λ+ + λ−)ψ(y))e−iκx̂·y(y)
)
ds(y).





−ϕ(y)∂ν(y)Φ(x, y) − (λ+ϕ(y) + (λ+ + λ−)ψ(y))Φ(x, y)
)
ds(y), x ∈ Rm \ σ.




(αL(y)∂ν(y)Φ(x, y) + βL(y)Φ(x, y))ds(y), x ∈ R
m \ L̄, (35)
then using the Rellich lemma and the unique continuation principle, the potentials ΦL and P
coincide in Rm \ (σ̄ ∪ L̄).
Let x0 ∈ L and Bǫ a small neighborhood of x0 such that Bǫ∩σ = ∅ and Bǫ∩L has a non empty
interior in L. Then P ∈ H2(Bǫ). Consequently, ΦL and its normal derivatives are continuous
across Bǫ ∩ L. Using jump properties of layer potentials, this implies that (αL, βL) = 0 on
Bǫ ∩ L, which contradicts the fact that the support of (αL, βL) is L̄.
5 Numerical algorithm and results
The numerical experiments are conducted in a 2D setting of the problem. We consider
n equally distant observation points of the farfield (x̂l)1≤l≤n on the unit circle. We then









The farfields u∞(· · · , x̂j) are generated synthetically by solving the forward problem using an
integral equation approach [4]. This data is then corrupted with a pointwise random noise:
u∞(x̂l, x̂j) = u
synth
∞ (x̂l, x̂j)(1+ǫ(r1+ir2)) where u
synth
∞ is the computed data, r1 and r2 are two
random numbers in the interval [−1, 1] and where ǫ is the noise level. In all our experiments
ǫ = 0.01 and we used (without trying to optimize this number) n = 100.
Let L be a small segment of center z and with normal ν. Then we approximate Φ∞L by
Φ∞L (x̂l) ≃ γ|L|(−iκ x̂l.ν α(z) + β(z))e
−iκx̂lz.




L (x̂l) ∀x̂l. (37)











where {λn, ψn}n∈N is an eigensystem of the self-adjoint and positive operator F♯ and M is
a regularization parameter (fixed in the numerical experiments by trial and error). We shall
consider two types of solutions. The first one denoted by gz corresponds to α(z) = 1 and
β(z) = 0 whereas the second one denoted by gz,ν corresponds to α(z) = 0 and β(z) = 1.
The normal ν can be expressed
ν = ζν1 +
√
1 − ζ2ν2
with −1 ≤ ζ ≤ 1 and where ν1 := (0, 1) and ν2 := (1, 0). Therefore, by linearity of equation
(37),
gz,ν = ζgz,ν1 +
√
1 − ζ2gz,ν2 .
According to Theorem 3.1, if z ∈ σ and the normal ν does not coincides with a normal to σ
at z, then ‖gz,ν‖
2 goes to infinity as M → ∞ while it remains bounded in the opposite case.
We therefore expect for z ∈ σ, the min value with respect to ζ of
‖gz,ν‖
2 = ζ2‖gz,ν1‖
2 + (1 − ζ2)‖gz,ν2‖
2 + 2ζ
√
1 − ζ2 〈gz,ν1 , gz,ν2〉 (39)
to remain bounded as M → ∞. According to Theorem 3.1, the min value of (39) becomes









where gz,ν corresponds with ζ that minimizes (39).
Figures 1, 2, 3 and 4 show the isolines of this indicator function for different shapes of the
cracks and different values of the impedances. The wavelength being equal to 1, we choose
three different shapes:
• (a) a broken segment with vertices (0, 0.8), (0, 0) and (0.4,−0.8),
• (b) an arc centered at (−0.5, 0.5) with radius 0.75 and angle θ ∈ [0, π/2],
• (c) an L shape with vertices (0.75, 0), (0, 0) and (0, 0.75).
13
We observe that a very good reconstruction of the crack is obtained when the impedance values
are relatively small or relatively large. The case of impedances with "intermediate" values is
less accurate but still provide a good approximation of the crack shape and location. These
conclusions are in concordance with those reported in [4] for the case of the Linear Sampling
Method, although slightly better reconstructions are obtained using the Factorization method
for the case of impedances with intermediate values. The last example, represented in Figure
5 show the obtained reconstructions for a multiply connected crack made of two segments
and two arcs. The results demonstrate the capability of the method to handle this complex
configuration, even with different values of the impedances associated with each crack.


























































Figure 1: Reconstruction of cracks for λ− = λ+ = 10−2(1 + i). Left: geometry (a), middle:
geometry (b), right: geometry (c). Wavelength = 1 and random noise level = 1%.
































































Figure 2: Reconstruction of cracks for λ− = λ+ = 5+5i. Left: geometry (a), middle: geometry
(b), right: geometry (c). Wavelength = 1 and random noise level = 1%.






















































Figure 3: Reconstruction of cracks for λ− = λ+ = 10 + 10i. Left: geometry (a), middle:
geometry (b), right: geometry (c). Wavelength = 1 and random noise level = 1%.
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Figure 4: Reconstruction of cracks for λ− = λ+ = 102(1 + i). Left: geometry (a), middle:
geometry (b), right: geometry (c). Wavelength = 1 and random noise level = 1%.





























































Figure 5: Reconstruction of multiple cracks numbered 1 (segment top-left), 2 (arc top-right), 3





















2 = 10(1 + i). Wavelength = 1 and random noise level = 1%.
A Proof of Theorem 3.2
This theorem is a slight modification of [15, Theorem 2.15, p57] since we do not require
ℑT to be compact. We shall explain hereafter why the compactness of ℑT is not needed
in the proof of [15, Theorem 2.15, p57]. This compactness is only used in part E of that
proof to show that the operator T♯ (using the notation of [15]) is Fredholm of index zero and
is invertible. We shall indicate how the latter is still true if ℑT is not compact, but still a
positive operator.
Part A of the proof of [15, Theorem 2.15, p57] shows that we can restrict ourselves to the
case where H∗ is injective, C = I and H = U . Parts B, C and D show that T♯ : U → U is a
bounded (self-adjoint) operator and can be expressed as
T♯ := ℜT (Q
+ −Q−) + ℑT
where Q+ and Q− are bounded projectors that satisfy: Q+ + Q− = I, Q+ − Q− is an
isomorphism and Q− has finite rank. Moreover the operator ℜT (Q+ −Q−) is non negative.
Using the decomposition ℜT = C +K we can decompose T♯ as follows.
T♯ = C(Q
+ +Q−) − 2CQ− +K(Q+ −Q−) + ℑT = C + ℑT − 2CQ− +K(Q+ −Q−)
15
Since C is coercive and ℑT is non negative, we infer that C + ℑT is coercive. Since K is
compact and Q+ −Q− bounded, K(Q+ −Q−) is also compact. Q− has a finite rank, hence
2CQ− is also compact. These prove that T♯ is a Fredholm operator with index zero. Now,
since ℜT (Q+ − Q−) is non negative and ℑT is positive, this proves that T♯ is injective and
therefore has a bounded inverse T−1♯ .
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