Abstract -This research intends to solve the virtual wardrobe problem for physically impaired. It is difficult for the physically impaired to try out outfits by themselves in a trial room. It is far more convenient for them to try the outfits virtually. To best of our knowledge, there is no such system for the physically disabled. Our approach is to solve this problem using head gestures and voice commands. We intend to solve this problem using Kinect Head Tracking and Voice Recognition features. Pitching their heads right or left, they can navigate through the items and blinking allows to select. The system will be designed with friendly interface, simple process and easy operations for the physically impaired to use with ease.
INTRODUCTION
Virtual wardrobe has been a concept tried in the past. There have been approaches based on manipulating virtual clothes, internet based garment design, trying outfits on avatars online. Gesture control had been approached using multiple-fingers static hand gestures, body part gestures and gestures to control human structures. These approaches have served well for the implementation of virtual wardrobes. Regular people can use it with ease. Most of the system uses navigation through the user's hands. But this will be impossible for someone who doesn't have hands. Thus, we have tried to solve this conundrum for the physically disabled.
[1] There is no existing virtual wardrobe system for the physically disabled. Our approach to solve this problem is using head gestures. As everyone can use their head for navigation, we have chosen to use head gestures for navigation. The system will be designed with friendly interface, simple process, and easy operations for the physically impaired to use with ease.
II. SYSTEM DESIGN
We intend to solve this problem using head gesture tracking for Kinect. We are developing an algorithm to detect different head gestures. Primarily, we are using pitch navigation and nodding twice for selection. Pitching their heads right or left, users can navigate through the items and nodding twice would allow to select a specific item.
The aim of the system is to make life easier for people with disabilities by combining technology and real life components together. Fig. 1 shows the flow of the system which follows a simple approach. The system would start with the input of a person with disability. The system would calculate the depth points of that person to make adjustments. It would then move on to detect the amputee. Afterwards the movements of the head would allow the user to navigate and blinking would select. The system would know this by the change in the depth points. Selecting a cloth a user would be able to see himself on that apparel. The system would make adjustments based on the disable limb to make closest similarity with the user shown on the activity diagram in Fig. 2 . .
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III. IMPLEMENTATION
Using the above mentioned components we implemented the system. Setting up the Kinect for Xbox 360 with the Kinect for Windows SDK, we built an interface with Microsoft Visual Studio 2015. We plugged the Kinect to the computer's USB and powered it through an AC adapter. We used Windows 10 for the operating system.
A. Color Stream
Color image data can be used at different resolutions and formats. The format determines whether the color image data stream is encoded as RGB, YUV, or Bayer. You may use only one resolution and one format at a time.
The sensor uses a USB connection that provides a given amount of bandwidth for passing data. Your choice of resolution allows you to tune how that bandwidth is used. High-resolution images send more data per frame and update less frequently, while lower-resolution images update more frequently, with some loss in image quality due to compression.
Tab. 1 describes the formats in which color data can be used. Color formats are generally computed from the same camera data, for all data types to represent the same image. We have used Color Frame class to display camera view to the screen. It contains all the image data and format. We have used RgbResolution640x480Fps30 as color format to achieve maximum output. A Writable Bitmap stores the pixel data which is stored in a pixel array and displays it through the source. [2, 3] 
B. Tracking(Skeletal)
Skeletal tracking allows to recognize people and follow their actions. Using the Infrared(IR) camera, Kinect can recognize up to six users in the field of view of the sensor. Of these, up to two users can be tracked in detail. An application locates the joints of the tracked users in space and track their movements over time.
Using the NUI API, we can track the head and the upper body of the user, no specific pose or calibration action needs to be taken for the user to be tracked.
In default range mode, Kinect can see people standing between 0.8 meters and 4.0 meters.
Using the Face Tracking SDK, together with the Kinect SDK, we can track human faces in real time. Like Fig. 3 , the Face Tracking SDK's face tracking engine analyzes input from a Kinect camera, deduces the head pose and facial expressions, and makes that information available to the application in real time. FaceTrackFrame object we can detect the pitch and yaw of the head that is used for navigation. [3] C. Amputee Extraction Amputee extraction allows us to create an augmented reality environment to fold the cloth according to the user in real life situations. The Kinect for Windows SDK outputs a skeleton with 20 joints. In case of a missing limb it infers the limb to the screen. We are stopping the Kinect from inferring the limb and show it as it is. The NUI Skeleton provides full information on detailed position and orientation information up to two users. We will take the depth image and user ID provided by the Kinect SDK to detect the user and compare it to a preloaded model skeleton with help of the NUI Skeleton API to detect the missing shown in Fig. 4 and 5, respectively. This will then be superimposed to the augmented version of the user's image to create a real life visualization of the user.
Comparing between these two images, the system would find out the missing limb. The GUI will contain a block where there would be information about the user's amputation. Initially, we have implemented the system for missing hands and arms. In future, we plan to implement it for missing legs and feet. [2] [3] [4] 
D. Backgruond Removal
We used the Background Removal API to remove the background behind the user. This would be important in big mall situations where the background can be distracting to test different apparels for the user.
The Background Removal API provides green screen capabilities for a single person. The tracked user is specified using their skeleton ID. This API uses various image processing techniques to improve the stability and accuracy of the player mask originally contained in each depth frame. The stream can be configured to select any single player as the foreground, and remove the rest of the color pixels from the scene. [5] 
E. User Interface
The user interface had to be friendly as the subjects include people who may have no hands and may not interact with the computer like an average person. So, we made sure the user feels at home using this application. We have navigation by gesture and voice. Fig. 6 represents the user interface that we have developed for our system. 
1) Navigation by Gesture
We plan to use the FaceFrame object to detect face movements. The FaceRotationQuaternion property allows us to get the values of specific face pitching which will be used for the navigation of clothes. Equation (1) shows how we would use the blink dividing the face into specific points. This will be used to select from a set of clothes.
2) Navigation by Voice
Kinect also has a stereo microphone to enable chat and voice commands. It has a wide-field, conic audio capture.
Kinect for Xbox One has a set of preloaded voice commands for different operations. We plan to add our own custom commands implementing a custom voice recognition class using C#.
By default, the AdaptationOn flag in the speech engine is set to ON, which means that the speech engine is actively adapting its speech models to the current speaker(s). This can cause problems over time in noisy environments or where there are a great number of speakers. Therefore we will set the AdaptationOn flag OFF in our application. [6] We will be using the RcognizerInfo method for voice input creating a speech recognition engine which will be an alternate of head gestures for navigation.
F. Model Scaling
In order to display the appropriate size for the user, we have implemented a way to find the size by calculating the distance of two shoulder joints to find the preferred size of the user. We have used Kinect's Skeleton position method to find the distance between the two shoulder joints.
Kinect sensor maps the skeleton in three coordinates. But they have kept the Z coordinate fixed to calculate the X and Y coordinates. Xls= left shoulder x-axis value and Xrs= right shoulder x-axis value Ycs= center shoulder y-axis value and Xcs= center shoulder x-axis value Using (2), (3) and (4) they have calculated the measurement of right shoulder by calculating the coordinate distance between right Shoulder and center Shoulder. Then the measurement of left shoulder has been determined by calculating the coordinate distance between left Shoulder and center Shoulder. [7] IV. RESULTS The proposed system has been successfully implemented and tested for the desired functionalities. The test subjects shown here include a user without any missing limbs, a user with no arms, and a user without full hand.
For testing purposes, the subjects were told to stand in front of the Kinect sensor. After detecting the depth points, they could able to navigate the given items with their head pitches and select by blinking. Three sample subjects are demonstrated in Fig. 7, 8 and 9 , respectively. The system performed pretty accurately during testing phase. It was spot on detecting amputees and imposing the apparels scaling the sizes. However, we are still working on the perfect visualization of the amputee's folded clothes.
V. CONCLUSIONS
This system will prove very useful for people with physical disabilities. It will be very helpful for disable people to try. It will also provide a fast, efficient and new way for them to trial different apparels which has long been a big problem for people with amputations. This system also has great market value for people without amputations. A real time virtual mirror would save lots of time to try out clothes.
In future, we would like to implement this system within the reach of the mass where people can use this even from their smartphones.
