Time of arrival (TOA) measurement is a promising method for target positioning based on a set of nodes with known positions, with high accuracy and low computational complexity. However, most positioning methods based on TOA (such as least squares estimation, maximum-likelihood, and Chan, etc.) cannot provide desirable accuracy while maintaining high computational efficiency in the case of a non-line of sight (NLOS) path between base stations and user terminals. Therefore, in this paper, we proposed a creative 3-D positioning system based on particle swarm optimization (PSO) and an improved Chan algorithm to greatly improve the positioning accuracy while decreasing the computation time. In the system, PSO is used to estimate the initial location of the target, which can effectively eliminate the NLOS error. Based on the initial location, the improved Chan algorithm performs iterative computations quickly to obtain the final exact location of the target. In addition, the proposed methods will have computational benefits in dealing with the large-scale base station positioning problems while has highly positioning accuracy and lower computational complexity. The experimental results demonstrated that our algorithm has the best time efficiency and good practicability among stat-of-the-art algorithms.
Introduction
With the rapid development of wireless sensor networks, positioning services have been under tremendous growth. Due to the wide application scenarios such as warehouses, museums, shopping malls, and other applications, indoor positioning with both high speed and high accuracy has attracted more and more attention. A variety of technologies are used in indoor positioning, and typical examples include systems based on Global Positioning System (GPS), wireless local area network (WLAN), ultra wideband radio (UWB), ZigBee, Bluetooth (BT), radio frequency identification (RFID) [1] , and visible light [2] [3] [4] . Source positioning methods are usually based on different types of measurements, including time of arrival (TOA) [5] , angle of arrival (AOA) [6] , and received signal strength indication (RSSI) [7, 8] . Each technique may be preferable compared to other technologies, depending on the resources, performance, applications, and the environmental parameters. However, the TOA-based methods are also known as range-based methods, which are the most common ones due to their high accuracy, real-time capability, and simplicity. Wang et al. [9] proposed a rotating anchor-based positioning method using TOA measurements to obtain the relative positional relationship between two locators, which can help a rescuer to efficiently determine the direction to a trapped person. Kietlinski-Zaleski [10] presented a novel algorithm for TOA positioning using only two receivers, (2) In our system, PSO is used to obtain the initial location of the target, which can effectively eliminate the NLOS error. Based on the initial solution, the Chan algorithm performs iterative computation quickly to obtain the final precise location of the target. (3) The proposed method will have computational benefits in dealing with the large-scale base station positioning problem while having good practicability and lower complexity.
The remainder of the paper is organized as follows: Section 2 presents a brief definition of the positioning problem; Section 3 details the system model, and provides details of the proposed PSO-IMChan algorithm; Section 4 describes the experiment results to verify the proposed approach; and, finally, the conclusions and future work are provided in Section 5.
Problem Formulation
In the paper, we consider a positioning scenario that is three-dimensional (3-D) . Assuming that the locations of the base stations (BS) are denoted by s i = [x i , y i , z i ] T , i = 1, 2, 3, · · · , N. The true location of the to-be-located user terminals (UTs) is represented by u = [x, y, z] T . Therefore, our goal is to locate a single UT using a set of N widely distributed BS.
In the process of communication between BS and UTs, r i is the actual distance range between the single UT and the ith BS, which can be expressed as:
However, due to the presence of NLOS, the measured distance range between the UT and the ith BS can be formulated as follows:
where w i represents the measurement noise, and is Gaussian distributed with zero means, that is, w i ∼ 0, σ 2 ; n i is a constant and non-negative parameter that represents the NLOS error value. Under the condition of LOS, the value of n i is 0, and the measured distance range is the sum of the actual distance range and the measurement noise, that is, r i = r i + w i and the measured variance will is about σ, r i ≈ r i ; Under the condition of NLOS, n i has non-zero value and dominant position. The measured distance range r i is mainly the sum of the actual distance range and the NLOS error value, that is, r i = r i + n i , and the measured variance σ σ, r i r i . The least squares (LS) criterion can be used to estimate the single UT position as follows [15] :
Due to Equation (3) being highly nonlinear in terms of the UT position, any deviation from the NLOS-free model leads to a large estimation error. Identifying the LOS/NLOS stations and ignoring the relevant range measurements has been considered as a solution to circumvent the above problems. In the next section, we will propose a novel solution to the problem, using the characteristics of the PSO and IMChan algorithm to eliminate the NLOS error.
The Proposed Positioning Model

System Model
Under the condition of LOS (noise obeys the Gaussian distribution), the Chan algorithm can locate the location of UT quickly and accurately. However, in a realistic environment, due to the reverberation, interferences, and background noise, using the Chan algorithm to estimate terminal position coordinates may cause greater error. Therefore, in this case, we propose a cooperative positioning algorithm based on PSO and improved Chan (PSO-IMChan). The flowchart of the proposed PSO-IMChan based on indoor positioning system is shown in Figure 1 , and the pseudo-code of improved PSO positioning method is shown in Algorithm 1.
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As illustrated in Figure 1 , first, the system filters original data that including the removal of noise data and invalid data, and so on. Secondly, based on the Equation (3), an optimized positioning model based on the improved PSO is established, and the initial calculated value of the target is carried out, thus, the initial location of the target is obtained. Furthermore, the Chan positioning model is established based on the initial location of the target, and the final exact solution of the target position is obtained by calculating the target again.
The Improved Chan Algorithm
As described in Section 2, assuming that the true location of the UT to be located is represented by u = [x, y, z] T , s i = [x i , y i , z i ] T , i = 1, 2, 3, · · · , N. N is the number of the BS. Therefore, R i represents the actual distance between the UT and the ith BS, which is given by:
where τ i represents the estimated time between the UT and the ith BS (BS i ), c is the speed of light, and
Assume that the unknown vector is Z a = [Z T p , R] T (Z a contains the location information of UT), where Z p = [x, y, z] T Z p = u . h = G a Z a , ψ is the error vector of the UT estimated position, which can be expressed as follows:
corresponding to the actual position of UT. By using the weighted least squares (WLS) method, the covariance matrix of the error vector (ψ) can be replaced by the covariance matrix (Q) of the measured value of TOA. Therefore, the Z a can be replaced by:
where Q = diag σ 2 1 , σ 2 2 , · · · , σ 2 N . For Equation (5) , due to the R being relative to the (x, y, z), using covariance matrix Q instead of covariance matrix of error vector ψ will cause an error to a certain extent. When the error of TOA is small, ψ can be expressed as:
where n represents the measurement error of TOA, B = diag R 0 1 , R 0 2 , · · · , R 0 N , R 0 i represents the actual distance between UT and BS i .
The covariance of error vector with TOA noise is defined as:
In this paper, we use R i to replace R 0 i , and the first estimated value Z a by WLS can be given as:
Due to of the presence of NLOS, we can get new matrix B by using the Equation (9). And we do WLS again to obtain the improved estimation position.
In the environment with NLOS noise:
Assuming that Z a = Z 0 a + ∆Z a , ∆Z a and its covariance matrix cov(Z a ) can be represented as follows:
where Z a is a zero-mean random variables, which the covariance matrix could been assured by the Equation (14) . Therefore, Z a can be given as:
and the e 1 , e 2 , e 3 , e 4 are the error estimates of Z a , respectively. The error vector of Z a can be expressed as follows:
where
The covariance matrix of ψ also could be defined by:
where B = diag{x 0 , y 0 , z 0 , 1 2 }, and the x 0 , y 0 , z 0 can be replaced by Equation (9) . The estimates value of Z a by WLS is defined as Z a :
Finally, the final result of the single UT positioning is:
The plus or minus selection of (x, y, z) in Z p should be the same as the sign of (x, y, z) in Z a , and the Z p should be selected within the positioning region as the solution of the problem.
The Proposed Positioning Method Using PSO
In the LOS environment (noise obeys the Gaussian distribution) [26] , the improved Chan algorithm proposed in Section 3.2 can achieve high indoor positioning accuracy and high calculation efficiency. However, due to the existence of NLOS in the actual environment, the performance of the Chan algorithm is suppressed [27] . Therefore, in this section, in order to provide desirable accuracy, and reduce algorithm complexity while increasing the practicability of the algorithm, we propose a PSO and IMChan algorithm to coordinate locating terminal position. In Equation (9), because of the presence of NLOS, the error of the first estimated value Z a is often very large, which directly affects the accuracy of the second estimate of the IMChan algorithm. In view of the PSO is a powerful population based stochastic approach to solve the global optimization problems. Therefore, this problem can be solved by using the PSO algorithm to find the best solution [24] .
It is assumed that (x, y, z) is the location coordinate of a single unknown user terminal (UT), and (x i , y i , z i ) (i = 1, 2, 3, · · · , N) are the location coordinate sof the ith base stations (BS) and the number of the BS is N. Then the fitness function of the particle can be defined as follows:
In order to accelerate the convergence of the algorithm and improve the positioning efficiency, the improved PSO algorithm [8] is used to optimize the estimation of initial position. The flowchart of initial target calculation based on PSO can be seen in Figure 1 , and the procedures of the proposed PSO method are as follows:
Step 1: Setting initial PSO network parameters based on positioning system, including the particle group size N, the max iteration number max n , inertial weight w, learning factor c 1 and c 2 , and so on.
Step 2: Evaluate the fitness of the particles. Give each particle a random coordinate (x, y, z) as an initial position of the UT in the PSO system and a random velocity v x , v y , v z . This position is surely limited by the size of the room. Then, calculate the fitness of each particle using the fitness function in Equation (2).
Step 3: Update every particle's velocity and coordinates in each direction. The iteration process follows these two equations:
where c 1 and c 2 are acceleration coefficients, v n is the speed velocity of a particle at the nth iteration, p n is the particle position at the nth iteration, pbest n is the local optimal solution of a particle at the nth iteration, gbest n is the global optimal solution of a particle at the nth iteration. r 1 and r 2 are two random constriction coefficients in the range of 0 and 1, w is an inertia weight coefficient which adjusts the strategy linearly. The results show that the PSO algorithm can obtain the optimal result when the inertia weight coefficient is linearly reduced from 0.9 to 0.4, and the inertia weight coefficient is defined as follows:
where w max = 0.9, w min = 0.4, and l is the maximum iteration number.
Step 4: Calculation and comparison of pbest n and gbest n respectively, as follows:
(a) if Present < pbest n , then pbest n = Present, pbest n = x n , otherwise the pbest n does not change; (b) if Present < gbest n , then gbest n = Present, gbest n = x n , otherwise the gbest n does not change; and (c) compare pbest n and gbest n , and update pbest n and gbest n according to Equations (24) and (25);
where Present is the fitness of current particle, and x n is the current position of the particle.
Step 5: Determine whether the network converges. If the algorithm has not reached the maximum iteration number, the above steps are repeated. After each iteration, if:
the algorithm is ended before the iteration reaches its maximum. In the following experiment, the maximum iteration number is 100.
Step 6: The final global optimal solution is output, and the output result is the first estimated value Z a .
Experiments Evaluation
In this section, in order to verify the effectiveness of the proposed method, we design several numerical experiments to evaluate the performance of the proposed methods for indoor localization and to make some comparisons with other practical algorithms such as Chan [26, 28] , PSO [27] , and WLS [29] , and RWGH [18] . Additionally, some technical details, experimental results, and corresponding discussions are given.
Experimental Environment and Parameter Setting
The localization experiment was done using MATLAB R2016a, and all results were obtained using the same computer with an Intel(R) Core(TM) i7-3380M@3.60 GHz CPU and 8 GB of RAM. The detailed parameters of the algorithm are presented in Table 1 . In addition, the experimental data came from problem C in the Mathematical Contest in Modeling for the graduate students of China in 2016. 0.9 − 0.5 (n/l) 80 50 1] In order to display the positioning results of the proposed algorithm from different situations, we locate the location of the UTs by using the system that we have mentioned in Section 3. WLS [29] , and RWGH [18] . Additionally, some technical details, experimental results, and corresponding discussions are given.
The localization experiment was done using MATLAB R2016a, and all results were obtained using the same computer with an Intel(R) Core(TM) i7-3380M@3.60 GHz CPU and 8 GB of RAM. The detailed parameters of the algorithm are presented in Table 1 . In addition, the experimental data came from problem C in the Mathematical Contest in Modeling for the graduate students of China in 2016. In order to display the positioning results of the proposed algorithm from different situations, we locate the location of the UTs by using the system that we have mentioned in Section 3. 
Positioning Accuracy
In order to better evaluate the performance of the proposed algorithm that it can effectively suppress NLOS interference, the positioning error was calculated by comparing the actual position and the estimated position of text points. Each position was tested 10 times to avoid the effect of random noise factors. To demonstrate the positioning error more clearly, we randomly focus on Scenario 3, the results of the 3-D positioning and the cumulative distribution function (CDF) curves of the positioning error are shown in Figures 3 and 4 , respectively. In addition, Table 2 lists the statistical results of the positioning errors in different scenarios.
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A reliable algorithm should resist the increment of the noise level (noise obeys the Gaussian distribution). We study this feature of Chan, PSO, PSO-IMChan, and other algorithms, as well as their capability in NLOS mitigation. We still focus on Scenario 3, which considers 20 stations to be employed for localization. The performance of different methods under different NLOS errors is shown in Figure 6 . From Figure 6 , performance of the aforementioned algorithms are compared in terms of RMSE, when the NLOS error is small, the positioning performance of the four algorithms (PSO-IMChan, PSO method, Chan method, and WLS method) is almost the same. However, with the increase of NLOS error, the PSO method, Chan method, and WLS method cannot provide desirable performance in the presence of NLOS and demonstrates the worst accuracy. Furthermore, the localization performance of the proposed method (PSO-IMChan) is superior to that of the Chan, PSO, and other methods. This fact reflects that the proposed method can suppress the error of the NLOS effectively.
Time Complexity
It is important for an algorithm to evaluate the time complexity over a different number of positioning stations. We conduct the experiment to find out the ability of PSO, Chan, PSO-IMChan and other algorithms to deal with more positioning stations. In the section, we increase the number of stations from 3 to 35, and Figure 7 indicates the time consumption of the PSO, Chan, PSO-IMChan WLS, and RWGH methods on an Intel Core i7 3.6 GHz CPU notebook. From Figure 6 , performance of the aforementioned algorithms are compared in terms of RMSE, when the NLOS error is small, the positioning performance of the four algorithms (PSO-IMChan, PSO method, Chan method, and WLS method) is almost the same. However, with the increase of NLOS error, the PSO method, Chan method, and WLS method cannot provide desirable performance in the presence of NLOS and demonstrates the worst accuracy. Furthermore, the localization performance of the proposed method (PSO-IMChan) is superior to that of the Chan, PSO, and other methods. This fact reflects that the proposed method can suppress the error of the NLOS effectively.
It is important for an algorithm to evaluate the time complexity over a different number of positioning stations. We conduct the experiment to find out the ability of PSO, Chan, PSO-IMChan and other algorithms to deal with more positioning stations. In the section, we increase the number of stations from 3 to 35, and Figure 7 indicates the time consumption of the PSO, Chan, PSO-IMChan WLS, and RWGH methods on an Intel Core i7 3.6 GHz CPU notebook. In Figure 7 , Method 1 almost needs a calculation time in an exponential relation with the number of stations, which limits the operability of the WLS method for more BS. The Chan method requires very little computation time, but the positioning accuracy cannot meet the actual demand. Furthermore, the RWGH method and PSO-IMChan algorithms both have acceptable time complexity, however, the PSO-IMChan algorithms requires less computing time. The fact indicates that the proposed method still has high computational efficiency and lower complexity when dealing with large-scale base station positioning problems.
Analysis and Discussion
As we know, most WLAN positioning uses a fingerprint [30] matching method, but it is highly environment dependent, while the collection of a fingerprint library is difficult. Other feed-forward neural network (FNN) positioning algorithms [31, 32] need to train the network parameters in advance, which take a great deal of time and a large amount of computation. Different from the methods in [18, [26] [27] [28] [29] 32] , in the non-ideal environment of measurement error of TOA without a Gaussian distribution, the performance of the Chan positioning algorithm is limited due to the large initial solution error. However, the PSO is a powerful population approach to solve the global optimization problems. Therefore, we use PSO to estimate the initial location of the target. On the other hand, the improved Chan algorithm based on the weighted least squares (WLS) method has some advantages, such as high calculation efficiency, simple calculation and smaller positioning error (it can reach the Cramer-Rao lower bound). Therefore, based on the initial solution of the target, we employ the improved Chan algorithm to calculate the target solution again and obtain the final exact location of the unknown target. The experimental results show that the algorithm can provide desirable accuracy while maintaining high computational efficiency in the increment of base stations and has an acceptable resistance against noise, as shown in Figures 6 and 7 .
Conclusions
Aiming to achieve a better result of positioning accuracy based on TOA technology, while increasing the practicability and simplicity of the algorithm, an improved 3D indoor positioning method using the PSO and the improved Chan algorithm have been proposed in this paper. In our system, firstly, unlike previous work, instead of identifying the NLOS BS, we transform the positioning problem into a global optimization problem and use the PSO algorithm to obtain the initial solution of the target position, which can effectively eliminate the NLOS error. Then, based on the initial solution, the Chan algorithm performs iterative computation quickly to obtain the exact solution of the target position. By experiment, we prove that the proposed method has a high positioning accuracy and good practicability, which reflects as the lower complexity and high efficiency of our algorithm. In the future, we will deploy wireless communication base stations to indoor environments, and transplant the proposed algorithm to the CPU terminal to evaluate the performance of the proposed positioning system in the ubiquitous computing environments.
