The quantization of atomic center-of-mass motion is considered within the context of cavity QED with particular emphasis on the dynamics of localized wave packets. ''Well-dressed'' states are introduced as an eigenbasis that incorporates both the quantized atom-field interaction and the external bound states of a potential well. The interplay of internal and external time scales generates qualitatively new dynamics such as novel ''collapses'' and ''revivals.'' ͓S1050-2947͑97͒10411-5͔
I. INTRODUCTION
The phenomenal rate of development of atomic cooling and trapping has important implications for cavity quantum electrodynamics ͑cavity QED͒ ͓1͔ with cold atoms. For example, recently the first steps have been taken to explore coupled external center-of-mass ͑c.m.͒ and internal ͑atomic dipoleϩquantized cavity field͒ dynamics in an experiment involving cold atoms falling one by one through a microcavity with mean intracavity photon number Շ1 ͓2͔. Motivated by such emerging technical capabilities and by the potentially broad scientific impact, here we investigate the structure and dynamics for an atom strongly coupled to a quantized field in a regime for which the dipole coupling energy បg is comparable to the atomic kinetic energy E k . With cold atoms, a fully quantized treatment of the atomic c.m. degrees of freedom is necessary in order to account for the wavepacket nature of the c.m. state. This situation has not been important for previous experimental work in cavity QED in which atoms from a thermal beam transit through a quantized cavity field with kinetic energy E k large compared to the coupling energy បg ͓1͔ and for which the c.m. motion could be treated classically.
That the atom-field coupling for the internal degrees of freedom could have important consequences for the external c.m. motion was recognized in the seminal work of Refs. ͓3-6͔, where scattering from the localized potential បg(r) as well as trapping was first considered. Since then, a number of treatments of quantized motion in cavity QED have appeared related to diverse problems in optical physics, including cooling and trapping in a cavity with nϳ1 quanta ͓4,7,8͔, atomic position measurements via entanglement with the cavity field ͓9-11͔, and quantum nondemolition detection of the intracavity photon number based upon atomic deflections ͓12-15͔. Also analyzed have been the role of atomic motion on the intracavity radiative process, as, for example, in Refs. ͓16,17͔, and other progeny in cavity QED, including most importantly the recent work on the micromaser with quantized c.m. motion ͓18͔.
Within the context of this general theme, our current analysis explores the interplay of the finite spatial extent of a c.m. wave packet ͑r͒ with the quantum field mode structure g(r), as is relevant to several important areas, including quantum logic with atoms in a cavity ͓19,20͔ and quantum state synthesis in cavity QED ͓21,22͔.
Beginning in Sec. II with the spectrum of eigenvalues, we extend the familiar dressed states of the Jaynes-Cummings Hamiltonian to include bound c.m. states that arise either because of an intrinsic spatial variation in the atom-field coupling g(r) or because of an externally applied atomic potential V ext (r), e.g., as in an rf Paul trap ͓23͔. Spatially localized eigenstates for both the external motion in a potential well and for the internal atom-field interaction are termed ''welldressed'' states, with the eigenvalue spectra in three distinct regimes illustrated in Fig. 1 and described in more detail below.
To explore the type of new dynamical phenomena that can arise from the interplay of internal and external degrees of freedom, we consider in Sec. III an atom initially localized in the mode g(r)ϭg 0 U(r) with one photon and find substantial modifications to the familiar Rabi nutation rate 2g(r). New coupling strengths g eff (1,2) characterize the initial evolution of the atomic dipole and inversion, which are in general distinct quantities with a strong dependence on the atomic c.m. state, being given by overlap integrals of g(r) and the c.m. wave functions ͑r͒. More generally, already implicit in Fig. 1 for the eigenvalues of the well-dressed states are new c.m.-dependent spatial and temporal scales, i , where for g 0 1 տ1, wave-packet delocalization can lead to a ''collapse'' of internal atom-field coherences while for g 0 2 Ͼ1 ''revivals'' of this coherence are possible.
An emphasis on localized bound states distinguishes our work from most previous treatments of quantized motion in cavity QED ͓4-19͔, which have largely dealt with scattering of unbound momentum eigenstates. Perhaps the treatments of most relevance to our own current effort is the work of Refs. ͓17,18͔. In Ref. ͓17͔, for example, a quantum mechanical treatment of an atom in a standing wave optical cavity is used to study the diffusion in momentum space of an initial c.m. momentum eigenstate and the modifications of the radiative spectra due to c.m. quantization. Although a special case of Fig. 1͑c͒ in this present paper was introduced in Ref.
͓17͔ for a one-dimensional ͑1D͒ standing wave, the formalism is applied there to delocalized momentum states that extend over many wavelengths ͑e.g., see Figs. 1-3 of Ref.
͓17͔͒. By contrast, our emphasis is on the structure and dynamics of spatially localized bound states ͑such as those formed in the potential seen by an atom confined to a single optical wavelength͒ for which the dynamical processes have not been previously considered. These localized wave functions are complex superpositions of ͑delocalized͒ Bloch states and, for the deepest bound states we consider here, a typical tunneling time would be by far the longest time scale in the problem.
Bound-state structure does play a critical role in the beautiful treatment in Ref. ͓18͔ of the ''mazer,'' for which incident cold atoms are transmitted or reflected from the quantized field of a micromaser. In this work, the resonances in the scattering process are associated with the uppermost bound state in the potential formed by the quantized field. This treatment, however, tended not to emphasize the size scale of the initial c.m. wave packet with respect to the typical wavelength of the quantum field nor the dynamics within the potential well itself. The analyses in ͓15,16͔, though very interesting in their own right, also do not place the same emphasis on localized c.m. wave packets or their expansion in terms of the bound states of the optical potential as we do here.
Note that all this work, including our own, builds to some extent on preceding work with classical fields outside the realm of cavity QED in which both internal and external ͑c.m.͒ atomic degrees of freedom must be quantized in the presence of resonant or quasiresonant excitation. Optical molasses ͑including treatments of delocalized momentum states͒ ͓24͔, trapped ions ͓25,26͔, atom lasers ͓27͔, and novel atomic cooling and trapping schemes ͓28͔ using classical light fields and their associated forces have all been treated in this way.
In such problems involving atoms, the Raman-Nath approximation is often invoked, which tends to deemphasize the motion of the atom over its internal state lifetime. For ions, especially given the recent experimental interest in coupling ion traps with high-finesse optical cavities, one must consider dynamics when the Lamb-Dicke parameter is large enough to spread the c.m. wave packet over an appreciable fraction of an optical wavelength. These are things that we wish to allow for here, contingent upon the relative magnitudes of the typical energies in the problem, as will be developed further in Sec. II.
Against this backdrop, the structure of the present paper is as follows. In Sec. II we explore the structure of the welldressed states in three distinct regimes. In Sec. III, dynamics in two of these regimes is investigated. A simple 1D model is used to illustrate some of the unique features that can arise within our formalism. Finally, Sec. IV includes a brief discussion of the role of dissipation on the otherwise coherent dynamics of Sec. III.
II. STRUCTURE OF THE WELL-DRESSED STATES
Turning now to the details of our treatment, we begin by introducing the system Hamiltonian 
with E n,Ϯ ϭϮͱn and with the convention that g(r)Ͼ0͓g(r)Ͻ0͔ corresponds to a decrease ͑increase͒ in energy for ͉D n,Ϫ ͘ (͉D n,ϩ ͘). For the time being, we neglect the effects of dissipation. Rather than specify a particular form for g(r), we concentrate first on the generic behavior of g(r) around a field extremum g(r 0 ). For simplicity, we consider one dimension with r 0 →z 0 and with g m ϵg(z 0 ). Here,
tude of the curvature of g(z 0 ), with its sign. In a harmonic approximation, the bound states ͕͉ p ͖͘ associated with the dressed state ͉D n,Ϫ ͘ ͑in the case of a single field maximum with Ͻ0͒ have an energy spectrum E p ϭ( pϩ 1 2 )បV n (pϭ0,1,2,...), where
͑3͒
In general, the requirement for bound states is that ͱ2R n Ͻ1,
Note that R 1 is analogous to the parameter R in ͓17͔.
As our intention here is to identify generic features brought by the c.m. state dependence to the usual dressedstate structure, we will not consider the general solution of Eq. ͑1͒ with arbitrary functional forms for g(r) and V ext (r). Instead, with the straightforward definitions and observations above, we can understand the bound-state structure of H in several limiting cases of experimental relevance. The three energy scales necessary for determining the appropriate c.m. eigenbasis are the coupling energy បg m ͱn, the energy splitting ⌬E q for the bound states ͕͉ q ͖͘ of V ext , and the energy splitting បV n associated with the bound states ͕͉ p ͖͘ of បg(r).
Perhaps the simplest case to consider first is that for which the external potential is dominant, namely, ⌬E q ӷបg m ͱn. In this regime, the well-dressed state structure is solved using ͕͉ q ͖͘ as a fixed basis for the c.m. and បg(r)H IF is viewed as a perturbation. The eigensolutions of 
͑5͒
The finite size of the wave packet inherent in gdistinguishes this case from much of the previous work in cavity QED. It can certainly be the case that ͗g(r)͘ q g(͗r͘ q ) for the bound states of V ext , as in Figs. 2͑a͒, and 2͑b͒. One sees that this condition arises when the atomic c.m. wave function has spatial structure on a scale commensurate with that of the quantum field to which it is coupled. Variations in atomic wave-packet probability density on this scale can profoundly influence the coupled atom-field evolution.
More generally, the c.m.-dependent Jaynes-Cummings ladder ͑i.e., the well-dressed states͒ for this regime is illustrated in Fig. 1͑a͒ . Note that ''Rabi flopping'' proceeds at the c.m. state-dependent rate 2ͱng, which can be completely suppressed (g→0) due to the spatial structure of g(r) with respect to q (r). Spectroscopic investigation of the structure would, in general, involve c.m. state-dependent transitions within each manifold. With reference to Fig. 1͑a͒ , for ex-
would have its amplitude determined by the value of its c.m. structure-dependent ''Franck-Condon'' factor g q Ј q ϭ͗ q Ј ͉g(r)͉ q ͘.
A second regime interchanges the roles of V ext (r) and បg(r), such that បg m ͱnӷ⌬E q ӷបV n . Here, is assumed sufficiently large so that the coupling g(r)ϳg 0 acts simply as a global shift to ͕E q ͖. In this regime, the well-dressed states of H are ͕(͉ q ͘ ͉D n,Ϯ ͘),(Ϯប ͱng 0 ϩE q )͖ as illustrated in Fig. 1͑b͒ . The large curvature in the cavity field allows the atomic c.m. to remain coupled predominantly to the bound states of V ext (r). The interaction energy associated with the internal degrees of freedom appear more or less as in the standard Jaynes-Cummings ladder, modified now by the fine structure associated with the atomic c.m. In fact there are additionally small shifts gof each eigenstate due to the spatial dependence of g(r). These shifts are assumed to be of higher order and are not shown. Note that the separate limits of Figs. 1͑a͒, and 1͑b͒ begin to converge as the bound state spacings of g(r) and V ext (r) approach one another, opening the way for more complicated structure ͑as, for example, with increasing n͒ and dynamics. For example, the ''vacuum Rabi'' transition from the nϭ0 to the nϭ1 manifold must also include the relevant ''Franck-Condon'' matrix element governing the possibility of an associated c.m. state transition. Finally, a third regime takes បg m ͱnӷ បV n ӷ⌬E q . In fact, here we consider V ext (r) only as a means of providing a well-defined initial state for an atomic wave packet, after which its effect is assumed negligible compared to the cavity field ͓e.g., V ext (r) switched off with g(r) switched on͔. For a given n manifold, the Jaynes-Cummings ladder in the dressed-state picture is not split by Ϯបg. Instead, the welldressed states ͕͉ p ͖͘ are associated with the minima of the respective potentials V Ϯ (r)ϭϮបͱng(r) for ͉D n,Ϯ ͘ as in Fig. 1͑c͒ for the bound states of V Ϫ , with the repulsive barrier seen by ͉D n,ϩ ͘ at that spatial location omitted. This is a consequence of the fact that the dressed state ͉D n,Ϫ ͘ is attracted towards the regions of negative curvature in g(r)
͓Ͻ0͔ while ͉D n,ϩ ͘ is repulsed, and conversely for Ͼ0.
This structure is heavily dependent on well depth and changes with the manifold level n. Nevertheless, we emphasize that in the harmonic approximation ͑and indeed for more general potentials as well͒ the level spacing within a given n-manifold is given by បV n and scales as (n) 1/4 . Note that this same factor (n) 1/4 plays a central role in the work of ͓18͔, for scattering of a cold atom from a potential formed by the cavity field. In that case, is set by the length L of the well and successive scattering resonances for increasing g 0 L, in the low-energy limit, are associated with increments of the round trip phase in units of 2, which is precisely the condition for the addition of another bound state in the associated square well potential of depth g 0 . Implicit in that analysis is the use of an external mechanism, such as the potential V ext (r), to produce the initially cold wave packet.
In terms of a physical implementation, an example relevant to the two regimes of Fig. 1͑a͒ and 1͑b͒ is a trapped ion interacting with a cavity mode. In the microwave domain ͓1͔, typical cavities have g 0 /2ϳ20 kHz, while the vibrational frequencies for an rf Paul trap acting as V ext (r) are ⌬E q /hϳ1 MHz and Ӷ -wave , so that the conditions for Fig. 1͑a͒ are satisfied. By contrast, in the optical domain ͓1,2͔ g 0 /2ϳ10 MHz, as is appropriate to Fig. 1͑b͒ , where for a heavy atom, V n /2ϳ200 kHzр⌬E q /h in an optical standing wave.
For the regime of Fig. 1͑c͒ , we have in mind a light atom such as He*, initially prepared in a c.m. eigenstate of V ext (r), which could be switched on in the form of a dipoleforce trap as in Ref. ͓32͔ to provide an initial set of welldefined eigenstates with g(r)ϭ0. The atom is then allowed to interact with a single mode of an optical cavity. This requires a transition to V ext (r)ϭ0 with g(r) 0 and could be accomplished for V ext (r) by simply gating the intensity of the dipole-force trap, while g(r) could be controlled via the mechanism discussed in Refs. ͓21,22,20͔. Here, the effective coupling is given as the geometric mean of g(r) and an external control field ⍀(t), with the ''two-level'' atom being the two ground states in a ⌳ configuration connected via the excited state by g(r) and ⍀(t). Some realistic experimental parameters in the regime of Fig. 1͑c͒ for He* will be discussed in Sec. IV.
III. DYNAMICS
Rather than focus on any one of the diverse applications of the eigenvalue structure of Fig. 1 , we turn to a discussion of dynamics in an attempt to emphasize some of the generic features encountered for wave-packet dynamics in a quantized cavity field. We begin with atomic spontaneous emission in the regime of Fig. 1͑a͒ . Here we have utilized the well-dressed states for an atom bound near the surface of a dielectric microsphere ͑as in Fig. 2͒ to calculate modifications of radiative processes including the c.m. state and have found significant ͑100%͒ state-to-state variations in the spontaneous decay rates associated with the finite extent of q (r) as compared to g(r) via g. Expressed in qualitative terms, this work extends the well-known results for altered radiative processes for a point dipole in the vicinity of a dielectric boundary to the case of an extended wave packet. As well, the dynamics accompanying heating of the atomic c.m. motion in the atom gallery ͓30͔ depend strongly on q (r), with sharply decreasing rates of heating with increasing q, as discussed in detail in ͓31͔.
To address more directly issues of wave-packet dynamics in cavity QED in a nonperturbative regime ͑i.e., coherent couplingӷcavity or atomic dissipative rates͒, we now concentrate on a simple example in the regime appropriate to 
with H Ϯ ϭ p 2 /2m a Ϯបͱng(r) and with dissipation neglected. The usual c.m. state f 0 (r)ϭ␦ 3 (rϪr 0 ) leads to Rabi oscillations with frequency ⍀ n ϭ2ͱng(r 0 ). However, the wave-packet nature of the c.m. gives rise to new issues that are illustrated in the following 1D problem with the atom initially confined in some V ext , which is quickly switched off ͑so that ͉⌿ c.m. (0)͘ cannot adiabatically follow the change͒. The atom is then coupled to a resonant cavity with mode function g(z). As it is known that the preeminent requirement for possible experimental implementation of wave packet dynamics in cavity QED is that បgϳE k ͓4-18͔, here we assume that the bound state energies of V ext are initially of the same order as បg 0 so that an atom prepared in one of these states will remain localized when coupled to the cavity. For gtӶ1, it is possible to find analytical expressions for the atomic dipole ͗ Ϫ (t)͘ and the excited state probability 
which is the small t equivalent of the Rabi probability sin 2 (ͱngt) with g→g eff (2) . Note that the dependence of ͗ Ϫ (t)͘ and P e (t) on f 0 (z) can be profound and unlike anything that a ''billiard ball'' model for the atomic c.m. might predict. For example, for the particular atom gallery state shown in Fig. 2͑b͒ interacting with the whispering gallery mode ͑WGM͒ g M ϭLϪ5 , g eff (1) ϭ0 so that ͗ Ϫ (t)͘ϭ0, while g eff (2) 0 such that P e (t) 0. More generally, defining time-evolved dressed-state wave packets f Ϯ (z,t)ϭ͗z͉e Ϫ (i/ប) H Ϯ t ͐dzЈ f 0 (zЈ)͉zЈ͘ associated with ͉⌿ tot (0)͘ leads to the excited-state probability for all times as
Here, P e (t) is given as an overlap ͑interference͒ of amplitudes for the dressed-state wave packets associated with the two potentials V Ϯ ϵϮបg(z). Significantly, coherent internal state dynamics are now linked self-consistently with the coherent evolution of the external c.m. state. A qualitatively similar linkage has been analyzed in the context of the micromaser operating with cold atoms ͓18͔. The c.m. state dependency of these various expressions is made explicit by assuming a standing-wave cavity with g(z)ϭg 0 cos(kz) and an infinite square well for V ext ,
with aϳ 0 /2ϭ 1/k , which has bound states
for z 1 ϽzϽz 1 ϩa and integers qу1. The bound state energies are ͕E q ͖ϭ͕ប 2 2 q 2 /2m a a 2 ͖. Figure 3 illustrates the situation for the two bound states qϭ1,2. The quadratic short time dependence of P e (t) with characteristic curvature given by the c.m. state-dependent rate g eff (2) of Eq. ͑8͒ for the initial c.m. states qϭ1,2 is shown in Fig. 4 . The dependence on q of these curves can be understood from the difference in the overlap integrals of q (z) with ͉g(z)͉ 2 as predicted by Eq. ͑8͒. Turning now to dynamics on longer time scales, in Figs. 5 and 7, we illustrate various aspects of the interplay of the c.m. and internal dynamics for several choices of the parameters (m a ,g 0 ,R 1 ) and f 0 (z), where in all cases c Ϯ ϭϮ1/&. From the insets in Fig. 5 , f 0 (z) is taken to be either the ground state ͓ 1 (z)͔ or the first excited state ͓ 2 (z)͔ of V ext . It is clear that for the choices of z 1 shown, the wave packets f Ϯ (z,t) will move into adjacent potential wells because the dressed states ͉D 1,Ϯ ͘ see potentials V Ϯ ϵϮបg 0 cos(kz). More quantitatively, f Ϯ (z,t) are computed by reexpressing f 0 (z) in terms of the well-dressed
where, as expected, the expansion coefficient is given by
͑13͒
It is worth reiterating that in order to distinguish f Ϯ (z,t)
in Eq. ͑12͒, the appropriate ͕ p (z)͖ to use is the set localized to the ͑spatially distinct͒ potential minima seen by ͉D 1,Ϯ ͘.
Taking g 0 /2ϭ20 MHz ͓as is relevant to Fig. 5͑a͔͒ , for example, the potential V ϩ ϭបg(z) for nϭ1 is found numerically to have 177 bound states. For the initial states here with aӶ 0 , we have verified the validity of evaluating the time evolution in terms of ͕ p (z)͖ only ͑i.e., neglecting the con-
3. An illustration of the situation in which bound states qϭ1,2 ͓Eq. ͑11͔͒ of V ext (z) ͓Eq. ͑10͔͒ evolve dynamically when starting in the atomic ground state in the one-photon field of a cavity with mode function g(z)ϭg 0 sin(kz). The dressed states ͉D 1,Ϯ ͘ will see the potentials labeled by V ϩ ͑dashed͒ and V Ϫ ͑solid͒, respectively.
FIG. 4.
Quadratic short time evolution of P e (t) for the two states qϭ1 ͑solid͒ and qϭ2 ͑dashed͒ of Fig. 3 . The different rates of growth here are due to the overlap of these two wave functions with the quantum field profile g(z) as quantified by g eff (2) of Eq. ͑8͒.
tinuum͒ with independent calculations using the split operator method ͓33͔. In Fig. 6 , we show the decomposition of the initial states qϭ1,2 in terms of the set of 30 bound states of V ϩ for the parameters of Figs. 5͑b͒, and 5͑c͒. In this figure, we plot ͉c p ͉ 2 from Eq. ͑13͒ as a function of bound state p. It is clear that, even neglecting the continuum, this basis is completely adequate for the decomposition of the states ͕ q (z)͖ for small q, and that the use of a more general basis ͑such as the delocalized Bloch states͒ would only obscure the dynamics. Of course, as q increases, it would then become important to extend the basis over multiple wavelengths to account for tunneling of these higher energy states.
From Fig. 5͑a͒ , we see a time dependence for P e (t) reminiscent of the well-known ''collapse'' of Rabi oscillations caused by a spread in values ⍀ n ϭ2gͱn associated with a distribution in n ͓34͔. Similarly, here the collapse is brought about in part by dispersion in ⍀ 1 ͑now for fixed nϭ1͒ set by the structure of f 0 (z) relative to g(z). In addition, on a time scale 1 given by
the wave packets f Ϯ (z,t) separate due to their evolutions along V Ϯ , driving the overlap of amplitudes in Eq. ͑9͒, and hence dynamical evolution of P e (t) to zero. A completely analogous evolution occurs for an initially excited atom with no photons in the cavity, which might be termed a ''vacuumRabi'' splitting ͓34͔ where now the atomic wave packet is split by its own radiation reaction field. The longer term evolution of P e (t) is illustrated in Figs. 5͑b͒ and 5͑c͒ for different choices of f 0 (z). Without delving into the details, it should be clear that there is a profound dependence of the dynamics on f 0 (z). For example, the initial rise of P e (t) for small t is given by g eff (2) in each case, but with a ratio g eff Beyond the initial ''collapse'' regime, P e (t) is quiescent with then a ''revival'' occurring near g 0 2 ϭ110 as in Figs. 5͑b͒ and 5͑c͒. From the previous discussion of Fig. 1͑c͒ , an estimate of the ''oscillator'' frequency for the c.m. is V 1 /g 0 ϳͱ2R 1 ϳ 2/100. Clearly, the overlap integral between f Ϯ (z,t) in P e (t) in Eq. ͑9͒ has nonzero contributions at zϳz 1 when the two dressed-state components of the wave packet interfere, connecting the c.m. time scale 2/V 1 to the long-term dynamical evolution of P e (t) via 2 . In fact, the resulting identification of 2 as g 0 2 ϳ 2 ͱ2R 1
͑15͒
produces reasonable agreement with 2 in Figs. 5͑b͒ and 5͑c͒.
The particular details of the fine structure of P e (t) at multiples of the initial revival time 2 ͑i.e., 2 ,2 2 , . . . ͒ depend upon the overlap of f 0 (z) with ͕ p (z)͖. In qualitative terms, the oscillations for qϭ1 have twice the frequency as for qϭ2 since the probability density for 2 (z) has twice the number of maxima as 1 (z), illustrating the dependence of the dynamics on the initial c.m. state q. Beyond the first few revivals, the anharmonic character of V Ϯ enters to disperse the wave packet.
To illustrate further the interplay of internal atom-cavity and external c.m. time scales, we present in Fig. 7 two examples which emphasize the role of the parameter R n . Since the characteristic frequency interval for the bound states of g(z) given by V n /g 0 ͱnϳͱ2R n , R n should set the separation of time scales between the internal and external state dynamics, as Fig. 7 indeed demonstrates. Displayed is the quantity P e (t) from Eq. ͑9͒ with c Ϯ ϭϮ1/& and with f 0 (z) as in Fig. 5͑b͒ . Figure 7͑a͒ is computed for R 1 ϭ1ϫ10
Ϫ4 . Figure 7͑a͒ is representative of a rather large well depth (g 0 /2ϭ20 MHz) and small energy spacing of the eigenvalues ͕E p ͖ as for an optical transition in a heavy atom such as cesium, whose D2 transition wavelength 0 ϭ852 nm and mass m a ϭ133 amu. On the other hand, Fig. 7͑b͒ has R 1 ϭ2ϫ10 Ϫ2 , corresponding to a shallow well (g 0 /2 ϭ2.5 MHz) with a less pronounced separation of time scales between internal and external state dynamics. In this case, the parameters for a light atom, such as the metastable transition at 1.08 m in He* of mass m a ϭ4 amu are appropriate.
Note from Fig. 7͑b͒ that in addition to the revivals themselves at 2 associated with the c.m. oscillations, there is yet a much larger time, 3 , for the recurrence of the revivals around g 0 3 ϭ800 that arise because of the small size of the basis set ͕͉ p ͖͘, which in Fig. 7͑b͒ contains only the bound states necessary for an accurate decomposition of f 0 (z). In this case, the potential wells V Ϯ contain only 12 bound states and the decomposition of the initial state f 0 (z) uses only about 5 of these. If the potential well were harmonic with evenly spaced energy eigenstates, for example, the decomposition of the initial c.m. state into eigenstates of the well could be considered like a Fourier series with only a finite number of components. In this case, the whole c.m. state time evolution is periodic at the highest eigenfrequency ͑Fourier component͒ in this c.m.-state decomposition. This is the physical origin of the time scale 3 . Note that although we have employed only the nϭ1 manifold in Figs. 5 and 7, even more complex dynamics would follow from superpositions of other n manifolds.
Beyond the context of our current work, such behavior is familiar, for example, in the dynamics of wave packets formed from sums of Rydberg states ͓35͔. A distinguishing characteristic within the setting of cavity QED is the possibility for modifications of the external state potential via the internal state dynamics, and conversely. In fact, the inextricable interweaving of the atomic c.m. motion and the evolution of the cavity field via coupling to the atomic dipole leads to a host of exciting new phenomena at the frontier of quantum measurement ͓9͔.
IV. DISSIPATION
Although we are currently investigating avenues of decoherence due to atomic spontaneous emission at rate ⌫ and cavity decay at rate rigorously via the QMCWF picture ͑with initial results reported in ͓31͔͒, here we opt for a few qualitative comments. As a realistic example of Fig. 1͑c͒ , consider the 2S→2 P transition at 1.083 m in He* for which ␥ Ќ /2ϭ⌫/4ϳ800 kHz. When coupled to a FabryPérot microcavity with g 0 /2ϳ120 MHz and /2 ϳ2.9 MHz ͑lengthϭ12 m, finesseϭ2ϫ10 6 ͓36͔͒, this gives V n /2ϳ3.3 MHzϾ(␥ Ќ ,)/2 which opens up the possibility for experimental verification of modification to the Jaynes-Cummings manifold due to the quantized c.m. even in the presence of dissipation. An optical microsphere of ϳ20 m diameter has g 0 /2ϳ125 MHz and /2 ϳ100 kHz for a reasonable Qϳ10 9 , which would again allow resolution of the well-dressed state splitting of Fig. 1͑c͒ even for the nϭ1 manifold. In fact, g 0 ϳ10 4 seems feasible for microspheres ͓30,37͔. Generally in the optical domain, FIG. 7 . The dependence of P e (t) on the ratio R n is illustrated. ͑a͒ Evolution of P e (t); here, R 1 ϭ1ϫ10 Ϫ4 , with m a ϭ133 amu and g 0 /2ϭ20 MHz as appropriate to the D2 line in cesium at 852 nm. In ͑b͒ R 1 ϭ2ϫ10 Ϫ2 with g 0 /2ϭ2.5 MHz and m a ϭ4 amu for the transition at 1.083 m in He*. With regard to recoil kicks from atomic decay, note that significant heating of the c.m. wave packet requires a time T H ϳ(⌬E q /E recoil )⌫ Ϫ1 ͓31͔, where ⌬E q is the level spacing of the relevant well-dressed states ͑Fig. 1͒ and E recoil ϭ ប 2 k 2 /2m a . As an example, for the case of Fig. 1͑c͒ , with ϳ 0 /2, g 0 T H ϳ (g 0 /⌫)(1/ͱR n )ӷg 0 /⌫ for R n small as in Figs. 5 and 7 . Here, the role of R n is to increase the naive estimate for the recoil heating time of ⌫ Ϫ1 by a factor ϳ 1/ͱR n by imposing bound state structure on the final c.m. state in a spontaneous emission recoil.
V. CONCLUSIONS
In conclusion, we have investigated the marriage of cavity QED with the atomic c.m. wave function and have analyzed some of the remarkable progeny that spring from this union. The ''well-dressed'' states with the spectrum of eigenvalues illustrated in Fig. 1 replace the more familiar dressed states of the Jaynes-Cummings Hamiltonian, with three experimentally distinguishable regimes having been identified. Implicit in the structure of the well-dressed states are modifications of the usual interpretation of the atom-field coupling g(r), such as the quantities g, which express the overlap of the g(r)
with the bound states q (r) or the quantities ͕E p , p (r)͖, which describe the bound state structure associated with the spatial variation of g(r) itself.
In addition, qualitative modifications of the usual dynamical processes in cavity QED arise from the interweaving of internal ͑atomic dipoleϩcavity field͒ and c.m. degrees of freedom. Although these ideas have been illustrated with reference to a specific example ͑as in Figs. 5 and 7͒, we anticipate as well that many features of our dynamical analysis ͑e.g., the time scales i and couplings g eff (i) ͒ will be generic to more realistic systems with 3D geometries and dissipation.
