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Zur Faktorstruktur des KFT 4-13 
Eine hypothesentestende Untersuchung unter Verwendung der 
konfirmatorischen Maximum Likelihood Faktorenanalyse 
Karl Steffens, Charlotte Hospelt & Kurt A. Heller P ä d . Seminar der Univ. 
Köln, Inst. f. Angew. Sozialforschung der Univ . Köln und Inst. f. P ä d . Psychol. der Univ. 
München 
Zusammenfassung 
In der vorliegenden Arbeit soll mit Hilfe der Maximum Likelihood Faktorenanalyse (MLFA) die 
Faktorstruktur des Kognitiven Fähigkeitstests für 4. bis 13. Klassen (KFT 4-13) von H E L L E R , G A E -
DIKE & WEINLÄDER (1976) in verschiedenen Stichproben untersucht werden. Im ersten Teil werden 
die Grundlagen der explorativen und konfirmatorischen Maximum Likelihood Faktorenanalyse 
(MLFA) dargestellt, während wir im zweiten Teil zunächst mit Hilfe der explorativen M L F A aus 
den Daten einer Stichprobe eine KFT-spezifische Faktorstruktur gewinnen, die dann in vier weite-
ren Stichproben unter Verwendung der konfirmatorischen M L F A überprüft wird. 
Abstract 
In this paper, we are concerned with the factor structure of the Cognitive Abilities Test for grades 
4 to 13 (Kognitiver Fähigkeitstest für 4. bis 13. Klassen; KFT 4 - 1 3 ) by H E L L E R , GAEDIKE & 
WEINLÄDER (1976) in different samples. In the first part of our paper, we describe the basic con-
cepts of exploratory and confirmatory maximum likelihood factor analysis (MLFA), while in the 
second part, we first obtain a factor structure specific to the KFT by factor analysing the data of 
one sample exploratorily and then proceed by testing this structure in four other samples using 
confirmatory M L F A . 
Die vorliegende Arbeit verfolgt im wesentlichen 
zwei Ziele: Zum einen soll die Faktorstruktur 
des Kognitiven Fähigkeitstests für 4. bis 13. 
Klassen ( K F T 4 - 1 3 ) von H E L L E R , GAEDIKE & 
WEINLÄDER (1976) bestimmt und geklärt wer-
den, wie stabil diese Struktur über verschiedene 
Stichproben hinweg ist. Zum anderen soll an 
dieser inhaltlichen Fragestellung die Anwendung 
der Faktorenanalyse nach der M a x i m u m L i k e l i -
hood Methode ( M L F A ) demonstriert werden. 
Die M L F A hat gegenüber der herkömmlichen 
Faktorenanalyse nach der Hauptachsenmethode 
( P A F A ) den Vorteil, daß sie sowohl modellim-
plizite als auch vom jeweiligen Forscher im H i n -
blick auf bestimmte Faktorstrukturen explizit 
aufgestellte Hypothesen inferenzstatistisch zu 
überprüfen gestattet. 
Beim K F T 4-13, der auf dem L O R G E -
THORNDIKE Intelligence Test bzw. auf dem Co-
gnitive Abilities Test von THORNDIKE & H A G E N 
basiert, handelt es sich um einen differentiellen 
Intelligenztest, der nach den Angaben seiner A u -
toren vor allem jene kognitiven Fähigkeitsdi-
mensionen erfaßt, die für das schulische Lernen 
relevant sind. Die 11 Untertests des K F T 4-13 
sind zu drei Testteilen zusammengefaßt: 
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V e r b a l e r T e i l : 
Wortschatz (Vj), Satzergänzen ( V J , Wortklassi-
fikation (V 3 ) , Wortanalogien (V 4 ) ; 
Q u a n t i t a t i v e r T e i l : 
Textrechenaufgaben (Qj), Mengenvergleiche (Q 2), 
Zahlenreihen (Q 3), Gleichungenbilden (Q 4); 
Nonverbaler T e i l : 
Figurenklassifikation (Nj), Figurenanalogien (N2), 
Figurensynthese (N 3). 
Die Faktorstruktur des K F T 4-13 ist in der Ver-
gangenheit i n verschiedenen Stichproben von 
Schülern und Studenten untersucht worden 
(GAEDIKE 1975; RENNETTE 1980). Dabei hat sich 
nicht nur herausgestellt, daß sich die Interkorre-
lationen der 11 KFT-Untertests im allgemeinen 
durch eine 3-Faktoren-Lösung befriedigend er-
klären lassen; vielmehr läßt sich auch über ver-
schiedene Stichproben hinweg ein bestimmtes 
Muster von hohen und niedrigen Ladungen auf 
diesen drei Faktoren beobachten. Wir wollen 
daher in dieser Arbeit der Frage nachgehen, ob 
sich dieses Muster mit Hilfe der konfirmatori-
schen M L F A statistisch absichern läßt. 
Die Maximum Likelihood Faktorenanalyse 
zählt - im Gegensatz zu der immer noch ausge-
sprochen populären Faktorenanalyse nach der 
Hauptachsenmethode - nicht zu den häufig 
eingesetzten Methoden zur Faktorenanalyse psy-
chologischer Daten. Das zeigt zum Beispiel das 
Übersichtsreferat von L U K E S C H & KLEITER 
(1974), das nur die Arbeit von STEINHAGEN 
(1970) als Untersuchung nennt, in der eine 
M L F A angewendet wird. STEINHAGEN selbst 
geht aber auf die M L F A als Methode nicht ein. 
W i r halten es daher für sinnvoll, zunächst die 
M L Faktorenanalyse soweit darzustellen, wie es 
uns für ihr Verständnis als hypothesentestendes 
Verfahren notwendig erscheint. 
Das Prinzip der Maximum Likelihood Schät-
zung ist von L A W L E Y (1940) in die Faktorenana-
lyse eingeführt worden. Die weitere Entwicklung 
der M L F A ist zum großen Teil das Ergebnis sei-
ner Arbeiten und der von M A X W E L L und JÖRES-
KOG ( L A W L E Y 1942, 1943, 1967; L A W L E Y & 
M A X W E L L 1971; M A X W E L L 1961; JÖRESKOG 
1963, 1966, 1967a, 1969, 1974; JÖRESKOG & 
L A W L E Y 1968), in denen auch die Praktikabil i tät 
dieser Methode demonstriert wurde (z. B . M A X -
WELL 1972a, b). Andere wichtige Beiträge zu 
diesem Thema stammen von H E M M E R L E (1965) 
und DERFLINGER (1968, 1969). W E E D E & J A -
GODZINSKI (1977) kommt das Verdienst zu, das 
Konzept der konfirmatorischen Faktorenanalyse 
im deutschen Sprachraum vorgestellt zu haben. 
Die Autoren diskutieren auch ausführlich deren 
Beziehung zur explorativen Faktorenanalyse 
und zur Pfadanalyse; sie gehen jedoch auf die 
Maximum Likelihood Methode und die damit 
verbundenen Möglichkeiten des Hypothesente-
stens nicht ein und stellen das Model l der konfir-
matorischen Faktorenanalyse nur relativ kurz 
und weitgehend nicht-technisch dar. 
1. Maximum Likelihood Faktorenanalyse 
Das allgemeine Model l der Faktorenanalyse läßt 
sich durch 
x = A f + e (1) 
darstellen. In dieser Gleichung steht x für die im 
Hinblick auf p Merkmale einer Person erhobe-
nen Daten, / enthält die Faktorwerte für k ge-
meinsame Faktoren, A ist die p x k Matrix der 
Faktorladungen und e der Vektor der p Resi-
dualwerte (es wird nicht weiter zwischen spezifi-
scher und Fehlervarianz unterschieden). 
Unter der Annahme, daß die Residualwerte 
untereinander und von den Faktorwerten unab-
hängig sind und sich x , f und e normal um N u l l 
verteilen mit Kovarianzmatrizen E ( f f ' ) = <P 
und E ( e e ' ) = *F (Diagonalmatrix) gilt für 
E ( x x ' ) - Z die Beziehung 
I = A 0 A ' + ¥. (2) 
Die Elemente von A (Faktorladungen), <P (Ko-
varianzen der Faktoren bzw. Korrelationen bei 
standardisierten Faktoren) und W (Residualva-
rianzen) sind die Parameter des Modells, die 
aufgrund der Stichprobenkovarianzmatrix 5 
(bzw. Korrelationsmatrix) mit Hilfe der Max i -
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mum Likel ihood Methode geschätzt werden, 
wobei die Anzah l der Faktoren k vorzugeben ist. 
Die entsprechenden Schätzwerte werden so be-
stimmt, daß sie die Likelihood Funktion 
l o g L = - y n[log|27| + t r ( S Z - ' ) ] (3) 
maximieren ( n = N - 1). Dies wird iterativ 
und über die Minimierung von 
F ( A $ 0 9 V ) = log |^7| + t rOSZ" 1 ) 
-\og\S\-p (4) 
erreicht. Entsprechende Computerprogramme 
liegen vor (JÖRESKOG 1967 b; JÖRESKOG & G R U -
VAEUS 1967). 
Da die Gleichungen (1) bis (4) auch dann er-
füllt sind, wenn w i r / d u r c h M f , A du rchs M ~ x 
und 0 durch M & M ' ersetzen, wobei M eine be-
liebige nicht-singuläre k x fc-Matrix ist, müssen 
bei den Parametern in A und 0 mindestens k2 
Einschränkungen (restrictions) eingeführt wer-
den, um die Eindeutigkeit der M L Schätzungen 
zu gewährleisten. Dies geschieht bei der explora-
tiven M L F A in der Regel durch die Bedingungen 
0 = 1 und A ' * F ~ X A = Diagonalmatrix, d .h . 
modellimplizit, während bei der konfirmatori-
schen M L F A mindestens k2 Parameter in A und 
0 vom jeweiligen Forscher explizit zu fixieren 
sind. 
Hat man die Parameterschätzungen, d. h. eine 
Faktorlösung mit k Faktoren vorliegen, dann 
läßt sich für diese ein Modelltest durchführen. 
Dabei wird von der Nullhypothese H k ausgegan-
gen, daß k die „richtige" Anzahl der Faktoren 
ist, die Gültigkeit der eingangs gemachten A n -
nahmen und des durch Gleichung (2) definierten 
Modells vorausgesetzt. 
Zur Überprüfung der Nullhypothese wird das 
Verhältnis zweier Likelihood Funktionen ver-
wendet. Eine Likelihood Funktion bezieht sich 
auf die Menge Q aller (d. h. beliebiger) symme-
trischen, positiv definiten Matrizen Z der Ord-
nung p \ diese Funktion erreicht ihr Maximum 
L ß , wenn Z = S, so daß gilt 
l o g L ß = - ±-n(\og\S\ + p) . (5) 
Die andere Likelihood Funktion bezieht sich auf 
die Untermenge co jener Matrizen Z aus Q, für 
die Gleichung (2) mit k Faktoren zutrifft; deren 
Maximum bezeichnen wir mit J L w , und es gilt 
l o g L „ = - - j n [ \ o g \ Z \ + t r ( S Z - * ) ] . (6) 
Die genaue Verteilung des Likelihood Verhält-
nisses A = L J L Q ist nicht bekannt; man weiß 
jedoch, daß sich der Ausdruck 
-21ogA = Uk = n [ \ o g \ Z \ + t x ( S Z - x ) 
- \og\S\ - p] (7) 
unter Geltung der Nullhypothese und für große 
Stichproben ungefähr wie x 2 verteilt (vgl. z. B . 
L A W L E Y & M A X W E L L 1971, 35). Ist dieser bei 
entsprechenden Freiheitsgraden signifikant, 
dann muß H k verworfen werden. In diesem Fa l l 
bietet es sich an, das durch die Hypothese H k 
implizierte Model l zu modifizieren und die mo-
difizierte Version erneut zu überprüfen. 
L I E x p l o r a t i v e M L F A 
Bei der explorativen M L F A wird die Eindeutig-
keit der M L Schätzungen durch die Einführung 
der Bedingungen 0 = / u n d / T W~XA = Dia-
gonalmatrix erreicht. Die erste Bedingung ver-
einfacht das Modell (2) zu 
Z = A A ' + !F, (8) 
d .h . zu einem Model l mit orthogonalen bzw. 
nicht-korrelierenden Faktoren. Durch die zweite 
Bedingung werden zusätzlich k ( k - l ) / 2 Para-
meter fixiert. D a die Gesamtzahl der Parameter 
in A und V pk + p ist, verbleiben 
p(k + 1) - k ( k - l ) / 2 
freie Parameter. Diese Zahl muß kleiner sein als 
/?(/? + l ) / 2 , die Anzahl der Elemente in 5; an-
dernfalls ist das Model l nicht oder nur gerade 
identifiziert und damit statistisch nicht über-
prüfbar (zum Problem der Identifizierbarkeit 
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vgl. W E R T S et al. 1973; W I L E Y 1973). Zur Über-
prüfung der Hypothese H k bzw. des durch diese 
implizierten Faktormodells (8) mit k orthogona-
len Faktoren wird die Größe Uk aus (7) verwen-
det, die sich bei genügend großem Stichproben-
umfang annähernd wie # 2 mit 
dfk = — l ( p - k f - (p + k)] (9) 
Freiheitsgraden verteilt. Die Anzahl der Freiheits-
grade ist gleich der Anzahl der Varianzen/ 
Kovarianzen in S minus der Anzahl der unter H k 
zu schätzenden Parameter. In Anlehnung an Vor-
schläge von B o x (1949) und BARTLETT (1954) für 
die Korrektur entsprechender Prüfgrößen wird n 
in (7) in der Regel durch n - ( 2 p + 5)/6 bzw. durch 
n - ( 2 p + 5)/6 - 2 k / 3 ersetzt. Ist Uk signifi-
kant, dann sind mindestens k + 1 gemeinsame 
Faktoren notwendig. 
Neben der inferenzstatistischen Überprüfung 
läß t sich die Angemessenheit des M L F A Modells 
auch durch den von T U C K E R & LEWIS (1971; vgl. 
auch H E E L E R & WHIPPLE 1976) entwickelten In-
dex 
P = 
M 0 - M k 
M 0 - 1 
(10) 
bewerten. Dabei ist M 0 = X o ^ f o unc* M k = 
Xpdfk'y d . h . der p-Index verwendet # 2-Werte 
und Freiheitsgrade für M L Lösungen mit 0 und 
k gemeinsamen Faktoren. 
p wird in Analogie zu Varianzkomponenten in 
der Varianzanalyse interpretiert; er gibt an, in 
welchem M a ß e das in Frage stehende Modell die 
Variation in den Daten erklärt, und kann daher 
auch als M a ß der praktischen Signifikanz im 
Sinne BREDENKAMPS (1970, 1972) aufgefaßt 
werden. 
Im übrigen ist die Berechnung einer M L F A 
Lösung mit 0 Faktoren auch deshalb sinnvoll, 
weil so die Signifikanz der Stichprobenkorrela-
tionsmatrix R relativ leicht überprüft werden 
kann. 
Unter Geltung des Modells (8) ist 
Für k = 0 ist außerdem E = diag(S), so daß 
sich Uk in (7) zu 
U0 = - * l o g ( | S | / | 2 ; | ) = -n\og\R\ (12) 
vereinfacht ( L A W L E Y & M A X W E L L 1971, 35). Ist 
das Ergebnis dieses auf B A R T L E T T (1950; s.a. 
M A X W E L L 1959) zurückgehenden Tests mit 
d / 0 = P ( P - signifikant, dann kann man 
davon ausgehen, daß es sich bei R nicht nur um 
eine Ansammlung von Nullkorrelationen han-
delt. 
1.2 K o n f i r m a t o r i s c h e M L F A 
Im Gegensatz zur explorativen M L F A , bei der 
die Fixierung von Parametern als Voraussetzung 
für die Eindeutigkeit der M L Schätzungen mo-
dellimplizit erfolgt, werden bei der konfirmato-
rischen M L F A einige der Parameter durch den 
jeweiligen Forscher festgelegt. Es wird dabei da-
von ausgegangen, daß dieser mit seinem For-
schungsgegenstand soweit vertraut ist, daß er in 
dem durch (2) definierten Model l 
Z = A <PA ' + *F 
einige Werte für A , <P und möglicherweise auch 
für *F fixieren kann, wenngleich letzteres in der 
Praxis nur selten der Fa l l sein dürfte. In der Re-
gel wird für entsprechende Elemente in A und 
für nichtdiagonale Elemente in <P der Wert N u l l 
spezifiziert, so daß sich auf diese Weise eine E i n -
fachstruktur im Sinne THURSTONES hypostasieren 
läßt. Allerdings sind hier auch von Nul l verschie-
dene Werte zulässig. 
Bezeichnet man die Anzahl der fixierten Para-
meter m A , 0 und !P mit n A i n 0 und n W i dann 
ist eine notwendige, aber nicht hinreichende Be-
dingung für die Eindeutigkeit der M L Schätzun-
gen, daß gilt 
n A + n * > k2 (13) 
t r ^ " 1 ) = t r ( I p ) = p . (11) 
(hinreichende Bedingungen diskutiert JÖRESKOG 
1979). 
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Werden mehr als k2 Parameter festgelegt, 
dann gilt die Lösung als eingeschränkt (restrict-
ed), da man zu einer solchen Lösung nicht mehr 
durch Rotat ion bzw. Transformation einer un-
eingeschränkten Lösung kommen kann. In der 
Regel verwendet man bei der explorativen 
M L F A uneingeschränkte, bei der konfirmatori-
schen M L F A eingeschränkte Modelle. 
Da die Gesamtzahl der fixierten Parameter 
m = n A + fl0 + riy (14) 
ist und die Anzah l aller Parameter in A , 0 und 
Pk + y k ( k + 1) + p = 
i - ( 2 p + k ) ( k + 1 ) , 
ergibt sich für die Anzahl der freien Parameter 
y (2p + k ) ( k + 1) - m . 
Diese muß kleiner sein als p(p + l ) / 2 , die A n -
zahl der Elemente in S; andernfalls ist das M o -
dell nicht identifiziert. 
Die Überprüfung der Hypothese erfolgt wie 
bei der explorativen M L F A unter Verwendung 
der Prüfgröße Uk in (7), wobei Z allerdings 
durch A f 0 und *P in (2) bestimmt wird, mit 
Freiheitsgraden 
dfk = P 2 ~ - y (P + k ) ( p + k + 1) + m . 
(15) 
2. Datenanalyse und 
Hypothesenüberprüfung 
RENNETTE (1980) hat in ihrer Arbeit zur fakto-
riellen Struktur des K F T 4 - 1 3 Daten bei Schü-
lern allgemein- und berufsbildender Schulen und 
bei Studenten verschiedener Fakultäten erho-
ben, die zum Zeitpunkt der Erhebung (SS 1979) 
überwiegend im Grundstudium studierten. In 5 
ihrer 10 Stichproben lag N über 100, in 4 Stich-
proben unter 30 und in einer Stichprobe betrug 
N 51. Wegen der geringen Größe der letzten 
Stichproben wollen wir in unserer Arbeit nur auf 
die erstgenannten fünf Stichproben zurückgrei-
fen (vgl. Tab. 1). 
N u n wird man auch diese nicht als „ g r o ß e " 
Stichproben bezeichnen können; L A W L E Y & 
M A X W E L L (1971, 35) sind aber der Ansicht, d a ß 
sich Uk auch noch in kleineren Stichproben 
~ P ^ 50) ungefähr wie x 2 verteilt, während 
GEWEKE & SINGLETON (1980) aufgrund eigener 
Untersuchungen sogar N ^ 30 für vertretbar 
halten. 
Tabelle 1 : Stichproben der Untersuchung 
Stichprobe N 
1 Gymnasiasten 134 
2 Berufsschüler 200 
3 Studenten mit Fächern in der Philosophi- 128 
sehen Fakultät 
4 Studenten mit Fächern in der Mathema- 101 
tisch-Natu wissenschaftlichen Fakultät 
5 Studenten mit Fächern in beiden 110 
Fakultäten 
E i n signifikantes Ergebnis kann sowohl bedeu-
ten, daß die Anzahl der im Modell (2) verwende-
ten gemeinsamen Faktoren unzureichend ist, als 
auch, daß die Parameterspezifikation, z. B . die 
Fixierung von Nulladungen in A , modifiziert 
werden m u ß . 
Neben der inferenzstatistischen Überprüfung 
kann man aber, wie auch bei der explorativen 
M L F A , den p-Index von T U C K E R & LEWIS 
(1971) als M a ß der praktischen Signifikanz be-
rechnen. 
Wir werden in der explorativen Phase der A n a -
lyse von der Korrelationsmatrix der 11 K F T -
Untertests aus Stichprobe 1 ausgehen und die in 
dieser Phase gewonnene Faktorstruktur des K F T 
in der konfirmatorischen Phase der Analyse an 
den Daten der übrigen vier Stichproben über-
prüfen. 
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.556 .484 1.000 
.453 .405 .434 1.000 
.264 .266 .279 .308 1.000 
.343 .415 .400 .444 .416 1.000 
.294 .444 .377 .276 .444 .580 1.000 
.117 .145 .183 .317 .512 .434 .372 1.000 
.353 .345 .409 .273 .232 .299 .451 .294 1.000 
.429 .464 .446 .474 .406 .482 .513 .389 .522 1.000 
.282 .390 .209 .166 .169 .261 .368 ,230 .517 .530 
2.1 Explorative Phase 
Die Korrelationsmatrix der 11 KFT-Untertests 
für Stichprobe 1 (Gymnasiasten) ist in Tabelle 2 
wiedergegeben. 
R E N N E T T E hat für diese Korrelationsmatrix 
aufgrund einer Faktorenanalyse nach der Haupt-
achsenmethode ( P A F A ) eine 3-Faktoren-Lö-
sung erhalten (vgl. Tab. 3). Diese drei Faktoren 
erklären 53 % der Gesamtvarianz. 
Uns interessierte zunächst die Frage, ob sich 3 
Faktoren auch bei einer statistischen Überprü-
fung als ausreichend erweisen würden. Wir be-
rechneten daher uneingeschränkte M L Fakto-
renanalysen für 0 bis 3 Faktoren (Programm 
U M L F A von JÖRESKOG 1967 b) und für jede Lö-
sung den /9-Index nach T U C K E R & LEWIS (1971). 
Bei dem Versuch, eine UMLFA-Lösung für 
k = 4 zu berechnen, ergaben sich Schwierigkei-
Tabelle 3: Faktormatrix (PAFA, Varimax-Rotation), 
Stichprobe 1, nach RENNETTE (1980) 
I II III h 2 
K l . 7 4 9 .081 .194 .605 
V I .621 .160 .321 .514 
V 3 .671 .204 .169 .520 
V 4 . 5 3 4 .351 .074 .414 
ß l .206 . 6 3 7 .090 .450 
Q2 .388 . 5 7 9 .177 .517 
03 .300 .515 .370 .492 
Q4 .023 .713 .161 .535 
m .296 .233 .565 .461 
N 2 .415 .427 .510 .614 
N 3 .131 .110 . 8 1 6 .695 
ten bei der Minimierung von F ; das iterative 
Verfahren konvergierte nicht zufriedenstellend, 
so daß wir keine korrekten ML-Schätzungen er-
hielten (improper Solution). Die Ergebnisse für 
k = 0 - 3 sind in Tabelle 4 aufgeführt. 
D a der zur Überprüfung der Angemessenheit 
des Faktormodells durchgeführte #2-Test relativ 
sensibel auch gegenüber kleineren Abweichun-
gen vom Model l ist, wir aber andererseits bereit 
sind, ein gewisses Maß an Abweichung zu tole-
rieren, haben wir uns entschlossen, hier und im 
folgenden die jeweils zu überprüfende Hypothe-
se H k erst dann zurückzuweisen, wenn der ent-
sprechende x2-Wert auf dem 1%-Niveau signifi-
kant ist. 
Tabelle4: x2- und ^Werte für UMLFA-Lösungen mit 
k = 0-3 
k X 2 d / P p 
0 552.41 55 0.0 — 
1 129.74 44 0.000 .78 
2 75.66 34 .000 .86 
3 33.87 25 .111 .96 
Tabelle 4 zeigt, daß die UMLFA-Lösung mit 
drei Faktoren sowohl im Hinblick auf den x2-
Wert von 33.87 (p > .01) als auch unter Be-
rücksichtigung des ^-Indexes (p = .97) annehm-
bar ist. A u c h unter statistischen Gesichtspunk-
ten reichen also drei Faktoren zur Erklärung für 
die Interkorrelationen der 11 KFT-Untertests in 
Stichprobe 1 aus. 
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In der Frage der zu postulierenden Faktor-
struktur haben wir uns zunächst wieder der 
PAFA-Lösung von RENNETTE zugewandt (vgl. 
Tabelle 5, die zum Vergleich die UMLFA-Lö-
sung für drei Faktoren enthält.) 
Tabelle 5: UMLFA-Lösung für k = 3 (Stichprobe 1) 
Tabelle 6: Postuliertes Faktormuster für k = 3 (Hy-
pothese 1) 
A, h ^3 
1 .742 .195 .084 .404 
2 .642 .321 .163 .481 
3 .686 .126 .215 .468 
4 .529 .068 .357 .588 
5 .206 .078 .636 .548 
6 .382 .162 .585 .485 
7 .313 .320 .533 .516 
8 .018 .157 .707 .474 
9 .315 .517 .259 .567 
10 .418 .485 .443 .394 
11 .127 .873 .116 .207 
1 X 0 0 
2 X 0 0 
3 X 0 0 
4 X 0 0 
5 0 X 0 
6 0 X 0 
7 0 X 0 
8 0 X 0 
9 0 0 X 
10 0 0 X 
11 0 0 X 
Tabelle 7: Fixierte und freie Parameter für unkorre-
lierte und korrelierte Faktoren 
1.00 1.00 
0 1.00 X 1.00 
0 0 1.00 X X 1.00 
In der PAFA-Lösung ist für jede Variable die je-
weils höchste Ladung kursiv gesetzt. Diese Lö -
sung ist geradezu bilderbuchmäßig; die vier U n -
tertests des Verbalteils laden hoch im ersten Fak-
tor, die vier Untertests des Quantitativen Teils 
im zweiten Faktor und die drei Untertests des 
Nonverbalen Teils des K F T im dritten Faktor. 
Auffallend ist auch die ausgeprägte Überein-





sung. Wi r beschlossen daher, diese Struktur zu-
sammen mit dem durch (2) definierten Faktor-
modell für k = 3 als Hypothese 1 statistisch zu 
überprüfen. In Tabelle 6 ist angegeben, welche 
Ladungen N u l l gesetzt (0) und welche als freie 
Parameter geschätzt (X) werden sollen. Durch 
diese Fixierung von Nulladungen wird das M o -
Tabelle 8: RMLFA-Lösungen mit k = 3 und unkorrelierten bzw. korrelierten Faktoren zu Hypothese 1 
h * i A 3 
1 .785 .0 .0 .383 .737 .0 .0 .458 
2 .694 .0 .0 .518 .718 .0 .0 .484 
3 .710 .0 .0 .496 .713 .0 .0 .492 
4 .588 .0 .0 .654 .618 .0 .0 .618 
5 .0 .643 .0 .586 .0 .611 .0 .627 
6 .0 .735 .0 .460 .0 .745 .0 .445 
7 .0 .716 .0 .487 .0 .757 .0 .426 
8 .0 .614 .0 .623 .0 .573 .0 .671 
9 .0 .0 .713 .491 .0 .0 .659 .566 
10 .0 .0 .731 .465 .0 .0 .849 .279 
11 .0 .0 .475 .725 .0 .0 .622 .613 
Faktorkorrelationen <P 
1.000 1.000 
.0 1.000 .660 1.000 
.0 .0 1.000 .733 .750 1.000 
x2 = 189.70 d / = 44 p = .000 X 2 = 72.75 d / = 41 p = .002 
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dell eingeschränkt, so daß sich auch die Rotation 
der Faktormatrix erübrigt. Außerdem legten wir 
fest, daß die Hypothese zunächst für unkorrelie-
rende und dann für korrelierende Faktoren (vgl. 
Tab. 7) getestet werden sollte. 
Zur Berechnung der eingeschränkten M L F A -
Lösungen wurde das Programm R M L F A von 
JÖRESKOG & GRUVAEUS (1967) verwendet; die 
Ergebnisse sind in Tabelle 8 wiedergegeben. 
Wie aus Tabelle 8 zu ersehen ist, m u ß Hypothe-
se 1 in beiden Varianten zurückgewiesen werden; 
sowohl für die RMLFA-Lösung mit korrelieren-
den als auch für die mit nicht-korrelierenden 
Faktoren ergeben sich hochsignifikante % 2-Wer-
te. Trotzdem unterscheiden sich die beiden Lö -
sungen; die zweite mit den frei zu schätzenden 
Faktorinterkorrelationen ist eindeutig die besse-
re, sowohl aufgrund des x2-Wertes als auch im 
Hinblick auf den TucKER-LEWis-Index (p = .56 
gegenüber p = .90 bei korrelierenden Faktoren; 
X l = 571.76, d / 0 = 67). 
Da einerseits die Korrelationen zwischen den 
Faktoren relativ hoch sind, andererseits aber 
auch die diesem Modell entsprechende Hypothe-
se 1 zurückgewiesen werden mußte , haben wir 
uns gefragt, ob es nicht sinnvoll wäre, neben drei 
korrelierenden gemeinsamen Faktoren einen Ge-
neralfaktor anzunehmen. Die dafür hypostasier-
te Struktur ist in Tabelle 9a wiedergegeben; Ta-
belle 9b enthält die unter dieser Hypothese 2 be-
rechnete RMLFA-Lösung . 
Wie wir erwartet hatten, verbessert die Einfüh-
rung eines Generalfaktors die Anpassung des 
Modells; der # 2-Wert von 42.03 ist mit 30 Frei-
heitsgraden nicht signifikant, und der p-Index 
hat sich auf .95 erhöht. A u c h bestätigen die nun-
mehr relativ niedrigen Korrelationen zwischen 
den gemeinsamen Faktoren unsere Vermutung, 
daß der Generalfaktor einen Großteil der Kova-
rianz zwischen den Faktoren erklären könnte. 
Andererseits korreliert dieser mit den übrigen 
Faktoren niedriger und anders als erwartet, und 
der zweite gemeinsame Faktor hat sich fast auf 
einen Einzelrestfaktor reduziert. 
Alles in allem schien uns eine Lösung mit vier 
Faktoren nicht ökonomisch bzw. „sparsam" ge-
nug, so daß wir uns noch einmal mit der Mög-
lichkeit beschäftigten, unter der Beschränkung 
auf drei gemeinsame Faktoren zu einem ange-
messenen Faktormuster zu kommen. 
In unserer 1. Hypothese, die auf RENNETTES 
PAFA-Lösung mit drei Faktoren basierte, hat-
ten wir in vi pro Variable nur eine Ladung schät-
zen lassen und die übrigen Parameter gleich N u l l 
Tabelle 9: Postuliertes Faktormuster und RMLFA-Lösung für k = 4 (Hypothese 2) 
Ai h ^3 A 4 
1 X X 0 0 .560 .673 .0 .0 .354 
2 X X 0 0 .614 .485 .0 .0 .482 
3 X X 0 0 .603 A l l .0 .0 .505 
4 X X 0 0 .586 .279 .0 .0 .631 
5 X 0 X 0 .564 .0 .216 .0 .607 
6 X 0 X 0 .756 .0 -.009 .0 .431 
7 X 0 X 0 .745 .0 -.072 .0 .452 
8 X 0 X 0 .494 .0 .786 .0 .050 
9 X 0 0 X .582 .0 .0 .516 .507 
10 X 0 0 X .763 .0 .0 .422 .360 




X X 1.0 
X X X 1.0 









d / = 30 
1.000 
-.019 




Tabelle 10: Postuliertes Faktormuster und RMLFA-Lösung für k = 3 (Hypothese 3) 
h A 2 9 
1 X 0 0 .750 .0 .0 .438 
2 X 0 0 .724 .0 .0 .476 
3 X 0 0 .716 .0 .0 .488 
4 X X 0 .486 .235 .0 .606 
5 0 X 0 .0 .688 .0 .526 
6 X X 0 .279 .558 .0 .471 
7 0 X X .0 .479 .361 .489 
8 0 X 0 .0 .671 .0 .550 
9 0 0 X .0 .0 .747 .443 
10 X X X .193 .278 .476 .378 
11 0 0 X .0 .0 .694 .518 
Faktorkorrelationen <P 
1.0 1.000 
X 1.0 .450 1.000 
X X 1.0 .627 .439 1.000 
v2 _ 50.76 d f = 36 p = .052 
gesetzt, was praktisch darauf hinauslief, alle L a -
dungen in der PAFA-Lösung kleiner .50 als N u l l -
ladungen zu deklarieren. Dieses Kriterium war 
aber, wie der dazu durchgeführte x 2-Test zeigte, 
zu restriktiv. W i r wollen daher für unsere 3. Hy-
pothese nur solche Parameter in A gleich N u l l 
setzen, deren Entsprechungen in RENNETTES 
PAFA-Lösung einen Wert kleiner .35 aufwei-
sen. Tabelle 10 informiert über dieses Faktormu-
ster sowie über die dazu berechneten ML-Schät-
zungen. 
Die für die unter Hypothese 3 postulierte Fak-
torstruktur berechnete RMLFA-Lösung ist an-
nehmbar; der Modelltest ergibt einen # 2-Wert 
von 50.76, der bei 36 Freiheitsgraden nicht signi-
fikant ist. Wie bei der unter Hypothese 2 berech-
neten RMLFA-Lösung mit vier Faktoren erhal-
ten wir für den p-Index von T U C K E R & LEWIS ei-
nen Wert von .95, d. h. die Drei-Faktoren-Lö-
sung schneidet trotz größerer Ökonomie bzw. 
Sparsamkeit in dieser Hinsicht nicht schlechter 
ab als die Vier-Faktoren-Lösung. Es scheint uns 
daher sinnvoll, an dieser Stelle die explorative 
Phase abzuschließen. 
In der nachfolgenden konfirmatorischen Pha-
se soll überprüft werden, ob das durch (2) defi-
nierte ML-Faktormodel l mit 3 Faktoren und 
dem durch die Faktorstruktur in Tabelle 10 fest-
gelegten Muster von freien und fixierten Para-
metern auch für andere Stichproben von Schü-
lern und Studenten beibehalten werden kann 
oder nicht. 
Tabelle 1 1 : Korrelationen der KFT-Untertests für Stichprobe 2 (oberhalb der Diagonalen) und Stichprobe 3 (un-
terhalb der Diagonalen) 
1.000 .721 .611 .669 .444 .478 .427 .300 .340 .245 .417 
.582 1.000 .560 .589 .397 .399 .357 .241 .315 .413 .369 
.413 .363 1.000 .529 .381 .412 .403 .295 .431 .425 .375 
.281 .233 .132 1.000 .525 .590 .359 .330 .312 .537 .275 
.222 .164 .199 .139 1.000 .608 .403 .378 .309 .453 .286 
.031 .041 -.049 .241 .330 1.000 .492 .482 .416 .556 .299 
.204 .146 .282 -.032 .370 .391 1.000 .454 .629 .539 .402 
.136 .134 .208 .188 .338 .258 .371 1.000 .311 .376 .347 
.180 .130 .252 -.021 .188 .199 .457 .265 1.000 .477 .345 
.144 .045 .139 .103 .180 .211 .494 .173 .463 1.000 .356 
.158 .181 .039 -.079 .176 .213 .391 .054 .415 .513 1.000 
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T a b e l l e 1 2 : Korrelationen der KFT-Untertests für Stichprobe 4 (oberhalb der Diagonalen) und Stichprobe 5 (un-
terhalb der Diagonalen) 
1.000 .451 .275 .134 .092 .081 .166 .145 .140 .155 .149 
.603 1.000 .346 .206 -.013 .134 .262 .039 .320 .157 .250 
.364 .386 1.000 .145 -.041 -.035 .214 .134 .289 .196 .149 
.432 .409 .466 1.000 .090 .080 .114 .223 -.033 .162 -.040 
.144 .137 .056 .231 1.000 .508 .447 .527 .128 .268 .149 
.108 .120 .160 .237 .367 1.000 .431 .462 .253 .422 .180 
.139 .185 .075 .086 .392 .376 1.000 .501 .439 .491 .353 
.111 .121 .143 .269 .347 .414 .497 1.000 .128 .362 .223 
.244 .181 .203 .045 .155 .305 .351 .279 1.000 .668 .508 
.255 .149 .315 .314 .272 .311 .352 .282 .536 1.000 .540 
.117 .158 .078 .097 .137 .178 .332 .093 .519 .383 1.000 
T a b e l l e 1 3 : Unter Hypothese 3 berechnete RMLFA-Lösungen mit k = 3 für Stichproben 2 bis 5 
Ai h Al h ^3 
1 .910 .0 .0 A l l .815 .0 .0 .336 
2 .792 .0 .0 .373 .707 .0 .0 .500 
3 .693 .0 .0 .520 .530 .0 .0 .720 
4 .442 .429 .0 .365 .251 .138 .0 .891 
5 .0 .712 .0 .494 .0 .598 .0 .643 
6 -.069 .891 .0 .285 -.220 .670 .0 .619 
7 .0 .037 .799 .320 .0 .405 .460 .438 
8 .0 .547 .0 .701 .0 .534 .0 .715 
9 .0 .0 .738 .456 .0 .0 .643 .587 
10 -.226 .552 .409 .449 -.063 -.038 .801 .410 
11 .0 .0 .518 .732 .0 .0 .641 .589 
Faktorkorrelationen 0 
1.000 1.000 
.673 1.000 .393 1.000 
.580 .672 1.000 .288 .502 1.000 
(Stichprobe 2) (Stichprobe 3) 
h Ai 
1 .513 .0 .0 .736 .758 .0 .0 .426 
2 .876 .0 .0 .233 .735 .0 .0 .461 
3 .423 .0 .0 .821 .563 .0 .0 .683 
4 .195 .182 .0 .922 .563 .170 .0 .606 
5 .0 .712 .0 .494 .0 .565 .0 .681 
6 .073 .660 .0 .549 .032 .603 .0 .626 
7 .0 .521 .363 .485 .0 .577 .188 .539 
8 .0 .749 .0 .438 .0 .694 .0 .518 
9 .0 .0 .823 .323 .0 .0 .838 .297 
10 -.205 .242 .833 .257 .139 .192 .510 .546 
11 .0 .0 .637 .594 .0 .0 .623 .612 
Faktorkorrelationen <P 
1.000 1.000 
.101 1.000 .256 1.000 
.471 .296 1.000 .287 .427 1.000 
(Stichprobe 4) (Stichprobe 5) 
158 
2 . 2 K o n f i r m a t o r i s c h e Phase 
Zur Überprüfung unserer 3. Hypothese standen 
uns die Korrelationsmatrizen der KFT-Unter-
tests aus einer Gruppe von Berufsschülern 
(Stichprobe 2, TV = 200) und drei studentischen 
Gruppen zur Verfügung (Stichprobe 3, N =128, 
Studenten mit Fächern in der Philosophischen 
Fakultät ; Stichprobe 4, N = 101, Studenten mit 
Fächern in der Mathematisch-Naturwissen-
schaftlichen Fakultät ; Stichprobe 5, N = 110, 
Studenten mit Fächern in beiden Fakultäten); 
diese Korrelationsmatrizen sind in den Tabellen 
11 und 12 wiedergegeben. 
Die unter Hypothese 3 für die vier Stichproben 
berechneten RMLFA-Lösungen sind in Tabelle 
13 aufgeführt, während in Tabelle 14 die dazu 
gehörenden x2- und p-Werte sowie die x2-Werte 
für RMLFA-Lösungen mit k = 0 zusammenge-
faßt sind. 
T a b e l l e 1 4 : #2-Werte und TUCKER & LEWIS ^-Index 
für RMLFA-Lösungen mit k = 3 in Stichprobe 2 bis 5 
Xo d/o V
2 
#3 d / 3 P P 
2 1102.28 67 122.34 36 .000 .85 
3 355.93 67 54.11 36 .027 .88 
4 347.47 67 42.22 36 .220 .96 
5 350.03 67 47.62 36 .093 .92 
Wenn wir die x2-Werte in Tabelle 14 betrachten, 
sehen wir, daß nur der # 2-Wert in Stichprobe 2 
(Berufsschüler) auf dem 1%-Niveau signifikant 
ist, während der p-Wert in dieser Stichprobe nur 
wenig unter den p-Werten in den anderen Stich-
proben liegt. 
Dieses Ergebnis spricht unserer Ansicht nach 
dafür, daß die Faktorstruktur des K F T 4-13, so 
wie sie unter unserer Hypothese 3 aufgrund von 
ML-Schätzungen der freien Parameter i n / 1 , <P 
und *F bestimmt wurde, über verschiedene Stich-
proben hinweg relativ stabil bleibt. A u f Einzel-
heiten wollen wir im nachfolgenden Diskus-
sionsteil eingehen. 
2 3 Diskussion 
W i r haben i m empirischen Tei l dieser Arbeit 
zum einen demonstriert, wie die Maximum Like-
lihood Faktorenanalyse dazu verwendet werden 
kann, Hypothesen über die Anzahl von Fakto-
ren und über deren Struktur zu entwickeln und 
diese statistisch zu überprüfen. Während in der 
explorativen Phase sowohl auf die uneinge-
schränkte als auch auf die eingeschränkte 
M L F A zurückgegriffen werden kann, erfolgt die 
Überprüfung der in der explorativen Phase ge-
wonnenen Hypothese in der konfirmatorischen 
Phase mit Hilfe der eingeschränkten M L F A und 
- in der Regel - anhand anderer Daten. 
Zum anderen haben wir mit Hilfe der darge-
stellten Maximum Likelihood Faktorenanalyse 
die inhaltliche Fragestellung untersucht, ob der 
K F T 4-13 über verschiedene Stichproben hinweg 
hinsichtlich seiner faktoriellen Struktur inva-
riant bleibt. W i r konnten feststellen, d a ß die da-
zu von uns im explorativen Teil der Analyse er-
arbeitete Hypothese im konfirmatorischen Tei l 
in drei von vier Stichproben nicht zurückgewie-
sen werden mußte. Diese drei Stichproben 
(3 -5 ) waren aus studentischen Populationen 
gezogen worden, während die andere (Stichpro-
be 2) aus einer Population von Berufsschülern 
stammte. 
E i n Vergleich der vier Faktormatrizen zeigt 
zunächst natürlich große Gemeinsamkeiten; die-
se sind durch das vorgegebene Muster von freien 
und mit N u l l spezifizierten Parametern bedingt, 
das für alle Stichproben dasselbe war. Relativ 
ähnlich fallen auch die Parameterschätzungen 
für die K e r n l a d u n g e n aus; darunter verstehen 
wir die Ladungen der Untertests 1 - 4 (Verbaler 
Teil des K F T ) in Faktor I (Sprachgebundenes 
Denken), 5 - 8 (Quantitativer Teil) in Faktor II 
(Zahlengebundenes Denken) und 9 - 1 1 (Non-
verbaler Teil) in Faktor III (Formallogisches 
Denken), d. h. die jeweils höchste Ladung pro 
Subtest. 
Unterschiede ergeben sich vor allem bei den 
Parameterschätzungen für die übrigen Ladun-
gen, die wir als N e b e n l a d u n g e n bezeichnen wol-
len. Es handelt sich dabei um solche Ladungen, 
die zusätzlich zur Kernladung eines Untertests 
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auftreten und damit dessen faktorielle Komple-
xität erhöhen. Einige Nebenladungen fallen 
durchweg relativ hoch aus, so etwa die Ladung 
des Untertests Q 3 (Zahlenreihen) in Faktor III; 
bei den Berufsschülern wird diese sogar zur 
Kernladung. Die Parameterschätzungen für an-
dere Nebenladungen sind so niedrig, z . B . die 
Ladung des Untertests Q 2 (Mengenvergleiche) in 
Faktor I, daß man sie möglicherweise auch hä t t e 
N u l l setzen können. Das würde zwar die A n z a h l 
der Freiheitsgrade erhöhen, aber natürl ich auch 
die Anpassung des Modells an die Daten wieder 
etwas verschlechtern. W i r sahen j a bereits im ex-
plorativen Tei l , daß eine Faktorstruktur, in der 
nur Kernladungen auftreten (Hypothese 1), den 
Daten der Gymnasiasten nicht angemessen war, 
und würden daher für die anderen Stichproben 
kein anderes Ergebnis erwarten. 
Vergleicht man die R M L F A - L ö s u n g für die 
Berufsschüler mit denen für die studentischen 
Stichproben (3 - 5), so fallen einem zunächst die 
im Schnitt etwas höheren Ladungen in der Fak-
tormatrix der Berufsschüler auf. Dementspre-
chend ist für deren Faktor lösung die Summe der 
Kommunali täten auch höher bzw. die Summe 
der Residualvarianzen, tr(!P), kleiner als für die 
anderen; letztere beträgt hier 4.867 i m Gegen-
satz zu 6.448, 5.922 und 5.995 für Stichprobe 3, 
4 und 5. Der Umstand, daß die drei Faktoren bei 
den Berufsschülern mehr gemeinsame Varianz 
erklären als in den anderen Stichproben, scheint 
im Widerspruch mit unserem Ergebnis zu ste-
hen, daß gerade in dieser Stichprobe unsere H y -
pothese zur Faktorstruktur zurückgewiesen wer-
den mußte. Betrachtet man aber die Korrelatio-
nen der 11 KFT-Untertests in den verschiedenen 
Stichproben, dann sieht man, daß diese bei den 
Berufsschülern deutlich höher liegen als in den 
studentischen Gruppen und insgesamt auch ei-
nen homogeneren Eindruck machen. 
U m die Frage nach einer angemessenen Fak-
torstruktur für die KFT-Ergebnisse der Berufs-
schüler noch ein wenig weiterzuverfolgen, haben 
wir im Nachhinein deren Korrelationsmatrix 
auch uneingeschränkter M L Faktorenanalysen 
unterzogen; danach sind für die Korrelations-
matrix der Berufsschüler mindestens vier Fakto-
ren erforderlich (x 2 = 18 30, d f - 17, p = .37 
für k = 4). 
In diesem Zusammenhang erwähnenswert ist 
auch die Arbeit von M A X W E L L (1972 b), der eine 
Stichprobe von 150 Jungen und Mädchen auf-
grund ihrer Ergebnisse in einem Lesetest in zwei 
Gruppen von guten und schlechten Lesern einge-
teilt und für jede Gruppe getrennt Korrelationen 
für die 10 Untertests des W P P S I berechnet hat. 
Dabei ergaben sich für die schlechteren Leser 
höhere und im ganzen homogenere Korrelatio-
nen als für die guten. Uneingeschränkte M L 
Faktorenanalysen dieser beiden Korrelationsma-
trizen machten deutlich, daß für die Matrix der 
schlechten Leser drei Faktoren erforderlich wa-
ren, während für die andere Gruppe zwei Fakto-
ren ausreichten. 
Faktorisiert man dagegen eine Korrelations-
matrix wie die in Stichprobe 2 mit Hi l fe der kon-
ventionellen Faktorenanalyse nach der Haupt-
achsenmethode, dann ergibt sich ein Eigenwert-
verlauf, der eine Unterschätzung der Anzahl ge-
meinsamer Faktoren zu begünstigen scheint. So 
hat RENNETTE (1980) für die Korrelationsmatrix 
der Berufsschüler eine PAFA-Lösung mit zwei 
Faktoren berechnet, während sie für die übrigen 
von uns reanalysierten Korrelationsmatrizen je-
weils drei Faktoren bestimmte. G A E D I K E (1975) 
hat KFT-Interkorrelationen für Haupt-, Real-
schüler und Gymnasiasten in den Klassen 4 bis 
10 faktorisiert und in allen Klassen für die Real-
schüler und Gymnasiasten PAFA-Lösungen mit 
drei Faktoren und für die Hauptschüler P A F A -
Lösungen mit zwei Faktoren ermittelt. Ähnliche 
Befunde gibt es im übrigen ja auch zu den ver-
schiedenen Differenzierungshypothesen der In-
telligenz. 
Im Hinblick auf die Frage, ob man die aus 
Korrelationsmatrizen mit Koeffizienten unglei-
cher Höhe und Homogeni tä t resultierende un-
terschiedliche Differenziertheit von Faktorstruk-
turen inhaltlich interpretieren kann, wie dies 
M A X W E L L (1972b) in der oben zitierten Arbeit 
unter Rückgriff auf THOMSONS (1951) Sampling 
Theorie tut, oder durch „simultane Überlage-
rung" erklärt und damit als Artefakt abtun soll-
te ( K A L V E R A M 1965; K A L V E R A M & M E R Z 1965), 
müßte daher in weiteren Arbeiten geklärt wer-
160 
den, inwieweit solche Ergebnisse abhängig sind 
von der jeweils verwendeten Methode der Fakto-
renanalyse. 
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