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a b s t r a c t
This paper considers identification problems of multirate multi-input sampled-data
systems.Using the continuous-time systemdiscretization techniquewith zero-order holds,
the mapping relationship (state–space model) between available multirate input and
output data is set up. The multi-innovation identification theory is applied to estimate
the parameters of the obtained multirate models and to present a multi-innovation
stochastic gradient algorithm for the multirate systems from the multirate input–output
data. Furthermore, the convergence properties of the proposed algorithm are analyzed. An
illustrative example is given.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
Sometimes, it is unrealistic to sample all variables in a complex systemwith a single frequency [1].Multirate systems arise
when several sampling and updating rates co-exist in a system, due to somepractical limitations [2,3]. Formultirate systems,
especially, multirate multi-input systems, the input and output channels have different updating periods and sampling
periods respectively. In such multirate multi-input systems, how to obtain the mapping relationship (state–space model)
between the available input and output data and to identify the model parameters is a challenge.
The identification of multirate systems has received much attention in the past decade, because many practical
applications in industry can be found [4–7]. For single-input single-output dual-rate systems (a special class of multirate
systems), Li et al. [8] used the least-squares algorithms to estimate parameters of the lifted state–spacemodels by assuming
that the system states were available, Ding and Chen presented the combined parameter and state estimation algorithms of
the lifted state–space models for general dual-rate systems based on the hierarchical identification principle [9] and Yu and
Shi solved the l2 − l∞ filter problem for lifted multirate systems [10]; Ding and Chen presented a recursive least-squares
and a stochastic gradient algorithms based on the auxiliary models for dual-rate systems to estimate simultaneously the
system parameters and the unknown intersampling output in [11,12]. Recently, Shi et al. solved the multirate crosstalk
identification problem [13]. However, the identification of multirate multi-input systems has not been fully investigated
in the literature. This paper is devoted to this problem and establishes the mathematical model for handling the multirate
multi-input cases.
It is well known that the stochastic gradient (SG) algorithm requires small computational effort, but has slower
convergence speed compared with the least squares. In order to improve the convergence speed of the SG algorithm,
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Fig. 1. The multirate multi-input sampled-data system.
Ding and Chen presented the multi-innovation stochastic gradient (MISG) algorithms for single-rate systems [14]. A
natural question is whether the multi-innovation theory can be extended to identify the multirate systems. The answer
is yes. This paper applies the novel multi-innovation identification theory to multirate multi-input systems. The novelty
multi-innovation theory lies in that it makes full use of the (current and past) information to not only improve the
identification accuracy, but also increase the convergence of the convergence speed. The challenge exists: how to guarantee
the convergence of the newly proposed algorithm? This is the focus of this work.
In this paper, we set up themapping relationship (state–spacemodel) between the availablemultirate input–output data
by discretizing a continuous-time system, present anMISG algorithm for suchmultirate systems based on the corresponding
transfer functionmodels and bymeans ofmulti-innovation identificationmethods, and study convergence properties of the
proposed algorithm in the stochastic framework.
Briefly, the paper is organized as follows. Section 2 discusses identification problem formulation related to a multirate
multi-input system. Section 3 derives a discrete-time state–space model of the multirate multi-input system. Section 4
discusses the multi-innovation stochastic gradient algorithm for multirate multi-input systems to identify the parameters
of the transfer function model derived from the state–space model. Section 5 analyzes the convergence of the proposed
algorithm. Section 6 provides an illustrative example. Finally, concluding remarks are given in Section 7.
2. Problem formulation
This paper focuses on a class of multirate multi-input systems — as depicted in Fig. 1. Assume that Pc is a multi-input
single-output continuous-time process; the jth input updating period is Tj := pjh, the input uj(t) to Pc is produced by a zero-
order hold HTj with period Tj, processing a discrete-time signal uj(kTj), the continuous-time output signal y(t) is sampled by
a sampler ST with period T := qh, yielding a discrete-time signal y(kT ). For convenience, let p1, p2, . . . , pr be the positive
integers and q be the least commonmultiple of the (p1, p2, . . . , pr) [8]. h is called the base period and T the frame period [9].
Using the properties of the zero holds, we have
uj(t) = uj(kTj), kTj 6 t < (k+ 1)Tj, j = 1, 2, . . . , r. (1)
For such multirate systems, the input and output data available are
{u1(kT1), u2(kT2), . . . , ur(kTr), y(kT ) : k = 1, 2, . . .},
which are referred to as the multirate measurement input and output data. Especially, for r = 2-input system, if T1 = 2 s
and T2 = 3 s, the input and output data available are
{u1(0), u1(2), u1(4), u1(6), . . . , u2(0), u2(3), u2(6), . . . , y(0), y(6), y(12), . . .}.
The system in Fig. 1 is linear periodically and time-varying due to different updating and sampling periods [15,16]. For
such a time-varying multirate multi-input system, our objectives are as follows:
• First, to establish the mathematical model of the system from [u1(kT1), u2(kT2), . . . , ur(kTr)] to y(kT ), that is, to find the
mapping relationship (state–space models) between the available input and output data.
• Second, to apply the multi-innovation identification theory to estimate the parameters of the transfer function model of
multirate systems.
• Third, to study the convergence of the parameter estimation errors under the persistent excitation condition.
3. The state–space models of multirate systems
Let us introduce some notations first. The symbol I stands for an identitymatrix of appropriate sizes; 1n is an n-dimension
column vector whose elements are 1; the superscript T denotes the matrix transpose; E denotes the expectation operator;
the norm of a matrix X is defined by ‖X‖2 := tr[XXT] = tr[XTX].
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Assume that Pc is a continuous-time process described by a state–space model,x˙(t) = Acx(t)+
r∑
j=1
Bcjuj(t),
y(t) = Cx(t),
(2)
where x(t) ∈ Rn is the state vector, uj(t) (j = 1, 2, . . . , r) is the jth channel control input, y(t) ∈ R1 is the output and Ac, Bcj
and C are the matrices of appropriate dimensions.
Discretizing Pc via the zero-order hold method with the sampling period h [17], we getx(kh+ h) = Adx(kh)+
r∑
j=1
Bdjuj(kh),
y(kh) = Cx(kh),
(3)
where the two matrices Ad and Bdj are as follows:
Ad := eAch, Bdj :=
∫ h
0
eAc tdtBcj.
However, this model is not suitable for multirate system identification due to the unavailable outputs y(kh) (k 6= q). So it
is necessary to find a state–space model which is suitable for estimating the multirate system parameters directly from the
available input and output data.
The following theorem establishes the mapping relationship between the available input and output data.
Theorem 1. For themultiratemulti-input system in Fig. 1, let q be the least commonmultiple of (p1, p2, . . . , pr), νj := q/pj, j =
1, 2, . . . , r. Then, the state–space model of the multirate multi-input system can be expressed asx(kT + T ) = Ax(kT )+
r∑
j=1
νj∑
s=1
Bjsuj(kT + (s− 1)Tj),
y(kT ) = Cx(kT ),
(4)
where
A := eAcT = Aqd ∈ Rn×n,
Bjs :=
pj∑
i=1
Aq−(s−1)pj−id Bdj ∈ Rn, j = 1, 2, . . . , r, s = 1, 2, . . . , νj.
Proof. Replacing k in (3) with kq and noting that T = qh, we havex(kT + h) = Adx(kT )+
r∑
j=1
Bdjuj(kT ),
y(kT ) = Cx(kT ).
Hence, we can obtain
x(kT + sh) = Asdx(kT )+
r∑
j=1
s∑
i=1
As−id Bdjuj(kT + (i− 1)h),
x(kT + T ) = Aqdx(kT )+
r∑
j=1
νj−1∑
s=0
pj∑
i=1
Aq−spj−id Bdjuj(kT + sTj + (i− 1)h).
Using (1), we have
uj(kT + sTj) = uj(kT + sTj + h) = · · · = uj(kT + sTj + (pj − 1)h),
k = 0, 1, 2, . . . , s = 1, 2, . . . , νj − 1 and j = 1, 2, . . . , r.
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Thus
x(kT + T ) = Aqdx(kT )+
r∑
j=1
νj−1∑
s=0
pj∑
i=1
Aq−spj−id Bdjuj(kT + sTj)
= Ax(kT )+
r∑
j=1
νj∑
s=1
pj∑
i=1
Aq−(s−1)pj−id Bdjuj(kT + (s− 1)Tj)
= Ax(kT )+
r∑
j=1
νj∑
s=1
Bjsuj(kT + (s− 1)Tj).
This completes the proof of the Theorem 1. 
4. Identification algorithm
The following is to apply the multi-innovation identification theory to derive a multi-innovation stochastic gradient
algorithm for the above multirate systems.
Let z−1 be a unit delay operator: z−1y(kT ) = y(kT − T ). From (4), we can get
y(kT ) =
r∑
j=1
νj∑
s=1
C(zI − A)−1Bjsuj(kT + (s− 1)Tj)
=
r∑
j=1
νj∑
s=1
C adj[zI − A]Bjs
det[zI − A] uj(kT + (s− 1)Tj)
=
r∑
j=1
νj∑
s=1
z−nC adj[zI − A]Bjs
z−n det[zI − A] uj(kT + (s− 1)Tj)
=: 1
α(z)
r∑
j=1
νj∑
s=1
βjs(z)uj(kT + (s− 1)Tj),
or
α(z)y(kT ) =
r∑
j=1
νj∑
s=1
βjs(z)uj(kT + (s− 1)Tj) (5)
with α(z) and βjs(z) being the polynomials in z−1 of degree n and
α(z) = z−n det[zI − A]
=: 1+ α1z−1 + α2z−2 + · · · + αnz−n, αi ∈ R1, i = 1, 2, . . . , n,
βjs(z) = z−nC adj[zI − A]Bjs
=: βjs(1)z−1 + βjs(2)z−2 + · · · + βjs(n)z−n, βjs(l) ∈ R1,
j = 1, 2, . . . , r, s = 1, 2, . . . , νj, l = 1, 2, . . . , n.
The aim here is to estimate the parameters αi and βjs(l) of the multirate model in (5) from the multirate data
{u1(kT1), u2(kT2), . . . , ur(kTr), y(kT ) : k = 0, 1, 2, . . .}.
In general, there exist various disturbances in the physical system, introducing a random disturbance v(kT ) in Eq. (5)
gives
α(z)y(kT ) =
r∑
j=1
νj∑
s=1
βjs(z)uj(kT + (s− 1)Tj)+ v(kT ), (6)
where v(kT ) is assumed to be a stochastic noise with zero mean.
Define the parameter vector θ and information vector ϕ(kT ) as
θ := [α1, . . . , αn, β11(1), . . . , β11(n), . . . , β1ν1(1), . . . , β1ν1(n), . . . ,
βr1(1), . . . , βr1(n), . . . , βrνr (1), . . . , βrνr (n)]T ∈ Rn0 ,
n0 := n+ n(ν1 + ν2 + · · · + νr),
ϕ(kT ) := [−y(kT − T ), . . . ,−y(kT − nT ),φT1(kT ), . . . ,φTr (kT )]T, (7)
φj(kT ) := [uj(kT − T ), . . . , uj(kT − nT ), . . . , uj(kT + (νj − 1)Tj − T ), . . . ,
uj(kT + (νj − 1)Tj − nT )]T ∈ Rnνj , j = 1, 2, . . . , r.
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Then (6) can be equivalently written as a linear regression model
y(kT ) = ϕT(kT )θ + v(kT ). (8)
Assume that uj(kTj) = 0 (j = 1, 2, . . . , r), y(kT ) = 0 and v(kT ) = 0 for k ≤ 0; suppose that kT is the current time, then
y(kT ) and ϕ(kT ) are called the current data, and {y(kT − iT ),ϕ(kT − iT ) : i = 1, 2, . . . ,m− 1} called the past data (m is a
positive integer number).
The stochastic gradient (SG) identification algorithm can be used to estimate the parameter vector θ for the multirate
system in (8) [18],
θˆ(kT ) = θˆ(kT − T )+ ϕ(kT )
r(kT )
e(kT ), (9)
e(kT ) = y(kT )− ϕT(kT )θˆ(kT − T ), (10)
r(kT ) = r(kT − T )+ ‖ϕ(kT )‖2, r(0) = 1. (11)
Here, e(kT ) ∈ R1 is a scalar innovation, i.e., single innovation. In order to enhance the convergence rate of the SG algorithm
in (9)–(11), the goal here is to extend the SG algorithm such that the parameter estimation accuracy can be improved.
Such an algorithm is just the multi-innovation SG algorithm for the multirate system. The basic idea is to expand the scalar
innovation e(kT ) to an innovation vector (multi-innovation) [14,19]
E(m, kT ) =

y(kT )− ϕT(kT )θˆ(kT − T )
y(kT − T )− ϕT(kT − T )θˆ(kT − T )
...
y(kT −mT + T )− ϕT(kT −mT + T )θˆ(kT − T )
 ∈ Rm.
Define the information matrix Φ(m, kT ) and the output vector Y (m, kT ) as
Φ(m, kT ) = [ϕ(kT ),ϕ(kT − T ), . . . ,ϕ(kT −mT + T )] ∈ Rn0×m,
Y (m, kT ) = [y(kT ), y(kT − T ), . . . , y(kT −mT + T )]T ∈ Rm.
Then the innovation vector E(m, kT ) can be expressed as
E(m, kT ) = Y (m, kT )− ΦT(m, kT )θˆ(kT − T ).
Referring to [14], the multi-innovation SG algorithm for the multirate system with the innovation length m can be
expressed as
θˆ(kT ) = θˆ(kT − T )+ Φ(m, kT )
r(kT )
E(m, kT ), (12)
E(m, kT ) = Y (m, kT )− ΦT(m, kT )θˆ(kT − T ), (13)
r(kT ) = r(kT − T )+ ‖ϕ(kT )‖2, r(0) = 1, (14)
Φ(m, kT ) = [ϕ(kT ),ϕ(kT − T ), . . . ,ϕ(kT −mT + T )], (15)
Y (m, kT ) = [y(kT ), y(kT − T ), . . . , y(kT −mT + T )]T. (16)
The multi-innovation SG algorithm in (12)–(16) for the multirate multi-input systems is abbreviated as the MR-MISG
algorithm. Asm = 1, the MR-MISG algorithm reduces to the MR-SG algorithm.
Compared with the MR-SG algorithm, the MR-MISG algorithm has the following properties:
• The MR–MISG algorithm uses not only the current innovation but also the past innovation thus has potential for better
convergence properties for the parameter estimation.
• The MR-MISG algorithm repeatedly uses the available data. In the neighboring two iterations, the data {y(kT −
iT ), u1(kT + sT1 − iT ), u2(kT + sT2 − iT ), . . . , ur(kT + sTr − iT ) : i = 2, . . . ,m − 1, s = 1, 2, . . . , νj − 1} are
repeatedly used. This is the key point for the enhanced accuracy of the MR-MISG algorithm.
To initialize the MR-MISG algorithm, the initial value θˆ(0) is generally taken to be a zero vector or a small real vector,
e.g., θˆ(0) = 10−61n0 .
The steps of computing the parameter estimation vector θˆ(kT ) by the MR-MISG algorithm are listed in the following.
1. Let k = 1, θˆ(0) = 10−61n0 , r(0) = 1 and determine a data length Le and the innovation lengthm.
2. Collect the measurement data {u1(kT1), u2(kT2), . . . , ur(kTr), y(kT ) : k = 0, 1, 2, . . .} and form the information vector
ϕ(kT ) by (7).
L. Han, F. Ding / Computers and Mathematics with Applications 57 (2009) 1438–1449 1443
3. Form Φ(m, kT ) by (15) and Y (m, kT ) by (16).
4. Compute r(kT ) by (14), E(m, kT ) by (13).
5. Update the parameter estimation vector θˆ(kT ) by (12).
6. If k = Le, then terminate the procedure and obtain the estimate θˆ(LeT ) of the parameter vector θ, otherwise, increment
k by 1 and go to step 2.
5. Main convergence results
This section studies the convergence properties of the MR-MISG algorithm and proves the main results of this paper by
formulating a martingale process and by using the martingale convergence theorem (Lemma D.5.3. in [18]).
Assume that {v(kT ),Fk} is a martingale sequence defined on a probability space {Ω,Fk, P}, where {Fk} is the σ algebra
sequence generated by v(kT ), i.e., Fk = σ(v(kT ), v(kT − T ), v(kT − 2T ), . . .) [18]. The noise sequence {v(kT )} satisfies
(A1) E [v(kT )|Fk−1] = 0, a.s.,
(A2) E[v2(kT )|Fk−1] 6 σ 2, a.s.,
(A3) lim sup
k→∞
1
k
k∑
i=1
v2(iT ) 6 σ 2 <∞, a.s.
Lemma 1. For the system in (8) and the MR-MISG algorithm (12)–(16), the following inequality holds,
∞∑
k=1
m−1∑
i=0
‖ϕ(kT − iT )‖2
r2(kT )
<∞, a.s.
Proof. From the definition of r(kT ) in (14), we can get
∞∑
i=1
‖ϕ(iT )‖2
r(iT − T )r(iT ) =
∞∑
i=1
r(iT )− r(iT − T )
r(iT − T )r(iT )
=
∞∑
i=1
[
1
r(iT − T ) −
1
r(iT )
]
= 1
r(0)
− 1
r(∞) <∞.
Thus
∞∑
k=1
m−1∑
i=0
‖ϕ(kT − iT )‖2
r2(kT )
6
∞∑
k=1
m−1∑
i=0
‖ϕ(kT − iT )‖2
r(kT − iT + T )r(kT − iT )
=
m−1∑
i=0
∞∑
k=1
‖ϕ(kT − iT )‖2
r(kT − iT + T )r(kT − iT ) <∞, a.s.
Here, we define r(kT ) = 1, for any k < 0. This completes of the proof of the Lemma 1. 
Lemma 2. Assume that there exists a function f (k) > 0 such that limk→∞ f (k) = f0 <∞. Then
lim
k→∞
1
k
[f (1)+ f (2)+ · · · + f (k)] = f0.
The proof is straightforward and is omitted here.
Define the parameter estimation error vector and the noise vector as
θ˜(kT ) := θˆ(kT )− θ, (17)
V (m, kT ) := [v(kT ), v(kT − T ), . . . , v(kT −mT + T )]T ∈ Rm.
The following theorem establishes the convergence of the parameter estimation to their true values.
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Theorem 2. For the system in (8) and the MR-MISG algorithm (12)–(16), suppose that (A1)–(A3) hold, the information vector
ϕ(kT ) is persistently exciting, i.e., there exist constants 0 < a 6 b <∞ and an integer N such that the following strong persistent
excitation condition holds,
(A4) aI 6
1
N
N−1∑
i=0
ϕ(kT + iT )ϕT (kT + iT ) 6 bI, a.s., for any k > 0.
Then the parameter estimation error θ˜(kT ) consistently converges to zero, i.e.,
lim
k→∞ θ˜(kT ) = 0, a.s.
Proof. Define the stochastic Lyapunov function
Q (kT ) := ‖θ˜(kT )‖2 = θ˜T(kT )θ˜(kT )
Substituting (8) and (12) into (17) and using (13) give
θ˜(kT ) = θ˜(kT − T )+ Φ(m, kT )
r(kT )
[−y˜(m, kT )+ V (m, kT )], (18)
where
y˜(m, kT ) := ΦT(m, kT )θ˜(kT − T ). (19)
From the definition of Q (kT ), using (18) gives
Q (kT ) = θ˜T(kT − T )θ˜(kT − T )+ 2
r(kT )
y˜T(m, kT )[−y˜(m, kT )
+V (m, kT )] + 1
r2(kT )
[y˜T(m, kT )ΦT(m, kT )Φ(m, kT )y˜(m, kT )
− 2y˜T(m, kT )ΦT(m, kT )Φ(m, kT )V (m, kT )+ ‖Φ(m, kT )V (m, kT )‖2]
6 Q (kT − T )−
[
2
r(kT )
− ‖Φ(m, kT )‖
2
r2(kT )
]
‖y˜(m, kT )‖2 + 2
r(kT )
y˜T(m, kT )V (m, kT )
− 2
r2(kT )
y˜T(m, kT )ΦT(m, kT )Φ(m, kT )V (m, kT )+ 1
r2(kT )
m−1∑
i=0
v2(kT − iT )
m−1∑
i=0
‖ϕ(kT − iT )‖2
6 Q (kT − T )− 1
r(kT )
‖y˜(m, kT )‖2 + 2
r(kT )
y˜T(m, kT )V (m, kT )
− 2
r2(kT )
y˜T(m, kT )ΦT(m, kT )Φ(m, kT )V (m, kT )+ m
r2(kT )
m−1∑
i=0
‖ϕ(kT − iT )‖2v2(kT − iT ). (20)
Since Q (kT − T ), y˜(m, kT ),Φ(m, kT ) and ϕ(kT ) are uncorrelated with V (m, kT ) and are Fk−1 measurable, taking the
conditional expectation of both sides of (20) with respect to Fk−1 and using Assumption (A1)–(A2) yield
E[Q (kT )|Fk−1] 6 Q (kT − T )− 1r(kT )‖y˜(m, kT )‖
2 + m
r2(kT )
m−1∑
i=0
‖ϕ(kT − iT )‖2σ 2. (21)
Summing the right-hand last term (21) for k from 1 to∞ and applying Lemma 1, we have
∞∑
k=1
m
r2(kT )
m−1∑
i=0
‖ϕ(kT − iT )‖2σ 2 = mσ 2
∞∑
k=1
m−1∑
i=0
‖ϕ(kT − iT )‖2
r2(kT )
<∞.
Applying the martingale convergence theorem (Lemma D.5.3. in [18]) to (21) shows that Q (kT ) converges a.s. to a finite
random variable, say Q0, i.e.,
E[‖θ˜(kT )‖2] → Q0, k→∞, (22)
and
lim
k→∞
k∑
i=0
1
r(iT )
‖y˜(m, iT )‖2 <∞, a.s. (23)
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Eq. (22) shows that the parameter estimation error given by the MR-MISG algorithm is consistently bounded.
In order to obtain the results of this theorem, the strong persistent excitation condition in (A4) is required. The details
are as follows. Define
∆θ˜(kT ) := Φ(m, kT )
r(kT )
[−y˜(m, kT )+ V (m, kT )]. (24)
Substituting (24) to (18), we have
θ˜(kT + iT ) = θ˜(kT − T )+
i∑
s=0
∆θ˜(kT + sT ). (25)
Pre-multiplying both sides of (19) by Φ(m, kT ) and replacing kwith k+ i give
Φ(m, kT + iT )ΦT(m, kT + iT )θ˜(kT + iT − T ) = Φ(m, kT + iT )y˜(m, kT + iT ). (26)
Combining (25) with (26) leads to
Φ(m, kT + iT )ΦT(m, kT + iT )θ˜(kT − T ) = Φ(m, kT + iT )y˜(m, kT + iT )
−Φ(m, kT + iT )ΦT(m, kT + iT )
i−1∑
s=0
∆θ˜(kT + sT ).
Summing for i from 0 to N − 1 gives[
N−1∑
i=0
Φ(m, kT + iT )ΦT(m, kT + iT )
]
θ˜(kT − T ) =
N−1∑
i=0
Φ(m, kT + iT )y˜(m, kT + iT )
−
N−1∑
i=0
Φ(m, kT + iT )ΦT(m, kT + iT )
i−1∑
s=0
∆θ˜(kT + sT ). (27)
Since Condition (A4) holds, for all k > 0, we have
aI 6
1
N
N−1∑
i=0
ϕ(kT + iT − sT )ϕT(kT + iT − sT ) 6 bI, a.s.
Summing for s from s = 0 tom− 1 gives
maI 6
1
N
m−1∑
s=0
N−1∑
i=0
ϕ(kT + iT − sT )ϕT(kT + iT − sT ) 6 mbI, a.s.,
that is
maI 6
1
N
N−1∑
i=0
Φ(m, kT + iT )ΦT(m, kT + iT ) 6 mbI, a.s.
Taking the trace of the above inequality gives
mn0aN 6
N−1∑
i=0
m−1∑
s=0
‖ϕ(kT + iT − sT )‖2 =
N−1∑
i=0
‖Φ(m, kT + iT )‖2 6 mn0bN,
‖Φ(m, kT + iT )‖2 6 mn0bN.
Taking the norm of (27) and using the above equalities give
‖θ˜(kT − T )‖ 6 1
maNn0
∥∥∥∥∥N−1∑
i=0
Φ(m, kT + iT )y˜(m, kT + iT )
∥∥∥∥∥
+ 1
maNn0
∥∥∥∥∥N−1∑
i=0
Φ(m, kT + iT )ΦT(m, kT + iT )
i−1∑
s=0
∆θ˜(kT + sT )
∥∥∥∥∥
6
1
maNn0
∥∥∥∥∥N−1∑
i=0
Φ(m, kT + iT )y˜(m, kT + iT )
∥∥∥∥∥+ ba
N−1∑
i=0
i−1∑
s=0
‖∆θ˜(kT + sT )‖.
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Squaring both sides of the above inequality yields
‖θ˜(kT − T )‖2 6 2
(maNn0)2
∥∥∥∥∥N−1∑
i=0
Φ(m, kT + iT )y˜(m, kT + iT )
∥∥∥∥∥
2
+ 2
(
b
a
)2 [N−1∑
i=0
i−1∑
s=0
‖∆θ˜(kT + sT )‖
]2
6
2N
(maNn0)2
N−1∑
i=0
‖Φ(m, kT + iT )‖2‖y˜(m, kT + iT )‖2 + 2
(
bN
a
)2 N−1∑
i=0
i−1∑
s=0
‖∆θ˜(kT + sT )‖2
6
2N
(maNn0)2
N−1∑
i=0
Nn0mb‖y˜(m, kT + iT )‖2 + 2
(
bN
a
)2 N−1∑
i=0
i−1∑
s=0
‖∆θ˜(kT + sT )‖2
=: d1
N−1∑
i=0
‖y˜(m, kT + iT )‖2 + d2
N−1∑
i=0
i−1∑
s=0
‖∆θ˜(kT + sT )‖2,
where
d1 := 2bn0ma2 <∞, d2 := 2
(
bN
a
)2
<∞.
Replacing kwith l, dividing by r(lT ) and summing for l from l0 (l0 <∞) to k, we have
k∑
l=l0
‖θ˜(lT − T )‖2
r(lT )
6 d1
N−1∑
i=0
k∑
l=l0
‖y˜(m, lT + iT )‖2
r(lT )
+ d2
N−1∑
i=0
i−1∑
s=0
k∑
l=l0
‖∆θ˜(lT + sT )‖2
r(lT )
.
According to the definition of r(kT ) in (14), we have
‖Φ(m, kT )‖2
r(kT )
=
m−1∑
i=0
‖ϕ(kT − iT )‖2
r(kT )
6 1. (28)
Using (24) and (28) obtains
k∑
l=l0
‖∆θ˜(lT + sT )‖2
r(lT )
=
k∑
l=l0
∥∥∥∥Φ(m, lT + sT )r(lT + sT ) [−y˜(m, lT + sT )+ V (m, lT + sT )]
∥∥∥∥2
6
k∑
l=l0
2
r(lT )
‖Φ(m, lT + sT )‖2
r2(lT + sT )
(‖y˜(m, lT + sT )‖2 + ‖V (m, lT + sT )‖2)
6
k∑
l=l0
2
r(lT )r(lT + sT )
(
‖y˜(m, lT + sT )‖2 +
m−1∑
j=0
‖v(lT + sT − jT )‖2
)
6
k∑
l=l0
2‖y˜(m, lT + sT )‖2
r(lT + sT ) +
k∑
l=l0
m−1∑
j=0
2‖v(lT + sT − jT )‖2
r(lT + sT ) .
Using (23) and Assumption (A3) gives
k∑
l=l0
‖∆θ˜(lT + sT )‖2
r(lT )
<∞, a.s. (29)
Combining (23) with (29) leads to
k∑
l=l0
‖θ˜(lT − T )‖2
r(lT )
<∞, a.s.
Applying the Kronecker Lemma (Lemma D.5.5 in [18]) obtains
1
r(kT )
k∑
l=l0
‖θ˜(lT − T )‖2 = 0, a.s., k→∞.
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Table 1
The parameters and their estimates with innovation lengthm = 1 (MR-SG).
k 500 1000 2000 3000 4000 5000 6000 7000
α1 = 0.60000 0.51398 0.53517 0.55146 0.55871 0.56594 0.57329 0.57832 0.58174
α2 = 0.40000 0.27852 0.29300 0.31106 0.32205 0.32752 0.32807 0.32888 0.33114
β11(1) = −0.20000 −0.04515 −0.04823 −0.05270 −0.05468 −0.05578 −0.05758 −0.05875 −0.05944
β11(2) = 0.50000 0.26719 0.27403 0.27879 0.28211 0.28538 0.28784 0.28956 0.29049
β12(1) = −0.65000 −0.05651 −0.07521 −0.09030 −0.09999 −0.10704 −0.11229 −0.11664 −0.12011
β12(2) = 0.60000 0.18678 0.20006 0.21268 0.22060 0.22581 0.23032 0.23311 0.23590
β13(1) = 1.00000 0.30557 0.32575 0.34391 0.35528 0.36276 0.36860 0.37345 0.37756
β13(2) = −0.50000 −0.24386 −0.25273 −0.26029 −0.26434 −0.26723 −0.26925 −0.27112 −0.27294
β21(1) = −0.40000 −0.00220 −0.01315 −0.02442 −0.03100 −0.03563 −0.03945 −0.04224 −0.04461
β21(2) = 0.80000 0.18463 0.20257 0.21950 0.23023 0.23756 0.24306 0.24784 0.25132
β22(1) = 0.70000 0.10368 0.12113 0.13572 0.14606 0.15248 0.15690 0.16122 0.16481
β22(2) = 0.20000 0.01744 0.02017 0.02246 0.02495 0.02748 0.02871 0.03029 0.03108
δ (%) 70.89286 68.70980 66.76752 65.54056 64.70667 64.08048 63.56211 63.13930
Since Q (kT ) = ‖θ˜(kT )‖2 converges a.s. to a finite random variable Q0, applying Lemma 2 gives
lim
k→∞ ‖θ˜(kT )‖
2 = 0, a.s.
This shows that the parameters estimation θˆ(kT ) converges to the true parameters as k goes to infinity. The proof is
completed. 
We have proved that the estimation error converges to zero under the strong persistent exciting condition (A4), but
this does not reveal the convergence speed of the algorithm. Therefore, the performance analysis (convergence rate or
estimation error bounds) of the proposed algorithm requires further studying under the weak persistent exciting condition
or for systems with colored noises.
6. Example
Consider a 2-input single-output systemwith two-input updating periods T1 = 2h and T2 = 3h and the output sampling
period T = 6h, take h = 2, the corresponding transfer model is taken to be
α(z)y(kT ) = β11(z)u1(kT )+ β12(z)u1(kT + T1)+ β13(z)u1(kT + 2T1)
+β21(z)u2(kT )+ β22(z)u2(kT + T2)+ v(kT ),
where
α(z) = 1+ α1z−1 + α2z−2 = 1+ 0.60z−1 + 0.40z−2,
β11(z) = β11(1)z−1 + β11(2)z−2 = −0.20z−1 + 0.50z−2,
β12(z) = β12(1)z−1 + β12(2)z−2 = −0.65z−1 + 0.60z−2,
β13(z) = β13(1)z−1 + β13(2)z−2 = 1.00z−1 − 0.50z−2,
β21(z) = β21(1)z−1 + β21(2)z−2 = −0.40z−1 + 0.80z−2,
β22(z) = β22(1)z−1 + β22(2)z−2 = 0.70z−1 + 0.20z−2,
θ = [α1, α2, β11(1), β11(2), β12(1), β12(2), β13(1), β13(2), β21(1), β21(2), β22(1), β22(2)]T
= [0.60, 0.40,−0.20, 0.50,−0.65, 0.60, 1.00,−0.50,−0.40, 0.80, 0.70, 0.20]T,
ϕ(kT ) = [−y(kT − T ),−y(kT − 2T ),φT1(kT ),φT2(kT )]T,
φ1(kT ) = [u1(kT − T ), u1(kT − 2T ), u1(kT + T1 − T ), u1(kT + T1 − 2T ), u1(kT + 2T1 − T ), u1(kT + 2T1 − 2T )]T,
φ2(kT ) = [u2(kT − T ), u2(kT − 2T ), u2(kT + T2 − T ), u2(kT + T2 − 2T )]T.
The inputs {u1(kT1)} and {u2(kT2)} are taken as uncorrelated persistent excitation signal sequences with zeromean and unit
variances, {v(kT )} as a white noise sequence with zero mean and variance σ 2 = 0.102. Applying the MR-SG and MR-MISG
algorithms to estimate the parameters of this system, the parameter estimates and their errors are shown in Table 1 (m = 1)
and Table 2 (m = 12), and the parameter estimation errors δ := ‖θˆ(k) − θ‖/‖θ‖ versus k are shown in Fig. 2 with m = 1,
2, 5 and 12, where δns = 28.71% is the noise-to-signal ratio of this system.
From Tables 1 and 2 and Fig. 2, we can draw the following conclusions
• The MR-MISG estimates withm > 2 have higher accuracy than the MR-SG estimates.
• The convergence speed of the MR-MISG algorithm withm > 2 is faster than the MR-SG algorithm.
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Table 2
The parameters and their estimates with innovation lengthm = 12 (MR-MISG).
k 500 1000 2000 3000 4000 5000 6000 7000
α1 = 0.60000 0.61003 0.60608 0.60581 0.60438 0.60341 0.60322 0.60346 0.60371
α2 = 0.40000 0.40808 0.40510 0.40566 0.40443 0.40309 0.40347 0.40288 0.40284
β11(1) = −0.20000 −0.16159 −0.17118 −0.17911 −0.18277 −0.18532 −0.18670 −0.18791 −0.18878
β11(2) = 0.50000 0.48226 0.48566 0.48975 0.49071 0.49254 0.49346 0.49405 0.49422
β12(1) = −0.65000 −0.59580 −0.61144 −0.62226 −0.62733 −0.63105 −0.63327 −0.63510 −0.63596
β12(2) = 0.60000 0.56157 0.57165 0.57907 0.58220 0.58388 0.58576 0.58697 0.58789
β13(1) = 1.00000 0.99304 0.99474 0.99548 0.99718 0.99770 0.99804 0.99829 0.99828
β13(2) = −0.50000 −0.49973 −0.49636 −0.49494 −0.49468 −0.49422 −0.49450 −0.49485 −0.49506
β21(1) = −0.40000 −0.37964 −0.38480 −0.38846 −0.39132 −0.39265 −0.39313 −0.39380 −0.39448
β21(2) = 0.80000 0.78869 0.79094 0.79487 0.79536 0.79545 0.79528 0.79592 0.79612
β22(1) = 0.70000 0.67545 0.68492 0.68885 0.69110 0.69303 0.69386 0.69452 0.69475
β22(2) = 0.20000 0.20265 0.20282 0.20272 0.20256 0.20317 0.20380 0.20388 0.20362
δ (%) 4.25984 3.08808 2.27116 1.87802 1.61116 1.45258 1.31651 1.23680
Fig. 2. The estimation errors δ versus kwith innovation lengthsm.
• The parameter estimation errors given by the MR-MISG algorithm become generally smaller and smaller and go to zero
with k the data length increasing.
• Because the innovation length p is introduced, the computational load will increase, but the increasing computation
complexity is very limited.
7. Conclusions
The MR-MISG algorithm for multirate multi-input systems is presented by using the multi-innovation identification
theory. The convergence performance of the proposed algorithm is analyzed in detail in the stochastic framework. The
simulation results verify the proposed theorem. Since amulti-input multi-output system can be decomposed several multi-
input single-output systems, thus the proposed identification method can be extended to solve the identification problem
of multirate multi-input multi-output systems.
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