We consider the asymptotic variance of vacancy (AVV) in the high-intensity small-grain Boolean model. Subjecting the grains to rotations or, more generally, linear distortions gives rise to a function which maps distortion distributions to the AVV of the corresponding Boolean model. We mainly study continuity properties of this function, where we use the L 1 Wasserstein metric on distortion distributions. An important role in the formulation and derivation of our results is played by notions of symmetry commonly used in multivariate analysis and stochastic simulation, such as conjugation-invariance and group models.
Introduction
Consider a Boolean model Ξ = ∪ i (ξ i + S i ) ⊂ R k (k ≥ 2), where {ξ i } is a homogeneous
Poisson process with intensity λ > 0. Here and below we write y + B = {y + z : z ∈ B} for y ∈ R k and B ⊂ R k . Random grains S i are independent and identically distributed (i.i.d.) as the random closed set S, and {S i } is independent of {ξ i }. Throughout this paper we assume that E(|S| 2 ) < ∞, where | · | denotes k-dimensional volume. The vacancy of Ξ in a fixed Riemann measurable set R ⊂ R k of finite positive content is defined as V = |R \ Ξ|.
(As in [1] , we define a Riemann measurable set as a set whose indicator function is directly Riemann integrable, hence not necessarily bounded.) As the distribution of V is complicated, it is of interest to study the limiting behaviour under either a 'high intensity' or 'moderate intensity' regime. Specifically, consider the limit of λVar(V ), that is the asymptotic variance of vacancy (abbreviated to AVV hereafter), as λ → ∞ and the grains are distributed (and scaled) as δS, where δ = δ(λ) ց 0 such that δ k λ → ρ ∈ [0, ∞]. Section 2.3 displays the limiting AVV for the cases ρ < ∞ and ρ = ∞, as derived in [1] . It is also known [1, pp. 144-145 and pp. [189] [190] 
We will usually assume that T is independent of S (and does not depend on λ).
In the present paper we investigate continuity properties of the AVV when T is a rotation with an arbitrary distribution (on occasion with additional restrictions, such as symmetry properties specified later), and further in the case where T is a random matrix in the space of (as we shall say) η-near volume-preserving linear maps, or NV η (k) maps for short. Roughly speaking, the parameter η > 0 measures the deviation of T from an orthogonal map; see Section 2.2 for the precise definitions. There we also explain the reason for considering NV η (k), rather than SL(k ), as domains. Recall that the set of (exactly) area preserving linear maps from R k into itself is identified with the set SL(k ) = {A ∈ M (k ) : det A = 1}.
The set SL(2) contains shearing matrices of the form
For any η > 0, the set NV η (2) contains 'not too large' (as determined by η) shearing maps; see Section 2.2. The maps in the set NV η (k) will be called distortions.
Let P(NV η (k)) denote the set of all Borel probability measures on (NV η (k), B), where B is the trace σ-field on NV η (k) of the Borel σ-field on M (k ) with the natural Euclidean topology
is endowed with the L 1 Wasserstein metric defined at (5) below. Let further τ 2 ∞ (F T ) and τ 2 fin (F T ) denote the factor in the AVV which depends on the distribution F T of T , in the respective cases ρ = ∞ and ρ < ∞, associated with grains {S * i = T i S i , i ≥ 1}, where the {T i } are i.i.d. distortions independent of {S i }, with common distribution equal to F T . Sections 3 and 4 discuss, respectively, optimality and continuity properties of the function
where τ 2 stands for either τ
In each of the cases ρ = ∞ and ρ < ∞, we also present results for the case where τ 2 is restricted to a set of probability measures on O(k ) possessing a certain symmetry property, and then we will use the supremum norm distance on induced densities on the unit sphere instead.
We emphasise that our focus in this paper is not on asymptotic properties of vacancy, but rather an exposition of a relatively under-researched aspect of stochastic geometry, namely that of stability of a stochastic functional, for an important example of such a functional.
Stability could, of course, be investigated in situations where asymptotics play no role. In particular, we could consider continuity of the variance of vacancy in the non-asymptotic case. However, such an analysis is severely complicated by the presence of edge effects and hence not pursued here. Some further discussion of open problems implied by this paper is given in Section 5.
Section 2 contains notation and basic concepts, as well as the results on the AVV obtained in [1] . As already mentioned, Sections 3 and 4 discuss, separately for the cases ρ = ∞ and ρ < ∞, optimality and continuity properties for distortions, and continuity of rotations under symmetry assumptions. Section 5 concludes the paper.
Preliminaries

Notation and basic concepts
As usual, the open ball in R k with radius r > 0 centred at x is denoted by B r (x). The notation σ k−1 (·) denotes non-normalised Lebesgue surface measure on S k−1 , the unit sphere in R k with total surface area
The volume of the unit ball
is a measure space, (E 2 , E 2 ) a measurable space and f : E 1 → E 2 a measurable map, then the image measure νf −1 is defined by νf
, then the resulting image measure is denoted by νΠ −1 . The set of all probability measures on (the Borel σ-field of) a metric space (X , d)
is denoted by P(X ). The vectors e (1) , . . . , e (k) are the columns of I k , and x · y is the dot product of x, y ∈ R k . For vectors u, v ∈ S k−1 we use the geodesic (great circle) distance
, and let u ⊥ = {x ∈ R k : u · x = 0}. The p-norms (1 ≤ p < ∞) and the supremum norm of h : S k−1 → R are defined as
respectively. The spectral norm of A ∈ M (k ) is A 2 := sup x =1 Ax . The group of all invertible k × k matrices, and the subset of k × k upper triangular matrices with strictly positive diagonal entries are denoted by GL(k ) and R(k ) respectively. These sets are endowed with a Lebesgue measure λ GL(k ) and λ R(k ) , which is the restriction of the Lebesgue measure 
shows in particular that µ GL(k ) and λ GL(k ) are equivalent.
We shall generally assume that all probabilistic objects are defined on a common probability space (Ω, F , P), with E(·) denoting the expectation with respect to P. The Minkowski sum
We shall need the so-called (compact) Stiefel manifolds, which are defined as To measure closeness of elements of P(X ) in the context of (3) and its variants considered in this paper, where (X , d) is a given metric space, we shall use the L 1 Wasserstein distance, also known as the Kantorovich-Rubinstein distance, which may be expressed by the duality formula (see [5, p. 152] ):
where φ Lip is the Lipschitz seminorm of the function φ : X → R. If φ is Lipschitz continuous with constant L, then φ/ φ ∞ is Lipschitz with constant 1, and therefore
For functions f, g : R + → R, the notation f g means that lim sup x→∞ f (x)/g(x) ≤ 1.
Near volume preserving maps and decomposition
In this section we define the class of NV η (k) matrices which, as noted, includes rotations and shearings as defined at (2).
is the space of η-near-volume preserving matrices.
Note that for the matrices T w as defined at (2),
Clearly
We think of η as a small per-turbation parameter. For example, it may relate to the maximum shearing in k dimensions, analogous to (7).
The class NV η (k) is natural to consider both for the formulation of our results, and also for simulation purposes. While it does not constitute one the main purposes of the paper, we pause to comment on the latter aspect. If the random distortion T is not only
in the sense that
, then the distribution of T may be simulated efficiently, regardless of the size of η; see [4, pp. 134ff ]. This simulation algorithm utilises the QR (or Gram-Schmidt) decomposition
which is a diffeomorphism (see [4, pp. 118]), with the corresponding decomposition of mea-
where the density
ℓℓ . Formula (4) may be used to switch between Haar and Lebesgue densities.
An alternative approach would be to consider for the distortions the space SL(k ). The version of (9) with determinant 1; see [7, p. 269] . However, this decomposition seems to be of limited help for simulation purposes. Moreover, while µ SL(k ) has an expression in terms of (k 2 − 1)-dimensional Hausdorff measure (see [8] ), it is non-trivial to simulate by other means than those discussed in [4] . These problems could be removed by considering a neighbourhood of SL(k ) of full (i.e. k 2 -dimensional) Lebesgue measure, similar to the definition of NV η (k).
However, the fact that a map in SL(k ) can have arbitrarily large or small eigenvalues makes the formulation of the corresponding results in this paper much more cumbersome.
Non-distorted grains and expected geometric covariogram
The following formulae for the AVV in the absence of rotation were derived in [1, p. 142, (3.14) and p. 190, (3.A)]. (The latter case is only an exercise, but more details are given as part of the proof of Proposition 2 below.) In the case ρ < ∞,
while in the case ρ = ∞,
where the functions H S and q S : S k−1 → [0, ∞) are related through the following regularity condition given in [1, p. 190 ]:
uniformly in u ∈ S k−1 as r ց 0, where q S is bounded away from zero. On occasion we shall use the notation H S (v, r) for any v ∈ R k \ {0}, by letting H S (v, r) = H S (v/ v , v r). Note that unlike in [1] , in formula (10) we include the factor exp{−δ k λE(|S|)} in the definition of
). This is because in Proposition 2 of Section 3.1, which deals with the case of distorted grains, the distribution of the distortion will appear in the exponential.
Throughout this paper we will assume that (11) holds and that S is a regular convex set, that is, convex and equal to the closure of its interior, with probability 1. We also assume the standard conditions (see e.g. [9] ) that E|S ⊕ K| < ∞ for all compact K ⊂ R k , and that there exists an ε > 0 such that E|S −ε | > 0. The function H S is the expected value of the
The following facts about H S and q S are given in ([10, Section 4-3]; [9] ).
, where W u (S) = sup x,y∈S y − x, u is the width of S in direction u, and is identically zero outside this interval;
, and is differentiable from the right at the origin with
The statement of (I) also holds for γ S in place of H S and gives
Clearly ζ QS = ζ S for any random rotation Q. Hence the effect of the distribution of S 'modulo' its rotated part is separated from the effect of the rotation in our results to be presented later. Note that ζ S < q S . Let ψ η (r) denote the Lipschitz constant of H S within the annulus r ± e η .
Optimality properties for distorted grains
In contrast to Section 2.3, in the remainder of the paper we regard τ 2 fin and τ 2 ∞ as deterministic functionals, taking a distribution F T ∈ P(NV η (k)), which defines the distorted typical grain S * = T S, as its argument. Note that the marginals of F T ι = F T ι −1 −1 , where ι is defined at (8) , are probability measures on O(k ) and R(k ) ∩ NV η (k) respectively. Hereinafter we use the letters Q and R (possibly subscripted) if we are dealing with random matrices taking values in the two respective spaces.
The case ρ = ∞
We prove the following generalisation of (10) to the 'distorted' case.
Proof. We follow the outline of the arguments given in [1, p. 190] . From [1, p. 129], we have
and if R = ∪ 1≤i≤n D i is a disjoint union of cubes in R k with respective side lengths 2t i , then
for any 0 < ε < 1, where t = min t i . For r ≥ 0 and u ∈ S k−1 , we have
where the o(·) term is uniformly small as r ց 0. For s ∈ (0, ∞], we thus obtain
which completes the proof.
In [1, pp. 189-190, Problem 3.11 (ii)] it is stated that
. We give the proof for completeness. From (15) 
Noting that the function {x → x −k } is convex on (0, ∞), we can apply Jensen's inequality to the integral in (14) , to obtain
, which verifies the assertion. It seems impossible to simplify (14).
The case ρ < ∞
From the computations in [1] , it readily follows that the Haar measure µ O(k ) enjoys the same optimality property over P(O(k )) as in the setup of Section 3. Then of course T = QR ∈ NV η (2). Let S be an ellipse with its two half-axes equal to e η/2 e (1) and e −η/2 e (2) , and equal to e −η/2 e (1) and e η/2 e (2) , with probability 1/2 each. If we allow dependence of R and S (and only then), we can achieve that
Returning to the general setup, condition (16) may be regarded as a condition on S for given R, or vice versa. The arguments in [1, p. 144-145 ] then lead to the following result.
We temporarily write τ
Proposition 3. The function τ 2 fin (·) is constant over triplets (F Q , F R , F S ) satisfying (16) and, on the domain of such triplets, attains its minima for F Q = µ O(k ) .
Continuity for distorted and rotated grains
As in Section 3, we consider the cases ρ = ∞ and ρ < ∞ in turn.
The case ρ = ∞
Proposition 2 yields the following continuity result. Note that here and in Theorems 5 and 9 below, the minimum over O(k ) arises due to the appearance of differences of integrals with respect to the surface measure σ k−1 , which is of course O(k )-invariant.
Proof. From Proposition 2 and the inequalities
For any S, T ∈ NV η (k) we have T (T −1 − S −1 )S = S − T and hence, for any u ∈ S k−1 ,
which proves that the map {T → T −1 u } is Lipschitz continuous on NV η (k) with constant e 2η . Therefore, for any Π ∈ O(k ), the integral on the right-hand side of (17) is
where the last step follows from (6) . This concludes the proof.
For the last results in this section, we assume that Q follows a group model, as defined in (ii) below formula (20) . We shall further require that the distribution of Q be (strongly)
conjugation-invariant, which means that
'Strongly' here refers to the fact that P ∈ O(k ), not just SO(k ). Lastly, we assume that Q has a continuous density f Q with respect to Haar measure. Note that (19) holds for all P ∈ O(k ) if and only if f Q (which need not be continuous) depends on the eigenvalues of Q only through elementary symmetric functions; see [11, p. 585 ]. There is a simple relationship between the densities f Qv and f
that is,
The computation leading to (20) , with Π replaced by M T 0 Π, shows that the subsequent results hold for any family of densities f Q (· | M) on SO(k ), parametrised by 'modal' matrices in M ∈ SO(k ), which is such that
The class of distributions introduced in [12] , for which
where κ ≥ 0 is a dispersion parameter, satisfies (i) and (ii). In this case, there exists even more symmetry in that if
The proof of the following proposition is quite similar to that of Theorem 4, and thus omitted.
Theorem 5. Let Q 1 , Q 2 be random rotations which belong to a family of distributions satisfying (i) and (ii) above. Then
The case ρ < ∞
For the study of continuity properties, and similar to [1, p. 144] , the behaviour of the following function is crucial:
We use the notation
Theorem 6. For any distortions T 1 , T 2 ,
Proof. For any r ≥ 0, we have
Here we have used the inequality |e ax −e ay | ≤ a|x−y| exp{a max(x, y)} valid for all x, y, a ≥ 0, as well as the simple bound H S (·, ·) ≤ E(|S|). From the discussion around (18), as well as the duality formula (6), the term inside the modulus | . . . | signs on the right-hand side of (23) is bounded from above by ψ η (r)e (k+2)η W 1 (F T 1 , F T 2 ). Using (22) we thus obtain the theorem.
Remark 7.
Although the Wasserstein distance W 1 (F T 1 , F T 2 ) appearing in Theorem 6 can almost never be computed exactly, the upper bound from [5, formula (7.1.5), p. 152] applies if the distributions F T i are generated from so-called transportation maps; specifically, the Wasserstein distance is bounded by the L 1 distance of these maps.
Consider now a sequence of Boolean models
, and the rotations {Q n , n ≥ 1} are defined recursively as follows.
For indices 1 ≤ i, j ≤ n with i = j, let G(i, j, θ) be a Givens rotation in the plane spanned by e (i) , e (j) (see [13, p. 215] ) and let
where for each n, the pair of indices (i n , j n ) with 1 ≤ i n < j n ≤ k is chosen uniformly with probability 1/ k 2 each, the angle θ n is uniform on [0, 2π), and the sequence (i n , j n ), θ n , n ≥ 0 is i.i.d. The sequence {Q n } is known as Kac's random walk on SO(k ).
Corollary 8. The sequence τ 2 fin (F Q n ) converges to τ 2 fin (µ SO(k ) ) with rate O(n 2 log n).
Proof. It was shown in [14] that Kac's random walk converges to µ SO(k ) , with respect to the W 1 metric, with rate O(n 2 log n). Theorem 6 readily implies that the same convergence, and convergence rate, holds for the sequence τ 2 fin (F Q n ).
In the remainder of this section, we impose the same symmetry assumptions on Q i as at the end of Section 4.1.
Theorem 9. Let Q 1 , Q 2 ∈ O(k ) satisfy the same conditions as in Theorem 5, and let
In particular,
Proof. The second assertion follows from the first upon taking p = 1, q = ∞, bounding the exponential inside the integral by 1, and noting that (see [1, p. 143 
(Ru) for all P ∈ O(k ), and thus the search for an optimal Π * may then be restricted to any set M (not necessarily a subgroup of O(k )) such
Theorem 9 gives rise to an optimisation problem over O(k ) which is nonconvex and hence difficult. For p = q = 2, the optimisation problem may be stated as a constrained minimisation problem as follows,
If we assume that f
is continuously differentiable for i = 1, 2, then the function G in ( * ) is twice continuously differentiable, and necessary and sufficient conditions for a local minimiser A 0 ∈ O(k ) are available; see [16, 17] .
For p = 1 and q = ∞ we have a (nonconvex) minimax problem and techniques of nonlinear programming may be applied. We also obtain simplifications for other specific assumptions on the densities. We limit our discussion to the case p = 1, q = ∞. It was shown in [12, Proposition 3.3, p. 419] that if Q has the density f (· | I k , κ) in the notation of (21), then
Consider the case k = 3, where the latter density is expressed in spherical polar coordinates as f The following result shows that it is impossible to improve the bound by substituting values m < k in (24). Denote the right-hand side of (24) by ∆ r (F Q 1 , F Q 2 | ν m ).
Proposition 10. For any two conjugation-invariant
Proof. We shall use the decomposition formula for µ O(k ) given in [11, p. 397 ]: for any mea-
where Q 1 ∈ St(k, m) and Q 2 ∈ St(k, k − m) respectively denote the first m columns and the last k − m columns of Q ∈ O(k ), and G = G(Q 1 ) is any matrix in St(k, k − m) whose columns are orthogonal to those of Q 1 (so that GG
. Equation (24) gives
H S (Q 1 , GK)w, r ϑ p (Q 1 , GK)µ O(k −m) (dK) σ k−1 (dw)µ k,m (dQ 1 ) , for some Jacobian factor ϑ p . The definition of P m (O(k )) implies that ϑ p (Q 1 , Q 2 ) is independent of Q 2 . Thus the integrals simplify to yield the assertion.
Concluding remarks
As mentioned in Section 1, the approach that we took to study the AVV may be transferred to other problems in stochastic geometry. We mention two scenarios to which the ideas of the present paper may be applied. The first of these is the size and structure of a 'typical' uncovered region V = V λ in a Boolean model with notation as in Section 1. 'Typical' is here taken to mean that we consider the conditional distribution of the vacant region containing the origin, conditional on the origin not being covered. It is known (see [1, Theorem 3.7, p . 164]) that as λ → ∞, the set λV λ converges essentially in distribution to a cell formed by a Poisson field of (k − 1)-dimensional hyperplanes. In [18] , by using integral geometric rather than analytic methods, this result was generalised to the case where S neither needs to be isotropic nor has a smooth boundary. The analogue of the problem in the present paper would be the study of continuity of the size and structure of the uncovered region as a function of the rotation or distortion. The approach proposed in the present paper seems to harmonise better with the geometric arguments in [1] ; in particular, the Lie group structure and symmetry properties that we considered here seem difficult to exploit fully in the context of random set theory. In the latter context, it would be interesting to understand the nature of the interplay between random sets and associated probability metrics ( [19] ; [20, pp. 93ff ])
on the one hand, and rotations or distortions on the other. A second problem to which the method of the present paper could be applied is the visibility function of the Boolean model for convex grains. Asymptotic results in this setup have recently been provided in [21] .
The optimisation problems on O(k ) which arise from our results give new examples of such problems on the orthogonal group, and are quite different from the classical one of principal component analysis that was studied in [16, 17] as an application of his local and global optimality criteria on St(k, m) and in particular O(k ). We leave a more extensive analysis of the optimisation aspect of our results to future endeavour.
