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ABSTRACT 
The different damage severities and the various damage locations change the 
amplitudes, shift peaks and alter shapes of the Frequency Response Functions (FRFs) 
following a more complicated relationship between damage cases and shapes of the 
FRFs. These FRFs changes vary in different ways for different damage cases. As a 
consequence, it is beneficial to use a pattern recognition technique, which looks for the 
discrimination between two or more measured time domain or frequency domain data 
categories, e.g. before and after a structure is damaged, or differences in damage levels 
or locations. Accordingly, this thesis investigates the viability of using FRFs in 
combination with Artificial Neural Network (ANN) techniques which are capable of 
patterns recognition, classification, signal processing and system identification. As a 
full-size of FRF data results in huge configuration of the ANN input layer, this brings 
about the problem of iteration divergence in training and computational inefficiency. 
Therefore, reducing FRFs data without losing much information is introduced by 
proposing a novel technique called “novelty damage index”, derived from FRFs. In 
order to compute the damage index, Principal Component Analysis, which is capable of 
data reduction and noise filtering, is utilized. With these characteristics, the proposed 
approach can help overcome some of the limitations associated with previously 
developed vibration based methods and assist in delivering more accurate and robust 
damage identification results.  
The proposed technique is verified by four types of structures to cover simple to 
complicated structures. Different types of damage; structural connection damage and 
member damage of steel frame and reinforced concrete structures are considered. In 
order to prove the method theoretically, a two storey framed structure is utilized. In 
addition, the effect of modelling error, mass distribution of the structure and capability 
of noise filtering are examined by IASC-ASCE benchmark structure. Capability of 
withstanding operational conditions and environmental variables of accuracy of the 
proposed approach are investigated by a three storey framed structure at Los Alamos 
National Laboratory. Finally, a three-stage neural network method is introduced for 
reducing computational effort and hence low severity damage detection. The feasibility 
of a three-stage ANN method is investigated using a finite element model of a ten 
storey building structure. Excellent results are obtained for damage identification of 
  
ii 
these four cases, proving that the proposed approach has been developed successfully 
for damage detection of building structures.  
 
KEYWORDS: 
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Chapter 1:Introduction 1 
Chapter 1: Introduction 
1.1 Background 
The process of damage identification and condition assessment of building structures 
has attracted increasing interest in the research community during the last several 
decades as many building structures are now or will soon be, approaching the end of 
their design lives because of long term deterioration and after facing extreme events 
such as earthquakes (Dackermann, 2009). If appropriate retrofitting is not carried out, 
buildings can suffer partial or complete collapse without prior warning resulting in loss 
of human lives and a large economic impact. Therefore the need of damage 
identification and condition assessment of building structures is essential, during their 
life, especially when the building is old or is suspected to have been subjected to 
overloads.  
Incidents of building and bridge collapse without little apparent warning are on the rise 
in many parts of the world. Due to the increased number of incidents it has become 
increasingly important to develop methods detecting the degradation or damage that 
result in these events. Thus, buildings and critical infrastructure should be monitored, 
much like a patient in a hospital, for signs of degradation or impending disability or 
collapse (Mukhopadhyay & Ihara, 2011). 
Many of the earlier damage detection techniques, which are still in use today, consist of 
experimental approaches such as stress waves, ultrasonic waves, X-ray, acoustic, 
thermal, or eddy-current methods which are non-destructive damage detection methods. 
However, application of such methods requires a priori knowledge of the possible 
damage sites and hence these methods can only be applied to portions of the structure 
which are accessible. The results of instrumental evaluation are often inconclusive or 
difficult to assess as such evaluation may at times involve measurement of local stress 
and strains and accelerations through sensors installed on some critical elements and 
components (Zaher, 2002). Moreover, changes in stress and strain states can provide 
warning of possible damage. However, all of these methods are time consuming and it 
can thus be expensive or impractical to instrument all elements and components that are 
critical.  
Because of these drawbacks, researchers have pursued methods which can be applied to 
the structure on a global level and within a smaller timeframe. Vibration based damage 
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identification techniques, which are global methods, are able to assess the condition of 
the entire structure at once. Vibration Based Damage Detection (VBDD) has only 
become feasible in the last few decades due to advancements in computing power, 
sensor and data acquisition hardware (Link, 2008). Damage detection is possible using 
vibration data because damage alters the physical properties of the structure such as 
mass, stiffness, and damping, which in turn affect its dynamic characteristics, namely, 
frequencies, mode shapes and damping. Therefore by analysing a structure’s dynamic 
properties from structural vibration, damage, including its location and severity can be 
identified. There are several advantages in the use of VBDD methods. Among these is 
the fact that a limited number of sensors can, in many cases, be sufficient for damage 
location and extent determination. Also, testing equipment such as accelerometers, 
strain gauges, and data acquisition hardware are relatively compact and inexpensive. 
However, in practice, the VBDD techniques have a number of problems including 
effect of measurement errors, availability of incomplete mode shapes, mode truncation, 
non-unique nature of the solutions and environmental factors. These difficulties are 
particularly severe for civil engineering structures (Bagchi et al., 2010). 
A large volume of research has been carried out in the past three decades in the field of 
vibration based damage identification, and many algorithms have been developed. Most 
of the work carried out so far uses modal data such as natural frequencies and mode 
shapes. In the early years of vibration based damage detection, resonant frequencies 
were especially popular as damage indicators, as they are easy to obtain (Adams et al., 
1978; Lifshitz & Rotem, 1969). Though natural frequencies are relatively easy to 
measure, damage identification methods based solely on them generally perform 
poorly, since damage at different locations may produce the same amount of frequency 
change. Furthermore, in many cases natural frequencies turned out to be insensitive to 
structural damage, especially for damage of lower severity (Chen et al., 1995). 
Resonant frequencies are heavily affected by environmental changes, such as 
temperature or humidity fluctuations (Kim et al., 2007), and therefore this becomes a 
problem for field applications.  
Interest in using measured mode shapes for damage detection began in 1986 when West 
(West, 1986) used the modal assurance criterion using healthy and possibly damaged 
mode shapes as a test for damage (Link, 2008). Changes in mode shape measurements 
before and after damage are used either directly (Salawu & Williams, 1995) or 
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indirectly as measures of mode shape curvatures (Pandey et al., 1991), modal strain 
energy changes (Stubbs & Osegueda, 1990) or dynamic flexibility (Pandey & Biswas, 
1994). However, the success of using measured mode shapes and mode shape curvature 
for damage identification has been observed to be highly dependent on the choice of 
which modes are used (Salawu & Williams, 1995). The mode shapes which are most 
affected by the damage are clearly the best choice, though these modes are not 
necessarily known beforehand. Also, calculation of mode shape curvatures from 
measured modes is a process that can produce erroneous results (Chance et al., 1994). 
There is a trend to use measured Frequency Response Functions (FRFs) data directly to 
detect structural damage in recent years (Huynh et al., 2005) as there are some possible 
advantages to using FRF data directly over modal data. FRFs require a small number of 
sensors and in situ measurements are straight forward (Fang et al., 2005).Therefore 
among all the dynamic responses, the FRF is one of the easiest to obtain in real time. 
Measured FRF data are usually obtained from vibration testing and therefore these data 
provide information on structural dynamic behaviour. Besides, FRF based damage 
detection techniques do not require experimental modal analysis hence data are easier 
to obtain and more reliable. FRF data are the most information-dense form of vibration 
data (Huynh, et al., 2005) in that the operating deflection shape recorded at each 
frequency line includes the effects of all modes (though modes far from the current 
frequency point are minimally involved). The incomplete bandwidth problem is 
somewhat alleviated by this, in that information regarding higher frequency out-of-band 
modes is present in an FRF at lower frequencies. Usually, many spectral lines are 
identified to give the frequencies, to further enrich the amount of information available. 
Researchers have been developing damage detection algorithms that use either direct 
FRF measurements (Choudhury, 1996) or their derivatives such as FRF curvatures 
(Sampaio et al., 1999), FRF differences (Trendafilova & Heylen, 2003) or compressed 
FRFs (Ni et al., 2006; Zang & Imregun, 2001a). However, FRF approach has many 
obstacles such as its large size and its complexity. Furthermore, FRF are very sensitive 
to measurement noise and environmental fluctuations, which may lead to inaccurate 
damage identification and condition assessment.  
One of the soft computing techniques, Artificial Neural Networks (ANNs) has been 
utilized increasingly for damage detection due to their excellent pattern recognition, 
auto-association, self-organization, self learning and non-linear modelling capability 
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(Caglar, 2009; Castellani & Rowlands, 2009; Jiang et al., 2011; Niu & Ye, 2009; Park 
et al., 2009; Yanfei, 2009). ANNs based methods operate on data of a Finite Element 
Model of the structure to be tested or on data of real measurement and then use an ANN 
approach to identify faults in structures. Usage of ANNs for damage detection has a 
number of attractive advantages, because ANNs are sensitive to errors and insensitive 
to measurement noise, and also have the possibility to make the fault diagnosis 
procedure automatic, once the network is trained (Trendafilova & Heylen, 2003). 
However, ANNs usually require enormous computational effort especially when 
structures with many degrees of freedom are involved. Due to this reason, most 
applications of ANNs for damage detection are limited to small structures with a 
limited number of degrees of freedom. 
For a structure with many unknown parameters, such as mass and stiffness from the 
input–output information, it is not practical to identify all the unknowns at the same 
time, because most of the identification techniques require expensive computation that 
would be prohibitive (Qu et al., 2004). Therefore, many system identification strategies 
that were developed for simple structures need to be further validated for the real 
infrastructures that should be modelled as a system with a relatively larger degree of 
freedoms (DOFs). In order to reduce the number of unknowns and perform 
measurement and identification more efficiently, dividing a large-scale structure into 
several smaller substructures is a logical choice (Xu & Du, 2006). From such a point of 
view, several substructural identification algorithms have been proposed in recent years 
(Hou et al., 2011, 2012; Koh & Shankar, 2003; Trinh & Koh, 2011; Xing & Mita, 
2012). As an example, Hou et al. (2011, 2012) suggested three sub-structuring methods 
for local damage identification. Moreover, Trinh & Koh (2011) presented  a Genetic 
Algorithm (GA) based substructural identification strategy for large structural systems 
with two significant improvements: (i) the use of acceleration measurement to directly 
account for interaction between substructures without approximation of interface force; 
and (ii) the use of an improved identification method based on multi feature GA. Zhang 
et al. (2011, 2012) proposed a frequency domain substructural identification method 
applicable to arbitrary excitations while Xing & Mita (2012) proposed a substructure 
approach that allows for the local damage detection of  shear structures. 
In this study, numerical and experimental investigations of available benchmark 
structures are employed to study the potential of using ANNs in combination with FRFs 
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for improved damage identification. The proposed method utilizes principal component 
analysis (PCA) and neural network techniques for damage feature extraction, data 
reduction and noise filtering. 
1.2 Research Objectives 
The main objective of the research is to develop an efficient damage identification and 
condition assessment strategy for building frames using Frequency Response Functions 
(FRFs), Principal Component Analysis (PCA) and Artificial Neural Networks (ANNs). 
Accordingly, the Principal Component based damage detection method by Dackermann 
et al (2013) is further developed considering the uncertainties in finite element model 
and measured data by introducing a damage index value obtained from the proposed 
algorithm. With numerical and benchmark structure studies, the capabilities and 
limitations of using the proposed algorithm in damage identification are investigated. 
The specific objectives of this research are; 
1. To explore the potential of directly using FRFs, rather than modal parameters 
(such as frequency, mode shape, and so forth) derived from the FRF to identify 
damage.  
2. To develop a FRFs and PCA based algorithm for damage identification with 
ANNs suitable for building structures, for an advancement of existing damage 
identification methods of the kind. 
 To compute damage index values based on raw FRFs data to obtain 
damage patterns to be used as input for ANNs. 
 To study damage patterns obtained from damage index values of the 
proposed algorithm and to generate optimized input damage patterns for 
efficient ANN training. 
 To investigate the influence of PCA for feature extraction, noise 
reduction and environmental variabilities for the new algorithm and to 
study its limitations and capabilities in the field of structural health 
monitoring.  
 To discuss the drawbacks of available PC based methods and to 
emphasize improvements in the new method to overcome drawbacks. 
3. To investigate the capability of locating damage and severity estimation of 
damaged structural connections and elements of steel structures and reinforced 
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concrete structures from available data of benchmark structures and finite 
element models.  
4. To investigate the feasibility of the developed ANN approach for low severity 
damage detection with noise polluted data. 
1.3 Research Scope 
Use of ANN in vibration based damage identification and condition assessment of 
building structures is incorporated in this research. In the first stage of the research, 
existing vibration based damage detection methods used for building structures are 
investigated. Then ANN, which has pattern recognition capability, was selected as 
damage identification method. The proposed damage index can greatly reduce the size 
of the FRF data needed for inputs of neural network training. 
The scope of this study is limited to the following areas. For the proposed damage 
detection method, it is assumed that an updated numerical model of the intact structure 
is available before the damage detection is applied. A linear finite element model of the 
intact structure is used as the baseline model for the damage detection method. To 
detect damage, the stiffness parameters of the intact model are updated until the 
numerically computed FRFs match the corresponding measured FRFs. 
FRFs are selected as the vibration signature in this research since they are relatively 
easy to obtain in real time, requiring only a small number of sensors and providing 
information over a frequency range instead of at single frequencies (Fang, et al., 2005). 
The measured FRF data are used directly with the proposed algorithm in this method, 
and therefore do not require any pre or post processing that may result in the 
contamination or loss of crucial information. However, field measured FRFs data have 
the effect of noise and uncertainties which is unavoidable in real life. Accordingly, the 
effect of noise on performance of the proposed damage detection approach is 
investigated by introducing noise to the numerical time history data in a commonly 
accepted way of using a Gaussian random noise generator. For all case studies with 
numerical data, a series of measurement noise levels are introduced to consider the 
performance of the proposed method with different noise levels. All results are 
compared with noise-free results obtained for the same case studies. 
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1.4 Research Problem 
Damage in building structures is defined as intentional or unintentional changes to the 
material and/or geometric properties of these systems, including changes to the 
boundary conditions and system connectivity, which adversely affect the current or 
future performance of that structure (Farrar et al., 2001; Sohn et al., 2004). Damage can 
occur in different ways: (i) gradually (e.g. fatigue, creep, corrosion); (ii) predictably 
(e.g. excessive loads, removal or partial failure of load bearing members, climatic 
conditions); and (iii) suddenly and unpredictably (e.g. earthquake-induced damage and 
damage due to blast loading). 
The damages are sometimes immediately visible but most of the time structural 
damages are hidden within the structure; still this has a risk of health and integrity of 
the buildings (Johnson et al., 2004). The hidden damages are very difficult and 
expensive to discover by visual inspection. This undetected and unrepaired damage 
may lead to a structural failure without prior warning, requiring costly repair and/or 
loss of human lives. To overcome such problems, a health monitoring system which is 
capable of monitoring the structural health of the building (including damage 
diagnosis), issuing warning messages, and providing maintenance guidance, becomes 
necessary to ensure the safety of the infrastructure and public. 
A considerable amount of work has been carried out in the area of structural health 
monitoring, including damage identification and condition assessment of bridge 
structures, but it is very limited for building structures. Furthermore, most of the 
existing methods consider buildings with a small degree of freedom. Hence, the 
existing approaches do not provide adequate accuracy and efficiency for system 
identification for large scale buildings. Damage identification and condition assessment 
of building structures is essential, during their life, especially when the building is old 
or is suspected to have been subjected to overloads. The proposed damage 
identification and condition assessment procedure therefore fills the gap of knowledge 
and it enhances the reliability and usefulness of ANN based structure diagnosis 
systems.  
1.5 Significance of the Research 
This research is significant as its outcomes contribute towards the safe and efficient 
performance of buildings and result in reducing loss of lives and property when 
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subjected to long term deterioration under service load or extreme events such as 
earthquake and impact loads. This research has a direct impact on developing an 
efficient damage identification and condition assessment strategy for building frames, 
using Artificial Neural Network. The outcome of the present study contributes towards 
structural safety of buildings and prevents unexpected structural failures. 
1.6 Outline of the Thesis 
Chapter 1-Introduction 
Background information, research objectives, research scope as well as the research 
problem are described in detail. Subsequently, significance and innovation of the 
research are presented. Finally, an outline of the thesis is discussed in chapterwise.  
Chapter 2- Literature Review on Damage Detection Methods 
This chapter firstly describes research background. A structural health monitoring 
method and paradigm for structural health monitoring are then presented. Basic 
information about available damage identification methods is discussed at the latter part 
of the chapter. Thus positive aspects and negative aspects of available approaches are 
recognized. Finally, a summary of the chapter is drawn. 
Chapter 3- Introduction to Artificial Neural Networks and Frequency Response 
Functions 
According to the literature review on vibration based damage identification and 
condition assessment methods, it has been identified that Artificial Neural Networks 
and Frequency Response Functions have outstanding features for damage detection of 
structures. Therefore, these two techniques have been selected as two core elements for 
this research. Accordingly, Chapter 2 gives an introduction to Artificial Neural 
Networks and Frequency Response Functions. In the first part of the chapter, an 
introduction to neural network models of single layer and multi-layer feed forward 
networks is presented. The need for artificial neural networks in the structural health 
monitoring field is highlighted. Subsequently, five elements that comprise the ANN’s 
architecture are clearly explained. The main steps of training neural networks, and 
problems associated with network training, are discussed. Additionally, a theory of 
substructure method and Principal Component Analysis, a data reduction technique, is 
given. The excitation mechanism and available excitation forces for obtaining 
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Frequency response functions are presented. Finally, computation methods for 
estimating FRFs are shown using equations. 
Chapter 4- Methodology of Damage Identification 
This chapter elaborates on the methodology proposed in this research to locate damage 
and severity estimation of structures. In the first part of the chapter, the basic theory 
behind the procedure is presented. In addition to that, the challenges in utilizing FRFs 
for damage assessment are discussed and the proposed approaches to overcome such 
challenges are given. Moreover, details of artificial neural network architecture used in 
this research are presented. Finally, four case studies which have been selected for 
validating the proposed method are discussed 
Chapter 5- Numerical Study of the Proposed Damage Detection Approach 
The developed method to identify damage location and quantify the damage is 
presented using an illustrative example of a finite element model of a two storey framed 
structure. From this chapter, important features available in the method are 
demonstrated using this comparatively simple structure.  
Chapter 6- Study on Location and Severity Estimation of Damaged Structural 
Connections Using IASC-ASCE Benchmark Structure 
Most of the existing damage detection methods could only detect damage on a member 
of a structure. Very few methods can deal with damage at a structural connection. 
However this type of damage is very common for framed structures. As a consequence, 
it is obvious that a damage detection method which can handle damage at a connection 
is in demand. This chapter demonstrates the ability of the proposed method locating 
damages at structural connections using the IASC-ASCE benchmark structure.  
Chapter 7- Elimination of Environmental Influences from Frequency Response 
Functions 
In this chapter, varying levels of shaker input were used to introduce operational and 
environmental variability. Experimental data of the three storey bookshelf structure of 
Los Alamos National Laboratory was used to validate the method. It has been found 
that the damage detection scheme is insensitive to excitation level after data 
normalization is performed. 
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Chapter 8- Three-Stage Neural Network Method for Damage Assessment of Building 
Structures 
This chapter is focused on a proposed three-stage neural network to achieve identifying 
damaged floor, damage element and severity respectively. The proposed three-step 
neural network identification strategies are designed to firstly identify damage floor, 
locate damage element and then quantify damage severity. Input vectors with damage 
patterns from different damage scenarios and facilitating reduction of training samples 
are constructed for this purpose and their effectiveness for separate detection of damage 
location and extent is examined using a finite element model of ten storey frame 
structure. 
Chapter 9- Conclusions and Recommendations 
This chapter finally presents a summary of the outcomes of the work conducted in this 
study, followed by some suggestions for future work. 
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Chapter 2: Literature Review on Damage Detection 
Methods 
2.1 Introduction 
This section discusses some of the publications representing the major approaches to 
vibration based damage detection methods in various engineering applications. The 
details of this chapter review of the most significant work regarding the topic from 
previous work. The findings of other researchers over the past three decades are 
presented, as this research is based on the effort of these researchers. The first section 
of the literature review elaborates the background of applying damage assessment 
methods for the building structures. The second section overviews the four levels of 
damage classification systems presented by Rytter (1993). Subsequently, a review of 
available damage detection methods that were developed over the past three decades is 
given. It is followed by of damage identification methods based on natural frequency, 
mode shape, genetic algorithms, Frequency Response Functions (FRFs), Artificial 
Neural Networks (ANNs) based methods and their combinations in the field of 
structural damage detection. The last section summarizes all important factors to 
elaborate the existing gaps in the knowledge. 
2.2 Research Background 
Buildings, like all structures, are designed to support certain loads without deforming 
excessively. The loads are the weights of people and objects, the weight of rain and 
snow and the pressure of wind called live loads and the dead load of the building itself.  
The loss of the load carrying capacity of a component or member within a structure or 
of the structure itself causes structural failures. Inferior construction materials may also 
be the cause for damage since the loads are calculated for materials of specific 
characteristics. This may lead to structural failure even if the design is satisfactory, as 
the materials are not able to withstand the loads. Employment of unskilled labour on 
construction work is another reason for structural failures. Moreover, different natural 
disasters namely earthquakes, volcano eruptions, hurricanes, tornadoes, high winds, 
flash floods and floods, landslides, thunderstorms and lightning, hail, winter storms, 
fire, erosion, land subsidence and corrosion also affect structural failures. Some 
examples for building failures are shown in Figure 2.1. 
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Recent seismic disasters in Turkey, Taiwan, Japan and India over the past several years 
demonstrated that the damage can be caused by earthquakes, which occur in or near 
urban areas. The Hanshin earthquake was the worst earthquake in Japan since the 1923 
Tokyo earthquake, also known as the Great Kanto earthquake. The Great Kanto 
earthquake claimed 140,000 lives and over 200,000 buildings were damaged or 
destroyed. Most of the deaths and injuries occurred because older wood-frame houses 
with heavy clay tile roofs collapsed. Even though some earthquakes result in a lot of 
structural damages, some earthquakes may not cause severe widespread damage. As an 
example, the magnitude 6.8 Nisqually earthquake near Seattle in February 2001 did not 
cause severe widespread damage ($1–2 billion in cost). However, the area needs to be 
prepared for future seismic events. Moreover, the level of structural damage caused by 
an earthquake is sometimes immediately obvious, but when the damaged joints are 
embedded behind walls or encased in concrete it is difficult and expensive to discover 
by visual inspection and may still pose a risk to the health and integrity of the structure. 
For example, damages at joints of steel structures after the 1994 Northridge earthquake 
were not found until removing fire-protection coatings on beam-column joints 
(Johnson, et al., 2004). In most cases, it was not possible to find the correct degree of 
the damages by a simple visual inspection of the structure’s surface because there were 
no major visible damages. Similar expenditures were required after the 1995 Great 
Hanshin (Hyogo- Ken Nanbu or Kobe) earthquake as well (Bernal, 2002).  
The benefits of monitoring long-term structural integrity can be also overwhelming as 
the costs of civil infrastructure maintenance, repair, and replacement are extensive. As 
an example total construction cost is estimated at about 10% of gross domestic product 
for most major industrialized nations. Further, many civil structures in the U.S. and 
many other countries are now approaching their design lives or have already been 
considered substandard. The dominant method today for evaluating the integrity of civil 
structures is manual, visual inspection, which is a time-intensive and costly procedure. 
Further, scheduling timely repair and maintenance is difficult. Therefore effective 
techniques of damage identification and structural health monitoring are necessary for 
better routine maintenance of current ‘distressed’ civil infrastructures across the world.  
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Figure 2.1 Examples of Building failures 
2.3 Introduction of Damage Identification 
The methods that can ascertain the changes in structural characteristics due to damage 
or degradation can be defined as damage identification. According to Zaher (2002), 
damage can be considered as an undesirable weakening of the building that has a 
negative effect on its performance, and affects the safety of the structural system. 
Damage also can be defined as any deviation in the structure’s original geometric or 
materials properties, which may cause undesirable stresses, displacements or vibrations 
in the structure. Bakhary et al. (2007a) defined that a nonlinear damage situation is the 
case in which the initially linear-elastic structure behaves in nonlinear manner after the 
damage has been introduced. As mentioned by Bayissa & Haritos (2007) examples of 
non-linear damage include a series of outlying spikes occurring each time the force 
transfer passes through the defective area; damage that results in transients or damage 
caused due to impact between two adjacent masses (pounding); breathing cracks or 
surface cracks that open and close as the structure vibrates; and internal force input to 
the system, among others. The majority of the studies reported in the technical literature 
only discuss the problem of linear damage detection, nonlinear damage detection being 
rarely addressed by researchers. 
In general, damage identification methods can be categorized as local or global 
techniques. Some examples of local techniques are acoustic emissions or ultrasonic 
methods, magnetic field methods, radiography, eddy current techniques, thermal field 
methods, dye penetrant, fibre optic sensors of various kinds. Successful implementation 
of the local damage identification methods usually requires prior knowledge of the 
damage location and at the same time, ready access for physical inspection. Subject to 
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such limitations, these local methods can detect damage on or near the surface of the 
structure. In addition, these methods are generally costly, time consuming and 
ineffective for large and complex structural systems. Global structural damage 
identification methods, on the other hand, are based on global structural response 
measurements, namely dynamic and static responses, at certain points of a structure so 
as to inversely determine its damage condition state.  
2.4 Damage Indicators and simulation of damage 
The definition of damage is difficult to conceptualize in a general and widely accepted 
manner. Most of the time, the sources of damages are unknown and the range of 
probable causes makes it difficult to generalize damage. However, it is often accepted 
(with certain limitations) that damage affects the behaviour of structures (e.g. vibration 
characteristics), which is described by the structural properties of stiffness, damping 
and mass. In general, after damage has occurred, the member stiffness is affected as 
well as the damping characteristics of the structure. Altering the mass only, in 
comparison, may or may not be considered damage (Liszkai, 2003). 
For a linear finite element model, stiffness reduction can be accomplished in several 
ways, including alteration of section properties (cross sectional area, second moment of 
area, plate thickness Young’s modulus, etc). Probably the easiest but most effective 
way to alter member stiffness is to change the Young’s modulus. By altering the 
Young’s modulus, all DOF’s stiffness properties are reduced or increased by the same 
proportions in the same element. There are several kinds of mechanisms for damage 
simulation according to the study objectives of interest. By reviewing the numerical or 
experimental studies in damage detection or assessment, the simulations of structural 
damage are classified into the following categories. 
1. For beam like or bridge structures: 
 Decreasing the stiffness of the element numerically 
 Reducing the thickness or cross section of the selected elements 
 Support failure and/ or crack degradation (the process of deteriorations 
of structures with time) 
2. For truss structures: 
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 Reducing the cross section or Young’s modulus of the bars to simulate 
the axial stiffness failure 
 Loss of stiffness and mass of members 
3. For building or frame structures: 
 Loosening the beam-column joints to simulate joints failures 
 Weakening the storey stiffness via the reduction in bracing areas 
 Reducing the flexural stiffness of the beams belonging to the 
corresponding floors 
2.5 Structural Health Monitoring 
The process of implementing an on-structure sensing system to monitor the 
performance and evaluate the health state of aerospace, civil and mechanical 
engineering infrastructure is referred to as Structural Health Monitoring (SHM)(Sohn et 
al., 2001). The SHM process involves the observation of a system over time using 
periodically sampled dynamic response measurements from an array of sensors. The 
extraction of damage sensitive features from these measurements and the statistical 
analysis of these features are then used to determine the current state of system health. 
For long term SHM, the output of this process is periodically updated-regarding the 
ability of the structure to perform its intended function in light of the inevitable aging 
and degradation resulting from operational environments. After extreme events, such as 
earthquakes or blast loading, SHM is used for rapid condition screening and aims to 
provide, in near real time, reliable information regarding the integrity of the structure.  
2.6 Paradigm for Structural Health Monitoring 
The SHM problem can be addressed in the context of a statistical pattern recognition 
paradigm. Farrar et al (2001) broke down this paradigm into four parts: (1) Operational 
Evaluation, (2) Data Acquisition and Cleansing, (3) Feature Selection, and (4) 
Statistical Model Development (as shown in Figure 2.2). When one attempts to apply 
this paradigm to data from real world structures, it quickly becomes apparent that the 
ability to cleanse, compress, normalize and fuse data to account for operational and 
environmental variability is a key implementation issue when addressing parts 2-4 of 
this paradigm. These processes can be implemented through hardware or software and, 
in general, some combination of these two approaches is used (Sohn, et al., 2004). 
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Figure 2.2 Structural Health Monitoring Paradigm (Farrar, et al., 2001) 
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2.7 Vibration Based Non-destructive Damage Detection 
Many global damage identification methods are categorized as “non-destructive 
evaluation” because they assess structure without removing any structural components. 
These methods were developed in order to facilitate the analysis of complex structures 
(Sohn & Law, 1997). For civil structures, a global Non-destructive Damage Evaluation 
(NDE) technique utilizing the vibration characteristics of a structure proves to be the 
most effective method because of the size and the impractical nature of using localized 
non-destructive testing (NDT) methods such as ultrasonics and acoustic emission to 
examine civil structures (Sikorsky, 1999). 
As suggested by Rytter (1993), the four levels of damage identification are: 
Level 1: Determination that damage is present in the structure. 
Level 2: Determination of the geometric location of the damage. 
Level 3: Quantification of the severity of the damage. 
Level 4: Prediction of the remaining service life of the structure, or in other words how 
reliable the structure is in serving its proposed function. 
Vibration based damage identification methods without a structural model, provide 
level 1 and level 2 damage identification. When combined with a structural model, 
level 3 damage identification can be obtained.  The scope of this research is to provide 
level 2 and level 3 identification. 
Level 1 involves modal testing for the acquisition of modal parameters (i.e. natural 
frequencies, mode shapes and damping properties) or similar other features such as 
time histories and frequency response functions (FRFs). Damage detection algorithms 
are needed for level 2 and 3 where the vibration characteristics are used and analysed to 
pinpoint and quantify the damage. Level 4 of the damage identification procedure is 
used for evaluating the need for repair and/or replacement of the structure. Of particular 
importance is the damage detection procedure, since the accuracy of the algorithm and 
its effectiveness establishes the quality of the non-destructive evaluation technique. 
To date, vibration-based damage identification methods provide Level 1 and Level 2 
damage identification. When vibration-based methods are coupled with a structural 
model, Level 3 damage identification can be obtained in some cases (Hu et al., 2006). 
There are just a few articles addressing the Level-3 damage identification, including 
damage location and severity estimates, specifically for three-dimensional frame 
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structures (Ni, et al., 2006; Yanfei, 2009). One way to perform a Level-3 damage 
identification is by applying one algorithm for the damage location and implementing 
another algorithm for damage severity estimation after the damage location has been 
identified (Hu, et al., 2006). 
After reviewing non-destructive damage detection methods, several challenges can be 
found for the development of a comprehensive solution to damage detection methods 
(Lee et al., 2004). The general idea of a damage detection algorithm is to utilize the 
response characteristics of a structure and evaluate the state of the structure. Damage 
typically is a local phenomenon and local response is captured by higher frequency 
modes. However, lower frequency modes tend to capture the global response of the 
structure and are less sensitive to local changes in a structure (Farrar & Doebling, 
1997). Subsequently, it is difficult to evaluate the reliability of a small portion of a large 
civil structure, thereby reducing the vibration-based damage detection problem to some 
form of pattern recognition problem (Farrar & Doebling, 1997; Farrar, et al., 2001). In 
addition, the presence of signal noise and incomplete measurements from real 
applications often results in inaccuracies and poor resolution in the damage detection 
techniques. 
Another issue of significance is the unavailability of baseline parameters of a majority 
of existing structures (i.e. information regarding the initial condition or undamaged 
state of a structure is not accessible for comparison of pre and post damaged states) 
(Stubbs et al., 2000). The absence of an initial measurement becomes significant for 
existing deteriorating structures, since most damage detection methodologies are 
dependent on a comparison between the undamaged state and current state of the 
structure to evaluate changes to a parameter of a structure, i.e. change in stiffness. As a 
resolution to this problem, Stubbs et al., (1996b) provided a system identification 
approach to determine baseline modal parameters from as-built plans and field 
inspections of structures in conjunction with existing system identification approaches 
(Stubbs & Park, 1996). Often researchers rely on a theoretical finite element model to 
simulate the undamaged state of the structure. This is acceptable since the theoretical 
finite element model serves as the basis for design of the new structure. Any changes 
identified from the damage detection algorithm merely reflect accumulated damage, as 
well as the loss of capacity due to construction/design errors. 
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Those damage detection methods displaying the ability to perform according to their 
intended level of inspection in the presence of the previously mentioned constraints are 
considered robust and effective. For summary purposes, the identified constraints 
impeding the damage detection procedure are listed below in Table 2.1 and arranged 
with respect to the stage of the structural health monitoring process (Lee, et al., 2004). 
Table 2.1 Constraints in Structural Damage Detection 
Occurrence Constraints 
Experimental Evaluation/ Vibration 
testing 
Incomplete measurements 
Presence of signal noise 
Analysis / Modelling Modelling errors 
Decision Making 
Complex structures 
Structures without baseline measurements 
 
The goal of the SHM strategy is to determine the amount of damage of a structure 
before the damage level reaches a critical stage. Hence robust damage detection 
algorithms are most concerned in the research and development in SHM systems, 
which result in several such methods. Table 2.2 provides a summary of features applied 
for damage detection algorithms utilizing vibration properties examined in this review.  
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Table 2.2 Typical Summary of Damage detection Categories and Methods (Lee, et al., 
2004) 
2.8 Damage Detection Methods 
This literature review is presented in the following sub headings, 
 Methods Based on Natural Frequency Changes 
 Methods Based on Mode Shape Changes 
 Direct mode shape based methods 
 Mode Shape Curvature Based Methods 
 Modal Strain Energy Based Methods 
 Methods Based on Dynamically Measured Flexibility 
 Genetic Algorithm based method 
 Frequency Response Function Based Methods 
 Artificial Neural Network Based Methods 
Category Methodology 
Modal 
Parameters 
Natural frequencies 
Frequency changes 
Residual force optimization 
Mode shapes 
Mode shape changes 
Modal strain energy 
Mode shape derivatives 
Matrix Methods 
Stiffness- based 
Optimization techniques 
Modal updating 
Flexibility-based Dynamically measured flexibility 
Machine 
Learning 
Genetic Algorithm 
Stiffness parameter optimization 
Minimization of the objective function 
Artificial neural 
network 
Back propagation network training 
Time delay neural network 
Neural network systems identification with 
neural network damage detection 
Other Techniques 
Time history analysis 
Evaluation of FRFs 
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2.8.1 Methods Based on Natural Frequency Changes 
The most common and earliest approaches for vibration based damage detection 
implement either the natural or the resonant frequencies of the structure to evaluate the 
existence of damage. The presence of damage or deterioration in a structure causes 
changes in the natural frequencies of the structure. An extensive review on using 
natural frequency data to identify structural damage was provided by Salawu (1997). 
The advantages of using natural frequencies are easy implementation and relatively low 
cost.  
The feasibility of identification of damage location using frequency changes is limited 
because of many reasons. One drawback of natural frequency based methods is that 
damage which creates low frequency requires very precise measurements (Doebling et 
al., 1998). Significant damage may cause very small changes in natural frequencies 
particularly for larger structures; these small changes may be undetected due to 
measurement errors. Also, these methods cannot distinguish damage at symmetrical 
locations in a symmetric structure. Another drawback is that natural frequencies are 
easily affected by environmental changes such as temperature or humidity fluctuations. 
Therefore if only natural frequencies were used to predict the damage, their use leads to 
unrealistic predictions (Maeck & De Roeck, 2002).  
Ndambi et al. (2002) performed an experimental test to evaluate the correlation 
between the progressive cracking processes in reinforced concrete (RC) beams. The 
static loading test was used to introduce the crack damage in the RC beams and the 
dynamic measurements were employed to determine the dynamic characteristics. Each 
static test was followed by a dynamic test on the same beam with a simulated free-free 
boundary condition. The results showed that the eigen-frequencies were affected by 
accumulation of cracks in the RC beams but their evolutions were not influenced by the 
crack damage locations. It was also noticed that if the eigen-frequencies decrease 
monotonically, the severity of the damage is able to be estimated. 
Kim et al. (2003) reported a methodology to identify the location and size of damage 
using frequency based damage detection (FBDD). Two methodologies were introduced 
to locate and size damage, using only few natural frequencies and / or mode shapes. A 
simply supported concrete beam was used for the experiment. Modal parameters of the 
beam were extracted from finite element models using the commercial software 
ANSYS. From the results, it was clear that the amplitude changes in the mode shapes 
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alone were not sensitive enough to locate damage at the inflicted locations. An 
algorithm based on Euler Bernoulli beam theory was developed, using the relationship 
between fractional changes in modal strain energy and fractional changes in natural 
frequency to determine the size of damage. According to the results, damage could be 
located with a relatively small error. Further, when the crack was located at mid span, 
size of the crack could be estimated accurately and the prediction accuracy of the 
severity of damage was decreased for the cracks of the quarter-span. 
Garescì et al. (2006) presented a methodology to damage detection which was able to 
determine the presence of a crack and its location by combining Experimental Modal 
Analysis (EMA) and Finite elements method (FEM) data. The method assumed a linear 
behaviour of the materials and the authors compared the eigenvalues and eigenvectors 
obtained from experimental and FE modelling. Firstly, the method was applied on 
rectangular plates that had a milled slot in different positions, in order to test its 
reliability in discovering damages in homogeneous and isotropic material. Secondly, 
the method was tested with mechanical components. The results showed that the 
method was able to identify the location of the damage accurately. However, suitable 
choice of chromatic scale for the graphic output was required to damage detection. 
The work of Kim et al (2003) was extended by Kim et al.(2007). The authors proposed 
vibration based damage monitoring to determine location and severity of damage under 
temperature induced uncertainty conditions. Firstly, a set of modal parameters were 
measured under uncertain temperature conditions. The mean and variance of the 
acquired natural frequencies were investigated during the experiment. Subsequently, a 
set of empirical frequency correction formulae were derived in order to adjust the 
temperature induced changes in natural frequencies. A controlled chart was plotted 
between natural frequencies verses temperatures. Both damage location and damage-
sizing results were very accurate when pre-damage frequencies and post-damage 
frequencies were obtained from the same temperature conditions. But this accuracy 
decreased as the temperature gap increased. 
Zhong et al. (2008) proposed a new approach based on auxiliary mass spatial probing 
using the spectral centre correction method (SCCM), to provide a simple solution for 
damage detection by using the output-only time history of beam-like structures. A 
numerical simulation was illustrated to find the efficiency and practicability of the 
proposed method. As it was difficult to locate a crack directly from these natural 
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frequency curves, the derivatives of natural frequency curves was proposed. It was 
identified that the method enables clear and unambiguous identification and location of 
cracks in a beam-like structure. However, the applicability of the method for in-situ 
testing or even laboratory testing is still in question. 
2.8.2 Methods Based on Mode Shape Changes 
Mode shapes are inherent properties of a structure. They do not depend on the forces or 
loads acting on the structure. Changes in mode shapes are much more sensitive to local 
damage when compared to changes in natural frequencies and damping ratios. 
However, mode shapes are difficult to measure and a large number of measurement 
locations may be required to accurately characterize mode shape vectors and to provide 
sufficient resolution for determining the damage location. A large number of damage 
identification methods have been developed, based on directly measured mode shapes 
or the properties of mode shapes such as curvature or modal strain energy. 
2.8.2.1 Direct Mode shape based methods 
A comparison between two sets of mode shape data (either direct mode shape data or 
their derivatives) can be used to identify damage as mode shapes can provide much 
more information and are much more sensitive to local damage when compared to 
natural frequencies. There are two common methods available to compare two sets of 
mode shapes; the Modal Assurance Criterion (MAC) and the Coordinate Modal 
Assurance Criterion (COMAC). West (1986) used modal assurance criterion to detect 
structural changes in an orbiter test specimen and Lieven & Ewins (1988) suggested 
employing the COMAC to locate damage. Allemang (2003) suggested that it is possible 
to use single-number measures of the mode shape changes. A common single number 
measure is the MAC but it has eventuated that the criterion is rather insensitive to 
limited damage in a structure. The MAC value of two modes A and B (e.g. a mode 
shape in the undamaged and damaged state) is defined as: 
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 Equation 2.1 
Where n is the modal degrees of freedom. The MAC value indicates the degree of 
correlation between two modes and varies from 0 to 1, with 0 for no correlation and 1 
for full correlation. The deviation from 1 can be interpreted as a damage indicator in 
buildings. 
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The Co-ordinate Modal Assurance Criterion differs from the MAC definition as it gives 
local information and it combines information of different modes. The COMAC value 
at modal co-ordinate i and for m modes is defined as: 
         
|∑     
  
       
 |
 
∑      
        ∑      
       
 Equation 2.2 
If the modal displacement in a co-ordinate i from two sets of measurements is identical, 
the COMAC value equals 1 for this co-ordinate. Both COMAC and MAC can be used 
to detect both single and multiple damages. These two techniques were, however, 
mainly applied to numerical models, and gave good results in the identification of 
damage.  
Choi et al. (2005) presented a methodology to identify damage in a structure that 
utilized a new form of damage index method. This method was based on the changes in 
the distribution of the compliance of the structure. The changes in the compliance 
distribution were obtained using the mode shapes of the pre-damaged and the post-
damaged state of the structure. Numerical examples of a simply supported beam and a 
continuous two span beam and experimental data of a free-free beam structure were 
used to verify the proposed method. The results obtained showed that the compliance 
index, based on the change in the effective compliance change of an element of a 
structure, could identify damage location and severity estimation. The numerical and 
experimental studies revealed that the compliance index could identify single and 
multiple damage locations and the method yielded less damage identification error 
compared with existing energy index. The authors suggested that the composite damage 
indices with multiple mode shapes simultaneously were able to improve performance of 
identification of damage location and severity estimation.  
Hu et al. (2006) proposed a wavelet transform to post process the mode shapes for 
damage pattern recognition. Single and double damage scenarios on timber beams were 
identified using a damage indicator. Six uniform and clear beams without any defects 
after visual grading were used for the experiment. The mass of the intact beam was 
removed to simulate different damage severities, damage locations and number of 
damage points to verify the approach. Using either the first or second mode, the method 
successfully identified single conflicted damage at different locations and a two damage 
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case with equal spacing and a similar level of damage. According to the results the 
proposed method was effective and feasible for the intended damage scenarios.  
Ismail et al. (2006) proposed a method to determine the location of damage due to 
single cracks and honeycombs in reinforced concrete beams using mode shape 
derivatives. Five reinforced concrete beams were used to investigate the method. An 
indicator | λ4| obtained by rearranging the equation for free transverse vibration of a 
uniform beam, was proposed to be used in determining the location of the damage by 
examining the intensity of increases in the values of the indicator around the damage 
region. Maximum increases were found close to the crack location or around the middle 
of the honeycombs. As the technique is independent of undamaged or datum state data, 
it can easily be used for structural damage detection. However, the results showed that 
when the damage is closer to the supports the procedure produces very poor damage 
indication results.  
Kim et al. (2006) formulated a vibration based damage evaluation method to detect, 
locate and size damage using the lower frequency ranged mode shapes. Their proposed 
method intended to resolve the mode selection problem, the singularity problem, the 
axial force problem, and the absolute severity estimation problem. The proposed 
method provided a single representative damage index using more than one mode. 
Furthermore, the proposed method did not require any special knowledge about mass 
density, applied axial force or foundation stiffness. However, in order to obtain good 
damage accuracy results, a dense measurement of grid and the accurate extraction of 
the mode shapes were prerequisite. 
2.8.2.2 Mode Shape Curvature Based Methods 
An alternative to using mode shapes to obtain spatial information about sources of 
vibration changes is using mode shape derivatives, such as mode shape curvature. 
Derivatives of mode shapes are sensitive to small damages, so they can be used to 
detect damage. If a structure is locally damaged, mode shape changes will occur in the 
vicinity of that damage. The reduction in stiffness caused by damage alters the mode 
shapes of the structure. In theory, changes in the mode shapes could be used to detect 
damage; however, the changes are usually so small that detection of damage is difficult.  
The curvature mode shapes are derived using a central difference approximation as 
follows: 
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 Equation 2.3 
with i being the mode shape number, j the node number and l the distance between the 
nodes. 
The location of the damage is then assessed by the largest computed absolute difference 
between the mode shape curvatures of the damaged and undamaged structure as 
follows: 
                             {    }  |{  
  }   {   }| Equation 2.4 
The correlation between the local loss of stiffness and change in mode shape curvature 
was shown by Pandey et al. (1991) with assumption that the structural damage only 
affects the stiffness matrix and not the mass matrix. While modal displacements often 
hardly change for realistic damages with respect to the initial mode shapes of the intact 
structure, modal curvatures are more sensitive to damage. It is noted that, for beams, 
curvature and bending strain are directly related as:  
                                    
 
 
    Equation 2.5 
where is the strain,  is the radius of curvature,   is the curvature and   is the distance 
to the neutral axis. Two options are possible for obtaining the curvatures: calculation 
from the modal displacements or measuring the curvatures/strains directly. 
Furthermore, their study confirmed that the mode shape curvature is a far more 
sensitive indicator than the MAC or COMAC values of the mode shapes. 
Maeck et al. (2002) developed a technique to detect, locate and quantify damage using 
eigen-frequencies and modal curvatures calculated from modal displacements. 
Experimental modal displacements along the structure and modal strain measurements 
were used to derive curvatures. The technique was validated on a reinforced concrete 
beam which was loaded in six steps by a four point bending setup. For this approach, a 
numerical model was not needed to find the stiffness reduction. This method gave good 
qualitative damage identification; however, quantifying the damage was less accurate.  
Experimental aspects of dynamic response-based damage detection technique on 
carbon/ epoxy composites were addressed by Hamey et al. (2004). The impact damage 
and the saw-cut damage were identified properly by the curvature mode-based damage 
detection technique presented in this study. The modes of structures were acquired 
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using smart piezoelectric materials simultaneously as sensors and actuators. The 
materials were surface bonded to the beams. Four types of damage detection 
algorithms; the absolute difference of curvature mode shape method, the curvature 
damage factor method, the damage index method, and the FRF curvature method were 
evaluated for several possible damage configurations with two different excitation 
sources. Finally, all the methods presented exhibited that the curvature modes measured 
by the piezoelectric sensors can be used as promising alternatives in damage detection 
techniques. 
Dutta et al.(2004) studied the change in mode shape curvature in more detail to detect 
and localize multiple damages in simply supported and continuous bridge decks, using 
the first five modes. The authors noticed the higher peaks in modal curvature changes at 
damage location along the beam, both in longitudinal and transverse directions. This 
paper has argued that the mode shape curvature is more sensitive than the mode shapes 
for identification of damage location. But as shown by Alvandi et al. (2006), this 
method has shown low probabilities of correct damage location with high noise levels 
and this has been critical with complex and simultaneous damage cases. 
2.8.2.3 Modal Strain Energy Based Methods 
The strain energy method for beam-like structures was developed by Stubbs et al. 
(1995). This method was then extended to plate-like structures by Cornwell et al. 
(1999). The basic approach of the strain energy method is the division of the structure 
into a series of beam or plate-like elements, and then estimation of the modal strain 
energy of each element before and after damage. A mode shape stores an enormous 
amount of strain energy in a particular structural load path. When damage occurs, the 
modal strain energy in that load path alters due to the high sensitivity of the frequency 
and shape of that mode. Comparison of the two sets of strain energy provides the 
location of the damage. 
Stubbs et al. (1996) presented an algorithm called Damage Index to identify damage in 
an elastic beam-type structure. The damage index was defined in terms of the change in 
the strain energy content in the structure when it deforms in its particular mode shapes. 
This required the determination of more complete mode shapes than a limited number 
of sensors can provide. To determine mode shape values between sensor locations, an 
interpolation using cubic polynomials was used. Statistical methods were then used to 
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examine changes in the damage index and to associate these changes with possible 
damage locations. Damage location and severity were identified precisely from the 
proposed approach, even though damage quantification was relatively high. 
Shi et al. (1998) proposed a method based on strain energy for locating damage in a 
structure. Advantage of the method is that knowledge of the complete stiffness and 
mass matrices of the structure were not needed. This method was applied to a single 
bay two storey portal frame structure and it was identified that the method is capable of 
locating damage accurately. In 2002, Shi et al. (2002) expanded the previous work for 
damage quantification using only a few number of lower modes. The improved 
algorithm reduces the truncation error in computation; avoids the finite-element 
modelling error in higher modes, and improves the rate of convergence in the 
computation of stiffness. The method was validated using a numerical example and the 
experimental results of a two-storey steel frame. The results demonstrated that the 
algorithm is effective and robust for quantifying structural damage. 
Kim and Stubbs (2002) expanded their method using an improved vibration-based 
damage detection algorithm. A new algorithm was formulated in order to improve the 
accuracy of identification of damage location and severity estimation by eliminating 
erratic assumptions and limits in the existing algorithms. A two span continuous beam 
was used to assess the accuracy of the damage prediction method numerically. The 
results showed that the new algorithm could improve the accuracy of damage location 
identification and severity estimation compared to the existing damage detection 
algorithms. However, the method was not validated with experimental results. 
Once the structural properties of both the baseline and damaged structure are 
determined, the damage index method is based on the relation between the material 
stiffness properties of the undamaged and the damaged member of the structure. By not 
relying on data from the undamaged structure, which in most practical cases are not 
available, this approach is readily applicable to existing structures that may already 
incorporate some amount of damage. The damage index method, however, does not 
rely on the eigenvalue/frequency information (Barroso & Rodriguez, 2004). 
Li et al. (2006) introduced a modal strain energy decomposition method for damage 
location identification of three-dimensional (3D) frame structures. This method was 
based on decomposing the modal strain energy of each structural member (or element). 
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Axial damage indicator and transverse damage indicator were calculated for each 
member to perform the identification of damage location analysis. The method required 
only a small number of mode shapes of damaged and baseline structures. A 3D five 
storey frame structure was studied numerically. The results showed that the axial 
damage indicator was able to locate damage occurring in horizontal elements, and that 
the transverse damage indicator was able to locate damage occurring in vertical 
elements. However, false positive error was generated and damage severity was not 
identified well.  
Hu et al (2006) proposed a Cross Modal Strain Energy (CMSE) method for the 
estimation of severity of multiple damaged members. The adjective “cross” indicates 
that modal strain energy-like terms are product terms extending over the baseline 
(analytical) model and the damaged (physical) structure, also extending over various 
modes. The development of the CMSE method was under the assumption that the mass 
distributions of the baseline and damaged structures were unknown, but identical. The 
structural cross strain energy between the i
th
 mode of the undamaged structure and the 
j
th
 mode of the damaged structure were used. A three dimensional five storey frame 
structure was numerically developed to test the proposed method.  The information of 
few modes of the damaged structure was required for this method. Damage was 
simulated by the decrease of elemental stiffness. The effect of modal noise on the 
damage quantification was investigated and results showed that the CMSE method 
performs well under a mild noise environment. The method was not able to identify the 
damage location. 
Choi (2007) investigated a systematic approach numerically and experimentally using 
modal based damage detection techniques. Modal strain energy based, a modified 
damage index (MDI) method was developed to identify damage in a timber beam. A 
mode shape reconstruction technique was utilized to enhance the capability of damage 
detection algorithms. The modified damage index methods were found to perform 
better than their original form for locating single and damage scenarios. This method 
was able to predict the medium and severe damage quite well but was not effective for 
the light damage.  
Wang et al.(2010) presented an improved modal strain energy correlation method 
(MSEC) where the prediction of modal strain energy change vector was differently 
obtained by running the eigen-solutions on-line in optimisation iterations. A genetic 
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algorithm was used to operate the iterative searching process. The results demonstrate 
that the improved MSEC method sufficed to meet the demand in detecting the damage 
of truss bridge structures, even when noise measurement is considered. 
Wahalathantri et al (2010) proposed strain energy based damage index which has the 
potential to improve the damage detection and localization using either one of the 
higher modes or combinations of modes. The proposed method was verified by a 
simply supported beam by introducing the damage index, β4 for damage quantification. 
It was identified that the method minimises the calculation time, cost and data storage 
requirements. 
2.8.2.4 Methods Based on Dynamically Measured Flexibility 
During the last decade, researchers have found that the modal flexibility can be a more 
sensitive parameter than natural frequencies or mode shapes alone for structural 
damage detection (Salehi et al., 2011). Pandey et al.(1994) proposed a method of 
detecting damage that is based on the difference between the flexibility matrices of the 
damaged and healthy structure. The flexibility matrix   of the undamaged structure is 
given by  
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  Equation 2.6 
where  is the modal matrix of the mass normalized mode shapes    and m is the 
number of measured mode shapes. In a similar manner, the flexibility matrix of the 
damaged structure   is obtained from  
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  Equation 2.7 
where    is the modal matrix of the damaged structure 
The difference between the flexibility matrices of the damaged and undamaged healthy 
structures is obtained from 
                                            Equation 2.8 
Only the first few modes of the structure are needed for the formulation of the 
flexibility matrix. The synthesis of the complete static flexibility matrix would require 
the measurement of all of the mode shapes and frequencies. Typically, damage is 
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detected using flexibility matrices, by comparing the flexibility matrix synthesized 
using the modes of the damaged structure to the flexibility matrix synthesized using the 
modes of the undamaged structure, or the flexibility matrix from a FE model. The 
square of the modal frequencies and the measured flexibility matrix has an inverse 
relationship, therefore this method is most sensitive to changes of the modes in the 
lower frequency range. The flexibility matrix converges rapidly with increasing values 
of frequency, which is an advantage of using flexibility instead of stiffness (Maeck & 
De Roeck, 2002). 
Reich & Park (2000) proposed a method to locate structural damages based on relative 
changes in localized flexibility properties. A decomposition procedure to an 
experimentally determined global flexibility matrix or the output signals of a vibration 
test in a substructure-by-substructure manner were applied to obtain the flexibility 
matrix. The theory was based on the partitioning of the energy functional of a discrete 
dynamic system, for which Lagrange multipliers were utilized to enforce compatibility 
constraints between neighbouring substructural regions. Validity of the proposed 
method was tested with an experimental damage detection of a bridge column model. 
Bernal (2002) presented a technique to locate damage in structures that can be treated 
as linear in the pre and post damage states. The “damage locating vector” (DLV) 
method was used to locate damage in the structure. It was assumed that the mass matrix 
was diagonal. No reference model of the structure was needed and single as well as 
multiple damage locations were investigated by numerical tests. Numerical simulations 
carried out with realistic levels of noise and modelling error illustrated the robustness of 
the technique.  
Patjawit et al. (2005) presented a method for monitoring of global weakening of a 
bridge structure. The Global Flexibility Index (GFI) was proposed as a study for 
inferring the health deterioration of highway bridges. The index was formulated using 
the spectral norm of the modal flexibility matrix, obtained from selected reference 
points that were sensitive to the deformation of the bridge structure. The modal 
flexibility matrix was evaluated from the dynamic responses at these reference points 
under forced vibration. A laboratory study was carried out using a simple steel beam 
and a reinforced concrete beam to validate the method. The results indicated that 
32 Chapter 2:Literature Review on Damage Detection Methods 
change in the GFI value was sufficiently sensitive to the global weakening of the 
structure, caused by deteriorations. 
Choi et al. (2008) developed a method to locate and evaluate localized damage in 
timber beams, using two existing algorithms. A new damage indicator was introduced 
by combining damage index and flexibility methods. Analytical evaluations were 
performed to compare and verify the ability of original and modified damage location 
identification algorithms in locating single and multiple damages in timber beams. 
Laboratory studies were also conducted to validate the effectiveness of the methods to 
locate and evaluate damage within timber beams. The results showed that the method 
was capable of simultaneously identifying damage location for up to four locations for 
a simple beam structure.  
2.8.3 Genetic Algorithm Based Method 
The genetic algorithm is one of the artificial intelligence-based optimization algorithms, 
which has been extensively developed for structural damage detection. Genetic 
algorithms have much stronger global optimization performance than gradient-based 
traditional algorithms, because these algorithms can calculate the values of objective 
function without the requirement for the continuity of the objective function. Besides, 
parallel clues in the searching process make it not only avoid falling into local minima, 
but also prove more efficient and effective (Liu et al., 2011). 
Solution of an optimization problem by GA requires five components: 
1. Encoding- This is the process where the decision variables of the optimization 
problem are assigned in a string of binary digits (1’s and 0’s) called a chromosome, 
i.e. if there are m decision variables and each decision variable is encoded in an n 
digit binary number, then a chromosome is a string of n x m binary digits. 
2. Evaluation or objective function- The objective function evaluates the given 
decision variables and returns a value. The value of the chromosome’s objective 
function determines the fitness of that chromosome. The fitness value establishes 
the probability, then a chromosome will be selected as a parent and reproduce, i.e. 
generate new chromosomes. 
3. Initialization of the population- An appropriate initialization methodology for the 
chromosome population is selected depending on the application. Typically, 
initialization of the chromosome population is a random process. 
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4. A set of operators to perform evolution between two consecutive chromosome 
populations- GA simulates the process of natural selection for parent selection, 
selecting chromosomes to create a new generation, where the fittest members 
reproduce most often. Following the parent selection, the crossover process is 
applied to recombine two chromosomes and generate two new chromosomes when 
a random value associated to this pair is greater than a predefined crossover rate. 
The crossover operation is followed by a one-point mutation, which alters one bit in 
the string (chromosome) when a random value between 0 and 1, associated to that 
bit, is greater than the predefined mutation rate. 
5. Working parameters- The working parameters are a set of predefined parameters, 
which guide the GA, such as the length of the decision variable encoded as a binary 
string, the number of chromosomes generated and operated in each generation, the 
crossover rate, mutation rate, and the stopping criterion. The crossover and 
mutation rates are assigned as real numbers between 0 and 1. The stopping criterion 
is a predefined number such as the number of iterations or a tolerance value for the 
objective function. 
Moslem et al. (2002) and Chou et al.(2001) reported some research works on structural 
damage detection using GAs, and they were successful in determining the severity and 
locations of structural damage. However, GAs-based structural damage detection 
requires repeatedly searching from numerous damage parameters so as to find the 
optimal solution of the objective function (measured data). When the measured data 
and the structural damage parameters to be determined are multitudinous, the efficiency 
of this method is often not feasible to online damage detection of in-service structures. 
Hao et al.(2002) presented a structural damage detection approach minimizing the 
objective function using a genetic algorithm with real number encoding. The objective 
function of the algorithm compared changes of the measured modal parameters, namely 
frequencies and mode shapes, from the undamaged and damaged structure with those of 
the analytical model before and after updating. Versatility was achieved in the 
methodology since a precise model of the structure was not necessary. The damage 
detection strategy compared the measured vibration data before and after damage and 
updates a finite element model of the structure such that its changes in vibration 
properties were approximately equal to changes observed in the measured vibration 
data due to structural damage. The damage detection method was applied to a 
34 Chapter 2:Literature Review on Damage Detection Methods 
laboratory tested aluminium cantilever beam and frame. Damage was introduced to the 
structure by a saw cut at one location for a severe damage case, with successful 
identification of damage location; however, false positive indications of damage were 
observed due to measurement noise and nonlinearity. 
Liu et al. (2011) conducted research on the basis of natural frequencies and mode 
shapes, which are two dynamic parameters most commonly used as damage indicators. 
A numerical simulation of a simply supported concrete beam performed by MATLAB 
software was used to obtain the experimental dynamic data in this paper. Typically, 
three different damage scenarios were taken into consideration: a simple damage 
scenario (scenario 1), a multiple damage scenario (scenario 2), and a uniform damage 
scenario (scenario 3). A universal formula for the weight coefficient values choice 
(WCCF) was proposed to provide more reference for the choice of multi-objective 
function in quadratic optimization based on preliminary analysis for practical 
application. Further, it was identified that the proposed approach can be extended by 
supplementing the preliminary analysis process, in which the notable damage 
percentage of whole structure should be defined more theoretically and accurately and 
can be obtained more effectively and precisely. 
Chou, et al. (2001) presented a method for detection and identification of structural 
damage using GA. It was demonstrated that, by using a small number of simulated 
measured static measured displacements, the proposed method is capable of 
successfully detecting the location and magnitude of the damage as well as correctly 
determining the unmeasured nodal displacements, while avoiding the complete finite 
element analysis. Furthermore it was found that the unmeasured displacements can be 
determined correctly by the GA-based method even without complete finite element 
analyses or other numerical simulations. However, increase in signal noise increased 
scatter of severity estimation, which is a negative aspect of the method. Moreover, the 
proposed method was not applied to real structures.  
As mentioned earlier, some research on structural damage detection using GAs has 
been successful in determining the severity and locations of structural damage. 
However, GAs-based structural damage detection requires repeatedly searching from 
numerous damage parameters so as to find the optimal solution of the objective 
function (measured data). When the measured data and the structural damage 
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parameters to be determined are multitudinous, the efficiency of this method is often 
not feasible to online damage detection of in-service structures (Yam et al., 2003).  
Mares et al. (1996) introduced a technique for the detection of macroscopic structural 
damage in elastic structures. Genetic algorithms were used to locate damage and 
quantification of the extent of the damage. A five bay truss structure and the cantilever 
beam were used to find the accuracy of the method. It was found that the method was 
capable of damage identification and location and quantification of damage. 
Furthermore, damage detection and location identification were successful even with 
5% signal noise. However, damage severity estimation required 8-10 modes of the 
structure. The proposed method was verified only with finite element models of the 
structures and application to real structure was not performed.  
2.8.4 Frequency Response Function Based Methods 
Frequency response function-based methods have certain advantages compared with 
modal analysis data for damage identification. As a result, there are many advantages of 
using a frequency response method in a SHM system. They can be implemented 
cheaply and FRFs can provide good insight as to the global condition of the system 
(Kessler et al., 2002). One of the limitations of the FRFs-based methods is that these 
methods provide little information about the local damage area unless large quantities 
of sensors are used. 
One of the FRF-based damage identification approach is the FRF curvature-based 
method. Basically, this method is an extension of the Pandey et al. (1991) method to all 
frequencies in the measurement range and not just the modal frequencies; i.e., it uses 
FRF data rather than just mode shape data. In fact, the method uses something like an 
“operational mode shape” defined, for each frequency, by the frequency response at the 
different locations of the structure. 
The curvature for each frequency is given by 
          
                              
  
 Equation 2.9 
where     is the receptance FRF measured at location i for a force input at location j. 
The absolute difference between the FRF curvature of the damaged and undamaged 
structure at location i, along the chosen frequency range, is calculated, for an applied 
force at point j, by 
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Equation 2.10 
Finally, one can sum up for several force location cases: 
   ∑     
   Equation 2.11 
Experimental investigations of the effects of cracks and damages on the integrity of 
structures to detect, quantify, and determine their extents and locations were done by 
Owolabi et al.(2003). Changes in the first three natural frequencies and the 
corresponding amplitudes of the measured acceleration FRFs were the parameters for 
damage identification. Experimental study was done for two sets of aluminium beams, 
consisted of seven beams.  The first set had fixed ends and the second set was simply 
supported. Cracks were introduced at seven different locations and crack depth ratios 
ranged from 0.1d to 0.7d (d is the beam depth) in steps of 0.1, at crack location. The 
acceleration frequency responses were measured at seven different points on each beam 
model. From the experimental results, it was found that the fundamental frequency 
showed a clear downward trend as the crack depth ratio increased. The amplitudes of 
the FRFs also showed a decreasing trend as the crack became larger.  
Liszkai (2003) addressed the problem of structural damage detection using linear 
vibration information contained in frequency response functions. Two types of genetic 
algorithms were implemented to solve the structured and unstructured optimization 
problem of damage detection. The proposed algorithms were evaluated on case study 
simulations for different types of structures with increasing complexity. In this study 
damage detection accuracy with noisy measurements was investigated. Case study 
results showed that the proposed damage identification method is robust, even in noisy 
measurement environments. 
Hwang et al (2004) presented methods to identify the locations and severity of damage 
in structures using frequency response function (FRF) data. A subset of vectors from 
the full set of FRFs for a few frequencies was used only and the stiffness matrix and 
reductions in explicit form were calculated. A few FRFs for different frequency values 
were used repeatedly, considering only a vector subset of the full set of FRFs. The 
method was verified numerically with a simple cantilever and a helicopter rotor blade. 
The proposed method identified the location of damage in these objects, and 
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characterized the damage to a satisfactory level of precision. It was further found that a 
few FRFs were sufficient to accurately identify the extent and location of the damage. 
Dincal (2005) investigated the performance of an existing structural damage identification 
method (SDIM) when only experimentally-obtained measurement information can be used 
to calculate the frequency response functions to detect damage. The proposed SDIM 
program, GaDamDet, used an advanced genetic algorithm to identify damage location and 
severities using frequency response functions (FRF) as response signatures. The research 
results indicated that the SDIM was able to accurately detect structural damage to 
individually damaged members or within a damaged floor, with few false damages 
identified. The comparison of performance of the proposed SDIM and various damage 
detection algorithms proved that SDIM was easy to use, visual and accurate. 
Tang (2005) explored structural damage detection using frequency response signals and 
principal component analysis. The main objective of the research was to develop a 
method to deal with uncertainties and noise which are inevitable under practical 
situations. A feature extraction/de-noising methodology based on principal component 
analysis (PCA) was presented. The directionality between an inspected signal and the 
baseline signal in the feature space was used as an index of damage occurrence. A 
series of numerical analyses are performed to characterize the detection system’s 
sensitivity and robustness. However, the method was not tested to damage 
quantification and severity estimation. 
Furukawa et al. (2006) presented a structural damage detection method using uncertain 
frequency response functions (FRFs). Hypothesis testing based on the bootstrap method 
was introduced to overcome errors due to measurement noise. The proposed method 
iteratively zoomed in on the damaged elements by excluding the elements which were 
assessed as undamaged from among the damage candidates, step by step. In order to 
confirm the proposed approach, numerical simulations using a 2D frame structure were 
used. It was found that the proposed method improved the identification accuracy in 
cases where a large amount of noise makes deterministic detection fail. 
Link (2008) developed a damage detection procedure, which directly uses the 
frequency response function (FRF). FRF data from a possibly damaged system and a 
finite element model (FEM) of the healthy system were used to form damage residual. 
This damage residual can be calculated in the presence of incomplete measurements 
and at multiple frequencies. A technique developed in this research, can be used with 
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the cases in which the input is unknown. The damages were introduced as percent 
stiffness loss of the elements, therefore only the damages affecting the stiffness 
properties of the structure were considered in this study. Simulation studies were 
performed on a truss structure in the frequency range of 0- 512 Hz. The results showed 
that the proposed method can identify multiple damage cases with noise polluted data.  
Dackermann et al.(2010b) proposed a damage identification to determine severities of 
notch-type damage in a two storey framed structure. The proposed approach utilized 
artificial neural networks, frequency response functions and in order to reduce size of 
measured FRF data, the principal component analysis technique is adopted. The method 
was verified by a laboratory and numerical two storey framed structure. A hierarchy of 
neural network ensembles was created to take advantage of individual measurement 
locations. Accurate damage detection results were obtained for all data polluted up to 
10% noise level. However the proposed approach was not tested with multiple damage 
scenarios and three dimensional structures. 
Nozarian et al. (2009) presented an element level structural damage identification 
technique using Frequency Response Function of the structures. Changes of the FRF of 
the structure due to damage were evaluated by measured natural frequencies and mode 
shape changes. Damage equations were solved by the Least Square method to achieve 
changes of structural parameters. The method was validated by numerical examples 
using the noise polluted data to prove that the proposed method can be an alternative to 
the conventional damage detection methods. It was found that in most damage cases, 
best predictions were done by higher excitation frequencies.  
Liu et al. (2009) proposed a scheme of using FRF shapes for structural damage 
localisation. Methods within this scheme included some important modifications, like 
using the imaginary parts of FRF shapes and normalising FRF shapes before 
comparison. The proposed methods have shown great potential in structural damage 
localisation. Although the FRF shape-based methods proposed had shown promises in 
structural damage localisation, it was noted that the damage-induced small 
abnormalities must be included in the measured FRF shapes to successfully locate 
damage. It was noted that proportional damping (classically damped system) was 
assumed during the deduction of FRF shape-based methods. The method was not tested 
with the non-proportional damping which was more common in structures. 
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Zou et al. (2011) presented a combined method for the benchmark structure established 
by the IASC-ASCE SHM group damage identification base on the frequency response 
functions and genetic algorithm. The reducing factors of element stiffness were used as 
the optimization variables, and the cross signature assurance criterion of the test FRF 
and the analysed FRF was used to construct the optimization object function and the 
fitness function of the Genetic algorithms. The method was verified by benchmark 
structure and the results showed that even if the serious testing noise was considered, 
the patterns of damage of the benchmark structure could be identified well. The method 
was tested with severity estimation and locating damage was not performed. 
2.8.5 Artificial Neural Network Based Methods 
Artificial Neural network (ANN) simulation is a recent development. However, this 
field was established before the advent of computers, and has survived at least one 
major setback and several eras. The neural network technique imitates the human brain 
to sort out patterns and learn from trial and error, discerning and extracting the 
relationships that underlie the data. In possession of a great capacity for learning, 
associative memorizing, reasoning and synthesizing, etc., it has demonstrated excellent 
parallel processing capability, tolerance and robustness (Jiang, et al., 2011). It can 
model complex non-linear relationships and are robust in the presence of noise. ANN 
can also effectively deal with qualitative, uncertain, and incomplete information, 
making it highly promising for detecting structural damage. The feasibility of applying 
these networks to detect structural damage has received considerable attention (Kao & 
Hung, 2003). 
The ANN based methods provide several advantages on damage detection (Bakhary, 
2008).  
 The ANN calculation is relatively fast after properly training and mathematical 
models do not need to be constructed. 
 There are no limitations on the type of vibration parameters to be used as inputs 
for ANNs. The inputs and outputs can be selected with certain flexibility 
without increasing the complexity of the training program. 
 ANN is able to detect damage correctly, even when trained with incomplete 
data. 
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 ANNs have noise filtering capability, which is useful when the data has 
measurement noise and uncertainties.  
In damage detection using the trained network, it is necessary to test the network with 
the unseen damaged cases to examine whether the network produces a good degree of 
approximations to the known outputs (Fang, et al., 2005). 
Zang et al. (2001a) proposed a structural damage detection using measured frequency 
response functions (FRFs) as input data to artificial neural networks (ANNs). The 
compressed FRFs, represented by their projection onto the most significant principal 
components, were used as the ANN input variables instead of the raw FRF data. The 
methodology was applied to the measured FRFs of a railway wheel, by grouping into x, 
y and z direction FRFs. The output is a prediction for the actual state of the specimen, 
i.e., healthy or damaged. Three different networks, each corresponding to a co-ordinate 
direction, were trained and verified using PCA-compressed FRFs. The results showed 
that, in all cases considered, it was possible to distinguish between the healthy and 
damaged states with very good accuracy and repeatability. A further advantage of this 
particular approach was found to be the ability to deal with relatively high measurement 
noise, which is of common occurrence when dealing with industrial structures.  
Ni et al.(2002) addressed construction of appropriate input vectors (input patterns) to 
neural networks for hierarchical identification of structural damage location and extent 
from measured modal properties. The applicability of the neural networks with the 
proposed input and output vectors for hierarchical identification of damage location and 
extent was verified by using the experimental results of a two-storey steel frame. The 
corresponding finite element model consisted of two-dimensional beam elements of 
equal length with semi-rigid joints. The modal properties of this frame structure in both 
intact and damaged states were measured by impact testing. The modal properties of 
the frame model in undamaged and damaged states were evaluated as training samples 
to train the neural networks. A three-layer network configuration with back-propagation 
training algorithm is adopted throughout. A tested frame structure with both single- and 
multi-damage scenarios was studied to verify applicability of the proposed training 
patterns and hierarchical identification strategy. The networks were trained by using 
finite element simulation data with considerable modelling error and then the 
analytically trained networks were applied to identify the damage location and extent 
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from experimentally obtained modal data. In both damage location and extent 
identification, the input vectors (patterns) required only a certain number of natural 
frequencies and a few incomplete modal components to be measured. It was 
demonstrated that the networks can identify the damage location(s) correctly even in 
multi-damage cases and even when the real damage level was significantly different to 
the training level. These results showed that the proposed approach provides an 
appropriate framework for neural-network-based structural health monitoring. 
A new neural network-based strategy is proposed and developed by Xu et al. (2004) for 
the direct identification of structural parameters from the forced vibration time domain 
responses of the structure without any Eigen-value analysis and extraction and direct 
optimization search process. The new strategy does not require that the parameters of a 
structure be exactly known in its undamaged state, which can be used to update the 
model and detect the damage of a practical structure. The performance and 
computational efficacy of the proposed strategy was demonstrated with several 5-storey 
shear types of frames as object structures with simulated displacement and velocity 
time histories that mimic the measured dynamic responses in practice. The effect of 
measurement noise on the accuracy of the identified parameters was investigated. A 
noise injection method was used to improve the accuracy of structures identification. 
Lee et al. (2005) presented a neural networks-based damage detection method using the 
modal properties. The differences or the ratios of the mode shape components between 
before and after damage were found to be less sensitive to the modelling errors than the 
mode shapes. Therefore these components were used as input to the neural networks. 
The effectiveness of the proposed approaches was tested on two numerical examples, a 
simple beam and a multi-girder bridge. This method was then applied to a laboratory 
bridge model and the Hannam Grand Bridge in Seoul, Korea. From the results of the 
numerical models, the researchers found that the accuracy of damage detection could 
not be guaranteed for mode shape differences and mode shape ratios, however, fairly 
good damage estimations were produced. The damage estimation was performed on a 
substructure using selective information excluding the mode shapes data near the nodal 
points for the experimental study. The method identified damage locations with good 
accuracy for all the damage cases but the estimated damage severities contained minor 
false positive errors at several locations.  
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Xu & Humar (2005) presented a new robust two step algorithm for detecting the 
location and magnitude of damage. The algorithm proposed by the authors divided the 
structural damage detection problem into two distinct sub-problems. Principles of 
structural dynamics and artificial neural networks were utilized. A modal energy based 
vibration property, known as the damage index vector, was used as the input to the 
network. The neural network was first trained using a data set obtained from the noisy 
mode shapes until it had a low sum-squared error. Subsequently, it was next trained 
with an example data set obtained from incomplete mode shapes but without error. The 
reliability of the trained networks was measured by testing the network with damage 
index vectors calculated for the various mode shape error levels and six damage 
severity ranges. The proposed algorithm was used to detect simulated damage in a 
simple finite element model of a slab and girder bridge. The damage extent was 
evaluated by a back-propagation neural network. It was observed that, for one damage 
case, the prediction and generalization capability of the trained neural network was very 
good for a damage extent greater than 10%. Unfortunately, location of the damage for 
two damage cases was not accurate. The results showed that the proposed algorithm 
was quite effective in identifying the location and magnitude of damage, even in the 
presence of measurement errors in the input data.  
Yeung & Smith (2005) investigated a damage detection procedure, using pattern 
recognition of the vibration signature. Two unsupervised neural network algorithms 
were used for the investigation. These were the Probabilistic Resource Allocating 
Network (PRAN) and the DIGNET, a self-organizing neural network. The frequency 
spectra from pairs of nodes and peaks of mode shapes were proposed as the input to the 
neural network. A finite element model of the Clifton suspension bridge more than 100 
years old was used to verify the method. All of the dynamic data for comparing 
damaged with undamaged cases was generated numerically from the finite element 
model. Noise and environmental effect were considered to simulate real conditions. The 
performance of the PRAN was superior to that of the DIGNET network. The results 
showed that the sensitivity of the DIGNET was in general proportional to the number 
of damaged joints in the structure. And also the researchers found that the sensitivity of 
the network could be increased by reducing the threshold, but at the expense of greater 
computation and increased misclassification of undamaged signals. Damage 
Chapter 2:Literature Review on Damage Detection Methods 43 
identification rate of about 70% was achieved even with a moderate amount of noise 
added to the dynamic response signals.  
Yuen & Lam (2006) developed a mathematically rigorous method to select the optimal 
class of ANN models for a given set of input target training data by using the Bayesian 
probabilistic method. Two phases of damage detection were used to reduce the required 
computational power and database space. In the first stage, damage identification was 
identified using an ANN with damage signatures as the ANN inputs. In the second 
stage, the severity of the damage identified in the first stage was estimated using 
another ANN with modal parameter changes as the ANN outputs. The proposed 
damage detection methodology was demonstrated using a five storey building. It was 
assumed that the structure was classically damped with 2% damping ratio for all 
modes. Damage was defined as the reduction of inter storey stiffness. Trained artificial 
neural networks were tested with single damage, double damage cases with the same 
damage extents and double damage cases with different damage extents. The trained 
ANN successfully located the damage location in all cases with single damage. The 
proposed damage detection method successfully located the two damage locations in all 
damage cases. However, when two damage extents were significantly different, only 
the location with larger damage extent was indicated by the ANN output. 
Xu & Humar (2006) presented a new robust two-step algorithm to locate damage and to 
determine magnitude of damage. In the first step, the modal energy based damage index 
was utilized to locate the damage and in the second step of the algorithm an Artificial 
Neural Network technique was used to determine the magnitude of damage. A finite 
element model of a girder and a similar model of a real bridge named Crowchild Bridge 
located in Alberta, Canada were used to find the effectiveness of the proposed 
algorithm. Two single and one double, damage cases were tested. Measurement errors 
were simulated by adding different levels of random noise (up to 5%) to the mode 
shapes. The authors found that modal energy based damage indices are quite effective 
in predicting damage in a girder model. However, when the modal energy is determined 
from translational modes, the numerical differentiation involved in obtaining the 
curvatures magnified the measurement errors and introduced uncertainty in the 
prediction. Furthermore, results showed that curvature modes provided a more robust 
means of locating damage even when significant measurement errors exist.  
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Wen et al.(2007) presented an artificial neural network (ANN) approach for detecting 
structural damage adopting an unsupervised neural network which incorporates the 
fuzzy concept (named the unsupervised fuzzy neural network, UFN). This study 
verified the proposed model using an example involving a five-storey frame building. 
The effects of measured noise and the use of incomplete modal data were introduced to 
inspect the capability of the proposed detection approach. The location of the structural 
damage was then identified using the UFN according to the measured data. 
Additionally, the simulation results of well-known back-propagation network (BPN) 
and UFN were compared. The analysis results indicated that the use of fuzzy 
relationship in UFN made the detection of structural damage more robust and flexible 
than the BPN. 
Gonzalez & Zapico (2008) developed a method for damage identification of buildings 
with steel moment frame structures. The method mainly consisted of two stages. The 
initial one was calibrating the undamaged structure and the second one was the 
identification of the damaged structure after an earthquake. The inputs to the ANNs 
were the first flexural modes such as natural frequencies and mode shapes and outputs 
were the spatial variables like mass and stiffness. Data for neural network training was 
obtained from a simplified finite element model of a five storey building. A damage 
index at each storey was determined by comparing the initial and final stiffness. Their 
proposed method was successful in determining damaged storeys of the building. It was 
found that the method was quite sensitive especially to mode shape errors. Furthermore 
it was identified that in order to obtain absolute values of damage identification, the 
coefficient of variation of modal errors should be less than 0.1% for natural frequencies 
and 0.02% for mode shapes. 
Mehrjoo et al.(2008) presented a method for estimating the damage intensities of joints 
for truss bridge structures using a back-propagation based neural network. A sub-
structural identification technique was employed to overcome the issues associated with 
many unknown parameters in a large structural system. The natural frequencies and 
mode shapes were used as input parameters to the neural network for damage 
identification, particularly for the case with incomplete measurements of the mode 
shapes. Numerical example analyses on truss bridges are presented to demonstrate the 
accuracy and efficiency of the proposed method. In the proposed approach, the location 
and severity of damages in joints location of truss bridges could be found with 
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precision. The sub-structuring technique was found to be very efficient in reducing the 
number of unknown damage parameters to be estimated. Multi Layer Perceptron 
network architecture was sufficient for the identification of damage location and 
severity in truss bridges. Furthermore, research outcomes showed the applicability of 
the present method for the identification of large structural systems. 
Lam & Ng (2008) presented a pattern recognition approach to structural damage using 
an ANN as a systematic and efficient tool for matching measured and calculated pattern 
features. An extended Bayesian ANN design algorithm was proposed for real-time 
design of ANNs that considers both the optimal number of hidden neurons and the 
activation function in the hidden layer. One of the main objectives of this research was 
to compare the performance of modal parameters and Ritz vectors in structural damage 
detection using pattern recognition. The proposed ANN design and structural damage 
detection methods were verified using the first five cases of the Phase I IASC–ASCE 
SHM benchmark study. The results also showed that the performance of ANNs trained 
by modal parameters was slightly better than that of ANNs trained by Ritz vectors.  
Niu & Ye (2009) presented an application of traditional neural networks (TNN) on the 
damage detection of steel bridge structures. The issues relating to the design of network 
and learning algorithm were addressed and network architectures developed with 
reference to trussed bridge structures. The training patterns were generated for multiple 
damaged zones in a structure. The results of simulation show that the algorithm was 
suitable for structural identification of bridges where the measured data are expected to 
be imprecise and often incomplete. Matlab toolbox was used in the neural network with 
a selection of the number of layers used, the number of input neurons, the number of 
neurons in internal layers (hidden neurons), the number of output neurons, the learning 
parameter, the momentum parameter, and the average system error (ASE). 
Yanfei (2009) introduced an efficient bridge damage detection algorithm by combining 
FRF data reduction via the PCA with the use of the self-organizing map (SOM) neural 
network. The methodology was used to identify the location and extent of the multi-
damage of steel box girder structure. It was found that this technique has the capability 
to cope with incomplete FRF data obtained from a few sensors. Because of the 
limitation of the experimental condition, the number of FRFs was small compared with 
the number of damage modes and thus the application was not perfect. 
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Park et al (2009) proposed sequential approaches for damage detection in beams using 
time-modal features and artificial neural networks. The proposed sequential approaches 
mainly consisted of two phases: time-domain damage monitoring and modal-domain 
damage estimation. In the first phase, an acceleration-based neural networks (ABNN) 
algorithm was designed to monitor the occurrence of damage in a structure by using 
cross-covariance functions of acceleration signals measured from two different sensors. 
By using the acceleration feature, the ABNN was trained for potential damage 
scenarios and loading patterns which are unknown. In the second phase, a modal 
feature-based neural networks (MBNN) algorithm was designed to estimate the 
location and severity of damage in the structure by using mode shapes and modal strain 
energies. The feasibility and the practicality of the proposed methodology were 
evaluated from numerical tests on simply supported beams and also from laboratory 
tests on free-free beams. Also, the proposed approaches were experimentally evaluated 
from laboratory tests on a free-free, aluminium beam for which actual loading histories 
were unknown. By using the modal feature, the MBNN was trained for potential 
damage scenarios. In the first phase, by implementing the ABNN algorithm, the 
damage occurrence and its locations could be correctly alarmed. In the second phase, 
by implementing the MBNN algorithm, the damage locations and their severities could 
be accurately estimated in the test beam by using the first four mode shapes and their 
corresponding modal strain energies measured from seven sensors. However, the 
proposed sequential approaches should be extended by considering optimal sensor 
locations, modelling uncertainties and ambient test conditions. 
Bagchi, et al (2010) investigated a number of problems in the application of VBDI 
technique because of the large number of degrees of freedom which did not correspond 
to the sensor locations, and highly non-uniform distribution of stiffness due to a number 
of disparate elements in the FE model. This study demonstrated that a neural network 
trained with simulated data from FE analysis could be used to determine the damage 
severity in the girder model of a bridge. The reliability of the damage estimate 
depended on the amount of the error in the measured mode shapes and the damage 
severity level. It was further noticed that the generalization capability of the trained 
network was reliable even for significant errors in the measurement data. Further study 
is needed to improve the prediction accuracy for lower damage levels and to find 
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efficient optimal network architecture, optimum size of the training data set and an 
effective training algorithm. 
2.9 Damage Detection Summaries 
In the following section, the damage detection methods reviewed in this chapter are 
compared in tabular form with an investigation into the positive and negative aspects. 
These methods are evaluated considering the methods ability to withstand signal noise, 
environmental variations, modelling uncertainties, capable of multiple damage 
detection and low severity damage estimation. 
Although no specific damage detection procedure displays a significant advantage over 
their respective counterparts, it is observed that the method utilizing FRFs as input 
parameter to ANNs training along with principal component analysis (PCA) for data 
reduction and noise elimination has recently become the most dominant approach in 
identifying, locating and estimating the severity of damage. The methodology was 
investigated by many researchers (Dackermann et al., 2010a; Dackermann, et al., 
2010b; Ni, et al., 2006; Zang et al., 2001; Zang & Imregun, 2001b) and applied to 
numerical FEM and experimental structures. However, given its applications and 
advantages, the minimum required amount of measurements and effect of signal noise 
with low severity damages are still problematic.  
It is noted that a number of methodologies that have been reviewed in this chapter 
demonstrate the ability to identify, locate and estimate the severity of damage in 
structures with numerical simulations. However, the absence of field validations 
diminishes their performance with signal noise, environmental variations and 
uncertainties, thus limiting their potential for damage detection. Furthermore, machine 
learning techniques continue to receive a significant amount of research in the area of 
structural damage detection also showing an ability to identify, locate and estimate 
damage severity. However, researchers are still focusing on developing a method which 
has robustness with field measured data. Summaries of positive and negative aspects of 
damage detection methodologies are tabulated in the following Tables. 
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Table 2.3 Frequency based damage detection methodologies 
Author Positive Aspects Negative Aspects 
Ndambi, et al.(2002)  Capable of damage 
detection 
 Incapable of damage 
location identification 
Garescì, et al.(2006)  Capable of damage 
location identification 
 Required an appropriate 
choice of chromatic scale 
for the graphic output  to 
obtain clear evidence of 
damage 
Kim & Stubbs (2002)  Capable of identifying 
damage location with a 
relatively small error 
 Capable of damage 
quantification at the 
mid-span 
 Accuracy of the damage 
quantification decreased 
for the damage at the 
quarter-span 
Kim, et al.(2007)  Capable of damage 
identification from the 
same temperature 
condition 
 Incapable of damage 
identification with 
different temperature 
conditions 
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Table 2.4 Damage detection utilizing Mode shapes 
Author Positive Aspects Negative Aspects 
Stubbs, et al.  
(2000) 
Stubbs & 
Kim 
(1996) 
 Capable of identifying, locating and 
quantifying damage 
 Applies statistical model 
(hypothesis testing) to differentiate 
between damaged and undamaged 
areas 
 Damage characterization using 
individual mode shapes 
 Field application and verification of 
methodology on reinforced concrete 
bridge structures 
 Procedure for acquiring baseline 
modal properties of existing 
structure 
 Method for evaluation of system 
reliability 
 Most developed and applied 
damage detection procedure 
 Dependant on 
experimentally calibrated 
numerical model 
 Effect of signal noise or 
not explicitly addressed 
 No definition of required 
minimum number of 
mode shapes for accurate 
damage characterization  
 
Kim & 
Stubbs 
(2002) 
 Capable of identifying, locating and 
quantifying damage 
 Able to use individual mode shapes 
 Able to identify damage location 
and size without the need to solve 
system of equations 
 
 No field validation 
studies 
 Presence of signal noise 
not addressed 
 No definition as to 
minimum number of 
mode shapes for accurate 
damage characterization 
Hu &Afzal 
(2006) 
 
 Capable of identifying, locating and 
quantifying damage without prior 
known knowledge of the intact 
beam 
 Capable of identifying 
two damage case only 
with equal spacing and a 
similar level of damage 
Kim et al. 
(2005) 
 Capable of resolving the singularity 
problem near the inflection points  
 Able to detect damage without 
knowledge about mass density, 
applied axial force or foundation 
stiffness 
 Capable of identifying, locating and 
quantifying damage directly by the 
inspection of damage indicator 
 Need of dense grid 
measurement for good 
accuracy 
 Prerequisite of the mode 
shapes for the accurate 
damage detection 
Ismail, et al. 
(2006) 
 The technique independent on 
undamaged or datum state data 
 
 Apply to single damage 
scenarios only  
 Very poor indication of 
damage when the 
damage is closer to the 
supports the procedure 
produces  
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Table 2.5 Damage Detection Utilizing Genetic Algorithms 
Author Positive Aspects Negative Aspects 
Chou & 
Ghaboussi, 
(2001) 
 
 Capable of damage identification 
and locating 
 Does not require solving system 
of equation in finite element 
method 
 Use measured displacements 
without the need for additional 
processing  
 Increase in signal noise 
increase scatter of severity 
estimation 
 No application to real 
structures 
Mares & 
Surace 
(1996) 
 Capable of damage identification, 
locating and quantification 
 Successful damage identification 
and location identification in 5% 
signal noise 
 Damage severity 
estimation requires 8-10 
modes of structure 
 No application to real 
structures 
Hao & Xia 
(2002) 
 Flexibility in terms of accuracy of 
FEM 
 Capable of damage identification, 
locating and quantification 
 Signal noise in 
measurements results in 
false-positive indications 
 Underestimates damage 
severity 
 Weighting factors for 
contribution of frequencies 
and mode shape 
measurements not clearly 
defined 
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Table 2.6 Frequency Response Function based damage detection method 
Author Positive Aspects Negative Aspects 
Tang (2005)  Capable of damage detection 
with noise polluted data 
 The method was not tested 
for damage quantification 
and severity estimation 
Link (2008)  Capable of identifying multiple 
damage cases with noise 
polluted data  
 Experimental validation  of 
the method was not 
performed 
Nozarian & 
Esfandiari 
(2009) 
 Capable of damage location 
identification and quantification  
 Best prediction was done 
by higher excitation 
frequencies.  
 The method was validated 
only by numerical 
examples 
Liu et al.  
(2009) 
 Have a great potential in 
structural damage localisation 
by assuming proportional 
damping 
 The method was not tested 
with the non-proportional 
damping 
 The damage-induced small 
abnormalities must be 
included in the measured 
FRF shapes to successfully 
locate damage 
Zou et al.(2011)  Capable of severity estimation 
with noise polluted data 
 Locating damage was not 
performed. 
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Table 2.7 Damage detection utilizing Artificial Neural Networks 
Author Positive Aspects Negative Aspects 
Zang & 
Imregun 
(2001b) 
 Capable of identifying and locating 
damage 
 Damage location identification in 
the presence of 5% signal noise 
 FRF data reduction to reduce 
computational noise 
 Unable to estimate 
damage severity 
 Increasing the number of 
PCs in analysis does not 
improve results because 
of increased 
susceptibility of signal 
noise 
Barai & 
Pandey(1995) 
 Capable of damage identification 
 Capable of identification with 
incomplete information with 
TDNN procedure 
 Application to numerically 
simulated steel bridge 
 Incapable of locating 
damage or severity 
estimation 
Hung & Kao 
(2002) 
 Use of neural network for system 
identification approach to acquire 
characteristics of undamaged and 
damaged states of structure 
 Capable of damage identification 
and locating damage 
 Able to detect damage scenarios 
for which specific training has not 
been implemented 
 Systems identification 
requires displacement, 
velocity and acceleration 
in addition to 
quantification of input 
source 
 Incapable of severity 
estimation 
 Signal noise and reducing 
noise were not addressed 
Ko, et al. 
(2002) 
 Able to detect damage with a 
combined use of the modal 
flexibility index and the modal 
curvature index  
 
 Incapable of severity 
estimation with low 
severe damage 
 Unable to perform 
accurate damage 
identification when 
damage located near the 
support area  
Ni, et al. 
(2002) 
 Capable of identifying the damage 
location(s) correctly even in multi-
damage cases 
 
 Satisfactory evaluation of 
damage location depend 
on number of sensors 
distributed along the 
structure 
 
Yuen, et al. 
(2006) 
 Capable of identifying multiple 
damages 
 Incapable of locating 
damages with smaller 
damage extent when two 
damage extents were 
significantly different 
Yeung& 
Smith(2005) 
 Capable of identifying damages in 
the presence of noise 
 Damage identification 
accuracy is about 70%  
Mehrjoo et  Suitable for damage identification  The method was tested 
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al.(2008) of large structural systems only with numerical data 
Park et 
al.(2009) 
 Able to identify damage locations 
and severities 
 Method was not tested 
with modelling 
uncertainties and ambient 
test conditions 
Niu& Ye 
(2009) 
 Suitable with imprecise and 
incomplete data 
 Measurements from few locations 
are sufficient 
 Percentage average error 
for structural stiffness 
identification was very 
high 
Bagchi, et al 
(2010) 
 Reliable even with significant 
errors in the measurement data 
 Incapable for identifying 
lower damage levels 
 
2.10 Summary 
This chapter presented a review of literature related to damage detection of civil 
engineering structures over the past three decades. It is clear that a wide range of 
dynamic based parameters have been used by researchers for damage identification and 
condition assessment of structures. From the review, it is found that damage 
fingerprints derived from natural frequency and mode shape of the structure are the 
most popular parameters to identify the damage as these two quantities are easy to 
determine, with a relatively high level of confidence and relatively low cost. However, 
the frequency based method is limited because of many reasons. Damage which creates 
low frequency requires very precise measurements (Doebling, et al., 1998). Significant 
damage may cause very small changes in natural frequencies particularly for larger 
structures; these small changes may be undetected due to measurement errors. Also, 
these methods cannot distinguish damage at symmetrical locations in a symmetric 
structure. Changes in mode shapes are much more sensitive to local damage when 
compared to changes in natural frequencies. 
Due to complexity of large structures and susceptibility of measured modal data to 
signal noise, damage detection algorithms in the form of optimization problems and 
decision making programs have evolved, employing machine learning techniques, 
namely genetic algorithms and artificial neural networks. Further, artificial neural 
networks (ANNs), have pattern recognition and classification capability and also they 
can effectively deal with qualitative, uncertain, and incomplete information, making it 
highly promising for detecting structural damage. 
In recent years, the use of frequency response functions (FRFs) has gained more 
attention as a signal processing technique because of their many advantages. FRFs 
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require a small number of sensors and in situ measurements are straight forward, 
therefore among all the dynamic responses, the FRF is one of the easiest to obtain in 
real time. Measured FRF data are usually obtained from vibrational testing, therefore 
these data provide information of structural dynamic behaviour. Depending on the 
vibration properties and tools available for structural health monitoring, appropriate 
damage detection is critical to the level and quality of evaluation conducted on the 
structure. Important considerations when selecting damage detection methodologies are 
the following: 
Four levels of stages in damage detection approach: Level 1, level 2, level 3 and level 
4. Currently no damage detection methodologies have been observed in literature, 
which incorporate a strategy for evaluation of the remaining useful life of the structure. 
1. Demonstrated capability of the damage detection level via numerical simulation in 
the presence of signal noise and reduced measurements. 
2. Demonstrated capability of the damage detection level via experimental validation in 
the laboratory in the presence of signal noise and reduced measurements. 
3.  Validation of the damage detection algorithm to field data of large civil structures. 
Based on the above criteria and an evaluation of the advantages and disadvantages of 
the reviewed techniques, FRFs are selected as the most suitable damage detection, as 
modal data are not required for damage detection. It is decided to utilize ANNs with 
FRFs as ANNs are capable of learning and predicting the functional mapping between 
inputs and outputs of a set of training data. Table 2.8 shows a summary of advantages 
and disadvantages of damage detection strategies as discussed in this chapter. 
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Table 2.8 Advantages and Disadvantages of damage detection strategies 
Technique Advantages Disadvantages 
Frequencies  Capable of damage 
identification 
 Simplest derived modal 
parameter 
 Low sensitivity to 
damages with small 
severities 
 Incapable of distinguishing 
damage at symmetrical 
locations 
 Sensitive to environmental 
changes 
Mode Shapes  Contain spatially related 
information, thus damage 
location is readily available 
 Large number of 
measurement locations 
required to accurately 
characterize mode shapes 
 Lower modes are less 
sensitive to damages 
 Sensitive to environmental 
noise 
Matrix Update 
Methods (Matrix 
Optimization) 
 Resolving system matrix 
provides damage location 
and severity 
 Most precise solution is an 
approximation since all 
modes of a structure 
cannot be measured 
Genetic 
Algorithms 
 Capable of solving large 
complex problems for 
optimal solutions 
 Optimization begins from a 
population unlike 
traditional methods which 
initiate from a single point 
 Operates in the presence of 
uncertainty and insufficient 
information 
 Dependant on validity of 
the objective function 
 Appropriate size of 
population, cross over rate 
and mutation rate not 
clearly defined for 
structural problems 
Frequency 
Response Function 
based methods 
 Requires inputs from only a 
few sensors located on the 
structure 
 Less error prone than 
modal data 
 Consist of large number of 
data sets 
 Sensitive to measurement 
noise and environmental 
fluctuations 
Artificial Neural 
Networks 
 Able to solve complex 
problems difficult to model 
and mathematics 
 Flexibility available in 
feature used for damage 
detection 
 Uncertainty in assigning 
weights to connections 
between layers 
 Training networks require 
prior knowledge of 
damage mechanisms in the 
system 
 Potential convergence 
instability with large 
quantities of data 
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Chapter 3: Introduction to Artificial Neural Networks 
and Frequency Response Functions 
3.1 Introduction 
Background information on artificial neural networks, principal component analysis, 
substructure method and frequency response functions is presented in this chapter. 
These four specific principles are chosen and combined for this study to exert their 
individual advantages and to make the proposed approach unique and better than 
existing ones to advance the knowledge base. FRFs have been selected as the damage 
identification parameter as there are many advantages of using FRFs. However, there 
are some obstacles in using FRFs for damage identification, such as the large size of the 
FRF data and sensitivity to noise. To overcome this challenge, a data reduction 
technique PCA is utilized to extract main features from FRFs and then to reduce size of 
data set. Finally, ANNs, which have excellent pattern recognition capability, are 
utilized in this research to map pattern changes from FRFs data to damage 
characteristics. As for large building structures, the main challenges are that data 
measurement and identification of an entire structure are not easy and computation time 
required for convergence increases dramatically. Therefore, along with the three-stage 
ANN method, substructure technique is used to reduce number of input patterns to 
neural network training.  
The chapter opens with an introduction of neural network models. Afterwards, an 
overview of neural model and artificial neural network architectures are discussed. 
Creating the training samples and training the neural network are then explained, 
followed by information about the substructure method and principal component 
analysis. Finally, it provides available excitation methods and the method of estimation 
of frequency response functions. 
3.2 Neural Network Models 
Computational Intelligence (CI) is a set of Nature-inspired computational 
methodologies and approaches to address complex real-world problems as it is simple, 
accurate and flexible. Components of CI are Artificial Neural Networks, Fuzzy Logic 
and genetic algorithms. The development of ANNs began in 1943 by Warren 
McCulloch and Walter Pitts. Hebb, Rosenbellat, Widrow, Kohenon, Anderson, 
Grossberg and Carpenter are some pioneering researchers on ANNs (Jabbari & Talebi, 
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2011). The fundamental revolution in this area happened in the 1980s, as a result of the 
introduction of the Hopfield neural network, by John Hopfield, and Back Propagation 
Algorithm, by David Rumelhart and James McLand. Application areas of ANNs 
include Civil Engineering, Physics, Neurophysiology, Biomedical Engineering, 
Electrical Engineering and Robotics. 
During its development, artificial intelligence has been moving toward new methods of 
knowledge representation and processing that are closer to human reasoning. In this 
regard, a new computational paradigm has been established with many developments 
and applications, named artificial neural networks. An artificial neural network, or 
simply a neural network, can be defined as a biologically inspired computational 
model, which consists of a network architecture composed of artificial neurons. This 
structure contains a set of parameters, which can be adjusted to perform certain tasks. 
Now, many more types of neural networks have been designed and used. Neural 
networks can be classified into several types based on the learning technique used, and 
the selection of a type is dependant mainly on the problem to be solved. The neural 
networks can take several forms, such as feed forward (FF) Neural Networks, backward 
propagation (BP) networks, Kohonen networks, radial basis function networks, 
Hopfield networks and Elman networks (Bishop, 1994). A Diagram of neural networks 
is shown in Figure 3.1. From all that kinds of neural network, the multilayer perceptron 
is a very important one, and much of the literature in the area is referred to it. 
Traditionally, the learning problem for the multilayer perceptron has been formulated in 
terms of the minimization of an error function of the free parameters, in order to fit the 
neural network outputs to an input-target data set. In that way, the learning tasks 
allowed are data modelling type problems, such as function regression, pattern 
recognition or time series prediction. 
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Figure 3.1 Types of neural networks (Jabbari & Talebi, 2011) 
SOM - Self-organizing map 
ART - Adaptive Resonance Theory 
3.3 Neuron Model 
A neuron is the information-processing unit of the neural network, much like the brain 
in human beings (Beale et al., 2007; Hagan et al., 1995; Haykin, 1999). Figure 3.2 
shows a block diagram of the neuron. The neuron consists of three main parts: A set of 
weights, which connects the input signal (  ) to the neuron via a set of weights    an 
adder   which sums up the input signals, weighted by the respective synapses of the 
neuron and an activation function,     ) for limiting the amplitude of the output of the 
neuron. At times a bias (  ) is added to the neuron to increase or decrease the net 
output of the neuron. Mathematically (Haykin, 1999) a neuron k is described as 
                                                              ∑        
 
                                        Equation 3.1 
                                                                                                              Equation 3.2 
where, 
                           are the input signals 
                    are the weights for neuron k 
                                            is the bias 
                                            is the adder or the linear combiner 
                                           is the activation function 
                                             is the output signal of the neuron 
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Figure 3.2 Non-linear model of a neuron (Haykin, 1999) 
Humans and other animals process information with neural networks. These are formed 
from trillions of neurons (nerve cells) exchanging brief electrical pulses called action 
potentials. Computer algorithms that imitate these biological structures are formally 
called artificial neural networks to distinguish them from the functionally associated 
neurons inside of animals. The first journal article on civil/structural engineering 
applications of neural networks was published by Adeli & Yeh (1989) in Computer-
Aided Civil and Infrastructure Engineering journal. Since then, a large number of 
articles have been published on civil engineering applications of neural networks. Most 
of these articles deal with some type of pattern-recognition or learning problem (Adeli, 
2001). 
3.3.1 Classifying ANNs 
ANNs can be classified in two ways. One way is based on the number of layers: single 
and multilayer networks. Also ANNs can be categorized to feed-forward and feedback 
networks, based on the direction of information and processing. In a feed-forward 
network nodes in each layer are only connected to those in the next and signals pass 
from input part of the network to the output side. But in a feedback network, nodes in a 
layer are connected to each other and data flows in both forward and backward 
direction. 
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3.3.1.1 Single Layer Feed-forward Network 
 
Figure 3.3 Single layer feed-forward network (Haykin, 1999) 
Single layer network is the simplest form of the feed-forward network. (Haykin, 1999), 
shown in Figure 3.3. As illustrated in the figure, there are no hidden layers in single 
layer feed forward neural networks. Accordingly, nodes of input layer are directly 
connected to the output layer.  
3.3.1.2 Multi-Layer Feed-forward Network 
A Multi-Layer feed forward network is commonly used by researchers. The feed-
forward network consists of one or more hidden layers between the input and the output 
layer. (Haykin, 1999).In this network, each node in a layer is fully connected to all 
nodes in the previous layer and the output of a layer makes the input of the next one 
(Jabbari & Talebi, 2011). A typical multi-layer network is shown in Figure 3.4, 
consisting of an input layer with ten nodes, one hidden layer with 4 neurons, and an 
output layer with 2 neurons. 
 
Figure 3.4 Multi-layer feed-forward network (Haykin, 1999) 
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3.4 Artificial Neural Network Architectures 
Increased attention has been especially directed to finding the best architecture. This is 
justified not only by the fact that it is directly associated with the model’s performance 
but also because there is no theoretical background as to how this architecture will be 
found or what it should look like. The most typical method followed is a repetitive trial-
and-error process, during which, many different architectures are examined and 
compared to one another. This process is very time-consuming and is mainly based on 
the human expert’s past experience and intuition, thus involving a high degree of 
uncertainty. Despite the increased level of research activity, the described problem has 
not yet been answered definitively (Benardos & Vosniakos, 2007). 
Artificial neural networks are constructed imitating the human nervous system. They 
consist of a complex interconnection of simple units, called neurons. One neuron 
influences another’s behaviour through a weight. Each neuron simply computes a 
nonlinear weighted sum of its inputs, and transmits the result over its outgoing 
connections to other neurons. The behaviour of the network depends largely on the 
interaction between these neurons. The neural network consists of several layers of 
neurons, which include the input layer, hidden layer or layers and output layer. The 
input/ output relationship of the networks can be nonlinear, as well as linear (Park, et 
al., 2009). The input layer takes the input data and distributes them to the hidden 
layer(s). The hidden layers do all the necessary computation and transmit the results to 
the output layer, which shows the final result to the user. 
There are five elements that comprise the ANN’s architecture: 
1. The number of layers. 
Neurons are usually organized into groups called layers. 
2.  The number of neurons in each layer. 
Different layers can have different number of neurons. Each neuron behaves as an 
independent element of processing with very simple functioning. It carriers out the 
weighted addition of the signals received from other neurons connected to it. 
3.  The transfer functions of each layer. 
4.  The weights and biases 
5.  The training algorithm (because this determines the final value of the weights and 
biases). 
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3.4.1 The Number of Layers 
A layer, whose output is the network output, is called an output layer; other layers are 
called hidden layers. When using a back-propagation network, one of the most 
important configuration issues is to select the optimum number of hidden layers. An 
optimum number is dependent on the complexity of the problem, the number of 
training cases, the amount of noise in the target and the utilization of over fitting 
regularizations. A network with too many hidden units tends to memorize the training 
cases, which leads to a low training error but a high generalization error due to over-
fitting and high variance. Two hidden layers are recommended for most structural 
problems (Masri et al., 1996). Hecht-Nilsen (1987) proved that a network with one 
hidden layer could compute any arbitrary function of its inputs. Most practical neural 
networks have just two or three layers; four or more are rarely used.  
3.4.2 Layer Neurons 
Another problem is the selection of the number of neurons in various layers. In fact, 
there are few problems for which one can predict the optimum number of neurons 
needed in a hidden layer. This problem is an active research area. The number of inputs 
to the network is determined by the problem and the number of neurons in the output 
layer will be coincident with the number of problem outputs. Choosing the right 
number of hidden nodes is the most interesting and complicated aspect of network 
configuring. Different theories have been proposed such as  
1. Hecht-Nielsen: use 2N+1 hidden nodes, where N is the number of elements in 
the input vector (Hecht-Nielsen, 1987). 
2. Lippmann: the maximum number of hidden nodes is T* (N+1), where T is the 
number of output neurons and N is the number of elements in the input vector. 
3. Kudrychi: the maximum number of hidden nodes is T*3. 
4. The number of hidden nodes is equal to the geometric mean of the number of 
elements in the input vector and the number of neurons in the output layer. 
Masters (1993)suggests the geometric pyramid rule, which states that, for many 
practical networks, the number of neurons follows a pyramid shape, with the number 
decreasing from input toward the output.  
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3.4.3 The Transfer Function 
The transfer function may be linear or non-linear. Existing transfer functions are 
described below.  
3.4.3.1 Hard limit transfer function 
 
Figure 3.5Hard limit transfer function(Hagan, et al., 1995) 
The output of the neuron is 0 if the function input is less than 0 or 1 if its input is 
greater than or equal to 0.  
        
       
       
 Equation 3.3 
Neurons with a hard limit transfer function are used to classify inputs into two distinct 
categories.  
3.4.3.2 Pure linear transfer function 
Occasionally, the linear transfer function purelin is used in back-propagation networks.  
 
Figure 3.6Pure linear transfer function(Hagan, et al., 1995) 
The pure linear transfer function gives an output that is equal to its input; in other 
words, it just passes the activation level directly as the output.   
       Equation 3.4 
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3.4.3.3 Logistic sigmoid transfer function 
The logistic sigmoid transfer function, takes the form of 
     
 
       
 Equation 3.5 
The logistic sigmoid transfer function takes the input, which may have any value 
between plus and minus infinity, and squashes the output into the range 0 to 1.  
 
Figure 3.7 Logistic sigmoid transfer function(Hagan, et al., 1995) 
Multilayer networks often use the log-sigmoid transfer function logsig. The function 
logsig generates outputs between 0 and 1 as the neuron's net input goes from negative 
to positive infinity. 
3.4.3.4 Tan- Sigmoid transfer function 
Alternatively, multilayer networks may use the tan-sigmoid transfer function tansig that 
generates outputs between -1 and +1. 
 
Figure 3.8Tan sigmoid transfer function(Hagan, et al., 1995) 
                                                                      Equation 3.6 
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3.4.4 The Weights and Biases 
The weights are used to scale the inputs received by a neuron from other neurons or 
from input to the network. The bias is much like a weight, except that it has a constant 
input of 1. The ANN can be designed with or without biases; however, the networks 
with biases will be more powerful than those without biases. During training, ANN 
adjusts the weight matrix and bias vector according to a specified learning algorithm.  
3.4.5 Back Propagation Neural Network and Training Algorithm 
The perceptron learning algorithm, Hebbian learning algorithm, back propagation 
algorithm and Widrow-Hoff learning algorithm are developed feed forward neural 
networks. Among these algorithms, the back propagation algorithm is capable of 
solving non-linearity separable pattern classification problems; it was first popularized 
and widely used by Hagan et al. (1995). It consists of one output layer of neurons and 
one or more intermediate layers, referred to as hidden layers. The number of neurons in 
individual layers may be different, and they may each have a different transfer function. 
Training is usually done by iterative updating of weights, usually employing the 
negative gradient of a mean-square error function (Zweiri et al., 2003).  
The BP algorithm basically involves two phases. The first one is the forward phase 
where the activations are propagated from the input to the output layer. The second one 
is the backward phase where the error between the observed actual value and the 
desired nominal value in the output layer is propagated backwards in order to modify 
the weights and bias values. The inputs and the outputs of training and testing sets must 
be initialized before then training a feed forward network (Caglar et al., 2008). 
A brief description of the back propagation algorithm is presented in the following. 
Back-propagation adjusts the weight matrix according to the equation of the following 
form: 
                                                            Equation 3.7 
where    represents a search direction and the positive constant α is the learning rate 
used to determine the length of the step. When the weight matrix or bias vector is 
updated iteratively, the performance function should decrease, that is, 
                                                                            Equation 3.8 
In the back propagation training algorithm, the performance function is given by, 
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        (            )
 
(            ) Equation 3.9 
where a (k) is the output of the neural network, and       is the corresponding target 
output at iteration k. 
Applying the Taylor series expansion to the performance function, and only 
considering the first-order term, we have,  
                                                                
             Equation 3.10 
where   is the gradient of the performance function at point  , so that 
                                                       ׀                                                         Equation 3.11 
To make sure that         is less than       , the second term in the Taylor series 
expansion must be negative, that is, 
                                                            
        
        Equation 3.12 
                                                                        
                                               Equation 3.13 
When    points in the steepest descent direction, namely, 
                                                                                                                         Equation 3.14 
therefore,  
                                                                                                         Equation 3.15 
Similarly, for the bias vector, we have, 
                                                                                                                 Equation 3.16 
For a specific weight or bias in the m
th
 layer, the above equations will reduce to,  
                                                   
           
      
  
     
  Equation 3.17 
                                                         
        
      
  
   
  Equation 3.18 
For multiple layer neural networks, we use chain rule to find the derivatives in the 
above equations. 
  
     
  
 
   
  
   
 
     
  Equation 3.19 
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  Equation 3.20 
Where   
  is the net input to the i
th
 neuron in the m
th
 layer given by, 
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  Equation 3.21 
                                                
  ∑     
 
    
   
  
      
  Equation 3.22 
thus, we obtain, 
   
 
     
    
    
Equation 3.23 
    
 
   
        
Equation 3.24 
If we denote the sensitivity of the performance function E to change of the net input to 
the ith neuron in the layer m as   
 , we have,  
                                                                
  
  
   
  Equation 3.25 
Then, 
  
     
    
   
    Equation 3.26 
  
   
    
  
 Equation 3.27 
                                            
           
        
   
                                Equation 3.28 
                                             
         
        
                                        Equation 3.29 
We express the above equations in matrix form, 
                                                                                       Equation 3.30 
                                                                                              Equation 3.31 
For the multilayer neural network, we will calculate s
m 
from the Jacobian matrix given 
below, 
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 Equation 3.32 
For the i, j element, we have 
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Equation 3.33 
The Jacobian matrix can be written in the matrix form as, 
     
   
            Equation 3.34 
Where       is a diagonal matrix, whose elements 
are     
         
            
   
The sensitivity of the performance function to the change of the input to a neuron in the 
mth layer is thus given by, 
                       
  
   
  
     
   
  
  
     
                   Equation 3.35 
For m=M-1, M-2……, 2, 1, where M is the total number of layers. 
The sensitivities are then back propagated. 
Limitations of the back propagation network include long training times for large 
networks and convergence to a local rather than the global minimum. The basic back 
propagation algorithm has been modified in different ways in an attempt to circumvent 
these limitations. 
The basic back propagation algorithm adjusts the weights in the steepest descent 
direction (negative of the gradient). This is the direction in which the performance 
function is decreasing most rapidly. In the conjugate gradient algorithms, a search is 
performed along conjugate directions, which produces generally faster convergence 
than the steepest descent directions. In most of the training algorithms, a learning rate is 
used to determine the length of the weight update (step size). In the conjugate gradient 
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algorithms, the step size is adjusted at each iteration. A search is made along the 
conjugate gradient direction to determine the step size, which minimizes the 
performance function along that line.  
3.4.6 Creating Training Samples 
Generally, an ideal set of training samples should form a complete combination, i.e., be 
able to cover all the possibilities. However, for the case that there are m parameters and 
each parameter may take n discrete values, the number of all the possible combinations 
is n
m
. This number is prohibitively large and it is impractical to include all the samples 
for the damage identification problems, particularly when the measurement errors are 
taken into account.  
The samples used to train the neural networks are structure dependant. They can be 
developed either over time, as more damage states are experienced by the real structure, 
or by performing a testing program that records the variations in vibrational signatures 
resulting from destructive damage states introduced to a physical model of a structure. 
Both of these approaches are time consuming or costly and may be difficult to 
implement. Therefore, analytical generation of training samples through analytical 
modelling of the structure is a logical alternative. To predict the dynamic properties of 
an actual structure accurately by any analytical model is a difficult task. However, for 
the purpose of damage diagnosis, only the changes in dynamic properties rather than 
their absolute values need to be considered. Therefore, generation of training samples 
through analytical studies of a mathematical model of a structure to be monitored is a 
very attractive approach, provided that the neural networks can deliver correct 
diagnosis based on those training samples. 
3.4.7 Training the Neural Network 
Two types of training methods are used for neural networks. One is supervised training, 
as employed in back propagation neural networks; supervised learning means that that a 
network is presented with the correct response during training. The other type of 
training method is unsupervised training, as used in Counter propagation Neural 
Network. This training method does not require knowing the correct response and can 
be used when there is a lack of knowledge of correct answers for training data. During 
the training, the network adjusts its connection weights until it is able to reproduce the 
target diagnosis for the training samples within a specified error margin. If the training 
70 Chapter 3:Introduction to Artificial Neural Networks and  
set contained all the information relevant to making a correct diagnosis, the network 
would be capable of not only reproducing the correct diagnosis for the damage states 
used in training but also giving a reasonably good diagnosis for new signals through its 
generalization of these training states. 
3.4.8 Generalization / Over-Fitting of Trained Networks 
One of the major advantages of neural networks is their ability to generalize. This 
means that a trained network could classify data from the same class as the learning 
data which has not used for the training the network. The network should have this 
capability, if the training set contains all the necessary information relevant to making a 
correct judgment. When a neural network is repeatedly trained with a set of inputs and 
outputs over a large number of iterations, it tends to over-fitting during training.  
Pruning (Hassibi & Stork, 1992), regularization methods (Krogh & Hertz, 1995) and 
early stopping method (Prechelt, 1998) were used to avoid over-fitting during training. 
To avoid that phenomenon and to increase the generalization capability of the proposed 
neural network, a validation data set, which is different from the training data set, is 
employed in the present study. The error on the validation set is monitored during the 
training process. After the neural network has been trained, it is fed with data, which 
was not present in the training data set, to test the generalization capability of the neural 
network. 
3.5 Substructure Method 
Building structures are often very large and are composed of a large number of 
elements or members. It may not be possible to make modal measurements along the 
large number of degrees of freedom of the building structure. Structural health 
monitoring therefore becomes much more difficult and expensive both in terms of 
measurement and the subsequent analysis. Generally more sensors are needed to obtain 
meaningful mode shapes, even if the mode shapes include only the translational degrees 
of freedom in one direction or strain measurements about one axis. Accordingly, the 
substructure strategy was proposed by researchers to divide the structure into a number 
of substructures, and then to measure the dynamic properties of the individual 
substructures. 
A neural network-based substructural identification was presented by Yun & Bahng 
(2000) for the estimation of the stiffness parameters of a complex structural system, 
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particularly in the case of noisy and incomplete measurement of the modal data. The 
proposed approach did not require any complicated formulation for model reduction of 
the system, which was indispensable to the conventional approaches for substructural 
identification. On the other hand, this approach required generation of enough training 
patterns which could adequately represent the relationship between the stiffness 
parameters and the modal information. The Latin hypercube sampling and the 
component-mode-synthesis methods were used for the efficient generation of such 
training patterns. The numerical example analyses were carried out on a two-span truss 
and a multi-storey frame, and the results were summarized as follows: (1) the sub-
structuring technique and the concept of the sub-matrix scaling factor were found to be 
very efficient to reduce the number of unknown stiffness parameters to be estimated. 
(2) The modal strain energy coefficients were effective indicators in selecting vibration 
modes for the input to the neural networks. (3) The noise injection learning using noise 
at similar level to the measurement error was found to be very effective in improving 
the estimation accuracy. (4) The average relative estimation errors for testing data sets 
with various noise intensities were found to be in the range of 9±15%, which shows the 
applicability of the present method for the identification of large structural systems. 
A substructural identification method without interface measurement was introduced by 
Koh & Shanka (2003). In this method, interface forces were eliminated by using 
different sets of measurements in the substructure concerned under the same dynamic 
excitation. Static condensation using a Genetic algorithm and the extended Kalman 
filter were used to identify the physical properties in a specified damage area of a 
model frame structure. As static condensation depended on the information from other 
parts of the structure, the deviation of the substructure model was complicated and the 
computation proved relatively time consuming. Moreover, certain prescribed rules were 
needed to use those mathematical models. 
Yuen & Lam (2006) presented a probabilistic substructure identification and health 
monitoring methodology for linear systems using measured response time histories 
only. The proposed approach can be used to consider a small critical substructure 
within a large structure for health monitoring. The method was tested only for 
determining inter-storey stiffness. Further investigation was needed for damage element 
identification. Qu et al (2004) introduced a method for structural damage detection by 
using back propagation neural networks (BPNN). Features extracted from FRFs by 
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applying Independent Component Analysis (ICA) were used as input data to ANN. The 
Latin hypercube sampling (LHS) was adapted for efficient generation of the patterns 
for training the neural network. Substructural identification technique was also used to 
cope with complex structures. However, the method was not tested with identifying 
damage location. 
Bakhary et al. (2007b) presented an approach to detect small structural damage by 
using Artificial Neural Networks (ANNs) progressively. It used the substructure 
technique together with a two-stage ANN to detect the location and extent of the 
damage. It started by dividing the structure into a few substructures. The condition of 
each substructure was examined and those substructures with condition change 
identified were further subdivided and their condition was examined. By doing this 
progressively, the location and severity of low level structural damage was detected. 
Hou et al. (2011) presented three sub-structuring methods for local damage 
identification. Substructure Separation and Identification in Time Domain (SS & ITD), 
Substructure Isolation and Identification in Time Domain (SI & ITD) and substructure 
Isolation and Identification in Mode Domain (SI & IMD) were experimentally studied. 
For these methods, the responses of all interface DOFs should be measured for isolation 
which is inefficient for large complex structures. In the case of a hardly accessible 
interface, it restricts the applicability of the method. 
Trinh & Koh (2011) presented a genetic algorithm (GA) based substructural 
identification strategy for large structural systems with two significant improvements: 
(i) the use of acceleration measurement to directly account for interaction between 
substructures without approximation of interface force; and (ii) the use of an improved 
identification method based on multi feature GA. The drawback of this method is that 
all interface acceleration should be measured to compute interface velocity and 
displacement. 
Zhang et al. (2011, 2012) proposed a frequency domain substructural identification 
method applicable to arbitrary excitations. The strategy was formulated based on the 
steady state dynamics of a free-free substructure. This was done by introducing the 
exponential window method in the formulation so that the effect caused by the initial 
condition was alleviated without using zero padding. With the ingenious use of the 
divide and conquer philosophy, the response of part or whole structure was obtained 
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individually and more efficiently from each substructure. The disadvantage of the 
proposed method is that interface force between two substructures should be calculated 
and mass normalized mode shapes should be extracted to use the proposed method. In 
addition to that, in the identification, the same excitation force should be used in 
comparing undamaged state and damaged state. 
Xing & Mita (2012) proposed a substructure approach that allows for the local damage 
detection of shear structures. This method requires only three sensors to identify 
localized damage in any storey of a shear structure building. The approach was used in 
this method to divide a complete structure into several substructures in order to 
significantly reduce the number of unknown parameters for each substructure so that 
damage detection processes can be independently conducted on each substructure. 
Thus, the method is suitable for use in a parallel and distributed damage detection 
system. Xing &Mita (2011) applied the proposed method to a shake table experiment to 
detect the local damage of a steel structure. By cutting substructure with overlaps, an 
autoregressive-moving average with exogenous inputs (ARMAX) models was directly 
used to determine the modal information of each substructure. Damage was located 
according to the difference between squared original frequency and squared damaged 
frequency. As mentioned before, the natural frequency-based method has many 
drawbacks; for instance, these methods cannot distinguish damage at symmetrical 
locations in a symmetric structure. As mentioned earlier, another drawback is that 
natural frequencies are easily affected by environmental changes such as temperature or 
humidity fluctuations. 
3.6 Principal Component Analysis 
The concept of indentifying the various underlying linear contributors in a set of data is 
needed in many fields of science and engineering. The techniques have been 
independently developed and/or discovered by many authors in many completely 
different application areas. Many times the procedure has acquired a different name 
depending upon the individual or specific application focus. This has resulted in a 
confusing set of designations for fundamentally similar techniques: Principal 
Component Analysis (PCA), Independent Component Analysis (ICA), Complex Mode 
Indicator Function (CMIF), Principal Response Functions, Principal Gains, and others. 
Without detracting from the insight and ingenuity of each of the original developers, 
each of these techniques relies upon the property of the Singular Value Decomposition 
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(SVD) to represent a set of functions as a product of weighting factors and independent 
linear contributions. Today, this is known more widely as the SVD approach to 
principal component analysis (PCA) (Allemang, 2003). 
Principal Component Analysis (PCA) is a dimension-reduction tool that can be used to 
reduce a large set of variables to a small set that still contains most of the information in 
the large set. Principal component analysis (PCA) transforms a number of possibly 
correlated variables into a smaller number of uncorrelated variables called PCs. The 
first principal component accounts for as much of the variability in the data as possible, 
and each succeeding component accounts for as much of the remaining variability as 
possible.  
The property of maximum variation of the projected points defines the first principle 
axis; it is the line or direction with the maximum variation of the projected values of the 
original data points. The projected values corresponding to this direction of maximum 
variation are the principle component score. The first principle axis is often called the 
line of best fit since the sum squares (SSQ) of the perpendicular deviations of the 
original data points from the line is a minimum. Successive principle axes are 
determined, with the property of being orthogonal to the pervious principle axes and 
maximizing the variation of the projected points subjected to these constraints.  
3.7 Frequency Response Functions 
FRF can be derived directly from the force and response information. The excitation 
force can be random, sinusoidal, periodic or impact. Theoretically, the FRF does not 
depend on the type of excitation as it is calculated from the ratio between the response 
and force. In practice, a force that has sufficient energy should be used to excite all 
vibration modes of interest and to allow minimum errors in signal processing, leading 
to the formation of accurate FRF data. 
FRF measurement with multiple force inputs and multiple response outputs is possible 
with rapid improvement in measurement hardware and computing power in the last 
couple of decades (He & Fu, 2001). Multiple force inputs can vibrate a structure with 
reasonably uniform amplitudes compared with vibration under a single input. This type 
of measurement, if used properly, can result in more accurate FRF data and 
subsequently modal data. FRF data are not the only type of data acquired for modal 
analysis. For a special category of modal analysis that utilizes the responses in time 
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history, either free vibration response or impulse response function data are needed. 
Figure 3.9 shows a measurement set-up with shaker excitation. 
 
Figure 3.9 A measurement set-up with shaker excitation (He &Fu , 2001) 
A typical measurement set-up in a laboratory environment has three constituent parts. 
The first part is responsible for generating the excitation force and applying it to the test 
structure; the second part is to measure and acquire the response data; and the third part 
provides signal processing capacity to derive FRF data from the measured force and 
response data. 
3.7.1 Excitation Mechanism 
As discussed previously, the first part of the measurement set-up is an excitation 
mechanism that applies a force of sufficient amplitude and frequency contents to the 
structure. There are different types of excitation equipment that are able to excite a 
structure. The two most common ones are shaker and hammer. A hammer is a device 
that produces an excitation force pulse to the test structure. It consists of hammer tip, 
force transducer, balancing mass and handle. The hammer tip can be changed to alter 
the hardness. An electromagnetic shaker, also known as an electro-dynamic shaker, is 
the most common type of shaker used in modal testing. For low frequency and large 
amplitude excitation, an electro-hydraulic exciter can be used. 
3.7.2 Selection of Excitation Forces 
Although theoretically the FRF data are not dependent on the excitations, in practice 
the accuracy and quality of FRF data do depend on the choice of excitation. 
Consequently, it is better to discuss available excitation methods and limitations to 
them. In the following, only brief comments on some of the most common excitation 
methods are given. 
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3.7.2.1  Sinusoidal excitation 
Even though sinusoidal excitation is the most traditional method, it is still a most 
popular one. This excitation is effective for exciting a structure with a high vibration 
level, for characterizing nonlinearity of a structure, and for exciting normal vibration 
modes of a damped structure. With the ability to perform real-time FRF estimation on 
many channels, sinusoidal excitation becomes a fast, as well as reliable, excitation 
method for modal testing. 
3.7.2.2 Random excitation 
The force signal for random excitation is an ergodic, stationary random signal with 
Gaussian distribution, which contains all frequencies within the frequency range. 
Random excitation has the tendency to linearize the behaviour from the measurement 
data. The frequency response function derived from random excitation measurement 
will then be the linearized FRF. Random excitation waveforms are generated 
electronically, or digitally synthesized, and fed to a power amplifier driving an 
electrodynamics vibration exciter. 
3.7.2.3  Pseudo random excitation 
The pseudo-random waveform is a periodic signal that repeats itself with every record 
of the analysis. As the structure is excited at the same force amplitude all the time, no 
linear approximation can be obtained through averaging. The periodic nature of the 
signal removes the leakage error, and rectangular weighting must be used. 
3.7.2.4 Impact Excitation 
The most popular excitation technique used for modal analysis is impact, or hammer 
excitation. The waveform produced by an impact is a transient (short duration) energy 
transfer event. It is convenient to use and very portable for field and laboratory tests. 
(He & Fu, 2001). 
3.7.3 Estimation of the FRF 
Estimation of the FRF simply involves exciting the structure with a measurable force, 
measuring the response, and then calculating the ratio between the force and response 
spectra. For example, the input signal       with respect to frequency     is the force 
applied to the structure and the output signal      is the response motion signal 
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obtained from the accelerometers attached to the system. The FRF      for each point 
on a system is the ratio of the output to the input after Fourier transformation, as shown 
in Equation 3.36 (He &Fu , 2001). 
     
      
     
 
    
     
 
Equation 3.36 
From a dual channel spectral analysis FRF is defined as the cross-spectrum of 
excitation and response divided by the auto-spectrum of the excitation. This leads to the 
following noise-free FRF estimator. 
                                                          
      
      
 
Equation 3.37 
The cross-spectrum of excitation and response        is divided by the auto spectrum 
of the excitation      . It has been found in spectral analysis that the same FRF can be 
estimated from the ratio of the auto-spectrum of the excitation         and the cross-
spectrum of excitation and response       : 
                                                          
       
      
 
Equation 3.38 
When the test structure satisfies all assumptions and when noise and measurement 
errors do not exist, these two different FRF estimators should be equal to the correct 
FRF: 
                                                                                              Equation 3.39 
FRF can be presented in rectangular coordinates (real part vs frequency, and imaginary 
part vs frequency) or in polar coordinates (amplitude vs frequency and phase vs 
frequency). At resonance in the rectangular presentation, the imaginary part is a 
maximum and the real part is zero. In the polar system the magnitude reaches a 
maximum at resonance, while the phase lag approaches 90
0
. FRF graphs in rectangular 
and polar coordinates for a single degree of freedom system are shown in Figure 3.10. 
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Figure 3.10 FRF graphs in (a) rectangular and (b) polar coordinates for a single degree 
of freedom system (Dackermann, 2009) 
3.8 Summary 
Artificial Networks form the backbone of the Structural Health Monitoring system 
developed. This is because ANN’s are capable of establishing a mapping relationship 
between measurable but in-determinate features of structural damage and their physical 
parameters. They also have a natural tendency for storing knowledge and making it 
available for use, when required. Another very important feature is the generalization 
power of the neural network. Generalization refers to the neural network producing 
reasonable outputs for inputs not encountered during training (learning). This 
information-processing capability makes it possible for neural networks to solve 
complex (large-scale) problems that are currently intractable. Hence for ANN’s to 
effectively detect damage, the network has to be trained with sufficient damage 
signatures and their corresponding physical parameters. 
When dealing with large scale structures, a lot of possible damage locations are 
available. Hence the network is needed to be trained with an enormous number of 
sampling data sets, which direct long learning process. It significantly jeopardizes the 
training efficiency and accuracy of the neural network. Thus some researchers have 
been focused on eschewing the extensive training in using neural networks for damage 
detection. Some of the strategies used by them are substructure method and principal 
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component analysis method. It is found that; even though these methods have several 
advantages, the practical application of these methods still leaves a lot of questions 
open and requiring solution. 
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Chapter 4: Methodology of Damage Identification 
4.1 Introduction 
As outlined in Chapter 2, very few of the available SHM techniques have incorporated 
an algorithm that analyses the extracted features from the data and unambiguously 
determines the damage state of the structure. Therefore this research aims to develop a 
feature extraction algorithm mainly based on Frequency Response Functions (FRFs) 
data, Principal Component Analysis (PCA) and Artificial Neural Networks (ANNs). In 
addition to these, substructure technique is used with the three-stage ANN method, to 
reduce complexity of ANNs for damage detection. FRFs are used to extract dynamic 
changes of the structure due to structural damage, while PCA is introduced to compress 
data of FRFs and to eliminate the noise effect. ANNs, which have excellent pattern 
recognition capability, are utilized in this research to map pattern changes from FRFs 
data to damage characteristics. The research methodology is formulated after a 
comprehensive review of published research in the area. 
This chapter presents the theory, background and methodology of the proposed damage 
identification method. As the accuracy of this proposed method mainly depends on 
selecting appropriate dynamic based damage fingerprints to be used as input patterns to 
ANNs, the first part of this chapter discusses available parameters for ANNs training. 
Thereby, advantages on utilizing FRFs data over modal parameter data for damage 
identification are identified. Secondly, the proposed FRFs and PCA based algorithm to 
compute appropriate damage patterns is discussed. Finally, the proposed process to 
identify damage location and quantification is presented.  
4.2 Input to Artificial Neural Networks 
A way of choosing the patterns representing the characteristics of the structure, which 
are to be used as the input to neural networks, is one of the most important subjects in 
this approach. Several researchers have used various input patterns (input vectors) 
suitable for their purpose as summarized below.  
 modal parameters and their derivatives 
 frequency response functions 
 time domain data 
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For an example, Wu et al. (1992) used the frequency spectrum for each Degree Of 
Freedom (DOF) of the example structure for damage estimation. This input variable has 
an advantage in that it does not need the modal parameter identification from the 
measurements. However, as mentioned in section 2.8.1, the feasibility of damage 
locating using frequency changes is limited, because of many reasons. One drawback is 
that damages at low frequency require very precise measurements (Doebling, et al., 
1998). Moreover, different damage locations can produce the same degree of frequency 
shift, therefore these methods cannot distinguish damage at symmetrical locations in a 
symmetric structure. Furthermore, significant damages may cause very small changes 
in natural frequencies, particularly for larger structures and also these small changes 
may be undetected due to measurement errors. Another drawback is that natural 
frequencies are easily affected by environmental changes such as temperature or 
humidity fluctuations.  
Therefore if only natural frequencies are used to predict the damage, it leads to 
unrealistic predictions (Maeck & De Roeck, 2002). Accordingly, Pan et al. (2010) 
proposed both frequencies and mode shape data at a few selected points as the input 
data to the ANNs. Tsou & Shen (1994) used the dynamic residual vector that can be 
obtained from the modal data. It provides a simple and effective way to detect the 
damage, and the length of the input pattern can be reduced significantly compared with 
the spectrum data. However, it still has restriction in that the mode shapes of the lower 
modes are less sensitive to damages and the method is suitable for local damage 
detection. Furthermore, extracted mode shapes are affected by environmental noises 
which lead to false damage detection. Moreover, the number of sensors and the choice 
of sensor coordinates may have a crucial effect on the accuracy of the damage detection 
procedure (Kim, et al., 2003). 
Bagchi et al. (2010) proposed damage index vectors for a variety of specified locations 
and magnitudes of damage as the input for training the network to predict the extent of 
damage. It is generally not possible to detect damages of small magnitudes through the 
changes in modal properties, as small amounts of damage are not appreciable. If the 
modal strain energy contribution of an element is very small, even a large degree of 
damage cannot be detected. Another drawback is the sensitivity of noise from ambient 
loads or inconsistent sensor positions, especially in the quantification of damage (Lee & 
Yun, 2006). Ni et al. (2002) proposed combined modal parameters as unique input 
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vectors to neural networks. It was identified that in both damage location and extent 
identification, the input vectors (patterns) require only a certain number of natural 
frequencies and a few incomplete modal components to be measured. 
There is a trend to use FRFs as input to ANNs, which are usually obtained from 
vibrational testing (Dackermann, 2009). FRFs are used for many purposes including: 
verification of the theoretical models, model updating, structural modification, 
determination of excitation forces and fault detection as well as solving general 
vibration and noise problems (Sanliturk & Cakar, 2005). FRFs data provides 
information on structural dynamic behaviour, much of which would have been lost in 
using modal analysis data, due to the necessary numerical process required to extract 
them. Moreover, FRF-based damage identification involves only the measurements 
from a small number of sensors located on the structure. FRF-based damage 
identification is accurate because the relative vibration response across small sections 
of the structure is characterized (Kim, 2003). Since full size of FRF data is too much 
for the ANN, a data reduction technique based on principal component analysis (PCA) 
has been applied to extract the features by many researchers (Dackermann, 2009; 
Dackermann, et al., 2010a; Dackermann, et al., 2010b; Ni, et al., 2006; Yanfei, 2009; 
Zang, et al., 2001; Zang & Imregun, 2001b). They applied a FRFs-based ANN 
approach to numerical Finite Element Model (FEM) and experimental structures. 
However, there are challenges in utilizing FRFs as damage detection process and these 
are discussed in the next section. 
4.3 Challenges in Utilizing FRFs 
Even though there are many advantages of using FRFs damage identification of 
structures, the practical application of this method still leaves a lot of open questions. 
As an example, FRF are very sensitive to measurement noise and environmental 
fluctuations, which may lead to inaccurate damage identification and condition 
assessment (Dackermann, 2009). It is found that low severity damages are highly 
sensitive to signal noise.  
A further challenge in utilizing FRF data for damage identification is the influence of 
measurement points in which the FRF’s should be taken, such as their number, location 
and distance to the damage (Trendafilova & Heylen, 1998). In a number of practical 
situations, measurements can be made in a restricted area of the structure, because some 
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parts are either inaccessible or difficult for which to perform measurements. While 
FRFs from some points of a structure are very sensitive to damage, others may not be. 
It is further found that for distant measurement points; only the lower frequencies are 
affected by the damage. Thus when the higher frequencies are used, the shorter the 
inspection distance has to be. Moreover, measurement noise has a different effect on 
FRF data at different points of a structure. Structural dynamic behaviour at the 
measurement location also plays an important role. In order to consider such individual 
characteristics of different measurement points, a neural network training approach 
based on FRF summation is proposed in this research. One of the other obstacles in 
using FRFs for damage identification is the large size of the FRF data. Therefore this 
research aims to develop a methodology to overcome these obstacles incorporated with 
FRFs as input to ANNs. The proposed feature extraction method from FRFs data is 
presented in the next section. 
4.4 Proposed Feature Extraction Method from FRFs Data 
It is not easy to measure damage directly from the sensors’ data obtained in Structural 
Health Monitoring. Feature extraction should be done from the data, allowing a 
distinction to be made between a damaged and an undamaged structure. Desirable 
features are ones that are responsive to the structural damage states, yet insensitive to 
other factors. Moreover, this selection involves the condensation of the large amount of 
available data into a much smaller data set that can be analysed in a statistical manner.  
Data normalization is quite common in relation to Structural Health Monitoring, to 
account for changes in structural response due to environmental conditions or structural 
loads which are not associated with any structural damage. Normalization in turn can 
be used to ensure that the interpretation of damage is not dependent on change in 
temperature or any other environmental parameters. Therefore, the first step of the 
proposed algorithm, after obtaining data, is data normalization. 
As measured data have a large number of data sets it is necessary to simplify the 
problem by selecting only small number of features. The feature selection is the process 
of finding a subset of the original features. It can be categorized into filter methods and 
wrapper methods (Mukhopadhyay & Ihara, 2011). Relevant features are determined 
solely based on attributes computed from the data in the filter method whereas for the 
wrapper approaches, it is determined based on how well a subset of features performs 
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when used in a classifier. Another method of dimensional reduction is to project the 
original feature space into a lower dimensional space and PCA is commonly used to 
achieve this. Apart from dimensionality reduction capability, PCA can filter unwanted 
measurement noise, environmental variabilities and uncertainties (Dackermann, 2009). 
Therefore, PCA is utilized as a dimension reduction technique in this research. 
4.4.1 Proposed Algorithm 
Damage alters the dynamic characteristics of a structure. This is characterized by 
changes in the modal parameters, i.e., the modal frequencies, damping values, and 
mode shapes. These modal parameters are functions of the physical properties of the 
structure, such as the mass, damping, stiffness, and flexibility matrices (Hwang & Kim, 
2004). Changes in the physical properties will therefore cause changes in the modal 
properties. 
The equations of motion of a structure with n degrees of freedom and viscous damping 
coefficients can be expressed as  
                        [ ]{ ̈   }  [ ]{ ̇   }    [ ]{    }  {    }                       Equation 4.1 
where [ ], [ ] and [ ] represent the     mass, damping and stiffness matrices. If a 
harmonic inputis assumed, the external force and displacement can be expressed as 
{    }   {    }     and {    }  {    }     
Substituting into Equation 4.1 yields 
                         [ ]    [ ]    [ ] {    }     {    }                  Equation 4.2 
From the above equation, the FRF matrix, {    }is defined as 
                             {    }      [ ]    [ ]    [ ]                               Equation 4.3 
Then Equation 4.2 can be expressed as  
                                       {    }  {    }{    }                                       Equation 4.4 
As discussed earlier, one of the major obstacles in using FRFs for damage identification 
is the large size of the FRF data as full-size of FRF data will result in huge 
configuration of the network input layer, which brings about the problem of iteration 
divergence in training and computational inefficiency. Hence, reducing FRFs data 
without losing much information is a critical issue. Therefore, as described in section 
3.6, PCA, which is one of the most powerful statistical multivariate data analysis 
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techniques for achieving dimensionality reduction, is used to reduce the size of the FRF 
data (Zang & Imregun, 2001b). The objective of PCA is to reduce dimensionality by 
extracting the smallest number components that account for most of the variation in the 
original multivariate data and to summarize the data with little loss of information. 
Even though PCA can reduce the dimensionality of a data set, the high dimensionality 
of the FRF dataset obtained from a complete observation can diminish the effectiveness 
of PCA (Tang, 2005). Thus, in order to improve the effectiveness of PCA, complete 
FRF is divided into sub-observations with low dimensionality and PCA is done for each 
sub-set separately. As direct use of FRFs by compressing PCA also has some 
drawbacks, it is suggested to develop input patterns from FRF data by proposing an 
algorithm. In this algorithm, damage indices are the output values while direct FRFs are 
the input values. The damage index is computed as a ratio between FRFs data obtained 
from damaged structure and undamaged structure to enhance the capability of 
extracting main features of the data sets. As the available data set is divided into a 
number of small subsets, each data set has numbers of damage indices which are equal 
to numbers of data division. Subsequently, these damage indices are arranged according 
to the ascending frequency range, and damage patterns for various damage scenarios 
are obtained. The proposed algorithm is described below. 
Using available FRFs data of the damaged structure, matrix [    ]  
[      ]   which has m rows of FRFs (m observations from different sensors); each 
with n frequency points is formed. In the present study, numbers of observations (m) 
depend on the number of damaged datasets used for the matrix. Available FRFs data of 
the undamaged structure are also arranged into a separate matrix and mean values of 
each column are obtained. In order to improve the effectiveness of PCA, complete FRF 
is divided into sub-observations with low dimensionality, where each sub-observation 
contains r consecutive frequency points (r<n). Each column of FRF sub matrix of 
damage data set, is adjusted by subtracting the mean of each column of FRFs of the 
undamaged structure and dividing each column by its standard deviation to get a unit 
variance.  
The mean response of the jth column of undamaged data set is given as: 
                                                   [ ̅ ]      
 
 
∑      
 
   
     Equation 4.5 
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The corresponding standard deviation    can be defined as 
                                          
  
 
 
∑[        ̅ ]      
 
 
   
   Equation 4.6 
A typical element of the FRF matrix of damaged data set can now be replaced by 
[ ̃     ]    
[       ]    [ ̅ ]     
[  √ ]     
 [ ̃]     Equation 4.7 
The correlation matrix of damaged cases can be defined as: 
                                                  [ ]    [ ̃]   
 [ ̃]
    
    Equation 4.8 
The singular value decomposition (SVD) is a factorization of a real or complex matrix, 
with many useful applications in signal processing and statistics. The associated SVD 
reveals not only a group of vectors that each sample can be expressed in terms of, but 
also the level of influence of each vector (Giraldo et al., 2006). SVD of correlation 
matrix for square matrix for square matrix can be written as  
                                                 [ ]    {  }[ ]{  }
                                              Equation 4.9 
where [ ] is a diagonal matrix with non-negative real numbers on the diagonal. The 
diagonal entries of [ ]  are known as the singular values in descending order 
representing level of influence of the PCs. The fact is that the matrix containing the 
singular values is pre- and post-multiplied by {  }and {  }
  respectively. {  } is the 
eigenvectors of correlation matrix. By definition, the PCs are the eigenvalues and 
associated eigenvectors of the correlation matrix. By using the components with the 
highest level of influence, one can create a transformation matrix with which the data 
are mapped into the hyper-space spanned by these components and back into the 
original axes. 
Whereas some of the PCs may be associated with one particular environmental factor 
(e.g. noise in sensors), some others may be associated with a combination of two or 
even more. However, in addition to these highly influencing PCs, a remaining set of 
vectors that have less influence over the identified values result from the 
decomposition. These additional vectors may be due to temperature changes, incorrect 
measurements as a result of non-stationary input, or occasional mass variations. 
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The first principal component, i.e. the highest eigenvalue and its associated eigenvector, 
represents the direction and amount of maximum variability in the original data. The 
next principal component, which is orthogonal to the first component, represents the 
next most significant contribution from the original data, and so on (Ni, et al., 2006). 
The projection of the response variation matrix [ ̃   ]    on the r PCs derived from 
FRFs of the damaged structure is written as  
                                            [ ]    [ ̃   ]   [ ]                                     Equation 4.10 
The projection matrix [ ] and the eigenvector matrix [ ] can be partitioned into two 
sub-matrices with p significant PCs, which have significant contribution from the 
original data and (r-p) insignificant PCs (Zang & Imregun, 2001b).  
The selection of p, i.e. the number of PCs retained in the analysis, can be critical for 
successful reduction. The value of p is determined by inspecting the actual values of all 
PCs and truncating when their contribution becomes very small percentage of 
individual contribution (Zang & Imregun, 2001b). Setting those sub-matrices 
representing PCs (r-p) to zero, one obtains (Ni, et al., 2006): 
[ ̃ ]    
[ ][ ]  [[     [        ]][[ ]    [ ]       ]
  [ ]   [[ ]   
 ]   
[  ]                                                                                                           Equation 4.11 
To compare the new constructed signal [  ]    with the undamaged signal 
[           ] which is the mean response of the r observations of the intact structure, 
the damage index (DI) for the k
th
 subset is defined as, 
                                                 [  ]  [  ]   [           ]  Equation 4.12 
where   [                   ] 
Each row of the k
th
 subset of the new constructed signal [  ]  is divided by mean value 
of FRFs of the intact structure corresponding to subset number. DI values for each sub-
set are obtained from the algorithm and these values are arranged in a consecutive order 
of ascending order to form patterns. Following this procedure, damage patterns are 
found for every damage scenario as shown in Equation 4.13. As these damage patterns 
are unique for a specific damage case, it is proposed as the input parameter for ANN. 
                                           [                    
 
]            Equation 4.13 
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Thus, a parameter named damage index (DI), which quantifies the change of frequency 
response for the development of damage identification, location and quantification, is 
proposed in this research. The DI is conceptually defined as a ratio between two 
reconstructed frequency response functions (FRFs) of intact and compared damaged 
state, as stated in Equation 4.12. The concept of introducing DI value is that changes in 
the shape of the FRFs due to structural change, cause the DI to change. Here, changes 
in the shape of the FRF can be thought of as the peak frequency change, peak amplitude 
change and FRF slope change. These changes are corresponding to natural frequency, 
mode-shape and damping ratio respectively (Lee & Kim, 2007). Therefore, DI 
implicitly expresses the variation of modal parameters and can be used effectively with 
damage detection. 
To give a clear picture of the algorithm, it is presented in a diagram as shown below 
(Figure 4.1).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.1 Process of damage index computation in the algorithm 
In proposing a damage indicator, damage indices derived from FRFs instead of PC 
patterns are present to enhance damage fingerprints and thereby to improve detection 
results. Damage identification based on the proposed damage indices can be considered 
Reference Case Testing Case 
Reconstructing matrix [A] by using the 
first p PCs of reference case 
Data collection-FRFs (n 
frequency points) 
Data normalization using mean value and 
standard deviation of reference case 
Projection of the response variation matrix 
[A] using eigenvector matrix [Ψ] 
Dividing FRFs into sub observations 
with low dimensionality (r<n) 
Computing elements of the reconstructed FRF 
for the damage scenarios 
Computing the ratio called damage index to compare the 
reconstructed damaged FRFs with the baseline FRFs 
Data normalization 
Data collection-FRFs (n 
frequency points) 
Dividing FRFs into sub observations with 
low dimensionality (r<n) 
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as a type of pattern recognition problem as it is looking into discrepancy between two 
or more signal categories, e.g. before and after a structure is damaged, or differences in 
damage levels or locations. Accordingly, the next step of the method is to construct a 
damage pattern database to ANNs training. The next section discusses developing a 
damage pattern database. 
4.4.2 Damage Pattern Database Construction 
The basic mechanism of pattern recognition is first to calculate the pattern features of 
the selected list of possible damage scenarios by computer simulation, and then to 
match measured pattern features from the possibly damaged structure with all the 
calculated patterns one-by-one. The damage scenario that corresponds to the “best fit” 
calculated pattern feature is then considered to be the “true” damage scenario for the 
structure. However, matching the measured pattern features to the calculated patterns 
manually is not possible. Therefore, ANNs that have excellent pattern recognition 
capability are adopted in the proposed method as a systematic tool. 
Typically for a neural network method, many presentations of data are required because 
ANNs must have prior knowledge of damage patterns. Moreover, each of the possible 
damage locations and damage severities should usually within the training set of 
measurement vectors. Consequently, in order to carry out the higher levels of 
identification using pattern recognition, it is necessary to construct sample data 
corresponding to different damage locations and damage severities. However, it is not 
realistic to get vibration data for a practical industrial structure with various damages 
only using experimental measurement, because it is nearly impossible to let a practical 
structure experience all kinds of damage (Yam, et al., 2003). For this purpose, a 
structural dynamic model is proposed, which is established through vibration analysis 
theory, finite element method and experimental verification. Thus, structural damage 
features can be obtained before the actual structural damage occurs.  
4.5 Proposed Process of Pattern Recognition Method 
A signal-based pattern-recognition procedure can be applied for structural damage 
detection with a limited number of input/output signals. This method is based on 
extracting and selecting the sensitive features of the structure response to form a unique 
pattern for any particular damage scenario, and recognizing the unknown damage 
pattern against the known database to identify the damage location and level (severity) 
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(Qiao et al., 2009).Therefore, pattern recognition can be considered as a promising 
approach for the detection of structural damage using measured dynamic data. A robust 
damage assessment methodology must be capable of recognizing patterns in the 
observed response of the structure resulting from individual member damage, including 
the capability of determining the location and the extent of damage. It has already been 
shown in Chapter 2 that although there are many methods available for damage 
detection, they all have pros and cons. In order to satisfy more and more demanding 
requirements, it is advisable to combine these methods and exert their individual 
advantages (Jiang, et al., 2011). Consequently, the proposed approach uses PCA, FRFs 
data and ANNs for structural damage detection. 
The capability of damage location and severity estimation should be within the scope of 
the pattern matching capabilities of ANNs. The utilization of these capabilities of 
ANNs in the damage assessment area is the basic investigation in this research. In this 
study, neural networks are used to extract and store the knowledge of the undamaged as 
well as the damaged structure corresponding to various damage scenarios as damage 
index values. Thus, the need for construction of the mathematical models and the 
comprehensive inverse search is avoided. However, finite element modelling of a 
structure is needed to generate data for neural network training. 
Figure 4.2 shows the proposed process of the pattern recognition method for structural 
damage detection in this study. It mainly includes five operation stages: (1) numerical 
simulation of the dynamic response of the structure under different known damage 
scenarios, (2) measurement of data in the time domain, signal processing, computing 
FRFs from time domain data, feature extraction and normalization, (3) damage pattern 
database construction, (4) signal acquisition on a structure with an unknown damage 
and (5) pattern matching to find the most probable damage case from the database, 
which indicates the damage location and severity. For continuous structural monitoring, 
it is necessary to update the numerical model once damage has been found to accurately 
represent the physical condition of the structure (Lanata et al., 2007). 
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Figure 4.2 Flowchart of Pattern Recognition 
ANNs can be trained as supervised learning and unsupervised learning. Supervised 
learning is trained by showing the desired output value for each data set while 
unsupervised training refers to the problem of trying to find hidden structure in 
unlabeled data. In this research, supervised learning is adopted for neural network 
training. 
4.6 Three-Stage ANN Model 
For a large system, the main challenges are that data measurement and identification of 
an entire structure are not easy jobs and the difficulty and computation time required 
for convergence increases dramatically with the increase in the number of degrees of 
freedoms (DOFs). It is extremely difficult, if not impossible, to identify specific 
damaged members from conventional one-stage identification schemes. In order to 
improve the capacity of nondeterministic data processing, as well as to make full use of 
enormous measurement data in structural damage detection, presented in this research 
is a novel three-stage structural damage detection method using damage index values. 
The proposed three-stage damage identification strategy is tested to detect the 
occurrence, location and extent of structural damage in building structures. 
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Along with the three-stage ANN method, substructure technique is used to reduce 
number of input patterns to neural network training. As an example, in this study, floors 
of the structure are used as substructures. Accordingly, firstly damaged substructure is 
identified utilizing FRF data of different substructures. Only the data from an identified 
substructure is considered in the second stage and third stage of the approach to identify 
the damaged element and severity of damage respectively.  
4.7 Network Architecture 
The architecture of the ANN used in this study is briefly discussed in this section. It is 
selected after conducting a series of studies to compare the performance of various 
alternatives for the number of hidden layers, the number of neurons in individual layers, 
transfer functions, training algorithm and size of the training data set. Feed forward 
back propagation multi-layer networks, which are recommended for solving complex 
problems, are used in this study. The feed forward neural networks can be regarded as a 
nonlinear mathematical function, which transforms a set of input variables into a set of 
output variables (Bagchi, et al., 2010). A large number of training algorithms have been 
developed for feed forward neural networks. The scaled conjugate gradient algorithm is 
used as the training algorithm, which has been described in detail by (Hagan, et al., 
1995). Therefore, the back-propagation network, one of the most fully developed and 
commonly used multi-layer networks, is used in the present work to determine the 
location of damage and the extent of damage. An implementation of this algorithm that 
exists in the computer software MATLAB (The MathWorks, 2007) is used in this work. 
The “princomp” function in MATLAB is utilized to transfer the damage indices into 
the principal component space. 
For damage detection, data can be generated through forced or ambient vibration modal 
tests, or numerical simulation, or a combination of these two. In this study, all training, 
validation and testing samples are generated through numerical simulation, using a 
finite element model of the structure. Training of the neural network with appropriate 
data containing the information regarding the cause and effect relationships, is a critical 
part of the proposed method of damage assessment. In the present study, the damage 
index patterns obtained from the proposed algorithm for a variety of specified locations 
and magnitudes of damages are used to train the back propagation neural network.  
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Accuracy of ANN training is based on the architecture of the network, which can be 
decided after considering the number of input data and input variables. Usually, 
changes in the ANN architecture or increasing number of training data is needed to 
obtain satisfactory performance of the ANN, hence appropriate architecture for the 
available data set is found through the trial and error method. 
The geometric pyramid rule is used to choose the number of hidden layers and neurons; 
this states that neurons in the hidden layer should decrease in number from the input 
towards the output layer that operates at the node level (Dackermann, 2009). 
Furthermore, the input and output data must comply with the transfer function of the 
hidden layer and output layer. For this study, tangent sigmoid transfer function 
(TANSIG), which operates in the range of -1 to +1, is selected for all layers. All input 
and output data are normalized between the interval of [-1 1] as sigmoid transfer 
function operates in the range of -1 to 1.  
The choice of these transfer functions is based on a parametric investigation conducted 
on the benchmark data. The parametric investigation also showed the need for 
optimization of the ANN architecture to enable efficient damage classification. A 
number of feed forward multi layer neural networks are created to test the proposed 
method. A neural network tool box in MATLAB is adopted in this study to design and 
train all neural networks. For the data category, the input samples are divided randomly 
into three sets as training, validation and testing in neural network training tool in 
MATLAB (The MathWorks, 2007).The training set is used as the primary set of data 
that is applied to the neural network for learning and adaptation. While the network 
adjusts its weights from the training samples, its performance is supervised utilizing the 
validation set to avoid over-fitting. The error on the validation set is monitored during 
the training process. Testing data are used for assessment of network efficiency and 
estimation of the final error without any change in weight and network topology. 
4.8 Damage Detection with Noise Polluted Data 
Utilizing FRFs has many advantages over the use of other methods as described in 
section 4.2. To achieve high accuracy of the damage detection methods based on FRFs 
requires high quality data from experiments. However, there are some unavoidable 
experimental errors and error sources originating from the experimental set-up itself. 
One of the unavoidable error sources that reduces the quality of FRFs significantly is 
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‘noise’. Some of the dominant noise sources as described by Sanliturk & Cakar (2005) 
are test environments of laboratory or real structure including non-linear effects, 
extraneous structural noise and electronic devices. The test environment for any modal 
analysis involves several environmental factors (temperature, humidity) as well as 
appropriate boundary conditions. Some practical examples that might contribute to the 
contamination of the measured data are: (i) nearby equipment such as air conditioners, 
elevators and pumps, particularly when they are turned on and off, (ii) radio stations, 
computers and other electronic equipment creating noise in all practical frequency 
ranges, (iii) the AC power line contributing noise to measured data usually at 50 or 60 
Hz, (iv) the loose connections and twine of the transduction cables. Although there are 
different numbers of techniques available for reducing noise including; averaging, 
filtering and shielding for reducing noise levels during the measurement process and 
the use of different FRF estimators for system identification purposes, creating a noise-
free measurement environment is seldom practical. 
Therefore, existence of measurement noise may render certain less pronounced 
damages undetectable (negative falsity), while identifying some intact structural 
elements as damaged (positive falsity) (Xia et al., 2002). Accordingly, it is necessary to 
examine the performance of the proposed method in the presence of noise that mimics 
the measured dynamic responses in practice. The level of noise in the measured data 
determines the reliability and the success of the analyses when using FRFs data directly 
for the damage assessment approach. In order to investigate the reliability of the 
proposed method in predicting structural damage with noisy data, White Gaussian noise 
is added to the time history data and the impact loading from the transient analysis. 
Noise-to-signal-ratios up to 10% are used in this study. 
Consequently, it is highly necessary to eliminate or minimise these contaminations 
from FRFs before they are used for further applications (Ewins, 2000; Fahey & Wicks, 
2000) as it is believed that minimising the noise content in FRFs after the 
measurements can significantly improve the quality of the measured data. Over the past 
two decades, researchers have been working on achieving success in using FRFs. The 
singular value decomposition (SVD) technique was investigated by Pickrel (1996) to 
estimate the effects of frequency band, number of measurement locations and signal-to-
noise ratio in measured response data.  
Chapter 4:Methodology of Damage Identification 95 
 
Modal parameter estimations (Peeters & Roeck, 2001; Sohn et al., 1998), structural 
coupling/modification where reliable inversion of a matrix is required (Ching & Beck; 
Lam et al., 1998), model updating where model parameters are adjusted using modal or 
FRF data (Friswell & Penny, 1990) and optimum test planning for modal testing (Lam, 
2003) are the improved techniques based on SVD to reduce the vulnerability of 
individual applications to noisy FRFs. Recently, Bao et al (2011) presented a noise 
elimination method from measured vibration response signals based on structured low 
rank approximation (SLRA). The performance of the proposed method was 
investigated using a laboratory experiment. The results showed the capability of 
enhancing the accuracy of various applications that rely on measured signals. 
Sanliturk & Cakar (2005) proposed a method based on Singular Value Decomposition 
(SVD) for the elimination of noise from FRFs so as to improve the quality of the 
measured data. The method was applied to both simulated and experimental data in 
order to assess the effectiveness in eliminating the noise content. It was found that the 
method was very effective in both cases in the sense that the noise level after the 
filtering process is much lower than that of the original data. In this research, PCA is 
employed to work with noise contaminated data because of many reasons mentioned 
above. As noise has random features and is not correlated with global characteristics of 
the data set, it is represented by less significant PCs. Therefore, by neglecting use of all 
of the PCs the reconstructed (noise filtered) data will have a smaller random error 
component (Dackermann, 2009). In this research PCs of low power are disregarded, in 
order to filter noise. Determination of the optimal number of PCs that contain sufficient 
data for damage identification is critical. 
Determining the optimal number of PCs, which are independent of noise and contain 
sufficient data for the damage identification, is a crucial issue of this method. Too many 
PCs will compromise the neural network efficiency because of large input data sets 
with noise effect. Furthermore, an insufficient number of PCs will reduce the accuracy 
of damage detection as it does not contain sufficient features of original data set. 
Therefore, a study on the sensitivity of the PCs to damage and noise is undertaken in 
this study. The effectiveness of the method will be discussed in later chapters. 
4.9 Case Studies 
As described in section 2.4 damage simulation for building structures can be divided 
into three specific categories.  
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 Loosening the beam-column joints to simulate joint failures 
 Weakening the storey stiffness via the reduction in bracing areas 
 Reducing the flexural stiffness of the beams and columns belonging to 
the corresponding floors 
Figure 4.3 and Figure 4.4 show defects of columns in a medium rise building. Lengths 
of these cracks were observed as 0.2-0.25m in a 4 m high column. As a consequence, 
the stiffness of the column reduces by around 5-10% (Moragaspitiya, 2011). Therefore, 
damages of the ten storey reinforced concrete structure are introduced to columns of the 
structure. 
 
Figure 4.3 Defect in the column located at the second floor(Moragaspitiya, 2011) 
 
Figure 4.4: Defect in the column located at the fifth floor(Moragaspitiya, 2011) 
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Accordingly, a series of case studies are investigated to cover possible damage types 
and to evaluate the effectiveness of the proposed damage detection method with 
different types of damages. The case studies can be divided into four different groups:  
1. Two storey framed structure  
2. IASC-ASCE Benchmark structure 
3. Three storey framed structure at Los Alamos National Laboratory 
4. Ten storey concrete framed structure 
As outlined above, this research was started from a preliminary numerical study of a 2-
D two storey steel framed structure(Dackermann, 2009). After achieving outstanding 
damage detection results for both single and multiple damage scenarios from 2-D 
structure, subsequently the research was directed to use experimental data. 
Accordingly, IASC-ASCE benchmark structure was utilized to study the effect of 
modelling error, mass distribution of the structure and noise polluted data for detecting 
joint failures. The main reason for validating applicability of identifying joint failures 
of the proposed approach is that for steel-frame structures, earthquake structural 
damage usually occurs in braces and beam-column connections, in which braces can be 
damaged due to buckling, and beam-column connections can be damaged due to 
fracture.  
Then, capability of withstanding operational conditions and environmental variables of 
accuracy of the proposed approach were investigated, considering three excitation 
forces of a three storey framed structure at Los Alamos National Laboratory. As 
aforementioned, two structures are small laboratory structures; finite element model of 
a ten storey concrete framed structure was considered in order to apply a three-stage 
neural network method for reducing computational effort and hence increasing 
accuracy of the approach.  
It is worth highlighting that from these selected four case studies, application of the 
method from simple to complicated structures is covered very well. As a consequence, 
it is identified that application of a FRFs-based damage detection approach is suitable 
for any type of structure with noise polluted data and with data that consists of 
uncertainties. More details of the five cases are discussed in section 4.9.1 to4.9.4. 
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4.9.1 Two Storey Framed Structure 
As a preliminary numerical study, a two-storey steel structure is initially modelled by a 
2-D finite element model. This model is developed by ANSYS finite element software 
to numerically simulate the structural dynamic response without damage, as well as 
with various possible damages. For demonstration purposes, this model is also used to 
simulate “unknown” test damage cases on the structure and the associated dynamic 
response. In this case study damage is induced by reducing the flexural stiffness of the 
columns belonging to two floors. Both single and multiple damage scenarios are 
investigated with noise polluted data. 
4.9.2 IASC-ASCE Benchmark Structure 
In Phase I of the joint IASC-ASCE benchmark study on structural health monitoring, 
many cases are designed to study the advantages and disadvantages of different 
methods together with their sensitivity in various aspects, including measurement noise 
and limited sensor information. In all cases, participants use a shear building model (12 
DOF) to detect damage on the benchmark structure, which is simulated by two models 
with different modelling complexities (12 DOF and 120 DOF). The simulated data of 
the 120 DOF model allows researchers to study the effect of modelling error on their 
methods. Details about Phase I of this benchmark study can be found in (Johnson, et al., 
2004). In this case, damages are introduced by weakening the storey stiffness via the 
reduction in bracing areas along with losing the beam-column joints to simulate joint 
failures. 
4.9.3 Three Storey Framed Structure at Los Alamos National Laboratory 
The three storey bookshelf structure is a well defined benchmark structure tested by 
Los Alamos National Laboratory (da Silva et al., 2008). The background and the time 
history data are available on the Los Alamos website (http://institute.lanl.gov/ei/). The 
structure is constructed of Unistrut columns and aluminium floor plates with two bolt 
connections to brackets on the Unistrut and is instrumented with 24 piezoelectric single 
axis accelerometers, two per joint, eight in each plate. 
In the damaged cases, the bolts at the joint indicated were loosened and then tightened 
again to hand tightness allowing the plate to move relative to the column. The bolts 
were left in at a hand tight torque; two torque values of 5 or 10 ft. Lbs (6.78 Nm or 
13.56 Nm) were left on the bolts. Thus, the capability of identifying joint failures by 
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loosening the beam-column joints is simulated using experimental data. Furthermore, 
sensitivity of the proposed method with operational conditions and environmental 
variables are investigated considering three excitation forces. 
4.9.4 Ten Storey Concrete Framed Structure 
A low rise building with 10 floors (floor height- 4m) is used to demonstrate the 
feasibility of the three-stage ANNs method. The columns are constructed with 80 MPa 
concrete, while the slabs are constructed with 40 MPa concrete. The reinforcement 
content of the structural elements is considered as 3% in relation to the cross-sectional 
area. Numerical simulations for the concrete framed structure are performed using 
ANSYS (ANSYS Inc., 2007), a general-purpose FEM analysis software. In the 
numerical model, mainly two types of elements, such as the SOLID 186 for modelling 
slabs and BEAM 188 for modelling beams and columns are used. The damage in 
column is simulated by reducing its stiffness by a specified ratio. The proposed three-
stage method is tested with both multiple and single damage scenarios. 
4.10 Conclusion 
Pattern recognition can be considered as a promising approach for the detection of 
structural damage using measured dynamic data. The selection of a damage-sensitive 
and noise-insensitive pattern feature is important for all structural damage detection 
methods. Much research of pattern recognition has employed ANNs as a systematic 
way of matching pattern features. When such methods are used, the ANN design 
becomes the most fundamental factor affecting performance and effectiveness of the 
pattern recognition process. The design of the ANN is the critical factor that affects the 
success of all ANN-based methods. 
Accordingly, a novel neural network-based strategy is proposed and developed for the 
direct identification of damage location and severity from the frequency-domain 
dynamic responses of an object structure without any eigen-value analysis, extraction 
and optimization process, as required in many identification algorithms for inverse 
problems. Since the strategy does not require structural modes or frequencies 
extraction, it is computationally efficient, thus providing a possibly viable tool for 
structural identification and damage detection of large-scale infrastructures. The 
proposed method is validated using data from four structures; first it is tested with 
numerical finite element models, secondly available data for IASC-ASCE benchmark 
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structure is used to test the method with noise polluted data. The efficiency of the 
method is validated with a laboratory structure; the three storey framed structure at Los 
Alamos. Finally, the three-stage neural network method is tested with a numerical 
model of a ten storey framed structure. 
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Chapter 5: Numerical Study of the Proposed Damage 
Detection Approach 
5.1 Introduction 
With the rapid development of computer technology, computer simulation has become 
an efficient tool in the analysis of buildings. Dynamic analysis of buildings by 
computer modelling enables more realistic assessment of the performance of buildings. 
The commonly used Finite Element Analysis programs are SAP2000, ABAQUS, 
PROKON, ANSYS etc. These softwares are already considered as full-featured 
programs used for the analysis of simplest to the most complex systems. They have 
many important and interesting features such as, 
 User friendly interface. 
 Static and dynamic analysis methods such as time history analysis, response 
spectrum, pushover analysis etc. 
 Linear as well as non linear analysis. 
 Wide range element library. 
 Various types of element modelling and loading options. 
Consequently, this chapter provides a comprehensive study on the results of numerical 
investigations for damage detection on the two storey framed structure using the 
proposed damage detection method. This chapter validates the hypothesis that the 
proposed damage index method performs well in detecting damage numerically. The 
study is carried out generally using dynamic computer simulations and the commercial 
finite element (FE) analysis package ANSYS Classic and ANSYS Workbench are used 
to create numerical models and to analyse the dynamic characteristics of the two storey 
frame structure. The model is verified by available experimental data of modal testing 
of the test specimen fabricated in the laboratory at the University of Technology 
Sydney (UTS) (Dackermann, 2009). This chapter opens with the description of 
numerical modelling of the two storey framed structure and dynamic characteristics of 
the structure. The proposed method is tested in three stages. In the first stage only 
single damage cases are used for the proposed approach. Both multiple and single 
damage scenarios are considered secondly. In the final stage noise filtering capability is 
tested with data utilized in the second stage. Results and conclusions of the damage 
detection method with numerical data are discussed in the last part of the chapter.  
102 Chapter 5:Numerical Study 
5.2 Numerical Modelling of Two Storey Framed Structure 
Finite element modelling of the two storey framed structure is done in the first stage of 
the study. The objective of the finite element modelling of the structure is to create a 
model that represents the actual laboratory structure of a previous work (Dackermann, 
2009) as closely as possible. A two storey framed structure was manufactured in the 
University of Technology Sydney (UTS) Metal Workshop. The dynamic properties of 
the two storey framed structure were determined using modal testing to investigate the 
proposed damage identification method. 
Cross section reduction of the column is done to introduce the damages as rectangular 
openings from one side of the column. Three severities of damages are chosen, which 
are similar to previous publication (Dackermann, 2009) and it is named as ‘L’ (Light), 
‘M’ (Medium) and ‘S’ (Severe). Width of the notch is 4 mm and 16.25 mm, 21.7mm 
and 32.5mm in notch depth respectively. Reductions of the second moment of area are 
calculated and they are 25%, 33.33% and 50% for ‘L’, ‘M’ and ‘S’ damage severity. 
Six damage locations investigated in this study represent the same damage locations as 
the laboratory structure. Positions of the damage locations are tabulated in Table 5.1 
and demonstrated in Figure 5.1. These six damage locations and three damage 
severities create 18 damage cases for a single damage case whereas 27 damage 
scenarios are available for multiple damage scenarios. 
Table 5.1Positions of the damage locations 
Damage Location Damage position along the column 
a Midpoint of lower column 
b Two third of lower column 
c Three quarter of lower column 
d Midpoint of upper column 
e Two third of upper column 
f Three quarter of upper column 
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Figure 5.1 Positions of the damage locations 
Description of damage cases for single damage cases and multiple damage cases are 
demonstrated in Table 5.2 and Table 5.3 respectively. 
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Table 5.2.Description of damage cases for single damage scenarios 
Damage Case Damage location Damage severity (%) 
aL a 25 
aM a 33.33 
aS a 50 
bL b 25 
bM b 33.33 
bS b 50 
cL c 25 
cM c 33.33 
cS c 50 
dL d 25 
dM d 33.33 
dS d 50 
eL e 25 
eM e 33.33 
eS e 50 
fL f 25 
fM f 33.33 
fS f 50 
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Table 5.3.Description of damage cases for multiple damage scenarios 
Damage Case Description 
adL Damage at location ‘a’ and ‘d’with 25% damage severity 
adM Damage at location ‘a’and ‘d’ with 33.33% damage severity 
adS Damage at location ‘a’ and ‘d’ with 50% damage severity 
beL Damage at location ‘b’ and ‘e’ with 25% damage severity 
beM Damage at location ‘b’ and ‘e’ with 33.33% damage severity 
beS Damage at location ‘b’ and ‘e’ with 50% damage severity 
cfL Damage at location ‘c’ and ‘f’ with 25% damage severity 
cfM Damage at location ‘c’and ‘f’  with 33.33% damage severity 
cfS Damage at location ‘c’and ‘f’  with 50% damage severity 
aLdM Damage at location ‘a’ with 25% damage severity and ‘d’ with 33.33% 
damage severity 
aLdS Damage at location ‘a’ with 25% damage severity and ‘d’ with 50% 
damage severity 
aMdL Damage at location ‘a’ with 33.33% damage severity and ‘d’ with 25% 
damage severity 
aMdS Damage at location ‘a’ with 33.33% damage severity and ‘d’ with 50% 
damage severity 
aSdL Damage at location ‘a’ with 50% damage severity and ‘d’ with 25% 
damage severity 
aSdM Damage at location ‘a’ with 50% damage severity and ‘d’ with 33.33% 
damage severity 
bLeM Damage at location ‘b’ with 25% damage severity and ‘e’ with 33.33% 
damage severity 
bLeS Damage at location ‘b’ with 25% damage severity and ‘e’ with 50% 
damage severity 
bMeL Damage at location ‘b’ with 33.33% damage severity and ‘e’ with 25% 
damage severity 
bMeS Damage at location ‘b’ with 33.33% damage severity and ‘e’ with 50% 
damage severity 
bSeL Damage at location ‘b’ with 50% damage severity and ‘e’ with 25% 
damage severity 
bSeM Damage at location ‘b’ with 50% damage severity and ‘e’ with 33.33% 
damage severity 
cLfM Damage at location ‘c’ with 25% damage severity and ‘f’ with 33.33% 
damage severity 
cLfS Damage at location ‘c’ with 25% damage severity and ‘f’ with 50% 
damage severity 
cMfL Damage at location ‘c’ with 33.33% damage severity and ‘f’ with 25% 
damage severity 
cMfS Damage at location ‘c’ with 33.33% damage severity and ‘f’ with 50% 
damage severity 
cSfL Damage at location ‘c’ with 50% damage severity and ‘f’ with 25% 
damage severity 
cSfM Damage at location ‘c’ with 50% damage severity and ‘f’ with 33.33% 
damage severity 
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5.3 Dynamic Characteristics of the Two Storey Framed Structure 
For the two-storey framed structure, the dynamic properties are determined by both 
eigenvalue solution and transient analysis. For these two methods, ANSYS Workbench 
is used to draw and mesh models of the two storey framed structure and finally, meshed 
models are exported to ANSYS Classic (ANSYS Inc 2007a) for subsequent analysis. 
The modal parameters are extracted from modal analysis and the FRFs for damage 
identification are obtained from transient analysis. For modal analysis, a force of 500N 
is applied at location H (see Figure 5.1).  
The natural frequencies and mode shapes of the two storey framed structure are 
compared with those in the previous publication. The comparison of natural frequencies 
for the undamaged case is presented in Table 5.4. The correlation was checked by the 
difference between numerical study and experimental study. The difference is measured 
as: 
                                                        
|         |
    
     Equation 5.1 
where      is the natural frequency of the experimental structure and      is the 
frequency of the numerical model. 
Table 5.4 Natural frequencies for the undamaged case 
Mode 
Number 
From Laboratory structure 
(Dackermann, 2009) 
 
This research Difference (%) 
1 2.26 2.32 2.65 
2 6.89 6.58 4.50 
3 66.03 67.36 2.01 
4 67.03 69.58 3.80 
5 82.1 85.93 4.67 
6 98.9 101.53 2.66 
7 115.39 119.91 3.92 
 
To investigate changes in natural frequencies, Table 5.5 lists the first seven frequencies 
of all single damage cases. The table and the figure clearly show that the frequency 
reductions are larger for severe damage. In other words, the frequency reduces as the 
damage severity increases. This corresponds to normal expectation since damage 
reduces the stiffness of the structure. 
 
Chapter 5:Numerical Study 107 
 
Table 5.5 Natural frequencies of the first seven modes of the undamaged structure and 
all damage scenarios 
Damage 
case 
Mode 1 Mode 2 Mode 3 Mode 4 Mode 5 Mode 6 Mode 7 
Undamaged 2.32 6.58 67.36 69.58 85.93 101.53 119.91 
aL 2.32 6.50 66.85 69.02 85.03 101.01 119.85 
aM 2.3 6.58 66.71 69.02 85.02 99.85 119.82 
aS 2.32 6.58 66.32 68.78 85.00 99.75 119.23 
bL 2.28 6.57 66.9 69.12 84.98 101.05 118.75 
bM 2.32 6.58 66.88 69.18 84.95 99.87 118.62 
bS 2.32 6.56 66.87 69.08 84.91 99.84 118.13 
cL 2.32 6.58 66.87 69.01 85.02 99.84 117.99 
cM 2.32 6.58 66.87 68.52 85.01 99.79 117.96 
cS 2.32 6.55 66.87 68.50 84.95 99.72 117.62 
dL 2.32 6.58 66.87 68.85 84.65 99.98 119.69 
dM 2.31 6.42 66.87 68.80 84.62 99.94 119.24 
dS 2.29 6.58 66.87 68.74 84.54 99.72 119.12 
eL 2.32 6.58 66.87 68.26 85.00 101.02 117.65 
eM 2.26 6.58 66.87 68.21 84.95 99.65 117.53 
eS 2.32 6.58 66.87 68.18 84.9 99.6 117.49 
fL 2.32 6.58 66.87 69.02 85.03 99.56 118.32 
fM 2.32 6.58 66.87 68.84 85 99.43 118.28 
fS 2.32 6.58 66.87 68.8 84.85 99.34 117.97 
 
Figure 5.2 illustrates the first seven mode shapes of the two storey frame. It is found 
that mode shapes are similar to those obtained in the previous study. Therefore, these 
results confirm the accuracy of the finite element model developed in this research.  
                                       
(a) Mode 1                                                        (b) mode 2 
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        (c) Mode 3                                                                    (d) Mode 4 
 
                                            
             (e) Mode 5                                                                (f) Mode 6 
 
(g) Mode 7 
Figure 5.2 The first seven mode shapes of two storey framed structure. 
In this study, time history data are measured at fourteen locations similar to the 
previous work for each damage case and the measurement locations are illustrated in 
Figure 5.3. 
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Figure 5.3 Time history function measurement locations 
FRFs are generated in a frequency range of 0-150 Hz, which captures the first seven 
flexural modes. First, horizontal FRFs from the measurement locations ‘1’ to ‘8’ and 
vertical FRFs from measurement points ‘9’ to ‘14’ are computed from time history 
data. After going through all FRFs of 14 locations, it is found that FRFs from locations 
‘2’, ‘4’, ‘6’ and ‘8’ are less sensitive to the modes of the columns. FRFs calculated 
from locations ‘1’ ‘2’ ‘4’ and ‘9’ for damage case ‘aL’ are plotted in Figure 5.4. From 
Figure 5.4. (b) and (c), which show FRFs of locations ‘2’ and ‘4’, it is observed that 
modes 1 and 2 are indicated, and some of the higher modes are represented. For the 
FRFs of locations ‘1’ and ‘9’, most of the modes are indicated with high and small 
peaks. 
 
2 
1 
4 
3 
5 
6 
7 
8 
9 11 
10 
14 
13 
12 
110 Chapter 5:Numerical Study 
 
(a)                                                                (b) 
 
(c)                                                                 (d) 
Figure 5.4. FRFs of (a) location ‘1’ (b) location ‘2’ (c) location ‘4’ and (d) location ‘9’ 
when damage is at location ‘a’ with ‘L’ damage severity 
Figure 5.5 illustrates the FRFs of damaged structure with light, medium and severe 
damage scenarios at location ‘a’ and ‘d’. It is clear that the dynamic properties of the 
two storey frame have changed slightly with damage locations and severities.  
 
                                  (a)                                                              (b) 
Figure 5.5 FRFs of damaged structure from measurement point ‘12’ with light, medium 
and severe damage scenarios at (a) location ‘a’ and (b) location ‘d’ 
As these changes cannot be encountered visually for a large number of damage cases, it 
is necessary to extract the most important features from the FRF. In real life, damages 
can be occurred as single damage cases and multiple damage cases while the data 
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obtained from the measurement locations are comprised of noise. Accordingly feature 
extraction from the FRFs is done in three phases. In the first phase damage index values 
from the proposed algorithm have been computed only for single damage cases 
whereas in the second phase both single and multiple damage cases are used. Finally in 
order to represent the real noise polluted data for damage detection approach, the 
method is tested with data affected by noise in different levels. 
5.4 Single Damage Case 
As discussed in the previous section, single damages are introduced to six locations 
with three damage severities of the left side column in the structure. Horizontal FRFs 
derived from location ‘1’ to ‘8’ and vertical FRFs derived from locations ‘9’ to ‘14’ are 
fed to the proposed algorithm to calculate the damage index values. In this study, 
available FRFs data are divided into subsets which have an equal number of frequency 
points per subset. In order to get an idea about number of frequency points per subset, 
trial and error method is used. After running the algorithm with a different number of 
frequency points for different data sets (damaged cases), a suitable number of data 
points per subset is determined. Finally, it is identified that 15 number of subsets (500 
FRFs data points per subset) can extract dominant features from the complete data set. 
Once the frequency points and the damage cases are chosen, equation 4.12 is used to 
calculate damage index values.  
In the process of calculating damage index values, numbers of PCs values are 
dominant. As PCs explain some fraction of the total variance in the dataset, 
contribution of PCs should be analysed to get an idea of the number of PCs that should 
be used for the algorithm. Figure 5.6 illustrates the individual contribution of the first 
13 PCs. From the graph it is clear that the individual contributions of each first eight 
PCs are 75.32%, 10.89%, 3.99%, 2.04%, 1.95%, 1.59%, 1.02% and 0.59%. The first 
eight PCs account for 97.39% of the information of the original data. This result shows 
that the first few PCs can almost interpret the total information. Therefore first eight 
PCs are used to calculate damage index values for single damage cases in this study. 
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Figure 5.6. Percentage of variance of PCs 
Damage index values obtained from the algorithm for the measurement point ‘1’ and 
‘9’ for three damage severities when damage is at location ‘a’ are plotted in Figure 5.7. 
It is found that Damage index values from the same damage location with different 
severities give different patterns. Therefore, damage quantification can be performed 
precisely because of the magnitude of damage index value variation corresponding to 
different severities. It is further noted that the shape of damage patterns varies with 
damage location significantly. 
 
(a)                                                                 (b) 
Figure 5.7. Damage index values of damage case ‘aL’, ‘aM’ and ‘aS’ for (a) 
measurement point ‘1’and (b) measurement point ‘9’ obtained from the algorithm 
In order to discuss the shape of the damage patterns with horizontal FRFs, Figure 5.8 
and Figure 5.9 are presented with damage index values from measurement point ‘1’ and 
‘2’. Figure 5.10 and Figure 5.11 demonstrate damage index values for vertical FRFs 
from measurement location ‘9’ and ‘10’. As shown in these figures, variation of 
damage patterns depends on damage location, damage severity and data measurement 
location. These figures illustrate the damage index values of damage severity ‘L’ and 
‘M’ corresponding to all damage locations of the structure. According to these figures it 
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is identified that damage index variation up to first six subsets is very low. But after 
sixth subset damage index values differ significantly according to damage scenarios. 
Fifteen sub-sets within 0-150Hz frequency range have been used and therefore each 
subset consists of frequency points related to 10Hz sets. As the second natural 
frequency is around 60Hz and frequency variation of the first and second modes are 
very low, damage index values up to sixth remain almost similar. 
 
(a)                                                             (b) 
Figure 5.8. Damage index values of damage case (a) ‘aL’ to ‘fL’ and (b) ‘aM’ to ‘fM’ 
from measurement point ‘1’obtained from horizontal FRFs 
 
(a)                                                               (b) 
Figure 5.9. Damage index values of damage case (a) ‘aL’ to ‘fL’ and (b) ‘aM’ to ‘fM’ 
from measurement point ‘2’obtained from horizontal FRFs 
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(a)                                                              (b) 
Figure 5.10. Damage index values of damage case (a) ‘aL’ to ‘fL’ and (b) ‘aM’ to ‘fM’ 
from measurement point ‘9’obtained from vertical FRFs 
 
(a)                                                            (b) 
Figure 5.11. Damage index values of damage case (a) ‘aL’ to ‘fL’ and (b) ‘aM’ to ‘fM’ 
from measurement point ‘10’obtained from vertical FRFs 
According to Figure 5.9, damage index value variation at measurement point ‘2’ is very 
small compared to other locations, as the measurement location ‘2’ is less sensitive to 
FRF change of the structure. Therefore it is better to compare damage patterns with 
light, medium and severe damage cases closely. Accordingly, Figure 5.12 shows 
damage patterns from measurement point ‘2’ for light, medium and severe damage 
severity when damage is at location ‘b’ and ‘d’. It is clear that damage patterns of light 
and medium damage cases give similar patterns with small variation of magnitude of 
damage index values. As discussed in section 5.3, according to Figure 5.4, FRF is not 
sensitive to some modes of the structure when data are measured from the column 
beam connection.  This is the reason for giving the same damage patterns for damage 
case ‘bM’ and ‘dM’ which highlights the problematic for damage detection related to 
individual measurement points of the structure. Even though changes of FRFs of 
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measurement point ‘2’ are very small, each damage scenario gives different patterns, 
which can be used to identify the individual damage scenario for single damage cases 
with noise free data. Summation FRFs which are obtained by summing the FRFs of 
horizontal FRFs of measurement locations ‘1’ to ‘8’ and of vertical FRFs of 
measurement locations ‘9’ to ‘14’ are introduced to the approach in addition to data 
measured from individual measurement points. Consequently, Figure 5.13 and Figure 
5.14 are plotted with damage index values derived from summation FRFs. 
 
(a)                                                                 (b) 
Figure 5.12. Damage index values of damage case (a) ‘bL’, ‘bM’, ‘bS’ and (b) ‘dL’, 
‘dM’, ‘dS’ from measurement point ‘2’obtained from horizontal FRFs 
 
(a)                                                              (b) 
Figure 5.13. Damage index values of damage case (a) ‘bL’, ‘bM’, ‘bS’ and (b) ‘dL’, 
‘dM’, ‘dS’ from summation horizontal FRFs 
 
0
1
2
1 3 5 7 9 11 13 15
D
am
ag
e 
In
d
ex
  
Sub-set Number 
bL
bM
bS
0
1
2
1 3 5 7 9 11 13 15
D
am
ag
e 
In
d
ex
  
Sub-set Number 
dL
dM
dS
-20
-10
0
10
20
30
1 3 5 7 9 11 13 15
D
am
ag
e 
In
d
ex
  
Sub-set Number 
bL
bM
bS
-20
-10
0
10
20
30
1 3 5 7 9 11 13 15
D
am
ag
e 
In
d
ex
  
Sub-set Number 
dL
dM
dS
116 Chapter 5:Numerical Study 
 
(a)                                                              (b) 
Figure 5.14. Damage index values of damage case (a) ‘bL’, ‘bM’, ‘bS’ and (b) ‘dL’, 
‘dM’, ‘dS’ from summation vertical FRFs 
As measurement point ‘2’ gives similar damage patterns for damage case ‘bM’ and 
‘dM’, these two damage scenarios are illustrated in Figure 5.13 and Figure 5.14 from 
horizontal summation FRFs and vertical summation FRFs respectively. However, for 
summation FRFs, damage case ‘bM’ and ‘dM’ give distinguishable damage patterns 
which highlight the benefit of utilizing summation FRFs over individual FRFs. As a 
result, summation horizontal and vertical FRFs are also used for the damage detection 
approach. 
5.4.1 Developing Neural Networks 
Feed forward neural networks are developed and performances of the networks are 
evaluated by mean squared error (MSE) as shown in Equation 5.2. The back 
propagation algorithm (BP), which is based on gradient minimization and is popular 
among researchers, is used as the training algorithm. 
                                                                  
∑    
 
 
 
    Equation 5.2 
where    is the individual prediction error; that is the difference between the actual 
output value and predicted output value and   is the number of error terms.  
The neural network inputs are damage patterns of different damage cases while 
network outputs are either the locations of the damage in height from base of the 
structure or the severities in loss of second moment of area of damage. The target 
output values for training data, validation data and test data for identifying damage 
location are listed in Table 5.6, while  
Table 5.7 shows the target output values for the severity estimation.  
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Table 5.6 Neural network target output values for single damage cases for damage 
location detection 
Damage Case Damage Location (m) 
aL, aM, aS 0.350 
bL, bM, bS 0.467 
cL, cM, cS 0.525 
dL, dM, dS 1.050 
eL, eM, eS 1.167 
fL, fM, fS 1.225 
 
Table 5.7 Neural network target output values for single damage cases for damage 
severity identification 
Damage Case Damage Severity (%) 
aL, bL, cL, dL,eL, fL 25.0 
aM, bM, cM, dM,eM, fM 33.3 
aS, bS, cS, dS,eS, fS 50.0 
Fourteen individual networks are designed with data from locations ‘1’ to ‘14’ and two 
networks are developed with horizontal summation FRFs and vertical summation FRFs. 
The individual networks are trained with damage patterns derived from FRFs obtained 
from transient analysis. Table 5.8 shows the data division for training, validation and 
tests the neural networks. Ten damage cases out of a total 18 damage cases are used to 
train the neural networks and four cases are used to validate the neural networks while 
training.  
Table 5.8 Data division for neural network training 
Training data Validation data Test data 
aL, aS aM - 
bL bS bM 
cS, cM - cL 
dL, dS dM - 
eL, eM - eS 
fM eS fL 
 
Once the ANN model is well-trained, the test data are then applied to the ANN model 
to obtain the locations and severities of other four damage cases which have not been 
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used in the training stage. The outcomes of the individual neural networks are also 
compared against the results of the horizontal and vertical summation. 
5.4.2 Neural Network Architecture 
The neural network’s ability to accurately identify damage location and severity is 
dependent upon the architecture of the neural network. The optimal architecture of 
ANN is identified by defining the number of hidden layers and the number of neurons 
per hidden layer in order to maximize damage detection. Neural networks with optimal 
architecture give minimum training error and simulation error providing precise 
damage detection results. This is usually determined by a trial-and-error method. On 
one hand, neurons of a smaller number are insufficient to accurately describe the 
mapping between inputs and outputs. On the other, neurons of a larger number tend to 
blur the physical relation between inputs and outputs since a significant number of 
nonphysical unknowns (weights and thresholds) must be determined, which is often a 
difficult task with limited training patterns. In order to obtain very precise damage 
detection results, the effect of a number of hidden layers and hidden neurons is 
investigated in this study. As discussed in the section 5.4.1, the mean squared error 
(MSE) vector is introduced to facilitate the determination of the required neuron 
number in the hidden layer of the neural network. 
In this study, neural networks are developed with one hidden layer and two hidden 
layers. Firstly, one hidden layer neural network with a different number of hidden 
neurons is investigated. Secondly, two hidden layer neural networks with a different 
number of hidden neurons are investigated. When the number of neurons in the first 
hidden layer is set to be 2, 4, 6, 8, 10, 12 and 14 respectively, the MSE of each neuron 
in the output layer is determined and presented in Figure 5.15 (a) while MSE of two 
hidden layer neural networks are illustrated in Figure 5.15 (b). It is clear from the 
Figure 5.15 (a) that the MSE error becomes small when 8 neurons are selected in the 
hidden layer for one hidden layer neural network. From these two figures it is clear that 
neural networks with two hidden layers have best performance compared with one 
hidden layer neural networks.  
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                                   (a)                                                               (b) 
Figure 5.15. Number of hidden neurons verses mean squared error (MSE) trained with 
summation of horizontal FRFs (a) one hidden layer showing the least MSE at n=8 (b) 
two hidden layers showing the least MSE at number of neurons in first layer (n1) = 12 
and number of neurons in second layer (n2) = 8 
Figure 5.16 shows the comparison between two optimal neural networks trained with 
one hidden layer and two hidden layers, which present the neural network with two 
hidden layers having the best performance with the least MSE. Therefore, two hidden 
layer neural networks with 12 and 8 hidden neurons in the first and second layers 
respectively are used to single damage detection. 
 
Figure 5.16. Comparison between two optimal neural networks using one hidden layer 
denoted NN1 (n1= 8 neurons) and two hidden layers denoted NN2 (n1 = 12 and n2 = 8) 
showing the neural network with two hidden layers to have the best performance with 
the MSE. 
Network number ‘1’ is trained with horizontal FRFs data from location ‘1’. 
Consequently, network numbers ‘2’ to ‘8’ are trained with horizontal FRFs data from 
location ‘2’ to location ‘8’, while network numbers ‘9’ to ‘14’ are trained by vertical 
FRFs data from location ‘9’ to ‘14’. Numbers ‘15’ and ‘16’ are trained with damage 
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index values computed from summation horizontal FRFs and summation vertical FRFs 
respectively. Testing performance of networks trained to find damage locations and 
severities is tabulated in Table 5.9 while MSE of testing data are plotted in Figure 5.17. 
Table 5.9 Testing performance of networks trained to identify damage locations and 
severities of the structure for single damage case 
Network 
Testing error (MSE [%]) 
Damage location identification Damage severities identification 
‘1’ 0.83 0.92 
‘2’ 1.94 1.27 
‘3’ 0.42 0.91 
‘4’ 3.04 2.18 
‘5’ 2.05 0.99 
‘6’ 2.31 2.58 
‘7’ 1.34 1.21 
‘8’ 2.68 1.91 
‘9’ 1.18 1.32 
‘10’ 1.52 1.05 
‘11’ 1.03 0.68 
‘12’ 0.65 1.37 
‘13’ 0.94 0.79 
‘14’ 0.85 1.28 
‘15’ 0.21 0.41 
‘16’ 0.26 0.57 
 
 
 
Figure 5.17. Testing performance of networks trained with data to locate damage and 
severity identification 
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It is found that in FRFs from locations ‘2’, ‘4’, ‘6’ and ‘8’ positioned on the columns at 
the height of the cross beams, neural networks give less identification results compared 
to other locations. Testing errors for these locations are 1.27%, 2.18%, 2.58% and 
1.91% for damage location identification. These results highlight that the locations on 
the columns at the height of the cross beam are less sensitive to the FRFs of the 
columns. All the results obtained from location ‘9’ – ‘14’ give precise damage 
identifications, which confirm that the vertical FRFs obtained from beams are suitable 
for damage detection. Neural networks trained with summation horizontal FRFs 
(network ‘15’) and summation vertical FRFs (network ‘16’) give the least MSE, as it 
consists of FRFs changes from all measurement locations.  
5.5 Damage Detection with Single Damage Cases and Multiple Damage Cases 
In order to determine the multiple damage detection capability, multiple damage cases 
are introduced to the two storey framed structure. Table 5.10 shows network output for 
damage locations and Table 5.11 demonstrates network output for damage severity. As 
an example, light damage (25%) at both location “a” and “d” is denoted as “adL” while 
medium damage (33.3%) at location “b” and “e” is denoted as “beM”. All details of the 
multiple damages can be found from Table 5.3. In this case, also an optimal number of 
hidden layers and hidden neurons are determined by the trial and error method and it is 
found that neural network architecture with 13 and 7 numbers of hidden neurons gives 
minimum error for identifying damage location and damage severity quantification. 
FRFs of damage case ‘adL’, ‘adM’ and ‘adS’ from measurement location ‘1’, ‘2’, ‘3’ 
and ‘9’ are plotted in Figure 5.18. FRF shape variation, with different damage severities 
with multiple damages, is clear from this figure. 
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                                   (c)                                                                  (d) 
Figure 5.18. FRFs for damage case ‘adL’, ‘adM’ and ‘adS’ obtained from (a) location 
‘1’ (b) location ‘2’ (c) location ‘3’and (b) location ‘9’ of the structure 
As for the single damage cases, FRFs are derived from 14 locations for multiple 
damage cases also. As mentioned earlier, 27 multiple damage cases are introduced for 
damage detection. In this section both single and multiple damage cases are arranged in 
a matrix to feed to the proposed algorithm. In total 45 damage patterns relevant to 
single and multiple damages are obtained from the algorithm. Damage Index values 
obtained from location ‘1’ with single and multiple damage scenarios are illustrated in 
Figure 5.19. Figure 5.20, Figure 5.21, Figure 5.22 and Figure 5.23 show damage index 
values from location ‘2’, ‘3’, ‘9’ and ‘10’.From these figures it is clear that shapes of 
the damage patterns vary with the FRF measurement location.  
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                                 (c) 
Figure 5.19. Damage index values for different damage cases from location ‘1’ 
 
(a)                                                                (b) 
 
                                 (c) 
Figure 5.20. Damage index values for different damage cases from location ‘2’ 
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                                  (a)                                                              (b) 
 
                                  (c) 
Figure 5.21. Damage index values for different damage cases from location ‘3’ 
 
(a)                                                                  (b) 
 
                                (c) 
Figure 5.22. Damage index values for different damage cases from location ‘9’ 
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(a)                                                               (b) 
 
                                  (c) 
Figure 5.23. Damage index values for different damage cases from location ‘10’ 
Even though damage index values from locations ‘1’, ‘3’, ‘9’ and ‘10’ give different 
damage index patterns for all damage scenarios, damage location ‘2’ gives very similar 
damage patterns. For the close view of the damage pattern variation with damage 
severity, Figure 5.24 is plotted. As per the figure, most of the damage index values 
coincide with different damage cases even though severities are different. 
 
Figure 5.24. Damage index values for different damage cases from location ‘2’ 
As some measurement points are less sensitive to FRF change, it is important to 
consider summation FRFs for damage detection from the proposed approach. 
Accordingly, Figure 5.25 and Figure 5.26 illustrate the damage patterns for summation 
horizontal FRFs and summation vertical FRFs from all measurement locations. 
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 (a)                                                             (b) 
 
                                (c) 
Figure 5.25. Damage index values for different damage cases from summation 
horizontal FRFs 
 
(a)                                                                (b) 
 
                                   (c) 
Figure 5.26. Damage index values for different damage cases from summation vertical 
FRFs 
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Neural network target output values for multiple damage cases for damage locations 
and damage severities are illustrated in Table 5.10 and Table 5.11 respectively.  
Table 5.12 shows data division for neural network training for single and multiple 
damage detection. 
Table 5.10 Neural network target output values for multiple damage cases for damage 
locating 
Damage Case Damage Location (m) 
adL, adM, adS,aLdMaLdS, aMdS, aMdL, aSdL, aSdM 0.350, 1.050 
beL, beM, beS,bLeMbLeS, bMeS, bMeL, bSeL, bSeM 0.467, 1.167 
cfL, cfM, cfScLfMcLfS, cMfS, cMfL, cSfL, cSfM 0.525, 1.225 
Table 5.11 Neural network target output values for multiple damage cases for damage 
severity estimation 
Damage Case Damage Severity (%) 
adL, beL, cfL 25.0 
adM, beM, cfM 33.3 
adS, beS, cfS 50.0 
aLdM, bLeM, cLfM 25.0, 33.33 
aLdS, bLeS, cLfS 25.0,50.0 
aMdL, bMeL, cMfL 33.33, 25.0 
aMdS, bMeS, cMfS 33.33,50.0 
aSdL, bSeL, cSfL 50.0,25.0 
aSdM, bSeM, cSfM 50.0,33.33 
 
Table 5.12 Data division for neural network training for single and multiple damage 
detection 
Training data Validation data Test data 
aL, aS aM - 
bL bS bM 
cS, cM - cL 
dL, dS dM - 
eL, eM - eS 
fM fS fL 
adM, adS adL  
beL beM beS 
cfL, cfM  cfS 
aLdM, aLdS, aSdL, aSdM aMdL aMdS 
bLeM, bLeS, bSeL, bMeS bMeL bSeM 
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cLfM, cMfS, cSfL, cSfL cMfL cLfS 
In total, 60% of single and multiple damage cases are used to train the neural networks 
and 20% of data are used to validate the neural network while training. After the neural 
networks are well-trained, they should be tested with a new data set, which has not been 
used for the training stage, in order to find out whether the trained network is suitable 
for damage detection for new damage cases. Therefore, the test data set is fed to the 
trained neural networks and predicted output values are compared with actual output 
value. Using the difference between predicted output value and actual output value, 
mean squared error is calculated. Accordingly, the neural network with a small test 
error gives the most accurate output value for damage detection. 
Performance of networks trained with data of the two storey frame structure to identify 
damage locations and severities are tabulated in Table 5.13. Figure 5.27 shows the 
MSE of developed neural networks for location and quantification of both single and 
multiple damage scenarios. 
Table 5.13 Performance of networks trained to identify damage locations and severities 
of the single and multiple damage cases 
Network 
Testing error (MSE [%]) 
Damage location identification Damage severities identification 
‘1’ 1.23 1.36 
‘2’ 2.22 1.98 
‘3’ 0.64 1.35 
‘4’ 3.43 2.64 
‘5’ 2.59 2.58 
‘6’ 2.68 2.97 
‘7’ 1.84 1.67 
‘8’ 2.89 2.36 
‘9’ 1.28 1.57 
‘10’ 0.62 1.22 
‘11’ 1.29 0.97 
‘12’ 0.73 1.48 
‘13’ 1.26 0.96 
‘14’ 0.93 1.39 
‘15’ 0.39 0.56 
‘16’ 0.32 0.68 
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Maximum MSE for damage location identification is 3.43%, which is obtained from 
neural network ‘4’. It is also observed that network ‘6’ and ‘8’ give high MSE values 
because these locations are less sensitive to FRFs. Even though location ‘5’ and ‘7’ are 
not located at column beam connection, the networks trained with data from locations 
‘5’ and ‘7’ give higher MSE compared to neural network ‘1’ and ‘3’. However, the 
error is not worse than locations of ‘6’ and ‘8’. This phenomenon is similar for damage 
severity estimation. Furthermore, neural networks ‘9’ to ‘14’ give good damage 
location identification and severity quantification results.  
 
Figure 5.27. Testing performance of networks trained to locate damage 
It is noted that the proposed method is able to diagnose multiple faults, provided at 
different locations because, all damage scenarios give precise damage detection results 
for multiple damages also. As expected, summation horizontal FRFs and summation 
vertical FRFs which are comprised of FRFs changes from all measurement locations 
give excellent damage detection results. However, accuracy of damage location 
identification and severity quantification of multiple damages are lower than accuracy 
of single damage detection.  
Overall results of single and multiple damages show that the proposed method is able to 
provide good output, which indicates that the method is reliable in detecting damage 
from noise-free data. Most of the cases neural networks trained with vertical FRFs from 
measurement location ‘9’ to ‘14’ give lesser MSE compared to neural networks trained 
with measurements obtained from location '1' to '8'. The reason for this precise damage 
identification is that locations ‘9’ to ‘14’ are sensitive to FRFs. Moreover, this result 
0
1
2
3
4
‘1’ ‘2’ ‘3’ ‘4’ ‘5’ ‘6’ ‘7’ ‘8’ ‘9’ ‘10’ ‘11’ ‘12’ ‘13’ ‘14’ ’15’ ’16’ 
M
S
E
(%
) 
Network Number 
Damage location identification
Damage severities identification
130 Chapter 5:Numerical Study 
highlights that damages in the column can be identified by vertical FRFs from beams 
with good accuracy. 
The most critical issue in the specification of a monitoring system is the type and 
location of the sensors, because accuracy of damage detection relies on the arrangement 
of the sensor locations. In other words, the optimal positioning of the sensors is critical 
for true intelligence in monitoring. In this study, mid points of the columns and points 
at any locations of the beams are found to be effective sensor locations as measurement 
points at these locations give more precise results than other places. When using real 
data from a structure it is impossible to have a prior knowledge of the damage locations 
and severities of the structure; in this case it is identified that FRFs obtained from mid 
points of the columns and any locations of the beams are suitable for damage 
identification. It is furthermore found that ‘15’ and ‘16’ give the best performance for 
damage detection. Therefore, neural networks well trained with summation FRFs can 
be used to determine damage location and severity of new damage cases precisely. 
5.6 Damage Detection with Noise Polluted Data 
As highlighted in section 4.8, it is necessary to examine the performance of the 
proposed method in the presence of noise. Accordingly, in this study, measurement 
noise is assumed to be normally distributed with zero means and specific variance. 
Noise-to-signal-ratios used in this study are 1% (noise level 1), 2% (noise level 2), 5% 
(noise level 3) and 10% (noise level 4) which create four different noise levels. Damage 
patterns obtained from this noise polluted data are introduced to train the neural 
network model. In this case only the first five PCs, which represent 91.23% of the 
original data set, are used.  
First, FRF variations with different noise levels are compared. Figure 5.28 shows FRFs 
of damaged structure from measurement point ‘5’ with four noise levels for damage 
case ‘aLdM’. According to the figure, when noise level is increasing, the original FRFs 
experience considerable fluctuation due to the noise. Therefore, the capability of noise 
filtering of noise polluted data with the proposed approach is investigated. Accordingly, 
damage index values corresponding to different noise levels of damage case ‘aL’ and 
‘adL’ corresponding to location ‘5’ is plotted in Figure 5.29. Figure 5.30 and Figure 
5.31 demonstrate damage index values for damage case ‘cSfM’ and ‘bLeM’ measured 
from location ‘5’ and damage case ‘aL’ measured from location ‘4’ respectively. 
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(a)                                (b) 
Figure 5.28. FRFs of damaged structure from measurement point ‘5’ with four noise 
levels for damage case ‘aLdM’ 
 
(a)                                                                  (b) 
Figure 5.29. Damage index values for different noise levels from damage case (a) ‘aL’ 
and (b) ‘adL’ from location ‘5’ 
 
(a)                                                                (b) 
Figure 5.30. Damage index values for different noise levels from damage case (a) 
‘cSfM’ and (b) ‘bLeM’ from location ‘5’ 
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Figure 5.31. Damage index values for different noise levels from damage case ‘aL’ 
from location ‘4’ 
From the damage index values computed from noise polluted data it is found that 
damage patterns vary slightly with noise levels and also variation increases for higher 
noise levels. Because of this phenomenon, damage index values computed from 
location ‘2’, ‘4’, ‘6’ and ‘8’ are covered by noise for damage patterns of small severity 
damage cases as the magnitude difference of damage index values from these locations 
are very small. It diminishes accuracy of the proposed damage detection approach. 
Therefore this method makes ineffective noise polluted data measured from 
measurement locations of less sensitivity to FRFs. Summation FRFs which sum data 
from all measurement locations give very different damage patterns for all damage 
cases, as they account for features from all measurement points; the noise effect which 
misleads neural network training by overlapping different damage cases is very low. 
Accordingly, summation FRFs are suitable for damage detection using the proposed 
approach. Consequently, the method is tested only with summation FRFs for the 
proposed four noise levels. Training, validation and testing partitioning for the single 
and multiple damage scenarios for noise polluted data are illustrated in Table 5.14.  
Table 5.15 shows performance of networks trained with data to identify damage 
locations and severities. 
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Table 5.14 Training, validation and testing partitioning for the single and multiple 
damage scenarios for noise polluted data 
Set Data 
sets 
Description 
Training 108 27 damage scenarios (as shown in table 5.11)*four noise levels 
Validation 36 9 damage scenarios(as shown in table 5.11)*four noise levels 
Testing 36 9 damage scenarios(as shown in table 5.11)*four noise levels 
 
Table 5.15 Performance of networks to identify damage locations and severities from 
summation FRFs 
Net-
work 
Number 
Mean Squared Error (%) 
Damage location identification Damage severities identification 
1% 
noise 
level 
2% 
noise 
level 
5% 
noise 
level 
10% 
noise 
level 
1% 
noise 
level 
2% 
noise 
level 
5% 
noise 
level 
10% 
noise 
level 
Summat
ion H 
0.48 0.59 0.75 1.69 0.69 0.93 1.35 1.97 
Summat
ion V 
0.38 0.97 1.26 1.56 0.74 0.83 0.94 1.41 
From the table it is seen that all networks produce good results for damage location and 
severity identification, with a maximum simulation MSE of 1.69% and 1.97% 
subsequently for 10% noise level. For a better view of the results, testing error is 
plotted for different noise pollution levels and presented in Figure 5.32 and Figure 5.33 
for damage location identification and severity estimation respectively. For these two 
networks, a clear relation between the localisation accuracy and the damage size as well 
as the noise pollution level is observed. The network trained from horizontal 
summation FRFs gives correct locations for damage cases polluted with a noise level of 
up to 2%, and only one light damage case is misidentified with 5% noise pollution. The 
vertical summation FRFs network correctly located all cases up to 5% noise pollution.  
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Figure 5.32 Comparison of testing set outcomes of summation neural networks trained 
with damage index values to identify damage locations of noise polluted data 
subdivided by noise pollution level. 
 
Figure 5.33 Comparison of testing set outcomes of summation neural networks trained 
with damage index values to identify damage severities of noise polluted data 
subdivided by noise pollution level. 
From the figures, a clear correlation between noise pollution level and the neural 
networks’ damage location identification accuracy are observed. For example, for the 
network ‘Summation H’ 1, the MSE value for 1% noise free data is only 0.48%, 
whereas the errors for 2% and 5% noise are about 0.59% and 0.75% for damage 
location identification. It increases up to 1.69% for 10% noise level. The maximum 
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difference between simulation errors is 1.21%, which proves the noise tolerance 
capacity of the proposed method. When considering quantification, it also gives a very 
small percentage of simulation error, which is about 1.97%. Maximum error even with 
10% noise pollution level is less than 2%, which is good accuracy for damage 
detection. These results prove that the proposed method is able to locate and quantify 
all the damage conditions, single as well as multiple damage cases, despite the presence 
of 10% random noise. Furthermore, the method is relatively noise insensitive and stable 
for structural damage detection. 
5.7 Conclusions 
As demonstrated in the damage detection formulation, the proposed method needs 
FRFs information about the damaged structure, as well as FRFs data extracted from the 
healthy or undamaged structure because FRFs in the undamaged situation are necessary 
for damage detection before the occurrence of any damage. This set of data can be 
measured experimentally or computed analytically within a suitable frequency domain, 
which will probably be selected for damage detection. 
Even though most damage identification methods available in the literature require 
eigenvalue analysis and extraction, or any optimization process, the proposed method 
does not require these processes. More importantly, the complete knowledge of the 
condition of the structure such as mass matrix or stiffness matrix is not required for this 
method. Moreover, the proposed method has noise filtering capacity and as a result of 
this, the method gives very good accuracy with simulated data even in the presence of 
noise. Thus, it can be considered that the method demonstrates a good accuracy and its 
precision is not highly affected by the presence of measurement noise. The increase of 
the noise also does not affect the method drastically as even at 10% noise level it still 
shows a good convergence and the precision is high enough. This can be an indication 
of the consistency of the results, which ensures a low level of uncertainty in the 
solution. Accordingly, as a whole the proposed procedure can be regarded as relatively 
stable, accurate and noise insensitive. 
It is noted that this method is able to diagnose multiple faults provided at different 
locations, and its precision is not affected negatively compared with single damage 
cases, i.e. it still shows rather good precision. It is important to stress the fact that 
neural networks trained with horizontal FRFs at mid points of the column halves and 
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neural networks trained with vertical FRFs on crossbeams give precise damage 
detection results. Using these results it can be suggested that suitable sensor locations 
for vertical FRFs measurements are the crossbeams of the structure, which is same as in 
previous research (Dackermann, et al., 2010b). Moreover, it is found that the proposed 
approach was highly efficient in filtering bad estimation outcomes from poorly 
performing individual networks and that networks trained with summation FRFs 
exhibited better performance than the predictions of any of the individual networks, 
which highlights the superiority of the summing FRF data from different locations. As 
summation FRFs neural networks give adequate precise results for damage detection, 
neural network ensembles are not needed for this method, which saves computation 
time. Most of the damage detection methods available in the literature have problems in 
recognition of light damages, but the proposed method has an ability to identify light 
damage with good accuracy even with noise polluted data. Moreover, the method can 
identify damages which have not been used in the training data, proving the ability to 
use the method with data from the real building structures. In this method, PCA is done 
for different sub sets separately rather than doing it for the whole data set, therefore it 
can extract the main features of subsets very precisely. Moreover, the proposed 
algorithm gives specific damage patterns for identified subsets as a ratio of undamaged 
FRFs data which leads to accurate damage detection results even with noise polluted 
data. As a result of this, ANNs could identify the variation of FRFs even for light 
damages very well. 
Clearly, as evidenced from the testing results, each neural network is capable of 
identifying the relationship between the damage patterns and damage location or 
damage severity for novel cases that are not included in the training cases for the neural 
networks. It is shown that the proposed damage detection approach has the potential of 
being a practical tool for a damage detection methodology applied to structure-
unknown, smart civil structures. In this method, the number of PCs which are used to 
compute the damage index does not affect the number of input neurons in an artificial 
neural network, as the number of input neurons only depends on the number of subsets. 
Therefore computational time for network training is largely reduced. 
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Chapter 6: Study on Location and Severity Estimation 
of Damaged Structural Connections Using 
IASC-ASCE Benchmark Structure 
6.1 Introduction 
During the past several years, benchmark problems have become a very popular topic 
in structural control and structural health monitoring. The main objective of a 
benchmark problem is to permit direct comparison of different techniques, 
methodologies, sensors and/or devices through a test bed problem widely available to 
the research community. Different benchmark structures have been developed for 
damage detection of building structures as well as bridge structures. Among those 
benchmark structures, the IASC-ASCE (International Association for Structural 
Control-American Society of Civil Engineers) benchmark structure is popular among 
researchers.  
For most existing damage detection methods the area of application is restricted in 
order to detect the damage on a member of a structure. This may be accomplished 
through reduction in the cross sectional area and degradation of Young’s modulus. 
Even though damages in structural connections are very common for framed structures, 
very few methods can deal with this type of damage. A single joint is usually connected 
to several beams and columns therefore the connected elements may make the joint 
inaccessible and methods such as visual inspection cannot be employed (Lam, et al., 
1998). As a consequence, it is obvious that a damage detection method which can 
handle damage at a connection is in demand.  
The development of a structural damage identification method that can accurately 
identify damage while processing measurements containing realistic noise levels and 
overcoming experimental modelling errors would provide a robust method for 
identifying damage in the larger, more complex structures found in practice (Dincal, 
2005). Accordingly, the robustness of the technique is tested by an IASC-ASCE 
benchmark structure considering modelling errors, as well as a considerable amount of 
sensor noise for detecting connection failures.  
This chapter opens with a description of the benchmark structure. Subsequently, 
available research works based on the benchmark structure are discussed. Next, the 
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accuracy of a damage detection approach with available data given by the IASC-ASCE 
research group is presented. Finally, this chapter validates the hypothesis that the 
proposed damage index method performs well in detecting structural connection and 
element damage from experimental data, although the experimental data are always 
polluted by noise. 
6.2 Research Based on Benchmark Structures 
Over the past two decades, numerous research methods have been suggested and tested 
for damage identification and condition assessment of different structures (Adeli & 
Jiang, 2006; Bakhary, et al., 2007a; Furukawa & Otsuka, 2006). Among those 
structures, the ASCE benchmark structure (Johnson, et al., 2004), one of the benchmark 
structures, which has been developed to facilitate comparison between different 
algorithms developed by researchers for damage detection of structures, is prominent. 
Extensive research work has been conducted to investigate the structural health 
monitoring of the IASC-ASCE benchmark steel structure. 
As an example, Lam et al (2004) proposed a damage detection method based on 
statistical model updating using the measured vibration responses of the structure 
without any knowledge of the input excitation. The damage detection results obtained 
were satisfactory. Lam et al. (2004; 2008) suggested the use of a Bayesian method 
(conditional probability) to determine the optimal ANN architecture while using a Ritz 
vector and modal parameters, respectively, as damage features. A dual function ANN 
was used for the process of feature extraction and then to establish the needed damage 
classifier. The results showed that the performance of ANNs trained by modal 
parameters was slightly better than that of ANNs trained by Ritz vectors. Both damage 
location and damage severity were identified correctly with zero modelling error. 
However, it was noted that the identified damage extent was slightly overestimated for 
cases with modelling error. 
Taha (2010) introduced an integrated method for damage feature extraction and damage 
recognition. The wavelet energy as a damage feature was tested to classify damage 
states in the ASCE benchmark structure. It was suggested that an optimal ANN 
architecture can detect damage occurrence with good accuracy and can provide damage 
quantification with reasonable accuracy to varying levels of damage. The benchmark 
structure damage identification based on frequency response functions (FRFs) and 
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genetic algorithm (GA) was presented by Zou et al (2011). Identification result showed 
that even in considering serious noise, the structure damage severity can be identified 
well. However, the method was not tested for damage quantification.  
An Artificial Immune Pattern Recognition (AIPR) approach for the damage 
classification in structures was presented by Chen & Zang (2009). An AIPR-based 
structure damage classifier was developed, which incorporated several novel 
characteristics of the natural immune system. The performance of the presented 
structure damage classifier was validated using the IASC–ASCE benchmark structure. 
The validation results showed that the AIPR-based pattern recognition was suitable for 
structure damage classification.  
The damage index method was used by Rodriguez & Barroso (2002) to detect the 
location and severity of damage in the ASCE benchmark structure. The proposed 
method was based on ratios between stiffness and mass values of the undamaged 
structure and damaged structure. The approach accurately identified the damage present 
in two of the studied damage patterns, where the severity of damage was high. For the 
other four damage patterns some false positive damage locations were indicated. 
Most of these previous methods have been used for damage detection of the benchmark 
structure while few attempts have been tested for damage quantification. Besides, most 
of these methods give results with some false damage severity detection. In this 
chapter, the proposed method is used to perform the damage identification of the ASCE 
benchmark structure utilizing noise polluted FRFs, and to prove the validity of this 
method by analysing the simulated data provided by the IASC-ASCE Structural Health 
Monitoring Group.  
6.3 Benchmark Problem Description 
A task group of the IASC-ASCE has developed a series of benchmark problems to 
allow researchers to compare results of the different techniques, improve the 
methodologies and identify their capabilities and limitations of Structural Health 
Monitoring techniques. The benchmark structure is conducted in two phases: a 
numerical phase and an experimental phase. In the numerical phase (Phase I), 
numerical models of a structure are used to compute acceleration records while 
damages in the structure are determined using these dynamic responses. Phase I of the 
IASC-ASCE benchmark study is simulated by two models with different modelling 
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complexities (12 DOF and 120 DOF) and these two models are shear building models. 
Since most structures are not as simple as engineers often model them, it leads damage 
detection algorithms to fault damage detections because of modelling errors. As a 
result, to include model error effects in this benchmark study, a more complex 120 
DOF model was constructed using finite elements. 
In Phase I, many cases are designed to study the advantages and disadvantages of 
different methods, together with their sensitivity in various aspects, including 
measurement noise and limited sensor information. Details about Phase I of this 
benchmark study can be found in reference Johnson et al. (2004). In the experimental 
phase (Phase II) the acceleration records are obtained from a physical model. Different 
excitation cases and damage patterns are considered. In Phase II, a more realistic model 
is employed to simulate the benchmark structure with the consideration of construction 
imperfection, such as the uncertainty in floor masses and the corresponding centres of 
mass, the uncertainty in bracing stiffness, and the semi-rigid nature of beam-column 
connections. In particular, participants are given the freedom to model the benchmark 
structure as they desire. To advance gradually, all damage patterns considered in Phase 
II result in a symmetrical structure. More information about the activities of the task 
group on structural health monitoring can be found at the IASC-ASCE task group in 
SHM benchmark problems web page at http://wusceel.cive.wustl.edu/asce.shm. 
6.3.1 Benchmark Structure 
The detailed description of the benchmark study is given in reference (Johnson et al 
2004). The benchmark structure is a four storey, two-bay by two-bay steel frame (as 
shown in Figure 6.1 (a)). The structure has a 2.5 m x 2.5 m plan and the height is 3.6 m. 
All the members are hot rolled grade 300W steel with a nominal yield stress 300MPa. 
All the columns and floor beams are oriented to be stronger bending toward the x 
direction and stronger bending vertically, respectively. Thus, the x direction (i.e., 
bending about the y axis) is the strong direction. There are two diagonal braces of each 
exterior face on each floor. Each floor has one floor slab per bay which was made up of 
steel plates so that there are four 800kg slabs at the first floor, four 600 kg slabs at each 
of the second and third floor and four 400 kg slabs at the fourth floor. The placement of 
these plates is identical at each floor, with masses being distributed asymmetrically so 
that the motions are coupled in every mode.  
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(a)                                                                               (b)                    
Figure 6.1 (a) The benchmark Structure (Johnson, et al., 2004) (b) Diagonal Members 
Apart from undamaged structure, six damage patterns are studied as a part of the 
benchmark problem. Even though the damage patterns are not intended to directly 
represent the complexity of damage mechanisms, it helps to test the ability of various 
SHM methods for detecting, locating and quantifying damage. Six damage patterns 
considered in this study are illustrated in Figure 6.2. 
 
Figure 6.2 The six damage patterns considered in the benchmark study (Johnson et al 
2004) 
142  
Chapter 6:Study on Location and Severity Estimation of Damaged Structural Connections Using IASC-
ASCE Benchmark Structure 
The two types of simulated damage are considered: the brace damage and the beam-
column connection damage, where the brace damage is simulated by certain braces in 
the benchmark model, and the beam-column connection damage is simulated by 
reducing the stiffness of certain rotational springs. These two types of damages are 
considered in the benchmark problems because for steel-frame structures, earthquake 
structural damage usually occurs in braces and beam-column connections, in which 
braces can be damaged due to buckling, and beam-column connections can be damaged 
due to fracture. 
A total of five cases are defined as a part of this Phase I benchmark problem, each 
including the various damage patterns. Mass distribution, type of excitation and damage 
patterns considered according to case are presented in Table 6.1. In case 1, the 12 DOF 
structural model was used to calculate the acceleration in the structure which was 
excited only in the weak direction. The symmetrical mass distribution is considered in 
this case. Case 2 was the same as case 1, but used the 120 DOF structural model. Case 
3 considered the excitation to act only at the roof using the 12 DOF structure. Cases 4 
and 5 considered the structure to have asymmetry. In this case the centre of mass at the 
roof was different from the centre of inertia, and excitation was used in both directions. 
In case 4 the 12 DOF structural model was used, and in case 5 the 120 DOF model was 
used. The sections used to construct the benchmark structure are unusual, designed for 
a scale model, with properties as given in Table 6.2. 
Table 6.1 First five cases of the IASC-ASCE SHM benchmark study 
Case Data generation 
model 
Mass distribution 
(on the fourth floor) 
Excitation Damage 
patterns 
1 12 DOF Symmetric Ambient 1&2 
2 120 DOF Symmetric Ambient 1&2 
3 12 DOF Symmetric Shaker on roof 1&2 
4 12 DOF Asymmetric  Shaker on roof 1-4 & 6 
5 120 DOF Asymmetric Shaker on roof 1-6 
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Table 6.2 Properties of the Benchmark Structure 
Property Columns Beam Braces 
Section Name B100 x 9 S75 x 11 L25 x 25 x 3 
Area  (m
2
) 1.133 x 10
-3
 1.43 x 10
-3
 1.41 x 10
-4
 
Moment of Inertia in the strong 
direction Iy(m
4
) 
1.97 x 10
-6
 1.22 x x10
-6
 0 
Moment of Inertia in the weak 
direction Iz(m
4
) 
6.64 x 10
-7
 2.49 x 10
-7
 0 
St. Venant torsion constant 
J(m4) 
8.01 x 10
-9
 3.82 x 10
-9
 0 
Young’s modulus E (Pa) 2 x 1011 2 x 1011 2 x 1011 
Mass per unit length ρ(kg/m) 8.89 11.0 1.11 
 
A total of 16 uniaxial accelerometers were placed on the structure to record its response 
under all load cases, two each in the x and y directions per floor as shown in Figure 6.3. 
A white noise with root mean square (RMS) amplitude of 10% of the RMS of the roof 
acceleration is added to the acceleration records to account for the uncertainty of 
environmental loads. Accelerometer locations of the benchmark Structure are presented 
in Table 6.3. 
 
Figure 6.3 Accelerometer locations and excitation location of the benchmark structure 
(note: The    are excitations and the  ̈  are accelerometer measurements; the  ̈   and   
 ̈   in the x-direction are omitted for clarity) 
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Table 6.3 Accelerometer locations of the benchmark structure 
Sensor Number Floor Number Column Number Direction 
1 1 2 x 
2 1 6 y 
3 1 8 x 
4 1 4 y 
5 2 2 x 
6 2 6 y 
7 2 8 x 
8 2 4 y 
9 3 2 x 
10 3 6 y 
11 3 8 x 
12 3 4 y 
13 4 2 x 
14 4 6 y 
15 4 8 x 
16 4 4 y 
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Natural frequencies of the benchmark models are tabulated Table 6.4. 
Table 6.4 Identified natural frequencies (Hz) for cases 1-5 
Case Damage 
Pattern 
Mode 
1y 2y 1x 2x 
1 0 
1 
2 
9.41 
6.24 
5.83 
25.60 
21.58 
14.93 
11.79 
9.91 
9.52 
32.07 
28.99 
24.98 
2 0 
1 
2 
9.41 
6.24 
5.82 
25.54 
21.53 
14.89 
11.79 
9.91 
9.51 
32.01 
28.92 
24.91 
3 0 
1 
2 
8.59 
5.47 
4.96 
23.45 
19.31 
12.34 
9.18 
7.37 
6.68 
25.95 
22.77 
17.79 
4 0 
1 
2 
3 
4 
6 
9.29 
6.18 
5.76 
8.79 
8.79 
9.15 
25.27 
21.27 
14.78 
24.37 
24.36 
24.98 
11.64 
9.80 
9.39 
11.64 
11.50 
11.64 
31.66 
28.59 
24.70 
31.66 
30.82 
31.66 
5 0 
1 
2 
3 
4 
5 
6 
8.47 
5.42 
4.90 
7.99 
7.99 
7.95 
8.34 
23.19 
19.06 
12.26 
22.25 
22.22 
22.20 
22.90 
9.05 
7.28 
6.59 
9.05 
8.81 
8.81 
9.05 
25.63 
22.47 
17.65 
25.63 
24.72 
24.72 
25.63 
Percentage reduction in stiffness for all damage patterns of 12 DOF model and 120 
DOF model are illustrated in Table 6.5 and Table 6.6 respectively. 
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Table 6.5 The percentage reduction in stiffness for all damage patterns of 12 DOF 
model extracted from table 4 in reference (Johnson, et al., 2004) 
Direction 
Damage 
Pattern 
Storey 
1 2 3 4 
X direction 
1 45.24 0.00 0.00 0.00 
2 45.24 0.00 45.24 0.00 
3 0.00 0.00 0.00 0.00 
4 0.00 0.00 11.31 0.00 
5 0.00 0.00 11.31 0.00 
6 0.00 0.00 0.00 0.00 
Y direction 
1 71.03 0.00 0.00 0.00 
2 71.03 0.00 71.03 0.00 
3 17.76 0.00 0.00 0.00 
4 17.76 0.00 0.00 0.00 
5 17.76 0.00 0.00 0.00 
6 5.92 0.00 0.00 0.00 
Ө rotation 
1 64.96 0.00 0.00 0.00 
2 64.96 0.00 64.96 0.00 
3 9.87 0.00 0.00 0.00 
4 9.87 0.00 9.16 0.00 
5 9.87 0.00 9.16 0.00 
6 2.88 0.00 0.00 0.00 
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Table 6.6 The percentage reduction in stiffness for all damage patterns of 120 DOF 
model extracted from table 8 in reference (Johnson, et al., 2004) 
Direction Damage 
Pattern 
Storey 
1 2 3 4 
X direction 
1 54.50 14.52 0.04 0.76 
2 54.13 24.44 59.61 20.10 
3 0.00 0.00 0.01 0.01 
4 -0.11 2.13 15.20 3.23 
5 -0.11 2.13 15.20 3.23 
6 0.00 0.00 0.00 0.00 
Y direction 
1 74.99 13.21 -0.19 0.95 
2 74.79 20.06 76.00 15.23 
3 19.14 1.32 -0.02 0.08 
4 19.15 1.34 0.02 0.14 
5 20.38 2.75 -0.08 0.17 
6 6.29 0.35 0.00 0.02 
Ө rotation 
1 71.60 17.00 -2.27 0.28 
2 71.12 26.51 76.56 22.87 
3 9.12 1.02 -0.11 0.01 
4 9.08 1.73 10.37 1.19 
5 9.08 1.73 10.36 1.20 
6 3.00 0.27 -0.03 0.00 
6.4 Acceleration Measurements from the Structure 
6.4.1 Data Generation Program: Datagen 
A MATLAB program, called datagen for the Phase I benchmark problem, is available 
on the web site of the IASC–ASCE SHM Task Group. Datagen provides both 
command-line and graphical user interface (GUI) methods of building the 12 or 120 
DOF finite element models and it simulates the three-dimensional dynamic response of 
the four-storey, two-bay by two-bay test structure built at the University of British 
Columbia (UBC). Datagen can be used to obtain the acceleration information and force 
data for the four storey IASC–ASCE benchmark structure. The impact on performance 
of more realistic noise and model errors can be investigated using this structure (Dincal, 
2005). Therefore, using the FRF measurements obtained from the UBC test structure 
allows for a more realistic evaluation of the performance of the proposed structural 
damage identification method. 
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As shown in Figure 6.3, accelerations are measured from 16 locations of the structure. 
Acceleration measurements for case 4 of the structure for pattern ‘1’and ‘2’ are shown 
in Figure 6.4. Variation of acceleration data with different damage scenarios is visible 
in this figure. 
 
(a)                                                                  (b) 
 
                              (c)                                                                    (d) 
Figure 6.4 Acceleration data of patterns 1 and 2 for (a) case 1 (b) case 2 (c) case 3 and 
(d) case 4 
6.5 Computing Damage Index Values 
Computation of damage index values of this study has been carried out in two stages 
and cases only related to shaker excitation method are selected, as the proposed method 
is based on input-output relationship in order to compute FRFs. Hence case 3, case 4 
and case 5 are chosen. In arrangement, 10,000 FRFs data points (i.e. n=10,000) are 
divided into 16 subsets each subset consists of 625 FRFs data (i.e. r=625). This 
procedure gives 16 numbers of damage indices for each damage case. Each sub 
observation of FRF data is reconstructed only using the first 12 PCs as first 12 principal 
component values gives 95.6% contribution to the original data set. 
In the first stage, damage index values are computed for three different damage cases 
together to consider 12 DOF and 120 DOF models together in order to find out the 
robustness of the proposed method to modelling errors. In this stage FRFs data from 
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different measurement locations are analysed separately to take advantage of their 
unique characteristics. In the second stage, summation FRFs to consider variations from 
all measurement locations is utilized to obtain damage index values.  
6.5.1 Damage Index Values at Different Sensor Locations 
In the first stage of the study, FRFs for three different cases are considered together and 
data from different sensors are considered separately. As an example, for the sensor 1, 
undamaged data from all three cases related to sensor 1 are used as baseline data for the 
algorithm. Fourteen data sets corresponding to damage patterns 1-6 are arranged in a 
matrix to compute damage index values incorporating undamaged cases. Damage 
patterns 1 and 2 for case 3 from eight different sensor locations are shown in Figure 
6.5. It is found that damage index values give different values for these two patterns 
and hence distinguishable damage patterns could be observed. For pattern 1, stiffness in 
first floor braces is zero and for pattern 2, stiffness in the first floor and the third floor 
braces is zero. In order to compare damage index values with other damage cases, 
damage index values for pattern 1 and pattern 2 of case 4 are depicted in Figure 6.6. 
 
(a)                                                                 (b) 
 
(c)                                                                 (d) 
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                                 (e)                                                                   (f) 
 
(f)                                                                (h) 
Figure 6.5 Damage Index values of patterns 1 and 2 at (a) location 2 (b) location 4 (c) 
location 6 (d) location 8 (e) location 10 and (f) location 12 (g) location 14 and (h) 
location 16 for case 3 
 
(a)                                                                     (b)                                                                    
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(e)                                                                   (f) 
 
(g)                                                                    (h) 
Figure 6.6 Damage Index values of patterns 1 and 2 at (a) location 2 (b) location 4 (c) 
location 6 (d) location 8 (e) location 10 (f) location 12 (g) location 14 and (h) location 
16 for case 4 
According to Figure 6.5 and Figure 6.6, damage pattern variations for case 3 and case 4 
are almost similar. It is because the degrees of freedom (DOF) of the two cases are 
identical and the structure is excited by the shaker mounted at the roof level. The only 
difference between case 3 and 4 is the asymmetry of mass distribution at the fourth 
floor of the structure. In this particular configuration, the centres of the floor mass 
deviate slightly from the floor centres to simulate typical situations in real buildings. 
Because of the difference of mass distribution of the structure magnitude of damage 
index values have changed slightly while keeping the shape of damage patterns similar. 
Therefore it can be concluded that the mass effect for the proposed algorithm is quite 
insensitive. However, for this benchmark structure mass change is only about 150kg. 
To get a clear picture of this phenomenon, damage index values of sensor location 2 
and 3 are also plotted in Figure 6.7 and Figure 6.8 respectively. In these four figures, 
damage index values for case 3 and 4 are plotted in one graph. Figure 6.7 shows the 
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damage patterns 1 of case 3 and case 4 from four measurement points while Figure 6.8 
shows damage pattern 2 for the same case.  
 
(a)                                                                 (b) 
 
(c)                                                                (d) 
Figure 6.7 Damage Index values of pattern 1 at (a) location 2 (b) location 4 (c) location 
6 and (d) location 8 for cases 3 and 4 
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(c)                                                                  (d) 
Figure 6.8 Damage Index values of pattern 2 at (a) location 2 (b) location 4 (c) location 
6 and (d) location 8 for cases 3 and 4 
Figure 6.9 illustrates damage index values for the same damage patterns as for the 
previous two scenarios but in case 5, with a 120 DOF model. Compared with case 3 
and case 4, damage patterns obtained from case 5 give significant differences in 
damage index values at all measurement points. These results prove that the proposed 
algorithm is sensitive to degree of freedom of the structure. 
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(e)                                                                   (f) 
 
(g)                                                                (h) 
Figure 6.9 Damage Index values of patterns 1 and 2 at (a) location 2 (b) location 4 (c) 
location 6 (d) location 8 (e) location 10 (f) location 12 (g) location 14 and (h) location 
16 for case 5 
All the previous cases compared the damage index values of pattern 1 and 2. To get a 
clear idea about damage index value variation with other damage patterns, Figure 6.10 
is plotted for case 4 with damage pattern 3 and 6. The following four figures show the 
variation of damage pattern 3 and 6 with different acceleration measurement locations. 
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(c)                                                                    (d) 
 
(e)                                                                   (f) 
 
(g)                                                                   (h) 
Figure 6.10 Damage Index values of patterns 3 and 6 at (a) location 2 (b) location 4 (c) 
location 6 and (d) location 8 (e) location 10 (f) location 12 (g) location 14 and (h) 
location 16 for case 5 
For pattern 3, one of the first floor braces has been removed to introduce zero stiffness 
and for pattern 6, stiffness of the same brace is reduced by 1/3. Figure 6.10 is plotted 
for the investigation of feature extraction capability of the proposed damage detection 
method with this type of very similar damage case. It is found that the shapes of pattern 
3 and pattern 6 are very close but these patterns can be identified separately, according 
to the damage scenario. It is clear that even this small damage severity could be 
extracted from the proposed algorithm well. As the damage severity differences 
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between pattern 3 and 4 are also very small, it is necessary to compare damage index 
values of these patterns together. Accordingly, damage index values are illustrated in 
Figure 6.11 and the capability of feature extraction from FRFs using the proposed 
damage index is found.  
 
(a)                                                                   (b) 
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(g)                                                                     (h) 
Figure 6.11 Damage Index values of patterns 3 and 4 at (a) location 1 (b) location 3 (c) 
location 5 (d) location 7 (e) location 9 (f) location 11 (g) location 13 and (h) location 15 
for case 4 
Case 5 brings model error back into the picture by introducing damage pattern 5 but 
damage patterns 4 and 5 for case 5 give almost similar damage index values from the 
proposed algorithm, as shown in Figure 6.12. It is evident that the method is insensitive 
to modelling errors of the structure. 
 
(a)                                                                (b) 
Figure 6.12 Damage Index values of case 5 for damage pattern 4 and damage pattern 5 
of (a) sensor location 2 (b) sensor location 4 
6.5.2 Damage Index Values of Summation FRFs 
From the figures in the previous section, it is also found that sensitivity of measurement 
points to various damage cases depend on measurement location of the structure. Some 
of the measurement points are very sensitive to damage patterns while others are not. 
With the aim of considering data from multiple measurement locations, damage index 
values computed from FRF summation functions obtained by summing FRF data are 
also considered. Summation of FRFs is done in x direction and y direction separately. 
Accordingly, the proposed methodology can be used to overcome difficulties related 
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sensor distribution, as it considers a small number of sensors spread along the building 
and extracting features of small severity damages by summation FRFs. 
 
(a)                                                   (b) 
 
                                  (c)    
Figure 6.13 Damage patterns ‘1’ and ‘2’ obtained from x direction summation FRFs for 
(a) damage case 3 (b) damage case 4 and (c) damage case 5 
The last damage pattern to be considered is damage pattern 6, which corresponds to a 
2/3 stiffness reduction of one brace at the first floor. Damage pattern 3 corresponds to 
full stiffness reduction of one brace at the first floor. Even though the damage extent 
difference of these two cases is relatively small, the damage index value variation is 
visible.  
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(a)                                                                (b) 
Figure 6.14 x direction summation FRFs for case 4 for (a) damage patterns 3 and 4 and 
(b) damage patterns 3 and 6 
 
(a)                                                                 (b) 
 
                               (c) 
Figure 6.15 Damage patterns ‘1’ and ‘2’ obtained from y direction summation FRFs for 
(a) damage case 3 (b) damage case 4 (c) damage case 5 
In general, separable damage index values could be obtained from the proposed 
algorithm for all the damage patterns. Damage pattern 4 differs from damage pattern 3 
in that it involves an additional damage (complete loss in stiffness of one brace at the 
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third floor). Even the relatively small level of damage in damage patterns 3 and 4 can 
be identified from the proposed algorithm. 
 
   (a)                                                                        (b) 
Figure 6.16 y direction summation FRFs for case 4 for (a) damage patterns 3 and 4 and 
(b) damage patterns 3 and 6 
In this investigation, a very small variation of damage index values is found between 
patterns 4 and 5 even though the difference is just one loosened bolt on the first floor. 
Therefore, the effect of loosening a connection turns out to be negligible. This is 
confirmed by plotting damage index values calculated from the benchmark 120 DOF 
model for the two damage patterns; these are almost identical. As a result, it can be 
concluded that the method is not sensitive to modelling errors of the structure.  
 
   (a)                                                                        (b) 
Figure 6.17 (a) x direction summation FRFs and (b) y direction summation FRFs for 
case 5 for damage patterns 4 and 5 
6.6 Damage Detection of the Structure 
Damage Index values obtained from FRFs of the benchmark structure were used to 
identify damaged floor and damage severity. First, damage indices of different damage 
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cases of the benchmark structure are used as input to the artificial neural networks. For 
each data category two artificial neural networks are created, estimating either the 
damage location (damaged storey) or the severity (in loss of the second moment of 
area, I) of the damage cases. Then the damage indices, which have not been used for 
the training stage, are introduced to the neural network to find the network performance 
with other damage patterns. For the benchmark structure, seven data sets (from the two 
damage patterns of damage case 3 and 5 damage patterns of damage case 4) are used as 
the input for the neural network.  
The individual networks of the benchmark structure data are designed with one input 
layer of sixteen nodes, representing the number of damage indices of six damaged 
patterns; one hidden layer of ten nodes, and three output nodes (denoted as a 16-10-3 
network). Due to the size of the data sets and the chosen number of nodes, in this study, 
scaled conjugate gradient back propagation (TRAINSCG) function is used as the 
training function. Each network configuration is trained several times with different 
initial weight and bias values to obtain the best network results. 
To examine the performance of the neural networks, the damage predictions are 
evaluated by normalized errors (     for damage location and      for damage 
severity) which are calculated using Equation 6.1 and Equation 6.2(Dackermann, 
2009). 
      
     
    
 Equation 6.1 
      
     
    
 Equation 6.2 
where d - damage scenario,  - the target value of d,  - the neural network output 
value of d 
Actual output values for identifying the damaged floor are 1 or 3 as shown in Figure 6.2 
and for damage severity are interpreted as a reduction in stiffness of the horizontal 
storey of the steel frame as shown in Table 6.5. 
6.6.1 Identification of Damaged Floor 
To identify the damaged floor, the damage identification methodology is applied in 
each direction separately. As four accelerometers are available in each floor, two in the 
x direction, and two in the y direction, eight measurement points are available for each 
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direction. Therefore eight neural networks for each x and y direction and two other 
neural networks for summation FRFs for these two directions are developed. As a 
consequence, 18 neural networks are created for both directions. 
As only 12 DOF model is used for damage identification, only five damage patterns are 
available for neural network training (since the floor is perfectly rigid and bending of 
the floor beams is not allowed, damage pattern 5 is no different from 6 for the 12 DOF 
model). Furthermore only one set of data are available per sensor for a specific pattern. 
Training data, test data and validation data division is tabulated in Table 6.7. Patterns 1 
and 2 from case 3 of the structure and pattern 6 of case 4 are used to test the neural 
networks. Other damage patterns as shown in the Table 6.7 are utilized to train and 
validate the neural networks. Testing performance of individual neural networks 
(average value of eight neural networks) and neural networks trained with summation 
FRFs are presented in  
Table 6.8. The neural network trained with summation FRF is defined as “Sum” neural 
network. 
Table 6.7 Data division for training, validation and testing for identification of damaged 
floor 
Training data Validation data Testing data 
Pattern 1(case 4) 
Pattern 2(case 4) 
Pattern 3(case 4) 
Pattern 4(case 4) Pattern 1(case 3) 
Pattern 2(case 3) 
Pattern 6(case 4) 
 
Table 6.8 Testing performance of neural networks for identification of damaged floor 
Neural Network 
Testing performance (%) 
x direction y direction 
Individual neural networks 3.81 2.68 
“Sum”  neural network 1.54 1.32 
For the “sum” neural network, neural network outcome for pattern 6 for x direction is 
(1, 0, 0.012, 0). In this case false alarm (0.012) at the third storey is identified. 
However, false alarm value is very small. Therefore damaged floor can be identified 
from these trained neural networks with good accuracy. Moreover, the accuracy of the 
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neural network can be improved if there is more than one set of data for a damage 
pattern per sensor. 
6.6.2 Severity Estimation 
The severity estimation of the damage output values of the neural networks are as 
shown in Table 6.5. Data division for damage severity estimation is described in Table 
6.9.Predicted output severity of neural networks trained with summation FRFs is 
tabulated in  
Table 6.10. To illustrate the difference between predicted output value and actual 
output value, they are depicted in Figure 6.18. It is identified that the difference is very 
small, which highlights the efficiency of the proposed approach. 
Table 6.9 Data division for training, validation and testing for severity estimation 
Training data Validation data Testing data 
Pattern 1(case 4) 
Pattern 2(case 4) 
Pattern 3(case 4) 
Pattern 6(case 4) 
Pattern 4(case 4) Pattern 1(case 3) 
Pattern 2(case 3) 
 
 
Table 6.10 Predicted output severity of neural networks trained with summation FRFs 
Direction 
Damage 
Pattern 
Storey 
1 2 3 4 
x direction 
1 46.38 0 0.056 0 
2 43.52 0.002 44.14 0 
y direction 
1 73.84 0 0.036 0 
2 70.13 0.082 72.11 0.006 
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   (a)                                                                        (b) 
Figure 6.18 Damage severity estimation of x direction from summation FRFs for (a) 
damage pattern 1 and (b) damage pattern 2 
Table 6.11 shows testing performance of neural networks for severity estimation of the 
benchmark structure. The results indicated that the severity of connection damage is 
also easy to reliably quantify because the identified damage index values are sensitive 
to connection damage, allowing the 10% of noise level to have no influence on the 
results. 
Table 6.11 Testing performance of neural networks for severity estimation 
Neural Network 
Testing performance (%) 
x direction y direction 
Individual neural networks 2.02 1.23 
Summation neural network 0.24 0.82 
6.7 Conclusions 
The ability of the proposed method in locating damages and estimating severity at 
structural connections are emphasized using the IASC-ASCE benchmark structure. In 
this structure, various damage configurations are investigated by removing bracing and 
loosening beam-column connections within the test structure. In addition to that, 
asymmetrical floor mass is also considered by changing mass on the roof level of the 
structure. Since most structures are not as simple as engineers often model them, this 
leads damage detection algorithms to false damage detections because of modelling 
errors. As a result, data from a more complex 120 DOF model is also utilized other than 
that of a 12 DOF model. As highlighted in the introduction, it is obvious that the 
development of a structural damage identification method that can accurately identify 
damage while processing measurements containing realistic noise levels and 
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overcoming experimental modelling errors, would provide a robust method for 
identifying damage in the larger, more complex structures found in practice. 
In order to detect structural connection damages of the structure, a computational 
method for feature extraction and damage recognition is suggested, based on 
integrating ANN (as described in chapter 4). Accordingly, the proposed framework 
aims at establishing the complex relationship relating the FRFs between different floors 
of the healthy structure to damaged structure. In the process of computing damage 
index values, it is found that the damage index values of 12 DOF model and 120 DOF 
model are different due to the difference of the degree of freedom. However, damage 
index values in Case 3 are similar to those in Case 4, as Cases 3 and 4 correspond to the 
same degree of freedom with different mass distribution. Therefore, it is identified that 
the mass distribution of the structure has less effect on the damage index values. 
Accordingly, identification of damaged floor and the severity estimation of the damage 
are done using only the 12 DOF model. Furthermore, damage detection is done for each 
x and y direction separately for individual sensor locations as well as with summation 
FRFs extracted from all sensor locations. 
The results of the neural networks show that the proposed approach is able to detect and 
assess damage locations involving stiffness losses of braces in the braced frame 
structures with 10% of noise level. Verification with damage pattern 1 proves the 
proposed method gives very satisfactory results when there is only one damaged floor 
in the structure while verification with damage pattern 2 proves that the method is 
accurate for detecting multiple damaged floors.  
As the proposed method has been verified by IACE-ASCE benchmark structure with 
particular reference to steel-framed structures with damages at its connections, it can be 
concluded with full confidence that the proposed method is not only technically sound 
in computer simulation but is also practical in real life situations. The proposed method 
provides a reliable indication of damage location and it can also be applied to single 
damage locations as well as to multiple damage locations.  
Main findings of this chapter can be arranged as follows. 
1. The proposed method is robust to measurement noise (e.g., 10% RMS noise-to-
signal ratio used in this study). 
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2. This method is robust to modelling error as the proposed approach gives similar 
patterns for patterns 4 and 5 for case 5. 
However, the method depends on DOF of the Finite Element Model (FEM) (e.g., using 
12 DOF shear building model for a 120 DOF structural system as in this study). Thus, it 
is important to choose a structural model which is not over-simplified. Moreover it can 
be concluded that the necessity of model updating of the FEM for the accuracy of the 
proposed damage detection approach. It is proposed that FEM updating is required for 
consistent with the actual damage situations.  
3. The proposed method is able to identify successfully the damage locations and 
severity. 
4. The method has the potential for using structural health monitoring with forced 
vibrations. 
5. Results of the damage detection approach prove that the proposed method is 
accurate not only for detecting member damages (as discussed in chapter 5) but also 
detecting structural connection damages. 
When compare these results with Lam et al (2004) work, both damage location and 
damage severity were identified correctly with zero modelling error. However, the 
identified stiffness reductions at several locations in Case 5 which has a large modelling 
error and measurement noise are not as accurate as those in other cases; they are good 
enough to indicate the existence of damage. Moreover, Barroso et al. (2004) used the 
damage index method proposed by Stubbs et al. (1992) to detect the location and 
severity of damage of IACE-ASCE benchmark structure. Their approach accurately 
identified the damage present in damage patterns 1 and 2, where the severity of damage 
was high. For the remaining damage conditions, some false positive damage locations 
were indicated. 
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Chapter 7: Elimination of Environmental Influences 
from Frequency Response Functions 
7.1 Introduction 
Environmental conditions are often assumed to be constant for most of the vibration-
based damage assessment systems developed in past decades. However, in the real 
world, structures are subjected to changes in environmental conditions such as noise, 
temperature, humidity and wind, which may mask the changes caused by structural 
defects. Therefore, these environmental variations should be taken into account, as 
otherwise damage detection approaches give false damage detection results, which 
ultimately lead to unreliable health monitoring systems. Accordingly, developing 
structural damage detection approaches to withstand environmental conditions gained 
more attention in subsequent years recently (Yan et al., 2005). As a consequence, the 
aim of this chapter is to discuss the proposed damage detection approach with the 
presence of such operational and environmental condition changes through the 
application of the three storey frame structure at Los Alamos National Laboratory.  The 
reason for selecting this structure is that it is a well-defined benchmark structure, which 
has undergone different excitation levels. 
In the proposed method, the measurement of the environmental variables is not 
required because environmental effects are treated as embedded variables. As a result, 
the basic idea involved in the method is that changes in the measured features due to 
environmental variations can be eliminated using PCA, and that they are different from 
those due to structural damages. It is further noted that variation can be further refined 
by data normalization of damage index values. Therefore, environmental effects can be 
greatly eliminated by only considering few PCs of the data set for small excitation 
levels. After selecting an appropriate number of PCs, further calculations of damage 
indices are not affected by environmental variations. 
As discussed in the section 4.4.1 the selection of p, for the equation 4.11 i.e. the 
number of PCs retained in the analysis, is critical for successful reduction. The value of 
p is determined by inspecting the actual values of all PCs and truncating when their 
contribution becomes a very small percentage of the individual contribution. However, 
it is noted that in most practical situations, the last elements of the principal component 
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matrix are very small, but they are not equal to zero due to the effect of noise and/or to 
the presence of nonlinearity.  
In this chapter, varying levels of shaker input are used to introduce operational and 
environmental variability. Experimental data of the three storey bookshelf structure 
(Los Alamos National Laboratory) is used to validate the method. It is found that the 
damage detection scheme is insensitive to excitation level after data normalization is 
performed. Outline of this chapter is as follows. The first section of the chapter 
describes details of the bookshelf structure and the next sections are followed by the 
effect of environmental variability, neural network training and neural network 
architecture. Finally a conclusion of the chapter is presented. 
7.2 Case Study: Bookshelf Structure 
A three storey bookshelf structure, shown in Figure 7.1 (a) and (b) is investigated to 
verify the method. This structure is a well defined benchmark structure tested by Los 
Alamos National Laboratory. The background and the time history data are available 
on the Los Alamos website (http://institute.lanl.gov/ei/). The bookshelf structure is 
constructed of Unistrut columns and 1.3 cm (0.5 in) thick aluminium floor plates. The 
floors are connected to columns with brackets of two bolt connections. A 3.8 cm thick 
(1.5 in) aluminium plate is utilized as a base and Unistrut columns are mounted on the 
base by bolting brackets. All bolted connections are tightened to a torque of 0.7 Nm (60 
inch-pounds) in the undamaged state and hand tight or rattling in damaged states. The 
structure is instrumented with 24 piezoelectric single axis accelerometers, two per joint, 
eight in each plate. Accelerometers are mounted on the aluminium blocks that are 
attached by hot glue to the plate and column. 
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(a)                                                                    (b) 
Figure 7.1 Bookshelf structure available from (http://institute.lanl.gov/ei/)(a) Basic 
dimensions (b) Floor layout 
The nominal sensitivity of each accelerometer is 1 V/g. The whole system is excited 
using a shaker attached at corner D and in each test case, excitation signals are random. 
A force transducer is mounted between the stringer and the base plate to measure the 
excitation input. The time signal is consisted of 8192 data points captured from each 
accelerometer and data was sampled at 1600Hz. The amplitude of excitation was 
adjusted from 2 to 8 V. The numbers of FRFs were calculated from both the measured 
force and response signals. The configuration of all structural damage cases are listed 
in Table 7.1. Twenty four cases, including undamaged cases and damaged cases that 
are considered in this study, are shown in Table 7.2. For each case, there are several 
excitation levels as mentioned in Table 7.2. Data Measurement point number and 
measurement location of the structure is illustrated in  
Table 7.3. 
Table 7.1 Structural damage cases 
Damage extent Description 
D00 - HS No damage 
DB0 - DS1 Bolts removed between the bracket and the plate at location 1C 
DBB - DS2 Bracket completely removed at location 1C 
DB0 - DS3 Bolts removed between the bracket and the plate at location 3A 
DBB - DS4 Bracket completely removed at location 3A 
DB0 - DS5 Bolts removed between the bracket and the plate at location 1C and 
3A 
DBB - DS6 Bracket completely removed at location 1C and 3A 
DHT - DS7 The bolts were left in at a hand tight torque 
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D05 - DS8 A torque value of 5 ft.Lbs was left on the bolts 
or 10 ft. Lbs was left on the bolts 
 
D10 - DS9 A torque value of 10 ft.Lbs was left on the bolts 
or 10 ft. Lbs was left on the bolts 
 
Table 7.2 List of structural states with damage extent and excitation level 
Case Structural State Damage 
Location 
Damage extent Excitation Level 
(V) 
1 Healthy state 
(HS1) 
L00 D00 2 
2 Healthy state 
(HS1) 
L00 D00 5 
3 Healthy state 
(HS1) 
L00 D00 8 
4 DS1 1C DB0 2 
5 DS1 1C DB0 5 
6 DS1 1C DB0 8 
7 DS2 1C DBB 2 
8 DS2 1C DBB 5 
9 DS2 1C DBB 8 
10 DS3 3A DB0 2 
11 DS3 3A DB0 5 
12 DS3 3A DB0 8 
13 DS4 3A DBB 2 
14 DS4 3A DBB 5 
15 DS4 3A DBB 8 
16 DS5 1C ,3A DB0 2 
17 DS5 1C ,3A DB0 5 
18 DS5 1C ,3A DB0 8 
19 DS6 1C ,3A DBB 2 
20 DS6 1C ,3A DBB 5 
21 DS6 1C ,3A DBB 8 
22 DS7 DHT - 8 
23 DS8 D05 - 8 
24 DS9 D10 - 8 
 
Table 7.3 Measurement point locations of the structure 
Measurement 
point number 
Measurement 
Position 
Measurement point 
number 
Measurement 
Position 
1 3BP 13 2CP 
2 3BC 14 2CC 
3 3AP 15 2DP 
4 3AC 16 2DC 
5 3CP 17 1BP 
6 3CC 18 1BC 
7 3DP 19 1AP 
8 3DC 20 1AC 
9 2BP 21 1CP 
10 2BC 22 1CC 
11 2AP 23 1DP 
12 2AC 24 1DC 
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Each sensor position is marked with either a P (Plate) or C (column) to indicate the 
position relative to the joint.  
For each undamaged state condition, ten tests were performed in order to take into 
account the variability in the data, while for each damage condition five tests were 
performed. Thus, five time histories were measured in each structural damage state 
condition. FRFs and corresponding coherence functions are calculated relative to the 
input measured force. A Hanning window (He & Fu, 2001; The MathWorks, 2009a) is 
applied to the time-domain data for leakage reduction and all data sets are used to 
consider the influence of random noise in the FRF estimates. The Hanning window is 
commonly used when calculating spectral quantities from random time histories.  
To illustrate the output results from the data-acquisition system, acceleration time 
histories for undamaged cases (L00_D00_V02) from sensor 1 and sensor 2 are plotted 
in Figure 7.2 and Figure 7.3 respectively. Input force of undamaged case is shown in 
Figure 7.4.The figure legend “L00-D00-V02” denotes the L00 state with D00 damage 
extent and 2V excitation level as shown in Table 7.2 D00 indicates that no damage 
occurs. Other legends in the following figures can be recognized similarly. 
 
Figure 7.2 Acceleration data for undamaged case L00_D00_V02 from sensor 1 
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Figure 7.3 Acceleration data for undamaged case L00_D00_V02 from sensor 2 
 
Figure 7.4 Input force for undamaged case L00_D00_V02 
The FRF containing 8192 spectral lines is illustrated in Figure 7.5 for healthy state, 
Figure 7.6 for damage case L1C-DB0 and Figure 7.7 for damage case L1C-DBB for 
excitation level 2V, 5V and 8V.  
 
 
Figure 7.5. FRFs containing 8192 spectral lines for L00-D00 for excitation of 2V, 5V 
and 8V from measurement point ‘1’. 
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Figure 7.6 FRFs containing 8192 spectral lines for damage case L1C-DB0 for 
excitation of 2V, 5V and 8V from measurement point ‘1’. 
 
 
Figure 7.7 FRFs containing 8192 spectral lines for damage case L3A-DBB for 
excitation of 2V, 5V and 8V from measurement point ‘1’. 
 
From the figures it is clear that the shape of FRFs has changed with different damage 
cases. Furthermore it is found that there is a variation of FRF shape with the excitation 
level of the structure. Although this visual inspection reveals that there are differences 
between the FRF data in the healthy and damaged cases, an objective assessment in the 
actual damage state is not straightforward. As mentioned in previous chapters, this 
highlights the need of a damage assessment approach for structures and hence, the 
feature extraction algorithm is developed and more details of the algorithm are 
presented in section 4.4.1. 
Figure 7.8 shows the coherence function for undamaged case. The coherence function 
is a measure of the correlation between the output signal and the input signal at each 
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frequency. If the coherence value is 1, it suggests that the output is only caused by the 
input. If the coherence value is 0, then it suggests that none of the output is linearly 
correlated with the input. In Figure 7.8 the coherence function is, in general, close to 1, 
giving an indication that the responses are directly correlated with the input. 
 
Figure 7.8 Coherence function for undamaged case. 
7.2.1 Feature Extraction by the Proposed Algorithm 
The features that are analysed in this study are drawn from frequency domain analysis 
of the time histories obtained during experimentation on the test structure. As 
mentioned earlier, frequency response is important in structural dynamics because it 
relates inputs and outputs of the structure at various frequencies. Available FRFs data 
of damaged structure are arranged in a matrix of    , where m is the number of 
observations (no of sampled damage cases) and n is the dimension of the observations 
(4096 FRF data points obtained from the experiment). Then using the proposed 
algorithm, damage index values are computed. 
During the first stage of the study, cumulative contribution of the PCs is investigated as 
the derived PCs of the whole data set represent a certain contribution for the data set. It 
is concluded that in this case the first four PCs accounted for about 69% of the whole 
variance while the first 25 PCs contained 95% of the whole variance (refer Table 7.4). 
In order to get the variation of principal component values with principal component 
number, PCs derived from the whole data set of 2V excitation level are plotted in 
Figure 7.9. It is clear from this figure that single damage cases L1C_DB0_V02 and 
L1C_DBB_V02 give quite similar principal component values while multiple damage 
cases L13_DB0_V02 and L13_DBB_V02 give very different principal component 
values. 
0
0.2
0.4
0.6
0.8
1
0 200 400 600 800 1000 1200 1400 1600
C
o
h
er
en
ce
 
Frquency (Hz)  
 Chapter 7:Elimination of Environmental Influences from Frequency Response Functions 175 
 
(a)                                                              (b) 
 
(c)                                                                 (d) 
 
    (e)                                                               (f) 
Figure 7.9 PC values for the whole data set for damage case (a) L1C_DB0_V02 (b) 
L1C_DBB_V02 (c) L3A_DB0_V02 (d) L3A_DBB_V02 (e) L13_DB0_V02 and (f) 
L13_DBB_V02 
It is noted that for the damage case L1C_DB0_V02 and L1C_DBB_V02, noise effect 
and environmental variable are greatly affected after the first 20 PCs which account for 
97% cumulative contribution to the data set. It is further noted that these two damage 
cases give similar PC patterns as damage locations are at floor level ‘1’ and 
measurement point 1 is at floor level 3. However, damage case L3A_DB0_V02 and 
L3A_DBB_V02 give different PC patterns because the damage location and 
measurement location is at the same floor. This scenario emphasizes the sensitivity of 
the PC patterns with damage location and measurement position.  
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Even though damage case L1C_DB0_V02 and L1C_DBB_V02 are affected by noise 
and environmental factors after 20
th
 PC value, for damage case L3A_DB0_V02 and 
L3A_DBB_V02, only the first five PCs’ values are not affected by noise and 
uncertainties which account for 73% cumulative contribution to the data set. If only PC 
patterns are used as input parameter to the neural networks, only the first five PC 
values can be employed. Accordingly, in this particular case, 17% loss of original data 
will be occurred and damage case L1C_DB0_V02 and L1C_DBB_V02 will be 
recognized as damage cases with the same severity if damage detection procedures 
dependent only on PC patterns are utilized. 
The next step of the approach is to compute damage indices by dividing the whole data 
set into small sub sets as well as selecting a suitable number of PCs corresponding to 
small sub sets. In view of that, for the proposed algorithm, the whole data set is 
subdivided into 16 small data sets which comprise of 256 consecutive frequency points 
(i.e. r=256) at each data set and PCA is done for each data set separately. This 
procedure gives 16 numbers of damage indices for each damage case. Each sub 
observation of FRF data is reconstructed using the first few principal component values 
and numbers of PCs are selected considering PC patterns for each damage scenario 
separately. 
Consequently, for the first two damage cases (L1C_DB0_V02 and L1C_DBB_V02) 
the first 20 PC values are used as for p value in the algorithm, while for other damage 
cases only the first 4 PC values are used. Hence distinguishable patterns are obtained 
for damage case L1C_DB0_V02 and damage case L1C_DBB_V02 with the first 20 
PCs as shown in Figure 7.10. 
 
                                  (a)                                                                (b) 
Figure 7.10 Damage patterns obtained from the proposed algorithm with 20 PCs for 
damage case (a) L1C_DB0_V02 and (b) L1C_DBB_V02 with first 20 PCs 
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For the closer view of the results, PC patterns for the whole data set and damage 
patterns with first 20 PCs with proposed algorithm for damage case L1C_DB0_V02 
and damage case L1C_DBB_V02 are plotted in Figure 7.11.  
 
                                (a)                                                                    (b) 
Figure 7.11 (a) Principal component values from principal component analysis and (b) 
Damage Index values obtained from the proposed algorithm of damage case 
L1C_DB0_V02 and damage case L1C_DBB_V02 with the first 20 PCs 
It is clear from the figure, that damage patterns from the principal component analysis 
give exactly the same pattern for damage case L1C_DB0_V02 and damage case 
L1C_DBB_V02, while the proposed algorithm gives considerable variation of damage 
index values at the fourth subset and tenth subset. Hence this proves the capability of 
the detection of light damages from the algorithm precisely. This implies the 
conclusion that if a certain distance is surpassed, the damage will not influence the PCs 
taken in these points, but it can be eliminated by considering damage index values from 
the proposed algorithm. Damage patterns for 2V excitation level from the proposed 
algorithm for all six cases with first 4 PCs (p value for equation 4.11 is equal to 4) are 
illustrated in Figure 7.12. 
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(c)                                                                  (d) 
 
(e)                                                                  (f) 
 
(g)                                                                  (h) 
 
                                (i) 
Figure 7.12 Damage index values for the data set for damage cases (a) L1C_DB0_V02 
(b) L1C_DBB_V02 (c) L3A_DB0_V02 (d) L3A_DBB_V02 (e) L13_DB0_V02 (f) 
L13_DBB_V02 (g) L1C_DHT_V08 (h) L1C_D10_V08 (i) L1C_D05_V08 from 
measurement point ‘1’ with first 4 PCs 
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It is identified that for six different data cases, six distinguishable patterns are available 
from the algorithm. To identify variations of the patterns, Figure 7.13 is plotted for 
damages at the same location with different severities with measurement data from 
point ‘1’ with first 4 PCs. 
 
                                   (a)                                                                  (b) 
 
(c)                                                                (d) 
 
                                 (e) 
Figure 7.13. Damage Index values of damage cases (a) L1C_DB0_V02 and 
L1C_DBB_V02 (b) L3A_DB0_V02 and L3A_DBB_V02 (c) L13_DB0_V02 and 
L13_DBB_V02 (d) all six damage cases and (e) L1C_DHT_V08, L1C_D10_V08 and 
L1C_D05_V08 from measurement point ‘1’ with first 4 PCs 
Figure 7.13 (a), (b) and (c) are to compare patterns at the same location with two 
damage levels while Figure 7.13 (d) shows damage patterns from all damage scenarios. 
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It shows the distinguishable patterns for all damage scenarios. Figure 7.13 (e) is plotted 
to compare damage index values for L1C_DHT_V08, L1C_D10_V08 and 
L1C_D05_V08 from measurement point ‘1’. These three damage cases give 
distinguishable patterns, even though damage severities are quite similar and the 
distance of damage location and measurement point is quite high. To decide the 
number of PCs which can be used for the algorithm, the percentages of variance of PCs 
should be considered. Hence cumulative contribution of PCs deduced from the 
covariance matrix for all data sets as well as for sub-set number 1, 2, 3 and 4 are shown 
in Table 7.4.  
Table 7.4 Cumulative Contribution (%) of whole data set and first four sub-sets for the 
measurement point “1” for 2V excitation level 
Principal 
Component 
Number 
All data 
Sub-set 
Number 1 
Sub-set 
Number 2 
Sub-set 
Number 3 
Sub-set 
Number 4 
1-4096 1-256 257-512 513-768 769-1024 
1 0.29 0.48 0.31 0.21 0.19 
2 0.52 0.57 0.48 0.36 0.34 
3 0.65 0.62 0.55 0.47 0.44 
4 0.69 0.67 0.63 0.56 0.52 
5 0.73 0.72 0.68 0.62 0.59 
6 0.76 0.76 0.73 0.68 0.65 
7 0.79 0.79 0.77 0.72 0.69 
8 0.81 0.83 0.80 0.76 0.74 
9 0.84 0.86 0.84 0.80 0.78 
10 0.87 0.89 0.87 0.83 0.81 
11 0.89 0.91 0.89 0.86 0.84 
12 0.91 0.94 0.92 0.88 0.87 
13 0.93 0.95 0.94 0.91 0.89 
 
According to the table, different sub-sets contribute to the original data set in different 
percentages. In order to find out changes of damage patterns with number of PCs, 
damage index values are demonstrated in Figure 7.14 with 4 PCs, 6 PCs and 10 PCs for 
the damage case L3A_DB0_V02. 
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(a)                                                                 (b) 
 
                                (c) 
Figure 7.14 Damage index values with (a) 4 PCs (b) 6 PCs and (c) 10 PCs for the 
damage case L3A_DB0_V02 from measurement point ‘1’ 
According to the graphs, damage index values change significantly for subset numbers 
3 to 6 with 10 PCs (cumulative contribution for subset number 3=83% and subset 
number 4=81%). Considering variations of damage index values, the first 6 PCs can be 
used for subset numbers 3 to 9 for damage case L3A_DB0_V02. However for other 
subsets 10 PCs can be employed, thereby considering all sub sets separately, 88% of 
original data are extracted from the whole data set. However, when using PC patterns 
of a whole data set as input to neural network training, only 73% of original data can be 
used as discussed previously.  
For different subsets, the number of PCs that can be employed for the algorithm will 
change, hence selecting the number of PCs depends on noise effect and environmental 
variations of the specified frequency range. As highlighted in earlier chapters, damage 
index variation with data measurement point is also crucial for the proposed approach. 
Hence damage patterns are also computed for all other measurement points. Figure 
7.15 shows the damage index values obtained from the sensor location ‘2’ (located at 
the column of floor level 3). In this case also, L1C_DB0_V02 and L1C_DBB_V02 
give quite similar damage index values. 
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(a)                                                                   (b) 
 
(c)                                                                  (d) 
 
(e)                                                                   (f) 
Figure 7.15 Damage index values for the data set for damage cases (a) L1C_DB0_V02 
(b) L1C_DBB_V02 (c) L3A_DB0_V02 (d) L3A_DBB_V02 (e) L13_DB0_V02 and (f) 
L13_DBB_V02 from measurement point ‘2’ 
For a better view of damage pattern variations with severity of the damage 
corresponding to different damage locations Figure 7.16 is plotted. It is evident that 
L1C_DB0_V02 and L1C_DBB_V02 provide quite similar patterns as per the previous 
case because of the distance between measurement point and damage location. 
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(a)                                                                    (b) 
 
    (c) 
Figure 7.16. Damage Index values of damage cases (a) L1C_DB0_V02 and 
L1C_DBB_V02 (b) L3A_DB0_V02 and L3A_DBB_V02 (c) L13_DB0_V02 and 
L13_DBB_V02 for measurement point 2 
In order to find the effect of a measurement point with accuracy of the proposed 
damage detection method, values obtained from measurement point 17 are 
demonstrated. As described in  
Table 7.3, measurement point 17 is located at floor level 1 and the sensor is attached to 
the plate. For this measurement point damage cases L1C_DB0_V02 and 
L1C_DBB_V02 give distinguishable damage patterns as measurement location and 
damage location are very close to each other. But for damage cases L1C_DB0_V02 
and L1C_DBB_V02, the algorithm gives quite similar damage patterns. However, 
when considering PC values of the whole data set, it gives very similar PC values. PC 
values of the data set corresponding to six damage cases are illustrated in Figure 7.18. 
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(a)                                                                (b) 
 
                                 (c)                                                                  (d) 
  
                               (e)                                                                      (f) 
Figure 7.17 Damage patterns from location 17 of the structure for damage case (a) 
L1C_DB0_V02 (b) L1C_DBB_V02 (c) L3A_DB0_V02 and (d) L3A_DBB_V02 (e) 
L13_DB0_V02 and (f) L13_DBB_V02 
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(a)                                                                      (b) 
 
(c)                                                                     (d) 
 
(e)                                                                     (f) 
Figure 7.18 Principal Component Values from location 17 of the structure for damage 
cases (a) L1C_DB0_V02 (b) L1C_DBB_V02 (c) L3A_DB0_V02 (d) L3A_DBB_V02 
(e) L13_DB0_V02 and (f) L13_DBB_V02 
Damage patterns for the 5V and 8V excitation levels are also investigated and it is 
found that these patterns also follow the same phenomenon as excitation level 2V. All 
previous damage indices are computed separately for three excitation levels. In the next 
section whole data sets for three excitation levels are considered together to consider 
environmental variations. In this respect, data normalization of damage index values is 
proposed. 
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7.3 Effect of Environmental Variability 
The ability to discriminate changes in the FRFs resulting from damage and resulting 
from variations in the measurements because of changing environmental and/or test 
conditions is essential. As a high level of uncertainty in the measurements will prevent 
the detection of small levels of damages, developing damage detection approaches 
which can detect structural damages with reliable accuracy is in demand. This is crucial 
with regards to long-term health monitoring of structures such as buildings and bridges 
because reducing the dependence upon measurable excitation forces is needed (Farrar 
& Doebling, 1997). In order to investigate the effect of environmental variability, three 
excitation levels, corresponding to 2, 5, 8 volts, are used together in the proposed 
algorithm. Therefore, the normalization procedure, as performed in this study, should 
be implemented in order to minimize the variability associated with operational and 
environmental condition changes. 
7.3.1 Damage Index Values of FRFs Measurement from All Locations 
Separately 
In the first stage, damage index values are computed from each sensor location 
separately. As a consequence, because 24 measurement points are available for this 
structure, 24 matrices with all damage cases are constructed. Principal Component 
values of measurement point 1 for three excitation levels of five data sets are plotted in 
Figure 7.19. It is noted that the five data sets of L3A_DB0_V02 damage scenario 
cluster together and are represented by the same PCs up to 5 PC value. However, PC 
values for the 5V excitation level vary significantly after 20 PCs, while PC values for 
the 8V excitation level vary significantly after 32 PCs. Considering these three figures 
corresponding to 2V, 5V and 8V, it can be suggested that for 8V excitation level, data 
are less affected by environmental variability. Therefore it can be concluded that for the 
FRF data obtained under a higher excitation level, the algorithm can gain more robust 
results. Therefore to compute damage index values, more PCs can be used for higher 
excitation levels. Accordingly, for this particular study higher cumulative contribution 
of PCs can be used for the 8V damage scenario. 
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(a)                                                               (b) 
 
                                (c)  
Figure 7.19 Principal Component Values of L3A_DB0 damage case from excitation 
levels (a) 2V (b) 5V and (c) 8V 
Damage Index Values computed from data of measurement point ‘1’corresponding to 
2V, 5V and 8V excitation levels are plotted in Figure 7.20 to Figure 7.22. 
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                              (c) 
Figure 7.20 Damage Index Values of damage case L13_DBB from excitation levels (a) 
2V (b) 5V and (c) 8V from measurement point ‘1’ 
 
(a)                                                                (b) 
 
                              (c) 
Figure 7.21 Damage Index Values of damage case L3A_DBB from excitation levels (a) 
2V (b) 5V and (c) 8V from measurement point ‘1’ 
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(a)                                                                (b) 
 
                              (c) 
Figure 7.22 Damage Index Values of damage case L13_DB0 from excitation levels (a) 
2V, (b) 5V and (c) 8V from measurement point ‘1’ 
From these figures it is clear that similar damage patterns can be acquired for three 
excitation levels using a similar number of PCs for the algorithm, which proves that the 
insensitivity to excitation level is often accomplished through a data normalization of 
damage indices together with the proposed approach. However, it is important to 
highlight that data obtained from higher excitation levels are much lesser sensitive to 
environmental variability and noise, compared with lower excitation levels. 
Accordingly, it can be concluded that the proposed PCA-based damage detection 
algorithm is able to detect existing damages independently of the environmental 
conditions at which the identification of the vibration features is performed. The 
advantage of the method lies in its simplicity and efficiency, as it is not required to 
measure the environmental parameters, which facilitates structural health monitoring. 
7.3.2 Damage Index Values of Summation FRFs 
In the second stage, damage index values are acquired from summation FRFs of all 
sensor locations corresponding to various damage scenarios. Accordingly, only six 
damage patterns are available for each 2V and 5V excitation levels while nine damage 
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patterns are available for 8V excitation level. Damage Index Values of damage cases 
L1C_DB0 and L1C_DBB from summation FRFs of excitation level 2V and excitation 
level 5V are illustrated in Figure 7.23. 
 
 
(a)                                                                (b) 
Figure 7.23 Damage Index Values of damage cases L1C_DB0 and L1C_DBB from 
summation FRFs of (a) excitation level 2V and (b) excitation level 5V 
As discussed in previous sections, some locations are insensitive to L1C_DB0 and 
L1C_DBB damage scenarios and hence give almost similar damage patterns. However, 
for summation FRFs, separable patterns could be gained, which emphasizes the feature 
extraction capability with summation FRFs over FRFs of individual locations. Figure 
7.24 and Figure 7.25 show Damage Index Values of damage cases L3A_DB0, 
L3A_DBB, L13_DB0 and L13_DBB from summation FRFs of excitation level 2V and 
excitation level 5V. It is observed that damage patterns are not dependent on excitation 
level of the structure, as normalization of damage index values is introduced and data is 
compressed using PCA. 
 
                                  (a)                                                                  (b) 
Figure 7.24 Damage Index Values of damage cases L3A_DB0 and L3A_DBB from 
summation FRFs of (a) excitation level 2V and (b) excitation level 5V 
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                                 (a)                                                                (b) 
Figure 7.25 Damage Index Values of damage cases L13_DB0 and L13_DBB from 
summation FRFs of (a) excitation level 2V and (b) excitation level 5V 
To further investigate the damage patterns with the excitation level, two damage 
scenarios are plotted in the same diagram with three excitation levels. From the graphs, 
it is obvious that three excitation levels give the same patterns, which proves that 
environmental variability can be prevented with the proposed algorithm.  
 
(a)                                                          (b) 
 
                                (c) 
Figure 7.26 Damage Index Values of damage cases (a) L1C_DB0, L1C_DBB (b) 
L3A_DB0, L3A_DBB and (c) L13_DB0, L13_DBB from summation FRFs FOR 2V, 
5V and 8V excitation levels 
Damage patterns for damage cases L1C_DHT_08, L1C_D10_08 and L1C_D05_08 are 
shown in Figure 7.27. As shown in Table 7.1, DHT indicates that the bolts were left in 
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at a hand tight torque while D05/D10 indicates that a torque value of 5 or 10ft.Lbs was 
left on the bolts. Each damage case gives significantly different patterns even though 
damage severities of these cases are very similar. 
 
Figure 7.27 Damage patterns for damage cases L1C_DHT_08, L1C_D10_08 and 
L1C_D05_08 
7.3.3 Environmental Variability and Number of Undamaged Cases Used For the 
Algorithm 
In order to find the number of baseline data sets with accuracy of the proposed 
algorithm it is tested with different numbers of undamaged data sets. Undamaged data 
sets 4, 3, 2 and are used in this study as shown in Table 7.5. Number of FRFs in each 
data set is equal to 10 as the test is repeated 10 times for each undamaged state. 
Damage patterns for damage case L3A_DB0 with 4, 3, 2 and 1 undamaged data sets are 
shown in Figure 7.28.  
Table 7.5 Details of baseline datasets per sensor 
Case Number Number of 
baseline data sets 
Number of FRFs in each data set  
Case 1 4 10 
Case 2 3 10 
Case 3 2 10 
Case 4 1 10 
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                                 (a)                                                                 (b) 
 
                                 (c)                                                                 (d) 
Figure 7.28 Damage Index Values of damage case L3A_DB0 with (a) four undamaged 
data sets (b) three undamaged data sets (c) two undamaged data sets and (d) one 
undamaged data set from measurement point ‘3’ 
According to the Figure, when the numbers of undamaged cases are increasing, the 
differences between damage indices of three excitation levels are decreasing. As per the 
Figure 7.28 (d), 2V excitation gives rather a higher variation of damage indices while 
keeping quite similar pattern shape. However, shape of the damage patterns with two 
undamaged data sets and one undamaged data set are very different from damage 
patterns from four undamaged data sets and three undamaged data sets. As per the 
Figure 7.28 (d), it is noted that similar damage patterns could be gained even with a 
small number of undamaged cases, but with higher variations of damage index values 
that may diminish the accuracy of the proposed approach. In other words, accuracy of 
the method can be improved by increasing the number of undamaged cases as it gives 
damage patterns with small variation of damage index values, with different excitation 
levels. It is suggested that using undamaged FRFs of different excitation levels for the 
algorithm can achieve a higher level of precise damage detection results of online 
structural health monitoring systems.  
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7.4 Damage Detection of the Structure 
Even though experimental data are obtained from eight locations of the floor, only four 
measurement locations per floor are utilized to compute damage indices. As a result, 
only twelve measurement points have been selected for this study to acquire training 
patterns for damage detection approach. Network number ‘1’ is trained with FRFs data 
from location ‘1’ (3BP). Consequently, network number ‘2’ is trained with FRFs data 
from location ‘2’ (3BC) of the structure. Full details of the neural network numbers 
with sensor locations are presented in Table 7.6.  
A total of 90 damage patterns, 15 from each DS1 to DS6, are used to calculate damage 
indices for each measurement point with 2V, 5V and 8V excitation levels. Damage 
index values are divided into a training group with 50, validation data group with 20 
and testing data group with 20 damage patterns. Back propagation neural networks are 
used, which consist of 4 layers, the input layer, two hidden layers and one output layer.  
Table 7.6 Neural network numbers with sensor locations 
Neural network Number Measurement Position 
1 
2 
3 
4 
3BP 
3BC 
3CP 
3CC 
5 
6 
7 
8 
2BP 
2BC 
2CP 
2CC 
9 
10 
11 
12 
1BP 
1BC 
1CP 
1CC 
Neural network target output values for detection damage locations and severity 
estimations are tabulated in  
 
Table 7.7 and Table 7.8 respectively. 
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Table 7.7 Neural network target output values for single damage cases for damage 
locations 
Damage Case Damage Location (m) 
DS1, DS2 1C 
DS3, DS4 3A 
DS5, DS6 1C and 3A 
 
Table 7.8 Neural network target output values for single damage cases for damage 
severity 
Damage Case Damage Severity (%) 
DS1, DS3 25 
DS2, DS4 50 
DS5 75 
DS6 100 
 
Data division for neural network training is tabulated in Table 7.9. As this case study 
mainly focused on detecting structural damage with damage index values from 
different excitation levels, data division is done corresponding to excitation level. As an 
example, for damage state DS3, the neural network is trained with 5V excitation level 
and validated with data of 2V excitation level. Finally test data with 8V excitation level 
is utilized to test the performance of neural networks. 
Table 7.9 Data division for neural network training 
Damage state 
Excitation level (2V) 
Training data Validation data Test data 
DS1 2, 5 - 8 
DS2 2, 5 8 - 
DS3 5 2 8 
DS4 2, 5 8 - 
DS5 2, 5 - 8 
DS6 2 5 8 
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Totally, 13 neural networks consist of 12 individual neural networks trained with data 
from 12 sensor locations and one neural network trained with summation FRFs of all 
sensor locations are developed. Input variable for every neural network is damage 
index values derived from FRFs of the damaged structure, while output values of 
neural networks are either damage location or severity of the damage. One input layer 
of 16 nodes, two hidden layers with 9 and 5 nodes and an output layer with three nodes 
are used. The performance of the trained neural networks is investigated in two 
categories, i.e. training accuracy and generalization accuracy. For training accuracy, all 
the training data set used in the training stage is simply selected. For generalization 
accuracy, in contrast, the test data sets which are not used for training as shown in 
Table 7.9 are used. Performances of neural networks are computed using Equation 6.1 
and Equation 6.2, as discussed in chapter 6. The results, as tabulated in Table 7.10, 
show excellent memorization accuracy for training and generalization accuracy of 
neural networks. As a result the performance level of networks is highly accurate. 
Training accuracy and generalization accuracy using real structure FRFs suggest the 
feasibility of neural network application in locating damage and severity estimation 
with environmental variability. Figure 7.29 shows that the neural networks are capable 
of precisely identifying damage locations and severities of all damage cases for all 
levels of excitation levels.  
Table 7.10 Testing Performance of networks trained to identify damage locations and 
severities 
Network 
Testing error (Normalized Error [%]) 
Damage location identification Damage severities identification 
‘1’ 1.83 1.92 
‘2’ 1.24 1.57 
‘3’ 1.42 1.91 
‘4’ 2.04 2.18 
‘5’ 2.05 0.99 
‘6’ 1.31 1.58 
‘7’ 1.64 0.91 
‘8’ 1.68 1.59 
‘9’ 1.21 1.62 
‘10’ 1.12 1.65 
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‘11’ 1.33 1.68 
‘12’ 1.65 1.37 
‘Sum’ 0.23 0.49 
 
 
Figure 7.29. Testing performance of networks trained to localize damage and quantify 
the damage 
From the results above, it is again observed that it is problematic for damage 
identification when relying on the outcomes of the individual networks as their 
outcomes differ significantly to each other as some measurement locations are less 
sensitive to damage scenarios. Furthermore, it is found that the neural network trained 
with summation FRFs gives the least training and test error. Accordingly, proposing the 
summation FRFs approach gives a solution for this.  
7.5 Conclusions 
In this chapter, the proposed algorithm which has been formulated for damage location 
and quantification for buildings is tested with environmental variations. FRF data 
derived from time history data prior and posterior to damage of the structure are 
utilized for structural damage identification. As described in previous chapters, the 
developed algorithm can lead to solution of a damage detection indicating location and 
magnitude of damage with numerical data and noise polluted data. Apart from the noise 
pollution effect with real testing data, other environmental variability, which affects 
damage detection approaches, cannot be eliminated. Therefore, it is important to test 
the proposed method with real testing data measured from different environmental 
variability. Accordingly, the validity, accuracy and applicability of the proposed 
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method have been assessed by experimental study of the three storey bookshelf 
structure at Los Alamos National Laboratory. Data from three excitation levels of 2V, 
5V and 8V are used in this study to introduce environmental variations.  
In the first stage of the damage detection process, comparison of a PC pattern-based 
damage detection method and the proposed method is conducted. From the comparison, 
it can be observed that it is problematic for damage identification when relying on the 
PC patterns of the damage scenarios. Because some locations are insensitive to damage 
scenarios, PCs give very similar patterns for different damage cases. However, DI 
values from FRFs measurement of the locations of low sensitivity points give 
distinguishable patterns, which demonstrate the identification capability of small FRFs 
changes from the proposed approach. Through this comparison, furthermore, it is found 
that cumulative contribution of data sets to the original data set can be improved 
efficiently with the proposed approach. It is because even though the PC pattern-based 
method considers PC values of the whole data set once, the proposed approach 
considers PC values at small sub-sets separately, which direct the acquisition of 
different numbers of PC values for the specific sub-sets. Because of this, even small 
changes of FRFs could extract from the data and hence insensitivity to FRF changes 
with the higher distance between measurement point and the actual damage location is 
eliminated. Moreover, with the proposed approach, percentage loss of original data can 
be decreased efficiently and in contrast to that, the PC-based approach leads to higher 
loss of original data, which causes incorrect damage detection results. As a 
consequence, the proposed approach can be used with high reliability and accuracy for 
damage detection. 
In order to enhance the damage detection capability of the proposed approach, 
summation FRFs, which means summation of FRFs from all measurement points, is 
introduced. It is observed that summation FRFs eliminate the low sensitivity of FRFs of 
some locations of the structure. According to the results of neural networks trained with 
individual FRFs and summation FRFs, neural networks trained with summation FRFs 
give higher precise damage detection results. It is further noted that the accuracy of the 
proposed method can be improved by increasing the number of baseline data sets, 
which means when the number of baseline data sets is higher, accuracy of the outputs 
of ANNs is higher. Apart from increasing the number of baseline data sets, including 
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undamaged data sets corresponding to different excitation levels could make the 
damage detection process more reliable. 
In this particular case, insensitivity to excitation level is often accomplished through a 
data normalization procedure, which is the first step of the algorithm, as well as 
performing data normalization of damage index values at the end of the approach. 
Because of the data normalization, damage index values for three excitation levels give 
similar patterns for the same damage case. Accordingly, the proposed method is a 
promising tool for structural assessment in a real structure, because it shows reliable 
results with the trained ANNs using laboratory experimental data, which renders the 
proposed method convenient for structural health monitoring. 
Moreover, in the proposed approach, the location and severity of damages in joint 
locations of the three dimensional steel frame structure can be identified with precision. 
Furthermore, the results show the capability of the proposed damage detection method 
not only in identifying single damage cases, but also multi-damage cases with joint 
damages. The case study shows that the developed damage identification approach is 
robust with respect to environmental variations. In other words, the influence of 
environmental variations to the damage prediction outcomes can be eliminated by the 
proposed approach. It is also found that using feed forward back propagation network 
architecture is sufficient for the identification of damage location and severity in 
building structures. The average errors for testing data sets in the case of using 
summation FRFs were found to be approximately 1%, which shows the applicability of 
the present method for the identification of large structural systems.  
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Chapter 8: Three-Stage Neural Network Method for 
Damage Assessment of Building 
Structures 
8.1 Introduction 
The range of training samples should be used to cover various damage locations with 
different damage levels in order to recognize the better ability of ANN’s pattern 
recognition. It is worth pointing out that if all types of damages are treated as possible 
damage on the structure, the number of possible damages would be very large. Hence 
the network needs to be trained with an enormous number of sampling data sets, which 
direct long learning process. It significantly jeopardizes the training efficiency and 
accuracy of the neural network. Thus, some researchers have been focused on 
eschewing extensive training in using neural networks for damage detection.  
As an example Jiang et al. (2011) proposed a novel two-stage structural damage 
detection approach for the cases with enormous measurement data with uncertainties, 
using Fuzzy Neural Networks (FNNs) and data fusion techniques. The simulation result 
showed that the identification accuracy can be boosted with the proposed approach 
instead of FNN models alone. The proposed method was only achieved through 
numerical simulations, and more experiments should be done to test its feasibility and 
efficiency in practice. Gonzalez & Zapico (2008) developed a method for damage 
identification of buildings with steel moment frame structures consisted of two stages. 
The initial one was calibrating the undamaged structure and the second one was the 
identification of the damaged structure after an earthquake. However, the method was 
quite sensitive, especially to mode shape errors. Yuen & Lam (2006) developed a 
mathematically rigorous method to select the optimal class of ANN models for a given 
set of input target training data by using the Bayesian probabilistic method. A damage 
detection method consisting of two stages was used to reduce the required 
computational power and database space. The trained ANN successfully located the 
damages. However, when two damage extents were significantly different, only the 
location with larger damage extent was indicated by the ANN output.  
The proposed three-step ANN identification strategies are designed to firstly identify 
damage floor, secondly locate damage element and then quantify damage severity of 
the identified damaged element. Input vectors with damage patterns from different 
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damage scenarios and facilitating reduction of training samples by three stages are 
constructed for this purpose. Effectiveness for separate detection of damage location 
and extent is examined using a finite element model of a ten storey frame structure. 
8.2 Three-stage ANN Model 
As possible damages are needed to be used as input variable to ANNs, the number of 
possible damages will result in greater computational times and costs. As a result, a 
three-stage damage detection approach is proposed in this research. In the first stage of 
the approach, damaged floor is found and then damaged element and damage severity 
are identified in the second stage and third stage respectively. Three ANNs named 
network type A, network type B and network type C are developed to find damaged 
floor, damaged element and severity of the damage. FRFs from the measurement points 
spread along the whole structure are used to train network type A, and FRFs from 
damaged floor are used to train network type B and C. All FRFs are measured from the 
floor slab as shown in Figure 8.3 (b). As only the elements of the damaged floor are 
needed to be taken as possible damage components in the second stage and third stage 
of this method, complexity of the neural networks are efficiently reduced. The 
flowchart for the multi stage ANN model is illustrated in Figure 8.1. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 8.1 Flow chart for the proposed multi stage ANN 
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8.3 Illustrative Example 
In order to demonstrate the applicability of the proposed method described above, a low 
rise building with 10 floors (floor height- 4m), which has been developed by 
Moragaspitiya (2011) and shown in Figure 8.2, is used. The columns of this structure 
are constructed with 80 MPa concrete, while the slabs are constructed with 40 MPa 
concrete. The reinforcement content of the structural elements is considered as 3% in 
relation to the cross-sectional area.  
 
                      
 
                   (a)                                                          (b) 
Figure 8.2 (a) plan view of the meshed floor and (b) isometric view of the structure 
Different damage cases slightly different from identical cases in the database are 
numerically simulated by changing the baseline 3-D FE model, and the corresponding 
dynamic response is also numerically generated by ANSYS (ANSYS Inc., 2007), 
general-purpose FEM analysis software. In the numerical model, mainly two types of 
elements, such as the SOLID 186 for modelling slabs and BEAM 188 for modelling 
beams and columns are used. The damage in an element is simulated by reducing its 
stiffness by a specified ratio. Usually lengths of these defects (cracks) of columns in 
buildings were observed as 0.20-0.25m in a 4 m high column (Moragaspitiya, 2011). 
Accordingly, the stiffness of the column reduces by around 5 - 10%. Therefore in this 
research the minimum stiffness reduction is considered as 10%.  
8.3.1 Single Damage Scenarios 
A total of 60 damage cases corresponding to three damaged floors with four severities 
are used for numerical simulations of cases with single damage. FRFs are acquired 
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from twelve different locations of the structure as shown in Figure 8.3 (b). Five 
columns in the first floor, fifth floor and tenth floor are damaged and damages are 
introduced as reduction of stiffness by 10%, 25%, 40% and 55% of each element. All 
single damage cases used in this research are tabulated in Table 8.1. 
Table 8.1 Description of damage cases 
Damage case (EIintact - EIdamaged)/EIintact (%) Description (damage floor) 
HS 00 Intact structure (Healthy State) 
DS1-1 10 
first floor DS1-2 25 
DS1-3 40 
DS1-4 55 
DS5-1 10 
fifth floor DS5-2 25 
DS5-3 40 
DS5-4 55 
DS10-1 10 
tenth floor DS10-2 25 
DS10-3 40 
DS10-4 55 
 
Natural frequencies of undamaged and damaged cases are tabulated in Table 8.2. It is 
noted that that the frequency reduces when damage severity increases. This corresponds 
to normal expectations since damage reduces the stiffness of the structure. 
Table 8.2 Natural frequencies of undamaged and damaged cases 
Damage State Mode Number 
1 2 3 4 5 
HS 2.9340   3.4220   5.7421    10.348 10.955   
DS1-1 2.9337      3.4213 5.7414            10.348      10.951    
DS1-2 2.9333    3.4207         5.7408 10.347 10.948 
DS1-3 2.9327       3.4193 5.7398       10.347     10.941   
DS1-4 2.9316     3.4171      5.7387    10.345        10.929         
DS5-1 2.9333 3.4198 5.7361       10.347   10.950         
DS5-2 2.9326  3.4179     5.7309 10.346 10.945   
DS5-3 2.9315 3.4146       5.7218     10.343      10.934   
DS5-4 2.9299 
2.9432 
3.4102 5.7104 10.338 10.917 
DS10-1 2.9338         3.4212    5.7418     10.347    10.952 
DS10-2 2.9335    3.4203    5.7415   10.346 10.949 
DS10-3 2.9332 3.4190 5.7410           10.344 10.942      
DS10-4 2.9327 3.4174   5.7403       10.342    10.929     
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Damaged elements of first, fifth and tenth floor for a single damage case are shown in 
Figure 8.3 (a) and time history response measurement locations at three floors are 
shown as cross marks in Figure 8.3 (b). Measurement points ‘1’, ‘2’, ‘3’, ‘4’, ‘5’ and 
‘6’ are plotted in the figure and measurement points ‘7’, ‘8’, ‘9’, ‘10’, ‘11’ and ‘12’ are 
at mirror image of measurement points ‘1’ to ‘6’ respectively. 
 
                                           
(a)                                                            (b) 
Figure 8.3 (a) Damaged elements at first floor, fifth floor and tenth floor (b) time 
history measurement locations 
Summation FRFs for damage cases relevant to first column subdivided by damaged 
floor are shown in Figure 8.4. FRF of second, third, fourth and seventh columns of first, 
fifth and tenth floors are illustrated in Figure 8.5 to Figure 8.8. 
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  (c) 
Figure 8.4 Summation FRFs computed from all measurement points for two severities 
when damage is at first column of (a) first floor (b) fifth floor and (c) tenth floor 
 
   (a)                                                         (b) 
 
  (c) 
Figure 8.5 Summation FRFs computed from all measurement points for two severities 
when damage is at second column of (a) first floor (b) fifth floor and (c) tenth floor 
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                                   (a)                                                                (b) 
 
  (c) 
Figure 8.6 Summation FRFs computed from all measurement points for two severities 
when damage is at third column of (a) first floor (b) fifth floor and (c) tenth floor 
 
                                   (a)                                                                (b) 
 
(c) 
Figure 8.7 Summation FRFs computed from all measurement points for two severities 
when damage is at fourth column of (a) first floor (b) fifth floor and (c) tenth floor 
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(a)                                                                   (b) 
 
                                   (c) 
Figure 8.8 Summation FRFs computed from all measurement points for two severities 
when damage is at seventh column of (a) first floor (b) fifth floor and (c) tenth floor 
In the graphs, changes of the FRFs to the different damage scenarios are clearly visible 
and distinguishable. The different damage severities and the various damage locations 
change the amplitudes, shift peaks and alter shapes of the FRFs following a more 
complicated relationship. It is further noticed that these changes vary in different ways 
for different damage cases. Therefore, as discussed in Chapter 4, Damage Index (DI) is 
used to extract unique pattern changes of raw FRFs with different damage cases.  
8.3.2 Multiple Damage Scenarios 
For multiple damage cases also, first, fifth and tenth floor are damaged with four 
damage severities similar to single damage cases. Four damage scenarios per floor, thus 
totally 48 damage scenarios for the whole structure, are introduced. Figure 8.9shows all 
multiple damage cases corresponding to the first floor of the structure.  
-4
-3
-2
-1
0
1
2
0 2 4 6 8 10 12 14
M
ag
n
it
u
d
e 
(L
o
g
 s
ca
le
) 
Frequency (Hz) 
first floor seventh column 55%
first floor seventh column 10%
-4
-3
-2
-1
0
1
0 2 4 6 8 10 12 14
M
ag
n
it
u
d
e 
(L
o
g
 s
ca
le
) 
Frequency (Hz) 
fifth floor seventh column 55%
fifth floor seventh column 10%
-4
-3
-2
-1
0
1
2
0 2 4 6 8 10 12 14
M
ag
n
it
u
d
e 
(L
o
g
 s
ca
le
) 
Frequency (Hz) 
tenth floor seventh column 55%
tenth floor seventh column 10%
208 Chapter 8:Three-Stage Neural Network 
                                             
     (a)                                                                     (b) 
                                                       
                                 (c)                                                                       (d) 
Figure 8.9 Damaged elements (in red colour) at first floor (a) “first and second 
columns” (b) “second and third columns” (c) “third and fourth columns” and (d) 
“second and fourth columns” 
Damages are introduced to two columns simultaneously; “first and second column”, 
“second and third columns”, “third and fourth columns” and “second and fourth 
columns”. Summation FRFs computed from the data of all measurement points for 
damage severities 55% and 10% when “first and second columns” are damaged at three 
damaged floors are illustrated in Figure 8.10. According to the figure, FRF change with 
various damage cases that are observed. 
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(a)                                                              (b) 
 
                                  (c) 
Figure 8.10 Summation FRFs computed from all measurement points for two severities 
when damage is at first and third column of (a) first floor (b) fifth floor and (c) tenth 
floor 
8.4 Damage Patterns from the Proposed Algorithm 
Damage index values are computed from noise free data and noise polluted data 
separately to find the effect of damage pattern variations with input data. Results from 
the proposed algorithm are discussed below.  
8.4.1 Damage Patterns from Noise Free Data 
It is further noticed that damage index values for the different damage cases and 
damage index values from different measurement points give different patterns. In 
order to illustrate the damage pattern changes according to measurement point, Figure 
8.11is plotted for damage case DS1-4 and DS1-2.  
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                                  (a)                                                           (b)  
Figure 8.11 Damage patterns from ten measurement points for damage case (a) DS1-4 
and (b) DS1-2 
The graphs show that damage patterns from different measurement points for the same 
damage scenario give different patterns. As described in previous chapters, once again 
it proves that changes of FRFs measurements depend on measurement location of the 
structure. For the clear view of the results, damage patterns from measurement point 2 
subdivided by damage severity are illustrated in Figure 8.12. 
 
(a)                                                               (b) 
 
                                   (c)                                                               (d) 
Figure 8.12 Damage patterns from measurement point 2 subdivided by damage severity 
(a) 10% (b) 25% (c) 40% and (d) 55% 
For different damage locations for the same damage severity, different damage patterns 
are given, while each and every damage pattern is specific for damage location and 
severity. This concept is used for neural network training to find damage location and 
severity of the structure. Damage patterns from measurement point 3 subdivided by 
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damaged floor are shown in Figure 8.13. When the same element is damaged with 
different severities, the algorithm gives clearly distinguishable damage patterns which 
can be used to predict damage severities of other elements also. From this plot, damage 
index values corresponding to various damage types on the frequency response of the 
structure can be extracted. 
 
(a)                                                           (b) 
 
                                    (c) 
Figure 8.13 Damage Index values from measurement point 3 of different damage 
severities when damage is at (a) first floor (b) fifth floor and (c) tenth floor 
8.4.2 Damage Patterns from Noise Polluted Data 
Variations of damage patterns from the noise polluted data are found to be very low. It 
is further noticed that, noise polluted data do not change the shape of the damage 
patterns, however damage index values of the sub sets change slightly. With the 
increase of noise level, variation of magnitude of damage index appears to be higher 
with respect to the noise free data. Damage index values from measurement point '9' 
and '1' for noise free data and noise polluted data with four noise levels for damage case 
DS1-1 and DS5-1 are plotted in Figure 8.14. 
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                                 (a)                                                               (b) 
Figure 8.14 Damage index values for noise free data and noise polluted data with four 
noise levels for damage case (a) DS1-1 from measurement point ‘9’ and (b) DS5-1 from 
measurement point ‘1’ 
As noise polluted data even with 10% noise level do not change shape of the damage 
patterns, it is suggested that noise is filtered effectively with the proposed algorithm. 
Thus this algorithm is reliable even with field data, which consists of environmental 
effect and various noise levels. From both noise free and noise polluted data, it is 
observed that FRFs from different measurement points give different damage features. 
In order to extract features from every measurement point, damage index values 
derived from summation FRFs of all measurement points are also considered. As 
different damage severities and locations give different damage patterns, there are huge 
numbers of damage patterns available for large structures. As a result of this, neural 
network training in one stage with a multitude of patterns leads to slower network 
convergence and less accurate outcomes, due to the complexity and diversity of input 
features. Therefore instead of utilizing one stage neural network for damage 
identification, a series of neural networks corresponding to measurement points and 
three-stage neural networks to identify damaged floor, element and severity are 
introduced. 
8.5 Single Damage Identification 
8.5.1 Identification of Damaged Floor 
The first stage of the proposed methodology is to find damaged floor of the structure. It 
is noted that structural damage behaviour at the measurement location and the distance 
between measurements points are important features for structural damage detection, as 
described in Chapter 4. Therefore, summation FRFs are also utilized to respect the 
different characteristics obtained by individual measurements from various sensor 
-3
0
3
6
9
1 3 5 7 9 11
D
am
ag
e 
In
d
ex
 (
D
I)
  
Sub-set Number 
Noise free data
1% noise level
3% noise level
5% noise level
10% noise level
-13
-9
-5
-1
3
7
1 3 5 7 9 11
D
am
ag
e 
In
d
ex
 (
D
I)
  
Sub set Number 
Noise free data
1% noise level
3% noise level
5% noise level
10% noise level
 Chapter 8:Three-Stage Neural Network 213 
locations. As shown in the figures in section 8.4, damage index values give different 
damage patterns, which can be distinguishable for damaged floor and damage severity. 
Table 8.3 shows available data separation into three different data sets for neural 
network training. To examine the performance of the neural networks, the damage 
predictions are evaluated by normalized errors as discussed in section 6.6. 
Table 8.3 Training data, validation data and test data selection for the ten storey, framed 
structure 
 Damage Location (damaged floor) 
1st floor 5th floor 10th floor 
D
am
ag
e 
se
v
er
it
y
 
10 Training Training Test 
25 Validation Test Training 
40 Test Training Validation 
55 Training Validation Training 
 
FRFs data of damaged structure are reconstructed from FRFs data of intact structure. 
As there are 60 damage cases, totally 240 data sets are available (60 damaged cases x 4 
noise levels) for neural network training. The entire data set of fifteen samples is 
divided into three data sets as presented in Table 8.3. The numbers of samples for the 
training, validation and testing sets for all data categories are listed in Table 8.4. 
Table 8.4 Training, validation and testing partitioning of all FRFs data 
Data Set No of data sets Description 
Training 120 30 damage cases x 4 noise levels 
Validation 60 15 damage cases x 4 noise levels 
Test 60 15 damage cases x 4 noise levels 
 
Totally thirteen ANNs, representing twelve ANNs from each measurement point and 
one ANN from summation FRFs, are created. One input layer of 11 nodes, two hidden 
layers with 7 and 4 nodes and an output layer with three nodes are used for the ANN-
type A. Input layer represents the number of subsets of FRFs data set. Each node in the 
output layer represents the damaged floor that has been used for the training of the 
network (see Table 8.1). Simulated damages are on first, fifth and tenth floor according 
to the damage scenarios.  
To evaluate the outcomes of the individual networks more closely; the results of 
individual networks ‘1’, ‘3’, ‘5’ and the summation network trained with damage 
214 Chapter 8:Three-Stage Neural Network 
patterns to identify damaged floor, are displayed in Figure 8.15. The depicted graphs 
show that when a measurement point is close to the damaged floor (or at the damaged 
floor), neural networks give more precise output compared with other measurements. 
As an example, the neural network trained with the data of measurement point 1 gives 
more accurate results for damage scenarios of the first floor, while outcomes of damage 
scenarios referring to the fifth and tenth floor have some fluctuations. From the figure it 
is observed that the outcome accuracy among the individual neural networks differs in 
regards to the different severities and locations of the damage cases. However, neural 
networks trained with summation FRFs give better outcomes for testing data for all 
damage locations.  
 
                                 (a)                                                                 (b) 
 
                                   (c)                                                               (d) 
Figure 8.15 Damaged floor outcomes of 5% noise polluted data of individual networks 
trained with data from measurement point (a) ‘1’ (b) ‘3’ (c) ‘5’ and (d) summation 
FRFs 
Once it is successfully trained, the ANN model is able to predict the output value 
(damage location and severity) of untrained data from the trained data. Performance of 
the neural networks is tabulated in Table 8.5. For a better view of the results, 
normalized errors of individual neural networks subdivided by training, validation and 
test data set are plotted in Figure 8.16. 
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Table 8.5 Neural network performance (in normalized error) trained with data to 
identify damaged floor of the structure 
Network 
Number 
Training 
Performance (%) 
Validation 
Performance (%) 
Test Performance 
(%) 
1 1.356 0.935 1.523 
2 0.962 0.968 1.236 
3 0.872 0.835 0.963 
4 1.123 0.867 0.855 
5 0.912 1.298 1.367 
6 0.841 0.963 1.273 
7 1.223 1.203 1.426 
8 0.863 0.700 0.977 
9 0.713 0.827 1.248 
10 0.587 0.469 0.678 
11 0.597 0.902 1.158 
12 0.687 0.564 0.932 
Sum FRF 0.523 0.632 0.654 
 
 
Figure 8.16 Performance of networks trained with Damage Index (DI) values to 
identify damaged floor 
From the results above, maximum error for all trained individual networks is 1.523% 
while error of neural network training with summation FRFs is 0.654%. It can be 
observed that the outcomes of the individual networks differ significantly to each other 
based on different damage scenarios. Once again it is noticed that training a network 
with the summation of FRFs improves damage detection results, as it gives more 
accurate results than any of the outcomes of the individual neural networks. These 
damage identification outcomes clearly show the efficiency of the neural network 
training with summation FRFs. 
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8.5.2 Identification of Damage Element 
The second stage of the damage detection approach is to identify the damaged element. 
Accordingly, the damaged floor identified in the first stage is investigated further using 
another ANN with DI values. Damage cases only from first floor and fifth floor are 
considered in this stage as shown in Figure 8.17.As only element number ‘1’, ‘2’, ‘3’, 
‘4’ and ‘7’ are damaged by reducing stiffness in four levels in each floor, totally ten 
damage elements are tested. The outcome of the neural network type A is considered as 
damaged floor and obtained damaged floor is further investigated to achieve 
identification of the damaged element. 
DI values are computed only from the damaged floor to reduce the complexity of the 
data. Other than reducing complexity of data, only using a small number of data sets 
enables distinguishable patterns for damage cases even with small severity, which may 
have been covered in the first stage. As an example, damage patterns computed from 
10% and 25% of the first column in the first floor give closer patterns in the first stage. 
However, pattern variation could be improved by only considering FRFs data obtained 
from the first floor to compute DI values. In this stage, FRFs are divided into fifteen 
subsets representing 1800 FRFs in each subset to extract more features of FRFs 
changes. Figure 8.18 shows damage patterns obtained from the first floor when first, 
second, third, fourth and seventh columns are damaged with 55% and 10% damage 
severity while Figure 8.19 shows damage patterns for the same case but for the fifth 
floor. 
 
Figure 8.17 Damaged elements of first floor and fifth floor 
 
2 3 4 
7 
1 
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                                  (a)                                                               (b) 
Figure 8.18 Damage patterns obtained from first floor when first, second, third, fourth 
and seventh column are damaged with (a) 55% and (b) 10% damage severity 
 
(a)                                                           (b) 
Figure 8.19 Damage patterns obtained from fifth floor when first, second, third, fourth 
and seventh column are damaged with (a) 55% and (b) 10% damage severity 
Damage index values from different columns for various damage cases show the signs 
of clearly distinguishable patterns. It is clear from the figure that the shape of damage 
index values changes according to column number. To compare patterns of different 
columns with the same severity closely, damage index values of first column and 
second column with 10% and 55% severity are plotted in Figure 8.20 (a) and damage 
index values of third column and seventh column with 10% and 55% severity are 
plotted in Figure 8.20 (b).As mentioned in earlier chapters, once again it is noted that 
patterns obtained for same column, even with different severities, follow a similar 
pattern only with magnitude changes.  
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                                  (a)                                                               (b) 
Figure 8.20 Damage patterns for 10% and 55% damage severity for (a) first column and 
second column (b) third column and seventh column of first floor 
To train the network type B, 15 input nodes representing 15 subsets, two hidden layers 
with 11 and 7 nodes and one output layer with twelve nodes are used. In this stage 
FRFs are measured from the damaged floor of the structure, thus totally four 
measurements points are available for each floor. To evaluate the outcomes, normalized 
errors from all damage cases of each data set are determined and compared against each 
other. Data partitioning into three different data sets for damage element identification 
is illustrated in Table 8.6. 
Table 8.6 Data division for ANN training for damage element identification 
Damage 
severity (%) 
Damage Element 
1 2 3 4 7 
10 Train Val Train Train Val 
25 Val Train Test Train Train 
40 Test Train Train Test Train 
55 Train Test Val Val Test 
 
Here, 50% of available data are used to train networks while each 25% of data is used 
to validate and to test the networks. Neural network performance (in normalized error) 
trained with data to identify damage element at first floor is tabulated in Table 8.7. 
 
 
 
 
-2
-1
0
1
2
3
4
1 3 5 7 9 11 13 15
D
am
ag
e 
In
d
ex
 (
D
I)
 
Sub set Number 
First Column- 10%
First Column- 55%
Second Column- 10%
Second Column- 55%
-2
-1
0
1
2
3
4
1 3 5 7 9 11 13 15
D
am
ag
e 
In
d
ex
 (
D
I)
 
Sub set Number 
Third Column- 10%
Third Column- 55%
Seventh Column- 10%
Seventh Column- 55%
 Chapter 8:Three-Stage Neural Network 219 
Table 8.7 Neural network performance (in normalized error) trained with data to 
identify damage element at the first floor and fifth floor 
Network Number Test performance (%) 
for the first floor 
Test performance (%) 
for the fifth floor 
1 1.230 1.425 
2 0.964 0.687 
3 0.879 0.931 
4 0.744 0.637 
Sum FRF 0.236 0.397 
 
In this case also, neural networks trained with summation FRFs give precise results 
compared with another four individual networks. Normalized error of five different 
neural networks is plotted in Figure 8.21 for training, validation and test data sets 
separately.  
 
Figure 8.21 Normalized error of networks trained with damage index patterns of the 
first floor to identify damaged element 
The outstanding damage localization results, giving maximum testing error of 1.425% 
for all trained networks and all investigated damage cases, show great potential of the 
proposed damage identification approach for detecting damaged column. These 
outcomes show that the defect of columns of multi-storey buildings can be successfully 
identified, even by the FRFs measurements from the floor of the structure.  
8.5.3 Quantification of Damage Severity 
The last stage of the damage detection approach is to identify damage severity of the 
damaged element. The damaged element identified from the second stage of the 
approach is further investigated in this stage. The significance of this stage is that after 
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identifying damaged column from the second stage, the severity can be monitored via 
visual inspection, semi or non-destructive testing. It can also be used for damage 
assessment to assess damage of a known damaged element, provided the work and 
effort will be less than by using existing methods. Damage index values for the 
different severities are calculated corresponding to different elements. For this stage 
also, damage scenarios from first floor and fifth floor are considered. Damage Index 
values from measurement point ‘1’ for different severities when damage is at column 
‘1’, column ‘2’, column ‘3’of the first floor and column ‘4’ of the fifth floor are shown 
in Figure 8.22. 
 
                                 (a)                                                            (b) 
 
                                 (c)  
Figure 8.22 Damage Index values from measurement point ‘1’ for different severities 
when damage is at (a) column ‘1’ (b) column ‘2’ and (c) column ‘3’of the first floor 
After identifying a damaged column, damage patterns only from the damaged column 
for various severities are used to train neural network type C. Data partitioning for 
neural network training is as shown in Table 8.8. Five columns of first floor are tested 
to figure out testing performance of neural networks when ANN is trained with patterns 
corresponding to different damage levels.  
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Table 8.8 Data separation for ANN type C training 
Damage 
severity (%) 
First floor 
1st column 2nd column 3rd column 4th column 7th column 
10 Train Val Train Test Train 
25 Val Train Test Train Val 
40 Test Train Train Val Test 
55 Train Test Val Train Val 
 
FRFs from measurement points ‘1’, ‘2’, ‘7’ and ‘8’ are used to train ANNs. Only one 
hidden layer neural network is used to determine the damage severity of the element. 
Thus only 5 ANNs representing measurement points and summation FRFs are 
developed. Obtained results only for summation FRFs are tabulated in Table 8.9. 
Table 8.9 Training, Validation and test performance of the neural networks trained with 
summation FRFs subdivided by column number 
Normalized Error 
(%) 
Column Number 
  1 2 3 4 7 
Training 
Performance 
0.856 0.658 0.348 0.458 0.236 
Validation 
performance 
0.835 0.765 0.411 0.674 0.489 
Testing 
performance 
1.036 0.985 0.634 0.942 0.635 
The output results show that even small damage severities are correctly identified by 
ANNs without depending on the damage severity of training data. As an example, a 
neural network trained with 55% damage severity data gives precise performance for 
test data, which are 10% damage severity data. These results show the pattern 
recognition and prediction capability of neural networks with damage index values. It 
proves that the multi stage ANN concept with three steps can identify smaller damages 
of the structure precisely. These outstanding results confirm the accuracy of the 
proposed damage detection approach and effectiveness of transforming FRFs data to 
damage index values using the proposed algorithm. 
8.6 Multiple Damage Identification 
Damage Index values of multiple damage cases are computed from summation FRFs 
data. In the multiple damage detection phase, the available FRFs data matrix is divided 
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into 20 sub-matrices. The following three figures (Figure 8.23, Figure 8.24 and Figure 
8.25) demonstrate damage index values of “first and second columns” damages and 
“third and fourth columns” damages at first floor, fifth floor and tenth floor 
respectively. From the proposed damage index computation method, similar damage 
patterns for each floor are obtained. As an example, “first and second columns” damage 
type and “third and fourth columns” damage type of first floor give similar patterns 
even with different severities, which are different from damage patterns of other floors. 
Therefore it is worth highlighting that, for multiple damage cases, each floor provides a 
specific damage pattern for all damage scenarios of the corresponding floor. This 
specific character is used to determine damaged floor of the structure of the proposed 
three-stage damage detection approach. 
 
(a)                                                            (b) 
Figure 8.23 Damage index values at first floor (a) “first and second columns” damaged 
and (b) “third and fourth columns” damaged 
 
                                    (a)                                                             (b) 
Figure 8.24 Damage index values at fifth floor (a) “first and second columns” damaged 
and (b) “third and fourth columns” damaged 
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                                (a)                                                                (b) 
Figure 8.25 Damage index values at tenth floor (a) “first and second columns” damaged 
and (b) “third and fourth columns” damaged 
Data division for identifying damaged floor is similar to single damage detection as 
shown in Table 8.3. As there are 48 damage cases, totally 192 data sets are available 
(48 damaged cases x 4 noise levels) for ANN training. The numbers of samples for the 
training, validation and testing sets for all data categories to identify damaged floors of 
the structure are listed in Table 8.10. 
Table 8.10 Training, validation and testing partitioning of all FRFs data to identify 
damaged floors of the structure 
Data Set No of data sets Description 
Training 96 24 damage cases x 4 noise levels 
Validation 48 12 damage cases x 4 noise levels 
Test 48 12 damage cases x 4 noise levels 
 
One ANN from summation FRFs is created, which consists of 20 nodes, two hidden 
layers with 15 and 7 nodes and an output layer. Neural network performance is 
computed as normalized error and 1.235% normalized error for testing test is obtained. 
Outputs of Neural Networks trained with summation FRF to identify damaged floor of 
the structure are depicted in Figure 8.26. 
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Figure 8.26 Outputs of Neural Networks trained with summation FRF to identify 
damaged floor of the structure. 
After identifying damaged floor of the structure FRFs computed from damage cases of 
the damaged floor are used for damage column recognition. As only FRFs of damaged 
floor are used for computing damage index values, different patterns specific for each 
column are extracted. Hence, damaged columns of the floor are found in the second 
stage of the approach. Damage index values at first floor “first and second columns” 
damaged, “second and third columns damaged”, “third and fourth columns” damaged 
and “second and fourth columns” damaged are depicted in Figure 8.27. 
 
                                  (a)                                                                 (b) 
 
                                  (c)                                                                 (d) 
Figure 8.27 Damage index values at first floor (a) “first and second columns” damaged 
and (b) “second and third columns damaged” (c) “third and fourth columns” damaged 
and (d) “second and fourth columns” damaged 
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Only the damage index values derived from the first floor of the structure are used to 
identify capability of the proposed approach for multiple damage detection. Data 
division for ANN training for damage elements identification is as shown in the 
following table. 
Table 8.11 Data division for ANN training for damage elements identification 
Damage severity (%) Damage Element 
1 & 2 2 &3 3 & 4 2 &4 
10 Train Val Train Train 
25 Val Train Test Train 
40 Test Train Train Test 
55 Train Test Val Val 
 
According to the table, 50% of available data are used to train networks while each 
25% of data is used to validate and to test the networks. Damaged columns 
identification accuracy is 98.11%, which proves that the trained neural network can 
identify untrained damage patterns well. Subsequently, damage severity is identified by 
using damage index values corresponding to damaged columns. Damage index values 
of “first and second columns” damaged with four different damage severities are 
illustrated in Figure 8.28. In this stage severity identification accuracy of damaged 
elements is 98.25%. 
 
 
Figure 8.28 Damage index values of “first and second columns” damaged for four 
different damage severities 
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8.7 Damage detection using the one stage ANN model 
As there are 60 damage cases, totally 240 data sets are available (60 damaged cases x 4 
noise levels) for neural network training. The numbers of samples for the training, 
validation and testing sets for all data categories are listed in Table 8.12. 
Table 8.12 Training, validation and testing partitioning of all FRFs data for 
identification of damage element and severity in one stage ANN model 
Data Set No of data sets Description 
Training 120 30 damage cases x 4 noise levels 
Validation 60 15 damage cases x 4 noise levels 
Test 60 15 damage cases x 4 noise levels 
 
After identifying damaged floor in three-stage ANN method, only damage indices 
corresponding to damage floor are utilized for ANN training, which reduce the number 
of training samples for ANN training. However, in one stage ANN training, all damage 
indices derived from the whole structure should be used, which will increase the 
number of training samples. Moreover, the training time increases in the one-stage 
ANN method as the dimension of the ANN increases. As all data set of the whole 
structure is considered in one stage, it makes the ANN model insensitive to small local 
damage, and therefore reduces its ability to provide reliable structure damage detection. 
In other words, it is also identified that test performance is rather poor, with relatively 
large normalized errors compared to three-stage ANN because of low convergence of 
the one-stage ANN model. Table 8.13shows the test performance of the one-stage ANN 
model with summation FRFs to identify damage element and severity. One input layer 
of 11 nodes, two hidden layers with seven and four nodes and an output layer with three 
nodes are used for the ANN. 
Table 8.13 Neural network performance (in normalized error) trained with data to 
identify damage element and severity in one-stage ANN model with summation FRFs 
ANN architecture Test performance (%) 
for the identification of 
damage element 
Test performance (%) 
for the identification of 
damage severity 
11-7-4 3.187 4.825 
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8.8 Conclusions 
This chapter presents a structural damage detection method for multi-storey structures 
using vibration measurements from floors of the structure. The method is tested on a 
finite element model of a ten-storey framed structure, introducing different damage 
scenarios by reducing the local stiffness of the selected elements at different locations 
of the structure. Numerical data are polluted with four noise levels to simulate field 
testing conditions, as in reality, measured signals are degraded by various sources of 
noise thus a noise sensitivity study with the proposed algorithm is conducted. The 
proposed damage detection method is operated in three phases, therefore the proposed 
approach is effective in reducing the size of ANN model. As a result of this, 
computational effort is reduced substantially in this research. In the first stage, damaged 
floor of the structure is identified. Subsequently, FRF measurements of the identified 
floor in the first stage are used for damage element identification. Finally, severity of 
the damaged element is accomplished using a few damage patterns measured only at 
the damage region. 
Conducting the approach in three stages, damage features, which were not identified in 
the first stage, could be identified in the second stage precisely. Accordingly, changes 
in FRFs even for small severities were extracted as damage index values. As a result of 
this, the three-stage ANN technique successfully detects damages with low level 
severity of the structure. These findings highlight the potential of the combined use of 
PCA and neural network techniques in damage detection. Furthermore, it is 
demonstrated that the networks can identify the damage location(s) correctly even in 
multi-damage cases and even when the real damage level is significantly different to 
the training level.  
The significant of this method is that after identifying the damaged element in the 
second stage, severity of damage can be monitored via visual inspection, semi or non-
destructive testing in the third stage. This in turn can be used to assess damage of the 
known damaged element as a validation process. These results show that the proposed 
approach provides an appropriate framework for neural-network-based structural health 
monitoring. It is evident that the method has the characteristics of high calculation 
efficiency and small calculation error, which is suitable for large and complex structure 
damage detection. 
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Chapter 9: Conclusions and Recommendations 
9.1 Introduction 
The method for damage identification in this thesis, is based on FRF data. 
Subsequently, the method uses Artificial Neural Network (ANNs) techniques and 
Principal Component Analysis (PCA) for damage feature extraction and noise 
reduction. To verify the proposed damage identification procedures, numerical studies 
are undertaken on a two storey frame structure and a ten storey concrete framed 
structure. Field testing conditions are considered by incorporating measurement noise 
and environmental variations. To investigate the robustness of the methods to noise, 
noise sensitivity studies were conducted on numerical models of these two structures. 
In order to consider real testing limitations, data from laboratory structures are also 
considered. Accordingly, tolerance to withstand with operational and environmental 
variations is conducted, using the three storey frame structure at Los Alamos National 
Laboratory. Moreover, damage connection identification with mass variations and 
degree of freedom of finite element model is investigated by an IASC-ASEC 
benchmark structure. All the case studies reveal that the proposed method is effective 
for field damage detection. By using the above four case studies, the investigations 
covering simple to complicated structures were demonstrated. As an example, in order 
to consider a simple structure as well as a preliminary study, in the first stage of the 
study, a two storey framed structure was considered. For the purpose of allowing the 
proposed method to consider more complicated structures, subsequently, the research 
was directed to use the IASC-ASEC benchmark structure, the three storey frame 
structure at Los Alamos National Laboratory and a ten storey structure. 
As discussed in previous chapters, there are many factors in using FRFs as a damage 
indicator for the proposed approach. Among all the dynamic responses, the frequency 
response function (FRF) is one of the easiest to obtain in real-time as it only requires a 
small number of sensors and in situ measurement is straightforward (Fang, et al., 2005). 
Compared to modal parameter methods, FRF-based damage detection techniques do 
not require extensive post data analysis such as experimental modal analysis. FRFs 
provide an abundance of information on the structure’s dynamic behaviour, which can 
be used for damage assessment of structures. Therefore, these characteristics make FRF 
data particularly attractive in the field of dynamic-based damage detection. 
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The basic idea of the present research is to directly establish an input–output relation 
between the frequency response function (FRF) characteristics and the damage 
location/severity using a neural network. Even though using FRFs for damage detection 
has many benefits, there are some factors on which to devote more attention prior to 
use for damage detection. First, as the number of data points per FRF data set is very 
large, it is inefficient to use an FRF data set directly to ANNs. Therefore to overcome 
the obstacle of the large size of FRF data, an algorithm was introduced to reduce 
frequency points and at the same time extract the main features of FRFs prior to feeding 
ANNs. The second difficulty associated with FRF data is that they are sensitive to noise 
and environmental variability. To address this issue PCA was utilized and an 
appropriate number of principal components for the algorithm was determined as noise 
is affected only lower rank PCs (Dackermann, 2009). Therefore, lower insignificant 
PCs were disregarded, considering the percentage of cumulative contribution of each 
data set. Moreover, the data set was divided into small sub-sets as the large size of FRF 
data set may diminish the efficiency of PCA, and implementation of PCA technique to 
a small data set separately was done. By utilizing this approach, small variations of 
FRFs corresponding to damage scenarios could be extracted from the approach. 
Subsequently, even small severity damages could be identified from the proposed 
approach.  
Another drawback of FRFs-based methods is that some measurement locations are 
insensitive to FRF changes, especially for damage cases with small severities. 
According to the results of individual neural networks, it is exposed that damage 
detection with individual neural networks is problematic. Because of the different 
characteristics of FRF data from different measurement points, neural network training 
with summation FRFs was proposed in this research. Damage pattern normalization to 
avoid operational conditions is effective in the proposed pattern recognition approach, 
as it give similar patterns for different excitation levels of the structure. 
The large size of training patterns diminishes the efficiency of neural network training 
and hence most of the previous damage detection methods based on ANNs are limited 
to laboratory structures or buildings with small numbers of degree of freedom. 
Consequently, a three-stage damage detection approach was proposed in this research 
and feasibility of the proposed approach was validated by a ten storey concrete framed 
structure. It was identified that the proposed approach is efficient in identifying 
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damaged floor in the first stage while damage element and severity were identified in 
the second and third stage respectively. By conducting damage assessment in three 
stages, damages with small severity were identified with considerable accuracy. 
Furthermore, in the proposed method, division of damaged FRFs and undamaged FRFs 
were utilized as indicators to identify damages. Using comparison of damaged and 
undamaged FRFs enhances damage finger prints and improves detection outcomes. The 
proposed damage identification method can be considered as a type of pattern 
recognition problem as it looks into discrepancy between two or more signal categories, 
e.g. before and after a structure is damaged, or differences in damage levels or 
locations. Therefore in the proposed procedure, ANNs with their powerful pattern 
recognition and classification ability, were used to extract damage information from 
FRFs and to provide estimations of damage characteristics such as damage type, 
locations and severities.  
The following steps summarize the proposed damage identification scheme based on 
FRF data. 
1. FRFs are obtained from structures by means of modal testing or transient 
analysis for finite element modelling. 
2. Available FRF matrix is divided into sub matrices and principal component 
analysis is done for separate matrixes. 
3. Sub FRF matrices are fed to the proposed algorithm and damage index values 
are obtained for different sub-sets. 
4. Individual and summation neural networks are trained and tested with the most 
dominant PCs of the FRFs, separated by sensor location for identification of 
damage 
9.2 Summary and Conclusions of the Proposed Approach 
As discussed earlier, to investigate the performance of the proposed FRF-based damage 
identification method, it was applied to two dimensional structures (two storey framed 
structure) and a three dimensional building structure such as the three storey structure 
(Los Alamos), benchmark structure and ten storey framed structure to represent a multi 
storey building. Both finite element models and laboratory models (benchmark 
structures) were used to verify the method. Experimental data were used to consider 
noise effect and uncertainties of real measurement data. One of the limitations of the 
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FRFs-based methods is that these methods provide little information about the local 
damage area unless large quantities of sensors are used. However, from the proposed 
method of three-stage ANN method, a local damage area could be identified even from 
a few sensors, as the proposed method does not involve extracting modal data and only 
involves direct FRFs data. 
Results of the 2-D two storey framed structure 
For numerical simulation with noise polluted data, all individual networks and the 
summation FRFs network successfully identified the severities of all damage cases. For 
damage location, all networks also precisely estimated all light, medium and severe 
damage cases. These exceptionally good results demonstrated the noise filtering 
capabilities of PCA and neural networks, which produce precise predictions even for 
data containing up to 10% noise pollution.  
Results of IASC-ASCE benchmark structure 
As mentioned in Chapter 6, the ability of the proposed method in locating damages and 
estimating severity at structural connections were emphasized using the IASC-ASCE 
benchmark structure. In this structure, loosening beam-column connections and brace 
damage were introduced. In addition to that, asymmetrical floor mass was also 
considered by changing mass on the roof level of the structure.  
The results of the neural networks showed that the proposed approach is able to detect 
and assess damage locations involving stiffness losses of braces in the braced frame 
structures with 10% of noise level. Verification with damage pattern 1 proves the 
proposed method gives very satisfactory results when there is only one damaged floor 
in the structure, while verification with damage pattern 2 proves that the method is 
accurate for detecting multiple damaged floors.  
To include the effect of degree of freedom in this benchmark study, data from a more 
complex 120 DOF model are also utilized, other than from a 12 DOF model. It is 
evident that the development of a structural damage identification method that can 
accurately identify damage while processing measurements containing realistic noise 
levels and overcoming experimental modelling errors would provide a robust method 
for identifying damage in the larger, more complex structures found in practice. This 
phenomenon was well-proved under this section; hence the proposed method can 
withstand modelling error of the structure. 
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As the proposed method has been verified by the IACE-ASCE benchmark structure 
with particular reference to steel-framed structures with damages at its connections, it 
can be concluded with full confidence that the proposed method is not only technically 
sound in computer simulation but is also practical in real life situations. The proposed 
method provides a reliable indication of damage location and it can also be applied to 
single damage locations as well as to multiple damage locations.  
The method depends on DOF of the Finite Element Model (FEM) (e.g., using 12 DOF 
shear building model for a 120 DOF structural system as in this study). Thus, it is 
important to choose a structural model which is not over-simplified. Moreover it can be 
concluded that updating of the Finite Element Model (FEM) is necessary for accuracy 
of the proposed damage detection approach. It is proposed that FE model updating is 
required for consistency with the actual damage situations. 
Results of the three storey framed structure (Los Alamos National Laboratory) 
Similar to the noise pollution effect with real testing data, other environmental 
variability which affects damage detection approaches cannot be eliminated. Therefore, 
it is important to test the proposed method with real testing data measured from 
different environmental variability. Using the three storey framed structure at Los 
Alamos National Laboratory, the proposed algorithm, which has been formulated for 
damage location and quantification for buildings, is tested with environmental 
variations. Accordingly, data from three excitation levels of 2V, 5V and 8V are used in 
this study to introduce environmental variations.  
In this particular case, insensitivity to excitation level was often accomplished through 
a data normalization procedure, which is the first step of the algorithm, as well as 
performing data normalization of damage index values at the end of the approach. The 
study showed that the developed damage identification approach was robust with 
respect to environmental variations. In other words, the influence of environmental 
variations to the damage prediction outcomes can be eliminated by the proposed 
approach. Therefore, the normalization procedure, as performed in this study, should be 
implemented in order to minimize the variability associated with operational and 
environmental condition changes. 
It is further noted that the accuracy of the proposed method can be improved by 
increasing the number of baseline data sets, which means when the number of baseline 
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data sets is higher, accuracy of the outputs of ANNs is higher. Apart from increasing 
the number of baseline data sets, including undamaged data sets corresponding to 
different excitation levels could improve the damage detection process and render it 
more reliable. When the structure undergoes structural degradation, it is expected that 
the prediction errors of the neural network will increase for a damage case.  
Results of the ten storey frame structure 
As discussed earlier, in order to get better damage detection results from neural 
network training, the range of training samples should be used to cover various damage 
locations with different damage levels. It is worth pointing out, that if all types of 
damages are treated as possible damage on the structure, the number of possible 
damages would be very large. It significantly jeopardizes the training efficiency and 
accuracy of the neural network by leading long learning process. As a consequence, a 
three-stage ANN method was proposed in this study. The proposed method was 
validated using the ten storey frame structure. From the three-stage ANN method, even 
small severity damages could be identified precisely. As the method was implemented 
in various layers; starting from global (the whole structure) and ending in a structural 
member for a detailed detection, computational effort could be reduced efficiently and 
hence precise damage detection results were obtained. 
9.3 Research Contribution 
The main contribution of this study is the development and verification of a novel 
vibration-based damage identification and condition assessment method with ANN 
technique and PCA. In this research, damage index values computed from FRFs are 
selected as input parameters to ANNs. These damage index values are obtained from 
the proposed algorithm by dividing a large set of data into small subsets and computing 
PCA for these data sets separately.  
The original contributions of this research work include: 
1. The size of FRF data is determined by the number of spatial response locations 
and the number of spectral lines, which is too large for neural network 
applications. The direct use of such data leads to neural networks with a large 
number of input nodes, which results in a large number of connections. This 
ultimately leads to an impractical neural network in terms of training and 
convergence stability. As a consequence, a new ANN-based damage 
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identification method is developed with Principal Component Analysis, which 
is a linear data compression technique achieving dimensionality reduction. 
Utilizing the proposed algorithm, the size of the data set of FRFs is reduced as 
damage index values, which are feasible for application to neural networks.  
2. As a solution for the influence of measurement points in which the FRF’s 
should be taken, such as their number, location and distance to the damage, 
summation FRFs obtained by summing FRF data from multiple measurement 
locations are introduced. Thus outstanding damage detection results are 
acquired.  
3. It is observed that damage detection with the proposed damage detection 
method is effective in detecting low severity damages even with noise polluted 
data. Moreover, it overcomes drawbacks of the available PC-based method 
effectively, as division of large data set into a number of subsets and performing 
PCA to each data set separately, could extract most of the original features of 
the data set. As damage patterns are given as a fraction of undamaged FRFs to 
reconstructed damaged FRFs, the proposed algorithm improves the efficiency of 
the proposed damage detection procedure effectively.  
4. It is identified that the proposed damage index is more robust in the presence of 
noise and environmental influences, compared to frequency or damping based 
methods. 
5.  It is difficult to identify specific damaged members from conventional one-
stage identification schemes. In order to improve the capacity of 
nondeterministic data processing, as well as to make full use of enormous 
measurement data in structural damage detection, a novel three-stage structural 
damage detection method using damage index values is introduced. The 
proposed three-stage damage identification strategy can detect the occurrence, 
location and extent of structural damage in building structures. 
9.4 Recommendations for Future Works 
As mentioned in the first chapter, the main objective of the research is to develop an 
efficient damage identification and condition assessment strategy for building frames 
using Frequency Response Functions (FRFs), Principal Component Analysis (PCA) 
and Artificial Neural Networks (ANNs). Including this objective, other of the original 
objectives have been achieved successfully in this research. It should be realized that 
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the vibration characteristics could be altered by factors other than damage. As 
highlighted in this thesis, for structures with redundant constraints, variations in 
temperature and other environmental and boundary conditions change FRFs. The 
proposed method has already validated efficiency in reducing uncertainties from 
sources, such as measurement noise and environmental variations. However, further 
studies need to be carried out to apply the proposed method to account for the effects of 
boundary conditions, temperature and humidity. 
Although the data normalization issue is explicitly taken into account in this study, the 
procedure developed has only been verified on laboratory test specimens. To fully 
verify that the proposed approach is truly robust, it will be necessary to test the 
proposed approach from a real structure for a wide range of operational and 
environmental cases and for different representative damage types. Therefore, applying 
the proposed approach for a real structure is needed to make the research work feasible 
for practical applications. It is essential to investigate the feasibility of the model 
updating approach to identify difference between FRFs data of real structure and the 
finite element model. Furthermore, as this method is based on input-output, use of 
ambient vibrations (output only method) with the proposed approach can be 
investigated. Development of a hardware device that implements the proposed 
methodology to allow application to building structures in the field could also be proposed 
for future work. 
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