We prove that for critical (spread-out) lattice trees in dimensions d > 8, the unique paths from the origin to vertices of large tree distance converge to Brownian motion. This provides an important ingredient for proving weak convergence of the corresponding historical processes.
Introduction
Over the past decades, various critical interacting particle systems on Z d have been shown to exhibit mean-field behaviour for dimensions d above a certain critical dimension d c . These models include the voter model (d c = 2) [5, 3] , critical oriented percolation and the contact process (d c = 4) [16, 14] , and critical lattice trees (d c = 8) [7, 17] . In each of these models, each particle has a time and spatial location associated to it and by assigning a point mass to every particle we can describe the model via evolution of measures in Z d . Starting with a single particle at the origin at time 0, each model survives until time n with probability θ n ≈ C/n [4, 11] . Conditioning on survival, and with appropriate rescaling of time, space, mass, and measure, in some cases [3, 12] a functional central limit theorem for measure-valued processes (weak convergence to super-Brownian motion under the canonical measure -see e.g. [23] , conditioned on survival) has been proved. However these particular measure-valued processes do not record genealogy present in e.g. the voter model and lattice trees, and although the genealogy of super-Brownian motion can be reconstructed from the path in dimensions d > 4 [1] , this construction does not facilitate weak convergence results.
In the context of lattice trees, the functional central limit theorem (FCLT) for measurevalued processes proved in [12] does not establish a FCLT for paths in the tree, such as the unique path in the tree from the origin to a point x of generation nt. The main aim of this paper is to prove a version of this result suitable for proving convergence of the so-called historical processes (measure-valued processes which do record the genealogy of the process) [19] .
The model and main results
A lattice tree is a finite connected set of lattice bonds containing no cycles. We will be considering lattice trees on e∈T D(e), where the product is over the edges in T and |T | is the number of edges in T . An important observation is that if T is an edgedisjoint union of subtrees then W z,D (T ) can be factored into a product over the weights of the subtrees. It turns out (see e.g. [17, 11] ) that there exists a critical value z D such that ρ = T o W z D ,D (T ) < ∞ and E[|T |] = ∞, where P(T = T ) = ρ −1 W z D ,D (T ). Hereafter we write W (·) for the critical weighting W z D ,D (·) and suppose that we are selecting a random tree T according to this critical weighting.
Let T be a lattice tree containing o ∈ Z d , and for m ∈ N, let T m denote the set of vertices in T of tree distance m from o. Then for any x ∈ T m there is a unique path from o to x in the tree. Roughly speaking, in this paper we consider the weak limit (as m → ∞) of rescaled paths of this kind in high dimensions.
Functional central limit theorems
For our general discussion we require the notion of weak convergence of finite measures on Polish spaces. We refer the reader to e.g. [20, Chapter 16 and Appendix A2] or [2, Chapter 3] for further details on what we discuss below.
A Polish space E is a complete (every Cauchy sequence converges) separable (there is a countable dense subset) metric space. The space R d equipped with the Euclidean metric is the prototypical example of a Polish space. For a Polish space E, let M F (E) (resp. M 1 (E)) denote the space of finite (resp. probability) measures on the Borel sets of E. For a sequence ν n ∈ M F (E) we say that ν n converges weakly to ν ∈ M F (E) and write ν n w −→ ν if for every f : E → R bounded and continuous,
as n → ∞.
(1.1)
Equipped with the Prokhorov metric, which generates the topology of weak convergence, M F (E) is also Polish. We will often use the notation E ν [f (X)] for f (x)ν(dx), with the understanding that X ∈ E. This will be particularly convenient when X is an E-valued random variable defined on an underlying probability space and ν(A) = cP(X ∈ A) for some c > 0. Let S n denote the location of a nearest neighbour simple symmetric random walk on Z d after n steps (starting from the origin o ∈ Z d ). Then E[S 2 n ] = n (here and elsewhere, for x, y ∈ R d we abuse notation and write xy to mean x · y, and hence x 2 to mean |x| 2 ) and the central limit theorem states that n −1/2 S n converges in distribution to a random vector Z that is (multivariate-) normally distributed with mean 0 ∈ R d and covariance matrix diag(1/d). Define probability measures ν n , ν on (the Borel sets of) R d by ν n (A) = P n −1/2 S n ∈ A , and ν(A) = P(Z ∈ A).
Phrased in the language of weak convergence of (probability) measures, the central limit theorem says that ν n w −→ ν. In the setting of M F (R d ), the statement ν n w −→ ν is in fact equivalent to the convergence of the pointwise convergence of the characteristic functions (Fourier transforms), so for ν n , ν as above
For a Polish space E let D t (E) denote the space of càdlàg paths (paths that are continuous from the right with limits existing from the left) mapping [0, t] to E. It is well known that there is a complete metric on this space (that generates the so-called Skorokhod J 1 topology) for which D t (E) is also Polish (see e.g. the references [20, 2] ).
The functional central limit theorem (FCLT) concerns the entire path (W
Defined in this way, for each n, W (n) jumps at times t = i/n for i ∈ N and is constant on intervals [i/n, i + 1/n) for i ∈ Z + . In particular the process W (n) is a random element of the space
The version of the FCLT most relevant to this paper states that for any t > 0, the sequence of rescaled random walks
. Phrased in the language of weak convergence of (probability) measures this FCLT says that ν n,t w −→ ν t , where ν n,t ∈ M 1 (D t (R d )) are defined by
(i.e. ν n,t is the uniform measure on nearest-neighbour (càdlàg) paths on n −1/2 Z d up to time nt ) and
Celebrated results of Hara and Slade (see e.g. [10, Theorem 1.6]) prove the FCLT for self-avoiding walk in dimensions d > 4. To be more precise, if ν n is the uniform measure on nearest neighbour self-avoiding paths ω = (o = ω 0 , ω 1 , . . . , ω n ) of length n on n
Paths and measure-valued processes for lattice trees
Recall for any x ∈ T m there is a unique path w x,m from o to x in the tree, defined by
For t ≥ 0 and
where c 0 > 0 is a constant depending on D, d (to be described later). Note that w (n)
x,t ∈ D t (R d ), and that it can be extended to a path in
x,t (s) = x for s > t (or equivalently writing w
denote the (rescaled) measure-valued "process" and historical "process" (see e.g. [6] ) associated with the random lattice tree T respectively. Here C 0 > 0 is a constant depending on d and D (to be described later). Note that X (n) t assigns mass to certain particles in the tree (but does not encode the genealogy) whereas H (n) t assigns mass to genealogical paths leading to those particles.
Since w (n)
x,t can be considered as a path in
can be considered as a finite measure on D ∞ (R d ). According to [11] , there exists a constant C 1 > 0 also depending on D, d such that
and µ
Due to the survival probability asymptotics (1.6), multiplying by n is asymptotically the same (up to a constant) as conditioning on survival until time n (or rescaled time 1). According to [23, Section II.7] there exists a σ-finite
, which is a (time-homogeneous) Markov process). The superprocess in question (called super-Brownian motion) is a measure-valued process that can be thought of as an infinitesimal critical branching process whose spatial dispersion is governed by the R d -valued process (B t ) t≥0 . The 0 and 1 in the notation ((B t ) t≥0 , 1, 0) simply refer to standardised versions of the process (e.g. the "branching variance" is 1). According to [21, pages 34, 64] , there also exists a σ-finite measure
It is proved in [12] that for lattice trees in dimensions d > 8 (with L sufficiently large) µ n w −→ N 0 . Since the limit is a σ-finite measure, µ n w −→ N 0 is defined in terms of weak convergence of a family of finite measures (indexed by t) on
or equivalently in terms of weak convergence of their conditional (on X t (1) > 0) counterparts, which are probability measures. The corresponding result for the historical processes (µ
is an open problem that provided the initial motivation for this paper. Note that neither of these results is expected to hold for lattice trees in dimensions d < 8 (a similar result is expected to hold with logarithmic corrections to the scaling in 8 dimensions).
In [19] , one of the conditions for proving the aforementioned weak convergence of historical processes (more precisely, convergence of the finite-dimensional distributions, where one looks at the process at each fixed finite collection of times) is to show that for each t > 0,
The following theorem verifies (1.9) and is one of the two main results of this paper.
Suppose that T nt = ∅ (i.e. the rescaled process is alive at time nt /n). Let Z (n)
[0,t] = (Z (n) (s)) s≤t be the rescaled ancestral path of a particle chosen uniformly from T nt , i.e. for
(1.12)
Since paths to distinct points x, x in a tree are unique this means that for each x ∈ T nt , P(Z
) denote the laws of the historical measures at time t, conditional on survival, i.e. µ 14) where
The following theorem concerning the path to a uniformly chosen particle of (rescaled) generation t is the second main result of this paper.
Thus, in [19] one uses Theorem 1.1 as an important ingredient in proving convergence of the finite-dimensional distributions of the historical processes, while Theorem 1.3 shows that weak convergence of a uniformly chosen path in the tree follows from convergence of the 1-dimensional distributions of the historical processes.
The remainder of this paper is organised as follows: In Section 2 we express the constants C 0 , C 1 and c 0 via the limiting behaviour of the so-called 2-and 3-point functions. In Section 3 we prove Theorem 1.1, assuming certain bounds (Proposition 2.3) that are proved via an inductive analysis of quantities arising from the lace expansion. In Section 4 we prove (Lemma 1.2 and) Theorem 1.3. Finally in Section 5 we discuss the method of proof of the assumed bounds (i.e. the proof of Proposition 2.3).
The 2-and 3-point functions
Let ρ(x) = P(x ∈ T ) and ρ n (x) = P(x ∈ T n ). For absolutely summable h(x) writeĥ(k) for the Fourier transform of h, i.e.ĥ(k) = x∈Z d e ikx h(x). It is shown in [9, Theorem 1.2, Corollary 1.4] that for all L sufficiently large there exist constants C 2 , C 3 > 0 depending on D, d such that
Using the inductive method of [15, 13] the following were shown in [17, Theorem 3.7(b)].
In particular (taking k = 0 above) A = lim n→∞ E[|T n |] is the limiting expected number of particles alive at time n as n → ∞. Note that the functionρ nt is related to the measure-valued processes via
Then according to [17, Theorem 1.14] , there exists V > 0 depending on D, d such that
The constants appearing in the definition of X (n) t , µ n etc. are
See [18] for further discussion about the connections between ρ n and mean moments of the measure-valued process.
Decomposition via connected graphs
We use the notation
Any lattice tree T o such that x ∈ T n can be represented as the backbone ω (an n-step path from o to x) together with mutually avoiding ribs R 0 , . . . , R n that are themselves lattice trees emanating from the vertices o = ω(0), ω(1), . . . , ω(n) = x along the backbone. We will write ω : y n → x to denote the set of D-random walk paths of length n starting at y and ending at x. Since the weight W (T ) factors into the product of the weights of the backbone and the individual ribs, we can express the two-point function ρ n (x) as 
This notation allows us to write
The following Lemma will be useful when proving tightness for Theorem 1.1.
where
Proof. Clearly for any R n one has
n] since each factor 1 + U uv appearing on the right hand side also appears on the left. Therefore
Rn ωn
The right hand side is equal to
since W (R m ) appears once in W ( R m ) and again in W ( R n−m ). Write the second sum in (2.13) as
(2.14)
For each = 1, . . . , n − m we have that if ω m ∈ R then [1 + U 0 ] = 0 (so K = 0 in this case). In other words, the indicator that R and R 0 avoid each other is more restrictive than the indicator that R and {ω m } avoid each other. But {ω m } is a tree with one vertex and no edges, which has weight W ({ω m }) = 1. Thus, (2.14) is at most 18) which proves the claim.
Note that for m < m ∈ Z + , by expanding the product over u, v we see that An edge ij with i, j ∈ Z + and i < j is said to cover every ∈ [i, j] (and does not cover any
Then from (2.19) and (2.20) we can write
By translation invariance this is the same as
Then for each n ≥ 2 and each n * ∈ {1, . . . , n − 1} (2.10) can be written as
If m 0 > 0 and m 0 < n then the term in large square brackets is
Examining each term in large brackets we see that this is equal to 
Since we are actually interested in fixing locations along the backbone from o to x at time points n 1 , . . . , n r we need to introduce a modified version of π m to handle this. For m ∈ N, and x, y ∈ Z d and for 0 < j 1 < j 2 < · · · < j r < m and x 1 , . . . ,
(2.36)
The following is proved using a combinatorial technique known as the lace expansion, which shall be discussed in Section 5. Letting m = n − m 0 and m = m 0 − n, this can be written aŝ
Let ∈ (0, 1). The contribution to the sum over m, m in (2.48) from m > n or m > n is at most
Thus,ρ
where the constants in the O notation in square brackets depend on . Since < 1 and
2 ) we can writê
where the constants in the O notation in square brackets depend on (but not m, m ). Since |π m+m (0)| is summable in m, m (by (2.37)) this becomeŝ
where we have used (2.37) and (2.49) again in the last step. Letting n → ∞ and using the fact thatρ 2n (0) → A we see that In order to prove Theorem 1.1, for each t > 0 it is enough to show convergence of the finite-dimensional distributions and tightness (see e.g. [2, Chapter 3] ). Let X = (X(s)) s≤t denote an element of D t ≡ D t (R d ), and set t 0 = 0. Then for convergence of the finite-dimensional distributions it is sufficient to verify the following:
For tightness it is enough to show the following:
Thus our task is to prove Propositions 3.1 and 3.2. This is the content of the following two subsections.
Proof of Proposition 3.1
The fact that
is immediate from the fact that (X(s)) s≤t is a d-dimensional Brownian motion under ν t (by Lemma 1.2). Therefore it is sufficient to prove the following result.
(ii) For each t * , κ * > 0 and every r ∈ Z + and 0 = t 0 < t 1 < t 2 < · · · < t r ≤ t ≤ t * , and where the error term depends on κ * , t * and min i≤r {t i −t i−1 }, but is otherwise uniform in t, t, k.
Proof. For the first claim simply note that as in (1.11) and (2.5)
so the claim (i) holds by (2.2) (or Theorem 2.1). Moreover, since C 1 /C 0 = A −1 this establishes (ii) with r = 0. Clearly we obtain the same result when r > 0 but all k j = 0.
We prove (ii) by induction on r, having already established the claim when r = 0. For r ≥ 1, let x 0 = o and recall that t 0 = 0 to see that ρAE νn,t e i r j=1 kj (X(tj )−X(tj−1)) 
If k j = 0 for each j then the complex exponentials vanish as does the sum over x 1 , . . . , x r of the indicators. However, k = 0 is the straightforward case that we have already covered at the beginning of the proof. Our task will be to adapt the ideas from the proof of Proposition 2.4 to handle the case k/ √ nc 0 ≈ 0.
Let ∈ (∆( t)/2, ∆( t)) where ∆( t) = min{t i − t i−1 : i ≤ r}/2 and let
We will write / ∈ H( t, n) to mean that 0 ≤ m 0 ≤ nt 1 < m 0 ≤ nt but m 0 − m 0 < n . Consider the contribution to the sum in (3.11) from (m 0 , m 0 ) / ∈ H( t, n), i.e.
Then (3.12)-(3.13) is equal to 18) where the superscripts in the K (i) [, ] and J (i) [, ] indicate the collection of trees R (i) to which the U st factors in K and J are imposing restrictions on. Now use the fact that e ikx1 = e iku e ik(v−u) e ik(x1−v) , and (3.19) 20) and let z = x 1 − v and z = v − x 1 to rewrite the above as
By (i) the modulus of the expectation is bounded above by a constant K. Note thatD
and each of the differences on the right hand sides are bounded in absolute value by C |ki| 2 n when n is large. Thus, using the uniform bound onρ n (k), (i) and (2.39), the contribution to (3.21)-(3.23) from a term involving (D(
Since for (m 0 , m 0 ) / ∈ H( t, n) we have
The latter two terms also contribute error terms of the form O ∆,t * (|k|
2 ) in (3.27)-(3.30) (i.e. after summing over (m 0 , m 0 )), due to (i) and (2.39). Similarly for (m 0 , m 0 ) / ∈ H( t, n),
Thus, by the induction hypothesis, the expectation in (3.23) is equal to
where the error term depends on ∆, t * . Again this o(1) term will contribute to error terms in (3.27)-(3.30) due to (2.39). We have shown that (3.12)-(3.13) is equal to
Now due to the symmetries of the lattice and the weight function, and the fact that D(x) = D(−x), we have the symmetry
with respect to sign changes of the spatial components. Thus,
since the sine function is odd. Using the above and the fact that | cos(x) − cos(0)| ≤ x 2 we see that
where we have used (2.40)-(2.41) in the last step. Summing over (m 0 , m 0 ) / ∈ H( t, n) again gives an error term since e.g. 
But the sum over z of the indicator that the backbone is at position z at time n gives 1, so that
Thus, (3.48)-(3.49) is equal to
(nt 2 −(m 0 +1))
Now write
The differences in brackets in the first and second lines are bounded in absolute value by min{1, C|k 1 | 2 (nt 1 − m 0 + 1)/n}, and min{1, C|k 2 | 2 (m 0 − nt 1 + 1)/n} respectively, which give rise to error terms when summed withπ over m 0 , m 0 . For example, the term with both differences is bounded in absolute value by: 
(3.58)
Thus the main contribution to (3.48)-(3.49) is
with all error terms as claimed. It remains to consider the contribution to (3.11) from (m 0 , m 0 ) ∈ H( t, n). Let j(m 0 ) = max{i : t i ≤ m 0 } and t(m 0 ) = (t 1 , . . . , t j(m 0 ) ) and x(m 0 ) = (x 1 , . . . , x j(m 0 ) ). Then using the fact thatD,ρ m , and (from (i)) E νn,t e i j=1 kj (X(tj )−X(tj−1)) are all bounded above by a constant, the contribution to (3.11) from (m 0 , m 0 ) ∈ H( t, n) is bounded in absolute value by
Since this error term is also of the claimed form, we have verified that
with the error term as claimed. Thus we have completed the inductive step and therefore the proof.
Proof of Proposition 3.2
The proof of this mixed moment bound is similar to that for self-avoiding walk in [22] . Fix t 0 = 0 < t 1 < t 2 < t 3 ≤ t = t 4 and let Y denote an element of D t (i.e. Y denotes an R d -valued path on [0, t]). Letting g : D t → R be a bounded Borel measureable function we have
Breaking the sum over T into the backbone and ribs we obtain
we see that
n then either nt 3 = nt 2 or nt 2 = nt 1 and in either case E νn,t [g(Y )] = 0. Otherwise, applying Lemma 2.2 three times we have that 
where ∇ 2ρ m (0) = x |x| 2 ρ m (x). By Theorem 2.1 we have that this is bounded by
In other words, we have proved that if Proof of Lemma 1.2. Applied to our setting (with y being the origin o ∈ R d , τ = 0, and unit branching variance γ = 1 etc.), and written in the notation of this paper, [23, (II.8.6 )(a)] states that N H 0 (H t (1) > 0) = 2/t, and for bounded Borel f : D t → R, and bounded Borel ψ :
Note that the result extends trivially to non-negative Borel ψ by monotone convergence. For the first claim of the Lemma, use (4.1) with ψ ≡ 1 to get
For the second claim of the Lemma define ψ : R + → R + by ψ(y) = y −1 for y > 0 (and ψ(0) = 0). Then by (4.1)
as claimed.
We are now ready to prove our second main result.
Proof of Theorem 1.3. By definition, µ Z n,t is a discrete probability measure on
Equivalently for any bounded Borel function f :
is a random probability measure. Suppose that for fixed t, H 14) by Lemma 1.2.
5 The lace expansion and the proof of Proposition 2.3.
In this final section we outline the steps involved in the proof of Proposition 2.3. As we have noted earlier, the first two bounds are already proved in [17, Section 5] , and proofs of the latter bounds require only small modifications, which we will describe below.
Recall from (2.20) that 
Note that each (−U ij ) is non-negative. From (2.23) we have that
we see that for each N , π {N } m (x) is non-negative. Note that for N > m the sum over laces is an empty sum, which is defined to be 0.
It is shown in [17, Proposition 5.1] that
where L can be taken arbitrarily small by taking L large. The bounds (2.37) and (2.38) appearing in Proposition 2.3 are immediate from (5.5) by summing over N in the cases q = 0 and q = 1 respectively. Let us briefly describe how the bound (5.5) is obtained. Note that in the case N = 1 there is a unique lace Λ = {0m} with one edge (and all other edges are compatible with this lace) so that
If m = 1 then the sum over ω contains at most one one-step walk from o to x with weight z D D(x) and the product over st = 0m is empty. Letting u denote a point of intersection of R 0 and R m we have that
where (f * g) denotes the convolution of f and g, i.e. (f * g)(x) ≡ u f (u)g(x − u) denotes the convolution of f and g. For m > 1 we have
The proof of (5.5) given in [17, Proposition 5.1] proceeds by induction on N , relying on the fact that for each Λ, the product st∈Λ (−U st ) enforces intersections of lattice trees R s and R t (say at some point u) for each st ∈ Λ. This gives rise to a bound on the contribution to π (N ) from a specific lace Λ in terms of "diagrams" involving various convolutions of twopoint functions ρ and ρ i (in fact, in [17] the bounds involve slightly better estimates involving certain modified 2-point functions h (x) ≤ ρ (x), but the arguments therein can be carried through with ρ instead of h , and we will therefore not concern ourselves with this distinction hereafter). The basic estimate that drives the induction argument is [17, Lemma 5.4] . To state a version of this result relevant to the present paper, for fixed q ∈ {0, 1} we define g m,q (x) = |x| 2q ρ m (x) and let
m, q (x) = g m1,q1 * g m2,q2 * · · · * g mj ,qj (x) denote the j-fold convolution of the g mi,qi . We let ρ [j] = ρ * · · · * ρ denote the j-fold convolution of ρ with itself. Then according to [17, Lemma 5.4 ] the following bounds hold for the convolution of g [j] m, q and ρ [j ] for j ≤ 4 and m ≥ 1
, and
where L can be taken arbitrarily small by taking L large. Note that to prove (2.37) via induction on N one only needs (5.14) with each q i = 0 (and for j ≤ 2 and j ≤ 3). In the remainder of the paper we will describe the minor modifications required to adapt these arguments to prove (2.39) -(2.41). Recalling (2.36) we have that In other words we obtain the same bound in (2.39) as in (2.37).
Let us now describe how to obtain the bound (2.40) (and (2.41)), which we state as This allows us to distribute the factor |x| 2 over individual parts (induced by the lace) of the backbone, incurring a factor (2N − 1) and a sum over which part i of the 2N − 1 parts of the backbone receives the square term. For fixed i the diagrams remain the same as for the q = 0 case except that the quantity ρ i (v i ) is replaced with g i,1 (v i ) = |v i | 2 ρ i (v i ). This means that in inductively bounding a given diagram one uses (5.14) as before except that now we also need to use this bound when exactly one q i is equal to 1. This gives an extra factor i (which is at most m) for each i in (5.14), and thus the extra factor m appearing in (5.5) when q = 1, multiplying by 2N − 1 and summing over i ≤ 2N − 1 affects only constants since these sums are dominated by the exponentially small term Notice that on the right hand side only the term |x 1 − ω(m r−1 )| 2 involves x 1 . For the contribution from each of the remaining terms above, the indicator 1 {ω(j1)=x1} can be directly summed over x 1 , giving 1, and the same diagrammating bounds can then be used as above (that is there are no new diagrams to consider in these cases). Since x 1 appears in the term |x 1 − m r−1 | 2 we cannot simply sum the indicator to get 1 in this case. Instead we can observe that e.g. K[m r−1 + 1, m r − 1] ≤ K[m r−1 + 1, j 1 ]K[j 1 , m r − 1], and use this to replace the quantity ρ mr−mr−1 that we previously had in the diagram corresponding to this lace with the quantity g j1−mr−1,1 * ρ mr−j1 . The basic bounds (5.14) do not change based on the number of convolutions of such terms, but depend only on the number of q i that are 1. In this case we have 1, which is exactly the same as what we got from (5.22) in the previous paragraph in order to obtain (5.5) when q = 1, and hence (2.38). Thus exactly the same induction argument applies here, giving us (2.40). [Note that in the case where j 1 = m r for some r, x 1 already has some other spatial label v r = ω(m r ) that is being explicitly summed over in the diagram, so all terms involving x 1 can be replaced with v r and the sum over x 1 performed to give 1. The resulting diagrams then just have a g i,1 term instead of a ρ i term as in the previous paragraph.]
The bound (2.41) is obtained in the same way, but using the fact that 
