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ABSTRACT 18 
Fabrication of functional DNA nanostructures operating at a cellular level has been accomplished 19 
through molecular programming techniques such as DNA origami and single-stranded tiles (SST). 20 
During implementation, restrictive and constraint dependent designs are enforced to ensure conformity 21 
is attainable. We propose a concept of DNA polyominoes that promotes flexibility in molecular 22 
programming. The fabrication of complex structures is achieved through self-assembly of distinct 23 
heterogeneous shapes (i.e., self-organised optimisation among competing DNA basic shapes) with total 24 
flexibility during the design and assembly phases.  In this study, the plausibility of the approach is 25 
validated using the formation of multiple 3 x 4 DNA network fabricated from five basic DNA shapes 26 
with distinct configurations (monomino, tromino and tetrominoes). Computational tools to aid the 27 
design of compatible DNA shapes and the structure assembly assessment are presented. The 28 
formations of the desired structures were validated using Atomic Force Microscopy (AFM) imagery. 29 
Five 3 x 4 DNA networks were successfully constructed using combinatorics of these five distinct 30 
DNA heterogeneous shapes. Our findings revealed that the construction of DNA supra-structures could 31 
be achieved using a more natural-like orchestration as compared to the rigid and restrictive 32 
conventional approaches adopted previously. 33 
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1. Introduction 37 
Self-assembly allows DNA molecules to naturally fuse together and form supra-structures (Mao et 38 
al., 2000; Seeman, 1982; Winfree, 1998). The spontaneous reaction via Watson-Crick base pairing 39 
allows the formation of discrete structures with high precision and efficiency. Common approaches in 40 
constructing DNA supra structures include DNA origami (Han et al., 2011; Kuzuya and Komiyama, 41 
2010; Marchi et al., 2014; Rothemund, 2006), molecular tiles (Winfree, 1996), parallelograms from 42 
Holliday  junctions (Mao et al., 1999) and single stranded modular motif (Wei et al., 2012; Yin et al., 43 
2008). These conventional approaches have their limitations (Ke et al., 2012; Ong et al., 2015; 44 
Pinheiro et al., 2011; Wei et al., 2012; Yin et al., 2008). Crucially, the intricate and meticulous 45 
sequence design phase in which the nanostructures were fabricated by generating a definitive set of 46 
DNA sequences. This study attempts to address this issue by allowing the structures to be constructed 47 
autonomously using distinct interchangeable components. 48 
 49 
This is achieved through the formation of desired conformations from a combination of distinct 50 
heterogeneous shapes. This increases the flexibility of constructing DNA nanostructures since the 51 
formation of the structures is achieved through the self-organisation of the competing DNA shapes 52 
without pre-fixed configuration. The core principle is to allow the most preferred shape and sequence 53 
combinations to take precedence (i.e., survival of the fittest). For instance, if n sets (where n is more 54 
than 1) of DNAs are initially designed to assemble into the desired conformations, in cases where a 55 
single set of the structure collapsed, the remaining n -1 sets would be capable to form the target 56 
structure. In fact, individual units inside the n -1 sets can replace the incompatible unit of the original 57 
set. This interchangeability is a key aspect of the approach. Every component in each set is modular, 58 
 3 
whereby the failure of any particular unit would not affect the completeness of the set. The mechanism 59 
allows a specific substitution (i.e., to replace any incompatible shapes) or the replacement of the entire 60 
shape configurations to be executed. Therefore, total programmability (i.e., pre-fixed configuration of 61 
binding between shapes) is not promoted in this approach, the formation of the structures is dependent 62 
entirely on the self-organised characteristics of the molecule. This eliminates dependency on successful 63 
wet lab implementation of a particular set. The mechanism employed promotes molecular orchestration 64 
(Zauner, 2005), and in this instance, a mixture of multiple potential sets that self-organised themselves 65 
into the desired configurations (i.e., many to one relationship, where extraction of successful 66 
configurations could be made regardless of the sets).  67 
 68 
The construction of DNA nanostructures (Amir et al., 2014; Benenson et al., 2004; Ding and 69 
Seeman, 2006; Douglas et al., 2012) begins with the sequence design steps. Various strategies such as 70 
strain minimization, sequence symmetry minimization and free energy minimization are employed by 71 
programs such as SEQUIN (Seeman, 1982), Tiamat (Williams et al., 2008), Uniquimer-3D (Zhu et al., 72 
2009) and GIDEON (Birac et al., 2006) to aid in the sequence generation. In fact, the design of 3D 73 
DNA origami structures is now supplemented by software packages such as caDNAno (Douglas et al., 74 
2009) that incorporate a graphical user interface. Recently, a program called Polygen has been 75 
developed to aid in the construction of complex atomistic covalently linked DNA nano-cages (Alves et 76 
al., 2016).  77 
 78 
In this study, a computational tool leveraging on the aforementioned strategies such as sequence 79 
symmetry, is extended towards optimising and designing a set of less stringent sequences. Our model 80 
encourages the competition between DNAs to occur in an effort to promote sequence to structure 81 
flexibility. A tool is then created to provide mapping for the competitive shapes by delineating all 82 
probable paths taken by the DNA to form the structures using graph theory (Biggs et al., 1986). This is 83 
essential since molecular self-assembly is asynchronous with a multitude of errors (Rothemund et al., 84 
 4 
2004), and probable shapes (i.e., the "best" unit) must compete with the partially probable shapes (i.e., 85 
the "next best" unit) during the assembly process at all time. The mapping of the paths strategy exerted 86 
in this work could therefore provide insights into the fundamental basis of the structure construction 87 
for the end user. 88 
 89 
 90 
2. Material and methods 91 
2.1 Fundamental Concepts in DNA polyominoes 92 
 This section begins by presenting the fundamental concept in the proposed schema, DNA 93 
polyominoes. Polyominoes shapes (monomino, tromino and tetrominoes) were used as the 94 
representative in demonstrating the feasibility of using multiple elementary blocks in structural 95 
assembly. The hierarchical schema in DNA polyominoes starts with an elementary block, followed by 96 
shapes and then larger structural formations. As a basis, each block used two single-stranded DNAs to 97 
form a block. Then, multiple units of these blocks assembled into a shape. Different shapes would then 98 
assemble into a larger structure (Fig. 1).  99 
 100 
Each of these shapes can comprise of one or more connector on the horizontal sides of the 101 
shape. Its function is to enable the shape to bind to another shape that had a matching connector and 102 
thus forming larger structures. In the context of DNA sequences, the matching connector was defined 103 
as DNA with complementary sticky ends. In total, eight distinct shapes were used and labelled with 104 
specific alphabets. All DNA shapes (Fig. 2) are comprised of four single stranded DNAs except for 105 
shape I (made from two single stranded DNAs).  106 
 107 
 108 
 109 
 110 
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2.2 DNA segmentation 111 
A computational protocol was developed to map the interaction (intermolecular binding) between 112 
DNA nucleotides based on the principle of binding dependencies (Ramlan and Zauner, 2013) between 113 
nucleotides. We implemented an undirected graph representation, in which DNA segments are stored 114 
as nodes that are connected using edges. This allows the automated system to compute all probable 115 
paths taken by each DNA segment (node) in forming the structures. The protocol required each DNA 116 
strand to be separated into different segments based on perfect complementarity (i.e., where all the 117 
intended bases hybridize as specified in the design) between its pairs (Fig. 3). 118 
 119 
2.3 Construction of the free energy and binding affinity matrices 120 
In order to construct the energy matrix, each segment is represented as node, or vertex. 121 
Thermodynamics free energy between each node were calculated using the program DuplexFold 122 
(Reuter and Mathews, 2010). Default parameters (for the program) were used with the "DNA" 123 
parameter setting. The free energy profile with n number of nodes resulted in a matrix with n number 124 
of rows and columns as follows: 125 
൥
𝑋ଵ,ଵ … 𝑋ଵ,௡
: … :
𝑋௡,ଵ … 𝑋௡,௡
൩ 
Xi,j = 'Gi,j ; i, j = 1, 2 …..n ; n = Total number of nodes 126 
The energy matrix is converted into a binding affinity matrix. The free energy at each position 'Gi,j 127 
will then be divided by the lowest energy in each row ቀ𝑚𝑖𝑛൫∆𝐺௜,௝భ…೙ ൯ቁ, resulting into the probable 128 
binding affinity value between every node. The value of 1.0 indicates the lowest free energy (strongest 129 
binding) between all available bindings. For instance, when the binding affinity between node 1 and 130 
node 2 is 1.0, it indicates that the binding strength of node 1 with node 2 is the strongest compared to 131 
other available binding with the remaining nodes (e.g. 3, 4, 5…etc). The formula for binding affinity is 132 
as follows: 133 
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Binding affinity for 𝑃௜,௝ =
∆ீ೔,ೕ
௠௜௡൫∆ீ೔,ೕభ…೙൯
 134 
Edges connecting nodes with 1.0 binding affinity values represent the most favourable binding 135 
among the n number of nodes. However, in circumstances where no edges carry the most favourable 136 
binding affinity values (1.0), the highest value will take precedence (in our implementation binding 137 
affinity must be above the threshold value of 0.7). 138 
 139 
2.4 Binding affinity graph: computing the probable paths 140 
2.4.1 Determining the start point 141 
In order to determine the start point, the melting temperature (Tm) for every DNA pair Xi,j was 142 
calculated using UNAFold-3.8 (Markham and Zuker, 2008). The DNA pairs with Tm value equal or 143 
higher than quartile 3 were selected as the start point. For each pair, the strongest node (with lowest 144 
free energy) were selected as the start point and the remaining of the nodes (within the pair) would act 145 
as the sticky ends. These sticky ends would then operate as precursors in determining the node to be 146 
selected next (Supplementary Fig. S1). 147 
 148 
2.4.2 Greedy search phase 149 
The graph would only proceed to the node with the binding affinity value of Pi,j > 0.7. The default 150 
value is fixed at 0.7 to ensure that the graph is restricted to favour only strong estimation values (i.e., 151 
representative of the preferable binding interactions). Lower assignment of threshold generates 152 
convoluted paths full of weak interactions, which only complicates the search process. For every new 153 
node, two conditions will be considered; the emergence of one or more new sticky end(s) and the non-154 
availability of sticky ends. The initial value of every node starts at 1.0. The DNA uptake rate is set at 155 
0.001 probability. Whenever a node is selected, the value of that node will be deducted by the DNA 156 
uptake rate. The formula for node concentration calculation is as follows: 157 
[NodeNewCurrent] =[NodeCurrent]-[NodeUptakeRate]. 158 
 7 
The value of every node is evaluated during each cycle. The search will continue until the values of 159 
any node became nil (Table 1). 160 
 161 
2.5 DNA annealing 162 
Oligonucleotides were purchased from Integrated DNA Technologies Pte. Ltd. (USA). The 163 
complexes were formed by mixing stoichiometric quantities of DNA in an annealing buffer (40 mM 164 
Tris base, 2.5 mM EDTA, and 13 mM MgCl2) and annealing process from 90°C to 40°C for three 165 
hours using Eppendorf Mastercycler Pro S thermocycler (Eppendorf, Hamburg, Germany). To form 166 
the individual DNA shapes, four different oligonucleotides were mixed stoichiometrically in an 167 
annealing buffer and the final concentration was set to 0.5 µM. 168 
 169 
2.6 Gel electrophoresis 170 
The results of the annealing reactions were analyzed using non-denaturing gel electrophoresis 171 
containing 4% and 5% polyacrylamide gel (29:1 acrylamide:bisacrylamide), 0.75 mm thick and run at 172 
approximately 12V/cm-1 for 2 hours at 4°C. The running buffer contained 10 mM MgCl2 and 1X TBE 173 
(89 mM Tris base, 89 mM Boric acid and 2 mM EDTA pH8.3) and the loading buffer contained 0.25% 174 
Bromophenol blue tracking dye and 30% glycerol. GelRedTM Nucleic Acid gel stain (Biotium, US) 175 
was used to stain the gel. 176 
 177 
2.7 Sample preparation and atomic force microscopy (AFM) imaging 178 
2.7.1 Preparation of mica surface 179 
A 0.1% APTES ((3-aminopropyl) triethoxysilane) solution was prepared in ultrapure water. Then 180 
a drop (2 µL) of 0.1% APTES solution was deposited onto the freshly cleaved mica surface and the 181 
surface was rinsed with ultrapure water (20 µL) after 5 minutes incubation at room temperature. 182 
 8 
 183 
2.7.2 Sample preparation for AFM imaging 184 
The samples were diluted to 0.2 ng/µL with a buffer (40 mM Tris-HCl (pH 7.6), 13 mM MgCl2, 185 
2.5 mM EDTA). 2 µL of the sample solution was placed onto the APTES-treated mica surface for 5 186 
minutes and the surface was later rinsed with the buffer (20 µL) to remove unbound molecules. 187 
 188 
2.7.3 Atomic Force Microscopy (AFM) imaging 189 
The AFM images were collected using high-speed AFM (Nano Live Vision, Research Institute 190 
of Biomolecules Metrology Co., Tsukuba, Japan). The images were collected in tapping mode. 191 
 192 
3. Results 193 
3.1 Formation of 3 x 4 DNA network using DNA polyominoes 194 
The size of the DNA network is fixed at 3 x 4 (i.e., 3 horizontal rows, and 4 vertical columns). 195 
Different configurations of heterogeneous shapes (monomino, tromino and tetrominoes) were 196 
generated to conform to the layout as illustrated in Fig. 4. 197 
 198 
DNA sequences representing the respective shapes are generated using the autonomous protocol 199 
developed in our previous work (Ong et al., 2015). The program focuses on the stacking and merging 200 
of blocks to form DNA shapes. The program (Ong et al., 2015) relies on dependency information of all 201 
nucleotides positions with inter-binding linkage between different DNA strands (i.e., DNA-DNA 202 
binding). Details of the dependencies are available in the Supplementary Table S1-S5. The 203 
intermolecular bindings between various DNA shapes are "loosely" programmed using complementary 204 
sticky ends. The sticky ends are positioned at the intersection point, where different shapes are adjacent 205 
to each other. The default lengths of the sticky ends (for all DNA shapes) are set to 10 nucleotides. In 206 
order to further exploit the self-organisation ability of the molecule, the placement of matching sticky 207 
ends should be randomly placed. This will create an environment where optimisation between 208 
 9 
competing shapes (i.e., survival of the most stable assembly) will help the stability of the desired 209 
structures as well as allowing total modularity to be enforced. However, in this study, the 210 
complementary sticky ends were predefined to ensure that different configurations of the 3 x 4 DNA 211 
network are attainable during wet-lab validation. 212 
 213 
Molecular representation of our 3 x 4 DNA network showed that Set 1, 2, 3 and 4 have the same 214 
DNA shape compositions (i.e., the four heterogeneous DNA with different orientations). The size of 215 
set 1 is smaller as compared to set 2, 3, and 4. This is because set 1 only requires 25 nucleotides in 216 
each basic unit; the remaining sets require 40 nucleotides for their basic units. Set 5 has a different 217 
DNA shapes configuration. Compared to the existing techniques of DNA nanofabrication, our 218 
proposed approach increases the degree of freedom in designing the desired structure two-folds. 219 
Existing techniques focuses only on the sequence diversity of the design phase (i.e., sequences that 220 
conform to the scaffolds), while our approach introduces the combinatorics of the polyominoes shape 221 
into the equation thus allowing diversity not only in sequence, but also in the heterogeneous shapes 222 
composition (i.e., many sequences to many shapes configurations that conform to the desired 223 
structure). 224 
 225 
3.2 Gel electrophoresis and atomic force microscopy (AFM) imaging 226 
DNA sequences for each shape were added sequentially during the gel electrophoresis 227 
procedure (Fig. 5). AFM images of the structure were captured. Comparison with AFM images was 228 
conducted and the findings are encouraging. Successful clearly defined formations of DNAs that 229 
resemble the designed structures can be observed (Fig. 6).  230 
 231 
All polyominoes shapes, with the exception of monomino, are single crossover DNA tiles or 232 
Holliday junctions. In contrast to the double-crossover (DX) motif which is structurally rigid (Li et al., 233 
1996), the structure of the Holliday junction motif is inherently floppy (Rothemund, 2005). This is 234 
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because the four-way junction of the motif alternates between one of two different “stacked-X” 235 
conformations (Duckett et al., 1988; Murchie et al., 1989), thus forming an approximately 60o angle 236 
(Mao et al., 1999) between the two DNA helices. Given this natural profile, the final structure captured 237 
using the AFM is floppy as the self-assembly of multiple Holliday junctions has an approximately 60q 238 
native between the two DNA helices as observed in the figure.  239 
 240 
4. Discussion 241 
 To address the complexity of determining the "many sequences to many shapes configurations" 242 
allowances introduced in our approach, we have annotated the base pairing probability using the 243 
concept of undirected graphs (i.e., each node/vertex can be visited more than once; with no emphasis 244 
on the order of the path taken. In our implementation, “nodes” represent DNA segments while the 245 
“edges” represent binding affinity between nodes. The decision of traversing any of these nodes are 246 
dependent on the free sticky ends resulted from prior binding (edge) (Fig. 7).  As long as the new 247 
sticky ends have a probability value of more than the defined threshold value (0.7), it is predicted to be 248 
able to bind to the existing parent DNA (node). This process will be repeated iteratively for each node 249 
(similar to a greedy search where all paths are traversed). 250 
 251 
 252 
Therefore, the number of graphs is equivalent to the number of potential structures that can be 253 
generated from a set of DNA strands. This number includes both the desired and misfolded structures. 254 
For example, the shapes configuration of set 5 produces 31 different graphs with only 21 graphs 255 
indicating the formation of the desired structure. Thus, there are 10 misleading paths that are biased 256 
towards unfavourable folding leading to the formation of mismatch structures. The number of 257 
occurrences for binding affinity close to 1.0 indicates the level of competition between the unintended 258 
nodes (i.e., not design to form base pair). Thus, the number of competitions is linear to the number of 259 
graphs that will be generated. Our search revealed that set 4 has the highest number of graphs 260 
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generated, followed by set 3, 2, 1 and 5 respectively (Table 2). This contributed to the higher number 261 
of binding affinities with values near to 1.0. 262 
 263 
The value Pi,j represents the relative binding affinity between each DNA segment estimated using 264 
the thermodynamics free energy from the program Duplexfold (Reuter and Mathews, 2010). Pi,j has 265 
the value of 1.0, if the intended binding between nodes is a perfect complementary pair. In our 266 
calculation, partially complement (Pi,j < 1.0) of DNA segments is still considered. However, these 267 
partially complements segments have the tendency to create false routes (causing the emergence of 268 
sticky ends) and eventually resulted in the formation of false structures or miscellaneous aggregates. 269 
The correct graphs are representations of all the nodes visited exactly once and the edges taken by each 270 
node are correctly linked as designed, regardless of the starting points. The order of the completed 271 
routes will provide a blueprint for the DNA sequences to form the desired structures. 272 
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Figure Legend 377 
 378 
Fig. 1. Self-organisation of DNA polyominoes. (A) The formation of DNA polyominoes shapes using 379 
a single or multiple basic blocks. Each block may or may not have connector(s) to form inter-assembly 380 
between multiple polyominoes shapes. (B) The conceptual illustration of the assembly for a desired 381 
DNA configuration. The polyominoes shapes are assembled using complementary connectors (case 1). 382 
The assembly of polyominoes shapes would not occur without the presence of the connector motifs 383 
(case 2) or when non-complementary connector exists (case 3). DNA strands are used to assemble each 384 
individual polyominoes shape. Different DNA strands are labelled as DNA 1, DNA 2, DNA 3 and 385 
DNA 4. Whenever there is a presence of a connecter, its corresponding region (in another DNA 386 
sequence) will have sticky end to enable two polyominoes shapes to bind together.  The assembly of 387 
four DNA strands used to form polyominoes shapes will twist the double-stacked DNA strands at an 388 
approximately 60q angle (Mao et al., 1999), which results in the DNA polyominoes shape to be floppy. 389 
 390 
Fig. 2. Conceptual representation of the formation of DNA polyominoes shapes. (A-H) represents the 391 
formation of T-shape, W-shape, F-shape, E-shape, V-shape, L-shape, B-shape and I-shape. The 392 
resulted four-way junction in the DNA polyominoes shapes (except for I-shape) are structurally floppy. 393 
Basic blocks were used to form four long continuous single-stranded DNAs (ssDNAs). DNA strands 394 
were represented as DNA 1, DNA 2, DNA 3 and DNA 4. The arrows in the DNA strands indicated the 395 
5’ to 3’ direction.  396 
 397 
Fig. 3. An example segmentation for DNA heterogeneous shapes (A) DNA duplex (I-Shape) and (B) 398 
Holliday Junctions (B, E, W, I, T, F, L, V-shape).  399 
 400 
Fig. 4. The nucleotides arrangements of the 3 x 4 DNA network for (A) Set 1 (B) Set 2 (C) Set 3 (D) 401 
Set 4 and (E) Set 5. The arrows represent 5’ to 3’ terminal and the dotted lines represent 402 
complementary binding. The symbol (*) on the 3 x 4 DNA network (right) represents the location of 403 
the sticky ends used for intermolecular binding between different DNA shapes. 404 
 405 
Fig. 5. Gel electrophoresis result for (A) Set 1 on 8% non-denaturing gel (B) Set 2 on 5% non-406 
denaturing gel (C) Set 3 on 5% non-denaturing gel (D) Set 4 on 4% non-denaturing gel and (E) Set 5 407 
on 5% non-denaturing gel. 408 
 409 
Fig. 6. AFM images showed the image size of (A) Set 1 (B) Set 2 (C) Set 3 (D) Set 4 and (E) Set 5 at 410 
100 nm x 75 nm. Each region of the image is labelled with orange color and the AFM images are 411 
compared with the predicted representation (Design of 3 x 4 DNA network). The final structures 412 
captured in the AFM images are structurally floppy due to the single crossover lattices in each DNA 413 
polyominoes shape (except I-shape) that has a native angle of approximately 60q. 414 
 415 
Fig. 7. The connectivity map for each node in (A) Set 1 (B) Set 2 (C) Set 3 (D) Set 4 and (E) Set 5. 416 
Black lines indicate the binding affinity between the respective nodes, which is equals to 1.0. Blue 417 
dashed lines indicate nodes that are derived from the same DNA strands, which are then used to decide 418 
on the emergence of potential sticky ends binding region. Orange lines reveal the nodes with the 419 
 15 
binding affinity value of 0.7 < Pi,j < 1.0. The colour legends represent the type of DNA shapes 420 
involved in the configuration of the network. 421 
 422 
Tables 423 
 424 
Table 1. Algorithm for computing all probable paths. 425 
 
1: Split DNA into different segments (Node), N 
2: Define bounded node (form base pairing)=Nb 
3: Define unbound node (free sticky ends)=Nu, 
4: Initialise all initial node concentration, [N] = 1.0 
5:  For each Nu do  
6:          Check probability matrix 
7:         If Pe > ThresholdValue, 0.7 
8:                Record new node, NTempoNew bind to Nb 
9:               For each NTempoNew do 
10:                Check all nodes concentration, [N] in the solution 
11:                       If  [Nall] > 0% then 
12:                            NTempoNew is bind to Nu 
13:                            Compute new Sticky Ends, Nu 
14:                            Record Nu 
15:                       Update latest total solution concentration 
16:                                                             [NLatest] =[NCurrent]-[NUptakeRate] 
17:                      else 
18:                             No binding, [NNewCurrent]= [NNewCurrent] 
19:              end for 
20:          end if 
21:  end for 
 426 
 427 
Table 2: Summary of the numbers of graphs generated through the searches. 428 
 429  430  431 
Combinations Number of correct 
graphs 
Number of graphs Binding affinity 0.7 < Pi,j < 1.0 
Set 1 17 200 0.74, 0.76 
Set 2 16 469 0.71, 0.72, 0.75, 0.77 
Set 3 16 605 0.72, 0.72, 0.72, 0.73, 0.75 
Set 4 12 757  0.72, 0.72, 0.72, 0.73, 0.77, 0.79, 
0.84 
Set 5 21 31 0.73 
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