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PARTIAL ORDERS ON CONJUGACY CLASSES IN THE WEYL
GROUP AND ON UNIPOTENT CONJUGACY CLASSES
JEFFREY ADAMS, XUHUA HE, AND SIAN NIE
Abstract. Let G be a reductive group over an algebraically closed field and
let W be its Weyl group. In a series of papers, Lusztig introduced a map from
the set [W ] of conjugacy classes of W to the set [Gu] of unipotent classes of
G. This map, when restricted to the set of elliptic conjugacy classes [We] of
W , is injective. In this paper, we show that Lusztig’s map [We] → [Gu] is
order-reversing, with respect to the natural partial order on [We] arising from
combinatorics and the natural partial order on [Gu] arising from geometry.
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Introduction
0.1. Lusztig’s map. Let G be a connected reductive group over an algebraically
closed field F and let W be the Weyl group of G. Let [Gu] be the set of unipotent
conjugacy classes in G and [W ] be the set of conjugacy classes of W . Lusztig
defined a surjective map Φ : [W ]→ [Gu] ([Lu11, Theorem 0.4]). This construction
was generalized to twisted conjugacy classes in [Lu12b].
Roughly speaking, the map Φ is constructed as follows. Let C ∈ [W ] and
w ∈ Cmin be a minimal length element of C. We look at the intersection of the
Bruhat double coset BwB with unipotent conjugacy classes and we select the
minimal unipotent class which gives a nonempty intersection. It is pointed out in
[Lu11, §0.1] that “the fact that the procedure actually works is miraculous”.
In this paper we are concerned with the set of elliptic conjugacy classes [We] ⊂
[W ]. The restriction of Φ to [We] is injective, and the image contains all distin-
guished unipotent conjugacy classes ([Lu11, Proposition 0.6]).
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2 JEFFREY ADAMS, XUHUA HE, AND SIAN NIE
The set [Gu] has the natural partial ordering by closure relations, denote u.
On the other hand the second-named author [He07] (see also [He16a, §1.10.3])
introduced a partial order on [We], induced from the Bruhat order on minimal
length elements of the elliptic conjugacy classes of W , which we denote W .
It is a natural question to consider how Lusztig’s map behaves with respect
to these partial orders. Dudas, Michel and the second-named author [DHM13]
conjectured that Φ gives an order-reversing bijection from [We] to Φ([We]) ⊂ [Gu].
Michel [DHM13] verified the exceptional groups by computer.
In [DM15, Conjecture 3.7], Dudas and Malle conjectured that a similar result
holds for twisted type A. In [DM15, Proposition 3.11 & 3.14] they verified the
conjecture for some special family of twisted elliptic conjugacy classes of type A.
It is also verified in [DM15] by computer that the conjecture holds for twisted An
with n 6 10. The compatibility of the partial orders is used in [DM15, §5] to study
the decomposition numbers of the unipotent l-blocks of finite unitary groups.
Our first main result is that Φ is order reversing in the following sense.
Theorem 0.1. Let C, C ′ ∈ [We]. Then C W C ′ if and only if Φ(C ′) u Φ(C).
This holds also in the twisted setting.
0.2. A similar phenomenon for affine Weyl groups. Before we discuss the
strategy towards Theorem 0.1, we make a short digression and discuss a similar
phenomenon. For simplicity, we only discuss split groups here but the result holds
in general.
Let G be a connected reductive group. The Frobenius morphism σ of Fq over Fq
induces a Frobenius morphism σ on G(Fq((t))). Let B(G) be the set of σ-twisted
conjugacy classes on G(Fq((t))). Let W˜ be the Iwahori-Weyl group and let [W˜ ] be
the set of conjugacy classes of W˜ . Inside [W˜ ], there is a special subset, the set of
straight conjugacy classes, which we denote by [W˜str]. It is proved in [He14] that
there is a natural bijection Φ˜ : [W˜str] → B(G), which is induced from any lifting
W˜ → G(Fq((t))).
The closure relation gives the partial order on B(G). There is also a partial
order on [W˜str] induced from the Bruhat order on W˜ , similar to the definition of
the partial order W on [We] we discussed earlier. It is proved in [He16b, Theorem
B] that these two partial orders coincide via the bijection Φ˜ : [W˜str]→ B(G).
The proof uses the reduction method of Deligne and Lusztig [DL76], some re-
markable combinatorial properties on the straight conjugacy classes [HN14] and a
deep result in arithmetic geometry, the purity theorem for the Newton stratifica-
tion associated with F -crystal obtained by de Jong-Oort [JO00], Hartl-Viehmann
[HV11], Viehmann [Vi13] and Hamacher [Ha15].
0.3. Difference between the finite and affine cases. Although in both finite
and affine cases, we compare the partial orders arising from combinatorics and from
geometry, there are some essential differences between the two cases we discussed
above.
First, in the affine case, we do not consider the conjugation action on the loop
groups, but the Frobenius-twisted conjugacy classes instead. Although the study
of the Frobenius-twisted conjugacy classes are quite involved, it is, in some sense,
simpler than the unipotent conjugacy classes. Second, the construction of the
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map from conjugacy classes of Weyl groups to the (twisted) conjugacy classes of
reductive groups in the finite and affine case are quite different. In the affine case,
the map is induced from any lifting W˜ → G(Fq((t))), while in the finite case the
construction is rather a miracle. Finally, in the affine case, the map preserves the
partial orders, while in the finite case, as we show in this paper, the map reverses
the partial orders.
0.4. The strategy. Now we discuss the strategy towards the proof of Theorem
0.1. For exceptional groups, we verify the statement by computer in Section 6. For
classical groups, the elliptic conjugacy classes are parametrized by certain parti-
tions. For such partition α, we denote by Cα the corresponding elliptic conjugacy
class. We show that
Φ(Cα) u Φ(Cβ)⇔ α 6 β ⇔ Cβ W Cα.
Note that the unipotent classes in the classical groups are associated to certain
partitions. However, the partitions associated to elliptic conjugacy classes and the
unipotent classes of the same classical group, are usually partitions of different
integers. For example, in type Bn, the elliptic conjugacy classes correspond to
partitions of n while the unipotent conjugacy classes correspond to certain par-
titions of 2n + 1. The map from partitions of n to partitions of 2n + 1 induced
from Lusztig’s map in characteristic 0 (and any characteristic 6= 2) are rather com-
plicated; however, in characteristic 2 the map is rather simple and is essentially
the map α 7→ (2α, 1). We then use the Lusztig-Spaltenstein map from the set of
unipotent classes in characteristic 0 to the set of unipotent classes in characteristic
2 to reduce the statement
Φ(Cα) u Φ(Cβ)⇔ α 6 β (*)
in characteristic 0 (and any characteristic 6= 2) to the statement (*) in character-
istic 2, which is obvious since the map α 7→ (2α, 1). For other classical groups,
the statement Φ(Cα) u Φ(Cβ)⇔ α 6 β is verified in the same way. This is done
in section 3.
We then verify the statement
α 6 β ⇔ Cβ W Cα (**)
for classical groups.
By definition, Cβ W Cα if and only if there exist minimal length elements
wβ ∈ Cβ and wα ∈ Cα such that wβ 6 wα. In [He07], the second-named author
constructed explicit minimal length representatives for any elliptic conjugacy class
of Weyl groups of classical type. If α 6 β, then we have the desired relation
between those minimal length representatives with respect to the Bruhat order.
This proves the ⇒ direction of the statement (**) for classical groups.
The ⇐ direction of the statement (**) is more involved. The difficulty is that
there are many minimal length elements in a given elliptic conjugacy class and the
number is unbounded as the rank of the group becomes larger. To overcome the
difficulty, we use the explicit description of the Bruhat order for the Weyl groups
of classical type (see [BB05]). For example, for any elements w in the Weyl group
of type Bn and −n 6 i, j 6 n, we may associate a nonnegative integer w[i, j].
Then w 6 w′ if and only if w[i, j] 6 w′[i, j] for all −n 6 i, j 6 n. So there are
4n2 inequalities to check. Fortunately, to study Cβ W Cα, one only needs to
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investigate l inequalities among all the 4n2 inequalities, where l is the number of
parts in the partition β. And these l inequalities imply that α 6 β. This is done
in section 5.
Acknowledgements: The idea that the partial orders on the conjugacy classes
of Weyl groups and the unipotent classes of algebraic groups might be related
was initiated in the private conversation of the second-named author with Olivier
Dudas and Jean Michel. The explicit description of the Bruhat order for classical
groups was pointed out to us by Thomas Lam. We also thank George Lusztig and
Zhiwei Yun for helpful discussions.
1. Main result
1.1. Preliminary. Let G be an affine algebraic group over an algebraically closed
field F of characteristic p > 0 such that the identity component G0 of G is reduc-
tive. Let T be a maximal torus of G0 and B ⊃ T be a Borel subgroup of G0.
Let W 0 = NG0(T )/T be the Weyl group of G
0 and let W = NG(T )/T be the
(extended) Weyl group of G. The length function ` on W 0 extends in a unique
way to a length function on W , which we still denote by `. Let S ⊂ W 0 be a set
of simple reflections.
Let D be a connected component of G and WD = (NG(T )∩D)/T be a left/right
W 0-coset of W . By [Lu03, Section 1.4], WD contains a unique element D of length
0. The conjugation action of D on W is a length-preserving automorphism. Let
[W ] be the set of W 0-conjugacy classes of W and [WD] be the set of W 0-conjugacy
classes of W that intersect D. An element w ∈ WD (or its W 0-conjugacy class
C in W ) is said to be elliptic if for any J $ S with Ad(D)(J) = J , we have
C ∩ WJD = ∅. Let [WDe ] the set of elliptic W 0-conjugacy classes of W that
intersect WD.
From now on, we assume that D contains a unipotent element of G. Let [Du] be
the set of G0-conjugacy classes of D which are unipotent. In [Lu11] and [Lu12b],
Lusztig introduced a map Φ : [WD]→ [Du]. It is proved in loc. cit. that
• The map Φ : [WD]→ [Du] is surjective.
• The restriction to elliptic conjugacy classes Φe : [WDe ]→ [Du] is injective.
1.2. Partial orders. We define a partial order on unipotent classes by the closure
relations as usual: C u C ′ if C ⊂ C ′.
Now we recall the partial order on [WDe ] introduced in [He07, §4.7]. Let C, C ′ ∈
[WDe ]. We denote by Cmin (respectively C ′min) the set of minimal length elements
in C (respectively C ′). Then the following conditions are equivalent:
(1) For some w ∈ Cmin, there exists w′ ∈ C ′min such that w′ 6 w;
(2) For any w ∈ Cmin, there exists w′ ∈ C ′min such that w′ 6 w.
If these conditions are satisfied, then we write C ′ W C. By the equivalence
of the conditions (1) and (2) above, the relation W is transitive. This gives a
natural partial order on the set [WDe ].
By [He07, Corollary 4.5], C ′min is the set of minimal elements in C ′ with respect to
the Bruhat order of W . Thus the conditions (1) and (2) above are also equivalent
to the following conditions:
(3) For some w ∈ Cmin, there exists w′ ∈ C ′ such that w′ 6 w;
PARTIAL ORDERS 5
(4) For any w ∈ Cmin, there exists w′ ∈ C ′ such that w′ 6 w.
The condition (3) will be used to study the partial order on [WDe ] for exceptional
groups.
Now we state the main theorem of the paper.
Theorem 1.1. The map Φe : [W
D
e ]→ [Du]op gives a bijection from the poset [WDe ]
to its image. Here [Du]
op is the same as [Du] as a set, but with reversed partial
order.
In other words let C, C ′ ∈ [WDe ]. Then C ′ W C if and only if Φ(C) u Φ(C ′).
1.3. Reduction to almost simple groups. In this subsection, we show that
to prove Theorem 1.1, it suffices to consider the case where G0 is simple. The
reduction procedure is the similar to [Lu12b, §1.5–1.11].
First, we may replace G by the subgroup generated by D. Next, let G′ =
G/Z(G0) and pi : G → G′ be projection map. As the Weyl groups of G and G′
are naturally identical, Theorem 1.1 holds for (G,D) if and only if it holds for
(G′, D′), where D′ = pi(D).
Now we may assume that G0 is semisimple and simply connected. We write G0
as G0 = G1× . . .×Gk, where each Gi 6= {1} is a minimal closed connected normal
subgroup of G. For any i, let G′i = G/(G1 × . . . × Gˆi × . . . × Gk) and Di be the
image of D in G′i. Let G
′ = G′1× . . .×G′k. We may then identify G with a closed
subgroup of G′ with the same identity component. Under this identification, D
becomes D1× . . .×Dk. Let W ′ be the extended Weyl group of G′ and W ′i be the
extended Weyl group of G′i. Then W
′ = W ′1 × . . .×W ′k and we may identify WD
with (W ′1)
D1 × . . .× (W ′k)Dk . Under this identification,
[WDe ] = [(W
′
1)
D1
e ]× . . .× [(W ′k)Dke ]
and W on [WDe ] coincides with W,1 × . . .× W,k on [(W ′1)D1e ]× . . .× [(W ′k)Dke ].
By [Lu12b, §1.8], Φe on [WDe ] coincides with Φe,1 × . . .×Φe,k on [(W ′1)D1e ]× . . .×
[(W ′k)
Dk
e ]. Thus if Theorem 1.1 holds for each (G
′
i, Di), then it holds for (G,D).
Now we may assume that G0 is semisimple, simply connected and that G has no
nontrivial closed connected normal subgroups. By [Lu12b, §1.9], G0 = H1× . . .×
Hm, where Hi are connected, simply connected, almost simple, closed subgroups
of G0 and there exists a c ∈ D such that Hi = ciH1c−i for 0 6 i 6 m − 1
and cmH1c
−m = H1. Let G′ be the subgroup of G generated by H1 and cm and
D′ = cmH0 be a connected component of G′. By [Lu12b, §1.9], we may identify
[Du] with [D
′
u] and [W
D] with [(W ′)D
′
] and under this identification, we have the
following commutative diagram
[(W ′)D
′
]
Φ′

[WD]
Φ

[D′u] [Du].
Thus Theorem 1.1 holds for (G,D) if and only if it holds for (G′, D′).
Therefore, to prove Theorem 1.1, it suffices to consider the cases where G0 is
almost simple.
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2. Unipotent conjugacy classes of classical groups
In this section, we recollect some facts on the unipotent conjugacy classes of
classical groups, over an algebraically closed field F of any characteristic. We
follow [Sp82, Section I.2].
Suppose V is a finite-dimensional vector space over F. We define a discon-
nected group containing GL(V ) (dim(V ) > 3) as in [Sp82, Section I.2.7]. Define
GL†(V ) = G0 ∪G1 where G0 = GL(V ) and G1 is the set of non-singular bilinear
forms φ : V × V → F. We define the product structure on G as follows. The
product on G0 is the usual one. If g ∈ G0, φ ∈ G1 then (gφ)(v, w) = φ(g−1v, w)
and (φg)(v, w) = φ(v, gw). If φ, ψ ∈ G1 then φψ is the unique element of G0
satisfying φ((φψ)v, w) = ψ(w, v).
It is easy to see GL†(V ) is a group and GL†(V )/GL(V ) ' Z/2Z. Also φ is
symmetric if and only if φ2 = 1, so there is a unique GL(V )-conjugacy class of
such elements. Choose a basis of V and identify GL(V ) with GL(n), and set
δ(v, w) = v · w. Then δ2 = 1 and δgδ = tg−1 for g ∈ GL(V ).
By a classical group we mean one of the groups GL(n), Sp(2n), SO(n),O(n) or
GL†(n). The groups GL(n) and Sp(2n) are connected. The identity component
of O(n) is SO(n), and O(n)/SO(n) is trivial if p = 2, and has order 2 otherwise.
Let P(n) be the set of partitions of n. We write a partition of n as α =
(α1, . . . , α`) with α1 > . . . > α` > 0 and
∑
αi = n. On occasion we do allow some
αi to be 0, i.e., we regard (α1, . . . , α`) and (α1, . . . , α`, 0) to be the same partition.
We define the standard partial order on partitions of the same integer n: α 6 β if
for all k,
∑k
i=1 αi =
∑k
i=1 βk.
We identify partitions with Young diagrams, and define the transpose partition
as usual. If α = (α1, . . . , α`) is a partition we let α
∗ = (α∗1, . . . , α
∗
m) be the
transpose partition. In particular α∗1 is the number of rows of α.
Given a partition α define the multiplicity function mα : Z>0 → Z>0 as usual:
mα(k) = |{j | αj = k}|. In particular mα(k) = 0 for k = 0 or k > α1. For κ = ±1
let
Pκ(n) = {α ∈ P(n) | mα(i) is even if (−1)i = κ}
Let P(n)0 be the partitions of n with an even number of parts, i.e. with α∗1 even
and P(n)1 be the partitions of n with an odd number of parts, i.e. with α∗1 odd.
Let P(n)odd be the partitions consisting only of odd parts.
2.1. Unipotent classes in good characteristic. IfG = GL†(n), Sp(2n) or O(n)
then the characteristic p = 2 is said to be bad (for G). Otherwise, including all
groups in characteristic 0, the characteristic is said to be good.
Suppose the characteristic of F is good. Then every unipotent element of G is
contained in G0, and the unipotent classes are parametrized as follows.
(1) GL(n) or GL†(n): P(n);
(2) O(2n+ 1): P1(2n+ 1);
(3) Sp(2n): P−1(2n);
(4) O(2n): P1(2n).
We also consider the unipotent conjugacy classes of SO(n). If n is odd the
unipotent conjugacy class of SO(n) and O(n) are in bijection, and the same holds
for SO(2n) if n is odd. If n is even the unipotent SO(2n)-conjugacy classes in
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SO(2n) are parametrized by P1(2n), except that every partition with only even
parts corresponds to two classes; there are p(n/2) of these classes where p is the
partition function. The O(2n) orbits which split into two SO(2n) orbits do not
arise in the image of Lusztig’s map applied to elliptic conjugacy classes, so we do
not need to distinguish these two classes.
We write Uα for the unipotent class parametrized by a partition α. Then the
partial order on unipotent conjugacy classes is given by the partial order on par-
titions: Uα u Uβ if and only if α 6 β.
2.2. Unipotent conjugacy classes in bad characteristic. Suppose G is a
classical group and the characteristic p of F is bad, in particular p = 2. There is
a bijective algebraic group homomorphism from Sp(2n) to SO(2n+ 1) (although
the inverse is not algebraic), which induces a bijection of unipotent classes. Also
SO(2n+ 1) = O(2n+ 1) so we do not need to consider these groups.
2.2.1. The cases G = Sp(2n) and O(2n). Consider a set {ω, 0, 1} where ω is a
formal element, satisfying ω < 0 < 1. For n > 1 define P˜−1(n) to be the set of
pairs (α, ), where
(1) α ∈ P−1(2n) (i.e. odd rows have even multiplicity);
(2)  : Z>0 → {ω, 0, 1}.
The function  is required to satisfy, for all i > 0:
(i) =

1, if i = 0, G = Sp(n);
0, if i = 0, G = O(n);
ω, if i odd;
ω, if i > 0, mα(i) = 0;
1, if i > 0 even, mα(i) odd;
0 or 1, if i > 0 even, mα(i) > 0 even.
Note that P˜−1(n) is empty if n is odd, and (i) is determined by α except for even
rows of even multiplicity.
Proposition 2.1. If p = 2 the unipotent conjugacy classes in Sp(2n) or O(2n)
are in bijection with P˜−1(2n).
We write Uα, for the unipotent class parametrized by (α, ).
The map from unipotent classes to P˜−1(n) is defined as follows. First assume
G = Sp(2n), and let 〈 , 〉 be the symplectic form defining G. We embed φ :
Sp(2n) → G∗ = GL(2n) as usual. If g ∈ G is unipotent then φ(g) ∈ G∗ is
unipotent, and so corresponds to a partition α of 2n; it is easy to see α ∈ P−1(2n).
Suppose i > 0 is even and mα(i) > 0. Set (i) = 0 if 〈(g − 1)i−1v, v〉 = 0 for all
v ∈ ker(g − 1)i, and (i) = 1 otherwise. Together with the conditions above this
defines  uniquely.
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Next, if G = O(2n) we note that every unipotent conjugacy class in Sp(2n)
intersects O(2n) in a unique conjugacy class, and this defines a bijection between
unipotent conjugacy classes in Sp(2n) and O(2n).
Write Uα, for the unipotent conjugacy class associated to (α, ) ∈ P˜−1(2n).
In the case of G = O(2n) we need to distinguish between those G-conjugacy
classes contained in SO(2n) and those which are not.
Define P˜−1(2n)0 ⊂ P˜−1(2n) to be the pairs (α, ) such that α∗1 is even, and set
P˜−1(2n)1 = P˜−1(2n)\P˜−1(2n)0.
Lemma 2.2. Suppose (α, ) ∈ P˜−1(2n). Then Uα, ⊂ SO(2n) if and only if
(α, ) ∈ P˜−1(2n)0.
Thus P˜−1(2n)0 (respectively P˜−1(2n)1) is in bijection with the unipotent O(2n)
conjugacy classes in SO(2n) (respectively O(2n)\SO(2n)).
Finally we consider unipotent SO(2n)-conjugacy classes. If (α, ) ∈ P˜−1(2n)0
then Uα, ⊂ SO(2n) is the union of two SO(2n)-conjugacy classes if for all i, αi
and mα(i) are even and (i) = 0. Otherwise Uα, ⊂ SO(2n) is a single SO(2n)-
conjugacy class. Again the O(2n) orbits which split into two SO(2n) orbits do not
arise in the image of Lusztig’s map applied to elliptic elements, so we do not need
to distinguish these two classes.
2.2.2. The case G = GL†(n). Recall every characteristic for GL(n) is good, and
the unipotent classes for GL(n) are parametrized by partitions of n. Now we
consider GL†(n) (n > 3). Recall we write GL†(n) = G0 ∪ G1 where G0 = GL(n)
and G1 is the set of non-singular bilinear forms.
Lemma 2.3. The unipotent conjugacy classes of GL†(n) which are contained in
GL(n) are in bijection with the unipotent conjugacy classes of GL(n).
In other words if U ⊂ GL(n) is a unipotent conjugacy class for GL†(n) then it
is a single GL(n)-orbit.
So consider the unipotent conjugacy classes of GL†(n) in GL†(n)\GL(n).
Define P˜1(n) to be the set of pairs (α, ), where
(1) α ∈ P1(n) (i.e. even rows have even multiplicity);
(2)  : Z>0 → {ω, 0, 1}.
The function  is required to satisfy, for all i > 0:
(i) =

ω, if i even;
ω, if mα(i) = 0;
1, if i odd,mα(i) odd;
0 or 1, if i odd, mα(i) > 0 even.
Proposition 2.4. If p = 2, the unipotent conjugacy classes of GL†(n) in GL†(n)\GL(n)
are parametrized by P˜1(n).
We write Uα, for the unipotent class parametrized by (α, ).
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The map from unipotent classes in G1 to parameters is defined as follows. Define
the map S : G1 → G0 to be S(φ) = φ2. If φ is unipotent then so is S(φ), and
therefore S(φ) defines a partition α of n, and it is easy to see α ∈ P1(n). Suppose
i is odd and mα(i) > 0 is even. Then define (i) = 0 if f(v, (g − 1)i−1v) = 0 for
all v ∈ ker(g − 1)i, and (i) = 1 otherwise.
2.3. Closure Relations. We now describe the closure relations on unipotent
classes. As discussed in Section 2.1 if the characteristic is good then the closure
relations on classes are given by the order relation on partitions. So assume p = 2
and G = GL†, Sp(2n) or O(2n).
We define a partial order on the sets P˜−1(2n) and P˜1(n) defined in the previous
section. Suppose (α, ) and (β, δ) are elements of one of these sets. We say
(α, ) 6 (β, δ) if
(1) α 6 β (⇔ α∗ > β∗);
and for all k > 1:
(2)
(∑k
i=1 β
∗
i
)
−max(δk, 0) 6
(∑k
i=1 α
∗
i
)
−max(k, 0);
(3) If
∑k
i=1 α
∗
i =
∑k
i=1 β
∗
i and α
∗
k+1 − β∗k+1 is odd then δk 6= 0.
Proposition 2.5. Suppose p = 2 and G = GL†(n), Sp(2n) or O(2n). Suppose
(α, ), (β, δ) are both in P˜1(n), P˜−1(2n), or P˜−1(2n), respectively. In the case of
O(2n) assume they are both in P˜−1(2n)0 or P˜−1(2n)1.
Then Uα, u Uβ,δ if and only if (α, ) 6 (β, δ).
Corollary 2.6. Fix a partition α of the appropriate type for G. Then the set
{Uα,} (as  varies) has a unique maximal element.
Proof. Recall (i) ∈ {ω, 0, 1}, and is determined by α except in some cases when
it can be 0 or 1; for max always choose 1 whenever there is a choice.
Explicitly, define:
αmax(i) =
1, if i > 0 odd, mα(i) > 0 even and α ∈ P˜1(n);1, if i > 0 even, mα(i) > 0 even and α ∈ P˜−1(2n).
This determines αmax completely, and the result is immediate from Proposition
2.5. 
3. Lusztig’s map for classical groups
3.1. The function ψ. We recall a function defined in [Lu11, §1.6].
Suppose α = (α1, . . . , α`) is a partition. Define a function
ψα : {i | 1 6 i 6 `} → {−1, 0, 1}
as follows. Set α0 = α`+1 = 0.
(1) If i is odd and αi−1 > αi then ψ(i) = 1;
(2) If i is even and αi > αi+1 then ψ(i) = −1;
(3) In all other cases ψ(i) = 0.
This satisfies some obvious properties.
For ` ∈ Z define κ` ∈ {0, 1} by (−1)` = (−1)κ` . Then
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(4) ψα(1) = 1; ψα(`) = −1 if ` is even;
(5) If k 6 ` is odd then
∑k
i=1 ψα(i) = 1;
(6) If k 6 ` is even then
∑k
i=1 ψα(i) = 1 + ψα(k);
(7)
∑`
i=1 ψα(i) = κ`.
Suppose α is a partition of n, and all entries αi of α are even. Then let
α + ψα = (α1 + ψα(1), . . . , α` + ψα(`)).
This is a partition of n + κ`. Explicitly, if we write α + ψα = (α
′
1, . . . , α
′
`), and if
2i+ 1 6 `, then
(α′2i, α
′
2i+1) =
(α2i, α2i+1), if α2i = α2i+1;(α2i − 1, α2i+1 + 1), if α2i > α2i+1.
Also α′1 = α1 + 1 and, if ` is even, α
′
` = α` − 1.
3.2. Parametrization of elliptic conjugacy classes. For classical groups the
elliptic conjugacy classes in W are parametrized as follows. Recall P(n) is the set
of partitions of n, P(n)0 is the subset of P(n) consisting of partitions with an even
number of parts, and P(n)odd is the set of partitions of n consisting of only odd
parts.
(1) G = GL†(n). Then G has two connected components: G0 = GL(n) and
D = G\G0. We have
• [WG0e ] is a singleton, and the only element is the conjugacy class of Coxeter
elements;
• [WDe ] is parametrized by Podd(n).
(2) G = SO(2n+ 1) or Sp(2n): [We] is parametrized by P(n).
(3) G = O(2n). Then G has two connected components: G0 = SO(2n) and
D = G\G0.
• [We] is parametrized by P(n);
• [WG0e ] is parametrized by P(n)0;
• [WDe ] is parametrized by P(n)1.
For α ∈ P(n), we write Cα for the corresponding elliptic conjugacy class in W .
3.3. Explicit description of Φ for classical groups. Suppose G is a classical
group. Lusztig’s map Φe : [W
D
e ]→ [Du] is described explicitly in [Lu11, §4.2] and
[Lu12b, §3.7 & §5.5].
(1) G = GL†(n). In this case, Φe sends the conjugacy class of Coxeter elements to
the principal unipotent class. Note that both the conjugacy class of Coxeter
elements and the principal unipotent class correspond to the partition (n) of
n.
If p = 2, then D contains unipotent elements. In this case, the map Φe :
[WDe ]→ [Du] is given by Cα 7→ Uα,αmax for α ∈ Podd(n).
(2) G = O(2n+1). The elliptic conjugacy classes of W are parametrized by P(n).
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(i) p 6= 2: the map Φe is given by Cα 7→ Uα′ , where
α′ =
2α + ψα, if α has an odd number of parts ;(2α + ψα, 1), if α has an even number of parts.
(ii) p = 2: the map Φe is given by Cα 7→ Uα′,α′max where α′ = (2α, 1).
(3) G = Sp(2n). The elliptic conjugacy classes of W are parametrized by P(n).
(i) p 6= 2: the map Φe is given by Cα 7→ U2α.
(ii) p = 2: the map Φe is given by Cα 7→ U(2α,2αmax).
(4) G = O(2n).
If p 6= 2, then the unipotent elements of G are contained in G0 = SO(2n).
In this case, [WG
0
] is parametrized by P(n)0. The map Φe : [WG0e ] → [G0u] is
given by Cα 7→ U2α+ψα .
If p = 2, then [We] is parametrized by P(n) and the map Φe : [We] →
[Gu] is given by Cα 7→ U2α,2αmax . On the other hand [WDe ] is parametrized by
P(n)\P(n)0, and the map Φe : [WDe ]→ [Du] is Cα 7→ U2α,2αmax .
Note that each unipotent class U2α,2αmax is a single G0-conjugacy classes.
3.4. Map from characteristic 0 to characteristic 2. For the moment let Gp
be a connected reductive group, defined over an algebraically closed field F of
characteristic p > 0. Let G0 be the complex group with the same root datum as
G. Consider the sets [Gp,u] and [G0,u]) of unipotent conjugacy classes of Gp and
G0, respectively.
Proposition 3.1. [Sp82, Theorem III.5.2] There is an injective, dimension pre-
serving map pip : [G0,u] → [Gp,u], such that pip is an isomorphism of partially
ordered sets from [G0,u] to its image.
Lusztig gives an alternative description of this map in terms of the Springer
correspondence [Lu11, §4.1], and shows in [Lu12a, Theorem 0.4 and §3.9] that the
following diagram is commutative:
[W ]
Φ0
||
Φp
##
[G0,u]
  pip // [Gp,u].
We now assume G is a classical group. In this case pip is a bijection for p 6= 2. In
the table below, we list the sets parametrizing the objects in types B,C,D, over
C and in characteristic 2.
G C F2
Sp(2n) P−1(2n) P˜−1(2n)
O(2n+ 1) P1(2n+ 1) P˜−1(2n)
O(2n) P1(2n) P˜−1(2n)
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We have the following diagram
[G0,u]
pi2 --
[G2,u],
θ2
ll
where θ2 ◦ pi2 = id. Both pi2, θ2 are defined explicitly in [Sp82, III, §6-8].
Implicit in the statement that Spaltenstein’s and Lusztig’s definitions of pi2 agree
is the following result. This makes the relationship between Lusztig’s function ψα
and Spaltenstein’s map θ2 precise in the case of classical groups.
Lemma 3.2. Suppose G is of type B,C or D, and U ∈ Φ2[We]. Write U =
U(α,αmax) as in Section 3.3. Then
θ2(U(α,αmax)) =
Uα type CUα+ψα types B,D
Thus the map θ2, which is inverse to pi2, has a simple description when restricted
to the image of the elliptic elements.
Proof. This is immediate in the case of Sp(2n): by [Sp82, III, 6.1] θ2(Uα,αmax) = Uα.
Suppose G = SO(2n) and β ∈ P(n). Then Φ(Cβ) = U(2β,2βmax). So suppose
α ∈ P(2n) has all even parts.
Define δ by [Sp82, III, Lemma 7.3], so that
θ2(U(α,αmax)) = Uδ(α)
Set γ = α + ψα, so we have to show δ = γ.
According to [Sp82, Lemma 7.3], and using the definition of αmax, we see 
α
max(i) =
1 if and only if there is a row of length i, i.e. mα(i) > 0. Given this we see
δ∗i = α
∗
i + 1, if i is odd, α
∗
i is even, mα(i− 1) > 0; (3.1)(a)
δ∗i = α
∗
i − 1, if i is even, α∗i is even, mα(i) > 0; (3.1)(b)
δ∗i = αi, otherwise. (3.1)(c)
On the other hand
γj = αj + 1, if j is odd, αj−1 > αj; (3.2)(a)
γj = αj − 1, if j is even, αj > αj+1; (3.2)(b)
γj = αj, otherwise. (3.2)(c)
There is a bijection:
{i odd | α∗i is even, mα(i− 1) > 0} ↔ {j odd | αj−1 > αj}.
The bijection takes i 7→ j = α∗i + 1, with inverse j 7→ i = αj + 1. Under this
bijection incrementing α∗i by 1 corresponding to incrementing αj by 1. Similarly
there is a bijection
{i even | α∗i is even, mα(i) > 0} ↔ {j even | αj > αj+1},
taking i 7→ j = α∗i and j 7→ i = αj, under which decreasing αi by 1 corresponds
to decreasing α∗j by 1. This completes the proof for SO(2n). We leave the very
similar case of SO(2n+ 1) to the reader. 
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Example 3.3. SupposeG = SO(2n) and α = [6, 6, 4, 2]. Then α∗ = [4, 4, 3, 3, 2, 2].
Thus δ∗1 = α
∗
1 = 4, δ
∗
2 = α
∗
2− 1 = 3, δ∗3 = α∗3 = 3, δ∗4 = α∗4 = 3, δ∗5 = α∗5 + 1 = 3, δ∗6 =
α∗6 − 1 = 1, δ∗7 = α∗7 + 1 = 1. This gives the partition δ∗ = [4, 3, 3, 3, 3, 1, 1], or
δ = [7, 5, 5, 1].
On the other hand γ1 = α1 + 1 = 7, γ2 = α2 − 1 = 5, γ3 = α3 + 1 = 5, γ4 =
α4 − 1 = 1, so γ = [7, 5, 5, 1] = δ.
Returning to Proposition 3.1, this gives a reduction of Theorem 1.1 in the clas-
sical case to characteristic 2, in which case the explicit description of Φ2 restricted
to [We] is quite simple. We have the following result.
Proposition 3.4. Let G be a connected classical group defined over an alge-
braically closed field of characteristic p > 0. Let Cα, Cβ ∈ [We], parametrized
by certain partitions as in Section 3.2. Then Φ(Cα) u Φ(Cβ) if and only if α 6 β.
The same statement holds for GL†(n) and O(n), with Cα, Cβ ∈ [WDe ] and Φe :
[WDe ] 7→ [Du].
Proof. If p 6= 2, then [Gp,u] and [G0,u] are the same as partially ordered sets.
Moreover, the map pi2 : [G0,u] → [G2,u] is an isomorphism from the poset [G0,u]
to its image. In other words, Φp(Cα) u Φp(Cβ) if and only if Φ2(Cα) u Φ2(Cβ),
where Φp is Lusztig’s map for G in characteristic p.
Now by §3.3, for G = Sp(2n) or O(n), the map Φ2 is given by Cα 7→ Uα′,α′max
where α′ = 2α or (2α, 1). By §2.3, Uα′,α′max 6 Uβ′,β′max if and only if α
′ 6 β′, which
is equivalent to α 6 β.
In the twisted cases GL†(n) and O(2n) we only have to consider the case p = 2,
in which case Φ2 is given by α 7→ (α, αmax) or (2α, 2αmax) respectively, and the same
argument applies. 
Using this Theorem 0.1 for classical groups is equivalent to the following com-
binatorial statement purely about the Weyl group.
Proposition 3.5. Suppose W is a classical Weyl group. Suppose Cα, Cβ ∈ [WDe ],
for partitions α, β as in Section 3.2. Then
Cα W Cβ ⇔ β 6 α. (3.3)
Proof of Theorem 0.1 for classical groups. Then by Propositions 3.4 and 3.5,
Φ(Cα) u Φ(Cβ)⇔ α 6 β ⇔ Cβ W Cα,
which implies Theorem 1.1 for classical groups. 
We prove Proposition 3.5 in Section 5.
4. Examples
We explicitly describe the maps from [W ] to [G(C)u] and [G(F2)u] for some
classical groups of small rank.
The elliptic conjugacy classes in W are parametrized by partitions as discussed
above. General conjugacy classes in W are parametrized by a pair (L, CL) where
L is a Levi factor and CL is an elliptic conjugacy class in L [GP00]. When L is of
type A it only has one elliptic conjugacy class so we drop it from the notation.
In each table the elliptic classes are listed first, followed by a line, and then the
non-elliptic classes.
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The unipotent orbits in G(C) are parametrized by certain partitions, and the
unipotent orbits in G(F2) are parametrized by pairs, as described in Section 2.
4.1. Sp(4). Here [W ]
Φ2−→ [Sp(4,F2)u] is a bijection (both sets have 5 elements),
whereas [Sp(4,C)u] has 4 elements.
[W ] Sp(4,C) Sp(4,F2)
[2] [4] ([4], ∗)
[1, 1] [2, 2] ([2, 2], (2) = 1)
As1 [2, 2] ([2, 2], (2) = 0)
Al1 [2, 1, 1] ([2, 1, 1], ∗)
T [1, 1, 1, 1] ([1, 1, 1, 1], ∗)
4.2. SO(4).
The unipotent orbits in SO(4,F2) are parametrized by P˜−1(4)0 (odd rows have
even multiplicity, the first column has even length). Also a strongly even partitions
count twice provided (i) = 0 for all i; these are denote with a subscript I or II.
There is one elliptic class in W and 4 overall. In this case all three sets are in
bijection.
[W ] SO(4,C) SO(4,F2)
[1, 1] [3, 1] ([2, 2], (2) = 1)
(A1, ∗) [2, 2]I ([2, 2], (2) = 0)I
(A′1, ∗) [2, 2]II ([2, 2], (2) = 0)II
(T, ∗) [1, 1, 1, 1] ([1, 1, 1, 1], ∗)
4.3. SO(6).
The Weyl group of SO(6) is of type D3 which has 5 conjugacy classes, 1 of which
is elliptic.
[W ] SO(6,C) SO(6,F2)
[2, 1] [5, 1] ([4, 2], ∗)
(A2, ∗) [3, 3] ([3, 3], ∗)
(D2, ∗) [3, 1, 1, 1] ([2, 2, 1, 1], (2) = 1)
(A1, ∗) [2, 2, 1, 1] ([2, 2, 1, 1], (2) = 0)
(T, ∗) [1, 1, 1, 1, 1, 1] ([1, 1, 1, 1, 1, 1], ∗)
4.4. SO(8).
The Weyl group of SO(8) is of type D3, which has 13 conjugacy classes, 3 of
which are elliptic. Both SO(8,C) and SO(8,F2) have 12 unipotent classes. Note
that the orbits [3, 2, 2, 1] and ([2, 2, 2, 2], (2) = 1) both occur twice in the image.
Note that SO(8) has two non-conjugate GL(4) = A3 Levi factors in addition to
GL(1)×SO(6) of type D3. Also it has two non-conjugate GL(2)×GL(2) factors.
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Also a unipotent orbit for O(8,F2) splits into two for SO(8,F2) if and only if all
parts are even, with even multiplicity, and all (i) = 0.
[W ] SO(8,C) SO(8,F2)
[3, 1] [7, 1] ([6, 2], ∗)
[2, 2] [5, 3] ([4, 4], (4) = 1)
[1, 1, 1, 1] [3, 2, 2, 1] ([2, 2, 2, 2], (2) = 1)
D3 = SO(6)×GL(1) [5, 1, 1, 1] [4, 2, 1, 1]
A3 = GL(4) [4, 4]I ([4, 4], (4) = 0)I
A′3 = GL(4)
′ [4, 4]II ([4, 4], (4) = 0)II
A1 ×D2 = GL(2)× SO(4) [3, 2, 2, 1] ([2, 2, 2, 2], (2) = 1)
D2 = GL(1)× SO(4) [3, 1, 1, 1, 1, 1] ([2, 2, 1, 1, 1, 1], (2) = 1)
A2 = GL(3)×GL(1) [3, 3, 1, 1] ([3, 3, 1, 1], ∗)
2A1 = GL(2)×GL(2) [2, 2, 2, 2]I ([2, 2, 2, 2], (2) = 0)I
2A1 = GL(2)×GL(2)′ [2, 2, 2, 2]II ([2, 2, 2, 2], (2) = 0)II
A1 = GL(2)×GL(1)×GL(1) [2, 2, 1, 1, 1, 1] ([2, 2, 1, 1, 1, 1, 1, 1], (2) = 0)
T [18] ([18], ∗)
4.5. SO(12).
We only discuss the elliptic classes.
[W ] SO(12,C) SO(12,F2)
[5, 1] [11, 1] ([10, 2], ∗)
[4, 2] [9, 3] ([8, 4], ∗)
[3, 3] [7, 5] ([6, 6], (6) = 1))
[2, 2, 1, 1] [5, 3, 3, 1] ([4, 4, 2, 2], (4) = (2) = 1)
[1, 1, 1, 1, 1, 1] [3, 2, 2, 2, 2, 1] ([2, 2, 2, 2, 2, 2], (2) = 1)
5. Proof of the Main Theorem for classical groups
We start by giving a version of the Bruhat order for classical groups which is
convenient for our purposes.
If G = GL(n), then W ' Sn. For w ∈ W and 1 6 i, j 6 n, we define
w{i, j} = {1 6 k 6 i | w(k) > j}, w[i, j] = |w{i, j}|.
If G = SO(2n + 1) or Sp(2n) or O(2n), then W ∼= Sn n (Z/2Z)n. We identify
W with the set of permutations σ of {±1,±2, . . . ,±n} satisfying σ(−i) = −σ(i)
for all i. For −n 6 i, j 6 n, we define
w{i, j} = {−n 6 k 6 i, w(k) > j}, w[i, j] = |w{i, j}|.
We use the following labeling on the Dynkin diagrams.
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Bn/Cn :
n n− 1 n− 2 2 1
Dn :
n n− 1 n− 2
1
2
Proposition 5.1. Suppose W is simple and classical, and x, y ∈ W .
(1) If G = GL(n), then x 6 y ⇔ x[i, j] 6 y[i, j] for all 1 6 i, j 6 n;
(2) If G = SO(2n + 1) or Sp(2n), then x 6 y ⇔ x[i, j] 6 y[i, j] for all −n 6
i, j 6 n;
(3) If G = O(2n), then x 6 y ⇒ x[i, j] 6 y[i, j] for all −n 6 i, j 6 n.
Remark 5.2. It is worth pointing out that although the Weyl group of O(2n) is
isomorphic to the Weyl group of SO(2n + 1) and Sp(2n), the simple reflections
and thus the Bruhat order are different. In particular, the explicit description of
the Bruhat order for the Weyl group of O(2n) is more complicated than that of
SO(2n+ 1) or Sp(2n) and we only use a weak version of the Bruhat order for the
Weyl group of O(2n) here. The readers interested in the full explicit description
may refer to [BB05].
Part (1) is proved in [BB05, Theorem 2.1.5]. Part (2) is proved in [BB05,
Theorem 8.1.8]. One may also argue as follows. In [Lu03], Lusztig showed that
the subgroup of a Coxeter group which is the fixed points of the action of a diagram
automorphism is again a Coxeter group and the Bruhat order of these two groups
are compatible. Thus part (2) may be deduced directly part (1). As to part (3), if
x, y ∈ W (SO(2n)), then the statement follows from [BB05, Theorem 8.2.8]. The
general case follows from part (2) and the following Lemma.
Lemma 5.3. We identify the (extended) Weyl group of O(2n) with the Weyl group
of Sp(2n) as the abstract group W = Snn (Z/2Z)n in the natural way. We denote
by 6D and 6C the Bruhat order for W (O(2n)) and W (Sp(2n)) respectively. Let
x, y ∈ W . If x 6D y, then x 6B y.
Proof. It suffices to consider the case where y = xsα for some positive root α of
SO(2n). In this case, x 6D y is equivalent to say that x(α) is a positive root
of SO(2n). Under the identification of W (O(2n)) with W (Sp(2n)) as abstract
groups, we may identify the set of positive roots of SO(2n) as a subset of the set
of positive roots of Sp(2n)). In particular, x(α) is also a positive root of Sp(2n).
Thus x 6B y. 
The remainder of this section is concerned with the proof of Proposition 3.5.
Following [He07]1, for 1 6 a, b 6 n, we define
s[a,b] =
sasa+1 · · · sb, if a 6 b;1, otherwise.
1Note that the convention for the labeling on the simple reflections here is opposite to the
labeling used in [He07] and the formulas below are modified accordingly.
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5.1. Case 1: Type Bn/Cn/Dn. Let α = (α1, α2, . . . , α`) be a partition of n. The
corresponding class Cα ∈ [We] consists of the permutations w satisfying:
(1) There exists a decomposition {1, 2, . . . , n} = I1 unionsq I2 unionsq . . . unionsq Il;
(2) |Ij| = aj for all j;
(3) The orbits of w on {±1, . . . ,±n} are Ij unionsq −Ij for 1 6 j 6 l.
We have the following useful inequalities for the elements in Cα.
Proposition 5.4. Suppose w ∈ Cα and 0 6 m 6 n. Then
w[n−m,n−m+ 1] > min{k; a1 + · · ·+ ak > m}.
Proof. Let I1, . . . , Il be the subsets of {1, . . . , n} satisfying the conditions (1)-(3)
for w. Let 1 6 j 6 l and r = max{i | i ∈ Ij}. Then w|Ij |(−r) = r. Therefore
if r > n − m + 1, then there exists s ∈ N such that ws(−r) 6 n − m and
ws+1(−r) > n−m+ 1. In other words,
w{n−m,n−m+ 1} ∩ (Ij unionsq −Ij) 6= ∅.
Therefore
w[n−m,n−m+ 1] > |{j; max Ij > n−m+ 1}|.
Let J = {j; max Ij > n −m + 1}. Note that there are exactly m elements in
I1 unionsq . . . unionsq Il that are larger than or equal to n −m + 1. We have
∑
j∈J |Ij| > m.
As |Ik| = ak for all k and a1 > · · · > al, we have a1 + · · · + a|J | >
∑
j∈J |Ij| > m.
In other words, |J | > min{k; a1 + · · ·+ ak > m}. The proposition is proved. 
Proof of Proposition 3.5 for type B/C. For any partition α = (a1, . . . , al) of n, we
define
wα = (s
−1
[2,n+1−a1]s[1,n])(s
−1
[2,n+1−a1−a2]s[1,n−a1]) · · · (s[1,al]).
By [He07, Lemma 7.15], wα is a minimal length element in Cα.
If α > β, then
α1 > β1, α1 + α2 > β1 + β2, . . . .
Thus
s−1[2,n+1−α1]s[1,n] 6 s
−1
[2,n+1−β1]s[1,n],
s−1[2,n+1−α1−α2]s[1,n−α1] 6 s
−1
[2,n+1−β1−β2]s[1,n−β1],
. . . .
So wα 6 wβ and thus Cα W Cβ.
On the other hand, if Cα W Cβ, then there exists w ∈ Cα with w 6 wβ. Let
m = β1 + · · ·+ βk. By direct computation, we have wβ[n−m,n−m+ 1] = k. By
Proposition 5.1, w[n−m,n−m+1] 6 k. By Proposition 5.1(2), k > min{k′;α1 +
· · · + αk′ > m}. In other words, α1 + · · · + αk > m = β1 + · · · + βk. Therefore
α > β. 
Proof of Proposition 3.5 for type D. Let δ be the permutation of {±1, . . . ,±n}
such that δ(1) = −1 and δ(k) = k for 2 6 k 6 n. Then W = W 0 unionsqW 0δ. For any
partition α, the corresponding conjugacy class Cα is contained in W 0 if α∗1 is even
and is contained in W 0δ if α∗1 is odd.
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For 0 6 a < b 6 n, define
wa,b =
s
−1
[3,n+1−b]s[1,n−a], if b 6 n− 1;
1, otherwise.
For any partition α = (a1, . . . , al) of n, we define
w′α =
w[0,α1]w[α1,α1+α2] · · ·w
∑
16i6l−1 αi,n, if 2 | α∗1;
w[0,α1]w[α1,α1+α2] · · ·w∑16i6l−1 αi,nδ, if 2 - α∗1.
By [He07, Lemma 7.19], w′α is a minimal length element in Cα.
Similar to the proof of the Proposition in type B/C, we have w′α 6 w′β if α > β.
On the other hand, if Cα W Cβ, then there exists w ∈ Cα with w ≤ w′β. Let
m = β1 + · · ·+ βk. By direct computation, we have w′β[n−m,n−m+ 1] = k. By
Proposition 5.1(3) w[n−m,n−m+ 1] 6 k. By Proposition 5.4, k > min{k′;α1 +
· · · + αk′ > m}. In other words, α1 + · · · + αk > m = β1 + · · · + βk. Therefore
α > β. 
5.2. Case 2: Type 2An−1. LetW = Sn be the group of permutations of {1, 2, · · · , n}.
For 1 6 i, j 6 n, we define
w{i, j} = {−n 6 k 6 n; k 6 i, w(k) > j}, w[i, j] = |w{i, j}|.
Let δ = (1, n)(2, n− 1) · · · be the longest element of W . Then the conjugation
action of δ on W induces a bijection on the set of simple reflections and is a length-
preserving automorphism. The map W → W : w 7→ wδ induces a bijection from
the set of δ-twisted conjugacy class of W to the set of ordinary conjugacy classes
of W . Since δ is the longest element of W , the map is order-reversing.
The δ-twisted elliptic conjugacy classes of W are parametrized by the partitions
of n with odd parts. Let α = (α1, α2, . . . , αl) be a partition of n with odd parts, i.e.
α1 > α2 > · · · > αl > 0 are odd positive integers and α1 + · · ·+αl = n. Let Cα be
the corresponding δ-twisted elliptic conjugacy class in W . This is the conjugacy
class of W consisting of permutations w satisfying the following conditions:
(1) There exists a decomposition {1, 2, . . . , n} = I1 unionsq I2 unionsq . . . unionsq Il;
(2) |Ij| = αj for all j;
(3) The orbits of wδ on {1, 2, . . . , n} are Ij for 1 6 j 6 l.
We have the following useful inequalities for the elements in Cα.
Proposition 5.5. Let w ∈ Cα and 1 6 m 6 n− 1, we have
wδ[dm
2
e, n− bm
2
c+ 1] +wδ[n− bm
2
c, dm
2
e+ 1] 6 n−min{k;α1 + · · ·+ αk > m}.
Proof. Let I = wδ{dm
2
e, n − bm
2
c + 1} and I ′ = wδ{n − bm
2
c, dm
2
e + 1}. If k ∈ I,
then k 6 dm
2
e < dm
2
e+ 1 and thus (wδ)−1(k) /∈ I ′. In other words,
I ∩ (wδ)(I ′) = ∅.
Similarly,
I ∩ (wδ)−1(I ′) = ∅.
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In particular, for any wδ-orbit Ij, we have
|(Ij ∩ I)|+ |(Ij ∩ I ′)| = |(Ij ∩ I)|+ |(Ij ∩ (wδ)(I ′))| 6 |Ij| (a)
We claim that
(b) If |(Ij ∩ I)|+ |(Ij ∩ I ′)| = |Ij|, then Ij ⊂ {dm2 e+ 1, dm2 e+ 2, . . . , n− bm2 c}.
Note that
|Ij ∩ I|+ |Ij ∩ wδ(I ′)|) = |Ij ∩ I|+ |Ij ∩ (wδ)−1(I ′)| = |Ij|.
Since I ∩ (wδ)(I ′) = I ∩ (wδ)−1(I ′) = ∅, we have
(Ij ∩ I) unionsq (Ij ∩ (wδ)(I ′)) = (Ij ∩ I) unionsq (Ij ∩ (wδ)−1(I ′)) = Ij.
Thus
(wδ)(Ij ∩ I ′) = Ij ∩ (wδ)(I ′) = Ij ∩ (wδ)−1(I ′) = (wδ)−1(Ij ∩ I ′).
In other words, Ij ∩ I ′ is a subset of Ij that is stable under the action of (wδ)2.
Since the order of the action of wδ on Ij equals to |Ij|, which is an odd integer.
Hence Ij ∩ I ′ is a wδ-stable subset of Ij. As wδ acts transitively on Ij, we have
Ij∩I ′ = ∅ or Ij. Hence Ij ⊂ I or Ij ⊂ I ′. However, as dm2 e < n−bm2 c+1, if k ∈ I,
then (wδ)(k) /∈ I. Thus Ij ⊂ I ′. In other words, for any k ∈ Ij, k > dm2 e+ 1 and
k 6 n− bm
2
c.
(b) is proved.
Let J = {j; Ij 6⊂ {dm2 e + 1, dm2 e + 2, . . . , n − bm2 c}}. By (a) and (b), we have
that
|J |+ |J ′| =
∑
j
(|Ij ∩ J |+ |Ij ∩ J ′|) 6
∑
j
|Ij| − |J | = n− |J |.
Note that there are exactly m elements outside {dm
2
e+ 1, dm
2
e+ 2, . . . , n− bm
2
c}.
We have
∑
j∈J |Ij| > m. As |Ik| = αk for all k and α1 > · · · > αl, we have
α1 + · · ·+α|J | >
∑
j∈J |Ij| > m. In other words, |J | > min{k;α1 + · · ·+αk > m}.
The proposition is proved. 
Now we prove the following result.
Proof of Proposition 3.5 for type 2An−1. The strategy is similar to the proof of the
Proposition in types B/C.
For any partition α = (a1, . . . , al) of n consisting of only odd parts, we define
w′′α = s
−1
[1,n+1−a1+1
2
]
s−1
[
a1+1
2
+1,n+2−a1+1
2
−a2+1
2
]
· · · s
[
∑
16i6l−1
ai+1
2
+1,n+l−∑16i6l ai+12 ]δ.
By [He07, Lemma 7.13], w′′α is a minimal length element in Cα.
If α > β, then α1 > β1, α1 +α2 > β1 +β2, . . .. By the explicit formula, w′′α 6 w′′β
and thus Cα W Cβ.
On the other hand, if Cα W Cβ, then there exists w ∈ Cα with w 6 w′′β. Hence
ww0 > w′′βw0, where w0 = (1n)(2, n − 1) · · · . Let m = β1 + · · · + βk. By direct
computation, we have
wβw0[dm
2
e, n− bm
2
c+ 1] + wβw0[n− bm
2
c, dm
2
e+ 1] = n− k.
By Proposition 5.1(1),
ww0[dm
2
e, n− bm
2
c+ 1] + ww0[n− bm
2
c, dm
2
e+ 1] > n− k.
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By Proposition 5.5, k > min{k′;α1+· · ·+αk′ > m}. In other words, α1+· · ·+αk >
m = β1 + · · ·+ βk. Therefore α > β. 
6. Exceptional Groups
We prove Theorem 1.1 for exceptional groups by computer computation, using
the Atlas of Lie Groups and Representations software [A].
Suppose G is a simple, untwisted exceptional group. We first list representatives
of the elliptic conjugacy classes in the Weyl group, and we choose these represen-
tatives to be of minimal length. We use the representatives of [GP00, Appendix
B], and we name the classes according to these tables. We explicitly compute the
order relation on these classes.
We label the unipotent classes in characteristic 0 as in [Sp82, Section IV.2].
Using the explicit description of Lusztig’s map Φ [Lu11, Section 4.3], and the
closure relations for unipotent orbits of [Sp82, Section IV.2], we compute the
Hasse diagram for the image of Φ.
In the twisted cases 3D4 and
2E6 we label the elliptic conjugacy classes as in
[Lu12b]. This uses the label of the ordinary conjugacy class, from the CHEVIE
software in type 3D4, and from [Ca72] in
2E6, and in both cases we also use
! to
indicate the twisted class is elliptic. The labelling of unipotent classes classes is
from [Sp82], page 148 (3D4) and page 250 (
2E6), followed by (in brackets) that of
[Ma93] and [Ma93a]. Lusztig defines the map Φ using the latter notation.
In each case we give the bijection between elliptic conjugacy classes and unipo-
tent orbits and the corresponding Hasse diagram.
We explain the notation using the example of G2.
G2:G2
A2:G2(a1)
A1+Ã1:Ã1
The left-hand entries G2, A2 and A1 + A˜1 are the elliptic conjugacy classes of
the Weyl group, of orders 6 (the Coxeter element of G2), 3 (the Coxeter element
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of A2) and 2 (the Coxeter element of A1 + A˜1), respectively. The order relation is:
G2 W A2 W A1 + A˜1.
The entry following the colon is a unipotent class in G2(C), labeled as in [Sp82]; the
image of the corresponding elliptic conjugacy class under the Lusztig map. These
are G2, G2(a1) and A˜1, of dimension 12 (the regular orbit), 10 (the subregular
orbit) and 6 respectively, of which the first two are distinguished. Here the order
is the opposite one.
A˜1 u G2(a1) u G2.
F4:F4
B4:F4(a1)
F4(a1):F4(a2)
4A1:A1+Ã1
A2+Ã2:Ã2+A1
A3+Ã1:C3(a1)
D4(a1):F4(a3)
D4:B3 C3+A1:C3
Type F4
E6:E6
E6(a1):E6(a1)
E6(a2):A5+A1
A5+A1:A5
3A2:2A2+A1
Type E6
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E7:E7
E7(a1):E7(a1)
E7(a2):E7(a2)
7A1:4A1
2A3+A1:A3+A2+A1
D4+3A1:D4+A1 A5+A2:(A5+A1)''
D6(a2)+A1:D6(a2)
E7(a4):D6(a2)+A1
A7:D6(a1)+A1
D6+A1:D6
E7(a3):D6+A1
Type E7
E8:E8
E8(a1):E8(a1)
E8(a2):E8(a2)
8A1:4A1
4A2:2A2+2A1
2A3+2A1:A3+A2+A1
D4+4A1:D4+A1 2D4(a1):2A3
2A4:A4+A3
A5+A2+A1:(A5+A1)'D5(a1)+A3:D5(a1)+A2
2D4:D6(a2) E6(a2)+A2:A5+2A1
E7(a4)+A1:A5+A2
E8(a8):2A4
A7+A1:D5+A2
D6+2A1:D6D8(a3):A7
A8:D8(a3)
D8(a2):D7(a1)E6+A2:E6+A1
E7(a2)+A1:E7(a2) E8(a6):A8
D8(a1):D7E8(a7):E7(a2)+A1
E8(a3):D8(a1)
D8:E7(a1)+A1
E7+A1:E7 E8(a5):D8
E8(a4):E7+A1
Type E8
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F4!:C0[γ2]
F4(a1)!:C1[γ4]
C3+A1!:C2[γ6]
Ã2+A2!:C3[γ8]
Type 3D4
E6(a1)!:F4[γ4]
E6!:F4(a1)[γ6]
A4!:F4(a2)[γ8]
 3A2!:F4(a3)[γ12]
 2A2!:C3(a1)[γ14]
 E6(a2)!:B2[γ1416]  A2!:Ã2+A1[γ1216]
 D4(a1)!:Ã1+A2[γ18]
A0!:A1[γ36]
Type 2E6
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