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RANDOM ZEROS ON COMPLEX MANIFOLDS: CONDITIONAL
EXPECTATIONS
BERNARD SHIFFMAN, STEVE ZELDITCH, AND QI ZHONG
Abstract. We study the conditional distribution KNk (z|p) of zeros of a Gaussian system of
random polynomials (and more generally, holomorphic sections), given that the polynomials
or sections vanish at a point p (or a fixed finite set of points). The conditional distribution is
analogous to the pair correlation function of zeros but we show that it has quite a different
small distance behavior. In particular, the conditional distribution does not exhibit repulsion
of zeros in dimension one. To prove this, we give universal scaling asymptotics for KNk (z|p)
around p. The key tool is the conditional Szego˝ kernel and its scaling asymptotics.
1. Introduction
In this paper we study the conditional expected distribution of zeros of a Gaussian random
system {s1, . . . , sk} of k ≤ m polynomials of degree N in m variables, given that the poly-
nomials sj vanish at a point p ∈M , or at a finite set of points {p1, . . . , pr}. More generally,
we consider systems of holomorphic sections of a degree N positive line bundle LN → Mm
over a compact Ka¨hler manifold of dimension m. The conditional expected distribution is
the current KNk (z|p) ∈ D′k,k(M) given by(
KNk (z|p), ϕ
)
:= EN
[
(Zs1,...,sk , ϕ)
∣∣∣s1(p) = · · · = sk(p) = 0], for ϕ ∈ Dm−k,m−k(M) . (1)
Here, Zs1,...,sk is the (k, k) current of integration over the simultaneous zeros of the sections;
i.e., its pairing with a smooth test form ϕ ∈ Dm−k,m−k(M) is the integral ∫
Zs1,...,sk
ϕ of
the test form over the joint zero set. The expectation EN is the standard Gaussian con-
ditional expectation on
∏k
1 H
0(M,LN), which we condition on the linear random variable
(s1, . . . , sk) 7→ (s1(p), . . . , sk(p)) that evaluates the sections at the point p (see Definition
3.10).
We show that KNk (z|p) is a smooth (k, k) form away from p (Lemma 5.2), and we determine
its asymptotics, both unscaled and scaled, as N → ∞. Our main result, Theorem 2 (for
k = m) and Theorem 5.1 (for k < m), is that the scaling limit of KNk (z|p) around the point
p is the conditional expected distribution K∞km(z|0) of joint zeros given a zero at z = 0 in
the Bargmann-Fock ensemble of entire holomorphic functions on Cm, and we give an explicit
formula for K∞km(z|0). Thus, the scaling limit is universal.
Our study ofKNk (z|p) is parallel to our study of the two-point correlation functionKN2k(z, p)
for joint zeros in our prior work with P. Bleher [BSZ1, BSZ2]. There we showed that KN2k(z, p)
similarly has a scaling limit given by the pair correlation function K∞2km(z, 0) of zeros in the
Bargmann-Fock ensemble. Both KNkm(z|p) and KN2km(z, p) measure a probability density
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2 BERNARD SHIFFMAN, STEVE ZELDITCH, AND QI ZHONG
of finding simultaneous zeros at z and at p: KNkm(z|p) is the result of conditioning in a
Gaussian space (see e.g. [Ja], Chapter 9.3), while KN2km(z, p) is a natural conditioning from
the viewpoint of random point processes (see §6.1). Of special interest is the case k = m
where the joint zeros are (almost surely) points. In this case, the scaling limit (Bargmann-
Fock) conditional density K∞mm(z|0) and pair correlation density K∞2mm(z, 0) turn out to have
quite different short distance behavior, as discussed in §1.1 below.
To state our results, we need to recall the definition of a Gaussian random system of
holomorphic sections of a line bundle. We let (L, h) → (M,ωh) be a positive Hermitian
holomorphic line bundle over a compact complex manifold with Ka¨hler form ωh =
i
2
Θh. We
then let H0(M,LN) denote the space of holomorphic sections of the N -th tensor power of
L. A special case is when M = CPm, and L = O(1) (the hyperplane section line bundle), in
which case H0(CPm,O(N)) is the space of homogenous polynomials of degree N . As recalled
in §2, the Hermitian metric h on L induces inner products on H0(M,LN) and these induce a
Gaussian measure γNh onH
0(M,LN). A Gaussian random system is a choice of k independent
Gaussian random sections, i.e. we endow
∏k
j=1H
0(M,LN) with the product measure. We
refer to (
∏k
j=1 H
0(M,LN),
∏k
j=1 γ
N
h ) as the Hermitian Gaussian ensemble induced by h. We
let EN = E(∏ γNh ) denote the expected value with respect to ∏ γNh . Given s1, . . . , sk ∈
H0(M,LN) we denote by Zs1,...,sk the current of integration over the zero set {z ∈ M :
s1(z) = · · · = sk(z) = 0}. Further background is given in §2 and in [SZ1, BSZ1, SZ3].
Our first result gives the asymptotics as N → ∞ of the conditional expectation of the
zero current (1) of one section. It shows that conditioning on s(P ) = 0 only modifies the
unconditional zero current by a term of order N−m, where m = dimM .
Theorem 1. Let (L, h)→ (M,ωh) be a positive Hermitian holomorphic line bundle over a
compact complex manifold of dimension m with Ka¨hler form ωh =
i
2
Θh, and let (H
0(M,LN), γNh )
be the Hermitian Gaussian ensemble. Let let p1, . . . , pr be distinct points of M . Then for all
test forms ϕ ∈ Dm−1,m−1(M), we have
EN
[
(Zs, ϕ)
∣∣∣s(p1) = · · · = s(pr) = 0] = EN(Zs, ϕ)− CmN−m k∑
j=1
i∂∂¯ϕ(pj)
ΩM(pj)
+O(N−m−1/2+ε),
where ΩM =
1
m!
ωmh is the volume form of M , and Cm =
1
2
pim−1 ζ(m+ 1).
As mentioned above, the interesting problem is to rescale the zeros around a fixed point
z0. When k = m the joint zeros of the system are almost surely a discrete set of points
which are 1√
N
-dense. Hence, we rescale a C√
N
-ball around z0 by
√
N to make scaled zeros
a unit apart on average from their nearest neighbors. If z0 6= pj for any j, the scaled limit
density is just the unconditioned scaled density, so we only consider the case where z0 = pj0
for some j0. Then the other conditioning points pj, j 6= j0, become irrelevant to the leading
order term, so we only consider the scaled conditional expectation with one conditioning
point. Our main result is the following scaling asymptotics
Theorem 2. Let (L, h)→ (M,ωh) and (H0(M,LN), γNh ) be as in Theorem 1, and let p ∈M .
Choose normal coordinates z = (z1, . . . , zm) : M0, p→ Cm, 0 on a neighborhood M0 of p, and
let τN =
√
N z : M0 → Cm denote the scaled coordinate map.
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Let KNm (z|p) be the conditional expected zero distribution given by (1) and Definition 3.10.
Then for a smooth test function ϕ ∈ D(Cm), we have(
KNm (z|p) , ϕ ◦ τN(z)
)
= ϕ(0) +
∫
Cmr{0}
ϕ(u)
(
i
2pi
∂∂¯
[
log(1− e−|u|2) + |u|2
])m
+ O(N−1/2+ε) ,
where u = (u1, . . . , um) denotes the coordinates in Cm.
In §5, we give a similar result (Theorem 5.1) for the conditional expected joint zero current
KNk (z|p) of joint zeros of codimension k < m.
Theorem 2 may be reformulated (without the remainder estimate) as the following weak
limit formula for currents:
Corollary 3. Under the hypotheses and notation of Theorem 2,
τN∗
(
KNm (z|p)
) → K∞mm(u|0) def= δ0(u) + ( i2pi∂∂¯ [log(1− e−|u|2) + |u|2]
)m
= δ0(u) +
1− (1 + |u|2)e−|u|2
(1− e−|u|2)m+1
(
i
2pi
∂∂¯|u|2
)m
weakly in D′m,m(Cm), as N →∞.
The term δ0(u) comes of course from the certainty of finding a zero at p given the condition.
The form
(
i
2pi
∂∂¯|u|2)m is the scaling limit of the unconditioned distribution of zeros.
It follows from the proof that K∞mm(u|0) is the conditional density of common zeros of m
independent random functions in the Bargmann-Fock ensemble of holomorphic functions on
Cm of the form
f(u) =
∑
J∈Nm
cJ√
J !
uJ ,
where the coefficients cJ are independent complex Gaussian random variables with mean
0 and variance 1. The monomials pi
−m/2√
J !
uJ form a complete orthonormal basis of the
Bargmann-Fock space of holomorphic functions that are in L2(Cm, e−|z|2dz), where dz de-
notes Lebesgue measure. (We note that f(u) is a.s. not in L2(Cm, e−|z|2dz); instead, f(u) is of
finite order 2 in the sense of Nevanlinna theory. For further discussion of the Bargmann-Fock
ensemble, see [BSZ1] and §6 of the first version (arXiv:math/0608743v1) of [SZ3].)
1.1. Short distance behavior of the conditional density. As in the case of the pair
correlation function, Corollary 3 determines the short distance behavior of the conditional
density of zeros around the conditioning point.
Before describing the results for the conditional density, let us recall the results in [BSZ1,
BSZ2] for the pair correlation function of zeros. The correlation function KNnk(z1, . . . , zn) is
the probability density of finding zeros of a system of k sections at the n points z1, . . . , zn. For
purposes of comparison to the conditional density, we are interested in the pair correlation
density KN2m(z1, z2) for a full system of k = m sections. It gives the probability density of
finding a pair of zeros of the system at (z1, z2). The scaling limit
κmm(|u|) := lim
N→∞
KN1k(p)
−2KN2m(p, p+
u√
N
) (2)
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measures the asymptotic probability of finding zeros at p, p+ u√
N
. As the notation indicates,
it depends only on the distance r = |u| between the scaled points in the scaled metric around
p. For small values of r, it is proved in [BSZ1, BSZ2] that
κmm(r) =
m+ 1
4
r4−2m +O(r8−2m) , as r → 0 . (3)
This shows that the pair correlation function exhibits a striking dimensional dependence:
When m = 1, κmm(r)→ 0 as r → 0 and one has “zero repulsion.” When m = 2, κmm(r)→
3/4 as r → 0 and zeros neither repel nor attract. With m ≥ 3, κmm(r) ↗ ∞ as r → 0 and
there joint zeros tend to cluster, i.e. it is more likely to find a zero at a small distance r from
another zero than at a small distance r from a given point.
The probability (density) of finding a pair of scaled zeros at (p, p+ u√
N
) sounds similar to
finding a second zero at p+ u√
N
if there is a zero at p, i.e. the conditional probability density.
Hence one might expect the scaled conditional probability to resemble the scaled correlation
function. But Corollary 3 tells a different story. We ignore the term δ0 (again) since it arises
trivially from the conditioning and only consider the behavior of the coefficient
κcondm (|u|) :=
1− (1 + |u|2)e−|u|2
(1− e−|u|2)m+1 ∼
1
2
|u|2−2m (4)
of the scaling limit conditional distribution with respect to the Lebesgue density
(
i
2pi
∂∂¯|u|2)m
near u = 0. The shift of the exponent down by 2 in comparison to equation (3) has the
effect of shifting the dimensional description down by one: In dimension one, the coefficient
is asymptotic to 1
2
and therefore resembles the neutral situation in our description of the
pair correlation function. Thus we do not see ‘repulsion’ in the one dimensional conditional
density. In dimension two, the conditional density (4) is asymptotic to 1
2
|u|−2, and there is a
singularly enhanced probability of finding a zero near p similar to that for the pair correlation
function in dimension three; and so on in higher dimensions.
The following graphs illustrate the different behavior of these two conditional zero distr-
butions in low dimensions:
κcond1 (r) κ
cond
2 (r)
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κ∞11(r) κ∞22(r) κ∞33(r)
It is well known that conditioning on an event of probability zero depends on the random
variable used to define the event. So there is no paradox, but possibly some surprise, in the
fact that the two conditional distributions are so different. See §6 for further discussion of
the comparison of the pair correlation and the conditional density.
2. Background
We begin with some notation and basic properties of sections of holomorphic line bundles,
Gaussian measures. The notation is the same as in [BSZ1, SZ2, SZ3].
2.1. Complex Geometry. We denote by (L, h)→M a Hermitian holomorphic line bundle
over a compact Ka¨hler manifold M of dimension m, where h is a smooth Hermitian metric
with positive curvature form
Θh = −∂∂¯ log ‖eL‖2h . (5)
Here, eL is a local non-vanishing holomorphic section of L over an open set U ⊂ M , and
‖eL‖h = h(eL, eL)1/2 is the h-norm of eL. As in [SZ3], we give M the Hermitian metric
corresponding to the Ka¨hler form ωh =
√−1
2
Θh and the induced Riemannian volume form
ΩM =
1
m!
ωmh . (6)
We denote by H0(M,LN) the space of holomorphic sections of LN = L⊗N . The metric
h induces Hermitian metrics hN on LN given by ‖s⊗N‖hN = ‖s‖Nh . We give H0(M,LN) the
Hermitian inner product
〈s1, s2〉 =
∫
M
hN(s1, s2) ΩM (s1, s2 ∈ H0(M,LN)), (7)
and we write ‖s‖ = 〈s, s〉1/2.
For a holomorphic section s ∈ H0(M,LN), we let Zs ∈ D′1,1(M) denote the current of
integration over the zero divisor of s:
(Zs, ϕ) =
∫
Zs
ϕ, ϕ ∈ Dm−1,m−1(M),
where Dm−1,m−1(M) denotes the set of compactly supported (m− 1,m− 1) forms on M . (If
M has dimension 1, then ϕ is a compactly supported smooth function.) For s = geL on an
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open set U ⊂M , the Poincare´-Lelong formula states that
Zs =
i
pi
∂∂¯ log |g| = i
pi
∂∂¯ log ||s||hN + Npi ωh. (8)
2.1.1. The Szego¨ kernel. Let ΠN : L
2(M,LN) → H0(M,LN) denote the Szego˝ projector
with kernel ΠN given by
ΠN(z, w) =
dN∑
j=1
SNj (z)⊗ SNj (w) ∈ LNz ⊗ L
N
w , (9)
where {SNj }1≤j≤dN is an orthonomal basis of H0(M,LN).
We shall use the normalized Szego˝ kernel
PN(z, w) :=
‖ΠN(z, w)‖hN
‖ΠN(z, z)‖1/2hN ‖ΠN(w,w)‖1/2hN
. (10)
(Note that ‖ΠN(z, w)‖hN =
∑ ‖SNj (z)‖hN (z) ‖SNj (w)‖hN (w), which equals the absolute value
of the Szego˝ kernel lifted to the associated circle bundle, as described in [SZ2, SZ3].)
We have the C∞ diagonal asymptotics for the Szego˝ kernel ([Ca, Ze]):
‖ΠN(z, z)‖hN = N
m
pim
+O(Nm−1) . (11)
Off-diagonal estimates for the normalized Szego˝ kernel PN were given in [SZ3], using the
off-diagonal asymptotics for ΠN from [BSZ1, SZ2]. These estimates are of two types:
1) ‘far-off-diagonal’ asymptotics (Proposition 2.6 in [SZ3]): For b >
√
j + 2k, j, k ≥ 0, we
have
∇jPN(z, w) = O(N−k) uniformly for d(z, w) ≥ b
√
logN
N
. (12)
(Here, ∇j stands for the j-th covariant derivative.)
2) ‘near-diagonal’ asymptotics (Propositions 2.7–2.8 in [SZ3]): Let z0 ∈ M . For ε, b > 0,
there are constants Cj = Cj(M, ε, b), j ≥ 2, independent of the point z0, such that
PN
(
z0 +
u√
N
, z0 +
v√
N
)
= e−
1
2
|u−v|2 [1 +RN(u, v)] , (13)
where
|RN(u, v)| ≤ C22 |u− v|2N−1/2+ε , |∇RN(u)| ≤ C2 |u− v|N−1/2+ε ,
|∇jRN(u, v)| ≤ Cj N−1/2+ε j ≥ 2 ,
(14)
for |u|+ |v| < b√logN . (Here, u, v are normal coordinates near z0.)
The limit on the right side of (13) is the normalized Szego˝ kernel for the Bargmann-
Fock ensemble (see [BSZ1]). This is why the scaling limits of the correlation functions and
conditional densities coincide with those of the Bargmann-Fock ensemble.
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2.2. Probability. If V is a finite dimensional complex vector space, we shall associate a
complex Gaussian probability measure γ to each Hermitian inner product on V as follows:
Choose an orthonormal basis v1, . . . , vn for the inner product and define γ by
dγ(v) =
1
pin
e−|a|
2
d2na, s =
n∑
j=1
ajvj ∈ V , (15)
where d2na denotes 2n-dimensional Lebesgue measure. This Gaussian is characterized by
the property that the 2n real variables Re aj, Im aj (j = 0, ...., dN) are independent random
variables with mean 0 and variance 1
2
; i.e.,
Eγaj = 0, Eγajak = 0, Eγaj a¯k = δjk .
Here and throughout this article, Eγ denotes expectation with respect to the probability
measure γ: Eγϕ =
∫
ϕdγ. Clearly, γ does not depend on the choice of orthonormal basis,
and each (nondegenerate) complex Gaussian measure on V is associated with a unique
(positive definite) Hermitian inner product on V .
In particular, we give H0(M,LN) the complex Gaussian probability measure γh induced
by the inner product (7); i.e.,
dγh(s) =
1
pidN+1
e−|a|
2
da, s =
dN∑
j=1
ajS
N
j , (16)
where {SNj : 1 ≤ j ≤ dN} is an orthonormal basis for H0(M,LN) with respect to (7). The
probability space (H0(M,LN), γN) is called the Hermitian Gaussian ensemble. We regard
the currents Zs (resp. measures |Zs|), as current-valued (resp. measure-valued) random vari-
ables on (H0(M,LN), γN); i.e., for each test form (resp. function) ϕ, (Zs, ϕ) (resp. (|Zs|, ϕ))
is a complex-valued random variable.
Since the zero current Zs is unchanged when s is multiplied by an element of C∗, our
results remain the same if we instead regard Zs as a random variable on the unit sphere
SH0(M,LN) with Haar probability measure. We prefer to use Gaussian measures in order
to facilitate computations.
2.2.1. Holomorphic Gaussian random fields. Gaussian random fields are determined by their
two-point functions or covariance functions. We are mainly interested in the case where the
fields are holomorphic sections of LN ; i.e, our probability space is a subspace S of the space
H0(M,LN) of holomorphic sections of LN and the probability measure on S is the Gaussian
measure induced by the inner product (7). If we pick an orthonormal basis {Sj}1≤j≤m of S
with respect to (7), then we may write s =
∑n
j=0 ajSj, where the coordinates aj are i.i.d.
complex Gaussian random variables. The two point function
ΠS(z, w) := ES
(
s(z)⊗ s(w)
)
=
n∑
j=1
Sj(z)⊗ Sj(w) (17)
is the kernel of the orthogonal projection onto S, and equals the Szego˝ kernel ΠN(z, w) when
S = H0(M,LN). The expected zero current ES
(
Zs
)
for random sections s ∈ S is given by
the probabilistic Poincare´-Lelong formula:
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Lemma 2.1. [SZ1] Let (L, h)→M be a Hermitian holomorphic line bundle over a compact
complex manifold M and let S ⊂ H0(M,LN) be a Gaussian random field with two-point
function ΠS(z, w). Then
ES
(
Zs
)
=
i
2pi
∂∂¯ log ‖ΠS(z, z)‖hN + N2pi
√−1 Θh .
This lemma was given in [SZ1, Prop. 3.1] and [SZ3, Prop. 2.1] with slightly different
hypotheses. For convenience, we include a proof below.
Proof. Let {Sj}1≤j≤n be a basis of S such that s ∈ S is of the form s =
∑n
j=1 ajSj, where
the aj are independent standard complex Gaussian random variables, as above. We then
have ‖ΠS(z, z)‖hN =
∑n
j=1 ‖Sj‖2hN . For any s ∈ S, we write
s =
n∑
j=1
ajSj = 〈a, F 〉e⊗NL ,
where eL is a local non-vanishing holomorphic section of L, Sj = fj e
⊗N
L , and F = (f1, ..., fn).
We then write F (z) = |F (z)|U(z) so that |U(z)| ≡ 1 and
log |〈a, F 〉| = log |F |+ log |〈a, U〉|.
A key point is that E(log |〈a, U〉|) is independent of z, and hence E(d log |〈a, U〉|) = 0. We
note that U is well-defined a.e. on M × S; namely, it is defined whenever s(z) 6= 0.
Write dγ = 1
pin
e−|a|
2
da. By (8), we have
(EZs, ϕ) = E
(√−1
pi
∂∂¯ log |〈a, F 〉|, ϕ
)
=
√−1
pi
∫
Cn
(log |〈a, F 〉|, ∂∂¯ϕ) dγ
=
√−1
pi
∫
CdN
(log |F |, ∂∂¯ϕ) dγ +
√−1
N
∫
Cn
(log |〈a, U〉|, ∂∂¯ϕ) dγ,
for all test forms ϕ ∈ Dm−1,m−1(M). The first term is independent of a, so we may remove
the Gaussian integral. The vanishing of the second term follows by noting that∫
Cn
(log |〈a, U〉|, ∂∂¯ϕ) dγ =
∫
Cn
dγ
∫
M
log |〈a, U〉| ∂∂¯ϕ =
∫
M
∫
Cn
log |〈a, U〉| dγ ∂∂¯ϕ = 0,
since
∫
log |〈a, U〉| dγ = 1
pi
∫
C log |a0|e−|a0|
2
da0 is constant, by the U(n)-invariance of dγ.
Fubini’s Theorem can be applied above since∫
M×Cn
∣∣ log |〈a, U〉| ∂∂¯ϕ∣∣ dγ = 1
pi
∫
C
∣∣ log |a0| ∣∣e−|a0|2 da0 ∫
M
|∂∂¯ϕ| < +∞.
Thus
EZs =
√−1
2pi
∂∂¯ log |F |2 =
√−1
2pi
∂∂¯
(
log
n∑
j=1
‖Sj‖2h − log ‖eL‖2h
)
=
√−1
2pi
∂∂¯ log ‖ΠS(z, z)‖h +
√−1
2pi
Θh .

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3. Conditioning on the values of a random variable
In this section, we give a precise definition of the conditional expected zero current
E
(
Zs1,...,sk
∣∣s1(p) = v1, . . . , sk(p) = vk) (Definition 3.10) and give a number of its prop-
erties. In particular, we give a formula for E
(
Zs
∣∣s(p1) = · · · = s(pr) = 0) in terms of the
conditional Szego˝ kernel (Lemma 3.8).
3.1. The Leray form. We first give a general formula for the conditional expectation
E(X|Y = y) of a continuous random variable X with respect to a smooth random vari-
able Y when y is a regular value of Y . Our discussion differs from the standard expositions,
which do not tend to assume random variables to be smooth.
We begin by recalling the definition of the conditional expectations E(X|F) of a random
variable X on a probability space (Ω,A, P ) given a sub-σ-algebra F ⊂ A:
Definition 3.1. Let X be a random variable X with finite first moment (i.e., X ∈ L1) on
a probability space (Ω,A, P ), and let F ⊂ A be a σ-algebra. The conditional expectation is
a random variable E(X|F) ∈ L1(Ω, P ) satisfying:
• E(X|F) is measurable with respect to F ;
• For all sets A ∈ F , ∫
A
E(X|F) dP = ∫
A
X dP .
The existence and uniqueness (in L1) of E(X|F) is a standard fact (e.g., [Ka, Th. 6.1]).
In this paper, we are interested in the conditional expectation E(X|σ(Y )) of a continuous
random variable X on a manifold Ω with respect to a smooth random variable Y : Ω→ Rk.
Here, σ(Y ) denotes the σ-algebra generated by Y , i.e. the pull-backs by Y of the Borel sets
in Rk; σ(Y ) is generated by the sublevel sets {Yj ≤ tj, j = 1, . . . , k}. The condition that
E(X|σ(Y )) is measurable with respect to σ(Y ) implies that it is constant on the level sets
of Y . We then write
E(X|Y = y) := E(X|σ(Y ))(x) , x ∈ Y −1(y) .
We call E(X|Y = y) the conditional expectation of X given that Y = y. We note that the
function y 7→ E(X|Y = y) is in L1(Rk, Y∗P ), and is not necessarily well-defined at each point
y. However, in the cases of interest to us, E(X|Y = y) will be a continuous function.
To give a geometrical description of E(X|Y ), we use the language of Gelfand-Leray forms:
Definition 3.2. Let Y : Ω→ Rk be a C∞ submersion where Ω is an oriented n-dimensional
manifold. Let ν ∈ En, e.g. a volume form. The Gelfand-Leray form L(ν, Y, y) ∈ En−k(Y −1(y))
on the level set {Y = y} is given by
L(ν, Y, y)∧dY1∧· · ·∧dYk = ν on Y −1(y) , i.e., L(ν, Y, y) = ν
dY1 ∧ · · · ∧ dYk
∣∣∣∣
Y −1(y)
. (18)
Conditional expectation of a random variable is a form of averaging. The following Propo-
sition shows this explicitly: it amounts to averaging X over the level sets of Y .
Proposition 3.3. Let ν ∈ En(Ω) be a smooth probability measure on a manifold Ω. Let
Y : Ω→ Rk be a C∞ submersion, and let X ∈ L1(Ω, ν). Then
E(X|Y = y) =
∫
Y=y
X L(ν, Y, y)∫
Y=y
L(ν, Y, y) .
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Proof. We first note that∫
y∈Rk
(∫
Y −1(y)
|X| L(ν, Y, y)
)
dy1 · · · dyk =
∫
X
|X| ν = 1 ,
and hence
∫
Y −1(y) |X| L(ν, Y, y) < +∞ for almost all y ∈ Rk. Furthermore
∫
Y −1(y) L(ν, Y, y) >
0 for Y∗ν-almost all y ∈ Rk, and therefore E(X|Y = y) is well defined for Y∗ν-almost all y.
Now let
E˜(x) =
∫
Y=Y (x)
X L(ν, Y, Y (x))∫
Y=Y (x)
L(ν, Y, Y (x)) , for ν-almost all x ∈ X.
The function E˜ is measurable with respect to σ(Y ) since it is the pull-back by Y of a
measurable function on Rk.
The only other thing to check is that
∫
A
E˜ ν =
∫
A
X ν for all A ∈ F . It suffices to check
this for sets A of the form Y −1(R) where R is a rectangle in Rk. But then by the change of
variables formula and Fubini’s theorem,∫
Y −1(R)
E˜ ν =
∫
y∈R
(∫
Y −1(y)
E˜ L(ν, Y, y)
)
dy1 · · · dyk
=
∫
y∈R
(∫
Y −1(y)
X L(ν, Y, y)
)
dy1 · · · dyk =
∫
Y −1(R)
X dν.
By uniqueness of the conditional expectation, we then conclude that E˜ = E(X|σ(Y )). 
Example: Let Ω = Cn with Gaussian probability measure dγn = pi−ne−|a|
2
da. Let pik :
Cn → Ck be the projection pik(a1, . . . , an) = (a1, . . . , ak). For y ∈ Ck we have
L(dγn, pik, y) = 1
pik
e−(|y1|
2+···+|yk|2) dγn−k(ak+1, . . . , an) ,
where
dγn−k(ak+1, . . . , an) = e−(|ak+1|
2+···+|an|2)
(
i
2pi
)n−k
dak+1 ∧ da¯k+1 ∧ · · · ∧ dan ∧ da¯n
is the standard complex Gaussian measure on Cn−k. For a bounded random variable X on
Cn, let Xy be the random variable on Cn−k given by Xy(a′) = X(y, a′) for a′ ∈ Cn−k. By
Proposition 3.3, we then have
Eγn(X|pik = y) = Eγn−k(Xy) . (19)
This example leads us to the following definition:
Definition 3.4. Let γ be a complex Gaussian measure on a finite dimensional complex
space V , and let W be a subspace of V . We define the conditional Gaussian measure γW on
W to be the Gaussian measure associated with the Hermitian inner product on W induced
by the inner product on V associated with γ.
The terminology of Definition 3.4 is justified by the following proposition, which we shall
use to define the expected zero current conditioned on the value of a random holomorphic
section at a point or points:
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Proposition 3.5. Let T : Cn → V be a linear map onto a complex vector space V . Let
E be a closed subset of Cn such that E ∩ T−1(y) has Lebesgue measure 0 in T−1(y) for all
y ∈ V . Let X be a bounded random variable on Cn such that X|(Cn r E) is continuous.
Then Eγn(X|T = y) is continuous on Ck. Furthermore
Eγn(X|T = 0) = EγkerT (X ′) ,
where X ′ is the restriction of X to kerT and γkerT is the conditional Gaussian measure on
kerT as defined above.
Proof. Let k = dimV . We can assume without loss of generality that kerT = {0} × Cn−k.
Then the map T has the same fibers as the projection pik(a1, . . . , an) = (a1, . . . , ak), and thus
σ(T ) = σ(pik). Hence we can assume without loss of generality that V = Ck and T = pik.
Fix y0 ∈ Ck and let ε > 0 be arbitrary. Choose a compact set K ⊂ Cn−k such that
({y0}×K)∩E = ∅ and γn−k(Cn−krK) < ε/ sup |X|. Since E is closed, ({y}×K)∩E = ∅,
for y sufficiently close to y0. As above, we let Xy(a
′) = X(y, a′) for a′ ∈ Cn−k. Since
Xy → Xy0 uniformly on K, we have
lim
y→y0
∫
K
Xy dγn−k =
∫
K
Xy0 dγn−k . (20)
It follows from (19) that∣∣∣∣Eγn(X|pik = y)− ∫
K
Xy dγn−k
∣∣∣∣ = ∣∣∣∣∫
Cn−krK
Xy dγn−k
∣∣∣∣ < ε , (21)
for all y ∈ Ck. The first conclusion is an immediate consequence of (20)– (21) and the
formula for Eγn(X|T = 0) follows from (19) with y = 0. 
3.2. Conditioning on the values of sections. We now state precisely what is meant by
the expected zeros conditioned on sections having specific values at one or several points on
the manifold:
Definition 3.6. Let (L, h) be a positive Hermitian holomorphic line bundle over a compact
Ka¨hler manifold M with Ka¨hler form ωh. Let p1, . . . , pr be distinct points of M . Let N  0
and give H0(M,LN) the induced Hermitian Gaussian measure γN . Let vj ∈ LNpj , for 1 ≤ j ≤
r. We let
T : H0(M,LN)→ LNp1 ⊕ · · · ⊕ LNpr , s 7→ s(p1)⊕ · · · ⊕ s(pr) .
The expected zero current E
(
Zs
∣∣s(p1) = v1, . . . , s(pr) = vr) conditioned on the section taking
the fixed values vj at the points pj is defined by:(
EN
(
Zs
∣∣s(p1) = v1, . . . , s(pr) = vr) , ϕ) = EγN((Zs, ϕ)∣∣T = v1 ⊕ · · · ⊕ vr) ,
for smooth test forms ϕ ∈ Dm−1,m−1(M).
Lemma 3.7. The mapping
v1 ⊕ · · · ⊕ vr 7→ EN
(
Zs
∣∣s(p1) = v1, . . . , s(pr) = vr)
is a continuous map from LNp1 ⊕ · · · ⊕ LNpr to D′1,1(M).
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Proof. Let N be sufficiently large so that T is surjective. Let ϕ ∈ Dm−1,m−1(M) be a smooth
test form, and consider the random variable X(s) = (Zs, ϕ) on H
0(M,LN) r {0}. By [St,
Th. 3.8] applied to the projection
{(s, z) ∈ H0(M,LN)×M : s(z) = 0} → H0(M,LN) ,
the random variable X is continuous on H0(M,LN) r {0}. Furthermore, X is bounded,
since we have by (8),
|X(s)| ≤ (sup ‖ϕ‖) (Zs, ωm−1) = N
pi
(sup ‖ϕ‖)
∫
M
ωmh ,
The conclusion follows from Proposition 3.5 with E = {0}. 
We could just as well condition on the section having specific derivatives, or specific k-
jets, at specific points. At the end of this section, we discuss the conditional zero currents
of simultaneous sections.
We are particularly interested in the case where the vj all vanish. In this case, the condi-
tional expected current EN
(
Zs
∣∣s(p1) = · · · = s(pr) = 0) is well-defined and we have:
Lemma 3.8. Let (L, h)→ (M,ωh) and (H0(M,LN), γh) be as in Theorem 2. Let p1, . . . , pr
be distinct points of M and let Hp1···prN ⊂ H0(M,LN) denote the space of holomorphic sections
of LN vanishing at the points p1, . . . , pr. Then
EN
(
Zs
∣∣s(p1) = · · · = s(pr) = 0) = Eγp1···prN (Zs) = i2pi∂∂¯ log ‖Πp1···prN (z, z)‖hN + Npi ωh ,
where γp1···prN is the conditional Gaussian measure on H
p1···pr
N , and Π
p1···pr
N is the Szego˝ kernel
for the orthogonal projection onto Hp1···prN .
Proof. Let ϕ ∈ Dm−1,m−1(M) be a smooth test form. By Proposition 3.5,(
EN
(
Zs
∣∣s(p1) = · · · = s(pr) = 0) , ϕ) = EN((Zs, ϕ)∣∣T = 0) = Eγp1···prN (Zs, ϕ) ,
where T is as in Definition 3.6. By Lemma 2.1 with S = Hp1···prN , we then have
Eγp1···prN
(Zs, ϕ) =
(
i
2pi
∂∂¯ log ‖Πp1···prN (z, z)‖hN +
N
pi
ωh , ϕ
)
.

Recalling the definition of PN from (10), we now prove:
Proposition 3.9. We have
EN
(
Zs
∣∣s(p) = 0) = EN(Zs)+ i
2pi
∂∂¯ log
(
1− PN(z, p)2
)
, (22)
Proof. As above, we let HpN ⊂ H0(M,LN) denote the space of holomorphic sections vanishing
at p. Let {SpNj : j = 1, ..., dN − 1} be an orthonormal basis of HpN . The Szego¨ projection ΠpN
is given by
ΠpN(z, w) =
∑
SpNj(z)⊗ SpNj(w) .
By Lemma 3.8 with r = 1, we have
EN
(
Zs
∣∣s(p) = 0) = i
2pi
∂∂¯ log ‖ΠpN(z, z)‖hN +
N
pi
ωh . (23)
RANDOM ZEROS ON COMPLEX MANIFOLDS 13
To give a formula for ΠpN(z, z), we consider the coherent state at p, Φ
p
N(z) defined as
follows: Let
Φ̂pN(z) :=
ΠN(z, p)
‖ΠN(p, p)‖1/2hN
∈ H0(M,LN)⊗ LNp , (24)
We choose a unit vector ep ∈ Lp, and we let ΦpN ∈ H0(M,LN) be given by
Φ̂pN(z) = Φ
p
N(z)⊗ e⊗Np . (25)
The coherent state ΦpN is orthogonal to H
p
N , because
s ∈ HpN =⇒ ‖ΠN(p, p)‖1/2hN
〈
s, Φ̂pN
〉
=
∫
M
ΠN(p, z) s(z) ΩM(z) = s(p) = 0 (26)
Furthermore, ‖ΦpN‖2hN = 1, and hence {SpNj : j = 1, ..., dN −1}∪{ΦpN} forms an orthonormal
basis for H0(M,LN). Therefore
ΠpN(z, w) = ΠN(z, w)− ΦpN(z)⊗ ΦpN(w) , (27)
and in particular
‖ΠpN(z, z)‖hN = ‖ΠN(z, z)‖hN − ‖ΦpN(z)‖2hN . (28)
Thus, by (28),
log ‖ΠpN(z, z)‖hN = log
(
‖ΠN(z, z)‖hN −
‖ΠN(z, p)‖2hN
‖ΠN(p, p)‖hN
)
= log ‖ΠN(z, z)‖hN + log
(
1− PN(z, p)2
)
.
By (23) and (28),
EN
(
Zs
∣∣s(p) = 0) = i
2pi
∂∂¯ log ‖ΠN(z, z)‖hN + i2pi∂∂¯ log
(
1− PN(z, p)2
)
+
N
pi
ωh
= EN
(
Zs
)
+
i
2pi
∂∂¯ log
(
1− PN(z, p)2
)
, (29)
concluding the proof of the Proposition. 
Theorem 2 involves the conditional zero current of a system of random sections, which we
now define precisely:
Definition 3.10. Let (L, h) be a positive Hermitian holomorphic line bundle over a compact
Ka¨hler manifold M with Ka¨hler form ωh, let 1 ≤ k ≤ m = dimM , and let p ∈ M . Let
N  0 and give H0(M,LN) the induced Hermitian Gaussian measure γN . We let
T :
k⊕
H0(M,LN)→ ⊕kLNp ,
where
⊕k V denotes k-tuples in V . The conditional expected zero current EN(Zs1,...,sk∣∣s1(p) =
v1, . . . , sk(p) = vk
)
is defined by:(
EN
(
Zs1,...,sk
∣∣s1(p) = v1, . . . , sk(p) = vk) , ϕ) = EγkN((Zs1,...,sk , ϕ)∣∣T = (v1, . . . , vk)) ,
for smooth test forms ϕ ∈ Dm−k,m−k(M). The conditional expected zero distrbution is the
current
KNk (z|p) := EN
(
Zs1,...,sk
∣∣s1(p) = 0, . . . , sk(p) = 0) ,
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which is well defined according to the following lemma.
Lemma 3.11. For N  0, the mapping
(v1, . . . , vk) 7→ EN
(
Zs1,...,sk
∣∣s1(p) = v1, . . . , sk(p) = vk)
is a continuous map from
⊕k LNp to D′m−k,m−k(M).
Proof. Let
E = {(s1, . . . , sk) ∈
k⊕
H0(M,LN) : dimZs1,...,sk = n− k} .
Since L is ample, for N sufficiently large, E∩T−1(v1, . . . , vk) is a proper algebraic subvariety
of T−1(v1, . . . , vk) and hence has Lebesgue measure 0 in T−1(v1, . . . , vk), for all (v1, . . . , vk) ∈
⊕kLNp . Then Proposition 3.5 applies with Cn replaced by ⊕kH0(M,LN), and continuity
follows exactly as in the proof of Lemma 3.7. 
4. Proof of Theorem 1
4.1. Proof for k = 1. We first prove Theorem 1 when the condition is that s(p) = 0 for a
single point p.
Proof. Let ϕ ∈ D′m−1,m−1(M) be a smooth test form. By Proposition 3.9, we have(
EN(Zs : s(p) = 0), ϕ
)
= (ENZs, ϕ) +
∫
M
log
(
1− PN(z, p)2
) i
2pi
∂∂¯ϕ . (30)
Away from the diagonal, we can write log (1− PN(z, p)2) = PN(z, p)2 + 12PN(z, p)4 + · · · ,
and we have by (12),
log
(
1− PN(z, p)2
)
= O(N−m−2) uniformly for d(z, p) ≥ b
√
logN
N
, (31)
where b =
√
2m+ 6. Furthermore by (31), we have∫
M
log
(
1− PN(z, p)2
) i
2pi
∂∂¯ϕ =
∫
d(z,p)≤b
√
logN
N
log
(
1− PN(z, p)2
) i
2pi
∂∂¯ϕ+O(N−m−2) .
Using local normal coordinates (w1, . . . , wm) centered at p, we write
i
2pi
∂∂¯ϕ = ψ(w) Ω0(w) , Ω0(w) =
(
i
2
)m
dw1 ∧ dw¯1 ∧ · · · ∧ dwm ∧ dw¯m .
Recalling (13), we then have∫
M
log
(
1− PN(z, p)2
) i
2pi
∂∂¯ϕ
=
∫
|w|≤b
√
logN
N
log
[
1− PN(p+ w, p)2
]
ψ(w) Ω0(w) +O(N
−m−2)
= N−m
∫
|u|≤b√logN
log
[
1− PN
(
p+
u√
N
, p
)2]
ψ
(
u√
N
)
Ω(u) +O(N−m−2) . (32)
RANDOM ZEROS ON COMPLEX MANIFOLDS 15
Let
ΛN(z, p) = − logPN(z, p) . (33)
so that
log
(
1− PN(z, p)2
)
= Y ◦ ΛN(z, p) , (34)
where
Y (λ) := log(1− e−2λ) for λ > 0. (35)
By (13)–(14),
ΛN
(
p+
u√
N
, p
)
= 1
2
|u|2 + R˜N(u) , (36)
where
R˜N(u) = − log[1 +RN(u, 0)] = O(|u|2N−1/2+ε) for |u| < b
√
logN . (37)
We note that
0 < −Y (λ) = − log(1− e−2λ) ≤
(
1 + log+
1
λ
)
, (38)
Y ′(λ) =
2
e2λ − 1 ≤
1
λ
, for λ > 1 . (39)
Hence by (34)–(39),
log
[
1− PN
(
p+
u√
N
, p
)2]
= log
(
1− e−|u|2
)
+O(N−1/2+ε) for |u| < b
√
logN . (40)
Since ψ
(
u√
N
)
= ψ(0) +O
(
u√
N
)
, we then have
log
[
1− PN
(
p+
u√
N
, p
)2]
ψ
(
u√
N
)
= ψ(0) log
(
1− e−|u|2
)
+O(N−1/2+ε)
+
1√
N
O
(
|u| | log(1− e−|u|2)|
)
for |u| < b
√
logN .
Since O
(
(logN)mN−1/2+ε
)
= O(N−1/2+2ε) and |u| log(1 − e−|u|2) ∈ L1(Cm), we conclude
that∫
|u|≤b√logN
log
[
1− PN
(
p+
u√
N
, p
)2]
ψ
(
u√
N
)
Ω0(u)
= ψ(0)
∫
|u|≤b√logN
log
[
1− e−|u|2
]
Ω0(u) +O(N
−1/2+ε).
We note that∫
|u|≥b√logN
log
[
1− e−|u|2
]
Ω0(u) =
2pim
(m− 1)!
∫ +∞
b
√
logN
log(1− er2)r2m−1 dr = O
(
N−b
2/2
)
.
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Since b > 1, we then have∫
|u|≤b√logN
log
[
1− PN
(
p+
u√
N
, p
)2]
ψ
(
u√
N
)
Ω0(u)
= ψ(0)
∫
Cm
log
[
1− e−|u|2
]
Ω0(u) +O(N
−1/2+ε). (41)
Combining (30), (32) and (41), we have(
E(Zs : s(p) = 0), ϕ
)
= (EZs, ϕ) +N
−mψ(0)
∫
Cm
log
[
1− e−|u|2
]
Ω0(u) +O(N
−m−1/2+ε) .
(42)
We note that
ψ(0) =
1
2pi
i∂∂¯ϕ(p)
ΩM(p)
(43)
and ∫
Cm
log
[
1− e−|u|2
]
Ω0(u) =
2pim
(m− 1)!
∫ +∞
0
log(1− e−r2)r2m−1 dr
=
pim
(m− 1)!
∫ +∞
0
log(1− e−t)tm−1 dt
= − pi
m
(m− 1)!
+∞∑
n=1
∫ +∞
0
e−nt
n
tm−1 dt
= − pi
m
(m− 1)!
+∞∑
n=1
(m− 1)!
nm+1
= −pim ζ(m+ 1) . (44)
The the one-point case (k = 1) of Theorem 1 follows by substituting (43)–(44) into (42).

4.2. The multi-point case. We now condition on vanishing at k points p1, . . . , pk.
Proof. We let HVN ⊂ H0(M,LN) denote the space of holomorphic sections vanishing at the
points p1, . . . , pk. Let Φ
pj
N be the coherent state at pj (given by (24)–(25)) for j = 1, . . . , k.
By (26), a section s ∈ H0(M,LN) vanishes at pj if and only if s is orthogonal to ΦpjN . Thus
H0(M,LN) = HVN ⊕ Span{ΦpjN }. Let
T : H0(M,LN)→ LNp1 ⊕ · · · ⊕ LNpk , s 7→ s(p1)⊕ · · · s(pk) ,
so that kerT = HVN . By Lemma 3.8, the conditional expectation is given by
EN
(
Zs
∣∣s(p1) = · · · = s(pk) = 0) = i
2pi
∂∂¯ log ‖ΠVN(z, z)‖hN +
N
pi
ωh , (45)
where ΠVN is the conditional Szego˝ kernel for the projection onto Π
V
N . We let Π
⊥
N(z, w) denote
the kernel for the orthogonal projection onto (HVN )
⊥ = Span{ΦpjN }, so that
ΠVN(z, w) = ΠN(z, w)− Π⊥N(z, w) . (46)
RANDOM ZEROS ON COMPLEX MANIFOLDS 17
Recalling (24)–(25), we have
〈
ΦpiN ,Φ
pj
N
〉
e⊗Npi ⊗ e⊗Npj =
〈∑
α S
N
α (z)⊗ SNα (pi) ,
∑
β S
N
β (z)⊗ SNβ (pj)
〉
‖ΠN(pi, pi)‖1/2hN ‖ΠN(pj, pj)‖
1/2
hN
=
ΠN(pi, pj)
‖ΠN(pi, pi)‖1/2hN ‖ΠN(pj, pj)‖
1/2
hN
,
and therefore by (12), ∣∣〈ΦpiN ,ΦpjN 〉∣∣ = PN(pi, pj) = δji +O(N−∞) . (47)
In particular the ΦjN are linearly independent, for N  0. Let〈
ΦpiN ,Φ
pj
N
〉
= δji +Wij .
By (47), Wij = O(N
−∞). Let us now replace the basis {ΦpjN } of (HVN )⊥ by an orthonormal
basis {ΨjN}, and write
ΨiN =
k∑
j=1
Aij Φ
pj
N .
Then
δji =
〈
ΨiN ,Ψ
j
N
〉
=
∑
α,β
〈AiαΦpα , AjβΦpβ〉 =
∑
α,β
AiαAjβ(δ
β
α +Wαβ) ,
or I = A(I +W )A∗.
We have
Π⊥N(z, z) =
∑
ΨjN(z)⊗ΨjN(z) =
∑
j,α,β
AjαAjβΦ
pα
N ⊗ ΦpβN =
∑
jβ
BαβΦ
pα
N ⊗ ΦpβN ,
where
B = tAA = t(A∗A) = t(I +W )−1 = I +O(N−∞) . (48)
The final equality in (48) follows by noting that
‖W‖HS = η < 1 =⇒ ‖(I+W )−1−I‖HS = ‖W−W 2+W 3+· · · ‖HS ≤ η+η2+η3+· · · = η
1− η ,
where ‖W‖HS = [Trace(WW ∗)]1/2 denotes the Hilbert-Schmidt norm. Therefore
‖Π⊥N(z, z)‖ =
k∑
j=1
‖ΦpjN (z)‖2 +O(N−∞) .
Repeating the argument of the 1-point case, we then obtain
EN
(
Zs
∣∣s(p1) = · · · = s(pk) = 0) = (ENZs, ϕ) + log (1−∑PN(z, pj)2)+O(N−∞). (49)
It suffices to verify the theorem in a neighborhood of an arbitrary point z0 ∈ M . If z0 6∈
{p1, . . . , pk}, then log (1−
∑
PN(z, pj)
2) = O(N−∞) in a neighborhood of z0, and the formula
trivially holds. Now suppose z0 = p1, for example. Then
log
(
1−
∑
PN(z, pj)
2
)
= log
(
1− PN(z, p1)2
)
+O(N−∞)
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near p1 and the conclusion holds there by the computation in the 1-point case. 
5. Proof of Theorem 2: The scaled conditional expectation
In this section we shall prove Theorem 2 together with the following analogous result on
the scaling asymptotics of conditional expected zero currents of dimension ≥ 1:
Theorem 5.1. Let 1 ≤ k ≤ m − 1. Let (L, h) → (M,ωh) and (H0(M,LN), γNh ) be as in
Theorem 1. Let p ∈ M , and choose normal coordinates z = (z1, . . . , zm) : M0, p→ Cm, 0 on
a neighborhood M0 of p. Let τN =
√
N z : M0 → Cm be the scaled coordinate map. Then for
a smooth test form ϕ ∈ Dm−k,m−k(Cm), we have(
KNk (z|p), τ ∗Nϕ
)
=
∫
Cmr{0}
ϕ ∧
(
i
2pi
∂∂¯
[
log(1− e−|u|2) + |u|2
])k
+ O(N−1/2+ε) ,
and thus
τN∗
(
KNk (z|p)
)
→ K∞km(u|0) :=
(
i
2pi
∂∂¯
[
log(1− e−|u|2) + |u|2
])k
,
where u = (u1, . . . , um) denotes the coordinates in Cm.
Just as in Theorem 2, K∞km(u|0) is the conditional expected zero current of k independent
random functions in the Bargmann-Fock ensemble on Cm.
To prove Theorems 2 and 5.1, we first note that by (11) and Proposition 3.9, we have
KN1 (z|p) =
i
2pi
∂∂¯ log ‖ΠN(z, z)‖hN + i2pi∂∂¯ log
(
1− PN(z, p)2
)
+
N
pi
ωh
=
N
pi
ωh +
i
2pi
∂∂¯ log
(
1− PN(z, p)2
)
+O(N−1) . (50)
In normal coordinates (z1, . . . , zm) about p, we have
ωh =
i
2
∑
gjldzj ∧ dz¯l , gjl(z) = δlj +O(|z|). (51)
Changing variables to uj =
√
Nzj gives
N
pi
ωh =
i
2pi
∑
gjl
(
u√
N
)
duj ∧ du¯l = i
2pi
∂∂¯|u|2 +
∑
O(|u|N−1/2) duj ∧ du¯l . (52)
We can now easily verify the one dimensional case of Theorem 2: Let m = 1. By (40),
(50) and (52), we have(
KN1 (z|p), τ ∗Nϕ
)
=
i
2pi
∫
C
[
log(1− e−|u|2) + |u|2
]
∂∂¯ϕ+O(N−1/2+ε)
for a smooth test function ϕ ∈ D(C). By Green’s formula,∫
|u|>ε
[
log(1− e−|u|2) + |u|2
]
∂∂¯ϕ =
∫
|u|>ε
ϕ∂∂¯
[
log(1− e−|u|2) + |u|2
]
− iε
2
1− e−ε2
∫
|u|=ε
ϕdθ +O(ε log ε)
→
∫
C
ϕ∂∂¯
[
log(1− e−|u|2) + |u|2
]
− 2pii ϕ(0) ,
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which yields Theorem 2 for k = m = 1.
For the dimension m > 1 cases, we first derive some pointwise formulas on M r {p}: Let
ΛN(z) = ΛN(z, p) = − logPN(z, p). Recalling (34), we have
∂∂¯ log
(
1− PN(z, p)2
)
= ∂∂¯(Y ◦ ΛN) = Y ′′(ΛN) ∂ΛN ∧ ∂¯ΛN + Y ′(ΛN) ∂∂¯ΛN
= − 4 e
−2ΛN
(1− e−2ΛN )2 ∂ΛN ∧ ∂¯ΛN +
2
e2ΛN − 1 ∂∂¯ΛN .
By (14) and (36)–(37), we have
ΛN =
1
2
|u|2+O(|u|2N−1/2+ε) , ∂ΛN
∂u¯j
= 1
2
uj+O(|u|N−1/2+ε) , ∂
2ΛN
∂uj∂u¯l
= 1
2
δlj+O(N
−1/2+ε) .
Thus
∂¯ΛN =
1
2
∑[
uj +O(|u|N−1/2+ε)
]
du¯j ,
and
∂∂¯ΛN =
(
1
2
∂∂¯|u|2 +
∑
cjlduj ∧ du¯l
)
, cjl = O(N
−1/2+ε).
Since Y (j)(λ) = O(λ−j) for 0 < λ < 1, we then have
∂¯ log
(
1− PN(z, p)2
)
=
[
Y ′(1
2
|u|2) +O(|u|−2N−1/2+ε)][1
2
∂¯|u|2 +
∑
O(|u|N−1/2+ε)du¯j
]
=
1
e|u|2 − 1 ∂¯|u|
2 +
∑
O(|u|−1N−1/2+ε) du¯j , (53)
∂∂¯ log
(
1− PN(z, p)2
)
= − e
−|u|2
(1− e−|u|2)2 ∂|u|
2 ∧ ∂¯|u|2 + 1
e|u|2 − 1 ∂∂¯|u|
2
+
∑
O(|u|−2N−1/2+ε) duj ∧ du¯k
= ∂∂¯ log(1− e−|u|2) +
∑
O(|u|−2N−1/2+ε) duj ∧ du¯l , (54)
for 0 < |u| < b. Therefore by (50), (54) and (52),
KN1 (z|p) =
i
2pi
1
1− e−|u|2
[
− e
−|u|2
1− e−|u|2 ∂|u|
2 ∧ ∂¯|u|2 + ∂∂¯|u|2
]
+
∑
O(|u|−2N−1/2+ε) duj ∧ du¯k
=
i
2pi
∂∂¯
[
log(1− e−|u|2) + |u|2
]
+
∑
O(|u|−2N−1/2+ε) duj ∧ du¯l, (55)
for 0 < |u| < b.
We shall use the following notation: If R ∈ D′r(M) is a current of order 0 (i.e., its
coefficients are given locally by measures), we write R = Rsing+Rac, where Rsing is supported
on a set of (volume) measure 0, and the coefficients of Rac are in L
1
loc. We also let ‖R‖ denote
the total variation measure of R:
(‖R‖, ψ) := sup{|(R, η)| : η ∈ D2m−r(M), |η| ≤ ψ}, for ψ ∈ D(M) .
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Lemma 5.2. The conditional expected zero distributions are given by
KNk (z|p) =
[
i
2pi
∂∂¯ log ‖ΠN(z, z)‖hN + i2pi∂∂¯ log
(
1− PN(z, p)2
)
+
N
pi
ωh
]k
ac
for 1 ≤ k ≤ m− 1 ,
KNm (z|p) = δp +
[
i
2pi
∂∂¯ log ‖ΠN(z, z)‖hN + i2pi∂∂¯ log
(
1− PN(z, p)2
)
+
N
pi
ωh
]m
ac
.
In particular, the currents KNk (z|p) are smooth forms on M r {p} for 1 ≤ k ≤ m, and only
the top-degree current KNm (z|p) has point mass at p.
Proof. Let
T : H0(M,LN)k → (L⊗Np )k , (s1, . . . , sk) 7→ (s1(p), . . . , sk(p)) .
By Proposition 3.5 and Definition 3.10,(
KNk (z|p), ϕ
)
= E(γpN )k(Zs1,...,sk , ϕ) ,
for ϕ ∈ Dm−k,m−k(M r {p}), where γpN is the conditional Gaussian on HpN .
Next, we shall apply Proposition 2.2 in [SZ3] to show that
KNk (z|p) = E(γpN )k(Zs1,...,sk) =
[
EγpNZs
]∧k
=
[
KN1 (z|p)
]∧k
on M r {p} . (56)
We cannot apply Proposition 2.2 in [SZ3] directly, since all sections of HpN vanish at p by
definition, so HpN is not base point free. Instead, we shall apply this result to the blowup
M˜ of p. Let pi : M˜ → M be the blowup map, and let E = pi−1(p) denote the exceptional
divisor. Let L˜ → M˜ denote the pullback of L, and let O(−E) denote the line bundle over
M˜ whose local sections are holomorphic functions vanishing on E (see [GH, pp. 136–137]).
Thus we have isomorphisms
τN : H
p
N
≈→ H0(M˜, L˜N ⊗O(−E)) , τN(s) = s ◦ pi . (57)
(Surjectivity follows from Hartogs’ extension theorem; see, e.g., [GH, p. 7].)
Let Ip ⊂ OM denote the maximal ideal sheaf of {p}. From the long exact cohomology
sequence
· · · → H0(M,O(LN))→ H0(M,O(LN)⊗ (OM/I2p))→ H1(M,O(LN)⊗ I2p)→ · · ·
and the Kodaira vanishing theorem, it follows that H1(M,O(LN)⊗ I2p) = 0 and thus there
exist sections of LN with arbitrary 1-jet at p, for N sufficiently large (see, e.g., [SS, Theo-
rem (5.1)]). Therefore L˜N ⊗O(−E) is base point free.
We give H0(M˜, L˜N⊗O(−E)) the Gaussian measure γ˜N := τN∗γpN . By [SZ3, Prop. 2.1–2.2]
applied to the line bundle L˜N ⊗O(−E)→ M˜ and the space S = H0(M˜, L˜N ⊗O(−E)), we
have E(γ˜N )k (Zs˜1,...,s˜k) = (Eγ˜NZs˜1)
∧k (where the s˜j are independent random sections in S).
Equation (56) then follows by identifying M˜ r E with M r {p} and H0(M˜, L˜N ⊗ O(−E))
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with HpN . By equations (50) and (56), we then have
KNk (z|p) =
[
i
2pi
∂∂¯ log ‖ΠN(z, z)‖hN + i2pi∂∂¯ log
(
1− PN(z, p)2
)
+
N
pi
ωh
]k
on M r {p} , for 1 ≤ k ≤ m.
Since KNk (z|p) is a current of order 0, to complete the proof of the lemma it suffices to
show that
i) ‖KNk (z|p)‖({p}) = 0 for k < m,
ii) KNm (z|p)({p}) = 1.
We first verify (ii): Let {ϕn} be a decreasing sequence of smooth functions on M such that
0 ≤ ϕn ≤ 1 and ϕn → χ{p} as n→∞. We consider the random variables Xmn : (HNp )m → R
given by
Xmn (s) = (Zs, ϕn) , s = (s1, . . . , sm) .
Every m-tuple s ∈ (HpN)m has a zero at p by definition, and almost all s have only simple
zeros; therefore Xmn (s) → Zs({p}) = 1 a.s. Furthermore 1 ≤ Xmn (s) ≤ (Zs, 1) = Nmc1(L)m.
Therefore by dominated convergence,
KNm (z|p)({p}) = lim
n→∞
(KNm (z|p), ϕn) = lim
n→∞
∫
Xmn d(γ
p
N)
m =
∫
lim
n→∞
Xmn d(γ
p
N)
m = 1 .
To verify (i), we note that ‖KNk (z|p)‖ΩM ≤ CKNk (z|p)∧ωm−kh (where the constant C depends
only on k and m), and thus it suffices to show that
i′)
(
KNk (z|p) ∧ ωm−kh
)
({p}) = 0 for k < m.
For k < m, we let
Xkn(s) = (Zs ∧ ωm−kh , ϕn) ≤ pim−kNmc1(L)m , s = (s1, . . . , sk) ,
where ϕn is as before. But this time, X
k
n(s) =
∫
Zs
ϕnω
m−k
h → 0 a.s. Equation (i′) now
follows exactly as before. (Equation (i) is also an immediate consequence of Federer’s support
theorem for locally flat currents [Fe, 4.1.20].)

We now complete the proof of Theorem 5.1: By Lemma 5.2 and the asymptotic formula
(55), we have
KNk (z|p) = KNk (z|p)ac
=
[
i
2pi
∂∂¯ log ‖ΠN(z, z)‖hN + i2pi∂∂¯ log
(
1− PN(z, p)2
)
+
N
pi
ωh
]k
ac
=
(
i
2pi
)k [
− e
−|u|2
(1− e−|u|2)2 ∂|u|
2 ∧ ∂¯|u|2 + ∂∂¯|u|
2
(1− e−|u|2)
]k
+
∑
O(|u|−2kN−1/2+ε)duj1 ∧ dul1 ∧ · · · ∧ dujk ∧ dulk .
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Therefore,(
KNk (z|p) , τ ∗Nϕ
)
=
∫
M0r{p}
[
i
2pi
∂∂¯ log ‖ΠN(z, z)‖hN + i2pi∂∂¯ log
(
1− PN(z, p)2
)
+
N
pi
ωh
]k
∧ τ ∗Nϕ
=
(
i
2pi
)k ∫
Cmr{0}
[
− e
−|u|2
(1− e−|u|2)2 ∂|u|
2 ∧ ∂¯|u|2 + ∂∂¯|u|
2
(1− e−|u|2)
]k
∧ ϕ
+ N−1/2+ε‖ϕ‖∞
∫
Supp (ϕ)
O(|u|−2k) (i∂∂¯|u|2)m , (58)
which verifies Theorem 5.1. 
To prove Theorem 2, we need to integrate by parts, since if k = m, the integral in the last
line of (58) does not a priori converge. To begin the proof, by Lemma 5.2 we have(
KNm (z|p) , ϕ ◦ τN
)
= ϕ(0)
+
∫
M0r{p}
ϕ
(√
N z
) [ i
2pi
∂∂¯ log ‖ΠN(z, z)‖hN + i2pi∂∂¯ log
(
1− PN(z, p)2
)
+
N
pi
ωh
]m
. (59)
Writing
ωh =
i
2
∂∂¯ρ , ρ(z) = |z|2 +O(|z|3) , (60)
we then have (
KNm (z|p) , ϕ ◦ τN
)
= ϕ(0) +
∫
Cmr{0}
ϕ ·
(
i
2pi
∂∂¯fN
)m
, (61)
where
fN(u) = log
∥∥∥∥ΠN ( u√N , u√N
)∥∥∥∥
hN
−m log(N/pi) + log
(
1− PN
(
u√
N
, 0
)2)
+Nρ
(
u√
N
)
.
By (11), (40) and (60),
fN(u) = log
(
1− e−|u|2
)
+ |u|2 +O(N−1/2+ε) . (62)
Again recalling (55), we have
∂∂¯fN = − e
−|u|2
(1− e−|u|2)2 ∂|u|
2 ∧ ∂¯|u|2 + ∂∂¯|u|
2
(1− e−|u|2) +O(|u|
−2N−1/2+ε) . (63)
We now integrate (61) by parts. Let
αN = fN (∂∂¯fN)
m−1 . (64)
Then for δ > 0,∫
|u|>δ
ϕ∂∂¯αN =
∫
|u|>δ
αN ∧ ∂∂¯ϕ+ i
2
∫
|u|=δ
(ϕdcαN − αN ∧ dcϕ) , (65)
where dc = i(∂¯ − ∂). By (62)–(64),
αN = α∞ +O
(|u|−2m+2 log(|u|+ |u|−1)N−1/2+ε) , (66)
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where
α∞ =
[
log(1− e−|u|2) + |u|2
]{
∂∂¯
[
log(1− e−|u|2) + |u|2
]}m−1
=
[
log(1− e−|u|2) + |u|2
] [
− e
−|u|2
(1− e−|u|2)2 ∂|u|
2 ∧ ∂¯|u|2 + ∂∂¯|u|
2
(1− e−|u|2)
]m−1
.
In particular,
αN = O
(|u|−2m+2 log(|u|+ |u|−1)) , (67)
and therefore
lim
δ→0
∫
|u|=δ
αN ∧ dcϕ = 0 .
Futhermore, by (53) and (63),
dcαN =
dc|u|2 ∧ (∂∂¯|u|2)m−1
(1− e−|u|2)m +O
(|u|−2m+1N−1/2+ε) .
Therefore,(
i
2pi
)m
i
2
∫
|u|=δ
ϕdcαN = − δ · δ
2m−1
(1− e−δ2)mAverage|u|=δ(ϕ) +O(N
−1/2+ε) sup
|u|=δ
|ϕ|
→ −ϕ(0) [1 +O(N−1/2+ε)] .
Thus,(
i
2pi
)m ∫
Cmr{0}
ϕ∂∂¯αN =
(
i
2pi
)m ∫
Cmr{0}
αN ∂∂¯ϕ− ϕ(0)
[
1 +O(N−1/2+ε)
]
. (68)
(Remark: In fact, it follows from Demailly’s comparison theorem for generalized Lelong
numbers [Dem, Theorem 7.1], applied to the plurisubharmonic functions fN(u) and log |u|2
and closed positive current T = 1, that the two measures im∂∂¯αN and i
m∂∂¯ log |u|2 impart
the same mass to the point 0, and therefore we have the precise identity(
i
2pi
)m ∫
Cmr{0}
ϕ∂∂¯αN =
(
i
2pi
)m ∫
Cmr{0}
αN ∂∂¯ϕ− ϕ(0) .
However, (68) suffices for our purposes.)
Combining (61), (66) and (68),(
KNm (z|p) , ϕ ◦ τN
)
=
(
i
2pi
)m ∫
Cmr{0}
αN ∂∂¯ϕ+O(N
−1/2+ε)
=
(
i
2pi
)m ∫
Cmr{0}
α∞ ∂∂¯ϕ+O(N−1/2+ε).
Repeating the integration by parts argument using α∞ (or by the above comparison the-
orem of Demailly [Dem]), we conclude that(
i
2pi
)m ∫
Cmr{0}
ϕ∂∂¯α∞ =
(
i
2pi
)m ∫
Cmr{0}
α∞ ∂∂¯ϕ− ϕ(0) .
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Therefore(
KNm (z|p) , ϕ ◦ τN
)
= ϕ(0) +
(
i
2pi
)m ∫
Cmr{0}
ϕ∂∂¯α∞ +O(N−1/2+ε)
= ϕ(0) +
(
i
2pi
)m ∫
Cmr{0}
ϕ(u)
{
∂∂¯
[
log(1− e−|u|2) + |u|2
]}m
+O(N−1/2+ε) ,
which completes the proof of Theorem 2. 
6. Comparison of pair correlation density and conditional density
We conclude with further discussion of the comparison between the pair correlation func-
tion and conditional Gaussian density of zeros.
6.1. Comparison in dimension one. We now explain the sense in which the pair cor-
relation KN1m(p)
−2KN2m(z, p) of [BSZ1, BSZ2] may be viewed as a conditional probability
density.
We begin with the case of polynomials, i.e. M = CP1. The possible zero sets of a random
polynomial form the configuration space
(CP1)(N) = SymNCP1 := CP1 × · · · × CP1︸ ︷︷ ︸
N
/SN
of N points of CP1, where SN is the symmetric group on N letters. We define the joint
probability current of zeros as the pushforward
~KNN (ζ1, . . . , ζN) := D∗γNh (69)
of the Gaussian measure on the space PN of polynomials of degree N under the ‘zero set’ map
D : PN → (CP1)(N) taking sN to its zero set. An explicit formula for it in local coordinates
is
~KNN (ζ1, . . . , ζN) =
1
ZN(h)
|∆(ζ1, . . . , ζN)|2d2ζ1 · · · d2ζN(∫
CP1
∏N
j=1 |(z − ζj)|2e−Nϕ(z)dν(z)
)N+1 , (70)
where ZN(h) is a normalizing constant. We refer to [ZZ] for further details.
As in [Dei, §5.4, (5.39)], the pair correlation function is obtained from the joint probability
distribution by integrating out all but two variables. If we fix the second variable of KN21(z, p)
at p and divide by the density KN11(p) of zeros at p, we obtain the same density as if we fixed
the first variable ζ1 = p of the density of ~K
N
N (ζ1, . . . , ζN), integrated out the last N − 2
variables and divided by the density at p. But fixing ζ1 = p and dividing by K
N
11(p)d2ζ1 is
the conditional probability distribution of zeros defined by the random variable ζ1. Thus
in dimension one, KN11(p)
−2KN21(z, p) is the conditional density of zeros at z given a zero
at p if we condition using ζ1 = p in the configuration space picture. This use of the term
‘conditional expectation of zeros given a zero at p’ can be found, e.g. in [So].
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6.2. Comparison in higher dimensions. The above configuration space approach is dif-
ficult to generalize to higher dimensions and full systems of polynomials. In particular, it
is difficult even to describe the configuration of joint zeros of a system as a subset of the
symmetric product. Indeed, the number of simultaneous zeros of m sections is almost surely
c1(L)
mNm so the variety CN of configurations of simultaneous zeros is a subvariety of the
symmetric product M (c1(L)
mNm). Since CN is the image of the zero set map
D : G(m,H0(N,LN))→M (c1(L)mNm)
from the Grassmannian of m-dimensional subspaces of H0(N,LN), its dimension (given by
the Riemann-Roch formula) is quite small compared with the dimension of the symmetric
product:
dimCN =
c1(L)
m
(m− 1)!N
m +O(Nm−1) ∼ 1
m!
dimM (c1(L)
mNm) .
Under the zero set map, the probability measure on systems pushes forward to CN , but to
our knowledge there is no explicit formula as (70).
We now provide an intuitive and informal comparison of the two scaling limits without
using our explicit formulas. Let Bδ(p) ⊂ Cm be the ball of radius δ around p, let s =
(s1, . . . , sm) be an m-tuple of independent random sections in H
0(M,LN), and let Prob
denote the probability measure (γNh )
m on the space of m-tuples s. We define the events,
Upδ = {s : s has a zero in Bδ(p)}, U qε = {s : s has a zero in Bε(q)}.
Now the probability interpretation of the pair correlation function is based on the fact
that, as δ, ε→ 0, ∫
Bδ(P )×Bε(q)
E
[
Zs(z)Zs(w)
]
= Prob(Upδ ∩ U qε )
[
1 + o(1)
]
,
since the probability of having two or more zeros in a small ball is small compared with the
probability of having one zero.
It follows that
lim
ε,δ→0
1
Vol(Bδ(p))× Vol(Bε(q))Prob(U
p
δ ∩ U qε ) = K∞2mm(p, q).
Similarly,
lim
δ→0
Prob(Upδ ) '
1
VolBδ(p)
∫
Bδ(p)
EZs(z) = K
∞
1mm(p).
Hence, as ε, δ → 0,
Prob(U qε |Upδ ) '
(∫
Bδ(p)×Bε(q) EZs(z)Zs(w)
)
(∫
Bδ(p)
EZs(z)
) =
(∫
Bδ(p)×Bε(q) K
∞
2mm(z, w)
)
(∫
Bδ(p)
K∞1mm(z)
) ,
so that
lim
ε,δ→0
1
VolBε(q)
Prob(U qε |Upδ ) =
K∞2mm(p, q)
K∞1mm(p)
.
By comparison,
K∞1 (q|p) = lim
ε→0
1
VolBε(q)
Prob(U qε | s(p) = 0) = lim
ε,δ→0
1
VolBε(q)
Prob(U qε ∩ Fpδ )
Prob(Fpδ )
,
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where
Fpδ =
{
(s1, . . . , sm :
(∑
|sj(p)|2hN
)1/2
< δ
}
.
Thus, the difference between the Gaussian conditional density and the pair correlation
density corresponds to the difference between the family of systems Fpδ and the family of
systems Upε . This comparison of the pair correlation density and the Gaussian conditional
density shows that in a probabilistic sense, the conditions ‘s(p) is small’ and ‘s has a zero
near p’ are mutually singular.
6.3. Comparison of the conditional expectation and pair correlation in codimen-
sion 1. We take a different approach to comparing KN1 (z|p) and KN21(z, p): The scaling
asymptotics of KN1 (z|p) and KN21(z, p) are both given by universal expressions in the normal-
ized Szego˝ kernel or two-point function PN(z, w) (defined in (10)). This is to be expected
since the two-point function is the only invariant of a Gaussian random field. Indeed, Propo-
sition 3.9 says that
KN1 (z|p) = EN
(
Zs
)
+
1
2pi
(i∂∂¯)z Y (− logPN(z, p)) , (71)
where Y (λ) = log(1− e−2λ) (recall (35)).
We now review the approach to the pair correlation current KN21(z, p) given in [SZ3]. The
pair correlation current of zeros Zs is given by EN
(
Zs  Zs
)
, and the variance current is
given by
VarN
(
Zs
)
:= EN
(
Zs  Zs
)− EN(Zs) EN(Zs) ∈ D′2k,2k(M ×M). (72)
Here we write
S  T = pi∗1S ∧ pi∗2T ∈ D′p+q(M ×M) , for S ∈ D′p(M), T ∈ D′q(M) ,
where pi1, pi2 : M ×M →M are the projections to the first and second factors, respectively.
In [SZ3], the first two authors gave a pluri-bipotential for the variance current in codimen-
sion one, i.e. a function QN ∈ L1(M ×M) such that
VarN
(
Zs
)
= (i∂∂¯)z (i∂∂¯)wQN(z, w) . (73)
The bipotential QN : M ×M → [0,+∞) is given by
QN(z, w) = G˜(PN(z, w)) , G˜(t) = − 1
4pi2
∫ t2
0
log(1− s)
s
ds . (74)
The analogue to (71) for the pair correlation current can be written
KN21(z, p) = EN
(
Zs  Zs
)
= EN
(
Zs
)
 EN
(
Zs
)
+ ∂∂¯z∂∂¯pF (− logPN(z, p)), (75)
where F is the anti-derivative of the function 1
2pi2
Y :
F (λ) = G˜(e−λ) = − 1
2pi2
∫ ∞
λ
log(1− e−2s) ds , λ ≥ 0 (76)
That is, 1
2pi2
Y (− logPN(z, p)) is the relative potential between the conditioned and uncondi-
tioned distribution of zeros, while F (− logPN(z, p)) is the relative bi-potential for the pair
correlation current EN
(
Zs  Zs
)
.
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