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ON A CERTAIN METAPLECTIC EISENSTEIN SERIES AND THE TWISTED
SYMMETRIC SQUARE L-FUNCTION
SHUICHIRO TAKEDA
Abstract. In our earlier paper, based on a paper by Bump and Ginzburg, we used an Eisenstein
series on the double cover of GL(r) to obtain the integral representation of the twisted symmetric
square L-function of GL(r). Using that, we showed that the (incomplete) twisted symmetric square
L-function of GL(r) is holomorphic for Re(s) > 1. In this paper, we will determine the possible poles
of this Eisenstein series more precisely and show that the (incomplete) twisted symmetric square
L-function is entire except possible simple poles at s = 0 and s = 1.
1. Introduction
Let π ∼= ⊗′vπv be an irreducible cuspidal automorphic representation of GLr(A) and χ a unitary
Hecke character on A×, where A is the ring of adeles over a number field F . By the local Langlands
correspondence by Harris-Taylor [HT] and Henniart [He], each πv corresponds to an r-dimensional
representation rec(πv) of the Weil-Deligne group WDFv of Fv. We can also consider the twist of
rec(πv) by χv, namely,
rec(πv)⊗ χv :WDFv → GLr(C),
where χv is viewed as a character of WDFv via local class field theory. Now for each homomorphism
ρ : GLr(C)→ GLN (C),
one can associate the local L-factor Lv(s, πv, ρ ◦ rec(πv)⊗χv) of Artin type. Then one can define the
automorphic L-function by
L(s, π, ρ⊗ χ) :=
∏
v
Lv(s, πv, ρ ◦ rec(πv)⊗ χv).
In particular in this paper, we consider the case where ρ is the symmetric square map
Sym2 : GLr(C)→ GL 1
2 r(r+1)
(C),
namely we consider the twisted symmetric square L-function L(s, π, Sym2 ⊗ χ). By the Langlands-
Shahidi method, it can be shown that the L-function L(s, π, Sym2 ⊗ χ) admits meromorphic contin-
uation and a functional equation. (See [Sh1, Theorem 7.7].)
The Langlands-Shahidi method, however, is unable to determine the locations of the possible poles
of L(s, π, Sym2 ⊗ χ). The main theme of this paper is to determine them though we consider only
the incomplete L-function LS(s, π, Sym2 ⊗ χ). To be more specific, let S be a finite set of places
that contains all the archimedean places and non-archimedean places where π or χ ramifies. For
v /∈ S, each πv is parameterized by a set of r complex numbers {αv,1, . . . , αv,r} known as the Satake
parameters. Then we have
Lv(s, πv, Sym
2 ⊗ χv) =
∏
i≤j
1
(1− χv(̟v)αv,iαv,jq
−s
v )
,
1
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where ̟v is the uniformizer of Fv and qv is the order of the residue field, and we set
LS(s, π, Sym2 ⊗ χ) =
∏
v/∈S
Lv(s, πv, Sym
2 ⊗ χv).
As our main theorem (Theorem 7.1) we will prove
Theorem. Let π be a cuspidal automorphic representation of GLr(A) with unitary central charac-
ter ωpi and χ a unitary Hecke character. Then the incomplete twisted symmetric square L-function
LS(s, π, Sym2 ⊗ χ) is holomorphic everywhere except that it has a possible pole at s = 0 and s = 1.
Moreover there is no pole if χrω2pi 6= 1. (Here the set S can be taken to be exactly the finite set of
places containing all the archimedean places, places dividing 2, and the non-archimedean places where
π or χ is ramified.)
Indeed, in our previous work ([T1]), which is based on the work by Bump and Ginzburg ([BG]),
which is in turn based on works of various people such as Patterson and Piatetski-Shapiro ([PP]), Gel-
bart and Jacquet ([GJ]) and most originally Shimura ([Shi]), we showed the L-function LS(s, π, Sym2⊗
χ) is holomorphic for Re(s) > 1. (Actually what we showed in [T1] is slightly more than this. See
[T1] for more details.) In [T1], however, we were unable to show the holomorphy for Re(s) < 1. This
was because we were unable to determine the locations of possible poles of certain Eisenstein series on
the metaplectic double cover G˜Lr of GLr for all s ∈ C. For the sake of explaining it, let us assume r
is odd here. Then in [T1], the twisted symmetric square L-function LS(s, π, Sym2⊗χ) is represented
by Rankin-Selberg integrals of the form
Z(φ,Θ, f s) =
∫
Z(A) GLr(F )\GLr(A)
φ(g)θ(κ(g))E(κ(g), s; f s) dg,
where φ is a cusp form in π, Θ is an automorphic form on the twisted exceptional representation of
G˜Lr(A), and E(−, s; f s) is the Eisenstein series on G˜Lr(A) associated with the section f s in the global
induced space Ind
G˜Lr(A)
Q˜(A)
θ ⊗ δsQ, where Q is the (r − 1, 1)-parabolic of GLr and θ is the exceptional
representation of the Levi part G˜Lr−1(A)×˜G˜L1(A). (Those exceptional representations will be recalled
in later sections.) Then the holomorphy of the twisted symmetric square L-function can essentially
be reduced to the holomorphy of the normalized Eisenstein series
E∗(−, s; f s) = LS(r(2s +
1
2
)χrω2pi)E(−, s; f
s).
Indeed, the bulk of this paper is devoted to showing the following result on the normalized Eisenstein
series, which is Theorem 6.2 with the notation adjusted.
Theorem. The normalized Eisenstein series above is holomorphic for all s ∈ C except that if χrω2pi = 1
it has a possible simple pole at s = 14 and −
1
4 .
Let us note that the possible pole at s = 14 (resp. s = −
1
4 ) for the normalized Eisenstein series
gives the one at s = 1 (resp. s = 0) for the L-function.
Determination of the location of possible poles of (normalized) Eisenstein series (especially degen-
erate Eisenstein series for classical groups) has been done in various places such as [PSR, GPSR, KR,
Ik, Ji], and we essentially follow their approach, in which we determine possible poles of the Eisenstein
series by computing a constant term of the Eisenstein series and poles of intertwining operators. Our
Eisenstein series, however, is on the metaplectic group G˜Lr(A), which requires extra care, and for this
reason we have developed the theory of metaplectic tensor products for automorphic representations
in our earlier paper [T2].
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Even though the theory of metaplectic groups is an important subject in representation theory
and automorphic forms, it has an unfortunate history of numerous technical errors and as a result
published literatures in this area are often marred by those errors which compromise their reliability.
For this reason, we try to make this paper as self-contained as possible and supply as detailed proofs
as possible. In particular, we will not use any of the results in [BG] (though many of the ideas in this
paper are borrowed from [BG]) except one proposition ([BG, Proposition 7.3]) on G˜L2 for which the
proof there is detailed enough to be reliable.
The following is the structure of the paper. In the next section, we will recall the theory of the
metaplectic double cover G˜Lr of GLr both locally and globally and quote the results from [T2] on the
metaplectic tensor product, which will be needed in later sections. In Section 3, we recall the notion of
the exceptional representation on G˜Lr, which was originally developed in [KP] for the non-twisted case,
[B1] for the local twisted case, and finally in [T1] for the general case. The exceptional representation
is used to define our Eisenstein series. In Section 4, we define the induced representation that gives
rise to our Eisenstein series, and examine analytic properties of the intertwining operators on it, and
in Section 5 we will determine the possible poles of the (unnormalized) Eisenstein series for Re(s) ≥ 0.
Those two sections comprise the main part of the paper. Then in Section 6, we will determine the
possible poles of the normalized Eisenstein series. Finally in Section 7, we will give the main theorem
on the twisted symmetric square L-function.
Notations
Throughout the paper, F is a local field of characteristic zero or a number field. If F is a number
field, we denote the ring of adeles by A. Both locally and globally, we denote by OF the ring of
integers of F . For each algebraic group G over a global F , and g ∈ G(A), by gv we mean the vth
component of g, and so gv ∈ G(Fv).
If F is local, the symbol (−,−)F denotes the Hilbert symbol of F . If F is global, we let (−,−)A :=∏
v(−,−)Fv , where the product is finite. We sometimes write simply (−,−) for the Hilbert symbol
when there is no danger of confusion.
Throughout the paper we write
r =
{
2q
2q + 1
depending on the parity of r. For a partition r1 + · · ·+ rk = r of r, we let
M = GLr1 × · · · ×GLrk ⊆ GLr
and assume it is embedded diagonally as usual. Let P = P1 × · · · × Pk be a parabolic subgroup
of M where each Pi is a parabolic subgroup of GLri . Further assume that the Levi factor of Pi is
GLli1 × · · · ×GLlimi
, where li1 + · · ·+ l
i
mi = ri. Then we write
P = P r1,...,rk
l11,...,l
i
m1
,...,lk1 ,...,l
k
mk
namely the superscript indicates the ambient group M , and the subscript indicates the Levi part.
For example, P 2,r−3,11,1,r−3,1 means the parabolic subgroup of GL2×GLr−3×GL1 whose Levi part is
GL1×GL1×GLr−3×GL1. For the minimal parabolic of M , we write B
r1,...,rk , namely Br1,...,rk =
P r1,...,rk1,...,1 . Also if M = GLr, we usually omit the superscript and simply write Pl1,...,lm for the
(l1, . . . , lm)-parabolic of GLr. In particular B denotes the Borel subgroup of GLr. For a parabolic
subgroup P , we denote its Levi part byMP and unipotent radical by NP . We use the same convention
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for the subscripts and superscripts for the unipotent radical. For example, N2,r−21,1,r−2 denotes the
unipotent radical of the parabolic P 2,r−21,1,r−2.
For any group G and subgroup H ⊆ G, and for each g ∈ G, we define gH = gHg−1. Then for a
representation π of H , we define gπ to be the representation of gH defined by gπ(h′) = π(g−1h′g) for
h′ ∈ gHg−1.
For each r, we denote the r× r identity matrix by Ir . We let W be the set of all r× r permutation
matrices, so for each element w ∈ W each row and each column has exactly one 1 and all the other
entries are 0. The Weyl group of GLr is identified withW . Also for a LeviM = GLr1 × · · ·×GLrk , we
let WM be the subset of W that only permutes the GLri-blocks of M . Namely WM is the collection
of block matrices
WM := {(δσ(i),jIrj ) ∈W : σ ∈ Sk},
where Sk is the permutation group of k letters. ThoughWM is not a group in general, it is in bijection
with Sk. Accordingly we sometimes use the permutation notation for the Weyl group element. For
example, (12 . . . k) ∈ Sk corresponds to the longest element in WM .
We use the usual notation for the roots of GLr. Namely ei is the character on the maximum torus
defined by (t1, · · · , tr) 7→ ti. Then each root is of the form ei − ej and each positive root is of the
form ei − ej with i < j. Let P = MN be a parabolic subgroup whose Levi is M . We let ΦP (C) be
the C-vector space spanned by the roots of M . So in particular if M = GLr, then ΦP (C) ∼= Cr−1 and
each ν ∈ ΦP (C) is for the form ν = s1e1 + · · · + srer with s1 + · · · + sr = 0. We let ρP be half the
sum of the positive roots of M .
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2. The metaplectic double cover G˜Lr of GLr
In this section, we review the theory of the metaplectic double cover G˜Lr of GLr for both local and
global cases, which was originally constructed by Kazhdan and Patterson in [KP] and the metaplectic
tensor product for the Levi part developed by Mezo ([Me]) and the author ([T2]).
2.1. The local metaplectic double cover G˜Lr(F ). Let F be a (not necessarily non-archimedean)
local field of characteristic 0. In this paper, by the metaplectic double cover G˜Lr(F ) of GLr(F ), we
mean the central extension of GLr(F ) by {±1} as constructed in [KP] by Kazhdan and Patterson.
(Kazhdan and Patterson considered more general nth covers G˜L
(c)
r (F ) with a twist by c ∈ {0, . . . , n−1}.
But we only consider the non-twisted double cover, i.e. n = 2 and c = 0.) Later, Banks, Levy, and
Sepanski ([BLS]) gave an explicit description of a 2-cocycle
σr : GLr(F )×GLr(F )→ {±1}
which defines G˜Lr(F ) and shows that their 2-cocycle is “block-compatible”, by which we mean the
following property of σr: For the standard (r1, . . . , rk)-parabolic P of GLr, so that its Levi MP is of
the form GLr1 × · · · ×GLrk which is embedded diagonally into GLr, we have
(2.1) σr(
g1 . . .
gk
 ,
g
′
1
. . .
g′k
) = k∏
i=1
σri(gi, g
′
i)
∏
1≤i<j≤k
(det(gi), det(g
′
j))F ,
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for all gi, g
′
i ∈ GLri(F ) (see [BLS, Theorem 11, §3]), where (−,−)F is the Hilbert symbol for F .
The 2-cocycle of [BLS] generalizes the well-known cocycle given by Kubota [Kub] for the case r = 2.
Note that G˜Lr(F ) is not the F -rational points of an algebraic group, but this notation seems to be
standard.
We define σG˜Lr(F ) to be the group whose underlying set is
σG˜Lr(F ) = GLr(F )× {±1} = {(g, ξ) : g ∈ GLr(F ), ξ ∈ {±1}},
and the group law is defined by
(g1, ξ1) · (g2, ξ2) = (g1g2, σr(g1, g2)ξ1ξ2).
Since we would like to emphasize the cocycle being used, we write σG˜Lr(F ) instead of G˜Lr(F ).
To use the block-compatible 2-cocycle of [BLS] has obvious advantages. In particular, it can be
explicitly computed and, of course, it is block-compatible. However it does not allow us to construct
the global metaplectic cover G˜Lr(A). Namely one cannot define an adelic block-combatible 2-cocycle
simply by taking the product of the local block-combatible 2-cocycles over all the places. This can be
already observed for the case r = 2. (See [F, p.125].)
For this reason, we will use a different 2-cocycle τr which works nicely with the global metaplectic
cover G˜Lr(A). To construct such τr, first assume F is non-archimedean. It is known that an open
compact subgroup K splits in G˜Lr(F ), and moreover if the residue characteristic of F is odd, K =
GLr(OF ). (See [KP, Proposition 0.1.2].) Also for k, k
′ ∈ K, we have (det(k), det(k′))F = 1. Hence one
has a continuous map sr : GLr(F ) → {±1} such that σr(g, g
′)sr(g)sr(g
′) = sr(gg
′) for all g, g′ ∈ K.
Then define our 2-cocycle τr by
(2.2) τr(g, g
′) := σr(g, g
′)sr(g)sr(g
′)/sr(gg
′)
for g, g′ ∈ GLr(F ). If F is archimedean, we set τr = σr.
The choice of sr and hence τr is not unique. But there is a canonical choice with respect to the
splitting of K in the sense explained in [T2]. With this choice of sr, the section K →
σG˜Lr(F ) defined
by k 7→ (k, sr(k)) is what is called the canonical lift in [KP] which is denoted by κ
∗ there. Also if
r = 2, our choice of τ2 is equal to the cocycle denoted by β in [F], which can be shown to be block
compatible. Indeed, the restriction of τ2 to B
2×B2 where B2 is the Borel subgroup of GL2 coincides
with σ2.
Using τr, we realize G˜Lr(F ) to be
G˜Lr(F ) = GLr(F )× {±1},
as a set and the group law is given by
(g, ξ) · (g′, ξ′) = (gg′, τr(g, g
′)ξξ′).
Note that we have the exact sequence
0 // {±1} // G˜Lr(F )
p
// GLr(F ) // 0
given by the obvious maps, where we call p the canonical projection.
We define a set theoretic section
κ : GLr(F )→ G˜Lr(F ), g 7→ (g, 1).
Note that κ is not a homomorphism. But by our construction of the cocycle τr, κ|K is a homomorphism
if F is non-archimedean and K is a sufficiently small open compact subgroup, and moreover if the
residue characteristic is odd, one has K = GLr(OF ).
Also we define another set theoretic section
s : GLr(F )→ G˜Lr(F ), g 7→ (g, sr(g)
−1)
6 SHUICHIRO TAKEDA
where sr(g) is as above. We have the isomorphism
G˜Lr(F )→
σG˜Lr(F ), (g, ξ) 7→ (g, sr(g)ξ),
which gives rise to the commutative diagram
G˜Lr(F ) //
σG˜Lr(F )
GLr(F )
s
ee❏❏❏❏❏❏❏❏❏❏ g 7→(g,1)
99ssssssssss
of set theoretic maps, i.e. maps which are not necessarily homomorphisms. Also note that the
elements in the image s(GLr(F )) “multiply via σr” in the sense that for g, g
′ ∈ GLr(F ), we have
(2.3) (g, sr(g)
−1)(g′, sr(g
′)−1) = (gg′, σr(g, g
′)sr(gg
′)−1).
For a subgroup H ⊆ GLr(F ), whenever the cocycle σr is trivial on H ×H , the section s splits H
by (2.3). We often denote the image s(H) by H∗ or sometimes simply by H when it is clear from
the context. Particularly important is that by [BLS, Theorem 7 (f), §3], s splits NB, the unipotent
radical of the Borel subgroup B of GLr(F ), and accordingly we denote s(NB) by N
∗
B.
Assume F is non-archimedean of odd residue characteristic. By [KP, Proposition 0.I.3] we have
(2.4) κ|T∩K = s|T∩K , κ|W = s|W , κ|NB∩K = s|NB∩K ,
where W is the Weyl group and K = GLr(OF ). In particular, this implies sr|T∩K = sr|W =
sr|NB∩K = 1. Also note that sr(1) = 1.
Now assume F is any local field F . For each element w ∈W , we denote s(w) by w, which is equal
to (w, 1) if the residue characteristic of F is odd or F = C, when it is clear from the context. However
it is important to note that s does not split W if the residue characteristic of F is even or F = R.
Indeed, s splits W if and only if (−1,−1)F = 1.
Note that G˜L1 = GL1(F )× {±1}, where the product is the direct product, i.e. σ1 is trivial. (See
[BLS, Corollary 8, §3].) Also we define F˜× to be F˜× = F× × {±1} as a set but the product is
given by (a, ξ) · (a′, ξ′) = (aa′, (a, a′)F ξξ
′). (It is known that F˜× is isomorphic to G˜L1 if and only if
(−1,−1)F = 1. It is our understanding that this is due to J. Klose (see [KP, p.42]), though we do not
know where his proof is written. See [Ad] for a proof for a more general statement.)
For each subgroup H(F ) ⊆ GLr(F ), we denote the preimage p
−1(H(F )) of H(F ) via the canonical
projection p by H˜(F ) or sometimes simply by H˜ when the base field is clear from the context. We
call it the “metaplectic preimage” of H(F ).
If P is a parabolic subgroup of GLr whose Levi is MP = GLr1 × · · · ×GLrk , we often write
M˜P = G˜Lr1×˜ · · · ×˜G˜Lrk
for the metaplectic preimage of MP . One can check
P˜ = M˜PN
∗
P
and N∗P is normalized by M˜P . Hence if π is a representation of M˜P , one can consider the parabolically
induced representation IndG˜Lr
M˜PN∗P
π as usual by letting N∗P act trivially.
Next let
GL(2)r = {g ∈ GLr : det g ∈ F
×2},
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and G˜L
(2)
r its metaplectic preimage. Also we define
M
(2)
P = {
g1 . . .
gk
 ∈MP : det gi ∈ F×2}
and often denote its preimage by
M˜
(2)
P = G˜L
(2)
r1 ×˜ · · · ×˜G˜L
(2)
rk .
We write P (2) =M
(2)
P NP and denote its preimage by P˜
(2). Then we have
P˜ (2) = M˜
(2)
P N
∗
P .
Let us mention the following important fact. Let ZGLr ⊆ GLr be the center of GLr. Then the
preimage Z˜GLr , though abelian, is not the center of G˜Lr in general. It is the center only when
r = 2q + 1 or F = C. If r = 2q, the center Z
G˜Lr
is
Z
G˜Lr
= {(aIr, ξ) : a ∈ F
×2, ξ ∈ {±1}}.
From (2.1), one can compute
σr(aIr , a
′Ir) =
∏
1≤i<j≤r
(a, a′)F = (a, a
′)
1
2 r(r−1)
F .
Hence for either r = 2q or r = 2q+1, Z˜GLr is isomorphic to F˜
× if q is odd, and isomorphic to G˜L1 if
q is even. Also note that for r = 2q we have Z˜GLr ⊂ G˜L
(2)
r and it is the center of G˜L
(2)
r .
Let π be an admissible representation of a subgroup H˜ ⊆ G˜Lr. We say π is “genuine” if each
element (1, ξ) ∈ H˜ acts as multiplication by ξ. On the other hand, if π is a representation of H ,
one can always view it as a (non-genuine) representation of H˜ by pulling back π via the canonical
projection H˜ → H , which we denote by the same symbol π. In particular, for a parabolic subgroup
P , we view the modular character δP as a character on P˜ in this way.
2.2. The global metaplectic double cover G˜Lr(A). In this subsection we consider the global
metaplectic group. So we let F be a number field and A the ring of adeles. We shall define the 2-fold
metaplectic cover G˜Lr(A) of GLr(A). (Just like the local case, we write G˜Lr(A) even though it is not
the adelic points of an algebraic group.) The construction of G˜Lr(A) has been done in various places
such as [KP, FK].
First define the adelic 2-cocycle τr by
τr(g, g
′) :=
∏
v
τr,v(gv, g
′
v),
for g, g′ ∈ GLr(A), where τr,v is the local cocycle defined in the previous subsection. By definition of
τr,v, we have τr,v(gv, g
′
v) = 1 for almost all v, and hence the product is well-defined.
We define G˜Lr(A) to be the group whose underlying set is GLr(A)×{±1} and the group structure
is defined as in the local case, i.e.
(g, ξ) · (g′, ξ′) = (gg′, τr(g, g
′)ξξ′),
for g, g′ ∈ GLr(A), and ξ, ξ′ ∈ {±1}. Just as the local case, we have
0 // {±1} // G˜Lr(A)
p
// GLr(A) // 0,
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where we call p the canonical projection. Define a set theoretic section κ : GLr(A) → G˜Lr(A) by
g 7→ (g, 1).
It is well-known that GLr(F ) splits in G˜Lr(A). However the splitting is not via κ but via the
product of all the local sections sr,v. Namely one can define the map
s : GLr(F )→ G˜Lr(A), g 7→ (g, sr(g)
−1),
where
sr(g) :=
∏
v
sr,v(g)
makes sense for all g ∈ GLr(F ) and the splitting is implied by the “product formula” for the block-
compatible 2-cocycle.
Unfortunately, however, the expression
∏
v sr,v(gv) does not make sense for every g =
∏
v gv ∈
GLr(A) because one does not know whether sr,v(gv) = 1 for almsot all v. But whenever the product∏
v sr,v(gv) makes sense we denote the element (g,
∏
v sr,v(gv)
−1) by s(g). This defines a partial global
section s : GLr(A) → G˜Lr(A). It is shown in [T2] that the section s is defined and splits the groups
GLr(F ) and NB(A). Also s is defined, though not a homomorphism, on B(A) thanks to (2.4). And
the following will be used later
Lemma 2.5. For g ∈ GLr(F ) and n, n
′ ∈ NB(A), the section s is defined on ngn′, and moreover we
have
s(ngn′) = s(n)s(g)s(n′).
Proof. Let us first note that in [T1, Lemma 1.9], it is shown that both s(ng) and s(gn′) are defined
and moreover s(ng) = s(n)s(g) and s(gn′) = s(g)s(n′). Namely the lemma holds for n = 1 or n′ = 1.
Hence it suffices to show s(ngn′) is defined and s(ngn′) = s(n)s(gn′). But if sr(ngn
′) is defined,
sr(ngn
′) = σr(n, gn
′)sr(n)sr(gn
′)/τr(n, gn
′),
Note that here all of sr(n), sr(gn
′) and τr(n, gn
′) are defined. Moreover, locally σr(nv, gnv) = 1 for
all v by [BLS, Theorem 7, p.153]. Hence sr(ngn
′) is defined. Thus s(ngn′) is defined. Moreover, since
σr(n, gn
′) = 1, we have s(ngn′) = s(n)s(gn′). 
Analogously to the local case, if the partial global section s is defined on a subgroup H ⊆ GLr(A)
and s|H is a homomorphism, we denote the image s(H) by H
∗ or simply by H when there is no danger
of confusion.
We define the groups like G˜L
(2)
r (A), M˜
(2)
P (A), P˜
(2)(A), etc completely analogously to the local case.
Also A˜× is a group whose underlying set is A××{±1} and the group structure is given by the global
Hilbert symbol analogously to the local case. Also just like the local case, the preimage Z˜GLr(A) of
the center Z(A) is the center of G˜Lr(A) only if r = 2q+1. If r = 2q, then the center of G˜Lr(A) is the
set of elements of the form (aIr, ξ) where a ∈ A×2 and ξ ∈ {±1}, and Z˜GLr(A) is the center of only
G˜L
(2)
r (A).
Let π be a representation of H˜(A) ⊆ G˜Lr(A). Just like the local case, we call π genuine if
(1, ξ) ∈ H˜(A) acts as multiplication by ξ. If π is a genuine automorphic representation of G˜Lr(A),
then for each automorphic form f ∈ π we have f(g, ξ) = ξf(g, 1) for all (g, ξ) ∈ G˜Lr(A). Also any
representation of H(A) is viewed as a representation of H˜(A) by pulling it back by the canonical
projection p, which we also denote by π. In particular, this applies to the modular character δP for
each parabolic P (A).
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We can also describe G˜Lr(A) as a quotient of a restricted direct product of the groups G˜Lr(Fv)
as follows. Consider the restricted direct product
∏′
v G˜Lr(Fv) with respect to the groups κ(Kv) =
κ(GLr(OFv )) for all v with v ∤ 2 and v ∤∞. If we denote each element in this restricted direct product
by Πv(gv, ξv) so that gv ∈ Kv and ξv = 1 for almost all v, we have the surjection
(2.6) ρ :
∏
v
′
G˜Lr(Fv)→ G˜Lr(A), Πv(gv, ξv) 7→ (Πvgv,Πvξv).
This is a group homomorphism by our definition of G˜Lr(Fv) and G˜Lr(A). We have∏
v
′
G˜Lr(Fv)/ ker ρ ∼= G˜Lr(A),
where ker ρ consists of the elements of the form Πv(1, ξv) with ξv = −1 at an even number of v.
Suppose we are given a collection of irreducible admissible representations πv of G˜Lr(Fv) such that
πv is κ(Kv)-spherical for almost all v. Then we can form an irreducible admissible representation
of
∏′
v G˜Lr(Fv) by taking a restricted tensor product ⊗
′
vπv as usual. Suppose further that ker ρ acts
trivially on ⊗′vπv, which is always the case if each πv is genuine. Then it descends to an irreducible
admissible representation of G˜Lr(A), which we denote by ⊗˜
′
vπv, and call it the “metaplectic restricted
tensor product”. Let us emphasize that the space for ⊗˜
′
vπv is the same as that for ⊗
′
vπv. Conversely, if
π is an irreducible admissible representation of G˜Lr(A), it is written as ⊗˜
′
vπv where πv is an irreducible
admissible representation of G˜Lr(Fv), and for almost all v, πv is κ(Kv)-spherical. (To see it, view π
as a representation of the restricted product
∏′
v G˜Lr(Fv) by pulling it back by ρ and apply the usual
tensor product theorem for the restricted product, which gives ⊗′vπv, and it descends to ⊗˜
′
vπv.)
2.3. The block-compatibility for G˜Lr(A). We need to address an issue on the block-compatibility
of the global metaplectic double cover G˜Lr(A). As we already mentioned, one cannot define G˜Lr(A)
by using the block-compatible local cocycles σr, but instead one needs to introduce the cocycle τr
which is not known to be block-compatible. To get around it, one needs to introduce an intermediate
cocycle τP for each parabolic subgroup P .
Let P (A) ⊆ GLr(A) be a parabolic subgroup whose Levi part isMP (A) = GLr1(A)×· · ·×GLrk(A).
We define a 2-cocycle τP on MP (A) by
(2.7) τP (
g1 . . .
gk
 ,
g
′
1
. . .
g′k
) = k∏
i=1
τri(gi, g
′
i)
∏
1≤i<j≤k
(det(gi), det(g
′
j))A,
where (−,−)A is the global Hilbert symbol. We define the group
cM˜P (A) to be MP (A) × {±1} as a
set and the group law is given by this cocycle τP . Then it is shown in [T2] that
cM˜P ∼= M˜P .
Namely the cocycle τP is cohomologous to τr|MP (A)×MP (A).
2.4. The metaplectic tensor product. In this subsection, we assume F is either a number field or
a local field. Let P ⊆ GLr be a parabolic subgroup whose Levi part isMP = GLr1 × · · ·×GLrk . Given
irreducible admissible representations (or automorphic representations) π1, . . . , πk of G˜Lr1 , . . . , G˜Lrk ,
we would like to construct a representation of M˜P that can be called the “metaplectic tensor product”
of π1, . . . , πk. However unlike the non-metaplectic case, the construction is far from trivial, because
M˜P is not the direct product G˜Lr1 × · · · × G˜Lrk , and even worse there is no natural map between
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them. The construction of the metaplectic tensor product for the local case was carried out by Mezo
in [Me] and the global case was carried out by the author in [T2]. In what follows, we will briefly
recall this construction.
Assume F is local. Let π
(2)
i be an irreducible constituent of the restriction πi|G˜L(2)ri (F )
. Then the
(usual) tensor product π
(2)
1 ⊗ · · · ⊗ π
(2)
k , which is a representation of the direct product G˜L
(2)
r1 (F ) ×
· · · × G˜L
(2)
rk
(F ), descends to an irreducible admissible representation π
(2)
1 ⊗˜ · · · ⊗˜π
(2)
k of M˜
(2)
P (F ) =
G˜L
(2)
r1 (F )×˜ · · · ×˜G˜L
(2)
rk
(F ). Let ω be a character on the center Z
G˜Lr
(F ) such that ω agrees with
π
(2)
1 ⊗˜ · · · ⊗˜π
(2)
k on the overlap ZG˜Lr (F )∩ M˜
(2)
P (F ), so that we can extend π
(2)
1 ⊗˜ · · · ⊗˜ π
(2)
k to a rep-
resentation of Z
G˜Lr
(F )M˜
(2)
P (F ) by letting ZG˜Lr(F ) act by ω, which we denote by ω(π
(2)
1 ⊗˜ · · · ⊗˜π
(2)
k ).
Now extend it to a representation of some subgroup H˜(F ) ⊆ M˜P (F ), so that the induced represen-
tation Ind
M˜P (F )
H˜(F )
ω(π
(2)
1 ⊗˜ · · · ⊗˜ π
(2)
k ) is irreducible. Then Mezo has shown that this induced repre-
sentation is independent of all the choices made except the character ω. We denote this induced
representation by
πω := (π1 ⊗˜ · · · ⊗˜ πk)ω,
and call it the metaplectic tensor product of π1, . . . , πk with respect to the character ω. Moreover one
can show that the induced representation Ind
M˜P (F )
Z
G˜Lr
(F )M˜
(2)
P (F )
ω(π
(2)
1 ⊗˜ · · · ⊗˜π
(2)
k ) not only contains πω
but any of its constituent is (isomorphic to) πω. Let us mention that if r is even we have the situation
Z
G˜Lr
(F ) ⊆ M˜
(2)
P (F ), in which case there is no choice for ω and the metaplectic tensor product is
canonical and we sometimes write simply π1 ⊗˜ · · · ⊗˜ πk.
Next assume F is global, and assume all the πi are irreducible unitary automorphic representa-
tions of G˜Lri(A). Let π
(2)
i be an irreducible constituent of the representation of G˜L
(2)
ri (A) obtained
by restricting the automorphic forms in πi to G˜L
(2)
ri (A). One can construct an “automorphic rep-
resentation” π
(2)
1 ⊗˜ · · · ⊗˜ π
(2)
k analogously to the local case. Let ω be a Hecke character of ZG˜Lr(A)
such that ω agrees with π
(2)
1 ⊗˜ · · · ⊗˜ π
(2)
k on the overlap ZG˜Lr(A) ∩ M˜
(2)
P (A). Then essentially in the
analogous way to the local case, one can construct an automorphic representation πω of M˜P (A), which
is independent of all the choices made except ω, such that
πω = ⊗˜
′
vπωv ,
i.e. it is the restricted metaplectic tensor product of the local metaplectic tensor products πωv . Just
like the local case we write πω = (π1 ⊗˜ · · · ⊗˜ πk)ω.
In [T2] it is shown that the metaplectic tensor product behaves just like the usual tensor product
for the non-metaplectic case. First of all, the cuspidality and square-integrability are preserved.
Proposition 2.8. Assume F is global. If each πi is square-integrable modulo center (resp. cuspidal),
then the tensor product (π1 ⊗˜ · · · ⊗˜ πk)ω is square-integrable modulo center. (resp. cuspidal).
The metaplectic tensor product behaves as expected under the action of the Weyl group element.
Namely,
Proposition 2.9. Let w ∈ WM be a Weyl group element of GLr that only permutes the GLri-factors
of M . Namely for each (g1, . . . , gk) ∈ GLr1 × · · ·×GLrk , we have w(g1, . . . , gk)w
−1 = (gσ(1), . . . , gσ(k))
for a permutation σ ∈ Sk of k letters. Then both locally and globally, we have
w(π1 ⊗˜ · · · ⊗˜πk)ω ∼= (πσ(1) ⊗˜ · · · ⊗˜ πσ(k))ω ,
where the left hand side is the twist of (π1 ⊗˜ · · · ⊗˜ πk)ω by w.
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The metaplectic tensor product is compatible with parabolic induction.
Proposition 2.10. Both locally and globally, let P =MN ⊆ GLr be the standard parabolic subgroup
whose Levi part is M = GLr1 × · · · × GLrk . Further for each i = 1, . . . , k let Pi = MiNi ⊆ GLri be
the standard parabolic of GLri whose Levi part is Mi = GLri1 × · · · ×GLrili
. For each i, we are given
a representation
σi := (τi,1 ⊗˜ · · · ⊗˜ τi,li)ωi
of M˜i, which is given as the metaplectic tensor product of the representations τi,1, . . . , τi,li of G˜Lri1 , . . . , G˜Lrili
,
respectively. Assume that πi is an irreducible constituent of the induced representation Ind
G˜Lri
P˜i
σi.
Then the metaplectic tensor product
πω := (π1 ⊗˜ · · · ⊗˜ πk)ω
is an irreducible constituent of the induced representation
IndM˜
Q˜
(τ1,1 ⊗˜ · · · ⊗˜ τ1,l1 ⊗˜ · · · ⊗˜ τk,1 ⊗˜ · · · ⊗˜ τk,lk)ω,
where Q is the standard parabolic subgroup of M whose Levi part is M1 × · · · ×Mk. (Here “irre-
ducible constituent” can be replaced by “irreducible quotient” or “irreducible subrepresentation”, and
the analogous proposition still holds.)
The global metaplectic tensor product behaves nicely with restriction to a smaller Levi in the
following sense.
Proposition 2.11. Assume F is global.
(a) Let
M2 = GLr2 × · · · ×GLrk ⊆M = GLr1 ×GLr2 × · · · ×GLrk
be the natural embedding in the lower right corner. Then there exists a realization of the metaplectic
tensor product πω = (π1 ⊗˜ · · · ⊗˜ πk)ω such that for each f ∈ π and the restriction f |M˜2(A) we have
f |
M˜2(A)
∈
⊕
δ∈GLr1 (F )
mδ(π2 ⊗˜ · · · ⊗˜ πk)ωδ ,
where (π2 ⊗˜ · · · ⊗˜ πk)ωδ is the metaplectic tensor product of π2, . . . , πk, ωδ is a certain character
twisted by δ ∈ GLr1(F ) and mδ ∈ Z
≥0 is a multiplicity.
(b) Let
M ′2 = GLr1 × · · · ×GLrk−1 ⊆M = GLr1 × · · · ×GLrk−1 ×GLrk
be the natural embedding in the upper left corner. Then there exists a realization (possibly different
from the above) of the metaplectic tensor product πω = (π1 ⊗˜ · · · ⊗˜ πk)ω such that for each f ∈ π
and the restriction f |
M˜ ′2(A)
we have
f |
M˜ ′2(A)
∈
⊕
δ′∈GLrk (F )
mδ′(π1 ⊗˜ · · · ⊗˜πk−1)ωδ′ ,
where (π1 ⊗˜ · · · ⊗˜ πk−1)ωδ′ is the metaplectic tensor product of π1, . . . , πk−1, ωδ′ is a certain char-
acter twisted by δ′ ∈ GLrk(F ) and mδ′ ∈ Z
≥0 is a multiplicity.
Finally let us mention that the uniqueness of the metaplectic tensor product.
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Proposition 2.12. Let F be global (resp. local). Let π1, . . . , πk and π
′
1, . . . , π
′
k be unitary automorphic
representations (resp. irreducible admissible representations) of G˜Lr1 , . . . , G˜Lrk . They give rise to
isomorphic metaplectic tensor products with a Hecke character (resp. character) ω, i.e.
(π1 ⊗˜ · · · ⊗˜ πk)ω ∼= (π
′
1 ⊗˜ · · · ⊗˜ π
′
k)ω,
if and only if for each i there exists a Hecke character (resp. character) ωi of G˜Lri trivial on G˜L
(2)
ri
such that πi ∼= ωi ⊗ π
′
i.
3. Exceptional representations of G˜Lr
In this section, we review the theory of the exceptional representation of G˜Lr, a special case of
which is the Weil representation on G˜L2. Throughout the section χ will denote a unitary character
on F× when F is local or a unitary Hecke character on A× when it is global.
3.1. The Weil representation of G˜L2. First let us review the theory of the Weil representation of
G˜L2
Local case:
Let us consider the local case, and hence F will be a (not necessarily non-archimedean) local
field of characteristic 0. Everything stated below without any specific reference is found in [GPS,
§2] for the non-archimedean case and in [G, §4] for the archimedean case. Let S(F ) be the space of
Schwartz-Bruhat functions on F , i.e. smooth functions with compact support if F is non-archimedean,
and functions with all the derivatives rapidly decreasing if F is archimedean. Let rψ denote the
representation of S˜L2(F ) on S(F ) such that
rψ(s
(
0 1
−1 0
)
)f(x) = γ(ψ)fˆ(x)(3.1)
rψ(s
(
1 b
0 1
)
)f(x) = ψ(bx2)f(x), b ∈ F(3.2)
rψ(s
(
a 0
0 a−1
)
)f(x) = |a|1/2µψ(a)f(ax), a ∈ F
×(3.3)
rψ(1, ξ)f(x) = ξf(x),(3.4)
where fˆ(x) =
∫
f(y)ψ(2xy) dy with the Haar measure dy normalized in such a way that
ˆˆ
f(x) = f(−x).
Also γ(ψ) is the Weil index of ψ, and µψ(a) = γ(ψa)/γ(ψ). (See [R, Appendix] for the notion of Weil
index.) It is well-known that rψ is reducible and written as rψ = rψ+ ⊕ r
ψ
−, where r
ψ
+ (resp. r
ψ
−) is an
irreducible representation realized in the subspace of even functions (resp. odd functions) in S(F ).
If χ(−1) = 1 (resp. χ(−1) = −1), one can extend rψ+ (resp. r
ψ
−) to a representation r
ψ
χ of G˜L
(2)
2 (F )
by letting
(3.5) rψχ(s
(
1 0
0 a2
)
)f(x) = χ(a)|a|−1/2f(a−1x).
This is indeed a well-defined irreducible representation of G˜L
(2)
2 (F ) and call it the Weil representation
of G˜L
(2)
2 (F ) associated with χ. We denote by Sχ(F ) the subspace of S(F ) in which r
ψ
χ is realized,
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which is the space of even functions if χ(−1) = 1 and odd functions if χ(−1) = −1. Note that
(3.6) rψχ(s(
(
a 0
0 a
)
)f(x) = χ(a)µψ(a)f(x).
The Weil representation rχ of G˜L2(F ) is defined by
rχ := Ind
G˜L2(F )
G˜L
(2)
2 (F )
rψχ .
Then rχ is irreducible and independent of the choice of ψ, and hence our notation. If χ(−1) = 1,
one can check that rχ is the exceptional representation of Kazhdan-Patterson for r = 2 with the
determinantal character χ1/2, which will be recalled later. If χ(−1) = −1, then rχ is described as
follows: For non-archimedean F , it is supercuspidal ([GPS, Proposition 3.3.3]), for F = R, it is a
discrete series representation of lowest weight 3/2 ([GPS, §6]), and finally for F = C, it is identified
with a certain induced representation ([GPS, §6]).
Global case:
We define the global Weil representation rχ of G˜L2(A) as the restricted tensor product of the local
Weil representations, i.e.
rχ = ⊗˜
′
vrχv .
It is shown in [GPS, §8] that rχ is a square integrable automorphic representation of G˜L2(A), and
moreover it is cuspidal if and only if χ1/2 does not exist. Also one can see that if χ1/2 exists, then
just like the local case, rχ is the exceptional representation of Kazhdan-Patterson for r = 2, which
will be explained later.
3.2. The Weil representation of M˜P . Let us assume r = 2q and P is the (2, . . . , 2)-parabolic
P2,...,2, so that
MP = GL2× · · · ×GL2︸ ︷︷ ︸
q times
.
Recall from Section 2 that we write
M˜P = G˜L2×˜ · · · ×˜G˜L2.
Since each element in the center Z
G˜L2q
is of the form (a2I2q, ξ), we have ZG˜L2q ⊆ M˜
(2)
P . Hence the
metaplectic tensor product of this Levi is unique. (In other words, there is only once choice for ω.)
We extend the theory of the Weil representation both locally and globally as discussed in the
previous subsection to the group M˜P by taking the metaplectic tensor product of q copies of the Weil
representation of G˜L2, and write
(3.7) Πχ := (rχ ⊗˜ · · · ⊗˜ rχ)ω,
where ω is the unique choice for the character Z
G˜Lr
which is actually given by (a2I2q, ξ) 7→ ξχ(a
2)q.
Also it should be mentioned that locally we have
Πχ = Ind
M˜P
M˜
(2)
P
rψχ ⊗˜ · · · ⊗˜ r
ψ
χ .
We call Πχ the Weil representation of M˜P .
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3.3. Non-twisted exceptional representation. Let us now consider the non-twisted exceptional
representation of G˜Lr developed by Kazhdan and Patterson in [KP]. We treat both r = 2q and 2q+1
at the same time. Also most of the time, we consider the local and global cases at the same time, and
all the groups are over the local field F (non-archimedean or archimedean) or the adeles A.
For our character χ, we let
Ωχ = (χ˜ ⊗˜ · · · ⊗˜ χ˜︸ ︷︷ ︸
r times
)ω,
which is a representation of the metaplectic preimage T˜ of maximal torus T . Note that Ωχ depends
on ω if r = 2q + 1, but we suppress it from our notation. For each ν ∈ ΦB(C), let us define
Ωνχ := Ωχ ⊗ exp(ν,HB(−))
where HB(−) is the Harish-Chandra homomorphism as usual. Note that exp(2ρB, HB(−)) = δB.
Then it is shown in [KP] that the induced representation IndG˜Lr
B˜
Ωνχ has its greatest singularity at ν =
ρB/2, and the quotient of Ind
G˜Lr
B˜
Ω
ρB/2
χ = Ind
G˜Lr
B˜
Ωχ ⊗ δ
1/4
B is called the exceptional representation.
Namely, we have
Proposition 3.8. The induced representation IndG˜Lr
T˜N∗B
Ωχ ⊗ δ
1/4
B has a unique irreducible quotient,
which we denote by θχ. For the local case, it is the image of the intertwining integral
IndG˜Lr
T˜N∗B
Ωχ ⊗ δ
1/4
B → Ind
G˜Lr
T˜N∗B
w0(Ωχ ⊗ δ
1/4
B ),
where w0 is the longest Weyl group element. For the global case, it is generated by the residues of
the Eisenstein series at ν = ρB/2 for the induced space Ind
G˜Lr
B˜
Ωνχ, and θχ is a square integrable
automorphic representation of G˜Lr(A). Moreover for the global θχ, one has the decomposition θχ =
⊗˜
′
vθχv .
Proof. See [KP, Theorem I.2.9] for the local statement and [KP, Theorem II.2.1] for the global one. 
We call the representation θχ the non-twisted exceptional representation of G˜Lr with the determi-
nantal character χ. It should be mentioned that if r = 2, θχ is isomorphic to the Weil representation
rχ2 . Note that just as Ωχ, θχ depends on ω, but we suppress it from our notation.
Let us mention that a small discrepancy between the exceptional representation defined above and
the one in [T1] which is defined as follows. First for the maximal torus T ⊆ B, we let
(3.9) T e = {
t1 . . .
tr
 ∈ T : t1t−12 , t3t−14 , . . . , t2q−1t−12q are squares}.
The metaplectic preimage T˜ e of T e is a maximal abelian subgroup of T˜ . Then in [T1] the non-twisted
exceptional representation of G˜Lr was defined to be the unique irreducible quotient of the induced
representation IndG˜Lr
T˜ eN∗B
ωψχ ⊗ δ
1/4
B , where ω
ψ
χ is the character on T˜
e defined by
(3.10) ωψ
a
χ ((1, ξ)s(t)) = ξχ(det t)µψ(t2)µψ(t4)µψ(t6) · · ·µψ(t2q),
where µψ is the ratio of the Weil indices. (Note that even when F is global, the section s is defined
on TA and the expression s(t) makes sense.) However the exceptional representation defined this way
coincides with the above θχ with a certain choice of ω. To see this, let us first assume that F is local,
and define
Ωψχ := Ind
T˜
T˜ e
ωψχ .
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This is irreducible ([KP, p.55]). Indeed
Ωψχ = (χ˜ ⊗˜ · · · ⊗˜ χ˜)ω ,
where each χ˜ is the non-genuine character on G˜L1 defined by (a, ξ) 7→ ξχ(a) and the character ω on
the center Z
G˜Lr
is given by
ω(aIr, ξ) = ξχ
r(a)µψ(a)
q.
By inducing in stages, one can see that
IndG˜Lr
T˜ eN∗B
ωψχ ⊗ δ
1/4
B = Ind
G˜Lr
B˜
Ωψχ ⊗ δ
1/4
B ,
which implies that the non-twisted exceptional representation in [T1] is precisely our θχ with the
above chosen ω. Now if F is global, we can define Ωψχ to be the global metaplectic tensor product
(χ˜ ⊗˜ · · · ⊗˜ χ˜)ω with ω chosen in the same way as the local case, and hence the global exceptional
representation θχ is obtained as the quotient of the global induced representation Ind
G˜Lr(A)
B˜(A)
Ωψχ ⊗δ
1/4
B ,
and we have θχ = ⊗˜
′
vθχv , which again coincides with the global non-twisted exceptional representation
in [T1].
Remark 3.11. It is important to note that the above discussion shows that in [T1] only one particular
central character ω was used, which depends on the additive character ψ chosen. (But it is shown in
[T1] that after all it depends on ψ only when both r and q are odd.) In this paper, however, we always
assume ω is arbitrary. Indeed, it is crucial to do so when we compute the poles of our Eisenstein
series as we will see later. Nonetheless, it should be also mentioned that to obtain the Rankin-Selberg
integral of the L-function, it is necessary to choose the particular ω as above.
3.4. Twisted exceptional representation. Next we consider the twisted version of the exceptional
representation of G˜Lr when r = 2q. The local case was originally constructed by the Ph.D thesis by
Banks [B1] when the residue characteristic is odd, and the other cases are taken care of in [T1].
Let P be the (2, . . . , 2)-parabolic whose Levi MP is GL2× · · · × GL2 (q-times), and Πχ the Weil
representation of M˜P as in (3.7). For each ν ∈ ΦP (C), let us define
Πνχ := Πχ ⊗ exp(ν,HP (−))
where HP (−) is the Harish-Chandra homomorphism. Analogously to the non-twisted exceptional
representation of [KP], the induced representation IndG˜Lr
P˜
Πνχ has its greatest singularity at ν = ρP /2,
and the quotient of IndG˜Lr
P˜
Π
ρP /2
χ = Ind
G˜Lr
P˜
Πχ⊗ δ
1/4
P is called the twisted exceptional representation.
Namely, we have
Proposition 3.12. The induced representation Ind
G˜L2q
P˜
Πχ ⊗ δ
1/4
P has a unique irreducible quotient,
which we denote by ϑχ. For the local case, it is the image of the intertwining integral
Ind
G˜L2q
P˜
Πχ ⊗ δ
1/4
P → Ind
G˜L2q
P˜
w0(Πχ ⊗ δ
1/4
P ),
where w0 is the longest Weyl group element relative to P . For the global case, it is generated by
the residues of the Eisenstein series at ν = ρP /2 for the induced space Ind
G˜Lr
P˜
Πνχ, and ϑχ is a
square integrable automorphic representation of G˜L2q(A). Moreover for the global ϑχ, one has the
decomposition ϑχ = ⊗˜
′
vϑχv .
Proof. See [T1, Proposition 2.35] for the local statement and [T1, Theorem 2.33] for the global state-
ment. 
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We call ϑχ the twisted exceptional representation of G˜L2q. Both locally and globally, if χ
1/2 exists,
one can show that
ϑχ = θχ1/2 .
This is because the Weil representation rχ is the non-twisted exceptional representation of G˜L2 with
the determinantal character χ1/2.
Remark 3.13. Let us note that unlike the case r = 2q+1, there is no choice for the central character
ω for constructing the metaplectic tensor product Πχ and hence ϑχ depends only on χ. Accordingly
there is no discrepancy between ϑχ here and the one in [T1].
4. Induced representations and intertwining operators
Let
Q = Pr−1,1 = (GLr−1×GL1)NQ
be the standard (r − 1, 1)-parabolic of GLr, so the Levi part is GLr−1×GL1. The inducing data for
the Eisenstein series we consider in this paper is a residual representation on the parabolic Q˜. In this
section, we first define the inducing representation, which we called the exceptional representation
of G˜Lr−1×˜G˜L1 in [T1]. This representation is the metaplectic tensor product of the exceptional
representation θχ or ϑχ of G˜Lr−1 and a character on G˜L1. (The precise construction differs, depending
on the parity of r.) Then we will examine the analytic behavior of the intertwining operators on this
induced representation. The main object of this section is to prove Theorem 4.3.
4.1. The inducing representation for r = 2q. In this subsection we assume r = 2q and F can be
both local and global, and for example the group G˜Lr denotes both G˜Lr(F ) (F local) and G˜Lr(A)
(F global). Let θχ be the non-twisted exceptional representation of G˜Lr−1 with the determinantal
character χ. For a character η on GL1, define η˜ : G˜L1 → {±1} to be the character defined by
η˜(a, ξ) 7→ ξη(a) for (a, ξ) ∈ G˜L1. We let
θχ,η := (θχ ⊗˜ η˜)ω
i.e. the metaplectic tensor product of θχ and η˜. Note that since ZG˜L2q ⊆ M˜
(2)
Q , there is no actual
choice for the character ω.
It should be mentioned that even when r = 2q + 1, one can define θχ, (which is equal to ϑχ2) and
hence can define θχ,η, though most of the time we use the representation θχ,η for the case r = 2q.
Let us mention that what we denoted by θχ,η in [T1] corresponds to what we mean by θχ,χη in
this paper. The reason is because at the time we wrote [T1] we did not know how to formulate the
global metaplectic tensor product and as a result we constructed the representation θχ,η more directly
as the unique irreducible quotient of an induced representation. But now that we have developed in
[T2] the theory of global metaplectic tesnor products, which includes the compatibility with parabolic
inductions (Proposition 2.10), one can see that the construction in [T1] is indeed the same as the one
above. Namely the representation θχ,η is, locally or globally, a unique irreducible quotient of
Ind
M˜Q
B˜r−1,1
(χ˜ ⊗˜ · · · ⊗˜ χ˜ ⊗˜ η˜)ω ⊗ δ
1/4
Br−1,1 ,
where Br−1,1 is the Borel subgroup of MQ = GLr−1×GL1, namely B
r−1,1 =MQ ∩B.
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4.2. The inducing representation for r = 2q+1. Next we will consider the case r = 2q+1. Also
keep the notation for F from the previous subsection, namely F is either local or global. Let η˜ be as
before and ϑχ the twisted exceptional representation of G˜L2q, where we include the case χ
1/2 exists.
Then we define
ϑχ,η := (ϑχ ⊗˜ η˜)ω .
Note that if χ1/2 exists, we have ϑχ,η = θχ1/2,η.
Remark 4.1. Let us mention again that in [T1] a particular central character ω is chosen. Indeed,
we used
ω : (1, ξ)sQ(aIr) 7→ ξχ(a)
qη(a)µψ(a)
q,
which depends on ψ if (and only if) q is odd. However in this paper, ω is always arbitrary.
Just like the case for r = 2q, the compatibility with parabolic induction for metaplectic tensor
products (Proposition 2.10) implies that ϑχ,η is a unique irreducible quotient of
Ind
M˜Q
P˜ r−1,12,...,2,1
(rχ ⊗˜ · · · ⊗˜ rχ ⊗˜ η˜)ω ⊗ δ
1/4
P r−1,12,...,2,1
,
where P r−1,12,...,2,1 is the (2, . . . , 2, 1)-parabolic subgroup ofMQ, so the Levi part is GL2× · · ·×GL2×GL1.
4.3. The intertwining operator and its analytic behavior. Let θ = θχ,η or ϑχ,η depending on
the parity of r and assume F is global. Define
(4.2) w1 =

 1Ir−2
1
 , if r = 2q;

1
1
Ir−4
1
1
 , if r = 2q + 1.
In the rest of the section, we will consider the analytic behavior of the global intertwining operator
A(s, θ, w1) : Ind
G˜Lr(A)
Q˜(A)
θ ⊗ δsQ → Ind
G˜Lr(A)
w1(M˜Q(A))N1,r−1(A)
w1θ ⊗ δ−sQ ,
and will show
Theorem 4.3. Let us exclude the case that r = 2 and χ2η−2 = 1. Then for Re(s) ≥ 0, the above
intertwining operator A(s, θ, w1) is holomorphic except when the complete L-function L(r(2s +
1
2 ) −
r + 1, χ2η−2) (if r = 2q) or L(r(2s + 12 )− r + 1, χη
−2) (if r = 2q + 1) has a pole; In other words, if
r = 2q, it has a possible pole if and only if χ2η−2 = 1 and s ∈ { 14 ,
1
4 −
1
2r}, and if r = 2q+ 1, it has a
possible pole if and only if χη−2 = 1 and s ∈ { 14 ,
1
4 −
1
2r}.
Further if f s = ⊗′f sv is a factorizable section and S is a finite set of places which contains all
the archimedean places and all the non-archimedean places v at which f sv is not spherical. Then the
normalized intertwining operator
A∗(s, θ, w1)f
s :=
{
LS(r(2s+ 12 ), χ
2η−2)A(s, θ, w1)f
s, if r = 2q
LS(r(2s+ 12 ), χη
−2)A(s, θ, w1)f
s, if r = 2q + 1,
is holomorphic for all s ∈ C except when the complete L-function L(r(2s + 12 ) − r + 1, χ
2η−2) (resp.
L(r(2s+ 12 )− r + 1, χη
−2)) has a pole.
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The rest of the section is devoted to the proof of this theorem, which, as we will see, boils down to
determining the possible poles of the local intertwining operator.
4.4. Unramified place. To prove the above theorem, we first need the following result on the un-
ramified place.
Lemma 4.4. Let r = 2q or 2q + 1. Also assume F is a non-archimedean local field of odd residue
characteristic. Further assume that χ, η and ω are all unramified. Consider the intertwining operators
A(s, θχ,η, w1) : Ind
G˜L2q
Q˜
θχ,η ⊗ δ
s
Q → Ind
G˜L2q
w1M˜QN∗1,r−1
w1(θχ,η)⊗ δ
−s
Q , (r = 2q)
A(s, ϑχ,η, w1) : Ind
G˜L2q+1
Q˜
ϑχ,η ⊗ δ
s
Q → Ind
G˜L2q+1
w1M˜QN∗1,r−1
w1(ϑχ,η)⊗ δ
−s
Q , (r = 2q + 1),
where w1 is as in (4.2).
If f s0 ∈ Ind
G˜L2q
Q˜
θχ,η ⊗ δ
s
Q (or Ind
G˜L2q+1
Q˜
ϑχ,η⊗ δ
s
Q) is the spherical section such that f
s
0 (1) = 1, then
A(s, θχ,η, w1)f
s
0 (1) =
L(r(2s+ 12 )− r + 1, χ
2η−2)
L(r(2s+ 12 ), χ
2η−2)
, (r = 2q);(4.5)
A(s, ϑχ,η, w1)f
s
0 (1) =
L(r(2s+ 12 )− r + 1, χη
−2)
L(r(2s+ 12 ), χη
−2)
, (r = 2q + 1).(4.6)
Proof. This is [T1, Lemma 2.58]. Note that in [T1] we used w0 =
(
1
Ir−1
)
instead of the w1 of the
lemma, but one can verify that the results are the same because we have w1 =
(
1
Ir−1
) (
w′
1
)
, where
w′ =

(
Ir−2
1
)
, if r = 2q;
1
Ir−4
1
1
 , if r = 2q + 1,
and
(
w′
1
)
∈ MQ(OF ). Also note that in [T1] a specific ω was used but the proof there applies to
any ω. 
Remark 4.7. Note that for the case r = 2q + 1, if χ is unramified, χ1/2 exists, and hence one has
ϑχ,η = θχ1/2,η. Then one can see that the formula for this case is actually subsumed under the formula
for A(s, θχ1/2,η, w1)f
s
0 (1) as in the r = 2q case.
4.5. Proof of Theorem 4.3 (r = 2q). Let us consider the case r = 2q, so θ = θχ,η. This case is
essentially the case treated by [BG]. However, as we pointed out in [T1], the argument in [BG] does
not seem to work when they use an asymptotic formula on matrix coefficients at the archimedean
place, and hence we will give an alternate argument, which follows the idea given by Jiang [Ji, 84-86]
though we use many of the ideas from [BG].
First note that for a factorizable f s = ⊗′f sv ∈ Ind
G˜Lr(A)
Q˜(A)
θ ⊗ δsQ, one can, by Lemma 4.4, write
A(s, θ, w1)f
s =
L(r(2s+ 12 )− r + 1, χ
2η−2)
L(r(2s+ 12 ), χ
2η−2)
(
⊗
v
′ Lv(r(2s+
1
2 ), χ
2
vη
−2
v )
Lv(r(2s+
1
2 )− r + 1, χ
2
vη
−2
v )
Av(s, θv, w1)f
s
v
)
,
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which gives
A∗(s, θ, w1)f
s(4.8)
=LS(r(2s+
1
2
), χ2η−2)A(s, θ, w1)f
s
=L(r(2s+
1
2
)− r + 1, χ2η−2)
(
⊗′
v∈S
1
Lv(r(2s +
1
2 )− r + 1, χ
2
vη
−2
v )
Av(s, θv, w1)f
s
v
)
(
⊗′
v/∈S
Lv(r(2s+
1
2 ), χ
2
vη
−2
v )
Lv(r(2s+
1
2 )− r + 1, χ
2
vη
−2
v )
Av(s, θv, w1)f
s
v
)
,
where S, which depends on f s, is as in Theorem 4.3. By Lemma 4.4 and our choice of S, the product
⊗′
v/∈S
Lv(r(2s+
1
2 ), χ
2
vη
−2
v )
Lv(r(2s+
1
2 )− r + 1, χ
2
vη
−2
v )
Av(s, θv, w1)f
s
v
is holomorphic. Also for Re(s) ≥ 0, the normalizing factor LS(r(2s+ 12 ), χ
2η−2) is non-zero holomor-
phic, and hence in this region the poles of A(s, θ, w1)f
s coincide with those of A∗(s, θv, w1)f
s.
Hence to prove Theorem 4.3, it suffices to show that the local “modified intertwining operator”
1
Lv(r(2s+
1
2 )− r + 1, χ
2
vη
−2
v )
Av(s, θv, w1) : Ind
G˜Lr(Fv)
Q˜(Fv)
θv ⊗ δ
s
Q
→ Ind
G˜Lr(Fv)
w1(M˜Q(Fv))N1,r−1(Fv)
w1θv ⊗ δ
−s
Q
is holomorphic for all s ∈ C. Thus the question is now completely local, and hence in what follows,
we will omit the subscript v and assume that everything is over the local field.
Recall that the representation θχ,η is the metaplectic tensor product θχ,η = (θχ ⊗˜ η˜)ω for an ap-
propriate ω, and further recall that the representation θχ is the exceptional representation with the
determinantal character χ which is an irreducible subrepresentation of the induced representation
ind
G˜Lr−1
B˜r−1
(χ˜ ⊗˜ · · · ⊗˜ χ˜)ω ⊗ δ
1/4
Br−1 (unnormalized induction) for an appropriate ω, where B˜
r−1 is the
Borel subgroup of G˜Lr−1. Hence by Proposition 2.10, we have
θχ,η = (θχ ⊗˜ η˜)ω ⊆ ind
G˜Lr−1×˜G˜L1
B˜r−1,1
(χ˜ ⊗˜ · · · ⊗˜ χ˜ ⊗˜ η˜)ω ⊗ δ
1/4
Br−1,1
for an appropriate ω, where Br−1,1 is the Borel subgroup of GLr−1×GL1. By inducing in stages we
have
indG˜Lr
Q˜
θχ,η ⊗ δ
s+ 12
Q ⊆ ind
G˜Lr
B˜
(χ˜ ⊗˜ · · · ⊗˜ χ˜ ⊗˜ η˜)ω ⊗ δ
1/4
Br−1,1δ
s+ 12
Q .
By using the normalized induction, we have
IndG˜Lr
Q˜
θχ,η ⊗ δ
s
Q ⊆ Ind
G˜Lr
B˜
(χ˜ ⊗˜ · · · ⊗˜ χ˜ ⊗˜ η˜)ω ⊗ δ
−1/4
Br−1,1δ
s
Q.
Furthermore the metaplectic tensor product (χ˜ ⊗˜ · · · ⊗˜ χ˜ ⊗˜ η˜)ω is a representation of the Heisenberg
group T˜ , and hence it is induced from a representation of the maximal abelian subgroup T˜ e, where
T e is as in (3.9). Indeed, we have
(χ˜ ⊗˜ · · · ⊗˜ χ˜ ⊗˜ η˜)ω = Ind
T˜
T˜ e
ωχ,η
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for a character ωχ,η : T˜
e → C1 with the property that the restriction ωχ,η|T˜ (2) to T˜
(2) is χ˜ ⊗˜ · · · ⊗˜ χ˜ ⊗˜ η˜,
namely
ωχ,η(s(
t
2
1
. . .
t2r
)) = χ(t12) · · ·χ(t2r−1)η(t2r).
(One can write down ωχ,η more explicitly but we will not need it for our purposes.) Therefore we
have
(4.9) IndG˜Lr
Q˜
θχ,η ⊗ δ
s
Q ⊆ Ind
G˜Lr
T˜ eN∗B
ωχ,η ⊗ δ
−1/4
Br−1,1δ
s
Q,
and accordingly we can view each section fs ∈ IndG˜Lr
Q˜
θχ,η ⊗ δ
s
Q as an element in the induced repre-
sentation IndG˜Lr
T˜ eN∗B
ωχ,η ⊗ δ
−1/4
Br−1,1δ
s
Q.
Now we would like to study the analytic property of the integral
A(s, θ, w1)f
s(g) =
∫
N1,r−1
f s(s(w1n)g) dn.
For this purpose, let
(4.10) w0 = Jr =
 1Jr−2
1
 =
 1. . .
1

be the longest element in the Weyl group. We use the following by-now well-known lemma, which
seems to be sometimes known as the Rallis lemma.
Lemma 4.11. The highest pole of the intertwining operator A(s, θ, w1) is achieved by A(s, θ, w1)f
s(s(w0))
as the sections f s run through those sections with supp(f s) ⊆ Q˜w0Q˜.
Proof. Several versions of this lemma can be found in various places such as [PSR, Lemma 4.1] and
[Sh1, Lemma 4.1], and our case is the metaplectic analogue of [Ji, Lemma 2.1.1]. 
We should also mention
Lemma 4.12. Let f s be as in the above lemma, so that supp(f s) ⊆ Q˜w0Q˜. Let N ⊆ Q˜ be a subset of
Q˜ such that w0Nw
−1
0 ∩ Q˜ = {1}. Then for each fixed q ∈ Q˜, the map on N defined by n 7→ f
s(qw0n)
is compactly supported.
Proof. Note that since f s is in the induced space, it is compactly supported modulo Q˜. Now since
w0Nw
−1
0 ∩ Q˜ = {1}, the natural map N → Q˜\Q˜w0Q˜ given by n 7→ Q˜w0n is 1-1. Hence the lemma
follows. 
Now by Lemma 4.11, we have only to show
(4.13)
1
L(r(2s+ 12 )− r + 1, χ
2η−2)
A(s, θ, w1)f
s(s(w0))
is holomorphic with f s as in the lemma, where
A(s, θ, w1)f
s(s(w0)) =
∫
N1,r−1
f s(s(w1n)s(w0)) dn.
Let us write each n ∈ N1,r−1 as
n =
1 Z yIr−2
1
 .
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By direct computation one can verify
w1nw0 =
1 Jr−2
y zJr−2 1

=
−y−1 −Zy−1 1Ir−2
y
w0
1 ZJr−2y−1 y−1Ir−2
1

provided y 6= 0. Hence
s(w1n)s(w0) = (1, ǫ)s(
−y−1 −Zy−1 1Ir−2
y
)s(w0
1 ZJr−2y−1 y−1Ir−2
1
)
for some ǫ = ǫ(y, Z) ∈ {±1}, which a priori depends on y and Z. (One can compute ǫ by using the
algorithm for computing the cocycle σr developed in [BLS], and can actually verify that ǫ = 1 for any
y and Z. But since this computation is extremely tedious, though not so deep, and for our purposes
we will not need the precise information on ǫ, we will leave ǫ as above.)
With this computation for s(w1n)s(w0) one can write∫
N1,r−1
f s(s(w1n)s(w0)) dn
=
∫
F×
∫
F r−2
ǫf s
(
s(
−y−1 −Zy−1 1Ir−2
y
)s(w0
1 ZJr−2y−1 y−1Ir−2
1
)) dZdy
=
∫
F×
∫
F r−2
ǫ|y−1|
1
4 (r−2)+s+
1
2 |y|(1−r)(s+
1
2 )(χ˜ ⊗˜ · · · ⊗˜ χ˜ ⊗˜ η˜)ωs(
−y−1 Ir−2
y
)
f s
(
s(w0
1 ZJr−2y−1 y−1Ir−2
1
)) dZdy
=
∫
F×
∫
F r−2
ǫ|y|−rs−
3
4 r+
1
2 (χ˜ ⊗˜ · · · ⊗˜ χ˜ ⊗˜ η˜)ωs(
−y−1 Ir−2
y
)
f s
(
s(w0
1 ZJr−2y−1 y−1Ir−2
1
)) dZdy,
where we should note that dy is the additive measure and the integral over F× is the same as
the integral over F because those two sets are equal almost everywhere. By changing the variable
ZJr−2y
−1 7→ Z, then changing the additive measure dy to the multiplicative measure d×y, and then
changing the variable y−1 7→ y, one can see the above integral is written as
∫
F×
∫
F r−2
ǫ′|y|rs−
1
4 r+
1
2 (χ˜ ⊗˜ · · · ⊗˜χ ⊗˜ η˜)ω(s(
−y Ir−2
y−1
))f s(s(w0
1 Z yIr−2
1
)) dZd×y
for some ǫ′ = ǫ′(y, Z) ∈ {±1}.
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Now let a1, . . . , al be a complete set of representatives of F
×2\F×. Then the above integral is
written as
l∑
i=1
∫
F×2
∫
F r−2
ǫ′i|xai|
rs− 14 r+
1
2 (χ˜ ⊗˜ · · · ⊗˜ χ˜ ⊗˜ η˜)ω(s(
−xai Ir−2
(xai)
−1
))
f s
(
s(w0
1 Z xaiIr−2
1
)) dZd×x
for a certain choice of the measure d×x on F×2 and some ǫ′i = ǫ
′
i(x, Z) ∈ {±1}, which is further
written as
l∑
i=1
∫
F×2
∫
F r−2
ǫ′i|xai|
rs− 14 r+
1
2 (χ˜ ⊗˜ · · · ⊗˜ χ˜ ⊗˜ η˜)ω(s(
x Ir−2
x−1
))
f s
(
s(
−ai Ir−2
a−1i
)s(w0
1 Z xaiIr−2
1
)) dZd×x.
Recall from (4.9) that we can view the section f s as an element in the induced space IndG˜Lr
T˜ eN∗B
ωχ,η ⊗
δ
−1/4
Br−1,1δ
s
Q, and hence the above integral is written as
l∑
i=1
∫
F×2
∫
F r−2
ǫ′i|xai|
rs− 14 r+
1
2χ(x)η(x)−1(4.14)
f s
(
s(
−ai Ir−2
a−1i
)s(w0
1 Z xaiIr−2
1
)) dZd×x.
Note that
w0
1 Z xaiIr−2
1
w−10 =
 1 Ir−2
xai Z 1

and hence we can apply Lemma 4.12 to the map
(x, Z) 7→ f s
(
s(
−ai Ir−2
a−1i
)s(w0
1 Z xaiIr−2
1
)),
which implies that the one can write
ǫ′if
s
(
s(
−ai Ir−2
a−1i
)s(w0
1 Z xaiIr−2
1
)) = ∑
λ,φ,φ′
λ(s)φ(x)φ′(Z)
for some holomorphic functions λ and smooth compactly supported functions φ and φ′ on F and
F r−2, respectively. Hence to study the analytic behavior of (4.14) we have only to study that of∫
F×2
∫
F r−2
|x|rs−
1
4 r+
1
2χ(x)η(x)−1φ(x)φ′(Z) dZd×x,
which is written as ∫
F×2
|x|rs−
1
4 r+
1
2χ(x)η(x)−1φ(x) d×x ·
∫
F r−2
φ′(Z) dZ.
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The integral over Z is independent of s, and hence we have only to consider the first integral. But
one can see∫
F×2
|x|rs−
1
4 r+
1
2χ(x)η(x)−1φ(x) d×x = c
∫
F×
|y2|rs−
1
4 r+
1
2χ(y2)η(y2)−1φ(y2) d×y
for an appropriate non-zero constant c. Then by Tate’s thesis, one knowns that this integral is
L(2(rs − 14r +
1
2 ), χ
2η−2) times an entire function on s, where this L-factor is precisely the one
appearing in (4.13). Therefore (4.13) is an entire function on s.
4.6. Proof of Theorem 4.3 (r = 2q+1). Next we consider the case r = 2q, so θ = ϑχ,η. The basic
idea is the same as the case θ = θχ,η, in which we reduce the problem to the local one and use the
Rallis lemma and Tate’s thesis. Namely by arguing as above, we can see that we have only to show
that the local “modified intertwining operator”
1
Lv(r(2s+
1
2 )− r + 1, χvη
−2
v )
Av(s, θv, w1) : Ind
G˜Lr(Fv)
Q˜(Fv)
θv ⊗ δ
s
Q
→ Ind
G˜Lr(Fv)
w1(M˜Q(Fv))N1,r−1(Fv)
w1θv ⊗ δ
−s
Q
is holomorphic for all s ∈ C. Again, we will omit the subscript v and assume that everything is over
the local field.
Recall that the representation ϑχ,η is the metaplectic tensor product ϑχ,η = (ϑχ ⊗˜ η˜)ω for an ap-
propriate ω, and further recall that the representation ϑχ is the twisted exceptional representation on
G˜L2q, which is an irreducible subrepresentation of the induced representation ind
G˜Lr−1
P˜ r−12,...,2
(rχ ⊗˜ · · · ⊗˜ rχ)ω⊗
δ
1/4
P r−12,...,2
(unnormalized induction) for an appropriate ω, where P r−12,...,2 is the (2, . . . , 2)-parabolic sub-
group of GLr−1. Hence by Proposition 2.10, we have
ϑχ,η = (ϑχ ⊗˜ η˜)ω ⊆ ind
G˜Lr−1×˜G˜L1
P˜ r−1,12,...,2,1
(rχ ⊗˜ · · · ⊗˜ rχ ⊗˜ η˜)ω ⊗ δ
1/4
P r−1,12,...,21
for an appropriate ω. By inducing in stages we have
indG˜Lr
Q˜
ϑχ,η ⊗ δ
s+ 12
Q ⊆ ind
G˜Lr
P˜ r−1,12,...,2,1
(rχ ⊗˜ · · · ⊗˜ rχ˜ ⊗˜ η˜)ω ⊗ δ
1/4
P r−1,12,...,2,1
δ
s+ 12
Q .
By using the normalized induction, we have
IndG˜Lr
Q˜
ϑχ,η ⊗ δ
s
Q ⊆ Ind
G˜Lr
P˜ r−1.12,...,2,1
(rχ ⊗˜ · · · ⊗˜ rχ ⊗˜ η˜)ω ⊗ δ
−1/4
P r−1,12,...,2,1
δsQ.
Furthermore by definition of metaplectic tensor product, we have
(rχ ⊗˜ · · · ⊗˜ rχ ⊗˜ η˜)ω ⊆ Ind
M˜P2,...,2,1
Z
G˜Lr
M˜
(2)
P2,...,2,1
ω (rψχ ⊗˜ · · · ⊗˜ r
ψ
χ ⊗˜ η˜),
where P2,...,2,1 is the (2, . . . , 2, 1)-parabolic of GLr. (One can check that this inclusion is actually
equality, but since we will not need this fact, we will leave the verification to the reader.) Therefore
we have
(4.15) IndG˜Lr
Q˜
ϑχ,η ⊗ δ
s
Q ⊆ Ind
G˜Lr
Z
G˜Lr
M˜
(2)
P2,...,2,1
N∗2,...,2,1
ω (rψχ ⊗˜ · · · ⊗˜ r
ψ
χ ⊗˜ η˜)⊗ δ
−1/4
P r−1,1δ
s
Q,
and accordingly we can view each section f s as an element in the latter induced representation. Also
we should recall that the space of the representation rψχ ⊗˜ · · · ⊗˜ r
ψ
χ ⊗˜ η˜ is the (usual) tensor product
Sχ(F )⊗ · · · ⊗ Sχ(F )⊗ C,
where Sχ(F ) realizes the Weil representation r
ψ
χ . Hence for each g ∈ G˜Lr, we can view f
s(g) as an
element in this space.
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Now we would like to study the analytic property of the integral
A(s, θ, w1)f
s(g) =
∫
N1,r−1
f s(s(w1n)g) dn.
But by Lemma 4.11, we have only to show
(4.16)
1
L(r(2s+ 12 )− r + 1, χη
−2)
A(s, θ, w1)f
s(s(w0))
is holomorphic with f s as in Lemma 4.11. If we write each n ∈ N1,r−1 as
n =
1 Z yIr−2
1
 ,
then, if y 6= 0, we have
w1nw0 =
1 J ′r−2
y zJr−2 1

=
−y−1 −Zy−1Jr−2J ′r−2 1Ir−2
y
w′0
1 ZJ ′r−2y−1 y−1Ir−2
1
 ,
where
w′0 =
 1J ′r−2
1
 and J ′r−2 =
1 Jr−4
1
 .
Hence
s(w1n)s(w0) = (1, ǫ)s(
−y−1 −Zy−1Jr−2J ′r−2 1Ir−2
y
)s(w′0
1 Zy−1J ′r−2 y−1Ir−2
1
)
for some ǫ = ǫ(y, Z) ∈ {±1}, which a priori depends on y and Z. Here Z is a 1 × (r − 2) matrix. If
we write
Z = (Z ′, z)
where Z ′ is 1× (r − 3) and z ∈ F , then
−Zy−1Jr−2J
′
r−2 = −y
−1(z, Z ′
(
1
Ir−4
)
) and Zy−1J ′r−2 = y
−1(z, Z ′
(
1
Jr−4
)
),
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and hence
∫
N1,r−1
f s(s(w1n)s(w0)) dn
=
∫
F×
∫
F r−3
∫
F
ǫf s
(
s(

−y−1 −zy−1 −y−1Z ′
(
1
Ir−4
)
1
1
Ir−3
y
)
s(w′0

1 y−1Z ′
(
1
Jr−4
)
zy−1 y−1
Ir−3
1
1
)) dz dZ ′ dy
=
∫
F×
∫
F r−3
∫
F
ǫ|y−1|
1
4 (r−3)+s+
1
2 |y|(1−r)(s+
1
2 )(rχ ⊗˜ · · · ⊗˜ rχ ⊗˜ η˜)ω(s(

−y−1 −zy−1
1
Ir−3
y
))
f s
(
s(w′0

1 y−1Z ′
(
1
Jr−4
)
zy−1 y−1
Ir−3
1
1
)) dz dZ ′ dy
=
∫
F×
∫
F r−3
∫
F
ǫ|y|−rs−
3
4 r+
3
4 (rχ ⊗˜ · · · ⊗˜ rχ ⊗˜ η˜)ω(s(

−y−1 −zy−1
1
Ir−3
y
))
f s
(
s(w′0

1 y−1Z ′
(
1
Jr−4
)
zy−1 y−1
Ir−3
1
1
)) dz dZ ′ dy.
By changing the variables zy−1 7→ z and y−1Z ′
(
1
Jr−4
)
7→ Z ′, then changing the additive measure
dy to the multiplicative measure d×y, and then changing the variable y−1 7→ y, one can see the above
integral is written as
∫
F×
∫
F r−3
∫
F
ǫ′|y|rs−
1
4 r+
1
4 (rχ ⊗˜ · · · ⊗˜ rχ ⊗˜ η˜)ω(s(

−y −z
1
Ir−3
y−1
))
f s
(
s(w′0

1 Z ′ z y
Ir−3
1
1
)) dz dZ ′ d×y.
for some ǫ′ = ǫ′(y, Z) ∈ {±1}.
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Now let a1, . . . , al be a complete set of representatives of F
×2\F×. Then the above integral is
written as
l∑
i=1
∫
F×2
∫
F r−2
ǫ′i|xai|
rs− 14 r+
1
4 (rχ ⊗˜ · · · ⊗˜ rχ ⊗˜ η˜)ω(s(

−xai −z
1
Ir−3
(xai)
−1
))
f s
(
s(w′0

1 Z ′ z xai
Ir−3
1
1
)) dz dZ ′ d×x
for a certain choice of the measure d×x on F×2 and some ǫ′i = ǫ
′
i(x, Z) ∈ {±1}, which is further
written as
l∑
i=1
∫
F×2
∫
F r−2
ǫ′i|xai|
rs− 14 r+
1
4 (rχ ⊗˜ · · · ⊗˜ rχ ⊗˜ η˜)ω(s(

−x −z
1
Ir−3
x−1
))
f s
(
s(

−ai
1
Ir−3
a−1i
)s(w′0

1 Z ′ z xai
Ir−3
1
1
)) dz dZ ′ d×x.
Recall that we can view the section f s as an element in the second induced space in (4.15), and
in particular we can and do view the expression f s(· · · ) in the above integral as an element in the
Schwartz space Sχ(F )⊗· · ·⊗Sχ(F )⊗C. Therefore to show the desired holomorphy, we may consider
the integral
l∑
i=1
∫
F×2
∫
F r−2
ǫ′i|xai|
rs− 14 r+
1
4 (rψχ ⊗˜ · · · ⊗˜ r
ψ
χ ⊗˜ η˜)ω(s(

−x −z
1
Ir−3
x−1
))
f s
(
s(

−ai
1
Ir−3
a−1i
)s(w′0

1 Z ′ z xai
Ir−3
1
1
))(t1, · · · , tq) dz dZ ′ d×x,
where (t1, . . . , tq) ∈ F
q is fixed. By (3.2), (3.5) and (3.6), one can see that the above integral is written
as
l∑
i=1
∫
F×2
∫
F r−2
ǫ′i|xai|
rs− 14 r+
1
2χ(x1/2)η(x)−1ψ(−zt21)(4.17)
f s
(
s(

−ai
1
Ir−3
a−1i
)s(w′0

1 Z ′ z xai
Ir−3
1
1
))(x1/2t1, · · · , tq) dz dZ ′ d×x,
which is independent of the choice of x1/2.
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Recall that the support of f s is in Q˜w0Q˜ = Q˜w
′
0Q˜. Also note that
w′0

1 Z ′ z xai
Ir−3
1
1
w′0−1 =

1
Ir−3
1
xai Z
′′ z 1
 ,
where Z ′′ = Z ′
(
1
Jr−4
)
. Hence by Lemma 4.12 (with w′0 in place of w0), the map
(x, Z ′, z) 7→ f s
(
s(

−ai
1
Ir−3
a−1i
)s(w′0

1 Z ′ z xai
Ir−3
1
1
))
is smooth and compactly supported and hence so is the map
(x, Z ′, z) 7→ f s
(
s(

−ai
1
Ir−3
a−1i
)s(w′0

1 Z ′ z xai
Ir−3
1
1
))(x1/2t1, · · · , tq).
Therefore one can write
ǫ′if
s
(
s(

−ai
1
Ir−3
a−1i
)s(w′0

1 Z ′ z xai
Ir−3
1
1
))(x1/2t1, · · · , tq)
=
∑
λ,φ,φ′
λ(s)φ(x)φ′(Z ′, z)
for some holomorphic functions λ and smooth compactly supported functions φ and φ′ on F and
F r−3 × F , respectively. Hence to study the analytic behavior of (4.17) we have only to study that of∫
F×2
∫
F r−2
|x|rs−
1
4 r+
1
2χ(x1/2)η(x)−1φ(x)φ′(Z) dZd×x,
which is written as ∫
F×2
|x|rs−
1
4 r+
1
2χ(x1/2)η(x)−1φ(x) d×x ·
∫
F r−2
φ′(Z) dZ,
where recall we have put Z = (Z ′, z). The integral over Z is independent of s, and hence we have
only to consider the first integral. But one can see∫
F×2
|x|rs−
1
4 r+
1
2χ(x1/2)η(x)−1φ(x) d×x = c
∫
F×
|y2|rs−
1
4 r+
1
2χ(y)η(y2)−1φ(y2) d×y
for an appropriate non-zero constant c. By Tate’s thesis, one knows that this integral is L(2(rs− 14r+
1
2 ), χη
−2) times an entire function on s, where this L-factor is precisely the one appearing in (4.16).
Therefore (4.16) is an entire function on s.
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4.7. The case r = 2. In Theorem 4.3, we excluded the case that r = 2 and χ2η−2 = 1. However,
the argument above works even in this case except at s = 0; Namely Theorem 4.3 holds even when
r = 2 and χ2η−2 = 1 except at s = 0. Now at s = 0, since for r = 2 the inducing representation
is cuspidal, the general theory of Eisenstein series ([MW, Proposition IV. 1.11.(b)]) implies that
it is actually holomorphic at s = 0. One can see (χ˜ ⊗˜ η˜)ω = (χ˜ ⊗˜ χ˜)ω by Proposition 2.12, and
w(χ˜ ⊗˜ χ˜)ω = (χ˜ ⊗˜ χ˜)ω by Proposition 2.9. Hence the map A(0, θχ,η, w1) is an endomorphism on
IndG˜L2
B˜
= (χ˜ ⊗˜ χ˜)ω . But by the functional equation of the intertwining operator ([MW, Theorem
IV.1.10(b), p.141]) we must have A(0, θχ,η, w1)
2 = Id. This implies that on each irreducible submodule
of IndG˜L2
B˜
(χ˜ ⊗˜ χ˜)ω, the operator A(0, θχ,η, w1) acts as ± Id. Indeed, it is shown in [BG, Proposition
7.3 (ii)] that it acts as −1 on all of the induced space. Hence we have
Proposition 4.18. For r = 2 and χ2η−2 = 1, the (global) intertwining operator A(s, θχ,η, w1) is
holomorphic for Re(s) ≥ 0 except a possible simple pole at s = 14 . Moreover A(0, θχ,η, w1) acts as
− Id.
5. The unnormalized Eisenstein series
Now we are ready to state the main theorem on the analytic behavior of the (unnormalized)
Eisenstein series. Let θ = θχ,η or ϑχ,η, depending on the parity of r. In this paper, we consider the
Eisenstein series associated to the induced representation
(5.1) Ind
G˜Lr(A)
Q˜(A)
θ ⊗ δsQ.
Namely for each f s ∈ Ind
G˜Lr(A)
Q˜(A)
θ ⊗ δsQ, we let
(5.2) E(g, s; f s) =
∑
γ∈Q(F )\GLr(F )
f s(s(γ)g; 1)
for g ∈ G˜Lr(A), where we view each section f s as a function
f s : G˜Lr(A)→ space of θ ⊗ δ
s+ 12
Q ,
and by f s(s(γ)g; 1) we mean the automorphic form f s(s(γ)g) on M˜Q(A) evaluated at the identity 1.
Also for fixed s(γ)g, we often write f s(s(γ)g;−), which is viewed as an automorphic form in the space
of θ ⊗ δsQ, namely the function m˜ 7→ f
s(s(γ)g; m˜) is an automorphic form on M˜Q(A).
The main theme of this section is to prove
Theorem 5.3. The Eisenstein series E(g, s; f s) is holomorphic for Re(s) ≥ 0 except that it possibly
has a simple pole at s = 14 , when χ
2η−2 = 1 and r = 2q, or χη−2 = 1 and r = 2q + 1.
In what follows we will give a proof of the theorem. The basic idea seems to be standard in that
we will compute a constant term of the Eisenstein series and argue inductively on r. Indeed, the most
of the ideas (at least for the case θ = θχ,η) are already present in [BG] and we will borrow many of
the ideas from there. Let us note, however, that the cuspidal support of our Eisenstein series differs
for the two cases θ = θχ,η and θ = ϑχ,η, and hence we will compute different constant terms for those
cases.
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5.1. The base step of induction. The base step is r = 2 for the case θ = θχ,η and r = 3 for the
case θ = ϑχ,η and χ
1/2 does not exist. (If r is odd and χ1/2 exists, then we have θ = θχ1/2,η and hence
the base step will be the case r = 2.)
Consider the case r = 2. Then θ = θχ,η = (χ˜ ⊗˜ η˜)ω. The analytic property of the Eisenstein series
E(g, s; f s) is determined by the contant term ENB (g, s; f
s) along the unipotent radical NB of B. By
the standard calculation, one has
(5.4) EB(g, s; f
s) = f s(g) +
∫
NB
f s(s(w−11 n)g) dn = f
s(g) +A(s, θχ,η, w1)f
s(g),
where w1 is as in (4.2). By Theorem 4.3 (and Proposition 4.18) above we know that A(s, θ, w1) is
holomorphic for Re(s) ≥ 0 except that if χ2η−1 = 1, it has a possible pole at 14 . Hence Theorem 5.3
holds for r = 2. (Though we do not need this fact, let us mention that at s = 14 , the intertwining
operator does have a pole and the residues generate the non-twisted exceptional representation for
r = 2 of determinantal character χ, namely the Weil representation rχ2 .)
Next consider the case r = 3 (so ϑχ,η = (rχ ⊗˜ η˜)ω) and χ
1/2 does not exist. Since χ1/2 does not
exist, necessarily χη−2 6= 1. Then the inducing representation ϑχ,η is cuspidal, since rχ is cuspidal, and
the metaplectic tensor product preserves cuspidality (Proposition 2.8). Moreover the Levi G˜L2×˜G˜L1
is maximal and non-self-conjugate, and hence the Eisenstein series E(g, s; f s) is entire as desired.
5.2. The induction step for r = 2q. Now we will prove the induction step. Let us first consider
the case r = 2q > 2, namely θ = θχ,η. This basically coincides with the case treated by Bump and
Ginzburg in [BG]. It seems to the author, however, that some of their arguments cannot be justified
without the theory of metaplectic tensor products developed in [T2]. Also in [BG], they use the
induction argument for the normalized Eisenstein series. However, as we will point out later, their
induction argument does not seem to work because the finite set S used to normalize the Eisenstein
series depends not only on χ and η, but also on the choice of the section f s, which makes the induction
hypothesis not applicable. (This is another error in [BG] which does not seem to have been pointed
out anywhere else.) Indeed, to obtain the holomorphy for the normalized Eisenstein series, one needs
to use the functional equation of the Eisenstein series as we will do in a later section. Moreover there
are a quite few places in [BG] where important computations are omitted. For those reasons, we will
write out the computations in detail, though our computations are quite parallel to those in [BG].
Now for the case at hand, the cuspidal support of our Eisenstein series E(g, s; f s) is the Borel
subgroup and hence the poles of the Eisenstein series are precisely the poles of the constant term
along any parabolic. So in particular in this subsection we let
P = P1,r−1 =MPNP ⊆ GLr
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be the (1, r− 1)-parabolic, and will consider the constant term along the unipotent radical NP of this
parabolic. The constant term along NP is computed as
EP (g, s; f
s) =
∫
NP (F )\NP (A)
E(s(n)g, s; f s) dn
=
∫
NP (F )\NP (A)
∑
γ∈Q(F )\GLr(F )
f s(s(γ)s(n)g; 1) dn
=
∫
NP (F )\NP (A)
∑
γ∈Q(F )\GLr(F )/NP (F )
∑
n′∈NP (F )γ
−1\NP (F )
f s(s(γn′)s(n)g; 1) dn
=
∑
γ∈Q(F )\GLr(F )/NP (F )
∫
NP (F )\NP (A)
∑
n′∈NP (F )γ
−1\NP (F )
f s(s(γn′n)g; 1) dn
=
∑
γ∈Q(F )\GLr(F )/NP (F )
∫
NP (F )γ
−1\NP (A)
f s(s(γn)g; 1) dn,(5.5)
where NP (F )
γ−1 = NP (F ) ∩ γ
−1Q(F )γ and also for the fourth equality we used Lemma 2.5.
By the Bruhat decomposition, we have
GLr(F ) =
⋃
w∈{1,w1}
Q(F )w−1P (F ),
where w1 is as in (4.2). Accordingly, we have
Q\GLr /NP =
⋃
w∈{1,w1}
Q\Qw−1P/NP =
⋃
w∈{1,w1}
Q\Qw−1MP =
⋃
w∈{1,w1}
MP ∩ wQw
−1\MP ,
where the last equality is given by the map γ = w−1m 7→ m for m ∈MP . Notice that
MP ∩wQw
−1\MP =
{
P r−1r−2,1\GLr−1, if w = 1;
1, if w = w1,
where GLr−1 is viewed as a subgroup of GLr embedded in the lower right corner, and P
r−1
r−2,1 is the
(r − 2, 1)-parabolic of GLr−1. (Recall the notation from the notation section.)
Using this decomposition, one can write (5.5) as
∑
γ∈Q(F )\GLr(F )/NP (F )
∫
NP (F )γ
−1\NP (A)
f s(s(γn)g; 1) dn
=
∑
w∈{1,w1}
∑
m∈MP (F )∩wQ(F )w−1\MP (F )
∫
NP (F )m
−1w\NP (A)
f s(s(w−1mn)g; 1) dn
=
 ∑
m∈P r−1r−2,1(F )\GLr−1(F )
∫
NP (F )\NP (A)
f s(s(mn)g; 1) dn
+ ∫
NP (F )w1\NP (A)
f s(s(w−11 n)g; 1) dn
=EP (g, s; f
s)Id + EP (g, s; f
s)w1 ,
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where we have set
EP (g, s; f
s)Id :=
∑
m∈P r−1r−2,1(F )\GLr−1(F )
∫
NP (F )\NP (A)
f s(s(mn)g; 1) dn;
EP (g, s; f
s)w1 :=
∫
NP (A)
f s(s(w−11 n)g; 1) dn.
Note that we used NP (F )
w1 = 1. To sum up, we have obtained
(5.6) EP (g, s; f
s) = EP (g, s; f
s)Id + EP (g, s; f
s)w1 .
In what follows, we will show that the non-identity term EP (g, s; f
s)w1 is holomorphic for Re(s) ≥ 0
except when χ2η−2 = 1, in which case it has possible poles at s = 14 and s =
1
4 −
1
2r , and then the
identity term EP (g, s; f
s)Id is holomorphic for Re(s) ≥ 0 except when χ
2η−2 = 1, in which case it has
a possible pole at s = 14 −
1
2r . Then we will show that the possible poles at s =
1
4 −
1
2r (if exist at all)
coming from both terms cancel each other. This will complete the induction.
The non-identity term EP (g, s; f
s)w1 :
First consider the non-identity term. Note that the non-identity term is written as
EP (g, s; f
s)w1 =
∫
NP (A)
f s(s(w−11 n)g; 1) dn = A(s, θχ,η, w1)f
s,
where A(s, θχ,η, w1) is the intertwining operator studied in Section 4. From Theorem 4.3, we know
that A(s, θχ,η, w1) is holomorphic for Re(s) ≥ 0 except when χ
2η−2 = 1, in which case it has possible
poles at s = 14 and s =
1
4 −
1
2r .
The identity term EP (g, s; f
s)Id:
One can write
EP (g, s; f
s)Id =
∑
m∈P r−1r−2,1(F )\GLr−1(F )
∫
NP ′ (F )\NP ′(A)
f s(s(m)g; s(n′)) dn′,
where
P ′ = P r−1,11,r−2,1 = P ∩MQ = (GL1×GLr−2×GL1)NP ′ ,
so P ′ is the parabolic subgroup of GLr−1×GL1 whose Levi is GL1×GLr−2×GL1. If one views
f s(s(m)g;−) as an automorphic form in θ ⊗ δ
s+1/2
Q on M˜Q(A) as explained at the beginning of this
section, the integral in the above sum is just the constant term along NP ′ . But since f
s(s(m)g;−) ∈
θ ⊗ δ
s+1/2
Q , we need to compute the constant term of the residual representation θ ⊗ δ
s+1/2
Q along
NP ′ . Recall that the exceptional representation θ is constructed as the residue of the Eisenstein series
associated to the induced representation Ind
M˜Q
B˜r−1,1
(χ˜ ⊗˜ · · · ⊗˜ χ˜ ⊗˜ η˜)νω at ν = ρBr−1,1/2, where B
r−1,1
is the Borel subgroup of GLr−1×GL1. Namely it is generated by
Res
ν= 12 ρBr−1,1
EM˜Q(−, ϕν ; ν)
for ϕν ∈ Ind
M˜Q
B˜r−1,1
(χ˜ ⊗˜ · · · ⊗˜ χ˜ ⊗˜ η˜)νω . (Here the superscript for the Eisenstein series is the group on
which the Eisenstein series is defined. We will use this convention in what follows as well.) But the
constant term of the residue is the same as the residue of the constant term, and hence one first needs
to compute the constant term E
M˜Q
NP ′
(−, ϕν ; ν) of EM˜Q(−, ϕν ; ν) along NP ′ . For this, one can use [MW,
32 SHUICHIRO TAKEDA
Proposition (ii), p.92], and obtain
E
M˜Q
P ′ (m
′, ϕν ; ν) =
∑
w
EM˜p′ (m′,M(w, ν)ϕν ),
wherem′ ∈ M˜p′ and w runs through all the Weyl group elements of GLr−1×GL1 such that w
−1(α) > 0
for all the positive roots α that are in MP ′ . Note that
M(w, ν)ϕν ∈ Ind
M˜Q
B˜r−1,1
w(χ˜ ⊗˜ · · · ⊗˜ χ˜ ⊗˜ η˜)wνω ,
but it is viewed as a map on M˜P ′ by restriction. Hence we actually have
M(w, ν)ϕν ∈ Ind
M˜P ′
B˜1,r−1,1
w(χ˜ ⊗˜ · · · ⊗˜ χ˜ ⊗˜ η˜)wνω δ
1/2
Br−1,1δ
−1/2
B1,r−1,1 .
(Note that since our induction is normalized, we need the modulus characters δ
1/2
Br−1,1δ
−1/2
B1,r−1,1 .)
One can see that by using the language of permutations, w runs through all the elements of the
form
w = (12 · · ·k), for k = 1, . . . , r − 1.
We need to compute the residue at ν = ρBr−1,1/2 of each E
M˜P ′ (m′,M(w, ν)ϕν) for such w. But one
can see that this Eisensteins series has a residue at ν = ρBr−1,1/2 only for w = (12 · · · r − 1) for the
following reason: Since the cuspidal support of the Eisenstein series EM˜P ′ is the Borel, the analytic
behavior is determined by the constant term E
M˜P ′
B1,r−1,1(m
′,M(w, ν)ϕν) along the Borel B1,r−1,1 of
MP ′ . By using [MW, Proposition (i), p.92], one can see
E
M˜P ′
B1,r−1,1(m
′,M(w, ν)ϕν) =
∑
w′
M(w′, wν) ◦M(w, ν)ϕν ,
where w′ runs through all the elements in the Weyl group of MP ′ . We have
M(w′, wν) ◦M(w, ν) =M(w′w, ν).
But we know from [KP, Theorem II.1.3] that the intertwining operatorM(w′w, ν) for the exceptional
representation (χ˜ ⊗˜ · · · ⊗˜ χ˜ ⊗˜ η˜)νω has a residue at ν = ρBr−1,1/2 only when w
′w is the longest element,
which implies w must be of the form (12 · · · r − 1). Therefore we have
Res
ν= 12ρBr−1,1
E
M˜Q
P ′ (m
′, ϕν ; ν) = Res
ν= 12 ρBr−1,1
EM˜P ′ (m′,M(w, ν)ϕν ),
where w = (12 · · · r − 1).
Now as in the notation section let
ν = s1e1 + · · ·+ sr−1er−1 ∈ ΦBr−1,1(C) ∼= C
r−2
for si ∈ C with s1 + · · ·+ sr−1 = 0. With this notation, for w = (12 · · · r − 1) we have
wν =sr−1e1 + s1e2 + s2e3 + · · ·+ sr−2er−1
=sr−1e1 + (s1 +
sr−1
r − 2
)e2 + (s2 +
sr−1
r − 2
)e3 + · · ·+ (sr−2 +
sr−1
r − 2
)er−1
−
sr−1
r − 2
(e2 + · · ·+ er−1)
=
sr−1
r − 2
· (2ρP ′) + (s1 +
sr−1
r − 2
)e2 + (s2 +
sr−1
r − 2
)e3 + · · ·+ (sr−2 +
sr−1
r − 2
)er−1
=
sr−1
r − 2
· (2ρP ′) + ν
′
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where we have set
ν′ = (s1 +
sr−1
r − 2
)e2 + (s2 +
sr−1
r − 2
)e3 + · · ·+ (sr−2 +
sr−1
r − 2
)er−1.
Note that ν′ ∈ ΦB1,r−2,1(C) ∼= C
r−3. Now we have
1
2
ρBr−1,1 =
1
4
(
(r − 2)e1 + (r − 4)e2 + · · ·+ (2− r)er−1
)
and hence
1
2
wρBr−1,1 =
1
4
(
− 2ρP r−1,11,r−2,1
+ (r − 3)e2 + (r − 5)e3 + · · ·+ (3− r)er−1
)
= −
1
2
ρP r−1,11,r−2,1
+
1
2
ρB1,r−2,1 .
But here − 12ρP r−1,11,r−2,1
is just a character on the Levi MP r−1,11,r−2,1
= GL1×GLr−2×GL1 which acts as
(a, gr−2, b) 7→ |a|
− r−24 |det(gr−2)|
1
4
for (a, gr−2, b) ∈ GL1×GLr−2×GL1. Hence for m
′ ∈MP ′ = GL1×GLr−2×GL1, we have
Res
ν= 12ρBr−1,1
EM˜P ′ (m′,M(w, ν)ϕν) = Res
ν′= 12ρB1,r−2,1
EM˜P ′ (m′, ϕ′
ν′
)
where
ϕ′
ν′
∈ Ind
M˜P ′
B˜1,r−2,1
(χ˜| − |−
r−2
4 ⊗˜ (χ˜ ⊗˜ · · · ⊗˜ χ˜︸ ︷︷ ︸
r−2 times
)|detr−2|
1
4 ⊗˜ η˜)ν
′
ω δ
1/2
Br−1,1δ
−1/2
B1,r−2,1 .
By computing δ
1/2
Br−1,1δ
−1/2
B1,r−2,1 , this induced representation is written as
Ind
M˜P ′
B˜1,r−2,1
(χ˜| − |
r−2
4 ⊗˜ (χ˜ ⊗˜ · · · ⊗˜ χ˜)|detr−2|
− 14 ⊗˜ η˜)ν
′
ω .
The inducing representation in this induced representation is the exceptional character (with some
character twits) and hence the residue at ν′ = 12ρB1,r−2,1 of the Eisenstein series for this induced rep-
resentation gives rise to the exceptional representation of M˜P ′ . But by the compatibility of parabolic
inductions for metaplectic tensor products (Proposition 2.10), one can see that
Res
ν′= 12ρB1,r−2,1
EM˜P ′ (−, ϕ′
ν′
) ∈ (χ˜| − |
r−2
4 ⊗˜ θ′|detr−2|
− 14 ⊗˜ η˜)ω,
where θ′ is the exceptional representation of G˜Lr−2 which is the unique irreducible quotient of the
induced representation
Ind
G˜Lr−2
B˜r−2
(χ˜ ⊗˜ · · · ⊗˜ χ˜)ω′ ⊗ δ
1/4
Br−2
for an appropriate choice of ω′.
Hence for each fixed m ∈ GLr−1(F ), the function on M˜P ′(A) given by
m′ 7→
∫
NP ′(F )\NP ′ (A)
f s(s(m)g; s(n′)m′) dn′
is an element in (χ˜|−|
r−2
4 ⊗˜ θ′|detr−2|
− 14 ⊗˜ η˜)ω⊗δ
s+ 12
Q , where δ
s+ 12
Q is actually the restriction δ
s+ 12
Q |P ′
to P ′. One can compute
δ
s+ 12
Q (a, gr−2, b) = |a|
s+ 12 |det(gr−2)|
s+ 12 |b|−(r−1)(s+
1
2 ).
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Accordingly the function f sNP ′ on M˜P (A) defined by
f sNP ′ (g) =
∫
NP ′ (F )\NP ′ (A)
f s(g; s(n′)) dn′
is in
Ind
M˜P (A)
P˜ ′(A)
(χ˜| − |
r−2
4 ⊗˜ θ′|detr−2|
− 14 ⊗˜ η˜)ω ⊗ δ
s+ 12
Q δ
−1/2
P ′
=Ind
M˜P (A)
P˜ ′(A)
(χ˜| − |−
r−2
4 ⊗˜ θ′|detr−2|
1
4 ⊗˜ η˜)ω ⊗ δ
s+ 12
Q .
Recall we are trying to figure out the analytic behavior of the Eisenstein series
(5.7) EP (g, s; f
s)Id =
∑
m∈P r−1r−2,1(F )\GLr−1(F )
f sNP ′ (s(m)g; 1)
as g runs through all elements in M˜P (A) and f s runs through all the sections. But for this purpose
we may assume that g = ((1, h), ξ) ∈ M˜P (A) is such that (1, h) ∈ G˜L1(A) × G˜Lr−1(A), because if
g is not of this form, one can always translate f s by an appropriate element in M˜P (A). Namely we
consider the section f sNP ′ |G˜Lr−1(A). Let
F s := f sNP ′ |G˜Lr−1(A).
Then one can see, by using Proposition 2.11 on restriction of metaplectic tensor product on smaller
Levi, that
F s ∈
⊕
δ
Ind
G˜Lr−1(A)
P˜ r−1r−2,1(A)
(θ′|detr−2|
1
4 ⊗˜ η˜)ωδ ⊗ δ
s+ 12
Q δ
1/2
P ′ δ
−1/2
P r−1r−2,1
,
where δ runs through a subset of GL1(F ) and ωδ is an appropriate character on the center of G˜Lr−1.
Hence after all, the analytic behavior of (5.7) is determined by the analytic behavior of the Eisenstein
series on G˜Lr−1(A) given by ∑
m∈P r−1r−2,1(F )\GLr−1(F )
F s(s(m)g; 1)
where F s ∈ Ind
G˜Lr−1(A)
P˜ r−1r−2,1(A)
(θ′|detr−2|
1
4 ⊗˜ η˜)ω ⊗ δ
s+ 12
Q δ
1/2
P ′ δ
−1/2
P r−1r−2,1
and ω is some appropriately chosen
character and δ
s+ 12
Q δ
1/2
P ′ δ
−1/2
P r−1r−2,1
is restricted to P r−1r−2,1. As a character on GLr−2×GL1 ⊆ P
r−1
r−2,1, one
can compute
| det(gr−2)|
1
4 δ
s+ 12
Q δ
1/2
P ′ δ
−1/2
P r−1r−2,1
(gr−2, b) = | det(gr−2)|
s− 14 |b|−(s+
1
2 )(r−1)+
1
2 (r−2)
= δP r−1r−2,1
(gr−1, b)
rs+1
4
r−1 | det(gr−1)b|
−
1
4
r−s
r−1 .
Thus the section F s belongs to
(5.8) Ind
G˜Lr−1(A)
P˜ r−1r−2,1(A)
(θ′ ⊗˜ η˜)ω ⊗ δ
b
P r−1r−2,1
|detr−1|
a,
where
(5.9) a =
− 14r − s
r − 1
, b =
rs+ 14
r − 1
.
(Note that those two exponents a and b are precisely the ones in the middle of p. 196 of [BG], though
in [BG] induction is not normalized and hence their exponents look different for ours.)
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Therefore the analytic behavior of the Eisenstein series in (5.7) is determined by that of the Eisen-
stein series associated to the induced representation (5.8). But the twist by |detr−1|
a does not have
any affect on the analytic behavior, and hence we have to consider the Eisenstein series on G˜Lr−1(A)
associated with the induced space
Ind
G˜Lr−1(A)
P˜ r−1r−2,1(A)
(θ′ ⊗˜ η˜)ω ⊗ δ
b
P r−1r−2,1
,
where b is as in (5.9).
Now by the induction hypothesis, this Eisenstein series on G˜Lr−1(A) is holomorphic for Re(b) ≥ 0,
except when χ2η−2 = 1 in which case it has a possible simple pole at b = 14 . From (5.9), b =
1
4
amounts to
(5.10) s =
1
4
−
1
2r
.
Remark 5.11. The above argument is essentially the detail of the argument outlined in [BG, p.195-
196]. As we pointed out at the beginning of the section, however, in [BG] it seems the induction
argument is used for the normalized Eisenstein series rather than the unnormalized one. But the
normalization of the Eisenstein series depends on the choice of the set S of “bad places”, which
include the bad places for the section f s. As one can see from the above computation, one has to apply
the induction hypothesis to the new section F s on the lower rank group G˜Lr−1(A). But there is no
guarantee that the same set S works for F s. This is why we cannot use the induction argument for
the normalized Eisenstein series.
Cancellation of the poles at s = 14 −
1
2r :
Finally, to complete the induction, we need to show the (possible) poles at s = 14 −
1
2r (if exist at
all) of both the identity term EP (g, s; f
s)Id and the non-identity term EP (g, s; f
s)w1 cancel out.
Set
s0 :=
1
4
−
1
2r
.
Let us note that the possible pole at s = s0 will happen only when χ
2η−2 = 1, namely χ2 = η2.
Moreover by the uniqueness of the metaplectic tensor product (Proposition 2.12), if χ2η−2 = 1, then
(χ˜ ⊗˜ · · · ⊗˜ χ˜ ⊗˜ η˜)ω = (χ˜ ⊗˜ · · · ⊗˜ χ˜ ⊗˜ χ˜)ω ,
i.e. we may (and do) assume η = χ, although most of the time we use the notation (χ˜ ⊗˜ · · · ⊗˜ χ˜ ⊗˜ η˜)ω.
As we have seen above, the two terms EP (g, s; f
s)Id and EP (g, s; f
s)w1 both have a possible pole
at s = 14 −
1
2r . But in what follows, we will show the Eisenstein series E(g, s; f
s) does not have a pole
at this point. Namely those two possible poles cancel each other or they just do not exist to begin
with. This is essentially shown in [BG, p.201-203]. However many of the computations are omitted
there, and hence we will give a complete proof in detail here. The basic idea is the following: First
one computes the constant term of our Eisenstein series along the Borel subgroup B instead of P .
Then one can see that all the terms in the constant term is holomorphic at s = 14 −
1
2r except two
terms. One can then see that the treatment of those two terms can be reduced to the “G˜L2-case”,
and invoke Proposition 4.18 to show the cancellation of the poles.
So let us compute the constant term EB(g, s; f
s) of the Eisenstein series along the Borel. Analo-
gously to (5.5)
EB(g, s; f
s) =
∑
γ∈Q(F )\GLr(F )/NB(F )
∫
NB(F )γ
−1\NB(A)
f s(s(γn)g; 1) dn,
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where NB(F )
γ−1 = NB(F ) ∩ γ
−1Q(F )γ. For i = 0, . . . , r − 1, let
wi =
Ir−i−1 1
Ii
 .
(Let us note that w1 here differs from the one in (4.2), but this should not cause any confusion.) By
the Bruhat decomposition, one has
Q(F )\GLr(F )/NB(F ) =
r−1⋃
i=0
Q\Qw−1i TB =
r−1⋃
i=0
TB ∩ wiQw
−1
i \TB,
where the last equality is given by the map γ = w−1i t 7→ t for t ∈ TB. But TB ∩ wiQw
−1
i \TB = 1 for
any wi, and so each double coset in Q(F )\GLr(F )/NB(F ) is represented by w
−1
i . Hence
(5.12) EB(g, s; f
s) =
r−1∑
i=0
∫
NB(F )wi\NB(A)
f s(s(w−1i n)g; 1) dn.
Let us put
(5.13) ci(g, s; f
s) =
∫
NB(F )wi\NB(A)
f s(s(w−1i n)g; 1) dn,
so that
(5.14) EB(g, s; f
s) =
r−1∑
i=0
ci(g, s; f
s).
Let us compute the term for i = 0, so w0 = 1 and NB(F )
w0 = NB(F ). For m ∈ M˜Q, define
fˆ s(g;m) :=
∫
NBr−1,1 (F )\NBr−1,1(A)
f s(g; s(n)m) dn.
Namely fˆ s(g) is the constant term of the automorphic form f s(g) ∈ θχ,η ⊗ δ
s+1/2
Q along the Borel
subgroup Br−1,1 of MQ = GLr−1×GL1. Then
c0(g, s; f
s) =
∫
NB(F )\NB(A)
f s(s(w−10 n)g; 1) dn
=
∫
NBr−1,1(F )\NBr−1,1 (A)
f s(s(n)g; 1) dn
=
∫
NBr−1,1(F )\NBr−1,1 (A)
f s(g; s(n)) dn
= fˆ s(g; 1)
where we used that NB = NQNBr−1,1 and NQ(A) acts trivially on f
s. But θχ,η is generated by the
residues of Eisenstein series associated with the induced representation Ind
M˜Q(A)
Br−1,1(A)(χ˜ ⊗˜ · · · ⊗˜ χ˜ ⊗˜ η˜)
ν
ω
at ν = 12ρBr−1,1 . Namely
f s(g;−) = Res
ν= 12ρBr−1,1
E(−, ϕν)⊗ δ
s+ 12
Q (−)
for ϕν ∈ Ind
M˜Q(A)
Br−1,1(A)(χ˜ ⊗˜ · · · ⊗˜ χ˜ ⊗˜ η˜)
ν
ω. Now a constant term of a residue is the residue of the
constant term. Hence we need to compute the constant term EBr−1,1(−, ϕ
ν). By [MW, Proposition
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II.1.7 (ii), p.92], we can write
EBr−1,1 (−, ϕ
ν) =
∑
w∈WGLr−1
M(w, ν)ϕν (−)
where WGLr−1 is the Weyl group of GLr−1 embedded into the left upper corner of GLr, and M(w, ν)
is the intertwining operator
M(w, ν) : Ind
M˜Q(A)
Br−1,1(A)(χ˜ ⊗˜ · · · ⊗˜ χ˜ ⊗˜ η˜)
ν
ω → Ind
M˜Q(A)
Br−1,1(A)
w(χ˜ ⊗˜ · · · ⊗˜ χ˜ ⊗˜ η˜)wνω .
But we know from [KP, Theorem II.1.3] that this intertwining operator has a residue at ν = 12ρBr−1,1
only for the longest element u =
(
Jr−1
1
)
∈ WGLr−1 , where Jr−1 is the (r − 1) × (r − 1) matrix
with 1’s on the anti-diagonal entries and all the other entries 0. Moreover the residue is in the
exceptional representation θχ,η. Hence the function on B˜(A) defined by b 7→ fˆ s(g; b) for b ∈ B˜(A) is
an automorphic form in the space generated by the constant terms of the exceptional representation
θχ,η ⊗ δ
s+ 12
Q , which is equal to
(χ˜ ⊗˜ · · · ⊗˜ χ˜ ⊗˜ η˜)ω ⊗ δ
1/4
Br−1,1 .
Also for each b, b′ ∈ B˜(A),
fˆ s(b′g; b) =
∫
NBr−1,1 (F )\NBr−1,1(A)
f s(b′g; s(n)b) dn
=
∫
NBr−1,1 (F )\NBr−1,1(A)
f s(g; s(n)bb′) dn
= fˆ s(g; bb′).
Hence we have
(5.15) fˆ s ∈ ind
G˜Lr(A)
B˜(A)
(χ˜ ⊗˜ · · · ⊗˜ χ˜ ⊗˜ η˜)ω ⊗ δ
1/4
Br−1,1δ
s+ 12
Q ,
where the induction is not normalized.
Next consider i > 0. Let
Ni := {
Ir−i−1 1 Xi
Ii
 : Xi is a 1× i matrix},
i.e. Ni is the set of the “(r − i)
th-rows” of NB. Also let
Ui = {
Ir−i−1 0 Yr−i−10 Ii 0
0 0 1
 : Yr−i−1 is a (r − i− 1)× 1 matrix},
i.e. Ui is the set of the first r− i− 1 entries in the last column. Both Ni and Ui are subgroups of NB.
One can see
wiUiNBr−1,1w
−1
i Ni = NB,
and
NB(F )
wi = NB(F ) ∩ wiQ(F )w
−1
i = wiUi(F )NBr−1,1 (F )w
−1
i .
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Therefore we have
ci(g, s; f
s) =
∫
NB(F )wi\NB(A)
f s(s(w−1i n)g; 1) dn
=
∫
wiUi(F )NBr−1,1(F )w
−1
i \wiUi(A)NBr−1,1 (A)w
−1
i Ni(A)
f s(s(w−1i n)g; 1) dn
=
∫
Ni(A)
∫
Ui(F )NBr−1,1 (F )\Ui(A)NBr−1,1 (A)
f s(s(n′w−1i ni)g; 1) dn
′dni
=
∫
Ni(A)
∫
NBr−1,1 (F )\NBr−1,1(A)
∫
Ui(F )\Ui(A)
f s(s(ui)s(nr−1)s(w
−1
i ni)g; 1) duidnr−1dni,(5.16)
where for the last equality we used Lemma 2.5 and that wi ∈ GLr(F ). Note that Ui(A) ⊆ NQ(A)
acts trivially on f s, and f s(s(ui)s(nr−1)s(w
−1
i ni)g; 1) = f
s(s(nr−1)s(w
−1
i ni)g; 1). Hence the inner
most integral simply goes away. Furthermore, f s(s(nr−1)s(w
−1
i ni)g; 1) = f
s(s(w−1i ni)g; s(nr−1)).
Therefore the integral (5.16) is written as∫
Ni(A)
∫
NBr−1,1 (F )\NBr−1,1(A)
f s(s(w−1i ni)g; s(nr−1))dnr−1dni =
∫
Ni(A)
fˆ s(s(w−1i ni)g; 1)dni.
Therefore
ci(g, s; f
s) =
∫
Ni(A)
fˆ s(s(w−1i )s(ni)g; 1) dni.(5.17)
=
∫
Ai
fˆ s
(
s(w−1i )s(
Ir−i−1 1 Xi
Ii
)g; 1) dXi.
This is precisely the formula stated (without a proof) at the end of p.202 of [BG], though our w−1i is
their wi.
We will show that ci(g, s; f
s) is holomorphic at s = s0 for all i < r − 2, and for i = r and r − 1 it
does have a pole but they cancel out, and hence the constant term (5.14) has no pole at s = s0, which
implies that the Eisenstein series E(g, s, f s) does not have a pole at s = s0.
For this purpose, we need to reduce our situation to the “G˜L2-situation”. For this, just as is done
in [BG], we need to interpret the metaplectic tensor product (χ˜ ⊗˜ · · · ⊗˜ χ˜ ⊗˜ η˜)ω as follows.
Lemma 5.18. Let Tm(A) be the subgroup of the maximum torus T (A) of the form
Tm(A) = {(t1, . . . , tr) ∈ T : ti ∈ F
×A×2}p(Z
G˜Lr
(A)),
where p is the canonical projection. Also let T˜m(A) be the metaplectic preimage of Tm(A). Then
T˜m(A) is a maximal abelian subgroup of T˜ (A). Moreover let ωm be any character on T˜m(A) extending
the character on Z
G˜Lr
(A)T˜ (2)(A) given by
ω(χ˜(2) ⊗˜ · · · ⊗˜ χ˜(2)),
where ω is chosen so that it agrees with the metaplectic tensor product χ˜(2) ⊗˜ · · · ⊗˜ χ˜(2) on the overlap.
Then we have
(χ˜ ⊗˜ · · · ⊗˜ χ˜)ω ∼= ind
T˜ (A)
T˜m(A)
ωm,
where ind is as in [KP, p. 54].
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Proof. The group T˜ (A) is a Heisenberg group and the group T˜m(A) is a maximal abelian subgroup
by [KP, II.1.1]. Hence the lemma follows from a general theory on the Heisenberg group as described
in [KP, p.52-56]. 
Let us note that in [BG], our Tm is denoted by T i, and our ωm by ωi, but we avoid to use i in
order not to confuse it with the index i we have been using.
With this lemma, one may assume
(5.19) fˆ s ∈ ind
G˜Lr(A)
T˜m(A)NB(A)
∗
ωm ⊗ δ
1/4
Br−1,1δ
s+ 12
Q ,
where NB(A)
∗ acts trivially as usual.
Another important property of the group Tm(A) is
Lemma 5.20. The partial section s : GLr(A) → G˜Lr(A) is not only defined but a homomorphism
on Tm(A)NB(A). Also for t ∈ Tm(A) and g ∈ GLr(F ), both s(tg) and s(gt) are defined and s(tg) =
s(t)s(g) and s(gt) = s(g)s(t).
Proof. It is known that the partial section s is defined on the Borel subgroup B(A) and the block-
compatible cocycle is globally defined on B(A)×B(A). Now if t, t′ ∈ Tm(A) and n, n′ ∈ NB(A), one
can compute
σr(tn, t
′n′) = σr(tnt
−1t, t′n′) = σr(t, t
′) = 1,
where the last equality follows because the Hilbert symbol is trivial on F×A×2 × F×A×2.
To show the second part of the lemma note that at every place v,
sr(tvgv) =
sr(tv)sr(gv)
σr(tv, gv)
τr(tv, gv)
and for almost all v one can see that the right hand side is 1, and hence the product
∏
v sr(tvgv) is
defined, i.e. s(tg) is defined. Also this implies that globally we have
sr(tg) =
sr(t)sr(g)
σr(t, g)
τr(t, g) = sr(t)sr(g)τr(t, g)
because σr(t, g) = 1, which implies s(tg) = s(t)s(g). The same argument works for s(gt). 
Now for each i, let us define the inclusion
ιi : GL2 → GLr, g2 7→
Ir−i−1 g2
Ii−1
 ,
so the first entry of g2 ∈ GL2 is in the (r − i, r − i)-entry. This lifts to
ι˜i : G˜L2(A)→ G˜Lr(A).
With this notation, define
F si (g2; g) := ci(ι˜i(g2)g, s; f
s) =
∫
Ai
fˆ s
(
s(w−1i )s(
Ir−i−1 1 Xi
Ii
)ι˜i(g2)g; 1)dXi
Gsi (g2; g) := ci−1(ι˜i(g2)g, s; f
s) =
∫
Ai−1
fˆ s
(
s(w−1i−1)s(
Ir−i 1 Xi−1
Ii−1
)ι˜i(g2)g; 1) dXi−1.
It should be noted that
(5.21) Gsi (1; g) = F
s
i−1(1; g).
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Also we have
Lemma 5.22. Assuming the integrals of F si (g2; g) and G
s
i (g2; g) both converge, we have
F si (g2; g) =
∫
A
Gsi (s2
(
1
1
)
s2
(
1 x
1
)
g2; g) dx,
where s2 : GL2(A)→ G˜L2(A) is the partial section for G˜L2(A).
Proof. First note that ι˜i ◦ s2 = s ◦ ιi, and hence
ι˜i(s2
(
1
1
)
s2
(
1 x
1
)
g2) = s(ιi
(
1
1
)
)s(ιi
(
1 x
1
)
)ι˜i(g2).
Second note that
wi =

Ir−i−1
1
1
Ii−1
 =

Ir−i−1
1
1
Ii−1


Ir−i−1
1
1
Ii−1
(5.23)
= ιi
(
1
1
)
wi−1.
Then one can check the lemma by a direct computation using Lemma 2.5. 
Now let B2 = TB2NB2 be the Borel subgroup of GL2 and T
m
2 be the analogous subgroup of TB2 as
defined above with r = 2. Let ωm2 be the above ω
m with r = 2, so ind
T˜B2 (A)
T˜m2 (A)
ωm2 = χ˜ ⊗˜ χ˜. (Note that
for G˜L2 there is no choice for the central character ω for the metaplectic tensor product because the
center Z
G˜L2
is already contained in T˜
(2)
B2 , and hence we write χ˜ ⊗˜ χ˜ instead of (χ˜ ⊗˜ χ˜)ω .)
Let us mention
Lemma 5.24. With the above notation, we have
Gsi (−; g) ∈ ind
G˜L2(A)
T˜m2 (A)NB2(A)
∗
ωm2 ⊗ δ
t+ 12
B2 | det |
u,
where
t =
1
2
rs+
1
8
−
1
4
i and u = s−
1
2
rs−
3
8
r +
3
4
i,
and hence in particular at s = s0 =
1
4 −
1
2r we have
Gs0i (−; g) ∈ ind
G˜L2(A)
T˜m2 (A)NB2(A)
∗
ωm2 ⊗ δ
1
4 (r−i+1)
B2 | det |
− 12 r+
3
4 i+
1
2−
1
2r ,
provided the integral is convergent.
Proof. Let
g2 = s(ιi(
(
t1
t2
)
)),
where ti ∈ F
×A×2, so
(
t1
t2
)
∈ Tm2 (A). Then one can compute
Gsi (g2; g) =
∫
Ai−1
fˆ s
(
s(w−1i−1)s(

Ir−i−1
1
1 Xi−1
Ii−1
)s(

Ir−i−1
t1
t2
Ii−1
)g; 1)dXi−1
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=
∫
Ai−1
fˆ s
(
s(w−1i−1)s(

Ir−i−1
t1
t2
Ii−1
)s(

Ir−i−1
1
1 t−12 Xi−1
Ii−1
)g; 1) dXi−1
=
∫
Ai−1
fˆ s
(
s(w−1i−1)s(

Ir−i−1
t1
t2
Ii−1
)s(wi−1)s(w−1i−1)
s(

Ir−i−1
1
1 t−12 Xi−1
Ii−1
)g; 1) dXi−1,
where for the second equality we used Lemma 5.20 and for the third equality we used s(wi)
−1 = s(w−1i )
since s is a group homomorphism on GLr(F ). (Note that in the above computations, the global partial
section s is always defined.)
Next by using Lemma 5.20 and conjugating by wi−1, we can compute
s(w−1i−1)s(

Ir−i−1
t1
t2
Ii−1
)s(wi−1) =s(w−1i−1)s(wi−1)s(

Ir−i−1
t1
Ii−1
t2
)
=s(

Ir−i−2
t1
Ii−1
t2
),
where the last equality follows because s is a group homomorphism on GLr(F ).
Therefore we have
Gsi (g2; g)
=
∫
Ai−1
fˆ s
(
s(

Ir−i−2
t1
Ii−1
t2
)s(w−1i−1)s(

Ir−i−1
1
1 t−12 Xi−1
Ii−1
)g; 1) dXi−1.
Now by (5.19) and the change of variables t−12 Xi−1 7→ Xi−1, one can see
Gsi (g2; g) =|t1|
1
4 (r−2(r−i))+s+
1
2 |t2|
(1−r)(s+ 12 )+i−1ωm(s(

Ir−i−2
t1
Ii−1
t2
))
∫
Ai−1
fˆ s
(
s(w−1i−1)s(

Ir−i−1
1
1 Xi−1
Ii−1
)g; 1) dXi−1.
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By direct computation, one can see
ωm(s(

Ir−i−2
t1
Ii−1
t2
)) = ωm2 (s2((t1 t2
)
)).
Then the lemma follows by simplifying the exponents for |t1| and |t2|. 
Let
(5.25) M2(t) : ind
G˜L2(A)
T˜m
B2
(A)NB2(A)
ωm2 ⊗ δ
t+ 12
B2 | det |
u → ind
G˜L2(A)
T˜m
B2
(A)NB2(A)
ωm2 ⊗ δ
−t+ 12
B2 | det |
u
be the intertwining operator defined on the induced space in the above lemma. Then Lemma 5.22
says that
(5.26) F si (g2; g) =M2(t)G
s
i (g2; g),
with
t =
1
2
rs+
1
8
−
1
4
i,
provided all the integrals are convergent, which is the case if Re(s) >> 0.
With this said, one can prove
Proposition 5.27. Let i < r − 2. Then for each g and g2, the integral for F
s
i (g2; g) converges
absolutely at s = s0. In particular ci(g, s; f
s) = F si (1; g) converges at s = s0.
Proof. We prove it by induction on i. For i = 1, first note that Gs1(g2; g) = fˆ
s(ι˜1(g2)g; 1), and hence
certainly Gs1(g2; g) converges at any s. Now at s = s0 by the previous two lemmas, one can see that
F s1 (g2; g) =M2(
1
4
(r − i− 1))Gs1(g2; g),
where M2 is as in (5.26). But if i = 1 (and r > 3), the intertwining operator M2(
1
4 (r − i − 1))
converges.
Now assume F si (g2; g) converges for all g2 and g at s = s0. Notice that
Gsi+1(g2; g) = G
s
i+1(1; ι˜i+1(g2)g) = F
s
i (1; ι˜i+1(g2)g).
Hence Gsi+1(g2; g) converges for all g2 and g. Again by the previous two lemmas, one can see that
F si+1(g2; g) =M2(
1
4
(r − i)−
1
2
)Gsi+1(g2; g),
and if i+ 1 < r − 2, the intertwining operator here converges. 
Let us note that the convergence of ci(g, s; f
s) for i < r − 2 is stated without proof at the end of
p.202 of [BG] for the non-twisted case. The author believes that the above proof is the one they have
in mind.
Finally we show the cancellation of the possible poles for cr−1(g, s; f
s) and cr−2(g, s; f
s) at s = s0,
namely
Proposition 5.28. The sum
cr−1(g, s; f
s) + cr−2(g, s; f
s)
is holomorphic at s = s0.
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Proof. The proof is essentially described in the first half of p.203 of [BG]. But we will repeat the
argument with our notations.
First note that
cr−2(g, s; f
s) = F sr−2(1, g) =M2(t)G
s
r−2(1; g),
and by the above proposition, Gsr−2(1; g) = F
s
r−3(1; g) is convergent. With i = r − 2 and s = s0, one
can see t = 14 . But at t =
1
4 , the intertwining operator M2(t) has a simple pole. Then we have
Res
s=s0
cr−2(g, s; f
s) = Res
s=s0
F sr−2(1, g) = Res
s=s0
Gsr−1(1, g),
where for the last equality we used (5.21). Second note that
cr−1(g, s; f
s) = F sr−1(1; g) =M(t)G
s
r−1(1; g),
and with i = r−1 and s = s0, one can see t = 0, and we know by Proposition 4.18 that the intertwining
operator M2(0) is holomorphic and acts as − Id. Therefore we have
Res
s=s0
cr−1(g, s; f
s) =M(0)Res
s=s0
Gsr−1(1; g) = −Ress=s0
Gsr−1(1; g) = −Ress=s0
cr−2(g, s; f
s)
Hence the residues get cancelled out. 
With those two propositions, we have proven that the constant term (5.14) is holomorphic at s = s0,
and hence the Eisenstein series E(g, s; f s) is holomorphic at s = s0.
5.3. The induction step for r = 2q + 1. We now consider the case r = 2q + 1, namely θ = ϑχ,η.
First of all, let us note that if χ1/2 exists, then ϑχ,η = θχ1/2,η, to which case the argument for r = 2q
applies. Hence we will assume that χ1/2 does not exist. But even in this case, we argue similarly to
the case r = 2q.
This time, however, the cuspidal support of our Eisenstein series E(g, s; f s) is the (2, . . . , 2, 1)-
parabolic, and hence the poles of the Eisenstein series are precisely the poles of the constant term
along any parabolic containing the (2, . . . , 2, 1)-parabolic. In particular in this subsection we let
P = P2,r−2 =MPNP ⊆ GLr
be the (2, r− 2)-parabolic, and will consider the constant term along the unipotent radical NP of this
parabolic. Similarly to the computation for the case r = 2q, the constant term along NP is computed
as follows:
EP (g, s; f
s) =
∑
γ∈Q(F )\GLr(F )/NP (F )
∫
NP (F )γ
−1\NP (A)
f s(s(γn)g; 1) dn,(5.29)
where NP (F )
γ−1 = NP (F ) ∩ γ
−1Q(F )γ. Since, by the Bruhat decomposition, we have
GLr(F ) =
⋃
w∈{1,w1}
Q(F )w−1P (F ),
where w1 is as in (4.2), we have
Q\GLr /NP =
⋃
w∈{1,w1}
MP ∩ wQw
−1\MP ,
where
MP ∩wQw
−1\MP =
{
P r−2r−3,1\GLr−2, if w = 1;
B
2
\GL2, if w = w1,
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where GLr−2 is viewed as a subgroup of GLr embedded in the lower right corner, and P
r−2
r−3,1 is the
(r − 3, 1)-parabolic of GLr−2, and GL2 is embedded in the upper left corner and B
2
is the opposite
of the standard Borel subgroup of GL2. Using this decomposition, one can write (5.29) as
EP (g, s; f
s) =EP (g, s; f
s)Id + EP (g, s; f
s)w1 ,
where we have set
EP (g, s; f
s)Id :=
∑
m∈P r−2r−3,1(F )\GLr−2(F )
∫
NP (F )\NP (A)
f s(s(mn)g; 1) dn;
EP (g, s; f
s)w1 :=
∑
m∈B
2
(F )\GL2(F )
∫
NP (F )m
−1w1\NP (A)
f s(s(w−11 mn)g; 1) dn.
In what follows, we will show that the identity term EP (g, s; f
s)Id is holomorphic for Re(s) ≥ 0
and the non-identity term EP (g, s; f
s)w1 vanishes, which will complete the proof of Theorem 5.3.
The identity term EP (g, s; f
s)Id:
The argument for the identity term is quite similar to the case r = 2q in that we interpret it as the
Eisenstein series on the smaller group G˜Lr−2 and use induction. Also let us mention that, as we will
see, unlike the case r = 2q, we will not have to show the cancellation of the pole at s = 14 −
1
2r .
First one can write
(5.30) EP (g, s; f
s)Id =
∑
m∈P r−2r−3,1(F )\GLr−2(F )
∫
NP ′ (F )\NP ′(A)
f s(s(m)g; s(n′)) dn′,
where
P ′ = P r−1,12,r−3,1 = P ∩MQ = (GL2×GLr−3×GL1)NP ′ ,
so P ′ is the parabolic subgroup of GLr−1×GL1 whose Levi is GL2×GLr−3×GL1. If one views
f s(s(m)g;−) as an automorphic form in θ ⊗ δ
s+1/2
Q on M˜Q(A), the integral in the above sum is just
the constant term along NP ′ . But since f
s(s(m)g;−) ∈ θ ⊗ δ
s+1/2
Q , we need to compute the constant
term of the residual representation θ ⊗ δ
s+1/2
Q along NP ′ . Recall that the exceptional representa-
tion θ is constructed as the residue of the Eisenstein series associated to the induced representation
Ind
M˜Q
P˜ r−1,12,...,2,1
(rχ ⊗˜ · · · ⊗˜ rχ ⊗˜ η˜)
ν
ω at ν = ρP r−1,12,...,2,1
/2, where P r−1,12,...,2,1 is the (2, . . . , 2, 1)-parabolic subgroup
of GLr−1×GL1. Namely it is generated by
Res
ν= 1
2
ρ
P
r−1,1
2,...,2,1
E(−, ϕν ; ν)
for ϕν ∈ Ind
M˜Q
P˜ r−1,12,...,2,1
(rχ ⊗˜ · · · ⊗˜ rχ ⊗˜ η˜)
ν
ω . But the constant term of the residue is the same as the
residue of the constant term, and hence one first needs to compute the constant term EP ′(−, ϕ
ν ; ν)
of E(−, ϕν ; ν) along NP ′ . For this, one can use [MW, Proposition (ii), p.92], and obtain
EP ′ (m
′, ϕν ; ν) =
∑
w
EMP ′ (m′,M(w, ν)ϕν),
where m′ ∈ M˜P ′ and w runs through all the Weyl group elements of GLr−1×GL1 such that
w(GL2× · · · × GL2×GL1)w
−1 is a standard Levi of GL2×GLr−3×GL1 and w
−1(α) > 0 for all
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the positive roots α that are in MP ′ = GL2×GLr−3×GL1. One can see that by using the language
of permutations, w runs through all the elements of the form
w = (12 · · · k), for k = 1, . . . , q,
where each permutation corresponds to a permutation of GL2-blocks in the Levi GL2× · · ·×GL2×GL1.
(Note that the last GL1 is always fixed by w.) But by exactly the same reasoning as the case r = 2q,
one can see that the Eisenstein series has a residue at ν = ρP r−1,12,...,2,1
/2 only for w = (12 · · · q) by using
[T1, Proposition 2.42].
Now as in the case r = 2q, we can see
1
2
wρP r−1,12,...,2,1
= −
1
2
ρP r−1,12,r−3,1
+
1
2
ρP 2,r−2,12,...,2,1
,
where we note that − 12ρP r−1,12,r−3,1
is a character on the Levi MP r−1,12,r−3,1
= GL2×GLr−3×GL1 which acts
as
(a, gr−3, b) 7→ | det a|
− r−34 |det(gr−3)|
1
2
for (a, gr−3, b) ∈ GL2×GLr−3×GL1. Hence for m
′ ∈MP ′ = GL2×GLr−3×GL1, we have
Res
ν= 12ρPr−1,12,...,2,1
EMP ′ (m′,M(w, ν)ϕν) = Res
ν′= 12ρP2,r−3,12,...,1,1
EMP ′ (m′, ϕ′
ν′
)
where
ϕ′
ν′
∈ Ind
M˜P ′
P˜ 2,r−3,12,...,2,1
(rχ|det2|
− r−34 ⊗˜ (rχ ⊗˜ · · · ⊗˜ rχ︸ ︷︷ ︸
q−1 times
)|detr−3|
1
2 ⊗˜ η˜)ν
′
ω δ
1/2
P r−1,12,...,2,1
δ
−1/2
P 2,r−3,12,...2,1
.
By computing δ
1/2
P r−1,12,...,2,1
δ
−1/2
P 2,r−3,12,...2,1
, this induced representation is written as
Ind
M˜P ′
P˜ 2,r−3,12,...,2,1
(rχ|det2|
r−3
4 ⊗˜ (rχ ⊗˜ · · · ⊗˜ rχ)|detr−3|
− 12 ⊗˜ η˜)ν
′
ω .
Then as in the case of r = 2q, we see that
Res
ν′= 12ρP2,r−3,12,...,2,1
EMP ′ (−, ϕ′
ν′
) ∈ (rχ|det2|
r−3
4 ⊗˜ θ′|detr−3|
− 12 ⊗˜ η˜)ω,
where θ′ is the twisted exceptional representation of G˜Lr−3 which is the unique irreducible quotient
of the induced representation
Ind
G˜Lr−3
P˜ r−32,...,2
(rχ ⊗˜ · · · ⊗˜ rχ︸ ︷︷ ︸
q−1 times
)ω′ ⊗ δ
1/4
P r−32,...,2
for an appropriate choice of ω′.
Hence for each fixed m ∈ GLr−2(F ), the function on M˜P ′(A) given by
m′ 7→
∫
NP ′(F )\NP ′ (A)
f s(s(m)g; s(n′)m′) dn′
is an element in (rχ|det2|
r−3
4 ⊗˜ θ′|detr−3|
1
2 ⊗˜ η˜)ω⊗δ
s+ 12
Q , where δ
s+ 12
Q is actually the restriction δ
s+ 12
Q |P ′
to P ′. One can compute
δ
s+ 12
Q (a, gr−3, b) = | det a|
s+ 12 |det(gr−2)|
s+ 12 |b|−(r−1)(s+
1
2 ).
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Accordingly the function f sNP ′ on M˜P (A) defined by
f sNP ′ (g) =
∫
NP ′ (F )\NP ′ (A)
f s(g; s(n′)) dn′
is in
Ind
M˜P (A)
P˜ ′(A)
(rχ|det2|
r−3
4 ⊗˜ θ′|detr−3|
− 12 ⊗˜ η˜)ω ⊗ δ
s+ 12
Q δ
−1/2
P ′
=Ind
M˜P (A)
P˜ ′(A)
(rχ|det2|
− r−34 ⊗˜ θ′|detr−3|
1
2 ⊗˜ η˜)ω ⊗ δ
s+ 12
Q .
Again as in the r = 2q case, by restricting the section to G˜Lr−3 (Proposition 2.11) one only has to
consider the analytic behavior of the G˜Lr−3 Eisenstein series∑
m∈P r−2r−3,1(F )\GLr−2(F )
F s(s(m)g)
where
F s ∈ Ind
G˜Lr−2(A)
P˜ r−2r−3,1(A)
(θ′|detr−3|
1
2 ⊗˜ η˜)ω ⊗ δ
s+ 12
Q δ
1/2
P ′ δ
−1/2
P r−2r−3,1
and ω is some appropriately chosen character and δ
s+ 12
Q δ
1/2
P ′ δ
−1/2
P r−2r−3,1
is restricted to P r−2r−3,1. As a char-
acter on GLr−3×GL1 ⊆ P
r−2
r−3,1, one can compute
| det(gr−3)|
1
2 δ
s+ 1
2
Q δ
1/2
P ′ δ
−1/2
P r−2r−3,1
(gr−3, b) = | det(gr−3)|
s− 12 |b|−(s+
1
2 )(r−1)+
1
2 (r−3)
= δP r−2r−3,1
(gr−3, b)
rs+1
4
r−1 | det(gr−3)b|
−
1
4
r−s
r−1 .
Thus the section F s belongs to
(5.31) Ind
G˜Lr−2(A)
P˜ r−2r−3,1(A)
(θ′ ⊗˜ η˜)ω ⊗ δ
b
P r−2r−3,1
|detr−2|
a,
where
(5.32) a =
− 12r − 2s−
1
2
r − 2
, b =
rs+ 32
r − 2
.
Therefore the analytic behavior of the Eisenstein series in (5.30) is determined by that of the
Eisenstein series associated to the induced representation (5.31). But the twist by |detr−2|
a does
not have any affect on the analytic behavior, and hence we have to consider the Eisenstein series on
G˜Lr−2(A) associated with the induced space
Ind
G˜Lr−2(A)
P˜ r−2r−3,1(A)
(θ′ ⊗˜ η˜)ω ⊗ δ
b
P r−2r−3,1
,
where b is as in (5.32).
Now by the induction hypothesis, this Eisenstein series on G˜Lr−2(A) is holomorphic for Re(b) ≥ 0,
which implies that it is holomorphic for Re(s) ≥ − 32r . (Note that the induction is on q and the base
step is q = 1 i.e. r = 3.) Thus (5.30) is holomorphic for Re(s) ≥ 0.
The non-identity term EP (g, s; f
s)w1
METAPLECTIC EISENSTEIN SERIES AND SYMMETRIC SQUARE 47
We will show that the non-identity term vanishes, i.e. EP (g, s; f
s)w1 = 0, which will complete our
proof. First note that the non-identity term is written as
EP (g, s; f
s)w1 =
∑
m∈B
2
(F )\GL2(F )
∫
NP (F )m
−1w1\NP (A)
f s(s(w−11 mn)g; 1) dn(5.33)
=
∑
m∈B
2
(F )\GL2(F )
∫
NP (F )m
−1w1\NP (A)
f s(s(w−11 )s(mn)g; 1) dn,
where we used Lemma 2.5 and the fact that s is a homomorphism on GLr(F ). Then as we will
see, each integral in the sum vanishes due to the “cuspidality”. But as we just have done, to move
round the section s we will frequently use Lemma 2.5 and the fact that s is a homomorphism on both
GLr(F ) and NB(A), and the Weyl group elements are in GLr(F ). The reader can verify that each
manipulation on s can be justified.
By the change of variable mnm−1 7→ n, (5.33) becomes
(5.34)
∑
m∈B
2
(F )\GL2(F )
∫
NP (F )w1\NP (A)
f s(s(w−11 )s(n)s(m)g; 1) dn.
Let us introduce
N1 = {
1 0 n11 0
Ir−2
} and N2 = {
1 0 01 n2
Ir−2
},
i.e. N1 is the first row and N2 is the second row of NP . Note that NP = N2N1. Then by direct
computation we see Nw1P = N2. Further let us write N2 = UV , where
U = {

1 0 0 0
1 0 u
Ir−3 0
1
}, and V = {

1 0 0 0
1 v 0
Ir−3 0
1
},
where v is 1× (r − 3) and u is 1× 1, so n2 = (v, u). Note that N2 = UV . With those notations, each
integral in the sum of (5.34) is written as∫
N1(A)
∫
N2(F )\N2(A)
f s(s(w−11 )s(n2)s(n1)s(m)g; 1) dn2 dn1
=
∫
N1(A)
∫
V (F )\V (A)
∫
U(F )\U(A)
f s(s(w−11 vn1)s(m)g; s(w
−1
1 )s(u)s(w1)) du dv dn1(5.35)
where for the last equality we used
w−11 uw1 =

Ir−3
0 1
0 u 1
0 0 0 1
 ∈ Q.
Now let
w2 =

Ir−3 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1
 ,
48 SHUICHIRO TAKEDA
which is an element in MQ(F ). By the automorphy of the automorphic form f
s(s(w−11 vn1)s(m)g;−),
the integrand of (5.35) is written as
f s(s(w−11 vn1)s(m)g; s(w
−1
1 )s(u)s(w1))
=f s(s(w−11 vn1)s(m)g; s(w
−1
2 w
−1
1 uw1w2w
−1
2 w
−1
1 )s(w1)),
where we again used Lemma 2.5. Note that
w−12 w
−1
1 uw1w2 =

Ir−3
0 1 u
0 0 1
0 0 0 1
 ∈ NB.
Therefore the inner most integral of (5.35) is written as
∫
F\A
f s(s(w−11 vn1)s(m)g; s(

Ir−3
0 1 u
0 0 1
0 0 0 1
)s(w−12 w−11 )s(w1)) du
But the cuspidal suport of the automorphic form f s(s(w−11 n1)s(m)g;−) is the (2, . . . , 2, 1)-parabolic,
which makes this integral vanish.
6. The normalized Eisenstein series
Following [BG], we normalize the Eisenstein series by using the denominators of (4.5) and (4.6).
Namely we set
(6.1) E∗(g, s; f s) =
{
LS(r(2s+ 12 ), χ
2η−2)E(g, s; f s), if θ = θχ,η;
LS(r(2s+ 12 ), χη
−2)E(g, s; f s), if θ = ϑχ,η,
where S = S(χ, η, ω, f s) is a finite set of places containing all the bad places with respect to χ, η, ω
and f s; namely S contains all the archimedean places, the places where χ, η or ω is ramified, the
places dividing 2, and the places where f s is ramified. (Note that here ω is the central character used
to define the metaplectic tensor product.) Let us emphasize that the normalization depends on the
set S, which in turn depends on f s.
Then we have
Theorem 6.2. Assume r > 2. The above normalized Eisenstein series E∗(g, s; f s) is holomorphic
for all s ∈ C, except that if χ2η−2 = 1 and r = 2q, or χη−2 = 1 and r = 2q + 1, it has a possible
simple pole at s = 14 and −
1
4 .
The idea of the proof is by now standard in that we use the functional equation of the Eisenstein
series and the analytic behavior of the normalized intertwining operator A∗(s, θ, w1) we obtained in
Section 4.
To use the functional equation, however we need to introduce the “opposite Eisenstein series” as
follows. Let ιQ = P r1,r−1 be the standard (1, r − 1)-parabolic of GLr. Define a representation
ιθ of
the Levi part M˜ιQ by
ιθ :=
{
(η ⊗˜ θχ)ω , if r = 2q
(η ⊗˜ϑχ)ω , if r = 2q + 1,
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where ω is arbitrary as long as it satisfies the requirement for the metaplectic tensor product. Then
consider the global induced space Ind
G˜Lr(A)
ιQ(A)
ιθ ⊗ δsιQ. Note that this induced representation is noth-
ing but the codomain of our intertwining operator A(s, θ, w1). Form the corresponding “opposite
Eisenstein series”
ιE(g, s; f s) =
∑
γ∈ιQ(F )\GLr(F )
f s(s(γ)g; 1)
for f s ∈ Ind
G˜Lr(A)
ιQ(A)
ιθ ⊗ δsιQ. Then we have
Theorem 6.3. The above Eisenstein series ιE(g, s; f s) is holomorphic for Re(s) ≥ 0 except that it
has a possible simple pole at s = 14 if χ
2η−2 = 1 and r = 2q, or χη−2 = 1 and r = 2q.
Proof. The proof is completely identical to Theorem 5.3, except that we need use the parabolic
subgroup ιQ. However when one applies the induction argument to compute the possible poles of
the Eisenstein series, one needs to induct “from the bottom”. Namely, say if r = 2q, one considers
the constant term along the (r − 1, 1)-parabolic, and then the identity term will be interpreted as
the Eisenstein series on G˜Lr−1 embedded in the upper left corner. To do so, one needs part (b) of
Proposition 2.11, and hence one needs to assume that the metaplectic tensor product is realized as
such. 
Now we are ready to provide
Proof of Theorem 6.2. This follows from the functional equation together with the holomorphy of
the two Eisenstein series (Theorem 5.3 and 6.3) and the holomorphy of the normalized intertwining
operator (Theorem 4.3). Though the argument seems to be standard by now, we will repeat it in
what follows. We only treat the case r = 2q, and the other case is identical.
Note that since we know the holomorphy for Re(s) ≥ 0 by Theorem 5.3 and the partial L-function
LS(r(2s+ 12 ), χ
2η−2) is holomorphic for Re(s) ≥ 0, we only have to consider Re(s) < 0. Now by the
functional equation of the Eisenstein series, one has
ιE(g,−s;A(s, θ, w1)f
s) = E(g, s; f s).
By multiplying the normalizing factor LS(r(2s+ 12 ), χ
2η−2) to both sides, we have
(6.4) ιE(g,−s;A∗(s, θ, w1)f
s) = LS(r(2s+
1
2
), χ2η−2)E(g, s; f s),
where the right hand side is nothing but the normalized Eisenstein series E∗(g, s, f s).
Assume χ2η−2 6= 1. Then A∗(s, θ, w1)f
s is holomorphic for all s ∈ C by Theorem 4.3, and hence
by Theorem 6.3, the left hand side (and hence the right hand side) is holomorphic for Re(s) ≤ 0.
Assume that χ2η−2 = 1. Then A∗(s, θ, w1)f
s is holomorphic for Re(s) < 0 again by Theorem 4.3.
But by Theorem 6.3, the left hand side (and the right hand side) of (6.4) has a possible simple pole
at s = − 14 . 
7. The twisted symmetric square L-function
Theorem 6.2 along with the integral representation of the symmetric square L-function of GLr
obtained in [T1] immediately implies
Theorem 7.1. Let π be a cuspidal automorphic representation of GLr(A) with unitary central char-
acter ωpi and χ a unitary Hecke character. For a sufficiently large finite set S of places, the (incom-
plete) twisted symmetric square L-function LS(s, π, Sym2⊗χ) is holomorphic everywhere except that
if χrω2pi = 1 it has a possible simple pole at s = 0 and s = 1. Indeed, the set S can be taken to be
precisely the set of archimedean places, places dividing 2 and non-archimedean places at which either
π or χ is ramified.
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Proof. Assume r = 2q + 1. Set θ = ϑχω2pi,χ−q = (ϑχω2pi ⊗˜ χ˜
−q)ω, where ω is chosen appropriately as
in [T1, (2.57)]. (As one can see from there, the bad places for ω are dependent on the choice of the
additive character ψ. However, one can always choose ψ so that the bad places of ω are either dividing
2 or contained in those of χ or π.) Then in [T1] we defined the zeta integral
Z(φ, θ, f s) =
∫
Z(A)GLr(F )\GLr(A)
φ(g)Θ(κ(g))E(κ(g), s; f s) dg
where φ ∈ π, f s ∈ Ind
G˜Lr(A)
Q˜(A)
θ ⊗ δsQ, and Θ is an automorphic form in the twisted exceptional
representation θω−1pi on G˜Lr(A). Now if f
s = f s∞⊗ (⊗
′f sv ) is an (almost) factorizable section, we have
shown in [T1] that
LS(2s+
1
2
, π, Sym2 ⊗ χ)ZS(s) = L
S(r(2s+
1
2
), χrω2)Z(φ, θ, f s)
for an appropriately chosen φ and θ, where ZS(s) is a product of local zeta integrals. (Note that in
[T1] the induced representation for the Eisenstein series is not normalized and hence there is a shift
by 12 .) Here we may assume that the local section f
s
v is unramified if v /∈ S. Moreover one can choose
the section so that ZS(s) is non-zero holomorphic, and hence the poles of L
S(2s+ 12 , π, Sym
2⊗χ) are
the poles of LS(r(2s + 12 ), χ
rω2)Z(φ, θ, f s), which are among the poles of the normalized Eisenstein
series E∗(κ(g), s; f s), where the normalization is with respect to S. Hence by using Theorem 6.2, we
see that the incomplete L-function LS(2s+ 12 , π, Sym
2 ⊗ χ) is entire except that if χrω2pi = 1 it has a
possible pole at s = − 14 and s =
1
4 .
Assume r = 2q and r > 2. (If r = 2, the theorem is already well-known by the work of Gelbart and
Jacquet ([GJ]).) Set θ = θωpi,χ−q = (θωpi ⊗˜ χ˜
−q)ω = θωpi ⊗˜ χ˜
−q. (There is no actual choice for ω here
because the center of G˜L2q is already contained in M˜
(2)
Q , and that is why we simply write θωpi ⊗˜ χ˜
−q.)
Then in [T1] we have shown that the twisted symmetric square L-function is represented by
Z(φ, θ, f s) =
∫
Z(A)GL
(2)
r (F )\GL
(2)
r (A)
φ(g)Θ(κ(g))E(κ(g), s; f s) dg
where the Eisenstein series E(κ(g), s; f s) is a restriction to G˜L
(2)
r (A) of the Eisenstein series associ-
ated with the induced space Ind
G˜Lr(A)
Q˜(A)
θ ⊗ δsQ, and Θ is a restriction of an automorphic form in the
exceptional representation ϑχω2pi . (It should be mentioned that both the restriction of the Eisenstein
series and the restriction of the exceptional representation depends on the choice of ψ. See [T1] for
the details. But once again, one can choose ψ, so that the bad places incurred by ψ are either diving
2 or contained in the bad places of χ or π.) Then by arguing as above, we can derive that the poles
of the twisted symmetric square L-function are among the poles of the restriction of the normalized
Eisenstein series E∗(κ(g), s; f s), which are among the poles of the normalized Eisenstein series itself.
But by Theorem 6.2 we see that the normalized Eisenstein series is entire except that if χrωpi = 1 it
has a possible simple pole at s = − 14 and s =
1
4 . The proof is complete. 
References
[Ad] J. Adams, Extensions of tori in SL(2), Pacific J. Math. 200 (2001), 257271.
[B1] W. Banks, Exceptional representations of the metaplectic group, Ph.D Thesis, Stanford University (1994).
METAPLECTIC EISENSTEIN SERIES AND SYMMETRIC SQUARE 51
[B2] W. Banks, Twisted symmetric-square L-functions and the nonexistence of Siegel zeros on GL(3), Duke Math.
J. 87 (1997), 343–353.
[BLS] W. Banks, J. Levy, M. Sepanski, Block-compatible metaplectic cocycles, J. Reine Angew. Math. 507 (1999),
131–163.
[BG] D. Bump and D. Ginzburg, Symmetric square L-functions on GL(r), Ann. of Math. 136 (1992), 137–205.
[F] Y. Flicker, Automorphic forms on covering groups of GL(2), Invent. Math. 57 (1980), 119–182.
[FK] Y. Flicker and D. Kazhdan, Metaplectic [correspondence, Inst. Hautes Etudes Sci. Publ. Math. No. 64 (1986),
53–110
[G] S. Gelbart, Weil’s representation and the spectrum of the metaplectic group, Lecture Notes in Mathematics,
Vol. 530. Springer-Verlag, Berlin-New York, 1976.
[GJ] S. Gelbart, and H. Jacquet, A relation between automorphic representations of GL(2) and GL(3), Ann. Sci.
Ecole Norm. Sup. (4) 11 (1978), 471–542.
[GPS] S. Gelbart and I. I. Piatetski-Shapiro, Distinguished representations and modular forms of half-integral weight
Invent. Math. 59 (1980), 145–188.
[GPSR] S. Gelbart, I. Piatetski-Shapiro, and S. Rallis, Explicit constructions of automorphic L-functions, Lecture
Notes in Mathematics, 1254. Springer-Verlag, Berlin, 1987.
[HT] M. Harris and R. Taylor, The geometry and cohomology of some simple Shimura varieties, With an appendix
by Vladimir G. Berkovich, Annals of Mathematics Studies, 151. Princeton University Press, Princeton, NJ,
2001.
[He] G. Henniart, Une preuve simple des conjectures de Langlands pour GL(n) sur un corps p-adique, Invent. Math.
139 (2000), 439–455.
[Ik] On the location of poles of the triple L-functions, Compositio Math. 83 (1992), 187–237.
[Ji] D. Jiang, Degree 16 standard L-function of GSp(2) × GSp(2) Mem. Amer. Math. Soc. 123 (1996), no. 588,
viii+196 pp.
[KP] D. A. Kazhdan and S. J. Patterson, Metaplectic forms, Inst. Hautes Etudes Sci. Publ. Math. No. 59 (1984),
35–142.
[Kub] T. Kubota, On automorphic functions and the reciprocity law in a number field, Lectures in Mathematics,
Department of Mathematics, Kyoto University, No. 2 Kinokuniya Book-Store Co., Ltd., Tokyo 1969 iii+65 pp.
[KR] S. Kudla and S. Rallis, Poles of Eisenstein series and L-functions, Festschrift in honor of I. I. Piatetski-Shapiro
on the occasion of his sixtieth birthday, Part II, 81–110.
[Me] P. Mezo, Metaplectic tensor products for irreducible representations, Pacific J. Math. 215 (2004), 85–96.
[MW] C. Moeglin and J.-L. Waldspurger, Spectral decomposition and Eisenstein series, Cambridge Tracts in Math-
ematics, 113. Cambridge University Press, Cambridge, 1995.
[PP] S. J. Patterson and I. I. Piatetski-Shapiro, The symmetric-square L-function attached to a cuspidal automor-
phic representation of GL3, Math. Ann. 283 (1989), 551–572.
[PSR] I.I. Piatetski-Shapiro and S. Rallis, Rankin triple L functions, Compositio Math. 64 (1987), 31–115.
[R] R. Ranga Rao, On some explicit formulas in the theory of Weil representation, Pacific J. Math. 157 (1993),
335–371.
[Sh1] F. Shahidi, A proof of Langlands’ conjecture on Plancherel measures; complementary series for p-adic groups,
Ann. of Math. 132 (1990), 273–330.
[Sh1] F. Shahidi, Twisted endoscopy and reducibility of induced representations for p-adic groups, Duke Math. J.
66 (1992), 1–41.
[Shi] G. Shimura, On the holomorphy of certain Dirichlet series, Proc. London Math. Soc. (3) 31 (1975), 79–98.
[T1] S. Takeda, The twisted symmetric square L-function of GL(r), Duke Math. J. 163 (2014), 175–266.
[T2] S. Takeda, Metaplectic tensor products of automorphic representation of G˜L(r), Canad. J. Math. (to appear)
Department of Mathematics, University of Missouri, Columbia, MO 65211
