The Management of user interactions in distributed multimedia presentations requires addressing new challenging issues. In this paper, we revue the semantic of VCR-like interactions. We argue that using VCR commands in the same way as it is done with video data (accelerating the presentation) is not suitable. Furthermore, those interactions are semantically linked to the content of the presentation; the final objective of users is to quickly browse and access a certain content. Firstly, we define a novel adequate semantic of VCR-like interactions for multimedia presentations. It considers human understanding of accelerated multimedia presentation, as the most important criterion to be taken into account. Secondly, we propose an integrated preloading and replacement strategy, named Content-based Prefetching Strategy (CPS) as a suitable buffer management strategy for those VCR-like functionalities. Finally, we show by multiple series of experimentations that CPS observes minimum response time for VCR-like interactions.
Introduction
The recent advances in multimedia technologies gave rise to new ways of creating and presenting complex multimedia documents. Nowadays, many multimedia applications, ranging from professional applications (Digital libraries, e-learning, etc.) to general applications (Web-TV (Sans and Laurent, 2006) , IPTV (Hei et al., 2007, etc.) handle complex multimedia documents. Such documents consist of media objects of several types and granularities, including continuous objects (e.g. Audio samples and video clips) that are organised into meaningful scenario and presented to end user/application accordingly.
To illustrate, let us consider the following real example from an e-learning application. For pedagogic purposes, we assume that a course in chemistry, describing particular chemical interactions, is made available online for remote students. Such a course could include:
• Slides of the course in which are presented the chemical interactions formulas with their related explanations.
• For some slides, it is attached either a video clip that shows the real chemical interactions or a 3D animation illustrating the chemical interactions at atomic level.
• Narration of the teacher (audio samples).
• Translation text of the teacher narration for deaf and dumb persons.
Figure 1(a) shows a possible temporal organisation of such course whereas Figure 1 (b) shows its spatial organisation. By defining a presentation scenario, the author indicates the exact moments when and where an object occurs and eventually disappears. For instance, a video object is to be rendered between t 1 and t 3 . A multimedia presentation can be represented as a collection of several heterogeneous media objects to be rendered to the end user/application with respect to a pre-established scenario defined over them. Otherwise, the display might suffer from failures that are translated into meaningless scenarios. The media objects can have different forms, such as text, images, graphics, video, audio and user interaction buttons. The presentation scenario determines how these objects are 'linked' to each other by means of spatiotemporal relationships and hyperlinks between them. Through this scenario, the presentation author could also define the actions that are trigged in response to the user interactions (see next section). Multimedia object, such as audio samples and video clips are characterised by large volumes and temporal constraints. Thus, an efficient rendering of such composite multimedia presentations in a distributed environment (cf. Figure 2) , where some or all objects may reside in one or multiple remote systems away from end user system, requires addressing several challenging issues: appropriate resources need to be reserved on various data paths from respective sources to the end user system (Song et al., 2002) , low bandwidth transmission over network (The norms H26x (Bormann et al., 1998) ), synchronous playback of all media (Baqai et al., 2000) and user interface interactions handling. In this paper, we propose a novel approach to efficiently handle user interactions, in particular VCR 1 -like functionalities in the context of distributed multimedia presentations. We show below that the traditional approach consisting in accelerating the presentation is not suitable and not efficient at all. More precisely, we firstly review the semantic of such functionalities within multimedia presentation context and propose adequate VCR-functionalities meanings for multimedia presentations. This proposed semantic for these functionalities considers human understanding of accelerated multimedia presentation, as the most important criterion to be taken into account. Secondly, based on that, we developed an integrated buffer management strategy, named Content-based Prefetching Strategy (CPS) adapted to the new semantic. We showed by multiple series of experimentations that CPS out performs traditional approaches in terms of minimum response time for multimedia presentation VCR interactions.
The remainder of the paper is organised as follows. Section 2 discusses the motivation for reconsidering the semantic of VCR-like interactions in case of multimedia presentation. The overall architecture in which our work takes place is described in Section 3. Then we define our new semantic for quickly navigating multimedia presentations by means of VCR-like functionalities. This is followed by the details of the CPS model. Next, the preliminary performance results of CPS in comparison with a modified version of Least Recently Used (LRU) are presented. We finally point out the related works to end with a conclusion and an outlook of our perspective.
User interactions in multimedia presentations
User interactions in multimedia presentations could be regrouped into two categories:
1 interactions dependent of the multimedia presentation itself and 2 interactions independent of the multimedia document.
In the first category, interactions are explicitly defined by the author of the presentation. They are integrated in the multimedia presentation through interactions objects, as the button of Figure 1 . Those objects materialise the author intention to propose several possible scenarios depending on the end user behaviour (action or not). For instance, in Figure 1 , the interaction object (a button) appears at t 1 and disappears at t 2 in case of non-activation by the end user. This button could trigger the apparition of an image, a text or an underlying application (e.g. a hyperlink to a web site). The second category concerns the VCR-like interactions. These interactions are usually available in the user interface and do not alter the presentation scenario. For instance, in our e-learning application example above, student viewing a course may want to jump to certain information. He/She will use the VCR-like commands to access the desired information. In another application as WebTV for example, users usually use VCR-like commands (available as links from annotations meta-data) to access sequences of their interest from the available news videos.
The management of VCR-like interactions in distributed multimedia presentations poses multiple challenges. Firstly, using VCR commands in the same way as it is done with video data (e.g. accelerating the presentation) is not suitable because it has many disadvantages:
• It consumes too much resources (network bandwidth, CPU, Buffer, etc.).
• The presentation will loose her sense; it would be impossible to understand the accelerated audio sample for example.
• The risk that the user 'jumps' important interaction objects (e.g. those objects that could change the presentation scenario) is high.
Secondly, those interactions are semantically linked to the content of the presentation that is, the final objective of users is to quickly browse and access to a certain content. Therefore, it is necessary to review the VCR interactions in the context of multimedia presentations. Rather than using traditional acceleration techniques, The VCR functions (fast-forward, fast-rewind, etc.) must take into account the spatio-temporal constraints defined between the objects composing a multimedia presentation. The key idea behind our work is to 'link' the VCR functions to the content of the presentation by considering both structural and temporal constraints of the presentation. We suggest carrying out these interactions by jumping from information (called idea in the rest of this paper) into another rather than accelerating the presentation. In other words, the fast-forward (respectively the fast-rewind) button click will cause the playout of the corresponding idea.
This semantic rises however the following important issues: Where these interactions are handled? How ideas are detected in a multimedia presentation?
Multimedia presentation management
Upon receiving a presentation request from the user interface, the presentation manager (Figure 3 ), requests first for the meta-data resource(SMIL, Madeus, etc.) which contains the presentation scenario (list of all object and the spatio-temporal constraints defined over them) from the server. Based on that metafile, it begins controlling the presentation that is, retrieving objects from servers, objects delivery, objects synchronisation, object projection, user interactions, etc. The presentation manager includes several components each of which is dedicated for special tasks. We distinguish four main components:
• The scheduler: it is the main component in the presentation manager. It is responsible for the rendering of all the object with respect to the spatio-temporal scenario of the presentation. It is composed of: object manager, synchronisation manager, interaction manager and a timer.
• The buffer manager: it is responsible of loading and prefetching objects/data and makes them available in the buffer in order to be accessed by the scheduler when it is needed. It also manages the buffer space that is, performing replacement strategies.
• The access manager: when the buffer manager needs an object to be loaded in the buffer, it requests the Access Manager (AM) to get this object with the specified underlying delay constraints in order to meet the presentation scenario constraints. The AM derives then a delivery schedule profile in order to access to the desired object from servers while respecting the delay constraints.
• The peripheral manager which is responsible of controlling the graphic and the sound devises.
In this paper, we focus on the management of user interactions. In particular, we study the impact of the interaction manager on the buffer management. Our proposal makes use of the structural and temporal relationships defined between objects composing the considered multimedia presentation in order to perform intelligent prefetching. This planned prefetching allows us to considerably reduce the response time of user interactions.
Deriving ideas from multimedia presentation
The detection of ideas in a multimedia presentation could be done in two ways: either during the authoring stage by the presentation author himself or deriving automatically from the available meta-data related to the multimedia presentation. Note that the two ways are complementary. In the following, we describe how we perform this process in our approach. The beginning of each object in multimedia presentation announces generally the beginning of an idea. For instance, the beginning of the Text, in Figure 4 , points out the beginning of idea 2; the Sound also declares the beginning of another idea. The appearance (the beginning) of Button, which is an interaction object, might announce the beginning of an idea as well. The end of an object also announces the end of an idea. Consequently, it declares the beginning of an other idea. The end of the video in Figure 4 for example declares the end of the last detected idea so far:idea 3, thus the beginning of idea 4. Note that the end of interaction objects (e.g. those objects that could change the presentation scenario) is not included. This is because one can not know if they will be activated, nor when they will be activated by end user. As their activation will lead to a change in the presentation scenario, all VCR-like functions will be affected too.
An other source of deriving ideas in a multimedia presentation consists in using the available meta-data related to its content, especially for continuous objects such as video and audio. Some indexing meta-data, as those available in MPEG-7 standard for instance, could be used to detect 'interesting' content leading therefore to mark intern ideas (e.g. ideas that are 'inside' a continuous object).
The beginning of each detected idea will be marked by VCR interaction points (VIP). Thus, VIPs will be placed on the time axis (in addition to those defined by the author himself) on each:
• indexing point deduced from the meta-data
• beginning of each object
• end of each object, with the exception of interaction objects.
Note that ideas durations are not necessarily identical. Note also that marking the beginning of interaction objects as VCR interaction points guarantees to the user the possibility to interact (or not) with such objects. This is insured by the proposed VCR functionalities, because no acceleration, that prevents users from interacting with interaction objects, is done. It is also important to be noted that all VIPs are time ordered.
Definition: Let n denotes the number of detected ideas in a Multimedia Presentation (MP) using the previous explained approach, VIP denotes the set of VIPs that mark those ideas:
V I P = {V I P 0 , V I P 1 , · · · , V I P n } (1)
Then the multimedia presentation (MP), which is an ordered sequence of time-linked ideas, could be noted:
It is obvious that the mentioned above manner of finding multimedia presentation ideas, allows the detection of every idea introduced by the beginning or the end of an object in a multimedia presentation. The indexing meta data could be used to mark the beginning as well as the ending of ideas embedded in the continuous objects.
Managing VCR interactions
The proposed VCR-like functionalities for multimedia presentations is managed by means of VIPs. These VCR functionalities are carried out as follows (see Figure 5 ):
Buffer management
In order to better support the proposed VCR-like functionalities for multimedia presentation and improve the system performance, we propose a novel buffer management policy. The main objective is the reduction of the interaction response time. Interaction response time means for the delay time between the moment when an occurrence of a VCR user interaction is activated and the moment when the requested data are played. The presentation is split up into presentation units. Presentation units are identified by a relative position to the first presentation unit in the idea to which they belong (see Figure 6 ). Thus, each idea I k is divided into l k presentation units. Each presentation unit contains all parts of media objects which are played within its duration as illustrated in Figure 6 . Note that interaction objects induce usually another presentation scenario if activated (by a user). Information that specify the resulted scenario, specified by the presentation author, are registered in the interaction object. It also contains information that precise its disappearance moment in case of non activation. Consequently, interaction objects are kept in the first presentation unit of the idea that contains them. Once loaded, these object are kept in the buffer until their activation or disappearance.
We associate to every presentation unit, a value that denotes its significance for preloading and replacement. These relevance values should reflect the access probability of a presentation unit. CPS uses those relevance values in a way that least relevant presentation units are replaced and most relevant presentation units are preloaded. In other words, less the relevance value is attached to a presentation unit, less its priority to be preloaded and more its likelihood to be replaced.
A monotonous decreasing function is a reasonable choice for associating relevance values to presentation units of a multimedia presentation. The greatest values are given to the currently played presentation unit and to the first presentation unit of each detected idea in the presentation. The motivation for this is that when a user progresses in playing an idea it is more likely that he/she activates one of the proposed VCR-like functionalities (R, FF, FR, RB). If such an interaction is realised, the corresponding presentation units will be needed immediately. The relevance values given to other units decrease as we proceed in time (as we proceed from presentation unit to the next one). In order to deliver a fluid presentation, this decrease should be relatively slow. That is to insure that the most important presentation units have the higher relevance values, so they will not be subject for replacement, instead they have to be considered for preloading. Presentation units that directly follow the currently played presentation unit are more important than farther presentation units (of the currently played idea). Similarly, presentation units that directly follow the first unit of each idea are more important than farther presentation units (of the same idea). Consequently, a simple linear function can not provide the needed hierarchy of relevance values. Therefore, a part of a parabola is used to calculate these values rather than a linear function. Note that the relevance value of a presentation unit depends on T : the current position of the presentation.
We now give the formal definition of the relevance functions. Let L denotes the maximum closure of presentation unit number of all ideas in the multimedia presentation:
Let A denotes the set of presentation units that follow the currently played presentation unit PU h T down to the end of the currently played idea I h including the currently played presentation unit:
Then the relevance function for all the presentation units of the presentation except those that belong to the set A are given by:
As for presentation units whose belong to the set A, the relevance functions are given by:
Using relevance functions (3) and (4), CPS preloads only those presentation units whose relevance values are greater than some threshold β. The threshold β is to be configured depending on the buffer size and/or the network bandwidth. Note that if two presentation units with an identical relevance are found in the buffer, CPS replaces, if necessary, the oldest one (whose loading time is the earlier) by the newest one.
To describe the importance degree of presentation ideas, we introduce a parameter α. This parameter is independent from the relevance functions. Figure 7 shows an example of relevance functions with associated α values.
• α = 0, means that CPS does not take any VCR-like functionalities into account while performing preloading operations. However, it continues to react as a simple prefetching strategy. That is, it preloads only those presentation units that follow the currently played presentation unit in order to guarantee presentation continuity.
• α = 1 means that CPS would preload (and/or load) in addition to presentation units whose parameter α = 0, the most relevant presentation units (first presentation units) of : the current idea, the next idea, the previous idea, and the first idea.
• Similarly, α = 2 means that CPS would preload (and/or load) in addition to presentation units whose parameter α ∈ {0, 1}, the most relevant presentation units of the idea that follows, and the most relevant presentation units of the idea that precedes.
• And so on, while the presentation has ideas to which a user could jump.
As mention earlier, CPS is an integrated preloading and replacement strategy. It uses the relevance functions (3) and (4) for both aspects of buffer management (replacement and prefetching). We now outline the CPS general preloading and replacement algorithm: 
Algorithm: CPS
α temp = 0 //
Experimental results
In this section, we report the results of series of experiments we have performed in order to evaluate the effectiveness of the proposed buffer management approach. For this purpose, we have implemented a discrete-event simulation package that simulates the proposed approach in the context of multimedia presentation. We have also integrated other approaches in order to get a comparison basis.
To validate the relevance of CPS, we compared it to a modified version of LRU. In contrast to CPS, LRU is a replacement strategy without preloading, so a comparison between LRU and CPS (which is an integrated preloading and replacement strategy) is not fair. Due to the potential risk that, the better behaviour, was just achieved by excessive preloading, we modified the LRU strategy, as reported in Moser et al. (1995) , in order to also perform preloading.
We first introduce the experimental settings, and then present the simulation results. In addition to interaction response time we will also compare the number of buffer faults in both strategies: CPS and modified-LRU. A buffer faults occurs every time a requested fragment is not in buffer.
Simulation setting
Several parameters are distinguished and fall into two categories:
Data parameters: The number of presentations requested by the client was fixed at a default value of 50. The number of continuous objects per presentation is chosen randomly out of an interval of 10 to 30 objects. The length of a continuous objects is chosen randomly out of an interval of 20 to 30 sec. The compression rate of the continuous objects is randomly chosen from the two compression rates MPEG-1 with 1.5 Mb/s and MPEG-2 with 4 Mb/s. The continuous objects are uniformly distributed along the presentation (no more than one continuous objet is played at a moment). The arrival rate of VCR interactions is modelled as a Poisson process with a mean inter-arrival time equal to λ second. We varied the value of λ so that the maximum number of interactions per presentation remains beyond 10. We thought that this corresponds to a realistic value. When an interaction occurs its type is randomly chosen from the four considered VCR interactions (FF, R, FR, RB) as reported in Section 3.2.
System parameters: we considered that all multimedia presentations are stored on distant servers. Hence, we take a realistic value of the network bandwidth, namely an ADSL link of 8Mb/s in order to compute the network latency. We also varied the buffer size in order to measure its impact on the proposed approach. The default values of α and β were set to 1 and 0.95, respectively.
Results
Firstly, we were interested in studying the performance of CPS in the presence of different buffer sizes. We varied the buffer size value from 64 to 512 MB. Those values correspond to realistic values (Pocket PC, laptop, etc.). The results are plotted in Figure 8 . As shown in the figure, beyond 128 MB of buffer size, CPS outperforms considerably LRU and the improvement in response time is near 80% with no additional buffer faults. However, with relatively small buffers the additional buffer fault is important (see Figure 9 ). Note that β controls the amount of data to be prefetched. The less is the threshold β, CPS performs more presentation units preloading. Hence, to avoid an undesirable data prefetching in the presence of small buffers and find an adequate value of β, we fixed the buffer size to 128 MB and varied the value of β. The results are shown in Figures (10 and 11) . The figures highlights that a value of β ranging between 0.95 and 0.99 gives an acceptable gain while it does not introduce any cost in terms of buffer faults.
We also studied the impact of parameter α. We fixed the buffer size to 128 MB, β to 0.95 and varied α from 1 to 5. Figure 12 presents the obtained results. We notice a nearly stable improvement (about 80%). This is because VCR interactions are in a way 'related' to the current presentation play point. Far VIPs (beyond 2) are not 'immediately' accessed; that is why they have no impact on the response time of the VCR interactions. The last parameter we studied was the number of VCR-like interactions per presentation. We varied λ so that the total number of VCR-like interactions per presentation vary from 0 to 30. The results are plotted in Figure 13 . As expected, CPS improves the response time no matter the VCR-like interactions number. Yet, CPS outperforms modified-LRU in all cases (response time improvement of 80%). The management and delivery of multimedia presentations have been largely addressed in the last decade. Without loss of generality, these research works could be grouped into two categories:
• works dealing with structuring multimedia presentations and
• works dealing with multimedia presentation delivery.
Most of work that could be classified in the first category specifie the synchronisation constraints by the proposal of several models, languages and authoring tools . The most significant languages proposed in the literature to describe multimedia presentation content are SMIL2, MPEG7, Amadeus, etc. SMIL2 (Gonno, 2003; REC-SMIL, 1998 ) allows structural and temporal organisation to multimedia presentations. MPEG7 (Li et al., 1998; Martinez et al., 2002 ) is a standard for audiovisual information description developed by Moving Picture Experts Group (MPEG) working group. It allows to further process audio and visual information as well as quick and efficient content localisation. (see Rutledge and Hardman, 2001 ) for more detailed information about multimedia authoring life cycle. Among a multitude of authoring tools for multimedia presentation we can mention: GRiNS (Bulterman et al., 1998) , HPAS (Yu, 1998) , HyperProp (Soares et al., 2000) , CMIF and Madeus (Jourdan et al., 1998) . GRiNS and HyperProp provide three views, the logical structure view to define the temporal structure, the virtual time-line view to define and adjust fine-grain temporal interaction and the playout view to preview the presentation behaviour and to define the spatial layout. Further on, (Bulterman and Hardma, 2005) argue that the structured paradigm provides the most useful framework for presentation authoring. HPAS is based on a simple and intuitive hypermedia synchronisation model in which a hypermedia presentation is modelled by a direct acyclic graph. Vertices of this graph represent media objects, and its directed edges represent the flow of time. Madeus also uses graphs to represent both temporal and spatial constraints of a multimedia document. Graphs are used also for scheduling and time-based navigation.
Delivering a jitter-free multimedia presentation has also been an active research area and still receiving a considerable attention. Beside delivery protocols (which are out of the scope of this paper), QoS issues are in the first occupation of most recent researches. As argued in Zhang and Gollapudi (2000) , employing buffering mechanisms are essential to meet the requirements of a continuous and smooth multimedia presentation. Prefetching 2 techniques play a major role in reducing the multimedia presentation response time, and consequently, improving the multimedia presentation's quality. These techniques facilitate the management of the synchronisation intra and inter object as well. That is one of the most critical issues to be managed while playing a multimedia presentation especially when a user interaction occurs.
Prefetching is a well known technique in continuous data flow applications (Berg, 2002) . As discussed in Zucker et al. (1996) , a relatively simple prefetching technique can significantly improve the memory hit rates. Further, as reported in the performance evaluation of several prefetching strategies (Badawy et al., 2004) , combining hardware and software prefetching yields similar performance at memory level to software prefetching alone. A comparison between software prefetching techniques can be found in Zucker et al. (1996) . We note that a significant part of these prefetching strategies are heuristic-based. The authors in Cucchiara et al. (1999) explore further caching techniques for continuous data flows. They compare the one-block-look ahead prfetching with no prefetching policies and reach the same conclusions.
Several allocation and replacement strategies have been provided to anticipate user interactions in continuous data flows (Balkir and Ozsoyoglu, 1998; Bouras et al., 1999; Chaudhuri et al., 1995) . The most significant example of such strategies might be L/MRP (least/most relevant for presentation) (Moser et al., 1995) . It formulates specific interaction models and provides a continuous flow in their presence.
The necessity of such prefetching techniques is even more pronounced with interactive presentations. However, to the best of our knowledge, all real systems and research prototypes have not included quick navigation functionalities into their multimedia presentation systems. Besides the dependent interactions, the only possible independent interactions available so far are: pause, play, stop and restart. This is due to conceptual and technical difficulties encountered when implementing fast browsing for multimedia presentations. This work aims to solve both the problems. The novel semantic of VCR-like functionalities presents a suitable solution for the conceptual part. CPS, on the other hand, goes well together with the first solution. Further on, by including synchronisation information for each interaction point (in the metafile describing the presentation scenario), implementing a real multimedia presentation system became a possible reality rather than a research dream.
Conclusion and future work
In this paper, we introduced a new approach that addresses the VCR interactivity in multimedia presentation. We suggested a new semantic for VCR-like functionalities in multimedia presentations. The strength of the proposed semantic is that it supports VCR interactions in multimedia presentation without damaging the user understanding of the presentation. We also proposed CPS, a buffer management strategy suitable for this semantic. The objective of CPS is to reduce interaction response time without increasing the buffer faults. In a performance study we showed that CPS (with the right parameters) outperforms the traditional preloading strategy. Furthermore, the improvement becomes more obvious in the presence of frequent interactions that is, users are highly interactive. This is particularly true in e-learning applications for instance. It will be noted that our approach could also be tuned through its parameters in order to fulfil others multimedia presentations requirements.
It the future, we plan to extend our approach into two directions: Firstly, a real implementation is under consideration to include this approach in the SIRSALE Framework (Mostefaoui, 2006) . SIRSALE 3 is a distributed middleware supporting several tools dedicated to indexing, content based retrieving and composing complex multimedia documents. Secondly, our future investigation will especially concentrate on improving CPS by integrating the adaptation of media objects. In other terms, we plan to consider the other alternatives of each media object (for instance, reducing the quality of a video in order to reduce its bandwidth requirements or replacing an image by its description (Boll et al., 1999; Makhoul et al., 2005) ) rather than considering only the object itself. This work is complex and certainly need to be investigated in depth.
