Abstract-"Source ID Mix" has emerged as a new type of highly deceiving attack which can alter the source information of synchrophasor data measured by multiple phasor measurement units, thereby paralyzing many wide-area measurement systems applications. To address such sophisticated cyber attacks, we have exploited the spatio-temporal characteristics of synchrophasor data for authenticating measurements' source information. Specifically, the source authentication is performed when the measurements are subjected to three types of spoofing attacks. Some practical difficulties in applying the proposed method on real-time authentication caused by insufficient measurement data have also been solved. Experimental results with real synchrophasor measurements have validated the effectiveness of the proposed method in detecting such complicated data spoofing and improving power systems' cyber security.
etc. Therefore, extensive concerns have arisen among the service providers to address various malicious deceptions on WAMS data and enhance the cyber security of power infrastructures [3] .
While there is a seemingly onslaught of cyber attacks occurring on digital systems, of particular note to cyber and power engineering research activities is malware termed "Source ID Mix". "Source ID Mix" attacks represent a new type of complex, highly-deceiving false data injection attack (FDIA). In the power sector, such attacks can exchange the source information of measurement data among different PMUs without altering the measurement values. This results in placing the measured data into wrong positions in associated data servers. This, in turn, causes the WAMS-based applications to, at best, act confused due to this changing set of measurements that are interpreted as originating from incorrect grid locations. A worse case arises when this incorrect geo/grid location causes the WAMS to become simply paralyzed due to the incongruity of the measurements [4] .
Cyber attacks on PMUs' location (source) information can be achieved through different ways. One such way is via Global Position System (GPS) spoofing where artificial GPS signals are produced by the adversary, resulting in erroneous location information being associated with the PMUs due to the PMUs' commercial-grade GPS receivers failing to distinguish the spoofed from legitimate GPS signals. While a simple correction may entail incorporation of a PMU-based GPS encryption and/or authorization procedure [5] . Another form of source information spoofing may occur in the communications between PMUs and the associated data server. Such a spoofing attack is possible because while most PMUs utilize the IEEE C.37.118 standard to define the data frame. However, this standard does not include security mechanisms in its data specifications, thereby making it vulnerable to cyber attacks [6] , [7] . In the presented paper, we consider the communication medium of PMU data is TCP/IP protocol [8] . However, if the communication medium is direct point-topoint fibres, such data spoofing attacks could be mitigated [9] .
A. Impact of "Source ID Mix" Spoofing on Frequency Data
Two case studies are presented to demonstrate the impacts of "Source ID Mix" spoofing on the WAMS-based applications especially when such attack happens in the frequency data.
Case study 1: Effect on electromechanical disturbance localization. In this case study, the disturbance is initiated 1949 -3053 c 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. by a generation trip in the Eastern Interconnection (EI) in North America. Fig. 1 (a) shows 20-second frequency signals measured by four relevant PMUs (PMU1 to PMU4 in Fig. 1(b) ) which are close to the distribution location. It is assumed that the "Source ID Mix" data spoofing happens on PMU1 and PMU4 by swapping the frequency signals from these two PMUs. The disturbance location is estimated by the wave-front arrival time (WAT)-based method in [10] . Fig. 1(b) shows the confirmed disturbance location (denoted by black star) provided by North American Electric Reliability Corporation (NERC). The estimated disturbance locations using frequency signals before and after the data spoofing are also presented. As can be seen from Fig. 1(b) , the WATbased method can correctly estimate the disturbance location (denoted as red circle) using non-spoofed frequency signals. However, the estimated disturbance location (denoted as blue circle) is 100 miles far away from the confirmed location once the frequency signals are subjected to the "Source ID Mix" data spoofing.
Case study 2: Effect on wide-area damping control. In order to demonstrate the impact of the data spoofing of frequency measurements on wide-area damping control, the classical four-machine two-area system is utilized as shown in Fig. 2 . The control actuation location is at G1. The parameters of the system and the controller are described in [11] .
In this case study, the disturbance is the 65% generation trip (happens at 1s) at G4 and the frequency responses of four generators after this disturbance are shown in Fig. 3(a) . The difference of the frequency measured at Bus-1 and Bus-3 is used as the input of the controller. It assumes that "Source ID Mix" data spoofing happens at Bus-1 and Bus-3 by swapping the frequency signals of these two buses. Fig. 3(b) compares the control performance (frequency deviation in per unit value) before and after data spoofing of measured frequency signals. From Fig. 3(b) it is observed that the controller makes frequency deviation between G1 and G3 fast damped (blue curve) using non-spoofed input frequency signals while the frequency deviation increases (red curve) once the input frequency signal of the controller is spoofed. This has demonstrated that the "Source ID Mix" data spoofing on the frequency signals has significant effect on the performance of wide-area damping controller.
B. Related Work
Extensive studies have been performed to detect the spoofing attacks on PMUs' data as shown in TABLE I. It summarizes the most related works on PMU data spoofing detection and performs a qualitative comparison among different methodologies with respect to four properties, i.e., (1) Source localization (SL): This feature indicates the ability of the methodology to identify the locations of the spoofed PMUs; (2) Cope with large networks (CLN): This index indicates the capability in dealing with large networks without computational difficulties or complexity; (3) Cope with topology change (CTC): This property evaluates the ability to detect attacks after system topologies change. (4) Requirement of external source (RES): This index indicates whether external data sources are required for a proper functionality. From TABLE I it is observed that the presented methods can be roughly classified into two types, i.e., state estimation based methods (SEM) and correlation coefficient based methods (CCM). One common flaw of SEM is that they are exclusively applicable to a particular system configuration, which means the influence of network topologies changes on the spoofing detection are not considered. On the other hand, such SEM may not be suitable to detect the specific "Source ID Mix" attacks on the frequency data, as most published state estimation-based algorithms use the voltage magnitude, phase angle, active and reactive power of buses for detection while the frequency signals measured by different PMUs can be replaced although the bus voltage and power flows still maintain basic power principles, which may not produce outliers in the estimation results. In addition, the correlation coefficient based detection techniques may also fail in detecting the "Source ID Mix" data spoofing since the spoofed data are still within an acceptable (measurement) range and highly correlated with each other.
C. Summary of Contributions
To overcome the above limitations, this paper proposed a machine learning-based measurement source authentication framework by exploiting the spatio-temporal characteristics of frequency signals recorded by WAMS. Specifically, a TimeFrequency (TF) sparsity mapping is proposed to extract the distinctive spatio-temporal characteristics from the frequency measurements at different locations. Then the extracted spatiotemporal characteristics are integrated with advanced multiGrained Cascade Forest (gcForest) algorithm [12] for source information authentication. The proposed approach has been firmly verified by using real PMU data subjected to a variety of "Source ID Mix" spoofing scenarios. Moreover, potential solutions to practical difficulties in real-time source authentication caused by insufficient measurement data are also presented.
The findings of the investigation improve the understanding of whether the power frequency data measured by WAMS embrace distinctive spatio-temporal signatures. From a cybersecurity-grid resiliency perspective, this determination leads to the possibility of potentially further malicious exploitation regarding manipulation of accurate source information authentication. In addition, the investigation also plays a fundamental role in developing solutions to more difficult problems associated with mitigating "Source ID Mix" spoofing on PMU data and improving the cyber security of power systems.
II. LOCATION-DEPENDENT FREQUENCY SIGNALS DATASET
In this study, we particularly focus on the frequency measurements from the EI power grid. All the frequency signals for source authentication experiments are retrieved from FNET/GridEye, which is a GPS-synchronized widearea frequency monitoring system mainly deployed at the distribution level of the power grid [8] . For now, 233 PMUs have been installed within the EI to continuously record power network information (i.e., frequency, voltage and phase angle) and achieve a real-time condition monitoring of the power grid. In this paper, frequency signals (reporting rate is 10Hz) from 12 PMUs at different intra-grid locations within the EI (as shown in Fig. 4(a) ) are collected. The collected signals cover frequency variations within the summer season (June, July and August in 2017) over broad geographical areas. Specifically, the three-month period is first divide into a series of non-overlapping time windows with 10-minute length. Then frequency signals of the above 12 locations in the EI within randomly selected 1000 time windows are collected to construct a location-dependent dataset.
An example of recorded frequency segments at three cities within the EI is shown in Fig. 4(b) , where major difference is observed from the variations of the frequency signals. It appears smaller variations are observed in the frequency signal measured at generation/load centers (high inertia). The frequency fluctuations at E1 and E2 seem to be the most controlled, with frequency signals exhibiting high similarity in the manner of their variations. Conversely, signals from E10 appear to drift more before returning to the nominal value. It is speculated that this variation is due to different local power grids which may have different control mechanisms and power supply capabilities interacting. The net result being impacting the effectiveness and manners in which they are controlling the frequency variations. Considering the randomness of local grid condition variations and the uniqueness of local grid characteristics, such variations in the frequency signals may possess unique spatio-temporal characteristics that can be used for measurement source authentication. In order to detect "Source ID Mix" spoofing attacks on PMU data, a measurement source authentication approach is proposed in this section by exploring the spatio-temporal characteristics of the frequency signals. It mainly contains four steps as follows:
1) Extract the variations of each measured frequency signal through a weighted high pass filter -Eq. (1); 2) Implement Mathematical Morphology (MM) [21] to decompose the extracted frequency variations in 1) into multiple levels and obtain the intrinsic mode function (IMF) at each level (total 30 levels are used) -Eq. (2) to Eq. (5); 3) For each decomposed IMF, the sparsity value is calculated (Eq. (6)) and then a sparsity trend is constructed by combining the sparsity values from decomposed IMFs over 30 levels. Further, the roughness index of each frequency variations is calculated (Eq. (7)). Both sparsity trend and roughness index are used as unique spatio-temporal signatures of the measured frequency signal; 4) The extracted spatio-temporal signatures extracted from non-spoofed frequency segments are used to train the gcForest [12] algorithm to learn the underlying relationship between the informative features and each measurement location. Then the above trained gcForest algorithm is subsequently used to make identification on the source information of the frequency signal of interest. Finally, the source authentication results (authenticated/spoofed) are provided as the output of the proposed approach. The flowchart of the described methodology and the corresponding schematic diagram are shown in Fig. 5 . Moreover, each step in the above source authentication will be elaborated in the remaining contexts of Section III.
A. Extracting Frequency Variation
To identify the source locations of frequency segments, necessary data pre-treatments, such as checking data continuity and eliminating measurement outliers, are initially conducted on the raw data in the location-dependent frequency dataset. Then each frequency segment is smoothed by a specifically designed high pass filter (HPF). Finally, such smoothed segment is removed from the raw frequency segment to capture the frequency variations as (1) .
where S n (t) and S n hp (t) are the t-th sample in the raw frequency segment and extracted frequency variations measured by n-th PMU,ω i is the weight of HPF. It is defined as the convolution of the vector [ 0.5, · · ·, 0. 
B. Mathematical Morphology(MM)-Based Decomposition
Followed by the frequency variation extraction, MM is subsequently employed to decompose the extracted frequency variations into a series of IMFs at multiple time and frequency scales, where each IMF reveals the underlying nonlinearity and non-stationarity characteristics of the original signal. The MM performs the signal decomposition by conducting various integral geometry operations between a structural element (SE) [21] . The SE is a pre-defined geometric shape (such as uniform, sinusoidal, triangular, etc.) with finite length, by which the signal decomposition is performed with the MM. As for the MM-based method, researchers proved that compared with the length of structure elements (SE), the shapes of SE do not affect signal analysis much [22] . For the application of MM on frequency measurements, uniform line shape SE is used due to its simplicity in processing without considering its amplitude. Dilation (⊕) and erosion ( ) are two preliminary operations of MM, which are mathematically defined as (2) and (3).
P(n) and the signal S(n)
Based on (2) and (3), opening (•) and closing (•) provide other two combined operations, which are shown as (4) -(5).
TABLE II summarizes the properties of MM operator to the frequency variation signals. Fig. 6 shows an example of the signal processing by four operations of MM with uniform line SE. The length of SE is set to two with uniform height of one. It is clear that among the four operations, closing and opening can preserve positive and negative peaks of original signals respectively (shown in Fig. 6(c) and Fig. 6(d) ). The magnitudes of positive and negative peaks of the original signals remain unchanged after they are executed by closing and opening operations. In this paper, closing and opening operations are employed for analyzing the peak distribution of measured frequency signals. The length of the SE also affects the MM signal processing. Fig. 7 shows the processed signals by closing and opening of MM using uniform line SE with variable length (i.e., 1, 4, 6, and 8 data points). The height of SE is one. It can be seen from Fig. 7 that closing and opening of MM can cover as many as positive and negative peaks only when the length of SE is larger than the interval (number of data points marked in Fig. 7a ) of two adjacent peaks in the original signal. When the length of SE increases, more peaks from the original signal can be covered by the upper envelop (marked as red cross) and lower envelop (marked as black circle), which can decompose the signals into multiple time and frequency resolutions.
As shown within the green rectangle in Fig. 5(a) , MM based signal decomposition is performed through four steps: 1) Scale the extracted frequency variations within the range between [−1, 1] and define the SE as uniform line shape with initial length and height of one. 2) Based on the current length of SE, implement the closing and opening operations of MM on the frequency variations to build the upper and bottom envelopes; 3) Determine the IMF by calculating the mean values of upper and bottom envelops. 4) Increase the length of the SE by one and repeat step 2) to 4) until the maximum SE length (30 in this paper) is reached. Fig. 8 depicts an example of 10-second IMFs in time domain extracted by MM decomposition using uniform line shape SE with variable length, and the corresponding frequency spectrum computed by Fast Fourier Transformation (FFT). As can be seen from Fig. 8 , by recursively performing opening and closing operations, the IMFs are extracted from the original frequency data by MM at multiple time and frequency scales. In addition, the frequency component with maximum magnitude also shifts from high frequency region to low frequency band when the length of SE grows. This enables the MM-based signal decomposition similar to a low pass filter (LPF).
C. Time-Frequency (TF) Sparsity Mapping
Based on the extracted IMFs from the previous step, sparsity values (SP) of each IMF are subsequently computed in both time and frequency domains. The sparsity value can quantitively evaluate the peak distribution of a signal where flat space is placed between two adjacent peaks as (6) .
where S l IC is the extracted IMF in time (or frequency) domain with SE length l. Nis the data length of S l IC . Since each frequency variation signal is decomposed into 30 scales (l = 1, 2, . . . , 30), a series of sparsity values of the IMFs are computed to generate a sparsity trend, which describes the variations of the peak distribution. Fig. 9 shows the derived sparsity trends with SE length increasing from 1 to 30. In Fig. 9 , frequency segments are recorded from three PMUs (E3, E6 and E9) and for each unit, 50 frequency segments are presented. It is observed that the sparsity trends of frequency signals from the same location show a similar distribution and they tend to merge as a cluster in both time and frequency domains. A higher sparsity value indicates more peaks (valleys) are observed in the extracted IMF. The mean values of sparsity trends from each unit are calculated and they are also shown as traces with markers in Fig. 9 .
By using the derived sparsity trends in Fig. 9 , the roughness index (defined as an average of absolute values) of each sparsity trend in both time and frequency domains is calculated as (7) to quantify the variation of sparsity trends and they are projected onto a TF plane to construct a TF sparsity mapping (shown in Fig. 10) . A higher roughness index indicates more peaks (valleys) with large magnitude are observed in the frequency variation signal over all decomposed levels (30 is used in the paper).
where R is the roughness index and P = 30 is the data size of each sparsity trend. By observing Fig. 10 it is clear that the frequency segments from different source locations can be separated with clear boundaries by mapping the roughness index onto a TF plane. Therefore, both sparsity trends and roughness index are selected as distinctive spatio-temporal signatures and 
D. Source Authentication Using gcForest
Based on the informative spatio-temporal features of each frequency signal, gcForest [12] is trained to construct a mathematical model that approximates the relationship between the spatial characteristics and the source locations of the frequency segments. Upon the arrival of new frequency segment, the trained algorithm is further invoked to authenticate the source information of the measured frequency signal of interest. It should be notable that there may exist other methods for signal decomposition, informative feature extraction and source identification but MM, TF sparsity mapping and gcForest are initially selected in this paper for good reasons. For example, MM-based signal decomposition does not require the pre-selection of SE shape and it can be applied to the real situations in which the types and properties of frequency variation signals are unknown. In terms of the superiority of the gcForest, it possesses good representation learning abilities by generating a deep forest ensemble with a cascade structure and multi-grained scanning. In addition, it has much fewer easily tuned hyper-parameters and exhibits high generalization capability, which can avoid the potential over-fitting difficulties during the training.
IV. CASE STUDIES AND RESULTS ANALYSIS
In this section, the developed TF sparsity mapping is implemented to authenticate the source information of frequency measurements when the measured signals are subjected to malicious "Source ID Mix" attacks. The purpose of the numeric experiments is to examine whether the spoofed frequency segments can be recognized by using the underlying spatio-temporal characteristics.
A. Numeric Experiment Configuration
The performance of the proposed authentication method is evaluated through nine case studies when signals are subjected to three types of "Source ID Mix" spoofing attacks, including complete replacement of frequency signals (case study I), non-repetitively partial replacement of frequency signals (case study II) and repetitively partial replacement of frequency signals (case study III). Each type of spoofing attack is simulated through three scenarios (i.e., S1: spoofing without "out of region" unit (ORU); S2: spoofing with a distant ORU and S3: spoofing with a close ORU). It should be noted that for all case studies, the gcForest is only trained by using the nonspoofed frequency signals from the aforementioned ten units (E1-E10 in Fig. 4) . Moreover, all PMUs in Fig. 4 have been calibrated to ensure the extracted location-sensitive signatures are due to the randomness of the local power system condition variations instead of the discrepancies of configurations among different units.
For each case study, the source authentication of frequency segments is performed by the following procedures: The database containing spatio-temporal signatures extracted from tens of thousands of frequency fragments is divided into a training dataset and a testing dataset with sample ratio of 60%/40%. Then multiple folds cross validation is performed on the training samples to determine the optimal configuration of the gcForest, i.e., the size and number of multi-grained scanning windows. Once the values of the above optimal hyper-parameters are determined, gcForest is trained on the whole training samples. Then the well-trained classifier is invoked to determine the source locations of testing frequency examples. Finally, the overall match accuracy of all testing samples (i.e., ratio between the number of correctly identified samples in the testing dataset and the number of all samples in the testing dataset), match accuracy of spoofed frequency segments (i.e., ratio between the number of correctly identified samples belonging to the spoof class in the testing dataset and the number of all samples belonging to the spoof class in the testing dataset) and false-negative and false-positive rates [23] are recorded to evaluate the identification performance.
TABLE IV summarizes the sample distribution (size of training and testing samples in each class and graphical compositions of spoofed segments) in the above nine case studies. All numeric experiments were executed on a 3.2 GHz, 8GB RAM computer. The source identification of a single frequency segment only requires 0.03 second which is considerably short time for online application.
B. Case Study I: Complete Replacement of Frequency Signals
In case study I-S1, it is assumed the adversary alters the frequency data by replacing the whole segment without knowing the measurement information from other "out of region" units, which means the frequency fragments in the testing dataset are all from the same group of PMUs in the training dataset. The identification results by using the statistical characteristics method in [24] are also calculated for comparison purpose. The extracted statistical characteristics include mean, variance and variation range of the measured frequency segment, variance of nine level detail IMF signals through wavelet decomposition and residual signal after wavelet decomposition, two coefficients (β 1 , β 2 ) in autoregressive (AR) model and variance of innovative signal after AR modeling. The simulation results show that the proposed method can correctly recognize all the frequency segments in the testing dataset with 100% accuracy, while the overall identification rate by using the statistical characteristics based method is relatively low, which is 94% as shown in TABLE V. Further examination on the match accuracy of each class shows that the identification accuracy of frequency segments from E1 and E2 is significant lower among the ten classes. A possible reason for the low identification rate is that when the frequency segments are recorded at multiple intra-grid locations, the measured frequency signals exhibit similar variations among different units (see E1 and E2 in Fig. 4(b) ), which makes the mean values and variance of measured signals from certain locations almost identical. Moreover, the differences in the variance of IMFs through wavelet transformation among multiple PMUs also become minimal, thus the classifier may not be able to determine the source locations of corresponding signals with high accuracy by using above statistical characteristics. Similar to author's previous experiment in [25] and [26] , the gcForest model is first trained using frequency segments measured in June, and then it is tested using frequency segments collected in July. It is found the overall match accuracy by using the proposed method is almost 100%. Similar identification results can be observed by collecting the training and testing frequency segments in other seasons (for example, trained on January, tested on February, etc.). This indicates the spatio-temporal characteristics of the frequency measurements at the above ten locations in the EI are quite stable within two adjacent months. Therefore, the gcForest model does not have to be trained frequently and it can be trained at regular time, for example, once in every month.
In case study I-S2, it is assumed the adversary introduces frequency segments from one distant "out of region" unit (ORU1 in Fig. 4(a) ) and adds them into the original testing dataset in case study I-S1 to form a spoof class. The ORU1 also resides within the same interconnection of the aforementioned ten units. Since the gcForest is only trained on the frequency segments from E1-E10 to learn the underlying spatio-temporal characteristics, the classifier cannot directly recognize the samples from the ORU1. For each testing sample, the classifier provides a probability giving its confidence in its decision on the source of recording. By making use of this feature of the classifier, a confidence threshold (T h ) is defined to make a final decision on the source location of the testing sample, i.e., if the classification confidence of a sample assigned by gcForest is lower than T h , we advance this sample as the spoof class. Fig. 11 shows the dependency between the match accuracy of frequency examples in the spoof class and T h by using the proposed method and statistical characteristics based method. It is observed that there is a "trade off" on the match accuracy between the spoof class (blue curve) and the rest ten classes (purple curve). Near-perfect identification rate of the spoof class is attained by using high confidence threshold (above 0.8), while the overall match accuracy of the rest ten classes declines slightly. By tracking the overall match accuracy (black curve) of all classes, an optimal confidence threshold is empirically selected when the peak value of the overall match accuracy is attained. TABLE VI compares the identification performance of two approaches with optimal threshold. From Fig. 11 and TABLE VI it is observed that by using the proposed method, the gcForest can identify the frequency segments from the spoof class with 100% accuracy, which outperforms the statistical characteristics based method (81%).
In case study I-S3, frequency segments from one close "out of region" unit (ORU2 in Fig. 4(a) ) have been added into the testing dataset in case study I-S1 to form a spoof class. By comparing Fig. 12(a) with Fig. 11(a) it appears that when the threshold is less than 0.8, the identification accuracy of frequency signals from ORU2 becomes lower. This is because ORU2 and E4 reside within the same local grid and the distance between these two units is less than 70 miles, which makes the frequency segments from ORU2 quite similar to those from E4. Once the gcForest tries to identify the source location of a frequency fragment from ORU2, it may assign this segment into E4 with high confidence probability. Therefore, a higher threshold is required to achieve high identification accuracy of the samples in the spoof class. TABLE VII compares the identification performance of two approaches with optimal thresholds. It indicates the overall match accuracy of the proposed method attains 98% by using 0.84 threshold and the identification accuracy of the spoof class also falls in high range of 96%. However, the identification rate Fig. 13 . Overall match accuracy (left subplot) and accuracy of spoof class (right subplot) by using the proposed method in case study II-S1.
of the spoofed class is less than 50% by using the statistical characteristics based approach. This implies the differences in the statistical features of the measured frequency signals from multiple close intra-grid locations become minimal which may not fully represent the spatial signatures of each location. Such minimal differences in the statistical feature values have confused the classifier when determining the class boundaries and could result in more mistakes in the source identification.
C. Case Study II: Non-Repetitive Partial Replacement of Frequency Signals
In case study II-S1, the frequency segments from the original ten units are not completely replaced by other units, but only a portion of the data have been replaced, which produces the spoofed frequency signals in the testing dataset. In the first scenario (case study II-S1), the spoofed frequency signals are generated by exchanging part of the consecutive data from two out of ten PMUs within E1-E10. Given many permutations in selecting arbitrary two PMUs (total C 2 10 = 45 combinations) to generate the spoofed segments, to avoid the unbalanced sample distribution in the testing dataset and achieve an easy comparison on the identification performance with other case studies, each combination is evaluated separately. Specifically, at each time, frequency data from only two PMUs are mixed up and they are put into the original testing dataset to form a spoof class for source identification. Then the evaluation metrics, such as the overall match accuracy, match accuracy of the spoof class as well as the optimal threshold candidate are determined for this specific configuration. The evaluation metrics from all 45 combinations are averaged out as final evaluation scores while the optimal threshold candidate with maximum occurrence rate among 45 combinations is selected as the final optimal threshold. Fig. 13 compares the overall match accuracy of the frequency segments by mixing two PMUs' data when the spoofed data portion varies from 10% to 90%. The contour maps of the match accuracy are also presented with numbers indicating the specific accuracy levels. From Fig. 13(a) it is observed that both overall match accuracy and match accuracy of the spoof class roughly present an axial symmetry distribution with 50% spoofed data portion as the central line. The overall match accuracy attains its peak at 99% by using the proposed method when the spoofed data portion is 50%. Moreover, the overall match accuracy shows a decrease trend when the spoofed data portion deviates from 50%. This indicates given that two PMUs are involved in generating the spoofed frequency segments, the differences of the spatial characteristics between the spoofed and valid frequency segments become significant when half of the data have been replaced. TABLE VIII compares the identification performance of two approaches and the optimal threshold with spoofed data portion varying from 10% to 50%. It appears that the identification rate of the spoof class is no more than 30% by using both two methods when only 10% (1 minute) data have been replaced. The low accuracy is mainly due to the small size of the replaced data. In addition, the optimal threshold also decreases slightly when the spoofed data portion grows from 10% to 50%. To solve the above problem, further discussions on improving the identification accuracy by using short frequency segments will be presented in Section IV-E. In case study II-S2, it is assumed that the adversary generates the spoofed frequency segments by replacing partial data from E4 with ORU1. As shown in Fig. 14 , both overall match accuracy and match accuracy of the spoof class exhibit an increase trend when the spoofed data portion increases to 90%, which is different from the previous results in Fig. 13 . The maximum identification accuracy of the spoof class is 96% when 90% of data have been replaced by ORU1, demonstrating the spatio-temporal signatures from this "out of region" unit become dominant which are easier to be recognized by gcForest. Followed by previous case study, in case study II-S3, the spoofed frequency segments are produced by replacing partial data from E4 with ORU2. The overall match accuracy and match accuracy of the spoof class with variable spoofed data portion are shown in Fig. 15 . Compared with Fig. 14, the overall match accuracy and the accuracy of the spoofed class by using the proposed method is relatively low, but it is still higher than the statistical approach. The maximum identification accuracy of the spoof class is 93% given 90% data are replaced. Similar to the results from case study I-S3, a high threshold 0.84 is generally required for the gcForest to maintain such high identification accuracy.
D. Case Study III: Repetitively Partial Replacement of Signals
To investigate whether the integrity of the replaced data will affect the spatio-temporal characteristics and subsequently influence the source authentication accuracy, this case study assumes the data spoofing attack becomes more complicated where the spoofed segments are generated by periodically replacing part of the data from the validated units with other units. Similar to the previous case study II, three data spoofing scenarios are simulated. Fig. 16 shows the overall match accuracy under three data spoofing scenarios. By comparing the results from Fig. 16 with each counterpart in case study II, it shows that the overall match accuracy follows the similar distribution as results in each data spoofing scenario of case study II. This demonstrates the extracted spatio-temporal signatures are likely to keep consistent no matter the spoofed data are from the whole piece of consecutive data block or they are assembled by a number of short data fragments.
E. Source Authentication Using Short Frequency Segments
Due to the difficulties in identifying the source locations of frequency segments using short data fragments, two interpolation techniques, i.e., spline and fractal interpolation [27] are implemented to upsample the short frequency segments and further increase the identification accuracy of the proposed source authentication method. Fractal is kind of phenomena which exists in a wide range of signals. Such signal usually possesses a scale invariant structure as the structure repeats itself on subintervals of the signal. Generally, fractal structures are characterized by calculating Hurst exponent (H) using multifractal detrended fluctuation analysis [28] . A signal is considered to possess fractal structures when H is above 0.5. By calculating the H value of daily frequency signals from E1-E10, it appears the frequency variation contains fractal structures which can be resampled through fractal interpolation.
In this section, the source location identification is performed by using the same experimental configuration of case study I-S1 but the reporting rate of all frequency signals are boosted to 120Hz through spline and fractal interpolation. The identification performance by using frequency segments with different length (varying from 1 second to 15-min) has also been evaluated. The correlation between the overall match accuracy and data length is shown in Fig. 13 . It indicates that the match accuracy of the frequency segments processed by fractal interpolation is consistently higher than the spline interpolation, especially when the segment length is less than 30 seconds. Increasing the segment length may lead to a growth in the overall match accuracy. Near 100% match accuracy is achieved given 10-minute frequency signals are used. A decrease trend is observed in the overall match accuracy when the segment length further increases. This is mainly due to the smooth effect on the sparsity trends and roughness index derived from long frequency segments. By contrast, reducing the signal length will also lower the match accuracy, which is caused by the insufficient data samples available for extracting the spatio-temporal characteristics for source identification.
To demonstrate the effectiveness of the fractal interpolation in detecting data spoofing on short frequency segments, Fig. 17(b) shows the overall match accuracy of frequency segments subjected to the data spoofing scenario I-S2 by using 10-second frequency fragments (a typical duration of a disturbance within the EI). All the 10-second segments in both training and testing datasets are interpolated by the fractal interpolation for source identification. From Fig. 17(b) it is observed that the maximum overall match accuracy has increased to 90% after fractal interpolation while the identification accuracy of the spoof class also increases to 92% by using 0.85 threshold. This demonstrates the spatial signatures extracted from the interpolated data become distinctive, which allows gcForest to identify the spoofed segments with high accuracy. It should be notable that the identification accuracy of the proposed methodology could be further improved if the original frequency signals are measured using high reporting rate PMUs.
V. CONCLUSION
This paper proposes a machine learning based framework to authenticate the source information of PMUs' frequency measurements, thereby negating "Source ID Mix" cyber attacks. By leveraging the proposed TF sparsity mapping, the underlying spatio-temporal characteristics of frequency signals measured at different intra-grid locations within the EI have been revealed. The high accuracy and practicality of the proposed authentication methodology have been validated by variety case studies in detecting the manipulated PMUs' data under different spoofing scenarios. The experimental results demonstrate that the identification rate of frequency data primarily depends on the distance among measurement geolocations as well as the input frequency signals. A confidence probability threshold above 0.8 is preferred for the gcForest to successfully identify the "Source ID Mix" attacks, which happen among different cities in the same interconnection. A higher threshold has to be assigned to the classifier in order to recognize the spoofing attacks occurring at near range locations, although such data replacements normally would not cause severe damages to WAMS functionality. The overall identification rate has been demonstrated to be preferential to that of the traditional statistical characteristics based approach. Practical difficulties in source authentication due to the short data length can be potentially solved by interpolating fractal structures within the signals.
This research will prove beneficial to system operators and service providers in helping them gain valuable insights over legitimate data patterns used in detecting anomalous patterns. Moreover, findings also suggest that use of these research results can also facilitate mitigating the potential "Source ID Mix" data spoofing and further exploitation towards accurate source authentication strategies for improving power system cyber security.
