While convergence of the Alternating Direction Method of Multipliers (ADMM) on convex problems is well studied, convergence on nonconvex problems is only partially understood. In this paper, we consider the Gaussian phase retrieval problem, formulated as a linear constrained optimization problem with a biconvex objective. The particular structure allows for a novel application of the ADMM. It can be shown that the dual variable is zero at the global minimizer. This motivates the analysis of a block coordinate descent algorithm, which is equivalent to the ADMM with the dual variable fixed to be zero. We show that the block coordinate descent algorithm converges to the global minimizer at a linear rate, when starting from a deterministically achievable initialization point.
Introduction
The Phase Retrieval (PR) problem consists of recovering a vector x ∈ R n (or C n ) from a set of magnitude measurements y k = |a * k x|, k = 1, · · · , m, where a k ∈ R n (or C n ), k = 1, · · · , m, are known as the measurement vectors. PR arises in many physical settings ( [Harrison(1993) , Walther(1963) , Balan(2010) , Shechtman et al.(2015) Shechtman, Eldar, Cohen, Chapman, Miao, and Segev]), in which case a k 's are derived from the Fourier basis vectors. Toward mathematical understanding, recent efforts have focused on the generalized phase retrieval (GPR) problem, in which a k 's can be vectors other than Fourier. Numerous recovery results are now available for the case a k 's are Gaussian, as summarized in [Jaganathan et al.(2015) Jaganathan, Eldar, and Hassibi] . Among them are the results based on nonconvex optimization, mostly based on the following template: firstly, an initialization close to a global minimizer is found using a spectral method; secondly, a gradient descent type algorithm is shown to converge locally to a global minimizer when starting from the initialization.
ADMM works remarkably well on certain structural convex problems and comes with strong convergence guarantees [Boyd et al.(2011)Boyd, Parikh, Chu, Peleato, and Eckstein] . Empirically, ADMM also works surprisingly well 1 on certain structural nonconvex problems. However, the current theories (see, e.g., [Wang et al.(2015) Wang, Yin, and Zeng]) only guarantee convergence to critical points, aka global convergence. In this work, we study the local convergence behavior of ADMM, working with the GPR as a model problem. On a natural constrained least-squares formulation for GPR under the Gaussian measurement model, the dual variable at the optimal point is shown to be zero. This in turn motivates us to analyze a block coordinate descent (BCD) algorithm, which is equivalent to ADMM with the dual variable fixed to be zero. In this preliminary study, we apply the BCD algorithm to the expected 2 optimization problem. We show that the BCD converges to a global minimizer with a linear converge rate when being initialized in a neighborhood of the global minimizers, aka local convergence. The required initialization can be obtained efficiently through a spectral decomposition, as shown in several prior works. retrieval problem
This is the variable-splitting reformulation of another least-squares formulation
which has been systematically studied before (e.g., [Candès et al.(2015)Candès, Li, and Soltanolkotabi, Sun et al.(2017) Sun, Qu, and Wright]).
Note that f is biconvex (and in fact biquadratic) and that we have a linear equality constraint. Following the approach of [Boyd et al.(2011) Boyd, Parikh, Chu, Peleato, and Eckstein], we consider the ADMM algorithm applied to Eq. (2.1), which is given by
where ρ > 0 is a chosen penalty parameter, and L is the augmented Lagrangian function given by
A natural reduction to block coordinate descent
We observe the following key property of the augmented Lagrangian function Eq. (2.4). Lemma 3.1. A triple (z, w, λ) is a critical point of L (z, w, λ) if and only if
Since Lemma 3.1 shows that λ = 0 at the global minima, we are motivated to consider a modified version of the ADMM algorithm (2.3), in which the dual variable λ is fixed to equal zero. This is equivalent to the block coordinate descent, or BCD, algorithm applied to the objective function f (z, w) + ρ/2 · z − w 2 . This is given by
Linear Convergence
In the spirit of providing a preliminary result, we shall consider the expected objective, which is given by
Secondly, we shall assume that our initial point z (0) , w (0) lies within the set
With sufficiently many samples, i.e., m large enough, it is easy to obtain such initialization via a spectral decomposition. We record such a result proved in [Candès et al.(2015) Candès, Li, and Soltanolkotabi]; see also a recent refinement that requires less samples [Mondelli and Montanari(2017) ].
Lemma 4.1. Suppose that m ≥ C 0 n log n, and let
3 Here C 0 is an absolute constant.
We next list several lemmas that are essential to obtaining our main local convergence result. All the proofs are deferred to the appendix. The next lemma says in the set N x , the objective g is jointly strongly convex in (z, w).
The next no-escape lemma ensures that for convergence analysis, we only have to deal with the set N x .
The next gradient Lipschitz result is essential to deriving a concrete convergence rate, similar to most other convergence proofs. Lemma 4.4. g(z, w) is block Lipschitz on N x . More specifically, for all (z, w) ∈ N x and all h z , h w ∈ R n ,
where
It then follows from the Taylor theorem that (see, e.g., [Bertsekas(1999) ], Proposition A.24), that
We now state our main result. Theorem 4.5. Consider g(z, w) as given by Eq. (4.1), and assume ρ ≥ 27 8 x 2 and (z (0) , w (0) ) ∈ N x . Then, the block coordinate descent algorithm listed in Eq. (3.2) converges linearly to the point (x, x). Specifically,
Convergence of BCD method on strongly convex function is well known. We adapt a proof appearing in [Beck and Tetruashvili(2013) ].
Proof of Theorem 4.5.
3 Strictly speaking, either
x . Since the sign is not recoverable, recovering either x or −x is fine. We assume without loss of the generality the closeness to x.
where the first line follows as z (k+1) minimizes g(z, w (k) ), the second line follows from Eq. (4.7), and the last line follows as ∇ w g z (k) , w (k) = 0. By Lemma 4.2, g is strongly convex, and hence
for all (z 1 , w 1 ), (z 2 , w 2 ) ∈ N x , where σ = 1 3 x 2 . Minimizing both sides w.r.t. (z 2 , w 2 ), we have 11) for all (z 1 , w 1 ) ∈ N x . It then follows from Eqs. (4.10) and (4.11) that
(4.14)
Rearranging this last equation and applying it recursively then gives that
An analogous statement obviously also holds for the w sequence. Invoking strong convexity again, we have
Substituting σ = 1 3 x 2 and L z = 4 x 2 + ρ completes the proof.
Conclusion and future work
We have shown that the Gaussian phase retrieval problem can be formulated as a biconvex optimization problem, and that ADMM applied to this problem has a dual variable λ equal to zero at all critical points. This motivated a convergence analysis of the block coordinate descent algorithm, which is equivalent to ADMM when the dual variable λ is fixed to be zero. We established that the block coordinate descent algorithm converges to a global minimizer of the expected objective at a linear rate locally, when starting from a "close" initial point-such a "close" point can always be found using a spectral method.
One can expect to show a similar result for the finite-sample objective using a concentration argument. On our specific nonconvex problem, ADMM with dual fixed as zero is equivalent to the BCD method. In general, they are not. Both methods can be notably competitive in performance when solving certain classes of structural large-scale nonconvex optimization problems. Theoretical understanding of their behaviors is largely open.
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