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Abstract
Given a graph, in the maximum clique problem, one desires to ,nd the largest number
of vertices, any two of which are adjacent. A branch-and-bound algorithm for the maximum
clique problem—which is computationally equivalent to the maximum independent (stable) set
problem—is presented with the vertex order taken from a coloring of the vertices and with a
new pruning strategy. The algorithm performs successfully for many instances when applied
to random graphs and DIMACS benchmark graphs. ? 2002 Elsevier Science B.V. All rights
reserved.
1. Introduction
We denote an undirected graph by G=(V; E), where V is the set of vertices and
E is the set of edges. Two vertices are said to be adjacent if they are connected
by an edge. A clique of a graph is a set of vertices, any two of which are adjacent.
Cliques with the following two properties have been studied over the last three decades:
maximal cliques, whose vertices are not a subset of the vertices of a larger clique,
and maximum cliques, which are the largest among all cliques in a graph (maximum
cliques are clearly maximal). In this paper, the latter type of cliques are studied.
In the maximum clique problem, one desires to ,nd one maximum clique of an
arbitrary undirected graph. This problem is computationally equivalent to some other
important graph problems, for example, the maximum independent (or stable) set
problem and the minimum vertex cover problem. Since these are NP-hard problems
[6], no polynomial time algorithms are expected to be found. Nevertheless, as these
problems have several important practical applications, it is of great interest to try
to develop fast, exact algorithms for small instances. Another direction of research,
which has recently been fairly popular, is that of using stochastic methods to ,nd
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as large cliques as possible, without proving optimality; see the survey of Pardalos
and Xue [9], which also contains an extensive bibliography on the maximum clique
problem.
Since the early 1970s, many papers have been published with algorithms for the max-
imum clique problem. Unfortunately, it is often diKcult to compare these algorithms,
and no extensive comparison between the published algorithms has been carried
out. Fortunately, a set of benchmark graphs are maintained by DIMACS. These
graphs and random graphs can be used to get some indication of the quality of new
algorithms.
Old algorithms and the new algorithm are discussed in Section 2. A comparison
between these that is based on computational experiments with DIMACS benchmark
graphs and with random graphs is carried out in Section 3. The paper is concluded in
Section 4.
2. Maximum clique algorithms
Algorithm 1. Old algorithm.
function clique(U; size)
1: if |U |=0 then
2: if size¿max then
3: max:=size




8: while U = ∅ do
9: if size + |U |6max then
10: return
11: end if
12: i:=min{j | vj ∈U}
13: U :=U\{vi}







Before presenting the new algorithm, we will brieLy discuss old algorithms, starting
with that of Carraghan and Pardalos [5] (and, independently, of Applegate and Johnson
[1]), which can be seen as a basic form of most published algorithms.
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2.1. Old algorithms
The algorithm in [5] is presented as Algorithm 1. The following notation is used.
The set of vertices adjacent to a vertex v is denoted by N (v) and the number of vertices
in the graph is n. The variable max, which is global, gives the size of a maximum
clique when the algorithm terminates.
The performance of the algorithm depends on the ordering the vertices, v1; v2; : : : ; vn.
We will return to heuristic for ordering later. Each vertex taken in line 12 should be
saved to be able to extract the whole clique whenever line 4 is reached.
Without the pruning strategy in line 9 (in implementing the algorithm, the lines 8–11
can be combined into a for statement), this algorithm would go through every single
clique of the graph. The pruning strategy is to backtrack when the set U becomes so
small that even if all vertices left could be added to get a clique, the size of that clique
would not exceed that of the largest clique encountered so far in the search. Moreover,
if we explicitly search for a clique of a given size, we can modify the algorithm and
use this information for pruning from the beginning of the search.
Some speed-up can be obtained if the test in line 1 is changed so that the recur-
sion is stopped whenever very few vertices are left (often 0 or 1) and corresponding
calculations are carried out on a case-by-case basis.
Although this algorithm is very simple, it is currently the best known algorithm for
sparse graphs.
Most attempts to improve on this straightforward algorithm are based on methods for
calculating upper bounds (other than from the size of the set U in Algorithm 1) during
the search. Almost without exceptions, such bounds are obtained from vertex-colorings.
In a vertex-coloring, adjacent vertices must be assigned diNerent colors. If a graph,
or an induced subgraph, can be colored with, say, s colors, then the graph, or subgraph,
cannot contain a clique of size s+ 1.
In implementing strategies based on calculating upper bounds, a trade-oN has to be
made: coloring can lead to a considerable reduction of the number of nodes in the
search tree but is also very time-consuming. Recent algorithms of this kind have been
published by Babel [2], Balas and Xue [3], Sewell [10], and Wood [11].
2.2. The new algorithm
We will now consider the new algorithm. Let Si = {vi; vi+1; : : : ; vn}. The old algorithm
searches for the maximum clique by ,rst considering cliques in S1 that contain v1, then
cliques in S2 that contain v2, and so on. In the new algorithm, this ordering is reversed:
we ,rst consider cliques in Sn that contain vn (the largest such clique is, of course,
{vn}), then cliques in Sn−1 that contain vn−1. If this procedure is carried out with the
same pruning as in Algorithm 1, we get a slower algorithm. However, this approach
makes it possible to introduce a new pruning strategy as shown in Algorithm 2.
The table c[i] and the variables found (which is boolean) and max are all global.
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Algorithm 2. New algorithm.
function clique(U; size)
1: if |U |=0 then
2: if size¿max then
3: max:=size





9: while U = ∅ do
10: if size + |U |6max then
11: return
12: end if
13: i:=min{j | vj ∈U}




18: clique(U ∩ N (vi); size + 1)







25: for i:=n downto 1 do
26: found:=false




The function c(i) gives the largest clique in Si. Obviously, for any 16 i6 n−1, we
have that c(i)= c(i+1) or c(i)= c(i+1)+1. Moreover, we have c(i)= c(i+1)+1 iN
there is a clique in Si of size c(i+1)+1 that includes the vertex vi. So, starting from
c(n)= 1, we search for such cliques. If a clique is found, c(i)= c(i+1)+1, otherwise
c(i)= c(i + 1). The size of a maximum clique is given by c(1).
Old values of the function c(i) enables the new pruning strategy (in line 14). Namely,
if we search for a clique of size greater than s, then we can prune the search if we
consider vi to become the (j + 1)-th vertex and j + c(i)6 s. The following example








Fig. 1. Example graph.
illustrates that the new pruning strategy occasionally has a profound impact on the
search.
Example. Consider the graph with vertex set V = {v1; v2; : : : ; v2n} and edges between
vi and vj exactly when |i − j|¿ 1. Since vi and vi+1 are not connected by an edge,
combinatorial arguments show that a maximum clique has size n. With the new algo-
rithm, we get that c(i)= n + 1 − 
i=2. Moreover, these values are obtained in linear
time. Namely, when i is odd, after ,xing vi, the smallest index among the vertices in
the working set is i + 2, and as c(i + 2)= c(i + 1) − 1, we cannot achieve a clique
of size c(i + 1) + 1 which we are aiming for (this part takes constant time). When i
is even, we ,nd a clique of size c(i + 1) + 1 without having to backtrack, that is, in
linear time. The old algorithm ,nds a maximum clique in linear time, but continues to
spend even exponential time in the search for a possible clique of size n+ 1.
As another example, in Table 1, we carry out Algorithm 2 on the graph in Fig. 1.
The word prune indicates that pruning based on the value of c(i) is carried out. The
numbers indicate the indices of the vertices in U when clique is called (on level 1 we
just have the vertices in Si). The vertex that is chosen in line 25 on level 1 and in
line 13 on the other levels is underlined.
The presented algorithm can, with small modi,cations, be used to ,nd all maximum
cliques.
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Table 1
Proceeding of algorithm for example graph
1: 8 (c(8)= 1; largest clique is {8})
1: 7 8
2: (empty; c(7)= 1)
1: 6 7 8
2: (empty; c(6)= 1)
1: 5 6 7 8
2: 7 8 (c(5)= 2; largest clique is {5; 7})
1: 4 5 6 7 8
2: 6 7 8 (prune; c(4)= 2)
1: 3 4 5 6 7 8
2: 6 7 8 (prune; c(3)= 2)
1: 2 3 4 5 6 7 8
2: 5 6 7
3: 7 (c(2)= 3; largest clique is {2; 5; 7})
1: 1 2 3 4 5 6 7 8
2: 3 5 6 8
3: 6 8
4: (empty)
2: 3 5 6 8 (prune; c(1)= 3)
2.3. Searching for a clique of given size
In [5], it is described how a lower bound on the size of a maximum clique can be
used to speed up the search. A similar approach does not seem to be possible here;
instead we will see how we can improve the algorithm when proving nonexistence
results. That is, for proving that there is no clique of a prescribed size s, we can
proceed as follows.
Before we start the main algorithm, we calculate the values of d(i), the size of the
largest clique with the vertices in {v1; v2; : : : ; vi}. (If this is done up to i= n, we have
solved the whole problem.) The values of d(i) are calculated for 16 i6 n=2. Then,
in the main algorithm, we check the value of c(i + 1) + d(i) for all i6 n=2. If for
some i, c(i + 1) + d(i)¡s, we can stop the search as no clique of size s then exists
in the graph.
2.4. Ordering the vertices
For good performance of the algorithm presented in Section 2.2, a proper heuristic
for ordering the vertices has to be chosen. One can think of several ways of doing
this, and these orderings may have diNerent eNects for diNerent types of graphs.
The heuristic used in [5] for the algorithm in Section 2.1 is to sort the vertices
with respect to their degrees (the number of incident edges) so that v1 has smallest
degree. To get v2; v3; : : : ; one repeatedly takes the vertex with smallest degree from the
subgraph induced by the vertices that have not yet been taken.
Since previous algorithms that perform better than the old algorithm presented in Sec-
tion 2.1 use vertex-colorings along the search, it seems plausible that a vertex-coloring
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could be used in some way to get a good initial ordering. Using a coloring that can be
found in reasonable time, the vertices are ordered so that those belonging to the same
color class are grouped. To get such a coloring, which also is an upper bound on the
maximum clique, we use the following greedy heuristic, which is due to Biggs [4]:
The color classes are determined one at a time. When determining a new color class,
the graph induced by the uncolored vertices is ,rst constructed. Then, as long as there
exists a vertex that can be added to the color class, such a vertex with largest degree
is added. The vertices are labeled vn; vn−1; : : : in the order they are added to a color
class.
3. Experimental results
To properly evaluate the new algorithm, it is necessary to carry out practical exper-
iments. We will here show how the new algorithm performs for random graphs and
some of the DIMACS benchmark graphs.
We ,rst look at random graphs. Six algorithms are compared in the performance
tests: [5] as programmed in [1] (called Old), the new algorithm (called New), and four
advanced algorithms using upper bounds from vertex-colorings.
The computational results with random graphs are presented in Table 2. The entries
show the average run times in CPU seconds on a 500 MHz PC with Linux operat-
ing system. For each entry, ten random graphs were constructed and used as input;
the same ten graphs were used for both Old and New. The graphs were constructed
by considering each pair of vertices and inserting an edge with probability p. This
probability is called the edge density (or edge probability).
The ,rst four entries are, when applicable, taken from [2, Table 2], [3, Table 3],
and [10, Table II] [11, Table 1]. The times from [10] have been adjusted based on
the machine benchmarks in [10, Table VI]. Our user times for the DIMACS machine
benchmarks r100.5–r500.5 are 0.01, 0.23, 1.52, 10.05, and 39.41, indicating that the
computer used in our experiments is 19 times faster than the one used in [10]. In
[2,3,11], only the computer that was used is mentioned, so only a rough comparison is
possible based on general benchmarks for computer speeds; these times are not adjusted
in our table.
Looking at the results in Table 2, the new algorithm is clearly the fastest for sparse,
random graphs. The break point where there are old algorithms that perform better is
approximately 0.8–0.9 for 100 vertices, 0.6–0.7 for 200 and 300 vertices, and greater
than 0.5 for 500 vertices. It is interesting that the new algorithm has the property, as
for [3] but not for [5], that when the density gets very close to one, the speed of the
algorithm increases. This is shown by the entries for 100 vertices and edge densities
0.9 and 0.95.
In many studies, the number of search tree nodes are presented for the various
instances. This gives some information about the nature of an algorithm, but cannot
be used to evaluate the quality of it. Some algorithms, like ours, traverse many nodes
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Table 2
Benchmark results (random graphs)
Vertices Edge density [2]a [3]b [10] [11]c Old New
100 0.6 2.03 0.55 0.42 1.93 0.02 0.01
100 0.7 5.41 1.29 0.53 3.44 0.10 0.03
100 0.8 17.69 4.24 0.68 6.52 0.89 0.29
100 0.9 28.40 8.26 0.89 12.12 20.71 2.97
100 0.95 1.24 141.57 0.88
200 0.4 4.78 1.73 5.51 0.04 0.03
200 0.5 17.32 5.72 1.16 12.68 0.18 0.09
200 0.6 87.32 26.90 2.37 45.66 1.24 0.76
200 0.7 631.10 180.55 7.53 341.90 18.78 13.53
200 0.8 10,761.17 2331.26 39.68 1088.20 659.88
300 0.3 6.99 0.06 0.05
300 0.4 28.49 10.03 0.25 0.21
300 0.5 152.19 50.00 5.16 1.69 0.90
300 0.6 1242.19 378.75 22.74 21.74 15.66
300 0.7 16,221.38 6107.09 706.65 542.18
500 0.2 10.57 0.09 0.09
500 0.3 57.56 0.42 0.37
500 0.4 327.80 123.51 3.27 2.68
500 0.5 3082.30 1118.94 79.63 41.85 32.49
500 0.6 17,142.84 1177.01 821.08
1000 0.1 0.18 0.29
1000 0.2 0.95 0.93
1000 0.3 9.92 7.34




and spend little time in each node, whereas others traverse few nodes and spend more
time in each. The CPU time alone should be the measure of the quality.
We also tested the new algorithm on DIMACS test graphs, which can be obtained
electronically from ¡URL:ftp:==dimacs.rutgers.edu=pub=challenge=graph=benchmarks=
clique= ¿ and have been described in [7]. The results are displayed in Table 3. The
algorithm from [5] follows the trend from Table 2 for these problems and performs
worse or occasionally much worse than the new algorithm; hence it is not included in
the table.
The DIMACS problems for which there are benchmark results in both [3] and [11]
have been considered. Many of these graphs have high density, but the results are still
encouraging. The new algorithm performs very well, especially for the problems of
type brock, keller, and p hat. The instances of type brock have a clique hidden
that is much larger than what could be expected from the edge density; the instances
of type keller are based on Keller’s conjecture on tilings using hypercubes; and the
instances of type p hat are certain types of random graphs having wider node degree
spread and larger cliques.
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Table 3
Benchmark results (DIMACS graphs)
DIMACS n d Size [3]a [10] [11]b New
brock200 1 200 0.75 21 172.19 805.20 54.29
brock200 2 200 0.50 12 1.90 1.58 3.83 0.05
brock200 3 200 0.61 15 7.96 38.50 0.44
brock200 4 200 0.66 17 26.00 4.16 92.95 0.98
c-fat200-1 200 0.08 12 0.03 0.02 0.01
c-fat200-2 200 0.16 24 0.02 0.02 0.01
c-fat200-5 200 0.43 58 0.13 0.13 7.81
c-fat500-1 500 0.04 14 0.08 0.02 0.07
c-fat500-2 500 0.07 26 0.11 0.08 0.08
c-fat500-5 500 0.19 64 0.24 0.16 10,442.64
c-fat500-10 500 0.37 126 0.64 0.03 0.07
hamming6-2 64 0.90 32 0.01 0.01 0.01
hamming6-4 64 0.35 4 0.01 0.07 0.01
hamming8-2 256 0.97 128 0.34 0.01 0.04
hamming8-4 256 0.64 16 1.74 4.58 79.15 0.86
hamming10-2 1024 0.99 512 30.89 0.07 2.52
johnson8-2-4 28 0.56 4 0.01 0.02 0.01
johnson8-4-4 70 0.77 14 0.01 0.18 0.01
johnson16-2-4 120 0.76 8 0.01 195.80 0.27
keller4 171 0.65 11 3.39 1.95 18.45 0.50
MANN a9 45 0.93 16 0.02 0.10 0.01
MANN a27 378 0.99 126 1362.82 12.58 704.30 ¿10,000.00
p hat300-1 300 0.24 8 0.80 2.00 1.47 0.04
p hat300-2 300 0.49 25 5.83 2.79 10.05 0.99
p hat500-1 500 0.25 9 4.83 13.72 0.29
p hat500-2 500 0.50 36 228.11 267.10 428.80
p hat700-1 700 0.25 11 16.08 12.53 40.32 0.67
p hat1000-1 1000 0.24 10 97.38 283.20 5.84
san200 0.7 1 200 0.70 30 1.69 0.92 0.56
san200 0.7 2 200 0.70 18 4.91 0.47 0.04
san200 0.9 1 200 0.90 70 0.26 11.48 0.27
san200 0.9 2 200 0.90 60 12.27 1052.00 4.28
san400 0.5 1 400 0.50 13 5.83 11.22 0.03
san400 0.7 1 400 0.70 40 190.59 198.70 ¿10,000.00
san400 0.7 2 400 0.70 30 347.19 6228.00 506.10
san1000 1000 0.50 15 365.26 653.90 0.51
sanr200 0.7 200 0.70 18 52.91 338.20 14.11
sanr400 0.5 400 0.50 13 105.43 350.90 6.62
aDEC alpha 300–400 AXP.
bSun Sparcstation 10.
For some instances, such as those of type hamming and c-fat, the new algorithm
is fast without reordering of the vertices. For those of type hamming this can be
explained as follows: A graph from the Hamming space—where the vertices are in
lexicographic order and vertices whose Hamming distance is at least d, for some ,xed
d, are adjacent—have the property that there is a strong correlation between the diNer-
ence between the indexes of two vertices and the “probability” that these are adjacent
(cf. earlier example).
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As for the instance c-fat500-5, the speed-up is remarkable if the vertices are not
reordered: the CPU time needed is then 0.02, an improvement on the value in Table
3 by a factor of more than 105. This, of course, shows that for some instances the
algorithm is very sensitive. More importantly, this brings other questions into daylight,
which concern all published algorithms. When benchmarks are published, are the al-
gorithms tuned for each instance? In this work, no such polishing of the results was
carried out but the same algorithm was used for all instances.
Since the vertex ordering is of importance, the ordering in the benchmark ,le may
aNect the results. To prevent this, we feel that one should shuVe the vertices of these
benchmark graphs before they are used as input. This was done here.
4. Conclusions
We have presented a new algorithm for ,nding a maximum clique in an arbitrary
graph. The algorithm improves on old methods for several types of graphs, including
sparse, random graphs and graphs with certain combinatorial properties. Since we are
dealing with an NP-hard problem, it is expected that diNerent algorithms perform well
for diNerent types of instances. One may then argue which instances are the most
important ones. The speed of the algorithm presented here was of great importance in
the author’s work on error-correcting codes [8], where tens of thousands of maximum
clique problems had to be solved.
The algorithm is fairly easily programmed. In our experiments, we merely added
and edited some 10 lines of the program [1] (so, due to copyright reasons, the new C
code is not made available). A more general algorithm, for the maximum-weight clique
problem, is available at ¡URL:http:==www.tcs.hut.,=∼pat=wclique.html¿. It is still to
be explored whether particular orderings of the vertices may give further improvements
on the new approach.
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