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This paper is concerned with the analysis of the nonnegative solutions of the problem du+f(u) =O in ]0,2L[ xQ, u=O at 8(]0,2L[ xQ), (1.1) in the limit L -+ co. Here, d is the Laplacian operator, 52 c R" ~ ' (n 3 2) is a bounded domain, with an appropriately smooth boundary if n > 2, and the nonlinearity f: [0, cc [ + R is a C'-function such that f(0) 20. Throughout the paper, the independent variables will be represented as (x, y), where x=x,, and y= (x,, . . . . x,). In particular, we are interested in the relation between the solutions of (1.1) for large L Observe that, under the assumption (H.l ), maximum principles [ 1 ] imply that every nonnegative solution of (1.1) and (1.3) (resp., (1.2) and (1.4)) is such that and the definition off for u > 1 is irrelevant. For sufficient conditions on the nonlinearity f giving S-shaped bifurcation curves see, e.g., [24] .
Assumptions (H.lLH.3) are unessential in the analysis that follows, but they help to clarify the presentation of the results. Also, they are satisfied in some applications that we have in mind: the analysis of the steady states in isothermal catalysts (see [S] ) that frequently have the shape of a fairly slender cylinder. In this case 1 -U is the reactant concentration and the nonlinearityf, that models the reaction rate, typically has one of the forms fl(u)=(l -u)l(k-u)2, fi(u)=(l -~)expCrBul(l +b)l for Odudl, (1.6) where k > 1, y > 0, and fl> 0. With those nonlinearities assumption (H.3) is satisfied if D c Rp (p = 1, 2, or 3) is the unit ball, for appropriate values of the parameters (see [S, 61) . If f = fi , p = 2 or 3, and k -1 is sufficiently small, or if f = f2, p = 3, and y is sufficiently large, then (1.4) may also exhibit more complex bifurcation diagrams that will be considered in Section 4, where the assumptions (H.l) and (H.2) will also be relaxed.
Observe that if the boundary conditions in (1.1) at the ends of the cylinder, (0) x 0 and { 2L) x 0, were replaced by au/ax = 0, then for each solution of (1.2) u, the function U, u(x, y) = v(y), would be a solution of ( 1.1) for each L > 0. Then one might think that, for large L, the boundary conditions (1.1) at {0} x D and at {2L} x fi should have only a local effect, near the ends of the cylinder, and, therefore, that for each solution of (1.2) there is a solution of (1.1) such that u(x, .) + u as L + co, except for x near 0 and 2L. This conjecture is not true. In fact, one of the basic results in this paper will give necessary and sufficient conditions, on a given solution of (1.2) u, for (1.1) to have a solution that converges to v in an appropriate sense. Such conditions will be closely related to the stability properties of u as a steady state of the parabolic problem associated with (1.2) . This relation will lead us, in a natural way, to most of the remaining results in the paper, that are connected with stability properties of the solutions of (1.1) (again, as steady states of the associated parabolic problem) for large L.
As will be seen, the right conjectures are obtained from the following crude approximation of ( 1.1) d-u+f(u)=O in O<.u<2L, u = 0 at x = 0,2L, (1.7) that is obtained by substitution of the transversal diffusion term, a2qaX: + . . . + d%lax;:, by --au; the positive parameter CJ is removed by resealing. These kind of approximations do frequently (not always, see
Lions [7] ) give the correct qualitative account of the solution set of the original problem (see [S] for the analogy in a related problem). A rigourous justification of one-dimensional approximations like (1.7), at a local level (that is to say, when considering only solutions of (1.1) that are close to a given solution of (1.2) everywhere in the cylinder) has been given in [9, lo] , via a center manifold theory, for more general elliptic problems in infinite cylinders. See also [ 1 l] for local results on the solutions of (quite general) nonlinear elliptic problems in slender cylinders.
Our global analysis of problems (1.2) and (1.3) is in the spirit of several works in the literature dealing with the singular perturbation problem (as s+O+)
where Q is a smooth domain of R" (n 2 1). That problem has received a great deal of attention during the last decade, beginning with the works by Brown and Budin [ 121, and Hess [13] (see, e.g., [14] for further references). In fact, as L + co, (1.7) is a one-dimensional version of (1. In addition, the analysis of (1.7) suggests that some solutions of ( 1.1) may also exhibit boundary layers inside the cylinder, as will be confirmed in Section 3. The paper is organized as follows. The existence, uniqueness, and some additional properties (regularity, x-monotonicity, asymptotic behavior as x -+ co) of the semi-infinite domain problem (1.9))( 1.10) will be analyzed in Section 2. In particular, a precise criterion will be given (see Theorem 2.1B) to count the number of solutions of (1.9)-(1.10) in terms of some properties of the solution set of (1.2). In Section 3, we consider problem (1.1) for large L, with special emphasis on those solutions that are linearly, asymptotically stable steady states of the associated parabolic problem. Under an additional mild assumption, the results in Theorems 3.1-3.3 imply that there is a one-to-one correspondence between the set of linearly asymptotically stable solutions of (1.1) and the solution set of (1.9)-( 1.10). The results in Sections 2 and 3 will be applied to the bifurcation problem (1.3) (under the assumptions (H.l ))(H.3)). Further applications and some generalizations will be considered in Section 4.
The main tools to be used are monotone techniques and variational arguments. Some spectral theory will also be necessary to address stability and uniqueness questions.
THE SEMI-INFINITE CYLINDRICAL DOMAIN
In this section we analyze the bounded classical (W E C( [0, cc [ x 0) n C2( 10, cc [ x Q)) solutions of (1.9))( 1.10) that, as it will be seen in Section 3, may be obtained as limits of solutions of (1.3) as L + co. A part of the results of this section will be consequences of the following. where u0 = sup(w(x, y): x > 0, y E Sz}; notice that (2.7) implies that If the first alternative in (2.2) holds, then (f(0) must vanish and) (2.3) is obviously satisfied. If the second alternative holds, then the map x + w(x, .) is monotonous and bounded as x + co, and the pointwise limit of such a map, u, is such that DE L,(Q) and IIw(x, .)-uIILp(Rj + 0 as x + co, for all p > 1 (Levi's monotone convergence theorem). Then local L, estimates [20] applied to (2.1) imply that, for ail p > 1, u E W,(Q) and if (x,Y)E~(IO,~CXQ), (2.9) where A4 > 0 is a fixed constant satisfying (2.7) with u0 = max{ v( y): y E o}.
Observe that, for all k 2 1 and all p 2 2, 12) for any nonnegative solution of (2.1) w", such that M"( a, .) < u in 0. Then Levi's monotone convergence theorem, local estimates, and imbedding theorems readily imply that the pointwise limit, M', of the bounded, monotone sequence, {IV,}, is such that . Then (see also (2.8) (2.9), (2.11))(2.14)) M' is a classical solution of (2.1) such that Now, if u satisfies (2.5) then w(cc, .) = u because w(co, .) is a solution of (2.4) that satisfies (2.18) and w(co, .)6u in Q (see (2.15) ). To prove that the converse is also true, we assume, for contradiction, that w( KI, .) = u and that there is a solution of (2.4), u', such that u'< u in Q and H(u') 6 H(u). Let us consider the limit w' of the sequence, (w;}, that is defined as the sequence {wk} above, but with fi replaced by fi' (3(x, y) = u'(y)). As above, it is seen that W' is a solution of (2.1) such that But this inequality cannot hold since 0 < w!JO, .) < w,(O, .) in Q, as it comes out when the Hopf maximum principle is applied and it is taken into account that w and w' are solutions of (2.1) satisfying (2.19). Thus the desired contradiction. Finally, the solution of (2.1) (2.3) must be unique since, if in addition to the (maximal) solution constructed above, there were another solution w' ( < w in [0, cc [ x D; see (2.15)) then, by the argument above, w and w' would be seen to satisfy (2.20) (with the equal sign), and this is again not possible if W' # MI. Theorem 2.1 provides the (qualitative shape of the) bifurcation diagram of (1.9), (1.10) whenever one knows the bifurcation diagram of (1.4) and the comparative values of the functional H at the solutions of (1.4). Under the assumptions (H.l))(H.3) (see Sect. l), that information is obtained from the following. then v.+,,> is a super-solution of (1.4) at A = A,, and that if A,< A, < A, < ~8, then v;, a sub-solution of (1.4) at A = A,, and apply, e.g., [21, p. 96, Theorem 10.31). Now the map A + IV*,, is strictly increasing since, if 0 < A, < AZ < A,, then IV*,,, < II%*,,> in 10, a [ x R, as is seen inductively through the sequence that, in the proof of Theorem 2.1 B, defines w.+,,~, when taking into account that M..+~,( cc, .) < w*,,~(,x, .) in 52, and that w,,,, is a sub-solution of (2.24) at A = A, ; the Hopf maximum principle readily implies that w.+~, < w.+,,,* in 10, cc [ x Q. The map ,4 + w; is similarly seen to be strictly increasing.
Finally, the map n -+ w,, is continuous from the right at n = /i,, for ail A, E [0, A,[. to see that, observe that as n <A,, the bounded, monotonous map II + w.+~ is pointwise convergent to a function, wr, that is such that w,(x, y) <Gus, = w,,,(co, y) for all (x, y) E [0, cc [ x n. Local estimates and imbedding theorems readily imply that IV, is a classical solution of (2.24) We prove the stated property in three steps.
Step 1. The spectra of A and B are real and both operators have the same essential spectra. To prove that we only need apply [22, p. 31, Theorem 4.61 and take into account that A and B are closed and selfadjoint, and that A -B is B-compact.
Step 2. The spectrum of B is contained in [I", , co [, where 1, is the lowest eigenvalue of (2. where x0 = ,u i log(2ctK/p), as is easily seen. That function will be used in the proof of Theorem 3.4 below.
THE SLENDER CYLINDRICAL DOMAIN
In this section we consider problems (1.1) and (1.3) for large L. We are interested, mainly, in those solutions that are stable steady states of the associated parabolic problems. Thus, the following definition is recalled.
A solution of (l.l), U, is said to be linearly, asymptotically stable (resp., linearly stable or linearly unstable) if the lowest eigenvalue of
is strictly positive (resp., nonnegative or strictly negative). Stability properties of the solutions of (1.2), (1.3), and (1.4) are defined in a similar way. We first consider the relation between problems (1.1) and (2.1) for large L. as seen when using (3.11) and the fact that the maps x --) w,(x, .) and .x -+ u,(x, .) are increasing in 0 <x < L (Theorem 2.1A and part A above).
Let us see, to complete the proof, that W, = W. To this end, first observe that for all L > 0, (3.13) where Kj)L is defined above and the functional H, is given by 2LH,(u) = 1;' H(u(x, .)) dx + 1;'~ d.x i, u,(x, y)2 dy, (3.14)
with the functional H as defined in (2.
6). Equation (3.13) is obtained when taking into account that the function t + HL(fiL( ., .; t)) belongs to C([O, a[)n C'(]O, co[) (see (3.7))
, that its derivative is strictly negative for all t >O, and that HL(iiL(., .; t)) + HL(uL) as t + cc (to see that, integrate T ~ ' H,(u,( . , .; t)) in O< r < T, let T-+ cc', and take into account (3.9)). Now, to prove that W, = w assume, for contradiction, that W, # W. Then u'l(E, .) < da, .I, H(w,(a, .))> ff(4~ .)), (3.15) as comes from (3.10) and Theorem 2.1. Also, The first inequality in (3.16) comes from definition (3.14) of H, and the property (3.3) of uL, and the second inequality, from the fact that the quantity H(u,(x, .)) -j R u,,(x,~)~ dy does not depend on x (to see that, observe that uL satisfies (3.2) multiply (3.2) by u,, and integrate in Ix,, x2[ x0, to obtain H(u(x,, .))-jRu.,(x,, .)'dy= H(u(x,, .))-In ux(x2, .)2 dy). Th e n's f t 1 imit in (3.17) is obtained from (2.3) (3.12), and the inequality Il~L--w,IIc~cL ~.Llx~,~~ll~,-~~l//~,CL-2.L+Ilx~,~ with K independent of L, that one readily gets when using local estimates and imbedding theorems. To obtain the second limit in (3.17) one only needs to take into account that w satisfies (2. , for all a > 0, to a function w that (by means of local a priori estimates and imbedding theorems) is seen to be a bounded, nonnegative solution of (2.1). Thus the desired contradiction (see (3.18)), and the proof is complete.
The following theorem implies that, under an additional mild assumption (that might seemingly be relaxed, but by a more involved analysis) every family of linearly stable solutions of (3.2) approaches a bounded solution of (2.1) as L + a, in the uniform sense of Eq. (3.4). Also, its proof contains some information about the asymptotic structure, as L + CC, of the linearly unstable solutions of (3.2), as will be remarked afterwards. Then, for L > L,, the linear problem (3.1) (with U= uL) has a strictly negative eigenvalue, and uL is not linearly stable. Thus the desired contradiction, and the proof is complete. Remark 3.3. A. Notice that assertion (3.4) involves uniform convergence in the whole domain ]0,2L[ x 52 (recall that U, is symmetric on the hyperplane x = L, according to Theorem 3.1A), and amounts to a considerably better result than the second assumption (3.19) . Even if one assumes that (3.19) holds for all a > 0 (this is in fact the case if the assumption holds for some a > 0, according to Theorem 3.1C), uI. may exhibit boundary layers (where uL is not close to MI) far from the ends of the cylinder, as the unstable solutions do (see Remark C below).
B. The first assumption in Theorem 3.2 can be weakened to obtain a nearly optimal assumption that is not given for the sake of brevity (to avoid an overly involved proof). The assumption is fairly weak as stated, and is easy to check in many practical situations (see Theorem 3.5 and Remarks A-D in Section 4).
C. The assumpt;Dn about the linear stability of uL was used, in the proof of Theorem 3.2, only to get a contradiction when (3.29) holds. Then, after slight changes in the proof of Theorem 3.2, by a compactness argument (as that in the proof of Theorem 3.1C), it is seen that the following result is true:
Let Q, ,f, and w he as in Theorem 3.2 and, for each L sufficiently huge, let uL be a linearly unstable solution qf (3.2) satisjying (3.19) for some K> 0 (independent qf L) and some a > 0, but such that, for some 6 > 0, a. If w( cc, .) is a linearly, asymptotically stable solution of (2.4) then assumption (3.34) is unnecessary since it is a consequence of the fact that uL is linearly unstable, as comes from Theorem 3.4 below.
b. The result above and Theorem 3.1 yield the asymptotic shape, as L + x, of the linearly unstable solutions of (3.2) near x = 0 (and x = 2L since uL satisfies (3.3)) and near x = L. If, as is frequently the case, (2.4) has no solutions, v # w( cc, .), satisfying (3.35) then the complete asymptotic shape of uL is obtained. Otherwise, a complete description of the asymptotic shape of uL requires one to consider also transition layers of (3.23), i.e., solutions of (3.23) such that ad/ax > 0 in IR x Sz, w'(x, .I + u+ as x--,+00, where u ~ and u + are solutions of (2.4) such that w(co,~)du~ <v+ in!& H(v -) = H(u+) = H(w(q .)).
For the sake of brevity, we shall not pursue this matter any further. c. Unfortunately, the uniqueness of (nontrivial standing solitary waves, w', of the parabolic problem associated with) (3.23), for a given o, is an open question; see Craig and Sternberg [27] for a partial mild uniqueness result. Observe that, according to the result above, this is a previous question when addressing uniqueness results of linearly unstable solutions of (3.2). Local uniqueness of linearly stable solutions of (3.2) comes from Theorem 3.2 and the following THEOREM 3.4. Let 52 and f be as in Theorem 3.1, and let w be a nonnegative, bounded solution of (2.1) such that w(o0, .) is a linearly, asymptotically stable solution of (2.4). Then there are two constants, L, and Remark 3.6. Theorem 3.5 does not necessarily imply that the bifurcation diagram of (3.2), for a fixed, large value of L, is precisely as that sketched in Fig. lc ; that must be seen as an indicative description of the result of Theorem 3.5. Nevertheless, some additional information about that diagram is obtained by the ideas above. In particular, it is seen that for each E> 0 there is a constant L, such that, if L > L,, then (3.2) possesses a unique (resp., at least three) solution(
, where the function L+A,(L) is monotonously decreasing and A,(L) -+ A,. as L + co; also, such solution is (resp., two of these solutions are) linearly, asymptotically stable (resp., and any other solution is linearly unstable).
CONCLUDING REMARKS
In Sections 2 and 3 we developed the basic results for the analysis of the nonnegative solutions of the semilinear problem (1 .l ) for large L, under quite general assumptions on the nonhnearity (namely, f is of class C' and f(0) 20).
To sum up these results (in somewhat loose terms), Theorems 3.1, 3.2, and 3.4 allow one to obtain the asymptotic (as L + co) structure of that part of the solution set of (1.1) corresponding to stable steady states of the associated parabolic problem (unstable ones are also considered in Remark 3.3), from the solution set of (2.1). The structure of the latter is obtained, according to Theorem 3.1B, whenever one has enough information about the solution set of the (n -l)-dimensional problem (1.2), in particular, the comparative values of the functional H over the solutions of (1.2). As was anticipated in the introductory section, the relation between (1.1) and (1.2) turns out to be not the more obvious one, but rather that suggested by the analysis of a one-dimensional analog of (1.1). These results were applied to the bifurcation problem (1.3) (under the assumptions (H.1))(H.3)), that appears in some applications, as was pointed out in Section 1. Some extensions of the results, allowing further applications, are now considered. [7] ); the Endem-Fowler equation possesses also weak solutions if -1 <p < 1; see, e.g., [28] and references given therein. If, in addition, Q is the unit ball of R" ~ ' (n = 2, or 3), then every nonnegative classical solution different from the minimal one is such that the associated linearized problem has a strictly negative eigenvalue in its spectrum (to see that, take into account that every nonnegative classical solution is radially symmetric as comes from [ 191, and apply, e.g., the results in [S, Vol. II, pp. 59965, Sect. 7.21). Then Theorem 2.1 and Lemma A.3 imply that if n E Z (resp., if il $I), (2.24) has a unique (resp., has no) bounded nonnegative classical solution(s). Also as in Theorem 3.5, it is seen that if 0 < /1 < A, (resp., if /i, < A) and L is sufficiently large, then (1.3) possesses one and only one (resp., has no) classical linearly stable solution(s). D. Assumption (H.2) is used in Lemma 2.2 only to ensure that ,4, is uniquely determined (otherwise, the set of values of n such that (2.24) has more than one solution may not be an interval). In fact, some nonlinearities not satisfying (H.2) are also analyzed. For example, if /If(u) is replaced in (1.4) and (2.24) by u(u-/1)(1 -u), with 0~ /1< 1, then the bifurcation diagram of (2.24) is obtained, at least if n = 2, when the bifurcation diagram of (1.4) is well known (see [29] ). By means of Theorem 2.1 and the ideas in the proof of Lemma 2.2, it is seen that if Q = 10, a[ then there exists A, E [0, 1/2[ (A,.>0 if a is sufficiently large), such that (2.24) has exactly two (resp., one, u = 0) solutions if 0 d (1 <A,. (resp., if A,. d n d 1). Also, as in Theorem 3.5, it is seen that if 0 < n < A, (resp., nc < A < 1) and L is sufficiently large, then (1.3) possesses two and only two linearly stable solutions (resp., u =O is the unique linearly stable solution). (x 2, ..., x,) , under appropriate regularity conditions on the coefficients. Observe that some special divergence structure is assumed, in order to preserve the validity of the variational arguments that are used in the paper. Observe also that the results in Lemma A.1 (that is used thoroughly to obtain appropriate regularity of the solutions at the singular points of the boundary of the domain) are maintained; see Remark A.2.
F. The shape of the domain was assumed to be the simplest one exhibiting the effect we analyze in the paper, but other shapes are readily analyzed. For example, if the (family of) domain(s) 10, 2L[ x Q is replaced by a family of domains, {Sz,}, such that ]0,2L,,[ x Q ~52~ c 10, 215,~[ x Q, where Llk -+ CC and L,, + co as k + CXJ, then most results of the paper are maintained as is readily seen by comparison techniques. Some other generalizations (slender domains with slowly varying transversal section, for example) may be also analyzed.
G. Unfortunately the (Dirichlet type of) boundary conditions that have been considered are essential in most part of the analysis. The study of the one-dimensional analog of (1.1) suggests that the results of the paper are maintained if mixed boundary conditions of the type au/an + ou = p at 852, are imposed, provided that 0 is sufficiently large, but that this is not true for smaller values of rr. This point is currently under research.
APPENDIX
The results in the following technical lemma seem to be well known, but a proof is included, since we were unable to find an appropriate reference in the literature. Remark A.2. Observe that standard a priori estimates up the boundary, such as those in [ 17, 20, 301 , are not directly applicable to obtain the results above because of the lack of regularity of the boundary.
In the second assertion, the assumptionf-dq + Mq = 0 at (0, L} x S; is not necessary for the solution to belong to C2,*( [0, L] x a). The proof above may be extended (by working at a local level, in a neighborhood of each point of (0, L} x 8Q) if one assumes that f-Aq + Mq =0 at (0, L} x (Q n U), where U c [w"-' is a neighborhood of dO. Nevertheless, such a condition cannot be completely eliminated since, iff-Aq + A4q # 0 at some point of ( is such that v( ., t) -+ v' in L,(Q) as t -+ 00, for some solution of (2.4), II', such that 0 6 v' <u, (<v) in 52. Now, since the functional H decreases along the orbits of (A.8), (A.7) holds and H(v( ., t)) + H(v') as t -+ CC (integrate H(v( ., t))/T in 0 < t < T, let T -+ co, and take into account that, for each t, so IVv\* = -jn v Au =in v(.f(v)-II,), and that v( ., t) + v' in L*(Q)); the result follows.
