We consider a Jackson-type network, each of whose nodes contains N identical channels with a single server. Upon arriving at a node, a task selects m of the channels at random, and joins the shortest of the m queues observed. We x a collection of channels in the network, and analyse how the queue-length processes at these channels vary as N ! 1. If the initial conditions converge suitably, the distribution of these processes converges in local variation distance to a limit under which each channel evolves independently. We discuss the limiting processes which arise, and in particular we investigate the point processes of arrivals and departures at a channel when the networks are in equilibrium, for various values of the system parameters.
Introduction
The class of Jackson networks was introduced in 4] and 5] and has since been one of the most widely studied in queueing network theory. The basic model consists of a network of J nodes; each node j, 1 j J, has an in nite bu er and a single server with service rate j ; tasks arrive at node j from outside the network as a Poisson process of rate j , and when a task completes its service at node j, it immediately joins the queue at node k with probability Similarly, the joint distribution of the waiting times experienced by a particular task at the various nodes it visits in the network is not easy to obtain.
We consider a modi cation of the Jackson network model, in which each node j of the network contains N channels, each with an in nite bu er and a single server with service rate j . External arrivals arrive at node j at rate N j , and routing between nodes is as before, according to the matrix P = (p jk ). Upon arrival at a node, (either from outside the network or after being served at the same or another node), each task now inspects m channels chosen uniformly at random from the N available (with replacement, though this is unimportant for large N), and joins the shortest of the m queues observed (breaking ties at random). The behaviour of the network is therefore speci ed by the parameters J, N, , , P and m.
Systems corresponding to a single node in this model were studied by Vvedenskaya et al. in 9] . The network model just described was introduced in 8] . There it is shown that, as N ! 1, the evolution of the system may be asymptotically represented by the solution of a countably in nite system of ODEs; under a standard non-overload condition on the parameters , and P, the system has an invariant distribution N for each N, and, as N ! 1, N converges to a limiting invariant distribution which is concentrated at a single point, corresponding to the xed point of the system of ODEs. Under this limiting distribution, for m > 1, the tail of the distribution of queue lengths decays super-exponentially, rather than exponentially as in the case of standard Jackson networks | hence the term \Fast Jackson Networks".
In this paper we again let N ! 1, but now consider how the paths of the queue length processes at individual channels behave as the size of the network grows. We show that, if the initial state of the network converges suitably, the distribution of the queue length processes at a xed collection of channels at the same or di erent nodes converges in \local variation distance" as N ! 1, and that under the limit the component processes are independent. We describe the limiting processes which arise, and analyse them in particular in the case where the networks are positive recurrent and are started in equilibrium. Then for m = 1 (in which case the networks are standard Jackson networks for nite N), the limiting point processes of arrivals and departures are Poisson processes, and we examine how they and the relationship between them change as m increases. For networks in equilibrium, another interpretation of the decoupling which occurs in the limit is that a typical task, given its route through the network, experiences a sequence of independent waiting times.
In the next section we introduce notation and restate results from 8] which we will use. In Section 3 the main theorem is proved, using results of Kabanov and Liptser from 6] which relate convergence in variation distance of multivariate point processes to the convergence of their compensators. In Section 4 we interpret this result for the case of networks in equilibrium, and analyse and illustrate the particular point processes that arise for various di erent values of the network parameters. Finally in Section 5 we discuss possible extensions of the results; in particular we compare our approach with that of Brown and Pollett 2], who investigate how the distance of arrival processes in a standard Jackson network from appropriate Poisson processes varies as the number of nodes in the network is increased.
Preliminaries
The state of a network as described above with N channels at each node may be described by a vector r = fr j (n); 1 j J; n 2 Z + g, (here and below Z + is the set of non-negative integers), where r j (n) = N ?1 P n 0 n M j (n 0 ) and M j (n 0 ) is the number of channels at node j with queue length n 0 . Hence r j (n) is the proportion of channels at node j whose queue length is at least n. The process r(t) = fr j (n; t); n 2 Z + ; t 0g, describing the state of the network at times t 0, is easily seen to be a Markov process for each N, with state space U J N where U N = g = ? g(n); n 2 Z + : g(0) = 1; g(n) g(n + 1) 0; Ng(n) 2 N; 8 n;
and g(n) = 0 for su ciently large n : (2.1)
Since we wish to let N ! 1, we will also consider the limiting space U J , where
g(n); n 2 Z + : g(0) = 1; g(n) g(n + 1) 0; 8 n; and We will consider the following in nite system of non-linear di erential equations for u(t) = fu j (n; t); 1 j J; n 2 Z + g, t 0, with initial condition g 2 U J : u(0) = g; (2.3) _ u(t) = h(u(t)); (2.4) where, for all j. analyse the behaviour of the process of queue lengths at the tagged channels as N ! 1.
We will describe the evolution of the network by constructing, for each N, a process (r(t); x(t)), t 0, with state space U J Z K + . Here x k (t) will be the length of the queue in the kth tagged channel at time t, and r j (n; t) will be the proportion of channels (including tagged channels) at node j whose queue length is at least n at time t. Thus we do not distinguish between di erent untagged channels at the same node. The topology used on U J Z K + is the product of the topology induced by the metric (2.2) on U J and the discrete topology on Z K + .
Let be the space of paths 0; 1) ! U J Z K + which are right continuous with left limits, (representing the paths of (r(t); x(t))). For each t 0 we de ne the functions r(t) and x(t) on by setting (r(t); x(t))(w) = w(t). De ne the -algebra G on by G = (r(s); x(s); s 0). For each N K, let N be a distribution on U J Z K + , representing the distribution of (r(0); x(0)) for the Nth network. This, together with the dynamics of the Nth network described earlier, yields a probability measure P N on the measurable space ( ; G) describing the behaviour of the Nth network. We write E N for the expectation with respect to P N .
We de ne the ltration G = fG t g t 0 on G by G t = (r(s); x(s); 0 s t). For each N, (r(t); x(t); t 0) is a stochastic process de ned on ( ; G; P N ) and adapted to the ltration G. Note that P N (r(t) 2 U J N 8t) = 1. Ultimately we will be particularly interested in the smaller ltration F = fF t g t 0 , where F t = (x(s); 0 s t), and F = W t F t . Clearly F t G t 8t and F G, and the process x(t) is adapted to the ltration F. Let P N be the restriction of P N to ( ; F).
For two measures P and P 0 on ( ; F), we will write Var t (P; P 0 ) for the variation distance between P and P 0 restricted to F t :
The following theorem states that, if the initial conditions converge suitably, then the processes x governed by P N converge in this local variation distance for each t. Theorem 3.1 Suppose that N ! weakly, where is a distribution on U J Z K + under which the marginal distribution of r(0) on U J is concentrated at a single point. Then: (i) There exists a probability measure P on ( ; F) such that for all t 0, Var t (P N ; P) ! 0 as N ! 1.
(ii) Under the limiting measure P, fx(t); t 0g is a Markov process (not in general timehomogeneous) and if x 1 (0); : : : ; x K (0) are independent under , then the component processes fx k (t); t 0g, 1 k K, are independent under P.
Proof: Given the initial state x(0), we may represent the process x(t) by a multivariate point process = f k;l (t); t 0; k; l 2 f0; 1; : : : ; Kg; (l; k) 6 = (0; 0)g with K 2 + 2K components. Each component is an increasing integer-valued process, which has value 0 at time 0, and whose value at time t is the number of points which occur in that component during the time interval (0; t]. For 1 k K, let the points of the component process 0;k (t) record times of arrivals at the kth tagged channel which do not originate from a tagged channel (so are external arrivals or tasks transferring from an untagged channel at the same or another node), and let those of k;0 (t) record times of departures from the kth tagged channel which do not proceed to another tagged channel. Finally, for 1 k; l K, let the points of k;l (t) record times of transfers from the kth tagged channel to the lth (which is the same if k = l). So, for example, the total number of departures from the kth tagged channel during the time interval (0; t] is P K l=0 k;l (t). Note that, P N -a.s. for all N, no two points occur simultaneously, in the same or di erent components.
For each N, we associate with the point process and the ltered probability space To show the existence of (N ) for all N, and to demonstrate the convergence as N ! 1, we will additionally consider the conditional intensity of the point process with respect to ( ; P N ; G; G), denoting this by (N ) . Analogously to (3.1), we have (N ) (t) = lim h#0 h ?1 E N ( (t + h) ? (t)jG t ):
Since, for each N, (r(s); x(s)) is a countable state-space Markov process under P N , with G t = (fr(s); x(s)g; 0 s t), the limit (3.2) exists a.s. for all t, and corresponds to a vector of certain instantaneous transition probabilities from the state (r(t); x(t)). The transitions concerned are those representing a departure or an arrival at a tagged channel, giving rise to a point in the process . We later give the exact forms of the components of (N ) . Note for the moment that Conversely to the above, a given conditional intensity process yields uniquely the law of a corresponding point process, subject to the condition, which we shall require, that no two points occur simultaneously. See for example 1]. Here, the limiting measure P will be speci ed by the initial distribution and by a conditional intensity process (t) which we will construct; will be adapted to F and represents the limit of the processes (N ) .
We assume that N ! weakly; hence the marginal distribution of x (0) Here the numerator is the probability, if the overall state of the network is described by u, that out of m randomly chosen queues at node i, the shortest has length x, and the denominator is the proportion of queues at node i with length x. Hence N ?1 c i (u; x) may be interpreted as the probability that a new customer arriving at the node chooses this particular channel to join.
Note that for all x 2 Z K + and u; u 0 2 U J , jc i (u; x)j m We now consider the conditional intensities of the three types of component process k;l , depending on which of the subscribts k and l are zero. First consider the case 1 k; l K, so that we are interested in transfers from the kth tagged channel to the lth tagged channel. At time t, the instantaneous rate at which departures destined for node i(l) occur at the kth tagged channel is Ifx k (t) > 0g i(k) p i(k)i(l) , so that we have gives (3.5) for this case.
Next take 1 k K, l = 0. We have
so that putting
gives (3.5) again.
The case k = 0, 1 l K is the most di cult | it is when considering arrivals at tagged channels which come from outside the set of tagged channels that the e ect of the environment is most greatly felt. We have u(t; g); x l (t) ; (3.12) where u(t; g) = fu j (n; t; g); 1 j J; n 2 Z + g is de ned by Theorem 2.1(i).
Using (3.6) and (3. Thus, since de ned by (3.10), (3.11) and (3.12) is non-negative and F-adapted and satis es (3.5) for all k and l, the rst part of the theorem is proved.
For the second part, notice that k;l (t) is identically zero if k > 0 and l > 0, and that
Systems in Equilibrium
If the networks considered in the previous section are each started in equilibrium, we can describe more precisely the limiting point process arising from Theorem 3.1.
We will require that no node is overloaded. Assume that the matrix I ? P is invertible.
(A physical interpretation of this condition is that, almost surely, every task entering the network eventually leaves the network). De ne the vector = ( 1 ; : : : ; J ) by = (I ? P) ?1 :
Then we have, for all i,
and if < (i.e. j < j for all j); (4.2) then the networks are said to be non-overloaded, and N i may be interpreted as the \e ective arrival rate" in equilibrium at node j in the Nth network, including arrivals from inside as well as outside the network.
In 8] the following result is established concerning the equilibrium behaviour of the networks considered: (ii) The Markov process r N (t) is positive recurrent for all N, and so has a unique invariant probability distribution N for each N.
(iii) N ! a weakly as N ! 1, where a is the probability measure concentrated at the xed point a.
So from here on we assume that (4.2) holds and discuss the situation in which, for each N, the distribution under N of the initial state r(0) on U J N is the equilibrium distribution N given by Theorem 4.1(ii). Then the sequence N has a weak limit under which r(0) is equal to a with probability 1, and we can apply Theorem 3.1. Since u(a; t) = a for all t, As before, k;l (t) = 0 for k; l 1, and k;0 (t) = Ifx k (t) > 0g i(k) for k 1. Thus under the limiting measure P, the queue length processes at the tagged channels are independent time-homogeneous Markov birth-and-death processes. From the xed point result in Theorem 4.1(i), it follows that the process at a channel belonging to node i has an equilibrium distribution under which the probability of the queue length being n or longer is fa i (n); n 2 Z + g.
In the case m = 1, the queue behaves simply as an M=M=1 queue, whose arrival rate does not depend on the queue length. For m > 1, the arrival rate decreases as the length increases.
The arrival rate when the queue is empty is 1 ? ( i = i ) m 1 ? ( i = i ) ; which increases as m increases. Thus the average length of an idle period of the queue decreases as m increases; the overall intensity of arrivals and the average service time stay constant, so the average length of a busy period decreases also.
We now discuss speci cally the point process of arrivals at such a queue. (If the queue is started in equilibrium, then by a reversibility argument one can show that this has the same distribution as the point process of departures). If m = 1, this is simply a Poisson process of rate i . As m increases, the average intensity remains the same, but the points tend to become more \evenly spread"; the probability of a given time interval containing no points at all decreases, for example. In the limit m = 1, the points of the process are those of a renewal process, whose renewal intervals are the independent sum of a service time which is exponentially distributed with rate i and an arrival time which is exponentially distributed with rate (1? i = i ) ?1 . This corresponds to a situation where arrivals at a node choose freely between all channels, and so only ever join empty queues.
This change is illustrated by Figure 1 We can alternatively consider the network from the viewpoint of a particular task progressing through it. Since the routing is Markovian, its route may as well be considered xed as soon as it enters the network | the route may be taken to include both the order in which the task visits nodes and the particular channels it inspects on each arrival at a node.
The above observation that the queue length processes at the tagged channels are independent in the limit can then be interpreted as follows: as N ! 1, we approach a situation in which the waiting times of the task at each stage of the route are independent, and where the queue lengths of the m channels that the task inspects at node i are independently drawn Now part (ii) of Theorem 3.1 fails, since the observed paths of fx(s); 0 s tg provide information about the \hidden" initial environment r(0) and hence about r(t); so in general x is no longer Markov and the components of x(t) are not independent even if those of x(0) are.
One can formulate an interesting non-parametric inference problem concerning the estimation of the initial environment r(0) given the observed paths fx(s); 0 s tg of the queue length processes at the tagged channels.
Following more closely the approach of Brown and Pollett in 2], we can consider letting J, the number of nodes, rather than N, the number of channels at each node, tend to in nity. In 2], this limit is considered for single-class Markovian queueing networks with state-dependent service rates, and, under various conditions, bounds are derived for the variation distance between the equilibrium arrival process at a node and a Poisson process, which tend to 0 as J ! 1. For example, an appropriate condition for standard Jackson networks is that It seems likely that similar results hold also in the situations we have considered above. However, the networks considered in 2] all have the property that the equilibrium distribution of the state of the network has a product form, and this is an important element of the methods used there. In the networks we have considered here, the lengths of the queues at channels at the same or at di erent nodes are not in general independent for nite N, even in equilibrium, and it seems that di erent methods will be needed to establish such results in this case.
