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This thesis is structured in eight chapters.
Chapter 1. Introduction. This chapter gives an overview of DNA microarrays, their
origin, types and applications. The steps involved in the generation of the microarray
data, from hybridization to image acquisition and data pre processing, are described.
The need of multivariate data analysis is justified. Finally, the multivariate methods used
for analyzing microarray data are cited, focusing on classification methods.
Chapter 2. Thesis Objectives. In this chapter are described the aims of this thesis. These
objectives are developed in the publications included in the next chapters.
Chapter 3. Discussion of the implementation of the reject option in p DPLS. This
chapter discusses the implementation of the reject option in p DPLS. Firstly, the
calculation of the p DPLS model and the class prediction process based on the Bayes
rule are detailed. Then, the limitations of the classification based on the Bayes rule are
discussed. Two approximations to introduce a reject option that overcome the cited
limitations discussed in previous section are presented. Finally, the implications of the
reject option in the evaluation of the classifiers are commented.
Chapter 4. Classification from microarray data using p DPLS with reject option. This
paper (C. Botella, J. Ferré, R. Boqué, Talanta, 80 (2009) 321 328) describes the
implementation of a reject option in p DPLS models in order to improve the
classification of microarray data. The reject option allows a p DPLS model to not classify
outliers and ambiguous samples. This ensures that only the samples whose classification
is reliable enough are indeed classified. As a consequence, the number of
misclassifications decreases and the accuracy of the classifier improves.
Chapter 5. Outlier detection and ambiguity detection for microarray data in p DPLS
regression. Outlier detection is often overlooked in microarray data analysis with factor
Structure
UNIVERSITAT ROVIRA I VIRGILI 
MULTIVARIATE CLASSIFICATION OF GENE EXPRESSION MICROARRAY DATA 




based classification methods. However, outlier diagnostics are required when
implementing any classification method in real practice. In this paper (C. Botella, J.
Ferré, R. Boqué, Journal of Chemometrics (2010) Accepted) two procedures, typically
used in chemometrics, are combined with the reject option (chapter 4) to detect
outliers and ambiguous samples in p DPLS. The application of these diagnostics
increases the accuracy of the p DPLS models and avoids classifying samples from classes
that were not modelled.
Chapter 6. Gene selection based on selectivity ratio for probabilistic discriminant
partial least squares. Gene selection is a fundamental step in microarray data analysis.
It allows both identifying the genes that characterize a certain disease and also
simplifying and improving classification models by discarding irrelevant genes. In this
paper (C. Botella, J. Ferré, R. Boqué, (2010) submitted) a gene selection procedure that
is specific for PLS is used to find the best subset of genes that discriminate between
different subtypes of tumours and also between healthy and tumour samples. The
procedure is based on selecting the genes that maximize the selectivity ratio (SR) index.
The paper also shows that the calculated accuracy of a classifier can be largely
influenced by how the dataset is splitted into a training set and a test set. Certain splits
can lead to a wrong assessment of the validity of the gene selection algorithm. A
repetitive procedure consisting of data split, gene selection, training and validation is
proposed in order to test the goodness of the genes selected whit the SR index.
Chapter 7. Multi class classification of microarray gene expression data. In most cases,
samples to be classified from microarray data may belong to more than two subtypes of
a disease. The p DPLS approach used so far only allows discriminating between two
subtypes. This chapter (C. Botella, J. Ferré, R. Boqué, (2010) submitted) describes a
classification strategy to be used when there are more than two candidate classes. The
method combines the predictions from one versus one p DPLS models with the Linear
Discriminant Analysis (LDA) classifier.
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Chapter 8. Conclusions. This chapter sums up the improvements achieved by the
methods presented in this thesis.
The Appendix contains a description of the datasets used in this thesis, the list of the
abbreviations used, and the list of papers and presentations performed during this
period.
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Deoxyribonucleic acid (DNA) molecules are the
genetic material of most living organisms [1].
They are chains of nucleotides (Figure 1). A
nucleotide consists of a phosphate group, a
deoxyribose sugar molecule and a nitrogenous
base (guanine, cytosine, adenine or thymine)
[1]. Genes are sequences of hundreds or
thousands of these nucleotides that encode
the genetic information to make specific
proteins [2].
Figure 1. DNA chain. Source: [3].
The protein formation involves a
transcription process, in which the
genes are mapped into messenger
RNA (mRNA) by the RNA
polymerase enzyme [1, 4] followed
by a translation process, in which
the aminoacids encoded by the
mRNA codons are joined in the
presence of transfer RNA (tRNA)
and ribosomal RNA (rRNA) (Figure
2).
Figure 2. Transcription and translation processes in the making of a protein. Source: [3].
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The genes regulate the protein expressions and consequently the metabolic processes
of the living organisms. Some genes are only expressed in particular cell types or in
certain development stages [5], so these genes (or their expressed intermediate,
mRNA) can be seen as markers to define particular cellular states, such as healthy or
tumour [6].
1.2 Microarrays
Microarray technology is a powerful
tool for simultaneously evaluating the
expression level of thousands of genes
in a cell [2] and, hence, the
information that is encoded in the
DNA [6].
A microarray is a microscopic slide
that contains an ordered series of
DNA, RNA proteins or tissues. The DNA
microarrays are the most common [7]. A DNA microarray is generally a glass slide or a
silicon chip in which thousands of gene sequences are printed (Figure 3). On every spot
many copies of a specified DNA sequence are chemically bonded to the surface of the
slide [2]. The genes immobilized onto the slide are called the DNA probe. Over this
DNA probe, the target DNA or the target RNA (depending on the microarray platform)
obtained from the cell under study is hybridized (hydrogen bonded). The amount of
hybridization is measured and related to the presence and expression of certain genes
in the cell.
Figure 3. Parts of a microarray. 1. Slide, 2. Probe
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Figure 4 shows the workflow process in a microarray experiment. The experimental
process varies depending on the microarray platform that is used (see below). After
data have been measured and pre processed, multivariate analysis is needed to deal
with the large amount of data that every microarray experiment generates [7 10].
Figure 4. Microarray workflow process.
1.2.1 Microarray platforms and experimentation
The first DNA array was developed by Ed Southern in 1975 [10]. Southern noticed that
labelled acid nucleic molecules could be used to evaluate other molecules linked on a
solid support. He used the array to verify the presence or the absence of a specific
sequence of DNA from the different sources and to identify the size of the restriction
fragment.
In 1995, an in situ probe synthesis method for photolitographically manufacturing DNA
arrays was developed by Fodor et al. [11] and commercialized by Affymetrix Inc. At the
same time, pre synthesized DNA microarrays were popularized by Patrick O. Brown’s
laboratory at Stanford University [12]. They published step by step plans for building a
robotic DNA arrayer [13]. This was, together with the development of the Southern
blot, one of the milestones in the microarray development because the Brown’s
method made microarrays affordable for research laboratories, while the early
methods for manufacturing miniaturized DNA arrays using in situ probe synthesis
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Nowadays, there are two main microarray platforms, namely cDNA arrays (where c
means complementary) and oligonucleotide arrays. They differ in the preparation and
content of the probe, and also on the sample preparation [2, 5] (Table 1). Figure 5
shows the experimental procedure in a cDNA microarray experiment and in a in situ
oligonucleotide microarray experiment.
In cDNA microarrays, the probes are cDNAs typically 100 300 bases long. A cDNA
strand is a DNA strand synthetized using a reverse transcriptase enzyme, which makes
a DNA sequence complementary to the mRNA present in cells [2]. Note that the
commonly called DNA microarrays are actually cDNAmicorarrays. The target sample
consists of chains of cDNA of the test samples Cy5 labeled and chains of cDNA of
refernece sample Cy3 labeled [2, 5]. After the sample has been hybridized, microarrays
are washed for several minutes in decreasing salt buffers and finally dried either by
centrigugation of the slide or a rinse in isopropanol followed by quick drying with
nitrogen gas or filtered air [7]. The raw microarray data are obtained by exciting the
fluorescent dyes at each spot and scanning the microarray. One intensity value is
generated by the emission from the Cyanine 3 (Cy3) fluorophore and another from
Cyanine 5 (Cy5). The total fluorescence emitted by the spot at each wavelength is
proportional to the total amount of the dye in the spot. Hence, it is proportional to the
total amount of reference or test sample hybridized. When images of both dyes
(colour channels) are mixed, the typical microarray picture is obtained [1, 7, 14]. The
colours on the microarray image respond to the four respective situations of
microarray hybridization (Figure 6): no hybridization (black spot), reference sample
hybridization (green spot), target sample hybridization (red spot) and test and
reference sample hybridization (yellow spot). Different intensities of the colours
indicate different levels of hybridization.
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DNA microarray images from different samples are then transformed onto gene
expression data matrices. Each row of the matrix corresponds to a sample and each
column corresponds to a gene. Each value characterizes the expression level of the
particular gene in that particular sample. The gene expression is given by the ratio
between the intensities in the red and the green channels, which are directly related to
the level of expression of the transcript [1].
The in situ oligonucleotide arrays, produced by Affymetrix, each gene is represented
as a probe set of 10 25 oligonucleotide pairs1 instead of one full length or partial cDNA
clone. These probes are synthesized directly on the surface of the support. The target
sample is a cDNA biotin labeled [2, 7]. In contrast on the spotted cDNA arrays, in this
case the test and the reference sample are hybridized separately on different chips;
then, data adquisition is done by scanning the probe array. It creates a 8×8 pixels (on
average) for any probe cell. A single intensity value for every probe cell, representative
of the hybridization level of its target, is derived. Finally, the gene expression is given
by the differences of PM and MM [1]. The gene expressions of all genes analysed for a
sample are given in a row of the gene expression matrix.
Table 1. Types of microarrays. Source: [1].
Probe Arraying technique Microarray platform
cDNA Robotic spotting Spotted cDNA microarrays
Oligonucleotides
Robotic spotting Spotted oligonucleotide microarrays
In situ synthesis In situ oligonucleotide microarrays
1
The oligonucleotide pair (probe pair) comprises one oligonucleotide that perfectly matches the gene
sequence (Perfect Match, PM) and a second oligonucleotide having one nucleotide mismatch in the middle
of it (Mismatch, MM).
ARRAY 
IMAGE 
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The experimental steps involved in a microarray workflow, from microarray
manufacture to microarray data extraction (Figure 4 and 5), may introduce noise and
variability in the data. Common sources of variability in microarray experiments are
variations related to microarray manufacturing and variations related to microarray
scanning [7]. Variability related to microarray manufacturing is due to dye effects, slide
effects or print tip effects. The variability of microarray scanning is due to scanner
manufacturing and to a non specific background. The most common origins of both
[15] are summarized in Table 2. To minimize the effect of the sources of variation that
may affect microarray data a proper pre processing data is fundamental in microarray
data analysis. This pre processing transforms the data to make them suitable for
analysis [1]. Pre processing of microarray data is done in the steps described next [16].
Table 2. Sources of variations of microarray data.




 Different incorporation of dyes
 Dye instability
 Gene label interaction
Slide effects
 Printing variability
 Different pin efficiency over time
 Array coating
 Slide inhomogeneities
 Efficiency of the hybridization reaction
 Background noise on the slide
Spatial,
Print tip or Plate
effects
 Different amounts of RNA of probes and DNA
target sample
 Temperature and humidity
 PCR amplification
 Sample preparation protocols
Microarray
scanning
 Scanner manufacture for example due: laser wrongly adjusted or laser
misaligned.
 Non specific background and over shining, non specific radiations and
signals from neighbouring.
 Image analysis, non linear transmission characteristics, saturation
effects and variations in spot shape.
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Signal intensities of a gene include contributions from non specific hybridizations and
other fluorescences from the glass. This background fluorescence is estimated from
the pixels that are near the feature but are not a part of a spot [17]. Local background
for each channel and spot is evaluated focusing on small regions surrounding the spot
mask (region 2 in Figure 6). Then, the median or the mean of pixel values in this region
is calculated for each channel and subtracted from the spot intensity [14].
A less used alternative calculates a global background for each slide: an average of
negative control spot intensities is used as background value, being the empty spots
the negative control spots.
Figure 6. Scanned Microarray image. 1. Feature pixels 2. Background pixels 3. Two pixel exclusion region.
Source: GENEPIX PRO [17].
In in situ oligonucleotide arrays a local background is calculated for each probe and
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Treatment of missing values
Microarray datasets frequently contain missing values, either because the spot is
empty (intensity=0), or because the background intensity is higher than the spot
intensity (intensity with background corrected<0). These values need to be deleted or
estimated and replaced, in a process called imputation, for subsequent data mining
[18].
In the imputation, the missing values may be replaced by a 1 (i.e. since log(1)=0, what
means no gene expression) or replaced by the mean of the intensities of the gene
among all the samples.
Particularly, in affymetrix datasets, when the intensity of the Mismatch probe cell is
higher than the Perfect match intensity, this probe has not physiological sense, in such
a case a value called Change Threshold is used instead of the Mismatch intensity [7].
Filtering bad data
Filtering excludes from the data the observations that do not fulfil a pre formulated
presumption [4]. For example, too low intensity values that cannot be trusted due to
instrumental limitations of the scanner. Typically, the lowest intensity value of the
reliable microarray data, referred as “floor”, is 10. Values below “floor” are usually
removed (filtered) from the data because they are not reliable enough. Similarly, the
array elements at the high end of the fluorescence intensities may saturate the
detector. The threshold referred to as “ceiling” value is set at 16.000 and values over
“ceiling” are removed too [4, 19].
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Fold change, log2 (two fold)
In cDNA microarrays the expression of a gene in a sample is the ratio of the intensities
in both channels for that gene. Although these ratios provide an intuitive measure of
expressions changes, they have the disadvantage of treating up and down regulated
genes differently. Genes up regulated by a factor of 2 have an expression ratio of 2,
whereas those down regulated by the same factor have an expression ratio of 0.5. The
most widely used transformation of the ratio is the logarithm base 2, which treats up
regulated and down regulated genes symmetrically, so that a gene up regulated by a
factor of 2 has a log2(ratio) = 1, a gene down regulated by a factor of 2 has a log2(ratio)
= 1, and a gene expressed at a constant level (with a ratio of 1) has a log2(ratio) = 0.
So, log2(ratio) will be used to represent expression levels [19].
In some cases the log transformation may be too “strong” and have the effect of
increasing the importance of the low intensities. Then, a weaker transformation like a
cube root is used [6].
Normalization
Normalization consists of removing arbitrary variations in the measured gene
expression levels of hybridized samples so that biological differences (different gene
expressions) can be more easily distinguished. Table 3 summarises the main
normalization criteria used and the systematic variation they remove.
The most used method is the LOcally WEighted Scatterplot Smoothing (LOWESS)
correction [20] for non linear data, and total intensity normalization or median
subtraction otherwise. In in situ microarrays analysis a separate probe array
experiment is performed, which is used by scaling techniques to minimize differences
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in overall signal intensities between the two arrays, allowing for a more reliable
detection of biologically relevant changes in the sampples [1, 7].
Table 3. Strategies for microarray data normalization.
1.2.3 Microarray applications
The first microarray paper featured the small mustard plant Arabidopsis thaliana [23],
but the technology quickly spread to yeast [24], mouse [25], and human [26, 27]
studies.
Present main applications of microarrays [28] include the identification of genetic
individuality of tissues or organisms (e.g. detection of single nucleotide











LOWESS correction for each





Two dyes Cy3 and Cy5
[7, 15]
Double dye experimentation,
dying a sample once with Cy5
and with Cy3 in the second
experiment [19, 22]
Ratios values escalation across
the slides [19, 22]
Housekeeping genes [15]
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as the sporulation process) [30], the diagnosis of genetic and infectious diseases [31
33], the identification of the subtypes of a certain disease [34, 35], the detection of
genetic warning signs [36] or the drug selection [37].
In the large number of investigation areas, oncology has become the main field of DNA
microarray applications [38]. General aspects of cancer expression profiling have been
extensively reviewed [39 41]. It has been shown that subclassification of tumours
based on their molecular profiles may help to explain why these tumours respond
differently to treatment. Golub et al. [34] were the first to use microarray gene
expression data to distinguish between acute myeloid leukemia and acute lymphocytic
leukemia. Posterior studies allowed distinguishing samples of adult versus paediatric
leukemia [42], different subtypes of leukemia [43] and their molecular characterization
[44]. Recently, Su et al. [45] and Ross et al. [46] used large scale RNA profiling to
construct a molecular classification of different carcinomas (prostate, lung, ovary,
colorectum, kidney, liver, pancreas, bladder/urethra, and gastroesophagus). Additional
research for diagnosis by genetic profiling has been done for different cancers [47, 48].
In breast cancer, microarrays permitted differentiating between tumour types,
corresponding to BRCA1, BRCA2 and sporadic mutations [13, 49], the differentiation
between the estrogen receptors [50] and the differentiation between the stages in the
cancer progression [31]. In melanoma, most of the efforts have been applied to
differentiate between metastasis and no metastasis tissues [51, 52] and in
hepatocellular carcinoma the research has involved the pursuit of cancer progression
[53]. In other types of tumours, the diagnosis has been the main target. This is the case
of bladder cancer [54], cutaneous squamous cell cancer [55], and lung cancer [56]. In
the fields of colon [57], prostate [23], liver [58], glioma [59] and epithelia [60] cancers,
the research has focused on the differentiation between tumour and normal tissues
and in the case of lymphoma [35], medulloblastoma [61] and adenocrinoma [62] on
the differentiation between different subtypes of them.
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In non oncological clinical diagnosis, DNA microarrays are used to search for the
expression pattern characteristics of complex genetic disorders [47] such as diabetes
[33], obesity [63, 64], and schizophrenia [65]. Microarrays have also been used in
transplantation research; for example in renal transplantation to generate gene
expression profiles of renal biopsies for diagnoses of acute rejection [66], or in
diagnosis of infectious diseases, to detect gene sequences in the genomes of
Mycobacterium tuberculosis, HIV [67, 68], and other pathogens with the aim of
providing a diagnostic tool that detects expression of antibiotic resistance genes or
specified viral subtypes [38].
Another important application of DNA microarrays is the identification of the genes
that are responsible of a certain disease [48]. One of the first papers that reported the
use of microarrays for this purpose identified the genes differentially expressed
between a rat strain with insulin resistance and a normal insulin sensitive control strain
[69]. After this study, microarrays have been applied to identify genes involved in
many different cancer expressions [70 72], tumour progressions [73] or in many other
clinical fields such as neuronal diseases [74, 75]. In the last few years many methods
have been developed to identify the most relevant genes for a certain diagnosis. Three
major groups of methods exist: filters, wrappers and embedded techniques [76]. These
methods have been based on Genetic Algorithms [77], Random Forests [78], weights
of SVM [79], t tests or the Wilcoxon test [80], to cite a few. Most of these criteria are
univariate (i.e. each feature is evaluated independently), thus simple to interpret, but
they omit interactions and correlations between genes during gene selection [81].
Anyhow, these interactions must be taken into account since it has been shown that
there exist pairs of genes that are coexpressed. In a simple manner, if we find that the
genetic expression levels for two genes are similar, we can hypothesize that the
respective genes are co regulated and possibly functionally related [82]. More
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accurately, these coexpressions have been proved based on the correlation of
expression profiles or on functional and chromosomal structural information [83, 84].
 
Linked with the identification of the genes that are responsible for a disease,
microarrays have also been applied to find mutations that are responsible for the
disease phenotype. Although there are numerous methods for identifying the
mutations, microarrays may best satisfy a need for rapid, accurate and cost effective
method for genetic polymorphism identification [47]. This identification has been
presented as the foundation of pharmacogenomics. In next future, pharmacogenomics
aims to optimize the dose and drug formulation and to predict good and adverse
clinical responses to individual drugs, using microarrays for personalized medicine [38,
47, 85].
The huge amount of data generated in each microarray experiment implies the use of
multivariate techniques for their analysis. In one of the first studies with microarrays,
Golub et al. [34] applied two cluster self organizing maps to group 38 samples of
leukemia into two classes. Eisen et al. [86] used hierarchical clustering to find out the
genes with similar functions. Hierarchical clustering has also been used to discover two
molecular distinct types of diffuse large B cell lymphoma in which the patients in the
two subgroups showed significant differences in overall survival [35], and to categorize
breast cancer into its subtypes [87]. PCA has been applied to discriminate between
different tumour tissues, including colon carcinoma, breast carcinoma, central nervous
system tumour, lung cancer, leukemia, melanoma, ovarian carcinoma, and prostate
cancer [88]. The same analysis has been performed with k means clustering [88].
Multivariate supervised classification methods are probably the most important tools
for microarray data analysis. Such methods can be used to identify different expressed
genes, to find subgroups of samples, to differentiate between different states of a
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tumour and to infer the class of a sample from its gene expression microarray data. In
general terms, the aim of any classifier is to build a decision rule from a preclassified
dataset and use it to assign a new unlabeled sample to one or none of the predefined
classes. A large number of classification methods have been used in microarray data
analysis. The main studies are summarized in Table 4.
Table 4. Classification references for microarray gene expression data.
Classification method Objective of the study
SVM
Differentiate between ovarian cancer tissues, normal ovarian tissues and
other normal tissues [89].
Recognize five sets of genes in functional classes that were expected to be
co regulated: those mediating the tricarboxylic acid cycle, respiration,
cytoplasmic ribosome biosynthesis, proteasome biosynthesis and histone
biosynthesis [90].
TPCR
Discriminate between tumours from a variety of tissues and organs, e.g.
between subtypes of leukemia and the mutations of breast cancer [91].
Differentiate between round blue cell tumours of childhood
(neuroblastoma, rhabdomysarcoma, non Hodgkin lymphoma and Ewing
family of tumours) [91].
NN
Classify cancer samples into the same four groups of childhood cancer
[92].
Investigate the gene expression patterns associated with estrogens
receptor status in sporadic breast cancer [93].
MCR ALS
Classify types of leukemia [94].
Differentiate between nine types of tumour samples (breast cancer,
central nervous system tumour, colon carcinoma, lung cancer, leukemia,
melanoma, ovarian carcinoma, prostate cancer and renal carcinoma) [94].
SOM + k means clustering Classify subtypes of oral cancer [95].
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Select a subset of genes to classify subtypes of leukemia and a subset to
discriminate between tumour and healty colon samples [96].
PLS (for dimension
reduction) + LD or QLD
Differentiate between tumour and healthy samples of colon and ovarian
[97].
Differentiate between the subtypes of a cancer such as lymphoma or
leukemia [97].
PLS + PHR Predict patient survival probabilities [98].
PLS + RPLR
Classify samples of two types of leukemia [99].
Differentiate between healthy and tumour colon samples [99].
DPLS
Differentiate between samples before and after chemotherapy [100].
Identify the estrogens receptor status [100].
Differentiate the states of a breast cancer tumour [101].
Predict the drug efficacy using expression data biomarkers [102].
Identify the most relevant genes correlated with a certain tumour [103].
Predict the quality of a DNA microarray spot [104].
Classify tumour samples (different types of lymphoma and breast
cancer) [105].
Differentiate between healthy samples and samples of carcinoma, colon
and prostate tumour [105].
Identify genes whose expression appears to be synchronized with cell
cycling [106].
Identify genes with periodic fluctuations in expression levels coupled to
the cell cycle in the budding yeast [106].
Select a few gene expressions that are the most effective in
discriminating tumoral types (melanoma, colon, leukemia and renal
tumour cells) [103, 107].
Identify new lung cancer molecular markers with diagnostic value [108].
Abbreviations. SVM: Support vector machines, TPCR: Total principal component regression, NN: Neural
networks, MCR ALS: Multivariate curve resolution alternating least squares, SOM: self organizing maps ,
KNN: K nearest neighbours, PLS: Partial least squares, LD: Logistic discrimination, QLD: Quadratic logistic
discrimination, PHR: Proportional hazard regression, RPLR: Ridge penalized logistic regression, DPLS:
Discriminant partial least squares.
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Recently, the interest for using Discriminant Partial Least Squares (DPLS) has increased
[109, 110]. This interest arises from the high computational efficiency, large flexibility
and versatility of the method for the addressed microarray classification problems, and
from the existence of a variety of algorithmic variants [110]. Hence, to improve the
DPLS model in order to obtain better classification models and performances plays a
key role in gene expression microarray data classification.
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Microarrays allow the simultaneous analysis of thousands of gene expressions. Clinical
diagnosis based on gene expression data has two main targets: 1) to achieve the
correct diagnostic for a patient with the greatest confidence and 2) to identify the
genes responsible for a particular disease. In data analysis words, these objectives
imply developing the best classification model in order to classify a sample in its true
class with a low risk of misclassification and to identify the relevant variables that allow
discriminating among the classes under study.
Multivariate methods are required to analyse the huge amount of data generated in
microarray experiments. Discriminant Partial Least Squares (DPLS) classification is
commonly used in this field. The performance of this classification method depends on
many settings such as the data pre processing, the number of factors, the number of
variables and the presence of outliers. Taking into account these considerations the
aim of this thesis is to optimize the classification based on DPLS in order to classify
clinical samples from their gene expression microarray data. More in detail the
objectives of the present thesis are:
1. To discuss the limitation of p DPLS classification following the Bayes rule, which
forces the classifier to always assign a sample to one of the modeled classes, and
propose different approaches to overcome this limitation.
2. To implement the reject option in the probabilistic Discriminant Partial
Least Squares method (p DPLS), used to classify the samples from their gene
expression data. This gives to the classification rule the ability to reject to
classify a sample when the risk of misclassification is too high, and avoids
forcing the classification into one of the modelled classes.
3. To develop a new method for detecting ambiguous samples and outliers for p
DPLS, in order to improve the accuracy of the classification model. This will avoid
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classifying samples that would be probably misclassified due: 1) they share
characteristics of the two classes modelled, 2) they do not belong to any of the
modelled classes 3) they have errors in instrumental data or 4) they have errors in
their class codification.
4. To develop a new method for gene selection in order to reduce the data
dimensionality – eliminating the redundant data and the noise – and to improve
the classification model by decreasing the risk of misclassification.
5. To study the implications that the split of the datasets into training and test
sets have on gene selection and on the performance of the classification models.
6. To extend the binary classification based on DPLS to multi class classification.
This should help to solve common clinical classification problems in which more
than two subtypes of samples are involved.
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Microarray gene expression data are characterized by a set of P features or
measurements obtained through observation, which are represented by the vector x.
The objective of a classifier is to assign a class (category) label (y) to this sample based
on its recorded x. In the probabilistic Discriminant Partial Least Squares classification
method (p DPLS) [1], the PLS model translates x into a predicted value . This and the
probability density function (PDF) that describes the distribution of the ’s of the
training samples of each class are used to calculate the a posteriori probability that the
sample belongs to each modeled class. Classification is then decided using the Bayes
rule for minimum error [2].
The Bayes rule is commonly used as a criterion for classification. Its drawback is that the
unknown sample is always classified, even if the sample is either an outlier or is
ambiguous (it has a similar a posteriori probability to belong to both classes). In such
situations, it would be better to reject to classify the sample [3].
The objective of this chapter is to discuss the implementation of the reject option in p
DPLS. Section 3.2 introduces the formulation of the p DPLS model. Then, the application
of the Bayes rule for classifying in p DPLS is shown in section 3.3. Section 3.4 discusses
the limitations of using the Bayes rule in p DPLS. Limitations that are overcome by
implementing a reject option. Two approximations for implementing the reject option in
p DPLS are discussed in section 3.5. Finally, section 3.6 discusses the necessary changes
in the interpretation of the measures of classification performance when the classifier
includes the reject option.
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3.2 Probabilistic discriminant partial least squares
3.2.1 The partial least squares model
One task in data analysis is to describe the relationship between the observations in the
predictor space (X) and a dependent variable (y) [4]. Partial least squares (PLS) is a
regression method that specifically searches a set of components (or factors) that
perform a simultaneous decomposition of X and y with the constraint that these
components explain as much as possible the covariance between X and y. Discriminant
PLS (DPLS) applies PLS regression to binary classification problems, in which y codifies
the class of the samples [5, 6]. With microarray gene expression data, X is an N Pmatrix
of N samples and P gene expressions and y is a N 1 vector of ones and zeros, where the
integer 0 indicates that the sample belongs to class 0 (e.g. “cancer type I”) and the
integer 1 indicates that the sample belongs to class 1 (e.g. “cancer type II”).
PLS decomposes X and y into:
(1)
(2)
where T is the scores matrix, P is the loadings matrix, u is the vector of scores for y and q
is the loading [7]. E is the (error) residual matrix of the X–matrix and f is the vector of
(error) residual of the y–vector. An inner relationship is constructed that relates the
scores of the X block to the scores of the y block.
(3)
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Once the model is calculated, the above equations can be combined to obtain a vector
of regression coefficients for a given number of factors:
(4)
whereW is the matrix whose columns are the weights in Eq. (3).
The prediction for a sample is calculated as:
(5)
Note that if b has been calculated from mean centered data, then x in Eq. (5) should be
mean centered, and the predicted should be processed accordingly. Ideally, the
prediction for a sample of class 1 should be 1 and for a sample of class 0 should be
0. Since this is never the case, because of random variability and modelling error, a
threshold is defined so that a sample whose prediction is above this threshold is
classified into class 1, and otherwise it is classified into class 0. The threshold can be
defined with a different degree of rigour (e.g., the threshold is arbitrarily set at 0.5 or
assuming that the ’s of the training samples follow a Gaussian distribution and
estimating the distribution using the mean and standard deviation of the ’s of each
class). In the following section, the threshold is defined from PDFs that describe each
class. This has lead to a new version of DPLS called probabilistic DPLS (p DPLS).
3.2.2 Probability density function of a class
In p DPLS, one PDF is calculated that represents the PLS predictions characterizing the
samples of class 0 and one PDF is calculated that represents the range of predictions of
samples of class 1. The PDFs are calculated as follows. For the PLS model with A
factors, the training samples are predicted with Eq. (5). For each training sample i, a
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SEPi is the standard error of prediction for sample i, hi is the leverage of the sample,
RMSEC is the root mean square error of calibration, yi is the known class of the training
sample i (i.e. the value 0 for a sample of class 0 and the value 1 for a sample of class
1) and is 1 if the data has been centred and 0 otherwise. Figure 1 shows the Gaussian
functions calculated for three training samples of class 0 and four samples of class 1.
Figure 1. Gaussian functions (f( i)) and PDFs (p( | 0), p( | 1)) calculated for a hypothetical p DPLS model.
Note that the width of the Gaussian kernel for each sample is different, because it depends on the leverage of
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The PDFs for class 0 and 1 are calculated by averaging the individual kernel functions
of the training samples of each class:
(9)
(10)
where n0 and n1 are the number of samples of class 0 and class 1 respectively.
For a test sample, the predicted value i is calculated with Eq. (5) for a DPLS model with
A factors. Then, the sample is classified according to its probability to belong to each
one of the classes, as it is shown in the next section.
3.3 Class prediction
3.3.1 Classification based on probabilities
Classification based on a priori probability
Let { 1… c} be a finite set of C classes. The a priori probability P( c) is the probability of
observing class c when a new sample arrives [8]. It reflects our prior knowledge of how
likely we are to get a sample of one class (e.g. “cancer type I”) and not another kind of
sample (e.g. “healthy” or “cancer type II”) [9]. A priori probabilities are often considered
equal for all the classes [10, 11] or calculated from the number of samples in the
training set assuming that this set is representative of the population [12 14], with the
constraint that [8].
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In p DPLS, the a priori probabilities are P( 0) =n0/N and P( 1)=n1/N for class 0 and class
1 respectively, where n0 is the number of training samples of class 0, n1 is the number
of samples of class 1 and N = n0 + n1.
Based on the a priori probability only, the classification rule in p DPLS that minimizes the
probability of error is to assign a sample to class c if
    (11)
The drawback of this rule is that it will always assign any new sample to the same class
(the one with the highest a priori probability), although we know that samples from
different classes may arrive. The information about the sample contained in x is ignored.
Classification based on probability density functions
A better classification decision can be made by using the measurement vector x that
characterizes the incoming sample; in our case, the data x from a microarray
experiment. In p DPLS, x is first converted into the prediction with Eq. (5) for the PLS
model with A factors. Then, the rule is to assign the sample i with prediction i to the
class c if
(12)
where p( i| c) is the class conditional PDF for class c obtained from the ’s of the
training samples evaluated at position i (section 3.2.2). Note that, if for a certain
sample, p( i| 0) = p( i| 1), the value of the PDF will not decide. Figure 2 shows different
PDFs for two classes, 0 and 1 for different hypothetical p DPLS models (e.g. calculated
with different number A of factors). For a given sample with the predicted value i ( ),
the classification is done by comparing the values of each PDF at such i (arrows in
Figure 2a). The sample is classified into the class with the largest p( i| c). Note that in
the zone where the PDFs overlap, the values p( i| c) are similar for both classes (see the
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first two PDFs images in Figure 2a). Hence, a small variation in i due to random error in
xmay change the class that has the largest p( i| c), and hence changes the classification
decision. The classification of samples in that zone (called ambiguous samples) will be
discussed later.
Figure 2. Example for hypothetical p DPLS models a. PDFs b. a posteriori probabilities c. risk functions
assuming cc=0 and cc’=1.
Classification based on a posteriori probability
A more elaborated classification decision combines the a priori probability and the
prediction i of the incoming sample. The probability that this new sample belongs to
class c in a C class problem is given by the Bayes’ a posteriori probability expression:


































1.5 1 0.5 0 0.5 1 1.5 2 2.5
0
1

































































UNIVERSITAT ROVIRA I VIRGILI 
MULTIVARIATE CLASSIFICATION OF GENE EXPRESSION MICROARRAY DATA 
Cristina Botella Pérez 
ISBN:978-84-693-5427-8/DL:T-1418-2010 
Discussion of the implementation
the reject option in p DPLS
56
(13)
When applied to microarray data classification, P( c| i) is the probability that a cell or
tissue characterized by its gene expression data x (from which i is obtained) is either
from the “healthy” class or, otherwise, from the “tumour” class.
The denominator (known as evidence or unconditional probability density function) is a
scale factor that measures how frequently we will measure a sample with such i:
(14)
The rule assigns the sample to the class with the largest a posteriori probability. So, a
sample will be assigned to class c if:
(15)
Or, since the evidence is the same for all the classes, if
(16)
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Figure 2b shows the a posteriori probabilities calculated from the PDFS of Figures 2a for
two classes along the domain. The arrows indicate the a posteriori probability of the
sample ( ) in each class.
Note that since the a posteriori probability is calculated as a ratio (Eq. 17a b), it
increases for one class as the is far away from the PDF of the other class. Hence, for a
sample with i predicted value ( ) the classification is more risked when PDFs overlap
(first two rows of images of Figure 2). Instead when the distributions are more
separated (images on third and fourth rows in Figure 2), the classification action is taken
with higher probability of being correct.
3.3.2 Classification based on risk
Classification costs
Each classification decision has an associated cost. Let { 1… c} be the possible decisions,
where c indicates that the sample is classified in class c. Let ( c| c’) be the cost
incurred for making the decision c (classify in c) when the true class is c’. For short
( c| c’) is represented as cc’.
In practice, to decide the right costs for the classification problem is difficult and
requires an expert opinion. Costs result from combining several factors measured in
different units – money, time or quality of life [8] –, but a general approach is to
consider that a correct classification has cost 0 (i.e., when a sample of class c has been
classified in class c, cc = 0) and an incorrect classification has cost 1 (i.e., when a sample
of class c has been classified in class c’, cc’ = 1) [15 17]. Other approaches have been
used. Santos Pereira [18] proposed seven different combinations of costs to optimize
the classification, based on the work published by Tortorella [19]. They introduced
negative costs for correct classifications and positive costs for misclassifications. Deceux
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[15] presented costs of classifying the samples in three different classes, with values
from 0.5 to 3 to penalize each classification. Another strategy is to assign different costs
to each type of error and classification, i.e. to classify a sample as “healthy” when it is
“tumor” is penalized different, with a higher cost, than to classify a sample as “tumor”
when it is “healthy” [9, 20].
The risk of classification
The risk of classification, called the conditional risk, R( c| i) is defined as the expected
loss (cost). Conditional means that the risk depends on the value that characterizes the
sample (here i, that derives from the observed x through the PLS model) in which the
classification is based on. Depending on i, we may run a higher or a lower risk. For a
particular i and the action c taken, the loss incurred is ( c| c’), where c’ is the
possible true class (i.e. classes in wihch the samples may be classified). Since P( c’| i) is
the probability that the true class for such i is c’, the expected loss associated with
taking action c is [9]:
(19)
 
For two classes, the risk of classification becomes:
(20a)
 (20b)
Here action 0 is “classify the sample into class 0” and action 1 is “classify the sample
into class 1”. 01 is the loss incurred for deciding 0 when the true class is 1, 10 is the
loss incurred for deciding 1 when the true class is 0 and 00 and 11 are the costs of
correctly classifying the samples into class 0 and class 1, respectively.
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Whenever we have a prediction i we can minimize the expected loss by selecting the
action that minimizes the conditional risk. The decision rule based on risk is known as
Bayes’ theorem of the minimum error [2]. The rule for the Bayes minimum risk classifies
the sample in class c if
(21)
For binary classifiers like p DPLS, Eq. (21) becomes to classify the sample into class:
(22)
with R( 0| i) and R( 1| i) evaluated with equations 20a 20b.
If we consider cost zero for a correct classification and cost one for any error (i.e., 00 =
11 = 0 and 01 = 10 =1), the risk of classification becomes:
(23a)
(23b)
and the classification decision may be expressed in terms of a posteriori probabilities as
(24)
Figure 2c shows the risk over the domain for a binary classifier with cc=0 and cc’=1.
Note that the risk curves are opposite to the a posteriori probability curves, i.e., a high a
posteriori probability involves a low risk, and vice versa. Also note that the risk of
classification in one of the classes decreases the furthest away the prediction is from the
PDF of the other class. For a test sample ( ), in the top two models, the risk taken to
classify the sample into class 0, R( 0| i), is similar to the risk to classify the sample into
class 1, R( 1| i). In such a situation the chance of misclassification is high. By contrast,
when the PDFs are not overlapped (Figure 2c, bottom) the risk taken when classifying
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this sample in class 0 is much higher than the risk taken when classifying it in class 1
(i.e R( 0| i) >> R( 1| i)). Hence the sample will be classified in class 1 with a low risk of
classification.
The classification based on risk is a general rule from which the previous rules derive. To
be meaningful, the classification based on risks requires the costs to be set objectively
(e.g. in monetary units). If they are not known and the cost of misclassification is set
equal to one and the cost of correct classification is set equal to zero, the classification
based on risk is equivalent to the classification based only on a posteriori probabilities.
3.4 Discussion of class prediction
The Bayes rule is optimal in the sense that no other rule can yield a lower error
probability. However, when the i lies in the ambiguity region and when the sample lies
in the limits of the classes’ domains this rule may lead to questionable results. These
situations are commented below.
It is common that in binary classification the PDFs of class 0 and class 1 overlap
(Figure 3a). The overlap arises because either the classification algorithm has a limited
discriminative power, or because some samples of both classes have similar measured x.
A sample whose prediction is in that region has similar values of the PDFs p( i 0) p( i
1) and, assuming that the a priori probabilities are equal, has also similar values of the
a posteriori probabilities P( 0 i) P( 1 i). Since there is not a clear difference, the
sample could well belong to any of the two classes and the probability of
misclassification is high. The overlap zone (dashed region in Figure 3) is called ambiguity
region.
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Figure 3. Hipothetic p DPLS model. a b. PDF’s c b. a posteriori probability functions. Class 0 is represented by
the green line and class 1 by the yellow line. The dashed region is the ambiguity region.
Another common situation arises when the sample’s prediction is outside the range of
the predictions of the training samples. This situation may happen at the extremes of
the PDFs (Figure 3a and 3b) and also in the region between the PDFs if the PDFs do not
overlap (Figure 3b). In these regions, the class conditional probabilities p( i| c) are very
low for both classes and also the products p( i| 0) P( 0) and p( i| 1) P( 1) are low.
However, note in the limits of the PDFs, the a posteriori probability for one of the
classes is high (Figures 3c and 3d) because it is calculated as a ratio. For example, for
p( i| 0) P( 0) = 10
7 and p( i| 1) P( 1)= 10
10, the a posteriori probability is P( 0 i) =
10 7 / (10 7+10 10) 1. By letting the a posteriori probability decide, the sample would be
classified into class 0 with a high a posteriori probability. This result is satisfactory if the
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sample must necessarily belong to one of the two possible classes and the classification
model has been designed to do so. However, the fact that the prediction of the sample
is in the tail of the PDF, where only a very low percentage of training samples are,
suggests that the sample may be an outlier and even not belong to the class. Hence,
allowing the classifier to reject to classify, instead of forcing it to make a classification
decision, might be advantageous. This possibility is not considered neither in the two
class Bayes rule of a posteriori probability (Eq. 15) nor in the minimum risk of
classification rules (Eq. 21), which will always classify the sample.
3.5 Probabilistic discriminant partial least squares with
reject option
In many cases, such as in clinical diagnosis, the cost of a wrong classification may be so
high that it may be better to suspend the decision (to reject to classify the sample), and
call for a further test [21], than to risk to obtain a wrong classification. The reject option
is introduced in a classification rule to preserve against excessive misclassifications [3]
and to obtain the accuracy required by the user of the classification system [22]. The
reject option avoids classifying the samples with a high probability to be wrongly
classified [22], and only the classifications with a low risk are performed. Hence, the
reject option converts potential misclassifications into rejections [23], which reduces the
error rate. The reject option, however, has two limitations:
1. Some samples that would be correctly classified by the classification model
may be converted into rejections.
2. The classification model becomes useless if too many samples are rejected.
Undoubtedly a tradeoff between errors and rejects must be achieved [18]. Several
strategies have been developed to define the optimal reject option [11, 18, 21, 23, 24].
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These strategies basically reduce to two approximations, either by defining the reject
option as a new class (reject class) to which the objects are assigned to or by defining
the reject option as a threshold so the object is only classified if its a posteriori
probability is higher than the threshold. These two approaches are commented below.
3.5.1 Reject option as a class
The reject option may be introduced in the classification process as an additional class,
the reject class ( r). In such a case, the possible classification actions of the p DPLS
classifier are: classify the sample into class 0 ( 0), classify the sample into class 1 ( 1)
and classify the sample into the reject class r ( r).
Classification based on a posteriori probability





where the scale factor defined in Eq. (14) becomes:
(26)
The rule is to classify into:
(27)
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If the reject class is defined in this way, the a priori probabilities for class 0 and class 1
are calculated from the proportion of samples of each class in the training set. For the
reject class, P( r) is the a priori probability that a new sample that should be rejected
arrives and p( i r) defines the distribution of the i of any sample that should be
rejected. Both p( i r) and P( r) are clearly difficult to calculate. Usually it is assumed
that the reject class has a uniform distribution over the domain [25] and since the a
priori probability has only a
multiplicative effect, only the
product p( i r) P( r) must be
calculated. One criterion is to
define p( i r) P( r) as a threshold
so that the 5% of the area in the
tails of the PDFs is below this
threshold [11] (dashed regions in
Figure 4). In this way a sample
whose i is at the tails of the PDFs
is rejected. Figure 4 shows the
PDFs for class 0 and class 1 for
overlapped and non overlapped
classes. The red horizontal line is
the uniform distribution calculated
for the reject class. Note that this
reject class defines two kinds of
regions, the acceptance and the
reject ones.
Figure 4. PDFs for overlapped and non overlapped classes ( 0 and 1) and the reject class ( r). The reject class
is defined as a uniform distribution. This is set as the 5% area in the tails of the PDFs.
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The a posteriori probabilities (Eq. 25a 25c) derived from the PDFs in Figure 4 are shown
in Figure 5. When the PDFs are overlapped (Figure 5a), the reject class is useful at the
ends of the PDFs and also in the ambiguous zone if the distribution defining the reject
class is higher than the PDFs of the classes. However, samples in the ambiguous zone
will not be rejected if the reject class is below the PDFs of the classes (as usually
happens) because the a posteriori probability of the reject class will always be smaller
than the probability of classification
(i.e. P( r| i) < max (P( 0| i),
P( 1| i)). For non overlapped
distributions (Figure 5b) between the
PDFs the probability of the sample to
belong to the reject class is the
largest of the three a posteriori
probabilities, so a sample in that
zone would be rejected. This is the
behaviour to be expected because
there are no training samples with
such i values. The same happens at
the extreme of these distributions
(i.e. equally to the extremes of
overlapped distributions). In which
the samples whith such i will be
rejected to classify.
Figure 5. A posteriori probabilities for class 0 (green), class 1 (yellow), and the reject class r (red) for a.
overlapped classes and b. non overlapped classes presented on Figure 4. 
Different adaptations of the reject class have been described. Pereira et al. [18]
introduced an indecision class in order to reject the samples, but this reject class is not
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introduced in the evaluation of a posteriori probabilities nor in the conditional risk. Their
approach may be assimilated to introduce a reject threshold. Landgrebe et al. [10]
considered the problem as one in which there is a well defined target class and a poorly
defined outlier class, and introduced the reject class only in the prediction step. In other
words, in the training step there are two classes (target and outlier) and in the
prediction or classification step an additional class is used, the reject class. This class is
assumed to be uniformly distributed across the training classes’ domains, and it is
included in the evaluation of the probabilities. The criticism arises because in this
approach the a priori probabilities used in the training step are different than the a
priori probabilities used in the prediction step. Muzzolini et al. [11] introduced an
ambiguous class to reduce the probability of an erroneous classification. This class
identifies those samples that are classified as belonging to two or more classes with
(near) equal probability. In addition, they introduced the reject distance to identify
those samples that have little or no similarity with the predefined classes. The reject
thresholds to identify such samples are determined by fixing the probability in which the
samples are classified as belonging to the distance reject class. This is equivalent to
reject the samples predicted outside a confidence interval fixed around each PDF (reject
distance) [11].
3.5.2 Reject option as a threshold
A second alternative to introduce the reject option is to introduce a reject threshold.
Classification based on a posteriori probability
The a posteriori probabilities for each class over the domain are calculated (Eqs. 17a
17b) using the PDFs (Figure 6a 6b). For such a posteriori probabilities a threshold of
rejection is set at (1–t) (Figure 6c 6d), so that a sample is rejected if the maximum a
posteriori probability is lower than this threshold value [22].
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The classification rule based on a posteriori probabilities with reject option becomes
classify into:
(28)
and reject the sample if:
                           (29)
If the PDFs of the two classes are overlapped, the reject threshold divides the domain
into two regions: acceptance region and reject region (Figure 6c and 6d).
Figure 6. (a b) PDFs for overlapped and no overlapped classes. (c d) a posteriori probabilities with reject
threshold derived from a b PDFs.
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According to Chow in [23], the optimal reject threshold (t) is given by
(30)
where r is the cost of rejecting a sample and c and m are the costs of a correct
classification or a misclassification, respectively. Generally m> r> c, and in most cases
c=0 (i.e. there is no cost if the classification is correct) [23, 26].
A limitation of classification based on Eq. (28) and Eq. (29) is that the threshold has no
effect if the PDFs are not overlapped (Figures 6b and 6d), since there is not a significant
ambiguous region. Note also that for the reject option work properly, (1–t) must be
higher than 0.5. If (1–t) is lower than 0.5 the probability to classify the sample in one of
the classes will always be higher than the reject threshold so that the classification rule
based on a posteriori probabilities with reject option is simply the classical Bayes rule
(see Figure 6a). In addition, the use of the a posteriori probability of the class and the
reject threshold for rejection ignores the possibility of having samples from unknown
classes. This situation may be partially overcomed by setting limits on the PDFs (High
Limit and Low Limit in Figure 3 as will be discussed on chapter 4). These limits avoid
classifying samples that lie on the extremes of the classes.
Other approaches have been proposed to implement rejection based on thresholds.
Fumera et al. [22] proposed to set an individual threshold for each class, thus avoiding
rejecting too many samples of one of the classes if the number of samples of both
classes is not balanced. Tortorella et al. [19, 21] considered also two thresholds, which
were optimized by maximizing the classification utility function. This is an alternative to
the Chow’s approach. Chow takes into account costs and minimizes the risk [18]. In
order to optimize the reject threshold, Li et al. [27] proposed to control the error
instead of finding a trade off between rejection rate and error rate. They reformulated
the problem as: given an error rate for each class, design a classifier with the smallest
UNIVERSITAT ROVIRA I VIRGILI 
MULTIVARIATE CLASSIFICATION OF GENE EXPRESSION MICROARRAY DATA 
Cristina Botella Pérez 
ISBN:978-84-693-5427-8/DL:T-1418-2010 
3.5 Probabilistic discriminant partial least
squares with reject option
69
rejection rule. A similar alternative was proposed by Hanczar et al. [28], although they
controlled the conditional error rate of the classifier, not the error rate. Kressel et al.
[29] optimized the reject threshold to get a minimal false positive rate and Herbei et al.
[30] presented the rejection cost t as the upper bound on the conditional probability of
misclassification, optimized by minimizing the error rate for also a minimal reject rate.
These approaches often ignore the detection of outliers and the rejection of samples
when the classes are not overlapped.
Further improvements on the application of the reject option are discussed in chapter 4.
3.6 Implications of reject option in classification
performance evaluation
When a classifier involves the reject option, the performance measures the classifier
must be properly interpreted in order to take into account that samples can be rejected.
p DPLS is a binary classifier. This means that the classification decision is to choose
between two classes, 1 and 0, that can be generically called Positive (P) class and
Negative (N) class respectively. Hence, the result from p DPLS can be that the sample is
correctly classified in its class, either in class 1 (True Positive, TP, i.e., a positive sample
that is classified as positive) or in class 0 (True Negative, TN, i.e., a negative sample that
is classified as negative) or incorrectly classified, either in class 1 (False Positive, FP, i.e.,
a negative sample that is incorrectly classified as positive) or in class 0 (False Negative ,
FN, i.e., a positive sample that is classified as negative) (Table 1). When the reject option
is implemented, the possible outputs of the classifier include that the sample may be
rejected. A positive object that is rejected is called Reject Positive (RP) and, equivalently,
a negative object that is rejected is called Reject Negative (RN). A sample may have been
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rejected because its classification was not reliable enough (the risk was too high) or
because it was pointed out as outlier (see chapters 4 and 5).
Table 1. Confusion matrix, outcomes of a binary classifier, as described by Kohavi and Provost in [31].
True class
Predicted
Positive ( 0) Negative( 1)
Positive ( 0) TP FP
Negative ( 1) FN TN
Rejected ( r) RP RN
The objective of p DPLS or any other classifier is to classify correctly as many future
samples as possible, i.e., minimize the number of false positives, false negatives and
rejections. For simplicity, this is generally evaluated by the accuracy or the error rate of
the classification model.
Accuracy is defined as the percentage of samples correctly classified:
(31)
If rejection is not an option, all samples are classified and the denominator of Eq. (31) is
equal to the number of samples I submitted to the classifier (i.e. I = TN+FN+TP+FP).
Hence, classically, accuracy is calculated by dividing the number of samples correctly
classified by the total number of samples, I. When rejection is an option, Eq. (31) is still
valid but note that the denominator is no longer equal to the total number of samples I,
since some of them may have been rejected (i.e. I = TN+FN+TP+FP+RP+RN). Hence, the
accuracy must be interpreted as the percentage of correctly classified samples with
respect to the number of samples for which the classifier issued a class label [22]. Note
that this is the most meaningful interpretation, although it is rarelly considered in the
works with reject option, in which the accuracy is calculated by dividing the number of
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samples classified correctly by the number of samples submitted to the classifier, either
rejected or not [21].
This significance resides in that the experimenter wants that the class label issued by the
classifier be correct. Hence, the performance measure should reflect the percentage of
the samples for which the classifier assigned a class and if it has been done correctly or
wrongly. In this way, the accuracy of the classifier with reject option can be higher than
the accuracy of the classifier without reject option (note that if the accuracy were
defined over the total number of samples, classifiers with reject option would always
performe worse than models without reject option, because the number of samples
well classified using the reject option would be equal or lower).
Similarly, the error rate is defined as the percentage of samples that are assigned to the
wrong class [32]:
(32)
The error rate must be also reinterpreted like the accuracy parameter when rejection is
an option. Hence, the denominator of Eq. (32) is the total number of samples classified
(without taking into account the rejected ones).
The sensitivity and the specificity are defined in similar terms [33].
(33)
(34)
The sensitivity is evaluated as the number of positive samples (class 1) correctly
classified respect to the number of positive samples classified. Note that, while the
denominator expression must be maintained, without reject option the number of
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positive samples classified is the total number of positive samples, with reject option,
the number of positive samples classified (TP+FN) may differ from the total number of
positive samples (TP+FN+RP). An analogous situation happens for the negative samples
with the Specificity. In this measure, the number of negative samples classified may
differ from the number of total negative samples since some of them may be rejected
when the reject option is implemented.




However, the redefinition of the performance parameters is not enough to accurately
evaluate the classifiers with reject option. Note that a model that rejects to classify most
of the samples but classifies correctly the remaining few will have a high accuracy;
however, it is not useful. In addition, the drawback of using parameters like accuracy is
that individually they are not enough to evaluate all the aspects that summarize the
performance of the classifier (i.e. correct classifications, misclassifications and
rejections). For that purpose, the cost is a more useful parameter. It is defined as:
(37)
where m is the cost of a wrong classification, r is the cost of rejecting a sample, c is the
cost of a correct classification and Nm, Nr, Nc are the number of samples misclassified,
rejected or correctly classified, respectively. The Cost allows taking into account the
rejections and, in addition, the cost that each classification implies [3, 17]. These costs
( ) must be optimized to keep the efficiency of the classifier.
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Probabilistic Discriminant Partial Least Squares (p DPLS) is a binary classifier that has
some advantages over other versions of DPLS: 1) it assumes neither an arbitrary
classification threshold for the ’s nor a Gaussian distribution for the ’s of each class,
and 2) it assigns the class label based on the Bayes classification rule of the a posteriori
probability, or, more generally, of minimum risk.
However, the strict application of the Bayes rule forces the classifier to always assign the
sample to one of the predefined classes. This is a limitation for those samples that may
be outliers or ambiguous, and hence with a large chance to be misclassified. The danger
of misclassification can be reduced by implementing the reject option. In this chapter,
two approximations to implement the reject option in p DPLS have been discussed. One
of them introduces reject option as a reject class. The second one introduces the reject
option as a threshold. The best approach to introduce the reject option is to set a reject
threshold. With this approach, the a priori probabilities or shapes of an extra class do
not need to be assumed. However, the reject option set by the reject threshold alone is
not able to reject outliers; so, additional constraints must be considered.
It is also essential for any classifier to evaluate correctly the classification performance.
A general approach is to use the accuracy or the error rate. These parameters, however,
have the weaknesses that they consider all incorrect decisions (or correct decisions)
equally risky and they treat all outcomes as equally likely [26]. Since the rejections are
not evaluated, these parameters are not useful to evaluate classifiers with reject option.
For such classifiers, the Cost parameter is a better approach.
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Microarrays allow evaluating simultaneously the expression of thousands of genes in a
cell. One of the most relevant applications of these gene expressions is to classify the
samples (e.g. cell or tissues) into one of the classes of interest. Discriminant Partial
Least Squares (DPLS) is often used for such a purpose. However, most published results
report the straight application of this method, with disregard to the quality of each
individual prediction and the possibility of detecting prediction outliers. The aim of this
chapter is to improve DPLS for classifying microarray data. Firstly, we implement a new
version of DPLS called probabilistic Discriminant Partial Least Squares (p DPLS). This
method bases the classification of a sample on kernel probability density functions
(PDFs) and the Bayes rule of a posteriori probability. Secondly, a reject option is
introduced so that the classifier can reject samples in the ambiguity region, based on
Chow’s rule, and can reject samples outside the defined limits of the classes. The
ambiguity region is the zone where the PDFs that characterize each one of the classes
overlap. In that zone, the model cannot discriminate well enough whether a sample
belongs to one class or to the other, either because of limitation of the PLS model, or
because the samples actually share characteristics of the modeled classes. Hence, there
is high risk that any attempt of classifying that sample could result in a misclassification.
The second possibility of rejection is implemented at the ends of the classes’ domains
and also between PDFs for non overlapped classes. Samples in those regions have
extreme predictions, outside the limits set for the classes, so they may be considered as
outliers. For such samples, we prefer to reject to classify them instead of taking the risk
of misclassifying them. These two approaches will be detailed and discussed in the
methods section.
The existence of a reject option increases the experimenter’s confidence in the
classification rule and improves the accuracy of the final classification models. Note that
with reject option only those samples whose classification is reliable are actually
classified, while the samples either outside the limits or in the ambiguity region that
could lead to misclassifications are rejected to classify.
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The p DPLS with reject option was tested with two public datasets. With the Human
Cancers dataset, the accuracy measured by leave one out cross validation was
improved from 97% to 99% when compared to p DPLS without reject option. For the
Breast Cancer dataset, the method could reject 100% of the test samples submitted to
the classifier that did not belong to any of the modelled classes. These samples would
have been misclassified if the reject option had not been considered.
This work is presented in paper form published in Talanta 2009, Vol. 8 (1) 321 328.
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Abstract
Microarrays are used to simultaneously determine the expressions of thousands of
genes. An important application of microarrays is in the classification of samples into
classes of interest (e.g. either healthy cells or tumour cells). Discriminant Partial Least
Squares (DPLS) has often been used for this purpose. In this paper, we describe an
improvement to DPLS that uses kernel based probability density functions and the
Bayes rule to classify samples whilst keeping the option of not classifying the sample if
this cannot be done with sufficient confidence. With this approach, those samples
outside the boundaries of the known classes or from the ambiguity region between
classes are rejected and only samples with a high probability of being correctly classified
are indeed classified. The optimal model is found by simultaneously minimizing the
misclassification and rejection costs. The method (p DPLS with reject option) was tested
with two datasets. For the Human Cancers dataset the accuracy (obtained by leave one
out cross validation) was improved from 97% to 99% when compared to p DPLS without
reject option. For the Breast Cancer dataset, p DPLS with reject option was able to reject
100% of the test samples that did not belong to any of the modelled classes. These
samples would have been misclassified if the reject option had not been considered.
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4.1 Introduction
Supervised classification is increasingly being applied to microarray gene expression
data in order to predict tumour types [1 3], to differentiate between healthy and
tumour samples [4 6] and to differentiate between pharmacological mechanisms [7],
among other applications. Microarray data are characterized by thousands of variables
(genes) and few samples, resulting in high redundancy and a high number of non
informative measurements. There has been a lot of interest in using factor based
multivariate classification methods such as Discriminant Partial Least Squares (DPLS) to
analyze these data [8, 9]. The DPLS uses a few latent variables rather than a lot of
measured variables and this brings with it a series of advantages. DPLS takes variable
correlations into account, filters noise and leads to classification rules with good
predictive performance, especially when DPLS is implemented together with variable
selection methods. DPLS has been used to differentiate between samples before and
after chemotherapy [10], to determine the different states of a breast cancer tumour
[11], to predict the efficacy of a drug by using expression data biomarkers [12], and to
predict the quality of DNA microarray spots [13].
Like other classification rules, DPLS must have two main qualities: it must provide
reliable classifications of forthcoming samples and it must minimize the number of
misclassifications (i.e. the expected error rate). Both of these are improved if the
classifier is allowed to reject doubtful samples instead of always being forced to
classify them in one of the modelled classes. By classifying only the most well defined
cases, both the accuracy of the classifier and the reliability of each classification are
improved.
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In this paper we implement the reject option in the recently developed p DPLS
classifier and show how it can be used for microarray data classification. p DPLS is a
variant of DPLS, which uses kernel functions to calculate a probability density function
(PDF) for each class. This allows a flexible implementation of the Bayes rule for
classification, and also provides a measure of the reliability of the classification.
Reliability is a primary concern in statistical classification, especially when this
classification is used in critical health applications such as cancer diagnosis [14], an
issue which has also led to several other studies [15].
In classification, rejection is advantageous when: (a) the new sample does not belong
to any of the trained classes, (b) the new sample belongs to one of the classes but is
very different from the samples used for training the classifier, or (c) the sample is in
the boundary region between classes. Situation (a) occurs when the sample is an
outlier. Forcing the classifier to decide among one of the modelled classes will produce
a classification error (e.g. a cell does not belong to any of the modelled cell types but it
is classified as one of them). Situation (b) typically arises when the sampling of the
training samples is incomplete or not representative. Finally, situation (c) may arise, for
example, because of the limited discriminative power of the measured variables or
because the classification algorithm has limited discriminative power. Although
samples in situations (b) and (c) might finally be classified correctly, they might also be
classified incorrectly because either they are unique samples or they are ambiguous
samples and can belong to either of the classes, respectively.
The reject option aims to overcome situations (a) to (c) by rejecting the sample and not
classifying it when the probability of error is too high. This is a safeguard against errors
and improves the accuracy of the classifier, which is evaluated as the percentage of
samples correctly classified among the number of samples classified [16]. This in turn
leads to greater confidence in the samples that are finally classified. The reject option
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can be fine tuned in order to avoid rejecting too many samples that would otherwise
be classified correctly. Since too high a rejection rate would decrease the usefulness of
the classifier, a compromise must be reached between improving the accuracy and
reducing the usefulness of the classifier. There has been extensive research into the
theoretical aspects of the reject option [14, 17 28], most of which relates to Chow’s
reject option [29], which implemented the reject option for the Bayes rule. Chow’s
reject option has recently been used to microarray expression data [30].
There are still two limitations to jointly applying the Bayes and Chow rules. First, they
are not adequate for the extreme (outlying) samples (situations (a) (b)) which are
typically found at the extremes of the probability density functions (PDFs). These
samples must be rejected according to a different criterion. Second, both rules require
knowledge of the a priori probabilities and the PDFs of the classes [31], which makes
applying these rules more difficult. In this paper, the first limitation is overcome by
including distance based thresholds, which is equivalent to selecting a confidence
interval around each class and rejecting samples outside this interval [17]. The second
limitation is overcome by the calculating PDF like functions in p DPLS [32], which
makes an approximate Bayesian classification easier.
4.2 Methods
4.2.1 Probabilistic DPLS
The DPLS method applies Partial Least Squares (PLS) regression to binary classification
problems, in which the dependent variable y codifies the class of each sample [8, 33].
A DPLS model is calculated by regressing y on X using the adequate number of factors.
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For microarray gene expression data, X is an N P matrix of N samples and P gene
expressions and y is a N 1 vector of ones and zeros, where the integer 0 codifies the
sample as belonging to class 0 (e.g. “cancer of type I”) and the integer 1 codifies the
sample as belonging to class 1 (e.g. “cancer of type II”). For a sample i, the value
predicted by the PLS model is i = xi
Tb, where the b's are the regression coefficients for
the model of A factors and the adequate pre processing is implicit (e.g. if the b’s had
been calculated from mean centered data, then xi should be mean centered, and the
predicted i should be unprocessed accordingly). With the coding of y, the prediction
for a sample should be close to 0 if the sample belongs to class 0, and it should be
close to 1 if the sample belongs to class 1. In order to better define the cut off value
between classes, Pérez et al. [32] developed p DPLS, a probabilistic version of the DPLS
in which the uncertainty of the predicted value is accounted for in the calculation of
the model. This method is described here for completeness. The method starts by
calculating a DPLS model of A factors with X and y. Then, this model is used to predict
the training samples and, for each training sample i, a Gaussian function centred at the




where SEPi is the standard error of prediction for sample i, hi is the leverage of the
sample, RMSEC is the root mean square error of calibration, yi is the known class of the
training sample i (i.e. value 0 for a sample of class 0 and value 1 for a sample of class
1) and is 1 if the data has been centred and 0 if it has not. Figure 1 shows the
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Gaussian functions calculated from the predictions of three training samples of class
0 and four samples of class 1. Note that the width of the Gaussian kernel for sample
i depends on SEPi, which is particular to that sample, and depends on the relative
position of the sample in the multivariate space. Then, for classes 0 and 1, a PDF is




where n0 and n1 are the number of samples of class 0 and class 1 respectively.
Figure 1. Simulated PDFs of class 0 and class 1 obtained from Equations (4) and (5). The kernel functions
(Eq. (1)) are centred on prediction i of each training sample. According to the code assigned to the classes,
the sample predictions of class 0 and class 1 should be located around the values 0 and 1 respectively.
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4.2.2 Bayes rule for classification
In p DPLS, the predicted class for sample i is obtained using the Bayes rule. The
prediction i for that sample is used to obtain the a posteriori probabilities P( 0 i) and
P( 1 i). These are the probabilities that the sample belongs either to class 0 or to




where p( i 0) and p( i 1) are the conditional probabilities evaluated from the PDFs of
classes 0 and 1 and P( 0) and P( 1) are the a priori probabilities. Both a priori
probabilities may be estimated as the proportion of samples of each class in the
training set, provided that the set is representative of the overall population. That is,
P( 0)=n0/N and P( 1) = n1/N where N=n0+n1. The denominator of Equation (6a) and
(6b) is:
(7)
The Bayes rule assigns the sample to the class in which it has the highest a posteriori
probability [31]. The rule is:
(8)
Although this rule is optimal in the sense that no other rule can yield a lower error
probability, it is not always satisfactory. For example, when the i is at one of the
extremes of the PDF (Figure 2), both p( i 0) and p( i 1) are low, and the products p( i
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0) P( 0) and p( i 1) P( 1) are also low but the a posteriori probability for one of the
classes (the ratio in Equations 6a and 6b) is high. This means that the further the
prediction i is from one class, the more likely it will be allocated to the other class.
This is a reasonable result since the classifier only expects to receive samples from the
two modelled classes. In most multivariate applications, however, samples from non
modelled classes (outliers) may also be inadvertently submitted to the classifier. The
predictions for those samples will most probably be found at the tails of a PDF, and,
hence give a misleading high a posteriori probability for one of the classes.
Consequently, forcing the two class Bayes rule to classify any input sample may involve
a high risk because outliers may be erroneously classified in one of the modelled
classes.
Figure 2. Possible distributions
of class 0 and class 1with the
distance reject limits. a.
Overlapped classes. b. Well
separated classes. and
indicate possible predictions of
unknown samples for which
the Bayes rule gives
questionable results. LL0, HL0,
LL1 and HL1 are the limits for
rejection based on the distance
reject option.
1 reject
HL1         
0
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Another situation in which the usefulness of the Bayes rule is limited occurs when the
predicted value is in the boundary between classes (the ambiguity region). The dot in
the centre of Figure 2a represents a sample whose characteristics are similar for both
classes, with the result that the model cannot clearly distinguish whether it belongs to
one class or to the other. Again, the sample will be assigned to the class to which,
according to the Bayes rule, it has the highest probability of belonging. However, since
the probability that the sample belongs to class 0 is similar to the probability that it
belongs to class 1, there is a high risk of misclassification and the reliability of the
classification is low.
These situations show that the reject option might be an advantageous addition to the
decision rule. In this paper, we implement the reject option in p DPLS. Both the
classification reliability and accuracy of the p DPLS model are improved by identifying
unreliable classifications and rejecting the sample instead of running the risk of
misclassifying it.
4.2.3 Implementation of the reject option in p DPLS
The reject option in the case of classification ambiguity (i.e. for overlapped PDFs) can
be derived by adapting Chow’s rule to the PDFs obtained in p DPLS. Chow’s rule sets a
threshold t so that the sample is rejected if the highest a posteriori probability is lower
than (1– t). In other words, the sample is classified only if:
(9)
Thus, only those samples whose classification is reliable enough are indeed classified.
The other samples are rejected because they could be misclassified. The threshold that
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optimizes the trade off between the error rate and reject rate can be derived from the
costs associated with each classification result [29]:
(10)
where m, r, and c, are the costs of incorrect classification, of rejection and of correct
classification, respectively. The values that are assigned to these costs make the reject
option tuneable. The cost of being wrong is higher than the cost of both rejecting and
classifying correctly ( m > r > c). In fact, it is preferable to reject a sample and gather
additional information than to classify the sample incorrectly. It is also generally
assumed that classifying correctly has no cost ( c = 0). Note that Equation 9 is a
generalization of the standard Bayes rule. In particular, for the extreme case in which
the cost of rejection r equals the cost of misclassification m, the reject threshold is t =
1 and Chow’s rule is reduced to the standard Bayes rule, in which samples are never
rejected. A sample is also not rejected if t >1/C, where C is the number of possible
classes (C=2 for a binary classification) [34].
The second reason for using the reject option is to avoid classifying extreme samples
that have a large a posteriori probability but low values at both PDFs. In order to solve
this problem, Dubuisson and Masson [18] added a distance reject criterion to Chow’s
ambiguity reject option. This idea is implemented here for the p DPLS model by
imposing limits on the values, which define the extreme regions in which the samples
will be rejected. The limits are chosen so that the sum of the area in the tails of each
PDF is five percent of the total area of the distribution (i.e. the distance reject
probability equals 0.05 for each class, see Figure 2) [19]. Since the limits depend on the
shape of the distributions of each class, they are particular for each p DPLS model with
a given number of factors. In practice, when the PDFs are overlapped we have two
UNIVERSITAT ROVIRA I VIRGILI 
MULTIVARIATE CLASSIFICATION OF GENE EXPRESSION MICROARRAY DATA 




operative limits, a High Limit (HL) and a Low Limit (LL) and when the PDFs are
separated we have four limits (HL and LL for each class, see Figure 2).
Assuming the constraints for the distance reject and the ambiguity reject, the Bayes
rule with reject option is:
(11)
4.2.4 Evaluation of the classification method performance
The p DPLS models can be calculated for a different number of factors that are needed
to explain the relevant information. Thus, every p DPLS model will produce different
predictions for the calibration samples and, therefore, for the different PDFs, which, in
turn, will influence the performance of the classifier. The performance of a classifier is
commonly characterized by its error rate (or the classification rate, which is the
percentage of correctly classified samples) when classifying a test set of unseen
samples that were not used during the training phase. The actual class of every sample
in the test set is compared to the class to which it is assigned by the classifier. In
general terms, however, it is not the misclassification (and rejection) rate that we want
to minimize, but the misclassification (and rejection) cost [35], since the cost more
accurately reflects the objective of the classification rule [36]. The Cost is here defined
as:
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(12)
where Nr is the number of rejected samples and Nm is the number of misclassified
samples. The cost of correctly classifying a sample has been set to zero. Here, the
minimization of the cost will be used to decide on the optimal number of factors in the
p DPLS model.
4.3 Results and Discussion
4.3.1 Datasets
The proposed classification rule (Eq. 11) was applied to two datasets, the Human
Cancers dataset [37] and the Breast Cancer dataset [38]. These datasets have been
studied extensively in the literature [39, 40] and also used to evaluate the performance
of classification models [41 44]. The Human Cancers dataset consists of 282 microRNA
(miRNA, non coding RNA species) normalized expression profiles for 218 samples,
including 46 healthy samples (class 0) and 172 tumour samples (class 1) from several
healthy and tumour tissues (ovary, colon and lung to mention a few). The dataset was
divided into a training set and a test set by applying the Kennard Stone algorithm [45]
to the scores of the first 20 Principal Components (PCs), which were obtained from the
Principal Component Analysis (PCA) of the raw gene expression matrix. For this
dataset, the training set contained 153 samples (116 samples of class 1 and 37
samples of class 0), and the test set had 65 samples (56 of class 1 and 9 of class 0).
The Breast Cancer dataset consists of 5361 normalized gene expression ratios. These
were used in [38] to prove that a hereditable mutation influences the gene expression
profile of breast cancer. Seven samples of the BRCA1 mutation were used as class 0,
eight samples of BRCA2 mutation were used as class 1, and six samples of Sporadic
mutation were used as test samples.
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4.3.2 Human Cancers dataset
Although p DPLS is a full variable method, it can often be improved by carefully
selecting the variables and removing irrelevant miRNA expressions that interfere with
the discriminative power of the relevant miRNA [46]. For this dataset, the 100
variables with the highest VIP values (variable importance for the projection) were
considered. VIP values were calculated as described in [8, 47]. These values quantify
how each variable influences the response summed over all components and classes.
For the selected variables, six p DPLS models were calculated with 1 to 6 factors using
mean centered miRNA expression patterns (we will denote each model as p DPLSA,
where A is the number of factors). The a priori probabilities for these six models were
P( 0) = 37/153 = 0.24 and P( 1) = 116/153 = 0.76.
The PDF of classes 0 and 1 were calculated for each p DPLS model (Eqs. 1 to 5). The
test sample was classified by obtaining its prediction and then calculating the a
posteriori probabilities (Eqs 6a, 6b). Finally, the sample was either rejected or classified
in the class with the highest a posteriori probability (Eq. 11). In this dataset, the high
and low limits (HL and LL) for i were defined so as to retain the five percent of the
total area of the PDF in the tails of the distributions. The costs were arbitrarily set to
c= 0, r= 0.25, and m= 1 because no information was available about the costs of each
classification decision. Note that these costs are relative, and indicate that it is
preferable to reject four samples than to classify one wrongly. These values are
illustrative and should be adjusted for each particular classification problem. With
these values, the threshold value for rejection in the ambiguity zone is t = 0.25 (Eq. 10).
The models with A=1 to A=6 factors were validated by leave one out cross validation
(CV). In this process, sample i was left out of the training set, the p DPLSA model was
calculated, and the prediction i for the left out sample was obtained (note that the a
priori probabilities were recalculated to take into account that one sample had been
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left out). This procedure was repeated for all the samples of the training set and for all
the p DPLS models.
Figure 3 and Table 1 show the cross validation results obtained for the different p
DPLS models when the reject option (Eq. 11) is considered. Note that predictions for
samples in class 0 are around 0 and predictions for samples in class 1 are around 1,
but that the predictions partially overlap in models with less than four factors
(underfitted models). As a result of the overlap, many samples are either rejected or
wrongly classified and the cost of these models (Table 1) is high. For example, for p
DPLS2, 51% of the samples in class 0 were rejected by CV and 27% were misclassified.
On the other hand, the predictions from the models with four to six factors are
grouped tighter together. Consequently, these models have fewer misclassifications,
fewer rejections, and lower classification costs.
Figure 3. Prediction of the training samples by CV for the different p DPLS models with reject option.
Squares: healthy samples (class 0), – Green: correctly classified, Blue: misclassified, Red: rejected to
classify–. Circles: tumour samples (class 1), – Yellow: correctly classified, Brown: misclassified, Orange:
rejected to classify–.
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Table 1. Classification of validation samples by leave one out cross validation and test samples for the














Samples of class 0 Samples of class 1
1 30.3 0 (6) 24 10 (31) 2 (19) 89 25 (97)
2 15.5 10 (22) 19 8 (15) 0 (0) 3 113 (116)
3 7.3 4 (9) 13 20 (28) 0 (0) 0 116 (116)
4 5 2 (4) 8 27 (33) 0 (0) 4 112 (116)
5 3 1 (4) 4 32 (33) 0 (1) 4 112 (115)













Samples of class 0 Samples of class 1
1 0 (2) 6 3 (7) 0 (0) 17 39 (55)
2 2 (4) 5 2 (5) 0 (0) 0 56 (56)
3 0 (2) 4 5 (7) 0 (0) 0 56 (56)
4 0 (0) 2 7 (9) 0 (0) 0 56 (56)
5 0 (0) 0 9 (9) 0 (0) 0 56 (56)
6 0 (0) 0 9 (9) 0 (0) 0 56 (56)
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In terms of classification cost, the optimal model is p DPLS5 since no further
improvement is obtained for the model of six factors. The PDFs for this model are
presented in Figure 4a and the a posteriori probabilities across the domain are
presented in Figure 4b. The limits were found to be LL0 = –0.43 and HL1 = 1.42. Thus,
samples with a predicted value i < –0.43 or i >1.42 would be flagged as outliers and
rejected. These limits were different for each p DPLSA model because the training
sample predictions changed. According to the rejection criterion, eight samples (four
from class 0 and four from class 1) were rejected, all of them in the ambiguity region
(Table 1). As an example, the dot in Figure 4 corresponds to the sample T_BRST_2
(tumour sample, class 1) during the leave one out process. The prediction is i =0.44
and the calculated a posteriori probabilities are P( 0 i) =0.59 and P( 1 i) =0.41 (Eqs.
6a, 6b). Since both probabilities are similar, the confidence (reliability) that the
classification is correct is low because a slight shift in i due to measurement errors
could have changed the assigned class. The application of the classic Bayes rule (Eq. 8)
would assign the sample to the class with the highest a posteriori probability, meaning
that the sample would be wrongly classified into class 0. By allowing the reject
option, defined here by Chow’s rule (with t=0.25), the sample was rejected and not
classified because the highest a posteriori probability was below 1 t (i.e. max (P( 1 i),
P( 0 i) < 0.75 ). In this case, the reject option prevented us from classifying a tumour
sample as a healthy sample, and the expert would be prompted to make more tests
before the final diagnosis. It is interesting to note, as we indicated before, that the
reject option’s performance depends on the relative costs assigned to the classification
results. Thus, by setting different costs, the threshold (and hence the number of
samples rejected) will be tuned to meet the experimenter's needs.
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Figure 4. a. PDFs for the five factor p DPLS model obtained from the training samples during the LOOCV
process when T_BRST_2 is used as the validation sample. b. A posteriori probabilities across the domain
(Eq. 6a and 6b) derived from the PDFs in a b. The prediction and the a posteriori probability for sample
T_BRST_2 during the LOOCV process are also shown.
For comparison, Table 1 shows in brackets the classification results when the classical
Bayes rule is applied. For the model that best minimizes the cost, that is, p DPLS5, five
samples were misclassified if the reject option was not applied, whereas only one
sample was misclassified (a healthy sample) when the reject constraints were applied.
Thus, this model’s classification accuracy (i.e. the ratio of samples well classified and
the number of samples classified) was improved from 97% (148/153) to 99%
(144/148). Notice, however, that the reject option also rejected some samples that
would otherwise be correctly classified: the number of samples well classified
decreased from 148 to 144. This reduction in the number of well classified samples is
the price to pay for safeguarding against errors, and follows the trend of the suggested
costs of classifications, in which rejecting four samples was preferable to misclassifying
one.
Different reject thresholds were tested by varying the classification costs (Table 2).
When r=0.10, m=1 and c=0, the threshold was t=0.10. As expected, the number of
rejected samples increased because the cost of doing so decreased (i.e. we preferred
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to reject ten samples rather than classify one wrongly). However, the number of
misclassified samples did not change, which means that the rule rejected samples that
would have been correctly classified with t=0.25. Thus, decreasing t to below 0.25 did
not improve the model’s classification performance for this dataset. On the other
hand, when t was set to 0.35 (i.e. r=0.35, e=1, c=0), the results (not shown) were the
same as those obtained for t = 0.25. Hence, t = 0.25 was considered optimal for this p
DPLS5 model.
The samples of the test set were also classified according to Eq. 11. For the p DPLS5
model using t=0.25, 100% of the samples were well classified and there were no
rejects (Figure 5 and Table 1). By setting the threshold to t=0.10, two correctly
classified healthy samples turned into rejects (Table 2). This was seen in the
classification of the training samples above and highlights the need to set an adequate
reject threshold in order to obtain an adequate trade off between the rejects and the
misclassifications. This will depend on the needs of the experimenter and the cost
constraints in each particular application.
Figure 5. Classification of test samples for the different p DPLS models with reject option. Squares: healthy
samples (class 0), – Green: correctly classified, Blue: misclassified, Red: rejected to classify–. Circles: tumour
samples (class 1), – Yellow: correctly classified, Brown: misclassified, Orange: rejected to classify–.

















UNIVERSITAT ROVIRA I VIRGILI 
MULTIVARIATE CLASSIFICATION OF GENE EXPRESSION MICROARRAY DATA 
Cristina Botella Pérez 
ISBN:978-84-693-5427-8/DL:T-1418-2010 
4.3 Results and discussion
99
Table 2. Classification of validation samples via leave one out cross validation and test samples for the













Samples of class 0 Samples of class 1
1 16.1 0 36 1 1 115 0
2 6.5 2 31 4 0 14 102
3 5.9 3 23 11 0 6 110
4 3.5 1 17 19 0 8 108
5 3.3 1 14 22 0 9 107













Samples of class 0 Samples of class 1
1 0 9 0 0 56 0
2 0 9 0 0 0 56
3 0 7 2 0 0 56
4 0 3 6 0 0 56
5 0 2 7 0 0 56
6 0 2 7 0 0 56
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4.3.3 Breast Cancer dataset
This dataset demonstrates the rejection of test samples that are outside the class
limits. The same methodology as for the Human Cancers dataset was used except that
the Kennard Stone algorithm was not applied. Instead, the samples of mutations
BRCA1 and BRCA2 were used as a training set and the Sporadic mutation samples were
used as a test set. The aim was to show that the classification rule could reject
prediction samples from non modelled classes. This would prevent the classification
error that would otherwise occur if the classifier had to assign the samples to one of
the two modelled classes. Detecting this type of outlier is fundamental to the
application of any classification rule.
Probabilistic DPLS models were calculated for one to three factors by using log2 mean
centred gene expression data from BRCA1 (class 0) and BRCA2 (class 1) mutation
samples. This data consisted of the 51 most relevant gene expressions according to
[38]. These genes were found to be the most discriminative between the three
mutations. The costs of classifying correctly, rejecting and misclassifying were set at
c= 0, r= 0.25, and m= 1 respectively. The one factor p DPLS model (p DPLS1) was the
optimal model with the lowest cost (i.e. cost of 0.5). Models with two and three
factors were overfitted, with costs of 2.5 and 3.25 respectively. These higher costs are
due to the fact that most of the samples are rejected and, although there are no
misclassifications, the classifiers become useless. For example, for the p DPLS2 model,
10 of the 15 training samples were rejected during LOOCV. Similarly, the p DPLS3
model rejected 13 of the training samples.
The p DPLS1 calculated with the 51 gene expressions selected in the bibliography was
able to distinguish the samples of class 0 from those of class 1, thus providing well
separated PDFs (Figure 6). Only the sample s1252_P2, of class 0, and the sample
s1816_P13, of class 1, were rejected during LOOCV. The predictions of both samples
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were outside the limits of the classes (i.e. s1252_P2 >HL0 and s1816_P13>HL1). Notice that
because the PDFs were not overlapped, there was no ambiguity region and the limits
of the classes were defined by four operative limits. The classification performance of
the p DPLS1 did not change when the reject threshold was varied to t=0.35 and t=0.10.
The p DPLS1 model was used to classify the six test samples of sporadic mutation of
breast cancer. This mutation was not modelled in the training step; hence, all these
samples should be pointed as outliers and not classified. Classifying these samples in
any of the two modelled classes would result in a classification error. Figure 6 shows
the PDFs (Eqs. 4 and 5) of class 0 and class 1 for p DPLS1 together with the
predictions for the test samples. According to Eq. 11, all test samples were correctly
detected as outliers and rejected since their predictions i were between the limits HL0
( = 0.24) and LL1( = 0.54). If the reject constraints had not been applied, the classifier
would have assigned the test samples to the class with the highest a posteriori
probability. In this case, the samples s1572_P16 and s1324_P17 would have been
incorrectly classified into class 1 (i.e. as BRCA2 mutation samples) and the remaining
samples (s1649_P15, s1320_P18, s1542_P19 and s1281_P21) would have been
incorrectly classified into class 0 (as BRCA1 mutation samples). For these samples, the
a posteriori probability for one class was near 1. For example, sample s1572_P16 had
p( i 0)= 6 10
6 and p( i 1)= 2 10
3 which results in P( 0 i) 0 and P( 1 i) 1.
Therefore, if it is believed that the a posteriori probability demonstrates the
classification’s reliability, then the high values of probability obtained for the test
samples would suggest that we can trust the classifications, despite the fact that all of
them were incorrect. This shows that the classic Bayes rule is unreliable when both
conditional probabilities p( i 0) and p( i 1) are low. Moreover, it should be noted
that the predicted values are not as extreme as those expected for outliers. Hence,
these are not directly suspicious samples because of their i values. It was the reject
option, which set limits on the classes, which allowed these samples to be detected.
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Figure 6. PDFs for the one factor p DPLS model. Limits on LL0= 0.15, HL0=0.24, LL1=0.54 and HL1=1.50.
Triangles represent the test samples classified with p DPLS1.
4.4 Conclusions
Recently, the DPLS method has received much attention in the field of gene expression
data analysis. We have applied a new version of DPLS, namely probabilistic DPLS (p
DPLS), to classify biological samples using their microRNA (miRNA) expression patterns
and cDNA microarray data. p DPLS takes into account the uncertainty of the PLS
predictions in the definition of the classification model. In this version, the possibility
of rejection has been introduced. p DPLS with reject option performs better than the
original p DPLS, because only those samples that have the highest probability of being
correctly classified are indeed classified, whereas doubtful cases are rejected. The
methodology involves evaluating the probability of each classification together with
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the overall cost of the classifications performed for each model. In addition, the reject
option allows us to deal with situations in which the results of the Bayes rule may be
questioned. Moreover, the classification rule with reject option can help the
experimenter to check that a sample does not belong to any of the classes modelled in
the training step and therefore to ensure that it is rejected rather than misclassified.
Thus, the reject option enables the classifier to detect outliers, and this in turn
provides a new approach for improving outlier detection methods in the near future.
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Microarray data are obtained after a complex series of experimental steps that go
from hybridization to image analysis. Microarray manufacturing errors like dye
instability, different incorporation of the dyes, slide, spatial and print tip effects
together with scanning errors may introduce unspected data variability, which can
make the collected data for one sample very different than the data from other
samples of the same class. Additionally, the experimenter may be confronted with new
samples that are not like any of the other samples that have been modelled (e.g.,
samples that do not belong to any of the modelled classes). All these samples are
considered as outliers, and can have a degrading impact in the calculated classification
model (if they are training samples), can produce wrong evaluations of the
classification performance of the model (if the samples are validation samples) and can
lead to wrong classifications (if the samples are new samples to be classified).
Outlier detection is often unnoticed in microarray data classification. However it is
essential that any classificatition method that is intended to have a real practical use
be implemented together with appropriate outlier detection tools.
Basically, all the outliers can be detected either because they have errors in the
recorded data (x), because they have been identified erroneously (with erroneous y),
because they have abnormal x y relation or because they belong to a different
population than the samples we are trying to classify. In this work we develop outlier
detection for probabilistic discriminant partial least squares (p DPLS) method by
combining diagnostics based on leverage and x residuals (common in PLS) and the
reject option approach developed in chapter 4.
The method was tested on two datasets: the prostate cancer dataset and the small
round blue cell tumours of childhood dataset. Results showed that without outliers the
p DPLS classification models have better classification abilities and samples from
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classes not modelled during the training step are rejected to classify, thus avoiding
their misclassification.
The removal of outliers in the prostate cancer dataset reduced the Cost of
classification per sample from 0.11 to 0.06, and the model increased the proportion of
correct classifications of test samples from 95% to 100%. In the small round blue cell
tumours of childhood dataset the p DPLS with outlier detection method implemented
is able to flag correctly as outliers the 95% of the samples in the prediction step. These
samples did not belong to any of the classes modelled. When the outlier detection
method was not implemented in the training step, only the 5% of the test samples
were pointed as outliers, misclassifiying the remaining 95%.
This work is presented in paper form published in Journal of Chemometrics 2010
(Accepted).
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Abstract
The reject option plays an important role in the classification of microarray data. In this
work, a reject option is implemented in the discriminant partial least squares (p DPLS)
method in order to reject to classify both outliers and ambiguous samples. Microarray
data are highly susceptible to present outliers because of the many steps involved in
the experimental process. During the development of the classifier, outliers in the
training data may strongly influence the model and degrade its performance. Some
future samples to be classified may also be outliers that will most probably be
misclassified. Ambiguous samples are samples that cannot be clearly assigned to any
of the classes with a high confidence. In this work outlier detection and ambiguity
detection are implemented taking into account the x residuals, the leverage and the
predicted . The method was applied to oligonucleotide microarray data and cDNA
microarray data. For the first dataset (prostate cancer data set), the outlier detection
criteria allowed us to remove nine samples from the training set. The model without
those samples had better classification ability, with a decrease in the classification Cost
per sample from 0.10 to 0.07. The method was also used in a second dataset (small
round blue cell tumours of childhood dataset) to detect prediction outliers so that
most of the outliers were rejected to classify and misclassifications were reduced from
100% to 5%.
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5.1 Introduction
Outlier detection plays a fundamental role in the development and application of
multivariate classification methods for microarray data. Outliers are either samples,
variables, or certain variables in certain samples that have a different behaviour than
the rest of the data. This paper focuses on sample outliers. Sample outliers may be
training samples, validation samples, or future samples to be classified. The
experimenter is interested in flagging them for different reasons. Outliers in the
training set may have an excessive influence on the classification rule, unless robust
methods of classification are used. Hence, it is interesting to know whether the
classification rule is dominated by a few special samples, and discover if this influence
can be adverse. Samples with large measurement errors or samples that belong to a
different population than the samples we are trying to classify will degrade the rule.
These "bad" outliers should be detected, removed and the rule recalculated. Training
outliers may also contain "good" samples with unique information. These must be
kept, since they will improve the model by expanding its application domain. Their
detection will warn the experimenter that more samples of the similar type should be
obtained in order to model that variability better. Study of the good outliers may also
lead to discover special variables (gene expressions) that may have a high
discriminative power [1]. Outlier detection must also be applied when future samples
are to be classified, which is the ultimate objective of the classification rule. Unknown
samples that do not belong to any of the classes for which the classification rule was
trained or samples with large data errors will be misclassified. The experimenter wants
to be warned about these samples so that they can be rejected to classify until more
information is available. In this sense, outlier detection increases the confidence the
experimenter has in the classification protocol, since the samples that might be
misclassified will hopefully be flagged. Finally, outlier detection must also be used to
detect outliers in the validation set. Samples not representative of the future samples
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to be classified will likely produce an erroneous classification result that will worsen
the classification ability of the model. Hence, these samples should be detected, as it is
done for the unknown samples, and not considered to evaluate the performance of
the model.
The particularities of microarray gene expression data and the many levels of variation
introduced at the complex experimental stages, from hybridization to image analysis,
make necessary the use of outlier diagnostics [2, 3]. First of all, the recorded
microarray data depend on the biological variations of the population under study
(intrinsic to all organisms and influenced by genetic or environmental factors).
Technical variations introduced during the extraction, labelling or hybridization of
samples, scanner settings and measurement errors associated with the reading of the
fluorescent signals (which may be affected, for example, by dust on the array [4]) will
also increase the data variability. Moreover, the large number of variables (gene
expressions) compared to the relatively low number of objects, make the data analysis
and the classification a nontrivial task. Fortunately, the combined use of data pre
processing and multivariate algorithms can extract the main systematic variation in the
data and lead to satisfactory classification results. For example, normalization
methods, such as the lowess correction [5] or the total intensity normalization [6] can
remove inconsistencies of the microarray data. However, not all the errors in the data
may be mathematically removed and outlier diagnostics are still needed in order to
prevent misclassifications due to new unexpected data variations. Outlier detection is
also needed to flag those samples from new unexpected classes (biological outliers)
and those that present extreme biological variability.
Several methods have been used for detecting outliers in microarray data for particular
classification rules. Paoli [7] improved the performance of Support Vector Machines
(SVM) by selecting the optimal number of genes and treating the most relevant as
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outliers. Moffitt [8] constructed the SVM model by removing outliers via re validation.
Olsen [9] analysed the intensity scores of tissue microarrays of sarcoma phenotypes
with Euclidean hierarchical cluster analysis, presenting as outliers those samples that
did not cluster into any of the defined groups. The VizRank tool, which combines the k
nearest neighbours (k NN) method with a range of visualizations was also used to
detect outliers [10]. Model et al. [11] pointed out that outliers in microarray data
cannot always be detected visually and proposed a robust version of Principal
Component Analysis (rPCA). Their objective was to exclude single outlier chips from
the analysis and to detect systematic changes in experimental conditions as early as
possible in order to facilitate a fast recalibration of the production process. Shieh [12]
addressed outlier detection with highly different expression patterns in microarray
data using also PCA and a robust estimation of Mahalanobis distance. Tomlins et al.
[13] proposed the cancer outlier profile analysis (COPA) method for detecting
translocations from microarray data. For gene selection, genetic algorithms were
proposed for outlier detection using a grid count tree [14]. Liu et al. studied different
statistical methods to detect genes with differential expressions across the different
class samples (1). And Loo et al. used with the same objective, filter based methods
[15]. In contrast, Tibshirani [16] and Wu [17] proposed alternative cancer outlier
differential expression detection methods for detecting genes that, inside a disease
group, exhibit unusually high gene expression in some but not all samples.
In this work, we develop outlier detection for discriminant partial least squares (DPLS).
DPLS is one of the preferred methods for classification of microarray data [18]. In DPLS,
the assigned class is decided from the predicted value when the measured
microarray data are submitted to a PLS model. Hence, the outlier detection
approaches that exist for PLS (already applied in multivariate calibration in chemical
and industrial fields) can be applied. Pell used the studentized residuals versus
leverage plot to detect outliers in PLS, which was successful when either masking or
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swamping occurred [19]. Pell [20] also, based on the work by Martens and Næs [21],
detected outliers from an F ratio which compared the validation samples x residuals to
the x residuals of the calibration samples. Chiang and Pell [22] presented the closest
distance to center (CDC), a multiple outlier detection algorithm applied together with
ellipsoidal multivariate trimming (MVT), taking into account only the x data. A
methodology to detect prediction outliers in PLS was applied by projecting the new
objects on the Sammon’s mapping space containing the convex hull which defines a
boundary around each cluster and another around the whole calibration data [23]. Q
and Hotelling’s T2 statistics [24] were also used to detect outliers in PLS, although the
authors indicated that in some cases these indexes would not be enough.
Most of these mentioned approaches take into account only the x response data to
point a sample as a potential outlier since it is the only information available for
unknown samples. Note also that the predicted value is rarely used to detect
prediction outliers in PLS, since it is often difficult to set limits on the lowest and
highest values of that can be accepted. Only those predictions that are really extreme
can warn the sample being an outlier. DPLS, however, has the particularity that the
values (from which the class is decided) are located around the value that codifies the
class (around 0 or 1 in the DPLS scheme used in this paper) and that probability density
functions of the predictions can be established. This fact has been previously used to
define a reject option for DPLS and microarray data [25]. The reject option allowed to
reject to classify those samples that had extreme values or those with "normal"
values but whose classification was ambiguous (i.e., samples that have a very similar
probability to belong to any of the modelled classes). In this paper, we provide a
unified approach for outlier detection in DPLS for microarray data. This approach
combines the new criterion based on the predicted value particularly developed for
DPLS, with the well known diagnostics based on the leverage and the x residuals
commonly used in PLS.
UNIVERSITAT ROVIRA I VIRGILI 
MULTIVARIATE CLASSIFICATION OF GENE EXPRESSION MICROARRAY DATA 
Cristina Botella Pérez 
ISBN:978-84-693-5427-8/DL:T-1418-2010 
Outlier detection and ambiguity detection
for microarray data in p DPLS
116
5.2 Theory
5.2.1 Probabilistic Discriminant Partial Least Squares
DPLS is the application of PLS regression to classification problems. A DPLS model is
calculated by regressing y, which codifies the class of the samples, on X using A latent
variables (factors) [18, 26]. For microarray gene expression data, X is an N P matrix of
N samples and P gene expressions and y is a N 1 vector of ones and zeros, where the 0
codifies that the sample belongs to class 0 and the 1 codifies that the sample belongs
to class 1. For an unknown sample with measured x data, xt, the value predicted by
the DPLS model taking into account A factors is given by t = xt
Tb, where b is the vector
of regression coefficients and the pre processing is implicit in the formula. With the
mentioned coding, t should ideally be close to zero if the sample belongs to class 0
and close to one if the sample belongs to class 1. The criterion for deciding the class
from t will influence the performance of the classification rule. The criterion used in
this work is based on the probabilistic version of DPLS, p DPLS [27]. The p DPLS
procedure starts by calculating a PLS model of A factors relating X and y. Then, the
training samples are predicted with this model. For each training sample i, a potential
function f( i,SEPi) is calculated with the shape of a Gaussian centred at the predicted
value i and with standard deviation the standard error of prediction (SEPi) of that
sample. Next, the individual potential functions of all the samples of class 0 are
averaged to obtain the probability density function (PDF) that describes the
predictions of class 0 (Eq. 1):
(1)
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where n0 is the number of samples of class 0. The PDF for class 1 is calculated
likewise, using n1, the number of samples of class 1. A sample is classified by
calculating its prediction and applying the Bayes theorem to the two PDFs so that the
sample is allocated in the class with the highest a posteriori probability. A consequence
of the straight application of this rule is that a sample is always classified in one of the
classes. So, samples from new unexpected classes will be misclassified, and those
samples with either extremely low or extremely high values of (which may be
outliers) will be assigned to one of the classes with a very large probability.
5.2.2 Reject option in p DPLS
The purpose of the reject option in p DPLS is to allow the classifier to reject a sample if
this will likely be misclassified. In other words, a class label is assigned only to those
samples with the highest probability of being correctly classified. By not forcing the
classifier to always make a decision in one of the two modelled classes, the
misclassification rate of the model (measured as the number of correctly classified
samples with respect to the number of samples for which the classifier assigns a class)
decreases, and gives confidence to the experimenter on the outputs of the
classification rule. The reject option in p DPLS is implemented here for two main types
of samples: outliers and ambiguous samples.
5.2.2.1 Rejection of outliers
Outliers are samples whose x data have different features than the bulk of the training
samples. Several reasons for this behaviour are (a) the sample belongs to a class that
was not modelled, (b) the sample belongs to one of the modelled classes but the x
data have gross errors or contain unmodelled interferences, and (c) the sample
belongs to one of the modelled classes but has correct extreme values of some
variables. Samples in situation (a) should be detected and rejected otherwise they will
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be wrongly classified in one of the two modelled classes. Samples in situations (b) and
(c) will not necessarily be misclassified, but this uncommon behaviour will likely affect
the classification result and hence we might prefer to reject the samples and ask for
extended analysis instead of running the risk of misclassifying them. Outliers (hence,
candidates to be rejected to classify) in p DPLS are flagged based on the following four
criteria: limits on the , leverage, ratio of residual variances and classification error.
a. Limits on the
In p DPLS, the predictions of the training samples are used to calculate a distribution
of predictions for each class (see Figure 1). These distributions are ideally centered on
0 and 1, the reference values used at the training stage. Uncommon x data will
produce values at the extremes of the PDF’s of a class. Hence, limits for are set
around the majority of the of the training data. These limits define regions in the
axis in which the sample is either classified in one class, in the other class, or rejected
to classify [25]. The limits are defined such that the area in the tails of each distribution
is five percent of the total area of the distribution (i.e. 2.5% in each tail of the PDF of
each class). These limits depend on the PDFs. Hence, they are different for p DPLS
models with a different number of factors. In practice, when the PDFs are overlapped
(Figure 1) there are two limits, a High Limit (HL) and a Low Limit (LL) and when the
PDFs are separated there are four limits (a HL and a LL for each class) (Figure 4b). A
sample with a predicted outside the limits will be flagged as outlier. If the PDFs are
not overlapped, a sample with between HL0 and LL1 will be flagged as inlier. This
criterion improves the direct application of the Bayes rule in the sense that, at the
extremes of the PDFs, the a posteriori probability for one class is high, and hence the
Bayes rule would assign the sample to that class with a high probability. By imposing
the limits, the sample will now be rejected to classify. Note also that the limits on the
values will not account for all the outlier situations in p DPLS, since they will not detect
those outliers whose unusual x data makes be inside a classification region, e.g.
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when the of a sample of class 0 falls within the classification region of class 1.
These samples might be detected by the criteria described next.
b. Leverage
The leverage of sample t for a DPLS model calculated with mean centered x data is
given by [28]:
(2)
where tt denotes the score vector and T is the scores matrix of the mean centered
training data. The leverage measures the distance from the sample to the center
(mean) of the training set taking into account the correlation in the data. A low value of
ht indicates that the sample is similar to the average of the training samples. A high
leverage indicates that the sample has an unusual x vector (or score vector) relative to
the training samples, so it is an x outlier. In that case, the experimenter should suspect
about the reliability of the classification and wait for additional studies. Although no
strict rules exist, it is common to declare as a high leverage sample the one with
hth 3 where h is the average leverage value for the training samples (
) [29, 30].
c. Ratio of residual variances
In DPLS, there is a vector of x residuals for each sample and number of factors A used
in the model. The residuals are the difference between the measured x data and the
data predicted by the model with A factors. While the leverage refers to the position of
the sample in the subspace of the factors used for regression, the residual refers to the
orthogonal subspace, i.e., the factors not used for regression. Residuals that are much
larger than most of the residuals of the training samples indicate that the sample is
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poorly described by the model for that number of factors and, hence, it is an x outlier.
It must be pointed out, however, that large x residuals do not necessarily imply a
wrong , and, hence, a wrong classification. Actually, one of the advantages of the
factor based methods such as PLS is that the factors retained in the model should
account for the relevant variability in the x data, while the remaining factors not used
in the model should account for the irrelevant variability (the x residuals). Hence, a
large x residual simply indicates that some part of the measured x data is not
modelled. However, there is a large chance that the source of these unmodelled data
had also a contribution in the model space and influenced the . These outliers are
detected by comparing the unmodelled parts of the test sample to the unmodelled




2 is the residual variance for the test sample :
(4)
and sT
2 is the total variance for the training samples [21]:
(5)
An object with V>3 is considered to be an outlier. A similar criterion was used in [31] to
detect outliers in PLS. Note that the usual comparison of V with a tabulated F value is
not useful. The very large number of degrees of freedom involved [32] makes the
tabulated F value be low and most of the samples be flagged as outliers, which is
meaningless.
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Figure 1. Probability density functions (PDFs) for the p DPLS model with two factors obtained during leave
one out cross validation and influence plots for the training samples when a sample is used as a test. a b.
PDFs and influence plot when sample N43_normal is left out c d. PDFs and influence plot when sample
T11_tumour is left out, e f. PDFs and influence plot when sample N41_normal is left out. In a, c and e, the
triangle ( ) identifies the prediction of the left out sample. In b, d and f, the triangle ( ) identifies the left
out sample as compared to the rest of the training data. The vertical and the horizontal dotted lines indicate
the limits for outlier detection.
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d. Classification error
Classification error is an easy to use outlier diagnostics during the training stage of a
classification rule. When the x y relation of a sample does not agree with the x y
relation described by the model, the sample is misclassified, and this is used to flag the
sample as an outlier. This is the equivalent to a large prediction error in regression
models. Different from the criteria (a) to (c), the classification error can only be used to
detect outliers in the training and validation sets because it requires the true class to
be known. Despite it cannot be applied to new samples, the criterion is still very
helpful to refine the classification model.
5.2.2.2 Rejection of ambiguous samples
Ambiguous samples are samples that share characteristics of both class 0 and class 1
because the measured x variables are not discriminative enough for the algorithm
used. When these samples are predicted by the DPLS model, their values are in the
boundary between classes (ambiguity region, Figure 1) so the Bayesian probability of
belonging to any of the classes P( c| t) is similar. Even small variations in the
measured x data can make the classifier assign the sample to either one class or the
other. This increases the uncertainty of the classification result, so it may be preferable
to reject that sample. This rejection is defined by the rule:
 (6)
so that the sample is rejected if the a posteriori probability of belonging to any of the
classes is lower than a reject threshold (1–t). Note that the threshold can be set to
reject any slightly doubtful sample. This improves the error rate of the classifier, since
less samples will be misclassified, but, in turn, more samples will be rejected that
otherwise could be correctly classified, which reduces the usefulness of the classifier.
Chow [33] derived an optimum rejection scheme that gives a trade off between reject
rate and error rate. This rule was recently described for p DPLS [25].
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The prostate cancer data set [34] consists of 50 non tumour samples (class 0) and 52
tumour samples (class 1) with 12600 gene expressions (variables). From these gene
expressions (variables), the 150 with the highest variance weight [35] were selected to
avoid irrelevant genes from interfering with the discrimination power of the relevant
genes [36]. The dataset was divided into a training set (82 samples, 42 of class 0 and
40 of class 1) and a test set (20 samples, 8 of class 0 and 12 of class 1) using the
Kennard Stone algorithm [37]. This dataset is used to show the ability of the
methodology to detect outliers in the training set and to show that the final
classification model and the prediction of the test set improve when these outliers are
deleted.
The small round blue cell tumours of childhood dataset [38] includes 2308 gene
expressions of 12 samples of neuroblastoma (NB), 8 samples of non Hodgkin
lymphoma (BL), 23 samples of Ewing family of tumours (EWS) and 20 samples of
rhabdomyosarcoma (RMS). EWS samples (class 0) and RMS samples (class 1) were
used for training and the remaining, NB and BL samples, as test samples. This dataset
was used to show how the proposed method can reject new samples that do not
belong to any of the modelled classes. Since, the test samples do not belong to any of
the modelled classes, they would be misclassified unless the reject option is
implemented.
UNIVERSITAT ROVIRA I VIRGILI 
MULTIVARIATE CLASSIFICATION OF GENE EXPRESSION MICROARRAY DATA 
Cristina Botella Pérez 
ISBN:978-84-693-5427-8/DL:T-1418-2010 
Outlier detection and ambiguity detection
for microarray data in p DPLS
124
5.3.2 Prostate data set
Briefly, the procedure was as follows. First, the p DPLS model was calculated for a given
number of factors using mean centered gene expressions of the training samples. Then,
the training samples were predicted and the predictions, , were used to calculate
kernel Gaussians, which, in turn, defined a PDF for each class (Eq. 1). From the PDFs, the
reject option limits for were set. The leverage and x residuals of the training samples
were also calculated. An unknown sample with measured xt, was first predicted ( t=xt
Tb)
and the x residuals, the leverage and the probability of classification for each modelled
class (evaluated as the Bayes a posteriori probability detailed in [25]) were calculated.
The sample was then either classified or rejected to classify if it was flagged as outlier
(section 2.2.1) or ambiguous (section 2.2.2, Eq. 6). Before classifying unknown samples,
the optimal model was selected by leave one out cross validation (LOOCV). In LOOCV, a
sample is left out and the model is calculated using the remaining samples. Each left out
sample was treated as an unknown sample and was either classified or rejected as
described above. Of the rejected samples, outliers were removed from the training set
and the model was recalculated; ambiguous samples, however, were maintained in the
model since they introduced relevant variability.
The performance of the model was evaluated with the classification cost per sample:
(7)
where Nr is the number of samples rejected, Nm is the number of samples misclassified,
r and m, are the costs of rejecting a sample or misclassifying it respectively and N is
the total number of samples used to validate the model. The cost criterion, calculated
during LOOCV, was used to compare the p DPLS models with a different number of
factors and to select the optimal model. Note that r and m may be fine tuned to meet
the requirements of the classification problem. Since for this dataset there is no
reference in the literature about the associated costs of rejecting or misclassifying a
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sample, we used r =0.25 and m =1, which indicates that we prefer to reject four
samples instead of classifying one wrong. In this case, r values lower than 0.25 did not
improve the classification performance of the model.
For this dataset, preliminary p DPLS models using 1 to 4 factors were calculated. Taking
into account the cost per sample calculated by LOOCV, the optimal model had two
factors. Samples N43_normal and N25_normal (both of class 0) were pointed out as
outliers because their predictions were outside the accepted region for for its
corresponding cross validation segment. The prediction of sample N43_normal (Figure
1a b) was = 0.59, lower than LL0= 0.56, while sample N25_normal had = 0.66, lower
than the limit LL0= 0.50 established for its p DPLS model (note that the limits HL and LL
vary for each cross validation segment since the p DPLS is calculated with different
samples). These extreme predictions suggested the possibility of an unusual x vector.
This was later confirmed because the leverage of these samples exceeded three times
the average leverage of the training set: sample N43_normal had h = 0.13 while h =0.024
and sample N25_normal had h = 0.23 while h =0.037. The reason for the high leverage is
that five genes, those with Accession Numbers 36785_at, 221_s_at, 774_g_at,
31449_at, 38411_at, had higher intensities than the rest of the samples of class 0. The
five variables (genes) differentially expressed, in this case, were not considered relevant
since the different intensities were only present in a few samples so they did not seem
to respond to a differential characteristic of one class.
In addition to the samples N43_normal and N25_normal, the leverage criterion also
flagged sample N33_normal as outlier (h = 0.12, while h =0.025), despite this sample did
not have an unusual .
Six additional samples (N04_normal, T02_tumour, T05_tumour, T11_tumour,
T15_tumour and T25_tumour) were rejected for having high x residuals (V > 3). These
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six samples had most of the gene expressions with higher intensities than the mean of
the intensities of the training samples, so the samples were not well modelled by the
factors of the DPLS model. The T11_tumour sample (class 1) (Figure 1c d), for example,
was rejected because V = 9.45. Its prediction =0.47 was closer to the predictions for
class 0 than to the predictions of class 1 so the sample would have been classified
wrongly (i.e., non tumour) if it had not been rejected. Notice that the prediction for this
sample is not an extreme value, so the sample had not been labelled as suspicious based
only on the prediction.
In addition to the previous samples flagged as outliers, five samples were wrongly
classified (Table 1). In these samples, the relation of x y did not agree with the trend
modelled by the p DPLS model. The reason for the wrong classification is that the
intensities of the samples of class 0 (non tumour) are lower than those of class 1
(tumour) for the majority of the samples of this dataset. The sample N38_normal (class
0), however, had intensities in some of the variables higher than expected, more
similar to the intensities of tumour samples (class 1) than to the intensities of the
samples of its true class (Figure 2a). For this reason, the sample was misclassified. The
opposite happened with the misclassified samples of class 1 (T39_tumour,
T21_tumour, T49_tumour and T34_tumour). Some intensities were lower than most of
the intensities of class 0 (Figure 2b). This situation may result from either an incorrect
codification of the samples (mislabelling), experimental problems (e.g. bad intensity
acquisition) or because these samples were truly different from the rest of samples of
their class (which would indicate that more representative samples of this type should
be collected before they are included in the model).
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Figure 2. a. Intensities of sample N38_normal of class 0 (grey) and mean of intensities of class 0. b.
Intensities of sample T21_tumour of class 1 (grey) and mean of intensities of class 1 (black).
During the cross validation process, four additional samples were rejected to classify
because they were ambiguous. These samples did not have extreme values, so they
were not likely to influence the model excessively and they were kept in the training set.
However, since in the LOOCV process these samples acted as test samples, they were
considered as rejects for the calculation of the performance of the classifier. An example
is shown in Figure 1e and 1f. The figure shows the acceptance and reject regions for the
cross validation model when sample N41_normal is left out. Because its was in the
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ambiguity zone, this sample would have been rejected to classify if it had been an
unknown sample.
It is to note also that the outlier detection process could suffer from the masking effect,
so that the presence of several outliers could hide the presence of some other outlier.
Despite this, extreme samples could still be detected and the model was recalculated
without those samples. The optimal model was again the p DPLS model with 2 factors,
with a decrease of the Cost of classification per sample from 0.11 to 0.06 (Figure 3).
Figure 3. Cost per sample for the training samples with r=0.25 and m=1. ( ) p DPLS model with all the
samples. ( ) p DPLS models after removing outliers.
Table 1 shows the classification results for the models calculated with the original
dataset and with the dataset after removing the rejected training samples. The LOOCV
and test set classifications are first presented for the initial dataset using the p DPLS
model for two factors (columns 2 and 3) without reject option (i.e., there are no
rejected samples). Columns 4 and 5 show the classifications when the reject option is
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enabled. Note that one false negative and one false positive of the classical model
become rejects. In turn, five true negatives and six true positives become also rejects.
This is because the high certainty required in the classification results makes the
samples with uncertain classification be rejected. Columns 6 to 9 show the results after
the outliers in the training set had been removed. Comparing the classical p DPLS
models with and without outliers (columns 2 3 and 6 7), it is seen that the model
without outliers misclassifies one sample less. This improvement is more notable when
rejection is allowed (columns 4 5 versus 8 9). In this case, the LOOCV error rate
(calculated as the ratio of samples misclassified divided by the samples classified), for
the model with outliers is 5/69=0.07, higher than the error rate for the depurated model
(2/56=0.04). The reduction of misclassified samples is also observed in the test set.
Columns 8 and 9 show the results of the depurated model with reject option. This
depurated model predicts better than the models calculated with all the training
samples without reject option. This optimal model classifies wrongly only two samples,
and also has fewer rejections, so the classification Cost per sample is lower (Figure 3).
The prediction of the test set is also better. The two misclassifications of p DPLS
calculated with the initial dataset are now rejections (based on the ambiguity rejection
rule, Eq. 6). Compared with the p DPLS model with reject option calculated with the
initial dataset, the number of misclassifications and of rejections decreased, so the
classification cost per sample decreases from 0.10 to 0.07. Hence, the removal of the
outliers of the training set improved the p DPLS model in the sense of classifying better
both the training samples via LOOCV and the test samples.
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Table 1. Prostate cancer dataset. Classification of validation and test samples for the p DPLS model with two
factors calculated with initial training samples and after removing outliers.
Initial dataset Dataset after removing outliers from the
training set
p DPLS p DPLS with reject
option
p DPLS p DPLS with reject
option
LOOCV test LOOCV test LOOCV test LOOCV test
FN 2 2 1 1 6 2 2 0
FP 5 0 4 0 0 0 0 0
TN 42 5 37 5 38 5 33 5
TP 33 13 27 13 24 13 21 13
RN 0 0 6 0 0 0 5 0
RP 0 0 7 1 0 0 7 2
** False Negative (FN): samples of class 0 classified in class 1, False Positive (FP): samples of class 1
classified as class 0, Reject Negative (RN): samples of class 1 rejected, Reject Positive (RP): samples of class
0 rejected, True Negative (TN): samples of class 1 correctly classified, True Positive (TP): samples of class 0
correctly classified.
5.3.3 Small round blue cells tumour dataset
The same strategy as for the prostate cancer dataset was followed. In this case the p
DPLS models were calculated using the 96 most significant gene expressions according
to reference [38]. Preliminary p DPLS models were calculated with 1 to 3 factors using
mean centered gene expression data and then validated by LOOCV. The optimal model,
with the lowest cost of classification per sample was the one factor model. For this
model, four training samples were detected as outliers. Three of them had large x
residuals with values st
2/sT
2 of 4.98 (sample EWS_T13), 6.11 (sample RMS_T7), and 8.43
(sample RMS_T11) larger than the cut off value of 3. Moreover, the prediction of sample
RMS_T11 was = 1.91, higher than the class limit HL1=1.35. The fourth outlier, sample
EWS_T12, had a prediction = 0.18, lower than the limit LL0= 0.072. After deleting
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these four samples, the p DPLS model was recalculated and used to predict the test
samples. Without reject option, all the test samples would have been incorrectly
classified by the model. With the reject option, 19 out of the 20 test samples were
pointed as outliers by the limits because they were inliers. The other sample had the
prediction in the acceptance region and hence it was classified, but erroneously. The
classification performance would have been worse if the p DPLS model had not been
depurated from outliers. Without excluding the training outliers, the PDFs of the model
varied, and hence the limits for rejection (Figure 4). In that case (i.e., the p DPLS model
calculated with all the training samples) only 13 of the 20 test samples were rejected
and the remaining 7 were considered valid by the model and classified either in class 0
or in class 1 (hence, wrongly classified). Note that the test samples have intermediate
values of the x variables between the two modelled classes EWS and RMS. Since the
samples are close to the centre of the multivariate space, their predictions were around
0.5, in the middle of the PDFs of the two modelled classes. In this case, none of test
samples could have been rejected neither by the leverage criterion (the maximum
leverage was h=0.01, while the 3 was 0.15 for this model) nor by the ratio of variances
(all had V<3). This shows the complementary information that the limits, the leverage
and the ratio of variances offer.
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Figure 4. Small round blue cells tumour dataset. PDFs of p DPLS model with one factor a. with all the training
samples, b. without the training outliers. Note how PDFs (and hence, the limits and the rejection and
acceptance zones) change when outliers in training set are removed.
5.4 Conclusions
Classification rules for microarray data require appropriate rejection diagnostics. The
several steps involved in the generation and measurement of microarray data, that may
introduce important errors in the data, as well as the possibility of submitting to the
classifier samples from a non modelled class, make it necessary the use of diagnostics to
prevent misclassifications. Rejection diagnostics act both in the training stage of the
rule, by identifying those outliers than can degrade the performance of the rule, and in
the prediction of new incoming samples, by identifying those samples that will likely be
misclassified. Within this approach, the classification model is not forced to classify any
1 reject0 rejectreject
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future sample that arrives. This work extends the previous work on reject option for p
DPLS that was based only on the predicted , which has been shown to be not always
sufficient to detect outliers. Both training and prediction outliers were now detected by
taking into account the x residuals, the leverage and the predicted . The possibility of
using x residuals is an advantage of classification methods based on latent variables
such as p DPLS. The deletion of the training outliers from the training set improved the
classification model. At the prediction stage, samples were rejected to classify either
because they were outliers, or because they were ambiguous.
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Microarray data are often used to determine if a cell or a tissue is healthy or tumour,
or if it belongs to a subtype of a certain tumour. The quality of these classifications
depends on the discriminating ability of the multivariate classification model. This
ability decreases if irrelevant genes are included in the training data. Hence, gene
selection plays a key role in the analysis of microarray data. In fact, gene selection
acomplishes several purposes: 1) the identification of genes that are biologically
relevant for the development of a certain disease 2) the discovery of coexpressed
genes in order to build metabolic pathways and 3) the reduction of the dimensionality
of the data in order to make data analysis easier.
Many gene selection methods have been developed. Some are based on biological
inferences and some have been developed from other type of data. In some cases,
gene selection is based on criteria that can be valid for different types of classification
models, such as using genetic algorithms to select the genes that minimize the
prediction error of a certain classifier [1]. Different classification strategies can be
plugged into this selection scheme, as long as the model takes in certain selected
genes and gives out a prediction error that characterizes the selected subset of genes.
Others, such as selecting the genes that are most correlated with the class label [2] or
based on statistical tests [3 4] ignore how classification algorithms processes the data,
so it may not favour the same systematic variations in the data that the algorithm will
do.
Since the basis of this thesis has been the application of DPLS, we sought for gene
selection that could enhance the characteristics that the DPLS algorithm uses from the
data. Hence, in this work, we implement the selectivity ratio (SR) index in order to
choose the most relevant subset of genes for classification with p DPLS models. The
selectivity ratio evaluates specifically the most relevant variables in PLS models. For
each variable, this index is the ratio of the explained variance with respect to the
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residual variance. The best genes are those with a high explained variance and a low
residual variance. Hence, the genes with the highest SR are selected as significant and
the remaining genes are discarded from the analysis.
This paper also discusses another important aspect related to gene selection, namely
the influence that the split of the dataset into training and test sets has on the subset
of selected genes and on the evaluation of the classifier performance. It is a common
practice that the goodness of a gene selection algorithm is checked by classifying a test
set. For that purpose, the initial data set is split into a training set and a test set either
randomly or using an algorithm such as the Kennard Stone algorithm. Then, based on
the training set, a subset or several subsets of genes are selected, and the classification
model is calculated using only these genes. Next, the test set is classified. The subset of
genes with the highest classification ability indicates the best goodness of the
selection. These selected genes may be relevant only to discriminate the samples of
this particular training set and the test accuracy may be overoptimistic since the genes
were selected based on the accuracy of classification of this particular test set.
In this chapter it is shown that the split of the data intro training and test subsets
influences the accuracy of the classification. Certain splits can lead to classify correctly
100% of the test samples while other splits can only classify correctly 80% of the test
set, thus giving a false indication of the true ability of the gene selection algorithm for
selecting the best genes. In this work, many random splits of training and test sets
have been used for defining the final accuracy of the classification models.
These aspects are discussed and implemented for two datasets, prostate cancer
dataset and non small cell lung cancer dataset. For the prostate cancer dataset, the
mean of the accuracies (by cross validation) of classification increased from 85% (all
5966 genes used) to 94% when only 17 selected genes were used. Equivalently, the
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mean of accuracies for the test samples increased from 84% to 94%. For the non small
cell lung cancer dataset, the model calculated with only 17 of the 54675 original genes,
provided a cross validation classification accuracy of 93%.
This work has been submitted in April 2010.
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ABSTRACT
Most of the gene expressions measured in a microarray experiment are irrelevant for
the final application of the data. Irrelevant genes may confound the classification
models and decrease their performance. In this work, a gene selection method based
on the selectivity ratio index is used. This index is specific for the DPLS method and has
been used to select the best genes that discriminate between healthy and tumour
prostate cancer tissues and that discriminate between different subtypes of non small
cell lung cancers. It is also shown that the split of the dataset into training and test sets
influences both the genes selected and the estimated accuracy of the classification
model. A wrong assessment of the accuracy of the model may lead to either reject a
good subset of genes or accept a suboptimal subset. To overcome this influence a
repetitive strategy including data split, gene selection, validation and prediction is
performed. For the prostate dataset, models calculated with only 17 selected genes
were able to classify the samples with accuracies around the 94%, better than models
calculated with all the gene expressions (5966) whose accuracies varied between 50
and 100% depending on the data split. For the non small cell lung cancer dataset the
models calculated with the genes selected following the selectivity ratio index had
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better classification abilities, independently to the split of the data (accuracies from 94
to 98% for leave one out cross validation) than the models calculated with all the
genes.
6.1 Introduction
DNA microarrays simultaneously provide gene expressions for thousands of genes.
Usually, only a few of the measurements describe informative genes either
overexpressed or underexpressed, while the rest describe unspecific variations or
noise. Discovering the co expressed genes is interesting in order to build metabolic
pathways, to know the biological relevance of genes for clinical diagnosis and also to
enhance the performance of classification algorithms [1]. Classification of cells and
tissues according to their gene expression profiles is one of the main uses of
microarray data. Multivariate classification is adversely affected by irrelevant genes,
which interfere with the discriminative power of the relevant genes. Hence, gene
selection is needed to enhance the accuracy of the classifiers, and it is especially
relevant when the biochemical importance of the selected genes will be sought.
In the last years, many methods have been developed to identify the most relevant
genes for certain types of diagnoses. Three major groups of methods have been
described: filters, wrappers and embedded techniques [2]. Some methods have been
based on genetic algorithms [3], random forests [4], weights of support vector
machines [5] and statistical tests such as the t test or the Wilcoxon test [6] to cite a
few.
DPLS is one of the most used classification methods for gene expression data [7].
DPLS's most important feature is that it uses linear combinations of the original
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variables, which enables dimensionality reduction, noise filtering and outlier detection.
Although DPLS does not necessarily require variable selection, it is preferable to input
only the relevant variables and to discard those that can distort the calculated factor
space. Several approaches for gene selection in PLS have been described. Tan et al. [8]
selected genes using the sum of squared correlation coefficients between the gene
expressions and the response variables. Czekaj and Walczak [1] used the stability of
regression coefficients, and Li Shen [9], following the work of Guyon et al. [5], selected
the genes with a high absolute value of the regression coefficient using a recursive
feature elimination system. Petterson [10], based on Trygg et al. approach [11], used
the first weight vector of a PLS model with one factor to estimate the importance of a
gene for describing the dependent variable. Other criteria often used to select genes is
the Variable Importance on Projection (VIP) [12], which is based on the weighs of the
DPLS model and t– or F–statistics [13, 14].
Since each classification method enhances particular features of the data, gene
selection based on general criteria (e.g., selecting the genes that are most correlated
with the class label) does not always provide optimal solutions. Recently, Rajalahti et
al. [15] used the selectivity ratio (SR) index to discover the relevant variables in a mass
spectral profile, detecting peptides in the low molecular mass range without problems
of false biomarker candidates. The advantage of this index is that it can be calculated
specifically for DPLS so that the variables pointed as relevant have also the largest
discriminative power for this type of classification model.
In this work we show the use of the selectivity ratio index to choose the most relevant
genes when the classification is carried out using DPLS and microarray gene expression
data. It is shown that the initial split of the dataset into a training and a test set may
influence significantly the estimated classification performance of the classifiers, and
hence the conclusion about the goodness of the selection criterion and of the selected
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subset of genes. An approach based on repetitive data split, gene selection, training of
the classifier and validation is used in order to better estimate the ability of the
selected genes for providing a good classifier.
6.2 Methods
6.2.1 Probabilistic discriminant partial least squares (p DPLS)
Probabilistic Discriminant Partial Least Squares (p DPLS) is a new version of
Discriminant Partial Least Squares (DPLS) regression [16]. Briefly, p DPLS starts by
calculating a PLS model of A factors relating a N P gene expression matrix (X) and a
N 1 vector of ones and zeros that codifies the samples’ class (y). Next, the training
samples are predicted with this model. For each training sample, a potential function is
calculated as a gaussian centred at the predicted value and with standard deviation
equal to the standard error of prediction (SEP) of that sample. Next, the potential
functions of the samples of the same class are averaged to obtain the probability
density function (PDF) of class 0 and of class 1. The classification of a test sample is
done by calculating the a posteriori probability on each class, based on the prediction
of the sample. The performance of DPLS depends on the relevance of the input genes.
Below, the selectivity ratio index is introduced as a method for gene selection.
6.2.2 Selectivity ratio index
The selectivity ratio (SR) index [15] is based on Kvalheim and Karstang target rotation
approach [17]. It is defined as the ratio of the explained variance (vex,p) to the residual
variance (vres,p,) of a variable:
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(1)
A target projection model is calculated as
X= tTPpTPT + ETP = XTP + ETP   (2)
where tTP (N×1) are the target projected scores and pTP (P×1) and the target projected
loadings. These are obtained as
tTP=X bPLS/||bPLS||   (3)
pTPT=tTPTX/(tTPTtTP)    (4)
where bPLS (P×1) are the regression coefficients of the DPLS model calculated for A
factors. From Eq. (2), the explained variance for variable p, vex,p, is calculated from the
pth column of XTP and the residual variance for variable p, vres,p, is calculated from the
pth column of ETP.
The genes with the highest SR are the ones that best define the relevant variations in
the data.
6.2.3 Effect of data split on performance evaluation
Commonly, gene selection starts by splitting the dataset into a training set and a test
set [18 20], either randomly or using a sample selection algorithm such as the Kennard
and Stone algorithm [21]. Then, genes are selected so as to optimize a criterion
calculated from the training set, and the goodness of the selected genes, and hence of
the selection criterion, is checked either by cross validation [22, 23] or by predicting a
test set [18 20, 24]. Other debatable approaches, such as selecting the genes that best
classify a test set have also been used [25]. The limitation of the single split approach is
that a selection algorithm or a set of selected genes may be discarded because an
UNIVERSITAT ROVIRA I VIRGILI 
MULTIVARIATE CLASSIFICATION OF GENE EXPRESSION MICROARRAY DATA 




unfortunate split of the dataset leads to low classification accuracies for the test set.
Or the other way round, a suboptimal set of genes can be accepted if the classification
ability of that particular test set is high.
In order to overcome this situation, gene selection is done in this work from one
thousand different training subsets selected randomly. For each training set, a DPLS
model is evaluated and the selectivity ratio index SR for each gene is evaluated. After
the one thousand iterations, the mean of the SR's of each gene is calculated and the
genes with the largest mean SR are selected. The usefulness of the genes selected is
then checked by calculating the classification accuracy of new five hundred DPLS




The prostate dataset [26] consists of 50 non tumour samples (class 0) and 52 tumour
samples (class 1) with 12.600 gene expressions analysed for each sample. This dataset
has been previously studied in gene selection studies and used to evaluate the
performance of a classification method [4, 27, 28] to cite a few.
The non small cell lung cancer (NSCLC) dataset [29] consists of 58 samples of the two
major histological subtypes of lung cancer, 40 from adenocarcinoma (class 0) and 18
from the squamous cell carcinoma (class 1) with 54675 gene expressions analysed for
each sample.
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6.3.2 Discussion
6.3.2.1 Prostate cancer dataset
The dataset was pre processed like in [26]. The floor value was set at 10, the ceil value
at 16000 and the genes with (Imaxp Iminp) < 50 and (Imaxp/Iminp) <5 were removed,
where Imaxp and Iminp are the maximum and minimum intensities of the gene
respectively. The intensities of the final 5966 genes left were then log2 transformed.
This dataset was randomly split into a training set and a test set with the only
constraint that the training set should contain 50% of the samples of each class from
the initial dataset. Then two factor DPLS models were calculated with mean centered
data and the SR index was calculated for each gene. The number of factors was initially
determined as the one with the lowest root mean square error of cross validation
using all the genes. It was latter checked that a different reasonable number of factors
of the DPLS model did not affect the genes that were selected as relevant after the one
thousand repetitions. The procedure was repeated one thousand times and the
average SR index of each gene was calculated. The 10, 17 and 35 genes with the
highest average of SR for these models were selected as potentially relevant (Table 1).
Figure 1 shows the mean SR for the fifty genes with the highest index. After the first 17
selected genes, the remaining genes have similar SR. Hence, the discriminative power
for the rest of the genes is not relevant enough to justify their inclusion in the model.
Anyway, the best 10, 17 and 35 genes were selected in order to compare them with
previous selection results using the random probabilistic model building genetic
algorithm (RPMBGA) criterion [25].
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Figure 1. Mean of SR among the 1000 iterations for the fifty genes with highest SR.
Table 1. The 35 most relevant genes accordingly with the SR index calculated from 1000 p DPLS models.
Id of genes selected




































*Note that to avoid redundancy, the 17 genes are the 10 in the first column plus the 7 in the second column,
and analogously the 35 genes are the 10 in the first column plus the 7 in the second and the 18 in the third
and the fourth columns.
The ability of the selected genes to discriminate between tumour and non tumour
samples was evaluated for models calculated using the 10, 17 and 35 relevant genes
only [24]. In order to make the results less dependent on data split, the classification
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performance was calculated for five hundred p DPLS models. These models were
calculated from randomly generated training and test sets with 50% of samples of each
class in each set. For a better comparison, the samples in the training set and test set
in each repetition are the same for the models calculated with 10, 17 and 35 genes.
The histograms in Figure 2 summarize the validation accuracies of the five hundred
models calculated with 10, 17 or 35 genes. For each model (a selected subset of
training samples and genes) the leave one out cross validation (LOOCV) accuracy and
the test set accuracy were evaluated. If the subset of genes is adequate, one would
expect both accuracies be high and similar, independently on the samples used to
calculate the model.
Figure 2a shows that the models calculated with 10 genes had LOOCV accuracies from
85% to 100% depending on the data split. Test set accuracies also ranged from 85% to
100%. Most of the models had a LOOCV accuracy of 96% and test set accuracy of 92%.
These high values of both accuracies indicate that the subset of genes accounted for
the main differences between non tumour and tumour prostate cancer samples. The
fact that the histogram is sharp indicates that the high accuracy was maintained for
most of the models and it was quite independent on the split of the samples into
training and test sets. Note also that a single unfortunate split can lead to low values of
both LOOCV accuracy (88%) and test accuracy (90%), which could lead to reject the
selected subset of genes in front of previously reported subsets as they did not
improve the performance. Also note that some data splits can lead to models with a
large difference between the LOOCV classification accuracies and the test sets
classification accuracies (e.g. LOOCV accuracy of 88% and test set accuracy of 100%).
These results highlight the relevance that the data split may have when determining
the usefulness of a selected subset of genes or the usefulness of a given classification
rule.
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Similar remarks can be drawn from Figures 2b and 2c for models calculated with the
optimal 17 and 35 genes following the SR criterion. For 17 genes, the most frequent
LOOCV accuracy is 94%, with a test accuracy of 92% (Figure 2b). For the subset of 35
genes, most of the models have high LOOCV and test accuracies of 94% (Figure 2c).
The models calculated with genes selected with the selectivity ratio index were
compared with models calculated from genes selected in the bibliography. Figure 2d
shows the accuracies when the five hundred models calculated using optimal genes
reported in reference [25]. Note that although the subsets of genes were chosen with
a different criterion (RMPMGA) and for a different classifier (support vector machines),
they can also give DPLS models with high accuracies. However, the histograms are not
as sharp as in Figure 2(a c), so the quality of the models depends much more on the
data into training and test sets than when the genes are selected with the SR index.
Reference [25] reported test set accuracies of 98% calculated for one single dataset
split. Note that for DPLS those genes can give accuracies as high as 100% for certain
dataset splits, but most of them have around 92% accuracy. This suggests an inferior
performance for p DPLS than when the subset selected with the SR index is used.
For the subsets of 17 and the 35 genes, the accuracies varied from 85% to 100%
(Figure 2e 2f). Note that in that case the accuracies obtained depended even more on
the training and test sets in which the dataset was split and the histograms were more
flat.
When using the raw dataset without gene selection (5966 genes), the validation
accuracies range from 50% to 100% for different data splits (Figure 3). The mean of
LOOCV accuracy was 85% and the mean of test accuracy was 84%. The lower
accuracies as compared to using subsets of selected genes can be attributed to the fact
that the models are taking into account false correlations. Given the large number of
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genes, some uninteresting genes may become correlated with the class label for a
certain data split, so that the model will assign a high modelling importance to those
genes. The test set, which does not show the same correlation pattern, is then
classified with a high error. The almost flat histogram suggests that the accuracies
change often depending on the split into training and tests set and hence that using all
the genes are not able to provide models that systematically perform well.
Figure 2. Prostate dataset training (LOOCV) and test accuracy frequences (per unit) for the five hundred p
DPLS models calculated with 10 (a, d), 17 (b, e) and 35 (c, f) genes chosen with the SR criterion (a c) and by
RPMBGA (d f).  
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Figure 3. Prostate cancer dataset. Training and test accuracy frequences (per unit) for the five hundred p
DPLS models calculated with all final genes the genes after preprocessing (5966 genes).   
6.3.2.2 Non small cell lung cancer dataset
The non small cell lung cancer dataset consists of 54675 gene expressions from 58
samples of asenocarcinoma (AC) and squamous cell carcinoma (SCC). Following the
procedure described for the prostate dataset, one thousand randomly training and
test subsets were generated and the SR index for each gene was calculated for each of
the models to discriminate between AC and SCC samples. The 17 and 30 genes with
the highest average SR index over the one thousand models were selected as relevant
(Table 2). This number of genes was decided in order to compare the results with
previously reported results [29].
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Table 2. The 30 most relevant genes accordingly with the SR index 1000 p DPLS models.
 
Id of genes selected































* The 30 genes are the 17 in the first two columns plus the 13 in the third and fourth columns.
The selected genes were used to calculate five hundred p DPLS models using random
training and test sets. These models were also compared with the models calculated
with the genes selected in a previous work [29].
Figure 4 summarizes the validation accuracies of the five hundred models obtained by
LOOCV and by predicting the test set for subsets of 17 and 30 genes. The accuracies for
LOOCV and for test data ranged from 85% to 100%. Note that most of the models with
the 17 genes selected having maximal SR have LOOCV and test accuracies from 94 to
98% (Figure 4a). This fact is even more notable when the 30 genes are used (Figure
4b), for which the number of models with test accuracies out of this range is
insignificant. In contrast, for the 17 and 30 genes selected in [29] the p DPLS models
have varying accuracies, from 88% to 98%, without dominant training and test
accuracy values (Figures 4c 4d). Again, this points out the importance that the data
split has on the evaluated accuracies. Note also that the mean of the test accuracies
obtained by the models calculated with the genes selected following the SR criterion
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are slightly better than those obtained with the genes selected in [29] (from the 92%
to 93% for the 17 genes subset or from 92% to 93% for the 30 genes subset).
selected in [29] (from the 92% to 93% for the 17 genes subset or from 92% to 93% for
the 30 genes subset).
 
Figure 4. Training and test accuracy frequences (per unit) for the five hundred p DPLS models calculated with
17 (a, c) and 30 (b, d) genes selected by the SR criterion (a b) or in the reference work (c d).
6.4 Conclusions
The selectivity ratio index has been used to select the best subset of discriminant
genes for microarray data classification with p DPLS. The methodology reduces the
influence of the samples selected as training samples on the final classification
accuracies, and the genes selected give models with very similar classification abilities
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independent of the data split. We have also shown that the accuracies of the models
may depend to a large extent on the particular samples in the training set and that
using a single test set to validate the gene subset may result in either too optimistic or
pessimistic conclusions.
Acknowledgements
The authors thank the support of the Departament d’Universitats, Recerca i Societat
de la Informació de Catalunya for providing Cristina Botella’s doctoral fellowship, an of
the Spanish Ministerio de Educación y Ciencia (project CTQ2007 66918/BQU).
UNIVERSITAT ROVIRA I VIRGILI 
MULTIVARIATE CLASSIFICATION OF GENE EXPRESSION MICROARRAY DATA 




[1] Czekaj, T., W. Wu, and B. Walczak, Classification of genomic data: Some aspects of feature
selection. Talanta, 2008. 76: p. 564 574.
[2] Saeys, Y., I. Inza, and P. Larrañaga, A review of feature selection techniques in bioinformatics.
Bioinformatics, 2007. 23: p. 2507 2517.
[3] Tang, E.K., P. Suganthan, and X. Yao, Gene selection algorithms for microarray data based on least
squares support vector machine. BMC Bioinformatics, 2006. 7: article 95.
[4] Díaz Uriarte, R. and S.A.d. Andrés, Gene selection and classification of microarray data using
random forest. BMC Bioinformatics, 2006. 7: article 3.
[5] Guyon, I., et al., Gene Selection for Cancer Classification using Support Vector Machines. Machine
Learning, 2002. 46: p. 389 422.
[6] Troyanskaya, O.G., et al., Nonparametric methods for identifying differentially expressed genes in
microarrays. Bioinformatics, 2002. 18: p. 1454 1461.
[7] Boulesteix, A. L. and K. Strimmer, Partial least squares: a versatile tool for the analysis of high
dimensional genomic data. Briefings in Bioinformatics, 2007. 8: p. 32 44.
[8] Tan, Y., et al., Multi class cancer classification by total principal component regression (TPCR)
using microarray gene expression data. Nucleic Acids Research 2005. 33: p. 56 65.
[9] Shen, L., PLS and SVD based penalized logistic regression for cancer classification using microarray
data. Proceedings of the 3rd Asia Pacific Bioinformatics conference, 2005: p. 219 228.
[10] Pettersson, F. and A. Berglund, Interpretation and validation of PLS models for microarray data.
Chemometrics and Chemoinformatics ACS Symposium series, 2005. 894: p. 31 40.
[11] Trygg, J., O2 PLS for qualitative and quantitative analysis in multivariate calibration. Journal of
Chemometrics, 2002. 16: p. 283 293.
[12] Musumarra, G., et al., Potentialities of multivariate approaches in genome based cancer research:
identification of candidate genes for new diagnostics by PLS discriminant analysisy. Journal of
Chemometrics 2004. 18: p. 125 132.
[13] Dai, J.J., L. Lieu, and D. Rocke, Dimension reduction for classification with gene expression
microarray data. Statistical Applications in Genetics and Molecular Biology, 2006. 5: article 6.
[14] Huang, X., et al., Borrowing information from relevant microarray studies for sample classification
using weighted partial least squares. Computational Biology and Chemistry, 2005. 29: p. 204–211.
[15] Rajalahti, T., et al., Biomarker discovery in mass spectral profiles by means of selectivity ratio plot.
Chemometrics and Intelligent Laboratory Systems, 2009. 95: p. 35 48.
[16] Botella, C., J. Ferré, and R. Boqué, Classification from microarray data using probabilistic
discriminant partial least squares with reject option Talanta, 2009. 80: p. 321 328.
UNIVERSITAT ROVIRA I VIRGILI 
MULTIVARIATE CLASSIFICATION OF GENE EXPRESSION MICROARRAY DATA 
Cristina Botella Pérez 
ISBN:978-84-693-5427-8/DL:T-1418-2010 
Gene selection in microarray
data based on SR index
158
[17] Kvalheim, O.M. and T.V. Karstang, Interpretation of latent variable regression models
Chemometrics and Intelligent Laboratory Systems, 1989. 7: p. 39 51.
[18] Horng, J. T., et al., An expert system to classify microarray gene expression data using gene
selection by decision tree Expert Systems with Applications, 2009. 36: p. 9072 9081
[19] Yoon, Y., et al., Direct integration of microarrays for selecting informative genes and phenotype
classification. Information Science, 2008. 178: p. 88 105.
[20] Li, L., et al., Gene selection for sample classification based on gene expression data: study of
sensitivity to choice of parameters of the GA/KNN method. Bioinformatics, 2001. 17: p. 1131
1142.
[21] Kennard, R.W. and L.A. Stone, Computer Aided Design of Experiments. Technometrics, 1969. 11:
p. 137 148
[22] Hossain, A., et al., A flexible approximate likelihood ratio test for detecting differential expression
in microarray data Computational Statistics & Data Analysis, 2009. 53: p. 3685 3695
[23] Li, G. Z., et al., Selecting subsets of newly extracted features from PCA and PLS in microarray data
analysis. BMC Genomics, 2008. 9: p. S24 S38.
[24] Paul, T.K. and H. Iba, Prediction of Cancer Class with Majority Voting Genetic Programming
Classifier Using Gene Expression Data. EEE/ACM Transactions on Computational Biology and
Bioinformatics, 2009. 6: p. 353 367.
[25] Paul, T.K. and H. Iba, Gene selection for classification of cancers using probabilistic model building
genetic algorithm. BioSystems, 2005. 82: p. 208 225.
[26] Singh, D., et al., Gene expression correlates of clinical prostate cancer behavior. Cancer Cell, 2002.
1: p. 203 209.
[27] Dettling, M., BagBoosting for tumour classification with gene expression data. Bioinformatics,
2004. 20: p. 3583 3593.
[28] Jeffery, I.B., D.G. Higgins, and A.C. Culhane, Comparison and evaluation of methods for generating
differentially expressed gene lists from microarray data. BMC Bioinformatics, 2006. 7: p. 359 375.
[29] Kuner, R., et al., Global gene expression analysis reveals specific patterns of cell junctions in non
small cell lung cancer subtypes. Lung Cancer, 2009. 63: p. 32 38.
UNIVERSITAT ROVIRA I VIRGILI 
MULTIVARIATE CLASSIFICATION OF GENE EXPRESSION MICROARRAY DATA 
Cristina Botella Pérez 
ISBN:978-84-693-5427-8/DL:T-1418-2010 
CHAPTER  7 Multi-­‐class classification
of  microarray gene  
expression data
Submitted May 2010
UNIVERSITAT ROVIRA I VIRGILI 
MULTIVARIATE CLASSIFICATION OF GENE EXPRESSION MICROARRAY DATA 
Cristina Botella Pérez 
ISBN:978-84-693-5427-8/DL:T-1418-2010 
UNIVERSITAT ROVIRA I VIRGILI 
MULTIVARIATE CLASSIFICATION OF GENE EXPRESSION MICROARRAY DATA 
Cristina Botella Pérez 
ISBN:978-84-693-5427-8/DL:T-1418-2010 
Multi class classification of
microarray gene expression data
161
Microarray gene expression data were initially used for binary differentiation e.g., to
classify a sample or a cell as healthy or tumour. Commonly, however, the diseases with
genetic origin have more than two subtypes, so the problem of classifying a sample from
gene expression data is more often than not a multi class classification problem.
Although some classification algorithms can easily handle many classes (e.g., k nearest
neighbours classification), others (e.g. some versions of DPLS) are designed to deal with
two classes only. In order to be able to use for multiclass classification the powerful
binary classifiers available, new strategies have to be devised. One of these strategies is
to perform binary classifications between pairs of classes, and then combine the results
to obtain the final class label. This one versus one strategy is often better than to model
one class against all the others (the one versus all strategy). The reason is that in the
one versus all strategy, different subtypes of samples are grouped into the same class,
which must be differentiated from the target class. In contrast, the one versus one
strategy allows the model to focus on the genes that actually differentiate one particular
class from another particular class.
A difficulty in the one versus one strategy is that a new sample will be submitted to all
the binary models that make the classification system. For the binary models that
modelled the class, the prediction should be that the sample belongs to the modelled
class. For all the other models, the sample is an outlier and should be detected as such.
Hence, the combination of the results of the binary classifiers in order to obtain the final
assigned class is a fundamental step.
In the present work multi class classification is performed in two steps by combining
partial least squares (PLS) regression and the linear discriminant analysis (LDA). In the
initial step, one versus one PLS models allow obtaining the predictions for each sample
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(a single value) and for each model. Each one versus one PLS model can only
discriminate between two different classes. However, the predictions of samples from
the classes not modelled by each PLS model may span all the domain, and hence
misclassified. So, the multi classification is done in a second step with the LDA classifier
applied over the predictions of the samples for all the one versus one PLS models.
The methodology was used to classify samples of leukemia and small round blue cell
tumours datasets. The accuracies of classification were 97%, using only 15 genes, and
100% with 17 genes, respectively.
This paper was submitted in May 2010.
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ABSTRACT
When classification from microarray gene expression data is a multi class problem, the
outputs of binary classifiers such as discriminant partial least squares (DPLS) must be
combined to obtain the final classification result. In this work a new methodology for
multi class classification that combines partial least squares (PLS) and linear
discriminant analysis (LDA) has been developed. The method also includes a gene
selection step based on the selectivity ratio index so that the best performing genes
for each binary PLS model are selected. When the methodology was applied to the
leukemia dataset, that has three classes, 97% of the samples were correctly classified
using only 15 genes in the PLS models. For the round blue cell tumour dataset, that has
four classes, 100% of the samples were correctly classified using only 17 genes in the
PLS models.
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An important challenge in the use of large scale gene expression data for biological
classification occurs when the dataset involves multiple classes [1]. So far, most of the
research on classification of microarray data has focused on two major classes only
(e.g. normal versus cancer tissue, response to treatment versus no response).
However, practical cancer diagnosis requires differentiating among more than two
types or subtypes and, hence, multi class classification techniques are needed [2].
Multi class classification can be approached in two ways. One way is the use of
algorithms that treat multi class problems directly, such as k Nearest Neighbours
(kNN), Linear Discriminant Analysis (LDA) or Neural Networks (NN). A second way is to
decompose the multi class problem into multiple binary classification problems and
use binary classification algorithms, such as Discriminant Partial Least Squares (DPLS)
or Total Principal Component Regression (TPCR). These binary classification models can
be calculated by modelling either one class versus the others (one versus all, OVA), one
class versus each other class (one versus one, OVO) or using hierarchical partitioning
[3, 4]. Then, the results of the binary classifiers are combined to obtain the assigned
class label.
Several novel methods have been developed for multi class classification with
microarray data. Tan et al. in [5] used TPCR, which takes into account the information
of the dependent variables and also the errors in the dependent and independent
variables. Ooi et al. in [1] used genetic algorithms (GA) for gene selection and
classification was based on the maximum likelihood. They obtained better
classification accuracies than previously published methods and reduced the number
of genes needed for classification. Leng et al. in [6] proposed Sparse Optimal Score
(SOS), based on Fisher LDA, as a multicategory classifier and classified three public
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datasets satisfactorily. Tibshirani et al. [7] proposed the nearest shrunken centroid
method, for cancer class prediction. With the same multi classification objective, some
studies proposed derivations of SVM for multi classification. Lee et al. designed an
optimal multicategory SVM [8], Peng et al. in [2] and Liu et al. in [9] combined GA and
one versus one SVM. In contrast, de Souza et al. in [10] applied GA and one versus all
SVM.
DPLS has proven useful for binary classification of microarray data but it has not been
much studied for multiclass classification. Nguyen et al. [11] used PLS as a dimension
reduction technique for a posterior classification with Logistic discrimination or
Quadratic Discriminant Analysis. DPLS2 was used by Tan et al. [12] to classify multiclass
public datasets using the OVA strategy. However, this strategy may lack biological
sense for microarray data analysis when, for instance, healthy samples must be
grouped together with tumour samples and discriminated from other tumour types.
In this work we describe the application of PLS combined with LDA for multi class
classification. Several OVO PLS models are calculated and LDA is applied to the
predictions of the samples on each of these models. The advantage of using OVO
models is that each model maximizes the differences between the two modelled
classes. Additionally, gene selection is performed for each PLS model to increase the
discriminant ability. The selection is based on the highest selectivity ration index [13]
that is specially suited for PLS. The method has been applied to two datasets, the
leukemia dataset [14] and small round blue cell tumour dataset [15].
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7.2 Methods
7.2.1 Multi class classification method: Partial Least Squares Linear
discriminant analysis
The multi class classification in C classes is done by combining PLS regression and LDA
(Figure 1) and may be validated by leave one out cross validation (LOOCV) or by a test
set.
PLS is a regression method based on maximizing the covariance between X and y [16].
The gene expression microarray data, X is an N×p matrix of N samples and P gene
expressions and y is a vector of zeros and ones that codifies the classes of the samples.
In this paper, one versus one PLS models are calculated, so X only contains samples
from two modelled classes, for instance class 1 (e.g. “tumour type I”) and class 2
(e.g. “tumour type II”). The zeros in y codify the samples of class 1 and the ones in y
codify the samples of class 2. With these settings, PLS models for every combination
of two classes i vs. j i = 1,…C, j>i are calculated (Figure 1(c)).
For a sample to be classified in one of the C classes, its prediction in each DPLS model
is calculated as:
(1)
where b is the vector of regression coefficients for the model of A factors and x is the
gene expression vector for such sample. Note that if b has been calculated from mean
centered data then x should be mean centered and should be processed accordingly.
The sample to be classified is predicted in all the OVO PLS models (Figure 1(c)), thus
obtaining a vector, of predictions (Figure 1(d)). For instance, if there are three
subtypes of samples, three PLS models are calculated: class 1 versus class 2, class 1
versus class 3 and class 2 versus class 3. The prediction of a sample in these three
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models generates = [ 12 13 23] (the subscripts indicate the classes accounted for in
each model) that describes the behaviour of the sample in the multiclass classifier.
Ideally, if the sample belongs to class 1, 12 and 13 should be close to zero and 23
should be far above 1 or far below 0 so that the sample could be detected as an outlier
in the model of class 2 vs. class 3. Actually, this is not always the case and outliers
may have predictions along the entire domain and mixed with the predictions of the
modelled classes. Similarly, a sample of class 2 should have a 12 close to one, a 23
close to zero and an undetermined value of 13. Finally, a sample of class 3 should
have 13 and 23 close to one and an undetermined value of 12. LDA is then applied to
.
LDA finds discriminant functions (directions) such that the distance between the
classes’ mean vectors is maximized when the data are projected onto such functions.
Let be the vector of predictions obtained for the sample that must be classified. A
discriminant score (m) is calculated for that sample in each discriminant function as:
(2)
where c is the mean vector of the predictions of the training samples of class c, c is
the a priori probability of class c calculated as the number of samples of the class over
the total number of samples.
(3)
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Then the sample is classified in the class for which it has the lowest classification score
(Figure 1(e)).
 
Figure 1. Scheme of a three class PLS LDA training classification process: a. Initial dataset. b OVO PLS model
with an A factors (initial guess) are calculated and genes are selected with the SR index for each model. c.
The optimal OVO PLS models are calculated with the selected genes. d. All the training samples are predicted
in each OVO PLS model obtaining a matrix. D. LDA classifier is calculated, using as independent variables
and y as the class code. Note the P12, P23 and P13 represent the same number of genes but not necessarily
the same genes. The optimal number of factors in the OVO PLS models is those that minimize the RMSECV
criterion.
7.2.2 Selectivity ratio index
The Selectivity Ratio (SR) index flags the most relevant variables for PLS. It is based on
a target rotation approach [17] and is detailed in reference [13]. The SR index is
defined as the ratio of the explained variance (vex,p) to the residual variance (vres,p) of a
variable (p):
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Taking into account that PLS decomposes X as:
X= tTPpTP
T + ETP =XTP + ETP (7)
where tTP (P×1) are the target projected scores and pTP (P×1) and the target projected
loadings.The explained variance for each variable p is calculated from the p column of
the reconstructed XTP, and the residual variance is calculated from the p column of the
residual matrix E. Note that tTP and pTP on equation 7 are calculated following the
procedure in [13]. The genes with a highest SRp index are selected as the more relevant
to discriminate between the two classes modelled by the PLS model. Note that each
OVO PLS model has its optimal subset of genes that best discriminate between the two
modelled classes. The number of genes in the subset may differ from one PLS model to
another. To avoid an additional optimization step, the methodology implemented here
used the same number of genes for all the PLS models, although the genes were not
necessarily the same.
7.3 Datasets
The leukemia dataset [14] consists of 72 samples of acute lymphoblastic leukemias
carrying a chromosomal translocation that derives on three subtypes of samples, acute
lymphoblastic leukemia (ALL, 24 samples class 1), mixed lineage leukemia (MLL, 20
samples, class 2) and acute myeloid leukemia (AML, 28 samples, class 3). For each
sample 12582 gene expressions were obtained. This dataset was pre processed as
described in [14].
The small round blue cell tumour (SRBCT) dataset [15] consists of 63 training samples
from four different cell subtypes. 23 samples are from Ewing family of tumours (EWS,
1), 20 are rhabdomyosarcomas (RMS, class 2), 12 are neuroblastomas (NB, 3) and
UNIVERSITAT ROVIRA I VIRGILI 
MULTIVARIATE CLASSIFICATION OF GENE EXPRESSION MICROARRAY DATA 
Cristina Botella Pérez 
ISBN:978-84-693-5427-8/DL:T-1418-2010 
Multi class classification of
microarray gene expression data
170
the remaining 8 are Burkitt lymphomas (BL, 4). The independent test set has 20
samples, 6 of class 1, 5 of class 2, 6 of class 3 and 3 of class 4. For each training




Three OVO PLS models were calculated for A factors: a model of ALL vs. MLL, a model
of ALL vs. AML, and a model of MLL vs. AML. For each PLS model, genes having the
highest SR index were selected. Three groups of 15, 50 and 100 genes were tested so
that the results could be compared with previous results [14, 18]. The OVO PLS models
were recalculated using the selected genes and the optimal number of factors was the
one that minimized the root mean square error of leave one out cross validation
(RMSECV). Note that this number of factors may differ from the ones used in the
preliminary model used for selecting the genes.The three optimal PLS models were
used to predict all the training samples. A matrix (72×3) of predictions was then
obtained and used for training the LDA classifier. A sample to be classified was first
predicted with the three PLS models, thus obtaining a vector, (3×1) of predictions.
This vector was supplied to the LDA classifier to obtain the final classification.
In this dataset, a test set was not available, so leave one out cross validation (LOOCV)
was carried out. Hence, all the samples were used once as a test sample, obtaining for
each one a (3×1) vector of predictions, and yielding matrix t (72×3) of predictions in
total. This matrix was used to predict the class with the LDA classifier calculated with
the training samples in the previous step.
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Modelling with the 15 most relevant genes
Figure 2a shows the LOOCV predictions from the three binary PLS models calculated
with only the 15 most discriminant genes, selected according to the SR index. Note
that the model of ALL vs. MLL can discriminate correctly samples from the class ALL
(whose predictions are around 0) from the samples of class MLL (whose predictions are
around 1). However, it cannot differentiate the samples from class AML. Ideally, these
samples should behave differently and have extreme predictions, so that they could be
detected as outliers. Instead, their predictions are between the values 0 and 1, so the
predictions of the PLS model only are not enough for correctly classifying all the
samples. A similar situation happened with the MLL samples in the model ALL vs. AML
and with the AML samples in the model ALL vs. MLL (Figure 2a).
Next, LDA was applied to the predictions of each LOOCV sample. Figure 2b shows the
validation samples already classified by LDA in the space of the PLS. The LOOCV
classification accuracy was 97.2%, higher than the 95% accuracy by LOOCV previously
reported for this dataset [14] using kNN and selecting the genes following a signal to
noise criterion. A 97.2% of accuracy means that the method only misclassified 2 of the
72 samples. These two misclassified samples, MLL_2 and MLL_15, are samples of class
MLL that were assigned to class AML. Figure 3 shows the discriminant scores of the LDA
classifier for the first two discriminant functions. Note that for these samples the
discriminant score in the second discriminant function is not high enough to be
assigned to their true class MLL. Both samples have raw intensities lower than the
intensities of the samples of their true class MLL and more similar to the intensities of
the samples of class AML. As a consequence, the discriminant scores and the predicted
’s for these two samples were more similar to the ’s for class AML. More concretely
(Table 1) MLL_2 has predictions 12 = 0.62 and 13 = 0.94, which are almost equal to the
mean of the predictions of the samples of class AML ( 12= 0.68 and 13 = 0.97) and
differ considerably from the mean of the predictions for the samples of its true class
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( 12= 0.94 and 13 = 0.61). The predictions for the model of MLL vs. AML did not
contribute significantly to the classification of the MLL_2 sample, having a value
between the predictions of both classes.
 
 
Figure 2a.Predictions of LOOCV samples for OVO PLS models 2b. Samples classified according to LDA based
on the LOOCV predictions of the OVO PLS models calculated with the 15 genes selected with the highest SR
index. ( ) samples of class ALL correctly classified, ( ) samples of class MLL correctly classified, (×) samples of
class AML correctly classified, and ( ) misclassified samples.
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Figure 3. Discriminant scores of the LDA classifier calculated for the first two discriminant functions. ( )
samples of class ALL ( ) samples of class MLL, (×) samples of class AML, and ( ) misclassified samples.
Modelling with the 50 most relevant genes
When the number of genes selected to calculate the PLS models was 50, the
classification performance was similar as for 15 genes, except for one additional
sample that was misclassified. The predictions of each class are more clustered around
their target values, which should improve the discrimination between the classes.
However, the two outliers detected when the classification was performed with 15
genes, MLL_2 and MLL_15, were again outliers. In addition, the sample AML_11 was
also pointed out as outlier. This resulted in a 95.8% of LOOCV classification accuracy. In
this case, then, increasing the number of genes worsened the classification. This
contrasts with previous results where the best accuracies were obtained with 50 genes
[18].
Figures 4a and 4b show the predictions and the LOOCV results for the models
calculated with 50 genes. The two samples of class MLL misclassified (MLL_2 and
MLL_15) behave like in the models calculated with 15 genes. AML_11 is an AML
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sample whose intensities for these 50 selected genes are higher than the expected for
a sample of class AML. This did not happen when only 15 genes were used. These high
intensities influenced the predicted y, which was similar to the predictions of the MLL
samples and very different from the predictions of the samples of its true class.
When the number of genes increased to 100 the classification performance was like
the performance of the models with 50 genes, and the three samples pointed above as
outliers were again misclassified.
 
Figure 4a. Predictions of LOOCV samples for OVO PLS models calculated with the 50 genes with highest SR
index. 4b. Classification of LDA from the OVO PLS predictions. ( ) samples of class ALL correctly classified, ( )
samples of class MLL correctly classified, (×) samples of class AML correctly classified and ( ) misclassified
samples.
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7.4.2 Small round blue cell tumour dataset
Following the procedure described for the leukemia dataset, OVO PLS models were
calculated. By combining the four different classes, six PLS models were calculated. For
each one, the best 17 discriminant genes, obtained using the SR index, were selected.
The optimal number of factors for each one of the six PLS models was determined
based on the minimum RMSECV. The optimal PLS models were used to predict all the
training samples, which where then submitted to the LDA classifier. Figure 5 shows the
predictions for the test samples for three of the six PLS models, along with the
classification performed by LDA from those predictions. From the OVO PLS predictions
LDA was able to classify correctly all test samples.. Note that in reference [15] a 100%
of test accuracy was achieved using 96 genes. With PLS LDA, the same performance is
achieved using only 17 genes, selected independently for each one of the OVO PLS
models.
 
Figure 5. Predictions from three of the six PLS models and the classification performed by LDA. (×) samples
of class EWS ( ) samples of class RMS ( ) represents samples of class NB ( ) represents samples of class
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LDA applied on the predictions of one versus one PLS models allows multi class
classification of microarray gene expression data with good performance. By selecting
the most discriminant genes independently for each PLS model, the accuracies are
similar to those previously published but using less genes. In addition, the use of only a
few genes allows a better posterior interpretation of the biological sense of the genes
and their relation with a particular illness.
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1. Probabilistic Discriminant Partial Least Squares (p DPLS) has been
applied to the binary classification of microarray gene expression data.
The probabilistic Discriminant Partial Least Squares (p DPLS) method has been
successfully applied to classification of microarray gene expression data. In the training
step, a PLS model is calculated from the microarray data matrix X and the vector y of 0’s
and 1’s that codifies two classes. Next, the training data are predicted with the PLS
model for a selected number of factors and their predictions are used to estimate two
probability density functions (PDFs), one for each modelled class. These PDFs define the
range of predictions that characterizes each class. In the prediction step, the prediction
of the sample to be classified and the PDFs are used to calculate the a posteriori
probability that the sample belongs to each one of the modelled classes. The sample is
then assigned to the class with the highest probability.
There are several reasons that make p DPLS suitable for classifying microarray data.
Microarray data involve thousands of variables and a much smaller number of samples.
Many of these variables are redundant, falsely correlated or irrelevant to distinguish
between classes. The PLS model compresses the large data matrix X into a few latent
variables by focussing on the variables in X that are most correlated with the vector of
class codes y. Hence, the classifier uses the systematic relevant data variability, so that
the prediction of a sample and the final classification result are minimally affected by
irrelevant genes. In addition, since only a few latent variables are used, a noise filtering
effect is achieved.
Another advantage of p DPLS in front of other algorithms that perform discriminant PLS
lies in the calculation of the PDFs of each class and in how the class label is assigned. The
classical discriminant PLS approach decides the class label based only on whether is
higher or lower than an arbitrary threshold (e.g. 0.5). More elaborated procedures
assume that the 's of each class are normally distributed, and the mean and standard
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deviation of the 's are used to estimate a Gaussian distribution for each class. The
threshold is then the where the PDFs of both classes coincide or (if a priori
probabilities are taken into account) where the a posteriori probabilities are the same.
None of these approaches has been useful for microarray data. First, there is not reason
for setting an arbitrary threshold. Second, the number of samples available for analysis
is usually limited and often one class may have many more samples than the other. This
makes the prediction of the PLS model be usually not clustered around the target values
0 and 1 that codify the classes, but slightly biased and not normally distributed (see, for
example, the predictions in Figure 6 of chapter 4). In p DPLS the type of distribution of
the 's does not need to be assumed and the PDFs are calculated by combining kernel
functions. Hence, the PDFs better describe the distribution of the predictions of each
class. In addition, the kernel functions use as smoothing parameter the uncertainty of
the predictions, so that the relative position of the samples in the multivariate space
also contributes to the calculated PDFs through the leverage and the fit of the model.
Another advantage of the p DPLS method used in this thesis is that limits for the range
of possible 's of each class can be set, which allows outlier detection (see section 2
below) and the implementation of a reject option that allows rejecting to classify a
sample when the a posteriori probabilities for both classes are too similar (see section 2
below). The latent variable structure of the PLS model also offers enhanced outlier
detection capabilities based on the leverage and residual variance (see section 4 below).
A final advantage of p DPLS is that diverse variable selection methodologies, already
used in PLS regression, can be used to select the most relevant genes for classification.
One of these methodologies has been implemented in the p DPLS, as it is explained in
the section 5 below.
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2. A reject option was implemented in probabilistic Discriminant
Partial Least Squares (p DPLS).
The classification in p DPLS is based on the Bayes Theorem so that the sample is
assigned to the class with the highest a posteriori probability. The straight application of
this rule makes produces that a sample will always be assigned to one of the modelled
classes even when the sample may be suspected. One of these situations occurs when
the prediction of the new sample is at the extremes of the PDF of one class. Such a
sample is so different from the training samples (it is an outlier) that it might be
misclassified. The second situation occurs when the PDFs of the two classes are partially
overlapped, and the sample has a prediction in the overlap zone (called ambiguous
region). That sample has characteristics of both classes, so the a posteriori probability to
belong to any of the classes is similar and its classification is not reliable enough. While
the samples in the two mentioned situations should preferably be not classified, the
strict application of the Bayes Theorem forces its assignement into one of the modelled
classes. In this thesis, the possibility of not classifying a sample has been implemented in
p DPLS. This is called the reject option. The reject option in p DPLS is generally
overlooked. However, it allows avoiding classifications with a low reliability, by rejecting
to classify both outliers and ambiguous samples. This increases the confidence of the
experimenter that the classification model yields correct results when a class label is
issued for a new sample.
In this work, the reject option for ambiguous samples has been implemented in p DPLS
as a reject threshold (following Chow’s rule), and the reject option for outliers has been
implemented by setting limits to the allowed values for each class.
An inconvenient of the reject option is that some samples rejected would be classified
correctly if reject option is not implemented. Hence, when the reject threshold and
UNIVERSITAT ROVIRA I VIRGILI 
MULTIVARIATE CLASSIFICATION OF GENE EXPRESSION MICROARRAY DATA 




limits are set, a trade off between the number of samples incorrectly classified,
correclty classified and rejected must be achieved.
In this thesis, p DPLS with reject option has been successfully applied to classify
oligonucleotide and miRNA microarray data by rejecting samples that would have been
classified incorrectly. With the reject option, for the Small Round Blue Cell Cancer
dataset the misclassification rate of the model was reduced from 100% to 10% for test
samples from classes not modelled during the training step, and for the Human Cancers
dataset from 3% to less than 1% for the training samples classified by cross validation.
3. The performance evaluation of classifiers must be reconsidered
when a reject option is allowed.
A p DPLS classifier must be evaluated to assure its quality. Common measures of a
classifiers’ performance are the accuracy or the error rate. These parameters are usually
calculated as the number of correct (or erroneous) classifications over the total number
of samples classified.
When rejection is not an option, the total number of samples classified is equal to the
number of samples that have been submitted to the classifier. In contrast, when
rejection is an option the calculation of performance values such as the accuracy or the
error rate are still useful but must be reinterpreted to be meaningful. They are equally
calculated as the number of correct (or erroneous) classifications over the total number
of samples classified. However, the number of samples for which the classifier has given
a class label (classified) may be different than the total number of samples submitted to
the classifier (the difference is the number of samples that have been rejected).
The reasoning of this reinterpretation is that the analyst wants, first of all, that the class
label issued by the classifier is correct. Hence, the performance measure should reflect
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the percentage of the samples for which the classifier assigned a class, which are the
ones for which a decision is taken (e.g., 'tumour type 1', 'tumour type 2'). After that, the
analyst may accept the classifier to reject some “difficult” samples (of course, the
classifier should classify as many samples as possible and reject as few as possible). In
addition, if the accuracy were defined over the total number of samples, classifiers with
reject option would always perform worse than models without reject option, because
the number of samples correctly classified using the reject otpion would be equal or
lower).
The performance measures are also used to decide among several classifiers. For
example, in p DPLS, different classifiers are obtained by selecting a different number of
factors in the PLS model. When the reject option is allowed, the error rate alone may
not be a sufficient criterion to compare classifiers, since the rejected samples are not
included in the count. In that sense, a classifier that rejects most of the samples and
classifies correctly the remaining will have a high accuracy, although it is clearly not
useful for classification.
A better criterion for evaluating the performance of a classifier is to use the Cost
parameter, which takes into account the number of rejected samples. The Cost
evaluates the number of correct classifications, the misclassifications and also the
rejections of the model, taking into account the individual cost of each of these actions
and providing a single value representative of the performance of the classifier or the
classification model. The Cost has been used in this thesis to compare the performance
of the p DPLS with reject option and to determine the optimal number of factors for the
p DPLS model. The Cost has also been used to evaluate if removing outliers improves
the p DPLS models (see section 4).
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4. Outlier detection in p DPLS has been implemented as a reject option.
Microarray data may contain outliers caused by the many steps involved in obtaining
the data. Moreover, samples that belong to classes that have not been modelled may
also be submitted to the p DPLS classifier. Hence, outlier detection is a necessary tool
for the practical implementation of p DPLS. Outliers in p DPLS were detected in this
work by combining leverage, variances and predicted values ( ) of the p DPLS model.
This method for outlier detection allows to reject not only samples with errors in the
instrumental data (x), in the codification (y) or samples with an erroneous x y relation
but also to identify that an incoming sample does not belong to any of the classes in the
training set.
In the Small Blue Round Cell tumours dataset, 90 % of the samples of a class not
modelled in the training step were detected as outliers using this method. These
samples would have been all misclassified if the reject option had not been used. In the
prostate dataset, outlier elimination improves the classification model, decreasing the
Cost per classification from 0.11 to 0.06. The outlier elimination has also a beneficial
effect on the accuracy of the classification of unknown (test) samples, which increases
from 95% to 100%, rejecting to classify a sample that had been wrongly classified.
5. Gene selection was implemented in p DPLS with reject option
Most of the thousands of gene expressions in microarray datasets are irrelevant to
classify samples. Irrelevant data may degrade the classifier’s performance and difficult
the understanding of the genes that are discriminating the classes. For these reasons,
variable selection is required.
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In this work the selectivity ratio index has been applied as a gene selection method to
select the relevant variables in PLS. This allowed pointing out the most relevant genes to
discriminate subtypes of prostate cancer and non small cell lung types of cancer with
high accuracy independently on the training and test sets used.
For the prostate dataset, models with only 17 selected genes had a mean LOOCV
accuracy of 94%, compared to the 85% accuracy obtained for the p DPLS model without
gene selection (5966 genes). Equivalently, the mean of the accuracies for the test set
improved to 92% from the 84% obtained without gene selection. When the number of
selected genes increases from 17 to 35, the accuracy did not improve. Similarly for the
non small cell lung cancer dataset, the genes used in the classification were reduced
from 54675 to 17, achieving a mean of LOOCV accuracy of 93%. In this case the increase
in the number of genes selected from 17 to 30 neither improved the classification
accuracy.
The most adequate method for proving the validity of a selected subset of genes (and, in
turn, the validity of the gene selection algorithm, and of the gene selection criterion) has
also been studied. Most variable selection methods start by initially splitting the dataset
into a training and a test set. Such an split influences the calculated accuracy of the
classification model and also influences the conclusion about the validity of the selected
subset of genes. If the selected genes and the conclusions are based on a single split,
underoptimistic or overoptimistic results can be found. A single unfortunate split can
lead to low accuracies (around 88%) and, by contrast, a fortunate split can lead to
overoptimistic accuracies (around 100%). For this reason, a repetitive strategy of
training set and test set splits, gene selection, p DPLS model calculation and validation
was carried out to measure the performance of the selected genes. The genes selected
following this strategy provided models much less influenced by the split of the data.
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6. Linear Discriminant Analysis has been combined with PLS to solve
multi class classification problems.
Multi class classifiers are required for microarray data classification since most of the
cells or tissues to be classified may belong to more than two classes.
p DPLS is suitable to analyse microarray data due to advantages like the use of latent
variables or the noise reduction (detailed in section 1), which are important in order to
improve the multiclass classification. However, p DPLS is a binary classifier, hence, it can
only discriminate between two classes at a time. One usual option is to reduce the
multiclass classification problems to binary classification ones, following a one versus
one or a one versus all strategy; but these strategies are not always enough to achieve
an adequate muticlass classification. The inconvenient resides that the DPLS allows
discriminating between two modelled classes, but the predicted values of the
incoming samples (that may not belong to any of these two classes) present values that
span all the domain (i.e. Figure 2a chapter 7). Hence, these samples are confused
among the samples of the modelled classes, assigned to any of them and, so,
misclassified.
In this thesis a method that combines PLS and linear discriminant analysis (LDA) has
been developed for multi class classification. The method involves also a selection of the
most discriminant genes for each of the PLS models. This strategy allows reducing the
data dimension and performing the multi class classification with high accuracy with a
few genes. This method has been applied to the leukemia and the small round blue cell
tumour dataset. Leukemia data consist on three different types of samples (AML, ALL
and MLL) that generally have poor prognosis and the small round blue cell tumour
includes four subtypes (NB, RMS, NHL and EWS) the accurate diagnosis of which is
essential because the treatment options, responses to therapy and prognoses vary
widely depending on it. For both datasets, the accuracies achieved were very high, a
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97% and a 100% of classification accuracy, respectively, using 15 genes to classify the
leukemia dataset and 17 genes for the small round blue cell tumour dataset.
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The Human Cancers dataset was published by Lu et al. in [1]. The normalized dataset is
available at [2] together with supplementary information [1]. The dataset consists of
282 microRNA (miRNA, non coding RNA species) of 218 samples (46 healthy and 172
tumour) from twenty tissues (ovary, colon, lung, prostate, bladder, breast, follicular
lymphoma, kidney, liver, brain, melanoma, mesothelioma, stomach, uterus, acute
myelogenous leukaemia, diffuse large B cell lymphoma, B cell ALL, mycosis fungoides,
mixed lineage leukaemia and T cell ALL).
The published dataset had been normalized as detailed in the Supplementary_Notes
document:
1. Well to well scaling – the reading from each well was scaled such that
the total of the two post labeling controls, in that well, became 4500
(a median value based on a pilot study).
2. Sample scaling – the normalized readings were scaled such that total
of the 6 pre labeling controls in each sample reached 27,000 (a median
value based on a pilot study).
3. Floor threshold was set at 32.
4. Data were log2 transformed.
 
The normalized downloadable data file is a tab delimited text file (miGCM_218.gct), of
218 samples and 217 gene expression (left after filtering). The first row of the matrix
indicates the tissue ID, and the first and the second column detail the gene name and
genes description respectively.
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In this original work, the dataset was used to demonstrate the feasibility and utility of
monitoring the expression of miRNAs in human cancer tissue. This dataset has been
used in other studies. Lodes et al. [3] used the miRNA as markers for cancer detection
and it has been pointed that miRNAs may be the future of pharmacogenomics [4].




The Breast Cancer dataset was published by Hedenfalk et al. in [5]. The dataset after
filtering (3226 genes) is available in [6].
The downloadable data are the normalized gene expression ratios of 21 samples and
from three different mutations (BRCA1, BRCA2 and sporadic mutation). The format
description document, in the same web page, describes the downloadable data. The
downloadable data file is a tab delimited text file, in which the first row indicates the
Patient ID for each experiment (1to 21). The second row provides the mutation
classification for each experiment, (BRCA1,BRCA2, Sporadic) and the third row provides
the experiment ID, (s1996, s1822, etc). Columns 1 to 3 are related to the genes ID and
their localization in the plate. Columns 4 to 24 contain gene expression ratios for each
gene in each experiment.
The gene expression ratios are derived from the fluorescent intensity (proportional to
the gene expression level) of a tumor sample (BRCA1, BRCA2, or Sporadic) divided by
the fluorescent intensity of a common reference sample (MCF 10A cell line). The
common reference sample is used in all 21 microarray experiments.
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The genes are filtered based on: (a) average fluorescent intensity (level of expression)
greater than 2,500 (gray level) across all 21 samples, (b) average spot area greater than
40 pixels across all 21 samples, and (c) no more than one sample in which the spot area
is zero pixels.
The ratios, included in the downloadable data file, for each experiment were normalized
such that the majority of the gene expression ratios from a pre selected internal control
gene set were around 1.0. No log transformation was done in the downloadable data.
This dataset was previously used to evaluate the performance of classification models
[7, 8], for gene selection methods testing [9, 10], for multiclass classification models
evaluation [6] and to check imputation methods [11], to cite a few.
We have used this dataset to demonstrate the usefulness of p DPLS with reject option
to reject to classify samples from classes not modeled in the training step.
Prostate dataset
The prostate cancer dataset was published by Singh et al in [12] and it is available on
[13].After filtering, it has 50 non tumour samples and 52 tumour samples with 12600
gene expressions.
The pre processing was detailed in the supplementary information document
(SuppInfo_CCv3.pdf). Briefly, the data was scaled to reference intensity (mean average
difference of all genes present in the microarrays). The genes with average differences
below 10 were filtered. Equivalently, the maximum threshold was set at 16000. After
thresholding, the relative variation of expression for each gene was determined by
dividing the maximum expression (Max) of the gene among all samples by the minimum
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expression (Min). The absolute variation in expression was determined by subtracting
the (Min) from the maximum (Max). The genes with (Max/Min) <5 or (Max Min) <50
were also filtered.
The downloadable matrix is a tab delimited text file that contains expression values in
Affymetrix's scaled average difference units. Rows 1 to 3 contain the identification of
the samples, the scale factor of each microarray (sample) and the number of genes
respectively. Associated to each average difference expression number there is a P, M,
or A label that indicates whether RNA for the gene is present, marginal, or absent,
respectively (as determined by the GeneChip software), based upon the matched and
mismatched probes for the genes.
This dataset was previously studied in gene selection studies and used to evaluate the
performance of classification methods. To cite a few, Dettling et al. [14] used this
dataset (and others) to demonstrate that when bagging was used as a module in
boosting, the resulting classifier consistently improved the predictive performance;
Diaz Uriarte et al. in [15] used this dataset to check gene selection and the performance
of a classification using random forest; and Jeffery et al. in [16] used this dataset to
compare different gene selection methods (and the lists of genes generated by each
one) and different classifiers.
In this thesis, this has been used to check the outlier detection and gene skeleton
methods implemented to p DPLS classifier.
Small round blue cells tumour dataset
The small round blue cell tumours of childhood dataset was published by Khan et al. in
[17] and it is available at [18]. The pre processing of the data is detailed in the
Supplemental Methods document.
UNIVERSITAT ROVIRA I VIRGILI 
MULTIVARIATE CLASSIFICATION OF GENE EXPRESSION MICROARRAY DATA 




Initially, the expression levels from 6567 genes were measured for each one of the 88
analyzed samples (of which 63 were labelled as calibration samples and 25 were blind
tests). In the analysis the red intensity (ri) and the relative red intensity (rri) were used.
Genes were omitted if for any of the samples ri was less than 20. This main removed
spots for which the image analysis failed. With this cut only 2308 genes were left.
The final downloadable dataset is a tab delimited text file that contains the natural
algorithm of the relative red intensity (rri) for all of all the 88 samples and 2308 genes.
This dataset was previously used to check gene selection methods [19, 20], to compare
between different linear discriminant methods [21] or to evaluate multi class
classification methods [22].
We have used this to check the ability of the proposed outlier detection method of
detecting samples from classes not modeled in the training step of the p DPLS models.
Furthermore it has been used to demonstrate the ability of the PLS combined with
linear discriminant analysis (LDA) to multi class classification.
Non small cell lung cancer
The non small cell lung cancer (NSCLC) dataset was published by Kuner et al. in [23]. The
dataset consists of 58 samples of the two major histological subtypes of lung cancer, 40
from adenocarcinoma and 18 from the squamous cell carcinoma. For each one, 54675
gene expressions were analysed. The data were normalized by the gcRMA method
published by Wu et al. in [24]. From the initial 60 hybridizations two microarray
hybridizations (PatID 42 and 421) failed the quality criteria due to local hybridization
artefacts and were excluded from further analysis.
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The data are available at NCBI GEO database [25] with the dataset identification
GSE10245. Raw data are provided as supplementary files, one for each sample. All
samples are grouped in a matrix in the Series Matrix File. This is a tab delimited file with
the hybridizations of the 58 samples.
This dataset was recently published (year 2009) and, as far as we known, it has not been
used yet to check classifiers or gene selection method. It has been only used as a
reference in biological studies of lung cancer.
We have used non small cell lung cancer dataset to verify the usefulness of the gene
selection method proposed and to show the influence over the accuracies of the
classification models that have the initial divisions of the datasets (i.e. the splits of the
dataset into a training and a test set).
Leukemia dataset
The leukemia dataset was published by Armstrong et al in [26] and it is available on [27].
This dataset consists of 72 samples of acute lymphoblastic leukemias carrying a
chromosomal translocation that derives on three subtypes of samples, 24 samples of
acute lymphoblastic leukemia (ALL), 20 samples of mixed lineage leukemia (MLL) and 28
samples of acute myeloid leukemia (AML). For each sample 12582 gene expressions
were analysed.
The downloadable data is a tab delimited file text. The file contains Affymetrix "average
difference" expression values for all samples. The data are already scaled as detailed in
the File info document. Linear scaling is used to reduce technical noise due to global
intensity differences between scans. Linear regression of all "Present" genes (Affymetrix
"P" calls) was used to determine the scaling factor for each scan (the first ALL scan used
as a reference). The scaling factor was applied to expression values (regardless of A/P
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call). Scaling factors ranged from 0.93 to 2.1; all scaling factors are shown in the scan id
file.
Then once the dataset obtained, user must pre process it according to the authors in
[26] as follows: a floor threshold and a ceiling threshold were set at 100 units and at
16000 units respectively. After this pre processing, gene expression values were
subjected to the variation filter. The variation filter tests for a fold change and absolute
variation over samples, by comparing max/min and max min intensities. The max/min
filter was set at 5 and the max min at 500 for all experiments.
This dataset had been previously used to compare different gene selection methods [20]
and to check different multi class classification methods and strategies [20, 28, 29].
We have used this dataset to show the ability of the multi class classifier proposed in
this thesis by combining PLS and LDA.
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ALL Acute lymphoblastic leukemia
AML Acute myeloid leukemia
BL Burkitt lymphomas
BRCA1 Breast cancer gene 1
BRCA2 Breast cancer gene 2
CDC Closest distance to center






DPLS Discriminant partial least squares





KNN K nearest neighbours
LDA Linear discriminant analysis
LL Low limit
LOOCV Leave one out cross validation
LOWESS Locally weighted scatterplot smoothing
MA plot Ratio intensity plot
miRNA MicroRNA, non coding RNA species
MLL Mixed lineage leukemia
mRNA Messenger ribonucleic acid
MVT Ellipsoidal multivariate trimming
NB Neuroblastoma
NN Neural networks
NSCLC Non small cell lung cancer
OVA One versus all
OVO One versus one
PCA Principal component analysis
Pcs Principal components
PDF Probability density function
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p DPLS Probabilistic discriminant partial least squares
RMS Rhabdomyosarcoma
RMSEC Root mean square of calibration
RMSECV Root mean square of cross validation




RPMBGA Random probabilistic model building genetic algorithm
rRNA Ribosomal ribonucleic acid
SCC Squamous cell carcinoma
SEP Standard error of prediction
SOS Sparse optimal score
SR Selectivity ratio
SRBCT Small round blue cell tumour
SVM Support vector machines
TN True negative
TNR True negative rate
TP True positive
TPCR Total principal component regression
TPR True positive rate
tRNA Transfer ribonucleic acid
VIP Variable importance on projection
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