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InterEditions, Paris, 1998.
[36] Bayesware Limited, London. Bayesware – User Manual, 2000.
[37] J. Bechta-Dugan, S. Bavuso, and M. Boyd. Dynamic fault-tree models
for fault-tolerant computer systems. IEEE Transactions on Reliability,
41:363–377, 1992.
[38] J. Bechta-Dugan, K. Sullivan, and D. Coppit. Developing a low-cost high-
quality software tool for dynamic fault-tree analysis. IEEE Transactions on
Reliability, 49(1):49–59, 2000.
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Valéry-en-Caux, France, 2001.
[67] A. Bryman and D. Cramer. Quantitative Data Analysis with SPSS for Win-
dows: A Guide for Social Scientists. Routledge, London, 1997.
[68] D. L. Buckeridge, H. Burkom, M. Campbell, and W. R. Hogan. Algorithms
for rapid outbreak detection: a research synthesis. Journal of Biomedical
Informatics, 38(2):99–113, 2005.
[69] S. G. Bunch. Consecutive matching striation criteria: A general critique.
Journal of Forensic Sciences, 45:955–962, 2000.
[70] A. Bunt and C. Conati. Probabilistic student modelling to improve
exploratory behaviour. Journal of User Modelling and User-Adapted Inter-
action, 13(3):269–309, 2003.
[71] A. E. Burger. Conservation assessment of marbled murrelets in British
Columbia: review of the biology, populations, habitat associations, and con-
servation. Part A of Marbled Murrelet Conservation Assessment, Canada
Wildlife Service, Delta, British Columbia, Technical Report Series No. 387,
2002.
BIBLIOGRAPHY 391
[72] A. E. Burger, T. A. Chatwin, S. A. Cullen, N. P. Holmes, I. A. Manley,
M. H. Mather, B. K. Schroedor, J. D. Steventon, J. E. Duncan, P. Arcese,
and E. Selak. Application of radar surveys in the management of nesting
habitat for marbled murrelets in British Columbia. Marine Ornithology,
32:1–11, 2004.
[73] A. E. Burger, J. Hobbs, and A. Hetherington. Testing models of habitat
suitability for nesting Marbled Murrelets, using low-level aerial surveys on
the North Coast, British Columbia. Unpublished report, Ministry of Water,
Land and Air Protection, Smithers, B.C., 2005.
[74] C. Burges. A Tutorial on Support Vector Machines for Pattern Recognition.
Kluwer Academic Publishers, Boston, 2000.
[75] B. E. Burnside, D. L. Rubin, and R. Shachter. A Bayesian network for
mammography. Technical report, Stanford Medical Informatics Dept, 2000.
[76] G. Bush. National preparedness. Homeland Security Presidential Directive
(HSPD-8), Washington, DC. 17 December, 2003.
[77] Busselton Health Studies Group. The Busselton health study. Website,
December 2004.
[78] M. A. Bustos, M. A. Duarte-Mermoud, N. H. Beltrán, S. A. Salah, A. I.
Peña Neira, E. A. Loyola, and J. W. Galocha. Clasificación de vinos chilenos
usando un enfoque Bayesiano. Viticultura y Enologı́a Profesional, 90:63–70,
2004.
[79] M. Cabezudo, M. Herraiz, and E. Gorostiza. On the main analytical charac-
teristics for solving enological problems. Process Biochemistry, 18:17–23,
1983.
[80] J. P. Callan, W. B. Croft, and S. M. Harding. The INQUERY retrieval
system. In Proceedings of the 3rd International Conference on Database and
Expert Systems Applications, Valencia, A. Min Tjoa and I. Ramog, editors,
volume 1980, pages 78–83. Springer-Verlag, Vienna, 1992.
[81] A. Campbell, V. Hollister, and R. Duda. Recognition of a hidden mineral
deposit by an artificial intelligence program. Science, 217(3):927–929, 1982.
[82] L. R. Cardon and J. I. Bell. Association study designs for complex diseases.
Nature Reviews Genetics, 2:91–99, 2001.
[83] Carnegie Mellon Software Engineering Institute. Introduction to the
OCTAVE approach, 2003.
[84] E. Carranza and M. Hale. Geologically constrained probabilistic mapping
of gold potential, Baguio district, Philippines. Natural Resources Research,
9(3):237–253, 2000.
392 BIBLIOGRAPHY
[85] E. Carranza, J. Mangaoang, and M. Hale. Application of mineral deposit
models and GIS to generate mineral potential maps as input for opti-
mum land-use planning in the Philippines. Natural Resources Research,
8(2):165–173, 1999.
[86] E. Castillo, J. M. Gutierrez, and A. S. Hadi. Expert Systems and Probabilis-
tic Network Models. Springer, New York, 1997.
[87] M.-A. Cavarroc and R. Jeansoulin. L’apport des réseaux Bayésiens pour la
recherche de causalité spatio-temporelles. In Assises Cassini 1998, Marne-
la-Vallée, France, 1998.
[88] P. K. Chan, W. Fan, L. A. Prodromidis, and S. J. Stolfo. Distributed data
mining in credit card fault detection. IEEE Intelligent Systems, 14(6):67–74,
1999.
[89] C. Chang and C. J. Lin. OSU support vector machines (SVMs) toolbox.
Technical report, Department of Computer Science and Information Engi-
neering, National Taiwan University, 2002.
[90] E. Charniak. Belief networks without tears. AI Magazine, pages 50–62,
1991.
[91] P. Cheeseman and J. Stutz. Bayesian classification (AutoClass): The-
ory and results. In U. M. Fayyad, G. Piatetsky-Shapiro, P. Smyth, and
R. Uthurusamy, editors, Advances in Knowledge Discovery and Data Mining,
pages 153–180. MIT Press, Cambridge, MA, 1996.
[92] J. Cheng, R. Greiner, J. Kelly, D. Bell, and W. Liu. Learning Bayesian
networks from data: an information-theory based approach. Artificial Intel-
ligence, 137:43–90, 2002.
[93] Y. Chiaramella. Information retrieval and structured documents. Lectures
Notes in Computer Science, pages 291–314, 2001.
[94] D. Chickering, D. Geiger, and D. Heckerman. Learning Bayesian networks
is NP-hard. Microsoft Research, Microsoft Corporation, 1994. Technical
Report MSR-TR-94-l7.
[95] G. Chiola, C. Dutheillet, G. Franceschinis, and S. Haddad. Stochastic well-
formed coloured nets for symmetric modelling applications. IEEE Transac-
tions on Computers, 42(11):1343–1360, 1993.
[96] C. K. Chow and C. N. Liu. Approximating discrete probability distribu-
tions with dependence trees. IEEE Transactions On Information Theory,
IT-14(11), 1968.
BIBLIOGRAPHY 393
[97] R. T. Clemen and R. L. Winkler. Calibrating and combining precipitation
probability forecasts. In R. Viertl, editor, Probabilities and Bayesian Statis-
tics, pages 97–110. Plenum, New York, 1987.
[98] C. Conati, A. Gertner, and K. Van Lehn. On-line student modelling for
coached problem solving using Bayesian networks. In J. Kay, editor,
Proceedings of the 7th International Conference on User Modelling, pages
231–242. Banff, Springer-Verlag, 1999.
[99] R. Cook, I. W. Evett, J. Jackson, P. J. Jones, and J. A. Lambert. A hierarchy
of propositions: Deciding which level to address in casework. Science and
Justice, 38:231–240, 1998.
[100] G. Cooper. The computational complexity of probabilistic inference using
Bayesian belief networks. Artificial Intelligence, 42:393–405, 1990.
[101] G. Cooper and D. Dash. Bayesian biosurveillance of disease outbreak. In
Uncertainty in Artificial Intelligence: Proceedings of the Sixteenth Confer-
ence (UAI-2004), pages 94–103. Morgan Kaufmann Publishers, San Fran-
cisco, CA, 2004. .
[102] G. F. Cooper. NESTOR: a computer-based medical diagnostic aid that inte-
grates causal and probabilistic knowledge. PhD thesis, Stanford University,
Computer Science Department, 1984.
[103] G. F. Cooper and E. Herskovits. A Bayesian method for the induction of
probabilistic networks from data. Machine Learning, 9(4):309–348, 1992.
[104] F. Cortijo-Bon. Selección y extracción de caracterı́sticas, April 2004.
http://www-etsi2.ugr.es/depar/ccia/rf/www/tema5\
_00-01\_www/tema5\_00-01\_www.html.
[105] R. G. Cowell. FINEX: a probabilistic expert system for forensic identifica-
tion. Forensic Science International, 134:196–206, 2003.
[106] R. G. Cowell, A. P. Dawid, S. L. Lauritzen, and D. J. Spiegelhalter. Prob-
abilistic Networks and Expert Systems. Springer, New York, 1999.
[107] F. Crestani, L. M. de Campos, J. M. Fernández-Luna, and J. F. Huete. A
multi-layered Bayesian network model for structured document retrieval.
Lecture Notes in Artificial Intelligence, 2711:74–86, 2003.
[108] F. Crestani, M. Lalmas, C. J. van Rijsbergen, and L. Campbell. Is this doc-
ument relevant?... probably. A survey of probabilistic models in information
retrieval. ACM Computing Surveys, 30(4):528–552, 1991.
[109] N. Cristianini and J. Shawe-Taylor. An Introduction to Support Vector
Machines and other Kernel-Based Methods. Cambridge University Press,
Cambridge, 2000.
394 BIBLIOGRAPHY
[110] M. J. Daly, J. Rioux, S. F. Schaffner, T. Hudson, and E. S. Lander. High-
resolution haplotype structure in the human genome. Nature Genetics,
29:229–232, 2001.
[111] J. N. Darroch, S. L. Lauritzen, and T. P. Speed. Markov fields and log linear
models for contingency tables. Annals of Statistics, 8:522–539, 1980.
[112] P. Das and T. Onoufriou. Areas of uncertainty in bridge management: frame-
work for research. In Transport Research Record, National Research Council,
pages 202–209, National Research Council, Washington DC, 2000.
[113] S. Dash and V. Venkatasubramanian. Challenges in the industrial applica-
tions of fault diagnostic systems. Computers and Chemical Engineering,
24(2–7):785–791, 2000.
[114] A. P. Dawid, J. Mortera and P. Vicard, Object-oriented Bayesian networks
for complex forensic DNA profiling problems, Forensic Science Interna-
tional, 169:169–205, 2007.
[115] A. P. Dawid and I. W. Evett. Using a graphical method to assist the eval-
uation of complicated patterns of evidence. Journal of Forensic Sciences,
42:226–231, 1997.
[116] A. P. Dawid and S. L. Lauritzen. Hyper Markov laws in the statistical anal-
ysis of decomposable graphical models. Annals of Statistics, 21:1272–1317,
1993, correction, 23(5): 1864, 1995.
[117] A. P. Dawid, J. Mortera, V. L. Pascali, and D. van Boxel. Probabilistic
expert systems for forensic inference from genetic markers. Scandinavian
Journal of Statistics, 29:577–595, 2002.
[118] L. M. de Campos, J. M. Fernández-Luna, and J. F. Huete. The BNR model:
foundations and performance of a Bayesian network-based retrieval model.
International Journal of Approximate Reasoning, 34:265–285, 2003.
[119] L. M. de Campos, J. M. Fernández-Luna, and J. F. Huete. Bayesian net-
works and information retrieval. An introduction to the special issue. Infor-
mation Processing and Management, 40(5):727–733, 2004.
[120] L. M. de Campos, J. M. Fernández-Luna, and J. F. Huete. Using context
information in structured document retrieval: An approach using influence
diagrams. Information Processing and Management, 40(5):829–847, 2004.
[121] L. M. de Campos, J. M. Fernández-Luna, and J. F. Huete. Improving the
context-based influence diagram model for structured document retrieval:
removing topological restrictions and adding new evaluation methods. Lec-
ture Notes in Computer Science, 3408:215–229, 2005.
BIBLIOGRAPHY 395
[122] M. Deb. VMS deposits: geological characteristics, genetic models and a
review of their metallogenesis in the Aravalli range, NW India. In M. Deb,
editor, Crustal Evolution and Metallogeny in the Northwestern Indian Shield,
pages 217–239. Narosa Publishing House, New Delhi, 2000.
[123] Decision Focus Inc. INDIA, Influence Diagram Software. Boston, MA, 1991.
[124] F. Decoupigny. Modélisation d’un déplacement sur une double échelle.
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[353] A. Oniśko, P. Lucas, and M. J. Druzdzel. Comparison of rule-based
and Bayesian network approaches in medical diagnostic systems. In
S.A.S. Quaglini, P. Barahona, S. Andreasson, editors, Artificial Intelligence
in Medicine, Berlin, Lecture Notes in Computer Science Subseries, pages
281–292. Springer, Berlin, 2001.
[354] D. Pan. Digital audio compression. Digital Technical Journal, 5(2):28–33
1993.
[355] A. Pansini and K. Smalling. Guide to Electric Power Generation. Marcel
Dekker, New York, 2nd. edition, 2002.
[356] J. Pearl. Probabilistic Reasoning in Intelligent Systems: Networks of Plausi-
ble Inference. Morgan Kaufmann, San Mateo, CA, 1988.
[357] J. Pearl. Causal diagrams for empirical research. Biometrika, 82:669–710,
1995.
[358] J. Pearl and S. Russell. Bayesian networks. Technical Report R-277, Uni-
versity of California, Los Angeles, 2000.
414 BIBLIOGRAPHY
[359] R. Peimer. Target analysis, November 2006. Government Technology’s
Emergency Management.
[360] M. Peot and R. Shachter. Learning from what you don’t observe. In Pro-
ceedings of the Fourteenth Annual Conference on Uncertainty in Artificial
Intelligence (UAI–98), pages 439–446. Morgan Kaufmann, San Francisco,
CA, 1998.
[361] T. T. Perls. The different paths to age one hundred. Annals of the New York
Academy of Science, 1055:13–25, 2005.
[362] T. T. Perls, L. Kunkel, and A. Puca. The genetics of aging. Current Opinion
in Genetics and Development, 12:362–369, 2002.
[363] T. T. Perls, M. Shea-Drinkwater, J. Bowen-Flynn, S. B. Ridge, S. Kang,
E. Joyce, M. Daly, S. J. Brewster, L. Kunkel, and A. A. Puca. Exceptional
familial clustering for extreme longevity in humans. Journal of the American
Geriatrics Society, 48:1483–1485, 2000.
[364] T. T. Perls and D. Terry. Understanding the determinants of exceptional
longevity. Annals of Internal Medicine, 139(5):445–449, 2003.
[365] F. Pettijohn. Sedimentary Rocks, 3rd edition, Harper-Row, New York, 1975.
[366] A. Pike. Modelling water quality violations with Bayesian networks. PhD
thesis, Pennsylvania State University, Pittsburgh, USA, 2001.
[367] P. Pileri. Interpretare l’ambiente – Gli indicatori di sostenibilità per il gov-
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[399] V. Robles, P. Larrañaga, J. M. Peña, E. Menasalvas, M. S. Pérez,
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