1. Introduction.-In a recent issue of these PROCEEDINGS the author has announced and presented the essential features of a solution of the inverse problem of the calculus of variations recently found by him.-This problem is: Given a curvefamily, yi' = F (x, yj, y,'), (i, j = 1, ... ., in (n + 1)-dimensional space; to find, if existent, a variation problem, fJo(x, yj, yf')dx = min., having this curve family as the totality of its extremals.
A fully detailed account of our solution will appear in one of the mathematical journals. The present note summarizes the results of this detailed paper, which it is here our purpose to state.
We have given in our forthcoming paper a general method applying to an (n + 1)-dimensional space, and then carried out this plan completely for the most important and interesting case of 3 dimensions. This results in a classification of all families a of c 4 curves in xyz-space: y= F(x, y, z, y', z'), z' = G(x, y, z, y', z'), (1.1) into extremal and non-extremal, together with a determination in the former case of the degree of generality, i.e., the number of arbitrary functions and constants, involved in the corresponding variation problem fq((x, y, z, y', z')dx = min.
( 1.2) Illustrative examples for all the more important cases are given at the end of this note. These are more completely described in our detailed paper. Our results depend to a large extent on the rank of the matrix
For instance, it is at least a necessary condition for an extremal family that the determinant of this matrix be equal to zero. By non-satisfaction of this condition, therefore, examples of non-extremal families can be constructed at pleasure.
We begin, consequently, with a classification into cases according to the rank of A, which will be followed by the appropriate sub-classifications in the statement of our theorems. Here, in writing a matrix = 0 we mean that each determinant resulting from it by the suppression of columns only is equal to zero, and 0 0 means that at least one such determinant is not equal to zero.
By the recursion formulas (2.3) it is seen that the cases thus described are precisely those of rank 0, 1, 2, 3 of the matrix A, respectively.
3. The Fundamental Differential System S. (5.2) are satisfied, then the given curve family a can be identified with the extremals of a class of variation problems whose generality is co 2f (2) As a preliminary to the statement of our next theorems, we introduce symbols to represent the second order determinants contained in the twoby-three matrix whose non-vanishing figures in Case III, namely: (5.7) be exact. The corresponding variation problem is essentially uniquely determined, i.e., up to a constant multiplier and an arbitrary additive exact differential, dv(x, y, z). THEOREM VII. All curve faniilies a in Case IVare non-extremal.
The preceding theorems cover all the more interesting and important cases. Certain additional minor cases are discussed in our detailed paper.
6. Examples.-THEOREM I: Y' = f(z'), z' = 0, wheref denotes an arbitrary function. This includes the case of the straight lines: yr = 0, z = 0 treated by G. Hamel in a well-known paper.4
THEOREM II: The "separated case:" y' = F(x, y, y'), z" = G(x, z, z'), B 6 O.
THEOREM III: The a) 4 catenaries which lie in planes perpendicular to the xz-plane and the directrix of each of which coincides with the trace of its plane upon the xz-plane: yr= 1 + y'2 + Z2'2 =O. THEOREM VII: Yr = y2 + z2, zr = y.
