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Стандартные обозначения
N — множество натуральных чисел;
Z — множество целых чисел;
Q — множество рациональных чисел;
R — множество действительных чисел;
C — множество комплексных чисел;
x ∈ X — число x принадлежит множеству X;
x 6∈ X — число x не принадлежит множеству X;
⇔ — равносильно, эквивалентно, тогда и только тогда;
⇒ — следует;
def
= — по определению равно;
[a, b] — сегмент (отрезок);
[a,∞), (a;∞), (−∞, a], (−∞, a) — полупрямая;
∃ x — существует такое x;
∀ x — для любого x;
nε ∈ N — натуральное число, зависящее от ε > 0 (ε может быть
сколь угодно малым);
nE ∈ N — натуральное число, зависящее от E > 0 (E может
быть сколь угодно большим);
{xn} — последовательность;
const — константа, постоянная величина;




Определение. Пусть дано числовое множество X ⊂ R и каждому
числу x ∈ X поставлено в соответствие одно и только одно число
y ∈ R. В таком случае говорят, что на множестве X определена од-
нозначная числовая функция. Правило, устанавливающее соответ-
ствие, обозначают некоторым символом, в нашем примере f , пи-
шут y = f(x), x называют аргументом или независимой перемен-
ной функции, f — символом функции, множество X — областью
определения функции и обозначают D(f). Число y0, соответству-
ющее значению аргумента x0, называют значением функции при
x = x0 (или значением функции в точке x0). Множество всех зна-
чений функции f на множестве D(f) обозначают E(f) или просто
Y .
Для указания функции иногда используют только её символ f ,
которым обозначен закон соответствия между x и y.
Функции f и g называют равными, еслиD(f) = D(g) и равенство
f(x) = g(x) является верным для любого значения аргумента x из
области определения этих функций.
Определение последовательности
Определение. Функцию, областью определения которой является
множество N натуральных чисел, называют последовательностью.
Значения такой функции обозначают xn (an, bn и т. п.) и называют
членами последовательности, число n называют номером члена
последовательности xn.
Итак, если каждому натуральному числу n поставлено в соответ-
ствие число xn, то говорят, что задана числовая последовательность
{xn}.
Для записи самой последовательности используют обозначения
{xn} или x1, x2, . . . , xn, . . . ; n ∈ N.
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Последовательность может быть задана с помощью формулы ви-
да xn = f(n), n ∈ N, выражающей xn через номер n. Такую фор-
мулу называют формулой общего члена последовательности. При-
мером такого задания может служить арифметическая прогрессия,
для которой an = a1 +d(n− 1), или геометрическая прогрессия, где
bn = b1q
n−1, n ∈ N.
Те же самые арифметическую и геометрическую прогрессии мож-
но задать и следующим образом:
x1 = a, x2 = x1 + d, x3 = x2 + d, . . . , xn+1 = xn + d, n ∈ N
(для арифметической прогрессии);
x1 = b, x2 = x1 · q, x3 = x2 · q, . . . , xn+1 = xn · q, n ∈ N
(для геометрической прогрессии).
В этом случае использованы так называемые рекуррентные форму-
лы, т. е. формулы, выражающие n-й член последовательности через
члены с меньшими номерами (через предшествующие члены).
Отметим, что члены последовательности не должны быть обя-
зательно различными. Зададим последовательности формулами:





(1) x1 = 1, x2 = 1, x3 = 1, x4 = 1, x5 = 1, x6 = 1, . . .
(2) x1 = 1, x2 = −1, x3 = 1, x4 = −1, x5 = 1, x6 = −1, . . .
(3) x1 = 0, x2 = 1, x3 = 0, x4 =
1
2
, x5 = 0, x6 =
1
3
, . . .
Их можно записать короче:
(1) 1, 1, 1, 1, 1, 1, . . .
(2) 1, −1, 1, −1, 1, −1, . . .






, . . .
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В первом случае все члены последовательности одинаковы и равны
1. Во втором случае множество значений членов последовательно-
сти состоит из двух чисел 1 и −1, в записи последовательности эти
числа чередуются. В третьем примере множество значений членов
последовательности бесконечно.
Ограниченные и неограниченные последовательности
Определение. Последовательность xn, n ∈ N, называется ограни-
ченной снизу, если существует такое число C, что для всех n ∈ N
верно неравенство xn > C. Последовательность xn, n ∈ N, назы-
вается ограниченной сверху, если существует такое число C, что
для всех n ∈ N верно неравенство xn 6 C. Последовательность xn,
n ∈ N, называется ограниченной, если существуют такие числа C1
и C2, что для всех n ∈ N верно двойное неравенство C1 6 xn 6 C2.
Последняя часть определения равносильна следующему: после-
довательность xn, n ∈ N, ограничена, если существует такое поло-
жительное число C, что для всех n ∈ N верно неравенство |xn| 6 C,
или, кратко:
∃C > 0 ∀n ∈ N : |xn| 6 C.
Здесь использованы символы ∃ («существует» или «найдётся») и ∀
(«любой» или «для любого»), называемые кванторами существова-
ния и общности соответственно.
Сформулируем отрицание ограниченности последовательности.
Последовательность xn, n ∈ N, является неограниченной снизу, ес-
ли для любого C < 0 найдётся такое n ∈ N, что xn < C; кратко:
∀C < 0 ∃n ∈ N : xn < C.
Последовательность xn, n ∈ N, является неограниченной сверху,
если для любого C > 0 найдётся такое n ∈ N, что xn > C; кратко:
∀C > 0 ∃n ∈ N : xn > C.
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Последовательность xn, n ∈ N, является неограниченной, если для
любого C > 0 найдётся такое n ∈ N, что |xn| > C, кратко:
∀C > 0 ∃n ∈ N : |xn| > C.
Заметим, что если последовательность неограничена снизу или не-
ограничена сверху, то она является неограниченной.









n2 + 1− n; 4) xn = 2
n + 1
3n − 2; n ∈ N.
J 1) Так как
|(−1)nn+ 10| 6 |(−1)nn|+ 10 = n+ 10,
а
√
n2 + 1 > n, то ∀n ∈ N:
|xn| =
∣∣∣∣(−1)nn+ 10√n2 + 1




∣∣∣∣ 6 n+ 13n− 1 .

































n2 + 1− n| = √n2 + 1− n = 1√














4) Заметим, что xn =
2n + 1
3n − 2 > 0 при любых n ∈ N. Покажем,
что xn+1 < xn:
xn+1 =
2n+1 + 1
3n+1 − 2 =
(2n+1 + 2)− 1




n + 1)− 1
2






















xn < xn, следовательно,
xn+1 < xn < xn−1 < xn−2 < . . . < x2 < x1 = 3.
Имеем 0 < xn < 3 ∀n ∈ N. I




; 2) xn =
√
n4 + n3 + 1−
√


















Для произвольного положительного числа C всегда можно выбрать
натуральное число n так, чтобы n > 2C. Для этого достаточно





∀C > 0 ∃n ∈ N : |xn| > C.
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n4 + n3 + 1−√n4 − n3 + 1| =
=
√
n4 + n3 + 1−√n4 − n3 + 1 =
=
2n3√
n4 + n3 + 1 +
√


































































Для произвольного положительного числа C всегда можно выбрать
натуральное число n так, чтобы n >
√
3C, для этого достаточно
взять n = [
√




следовательно, |xn| > C. I
Предел последовательности
Определение. Число a называется пределом последовательности
{xn}, если для любого, сколь угодно малого, числа ε > 0 найдётся
такой номер N(ε), что все значения xn, у которых номер n > N(ε),
удовлетворяют неравенству: |xn − a| < ε. При этом говорят, что








def⇐⇒ ∀ε > 0 ∃N(ε) ∈ N ∀n > N(ε) : |xn − a| < ε.
Последовательность, имеющая предел, называется сходящейся.
Последовательность, не имеющая предела, называется расходящей-
ся.
Неравенство |xn − a| < ε равносильно двойному неравенству
a− ε < xn < a+ ε.
Оно означает, что xn принадлежит так называемой ε-окрестности
числа a; число ε в этом случае называют радиусом окрестности.
Именно в этой окрестности произвольного, сколь угодно малого,
радиуса оказываются все члены сходящейся последовательности,
чей номер превосходит N(ε).
Обозначение N(ε) или, более коротко, Nε указывает, что этот но-
мер, вообще говоря, зависит от ε и не может быть выбран «раз и на-
всегда». При уменьшении радиуса окрестности ε соответствующий
номер Nε, вообще говоря, увеличивается: чем «уже» окрестность,
тем больше оказывается вне её начальных членов последователь-
ности. Доказательство наличия предела последовательности, осно-
ванное на использовании его определения, как раз и заключается
в выявлении связи между радиусом окрестности ε и номером Nε,
«запирающим» в этой окрестности все последущие члены последо-
вательности.
Отметим, что для установления факта наличия предела последова-
тельности не нужно находить обязательно наименьшее возможное
значение Nε. Следует сопоставить выбранному значению ε «хоть
какой-нибудь» номер N , после которого неравенство |xn − a| < ε
будет обязательно верным.
Справедливы следующие теоремы.
Теорема 1. Сходящаяся последовательность имеет только один
предел.
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Теорема 2. Если последовательность имеет предел, то она огра-
ничена.
Ограниченность последовательности — необходимое условие её схо-
димости, т.е. если последовательность не является ограниченной, то
она расходится.













Для любого, сколь угодно большого, положительного числа C все-
гда можно выбрать натуральное число n = [C] + 3, где [C] — целая
часть C, так, что при этом неравенство n−2 > C окажется верным.
Следовательно,
∀C > 0 ∃n = [C] + 3, n ∈ N : xn > n− 2 > C ⇒ xn > C.





П р и м е р 4. Исходя из определения предела последовательности,

















JДля выполнения задания нужно показать справедливость нера-
венства |xn − a| < ε при выполнении всех условий из определения
предела последовательности на странице 10. Наша главная цель —
Nε, движение к ней начинаем с оценки |xn − a|.
1) Итак,
|xn − a| =
∣∣∣∣ n2n+ 1 − 12
∣∣∣∣ = ∣∣∣∣2n− 2n− 12(2n+ 1)
∣∣∣∣ = 12(2n+ 1) .
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Возьмём произвольное число ε > 0. Неравенство |xn − a| < ε в
нашем случае будет выглядеть так:
1
2(2n+ 1)
< ε. Разрешив его
относительно n, получим n >
1− 2ε
4ε


















∣∣∣∣ < ε тоже будет верным. Таким образом, мы
показали, что





, Nε ∈ N ∀n > Nε :










Таблица, приведённая ниже, даёт наглядное представление о том,
после какого номера в ε-окрестность указанного радиуса попадают
все члены последовательности, номер которых больше Nε.
ε 0,1 0,01 0,001 0,0001 0,00001
Nε 2 24 249 2499 24999
Чем «уже» окрестность, тем больше оказывается вне её начальных
членов последовательности, но на существование и значение преде-
ла последовательности это никак не влияет.
Заметим, что вычисления были бы чуть проще, если бы мы восполь-
зовались свойством транзитивности неравенств. Действительно,
|xn − a| =
∣∣∣∣ n2n+ 1 − 12
∣∣∣∣ = ∣∣∣∣2n− 2n− 12(2n+ 1)
∣∣∣∣ = 12(2n+ 1) < 12 · 2n < ε
верно для всех n, для которых
1
4n
< ε⇔ n > 1
4ε







Нижняя строка таблицы «ε – Nε» выглядит теперь иначе.
ε 0,1 0,01 0,001 0,0001 0,00001
Nε 2 25 250 2500 25000
Как уже было сказано ранее, на существование и значение предела
последовательности этот «сдвиг» Nε никак не влияет.
2) Начнём с рассмотрения |xn − a|:
|xn − a| =
∣∣∣∣n2 + 1n2 − 1
∣∣∣∣ = 1n2 < ε⇔ n2 > 1ε ⇔ n > 1√ε.





, а таблица «ε – Nε» выглядит так:
ε 1 10−2 10−4 10−6 10−8 10−10
Nε 1 10 100 1000 10000 100000
3) Вновь начнём с рассмотрения модуля разности |xn − a| и ис-
пользуем свойство транзитивности неравенств:
|xn − a| =

































− 1 < ε.










< 1+ε⇔ 1+ 1
n









Соответствующая таблица «ε – Nε» приведена ниже.
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ε 0,1 0,01 0,001 0,0001 0,00001
Nε 4 49 499 4999 49999
I
П р и м е р 5. Доказать, исходя из определения, что
lim
n→∞
n2 − n+ 2




J Рассмотрим∣∣∣∣xn − 13
∣∣∣∣ = ∣∣∣∣ n2 − n+ 23n2 + 2n− 4 − 13
∣∣∣∣ =
=
∣∣∣∣3n2 − 3n+ 6− 3n2 − 2n+ 43(3n2 + 2n− 4)
∣∣∣∣ = ∣∣∣∣ −5n+ 103(3n2 + 2n− 4)
∣∣∣∣ .
Учтём, что конечное число первых членов последовательности мо-
жет и не находиться в ε-окрестности точки
1
3
, и будем рассматри-
вать только n > 2. Тогда∣∣∣∣ −5n+ 103(3n2 + 2n− 4)
∣∣∣∣ = 5n− 103(3n2 + 2n− 4) < 5n3(3n2 + 2n− 4) .
Так как 3n2 + 2n− 4 > 3n2 − 4 = 2n2 + (n2 − 4) > 2n2 при n > 2, то
5n
3(3n2 + 2n− 4) <
5n












В итоге∣∣∣∣xn − 13













J Начнём, как всегда, с рассмотрения модуля разности:
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|xn − 1| = a1/n − 1.
a1/n − 1 < ε⇔ a1/n < ε+ 1⇔ 1
n




Таким образом, неравенство |xn − 1| < ε выполняется при всех









a = 1. I
Определение. Последовательность, предел которой равен нулю,
называется бесконечно малой.





J Согласно определению бесконечно малой последовательности,















< ε верно при всех





. Утверждение доказано. I





J Как всегда, начнём с рассмотрения модуля разности
|xn − 0| =
∣∣∣∣ 1n! − 0
∣∣∣∣ = 1n! .
Если мы сразу потребуем выполнения
1
n!
< ε, у нас возникнут боль-
шие проблемы с разрешением этого неравенства относительно n. Не
будем торопиться и воспользуемся свойством транзитивности нера-
венств. Напомним, что нам достаточно найти хоть какой-нибудь
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номер Nε, для которого вся цепочка в определении на стр. 10 ока-
жется верной, этот номер не должен быть обязательно наименьшим
из всех возможных. Используем очевидную для n > 2 оценку
n! = 1 · 2 · 3 · . . . · (n− 2)(n− 1)n > 2 · 2 · 2 · . . . · 2︸ ︷︷ ︸
(n−1) раз
= 2n−1,












< ε справедливо при 2n−1 >
1
ε












В математике определены и бесконечно большие последователь-
ности.
Определение. Последовательность {xn} называется бесконечно
большой, если для любого, сколь угодно большого, числа E > 0
найдётся такой номер N(E), что все значения xn, у которых номер











xn = +∞ def⇐⇒ ∀E > 0 ∃NE ∈ N ∀n > NE : xn > E,
lim
n→∞
xn = −∞ def⇐⇒ ∀E > 0 ∃NE ∈ N ∀n > NE : xn < −E.
Во всех этих случаях говорят, что последовательность {xn} имеет
бесконечный предел.
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Всякая бесконечно большая последовательность является неогра-
ниченной и расходящейся.
Термин «сходящаяся последовательность» используется только для
последовательностей, имеющих конечный предел (см. определение
на стр. 10). В дальнейшем, если не оговаривается противное, под
пределом последовательности мы будем понимать конечный пре-
дел.
П р и м е р 9. Доказать, что последовательность xn = lg(lg n), где
n > 2, является бесконечно большой, т.е. имеет бесконечный предел
при n→∞.
J Как и раньше, наша цель — номер NE, после которого нера-
венство |xn| > E обязательно окажется верным.
Начинаем работу, как всегда, с рассмотрения левой стороны данно-
го неравенства, т.е. с |xn| = | lg(lg n)|. Отбросим первые девять ко-
нечных неположительных членов последовательности и будем рас-
сматривать только n > 10. Тогда
|xn| = | lg(lg n)| = lg(lg n) > E будет верным при lg n > 10E, т.е. при
n > 1010





∀n > NE : |xn| > E.
Утверждение доказано. I
Основные теоремы о пределах последовательностей
Две теоремы — теорему 1 и теорему 2 — мы уже сформулировали
ранее. Перечислим ещё несколько теорем, играющих важную роль
для вычисления пределов.
Теорема 3. (О свойствах пределов, связанных с арифметическими
операциями над последовательностями)
1) Если существует lim
n→∞

















(xn ± yn), при этом
lim
n→∞















в) при выполнении требований yn 6= 0 и lim
n→∞




















xn = 0, и lim
n→∞








. Аналогично определяются и неопределённости
типа
∞
∞ , 0 · ∞, ∞−∞. При работе с такими неопределённостями
теорему 3 использовать нельзя, сначала эту неопределённость, как
говорят, нужно раскрыть.





zn = a, и для всех n, начиная с











Теорему 4 часто называют «теоремой о двух полицейских», «тео-
ремой о двух милиционерах», «теоремой о сжатой последователь-
ности», — это её неофициальные названия.
Теорема 5. (О произведении ограниченной последовательности на
бесконечно малую)
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Если последовательность {xn} бесконечно малая, а последователь-
ность {yn} ограниченная, то их произведение {xnyn} является бес-
конечно малой последовательностью.







, эта последовательность при α > 0 является бесконечно
малой, а при α < 0 — бесконечно большой;
2) {qn}, эта последовательность при |q| < 1 является бесконечно
малой, а при |q| > 1 — бесконечно большой.
П р и м е р 10. Найти lim
n→∞




















является бесконечно малой, а последователь-
ность {sin (n5 + n)} — ограниченной, т.к. |sin (n5 + n)| 6 1 при лю-
бом n ∈ N. Следовательно, согласно теореме 5, исходная последо-
вательность является бесконечно малой. Кратко:
lim
n→∞









= (огр. · б/м) = 0. I





J Для доказательства используем теорему 4 о трёх последова-
тельностях.






«сжата» с двух сторон бесконечно
19




любом n. Для получения последовательности, «сопровождающей к
нулю» с правой стороны, воспользуемся биномиальным разложени-
ем:

























n(n− 1)(n− 2) .










(n− 1)(n− 2) .
























) = 0 · 6 = 0












(n− 1)(n− 2); limn→∞ 0 = limn→∞
6n
(n− 1)(n− 2) = 0,





В рассмотренной в примере 11 неопределённости
∞
∞ «соревнова-
лись» две последовательности: степенная {n2} и показательная {2n}.
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Доказанный результат означает, что степенная последовательность
{n2} «проигрывает» показательной {2n} в «гонке» к бесконечности.
Способом, аналогичным рассмотренному в примере 11, можно до-





= 0 при любом положительном k и |a| > 1.












2 · 2 · 2 · 2 · . . . · 2













































· 0 = 0.






































∞ примера 12 тоже «соревновались» две
последовательности: показательная {2n} и {n!}. Согласно доказан-
ному, теперь уже показательная последовательность {2n} «проиг-
рывает» факториалу n в «гонке» к бесконечности.





= 0 при любом значении a.
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J В данном примере нужно найти предел разности последо-
вательностей, поэтому, прежде всего, выясним, можно ли исполь-






























































































являются бесконечно малыми, т.е. их пределы
равны нулю.





























J В этом примере мы имеем дело с неопределенностью типа





n+ 2−√n) = lim
n→∞
(√



















П р и м е р 15. Вычислить lim
n→∞
(√
















В показателе степени стоит сумма членов геометрической прогрес-
сии со знаменателем q =
1
2




























































2n = 2 · 1 = 2. I
П р и м е р 16. Вычислить lim
n→∞
5 · 2n − 3 · 5n+1
100 · 2n + 2 · 5n .




5 · 2n − 3 · 5n+1
100 · 2n + 2 · 5n = limn→∞
5n(5 · 2n
5n

























П р и м е р 17. Вычислить lim
n→∞
(−6)n − 5n+1
5n − (−6)n+1 .
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J Для раскрытия неопределённости так же, как и в предыду-
щем примере, сначала вынесем в числителе и знаменателе степень с
наибольшим по модулю основанием, затем сократим «виновников»





5n − (−6)n+1 = limn→∞





)n − (−6)) =
= lim
n→∞






























J Сразу заметим, что в данном примере нельзя использовать
утверждение (2) теоремы 3, поскольку речь идёт не о сумме после-
довательностей, а об одной последовательности {xn}, у которой n-й











Преобразуем xn так, чтобы можно было использовать утверждения
теоремы 3. Для этого приведём все слагаемые к общему знаменате-
лю и используем известную формулу для суммы квадратов первых
m последовательных натуральных чисел:












































































J В этом примере мы снова имеем дело с последовательностью
{xn}, n-й член которой является суммой n слагаемых. Это означает,
что на первом этапе нам придётся преобразовать xn так, чтобы на
следующих этапах решения можно было использовать утвержде-
ния теоремы 3.





































Далее, используя (6) и (5), получим xn в виде разности 2xn − xn:








+ . . .+






























































Количество слагаемых в этой сумме не зависит от n, следовательно,

































































Определение. Последовательность {xn} называется возрастаю-
щей (убывающей), если для любого n ∈ N выполняется неравен-
ство xn 6 xn+1 (xn > xn+1).
Последовательность {xn} называется строго возрастающей (стро-
го убывающей), если для любого n ∈ N выполняется строгое нера-
венство xn < xn+1 (xn > xn+1).
Возрастающие и убывающие последовательности называют моно-
тонными, строго возрастающие и строго убывающие — строго мо-
нотонными.
Замечание 1. Данное определение не является общепринятым. В
некоторой литературе при выполнении для всех n ∈ N неравен-
ства xn 6 xn+1 (xn > xn+1) говорят о неубывающей (невозрастаю-
щей) последовательности, а о возрастающей (убывающей) после-
довательности говорят при выполнении строгих неравенств.
Замечание 2. Допустимо, если указанные неравенства будут вы-
полняться для всех натуральных n, начиная с некоторого n0.
Замечание 3. Строго монотонные последовательности являются
частным случаем монотонных.
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Теорема 6. (О сходимости монотонных последовательностей)
Если возрастающая последовательность ограничена сверху, то она
сходится.
Если убывающая последовательность ограничена снизу, то она схо-
дится.
Если последовательность является монотонной и ограниченной, то
она сходится.
П р и м е р 20. Доказать сходимость последовательности
xn = p0 +
p1
10




где pi (i = 0, 1, 2, . . .) — целые неотрицательные числа, и, начиная с
p1, эти числа не превышают 9.
J Покажем, что последовательность является монотонной. Для
этого сравним с нулём разность последующего и предыдущего чле-
нов последовательности.
xn+1 − xn = pn+1
10n+1
> 0, xn+1 − xn > 0⇔ xn+1 > xn,
т.е. последовательность является возрастающей.
Покажем, что она ограничена сверху:






























































< p0 + 1.
При вычислениях была использована следующая формула для сум-
мы членов геометрической прогрессии:




Таким образом, для всех n ∈ N справедливо неравенство xn < p0+1,
т.е. последовательность ограничена сверху.
Имеем: последовательность {xn} возрастает и ограничена сверху.
На основании теоремы 6 последовательность имеет конечный пре-
дел, т.е. сходится. I





J Покажем, что данная последовательность является монотон-
ной и ограниченной.




























для любого n ∈ N.











xn < xn, xn+1 <
1
2
xn < xn ⇒ xn+1 < xn.
Таким образом, рассматриваемая последовательность является стро-
го убывающей. Осталось убедиться в том, что она ограничена сни-
зу.
Оценка снизу очевидна: для любого n ∈ N выполняется условие
xn > 0.
Итак, последовательность {xn} убывает и ограничена снизу. На ос-
новании теоремы 6 эта последовательность сходится, т.е. имеет ко-
нечный предел. I
Примечание. Число e, играющее в математическом анализе осо-
бую роль, было введено в 1736 г. Леонардом Эйлером именно как












Число e ≈ 2, 718281828459045 иррационально и трансцендентно.
Критерий Коши сходимости последовательности
Определение. Говорят, что последовательность {xn} удовлетворя-
ет условию Коши, если для любого ε > 0 существует такой номер
Nε ∈ N, что для всех n > Nε и для всех p ∈ N справедливо нера-
венство |xn+p − xn| < ε. Кратко:
∀ε > 0 ∃Nε ∈ N ∀n > Nε ∀p ∈ N : |xn+p − xn| < ε. (7)
Последовательность, удовлетворяющую условию Коши, называют
фундаментальной.
Теорема 7. (Критерий Коши)
Для того чтобы последовательность имела конечный предел, необ-
ходимо и достаточно, чтобы она удовлетворяла условию Коши, т.е.
была фундаментальной.
Следствие. Для того чтобы последовательность не имела конеч-
ного предела, необходимо и достаточно, чтобы она удовлетворяла
отрицанию условия Коши: существует такое ε > 0, что для лю-
бого натурального N найдутся такие n > N и p ∈ N, что будет
выполнено неравенство |xn+p − xn| > ε. Кратко:
∃ε > 0 ∀N ∈ N ∃n > N ∃p ∈ N : |xn+p − xn| > ε. (8)







+ . . .+
cosn
3n
, n ∈ N.
J Покажем, что данная последовательность удовлетворяет усло-
вию Коши. А именно: покажем справедливость последнего неравен-
ства |xn+p − xn| < ε цепочки (7) при выполнении всех её предше-
ствующих требований. Наша главная цель — Nε, движение к ней
29
начинаем с оценки |xn+p − xn|:
|xn+p − xn| =

































































Разрешим последнее неравенство этой цепочки относительно n:
1
3n
< ε⇔ 3n > 1
ε










Таким образом, для любого ε > 0 существует указанный выше но-
мер Nε, такой, что при n > Nε и произвольном натуральном числе
p выполняется
|xn+p − xn| < 1
3n
< ε.
Данная последовательность удовлетворяет условию Коши, следо-
вательно, согласно критерию Коши, последовательность имеет ко-
нечный предел, т.е. сходится. I
П р и м е р 23. Доказать сходимость последовательности






+ . . .+
1
n2
, n ∈ N.
J |xn+p − xn| =
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1
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(
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n+ 2︸ ︷︷ ︸
0
− . . .− 1
n+ p− 1 +
1
















< ε⇔ n > 1
ε
.
Таким образом, для любого ε > 0 неравенство |xn+p − xn| < ε бу-
дет справедливым при всех натуральных значениях p и при всех





+ 1. Данная последовательность удовле-
творяет условию Коши, следовательно, согласно критерию Коши,
последовательность сходится. I







+ . . .+
1
lnn
, n ∈ N.
J Покажем, что данная последовательность удовлетворяет от-
рицанию условия Коши (8). Как и раньше, начнём с оценивания
|xn+p − xn|, но на этот раз будем двигаться в сторону уменьшения
выражений. Наша цель — получение положительного числа ε, для
которого будет выполнена вся цепочка требований (8). Итак,
|xn+p − xn| =




























= p · 1
ln(n+ p)
> p · 1
n+ p
, т.е. |xn+p − xn| > p
n+ p
.
Если взять p = n, то получим, что






Т.е., если взять ε = 1
2
, то для любого натурального числа N можно
выбрать n = N и p = N так, что будет справедливо неравенство
|xn+p − xn| = |x2N − xN | > 12 . Таким образом, данная последова-
тельность не удовлетворяет условию Коши, и, согласно критерию
Коши, расходится. I
Задание для решения в аудитории




бесконечно малой, указав для каждого ε > 0 натуральное число
Nε, такое, что при любом n > Nε будет верно |xn| < ε .
Дополнительно указать значения Nε для ε = 0, 1; 0, 001; 0, 0001.
1.2. Доказать, что последовательность xn = 2
√
n является беско-
нечно большой, указав для каждого E > 0 натуральное число NE,
такое, что при любом n > NE будет верно |xn| > E.
Дополнительно указать значения NE для E = 10; 100; 1000; 10000.




равен 2, указав для каждого ε > 0 натуральное
число Nε, такое, что при любом n > Nε будет верно |xn − 2| < ε.
Дополнительно указать значения Nε для ε = 0, 1; 0, 01; 0, 001.
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Вычислить пределы (n ∈ N):
1.4. lim
n→∞
















5n + 10 · (−7)n
(−7)n+1 + 3 · 5n+2 .
1.8. lim
n→∞
1 + 4 + 42 + 43 + . . .+ 4n






4 · 7 +
1





































1.14. Пользуясь теоремой о существовании предела монотонной




















1 · 2 +
cos 2!





Задание для самостоятельной работы
1.16. На языке «ε−N» доказать, что {xn}, где xn = (−1)n·0, 999n,
является бесконечно малой последовательностью.
Дополнительно указать Nε для ε = 0, 1; 0,01; 0,001.
1.17. Доказать, что последовательность xn =
√
n (n ∈ N) явля-
ется бесконечно большой, указав для каждого E > 0 натуральное
число NE, такое, что при любом n > NE будет верно |xn| > E.
Дополнительно указать значения NE для E = 10; 100; 1000; 10000.




равен −1, указав для каждого ε > 0 на-
туральное число Nε, такое, что при любом n > Nε будет верно
|xn − (−1)| < ε.





































(−2)n+1 + 3n+1 .
1.25. lim
n→∞
3n2 − 7n+ 1





































1 · 2 +
1















1.31. Пользуясь теоремой о существовании предела монотонной







· . . . · n+ 9
2n− 1 .
1.32. Пользуясь теоремой о существовании предела монотонной
































1.34. Пользуясь критерием Коши, доказать расходимость после-
довательности











1.4. 1. 1.5. 2. 1.6. 0. 1.7. −10
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Напомним определение функции и приведём ещё несколько опре-
делений.
Определение. Пусть дано числовое множество X ⊂ R и каждому
числу x ∈ X поставлено в соответствие одно и только одно чис-
ло y ∈ R. В таком случае говорят, что на множестве X определе-
на однозначная числовая функция. Правило, устанавливающее со-
ответствие, обозначают некоторым символом, например, f , пишут
y = f(x), x называют аргументом или независимой переменной
функции, f — символом функции, множество X — областью опре-
деления функции и обозначают D(f). Число y0, соответствующее
значению аргумента x0, называют значением функции при x = x0
(значением функции в точке x0).Множество всех значений функ-
ции f на множестве D(f) обозначают E(f) или просто Y .
Если каждому значению x ∈ X соответствует несколько значений
y = f(x), то f называют многозначной функцией.
Замечание. В дальнейшем мы будем рассматривать, в основном,
однозначные числовые функции, называя их, для краткости, про-
сто функциями.
Область определения функции, множество X, представляет со-
бой или открытый промежуток (интервал) (a; b): a < x < b, или
полуоткрытый промежуток (полуинтервал) (a; b]: a < x 6 b и [a; b):
a 6 x < b, или замкнутый промежуток (сегмент) [a; b]: a 6 x 6 b.
Это может быть одна из полупрямых (−∞, a], [b; +∞), (−∞, a),
(b;∞), или вся числовая прямая (−∞; +∞). Наконец, множество X
может быть объединением интервалов или отрезков, или их комби-
наций, а также состоять из дискретных точек.
Определение. Если функция y = f(u) определена на области U ,
а U является множеством значений функции u = ϕ(x), определён-
ной на области X, то говорят, что на X задана сложная функция
y = f(ϕ(x)), являющаяся композицией двух функций y = f(u) и
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u = ϕ(x). В этом случае u называют промежуточным аргументом
функции f .
Замечание. Сложная функция может быть композицией и трёх,
и четырёх, и большего числа функций.
Например, функция y = tg x2 является композицией двух функций
y = tg u и u = x2, а y = lg(tg x2) — композицией трёх функций
y = lg u, u = tg v, v = x2.
В дальнейшем мы будем рассматривать, как правило, основные эле-
ментарные функции (степенные, показательные, логарифмические,
тригонометрические и обратные тригонометрические) и их компо-
зиции. Ключевая информация об основных элементарных функци-
ях приведена в нашем учебно-методическом пособии: Т. В. Кро-
потова, В. Г. Подольский, П. Е. Кашаргин «Введение в высшую
математику. 1 семестр» [6].
Предел функции в точке
Пусть функция f(x) определена в некоторой окрестности точки x0,
за исключением, может быть, самой точки x0.
Определение (Коши). Число a называется пределом функции
f(x) в точке x0 (или при x→ x0), если для любого ε > 0 существует
такое число δ(ε) > 0, что для любого x, удовлетворяющего условию
0 < |x− x0| < δ(ε), выполняется неравенство |f(x)− a| < ε.
В этом случае пишут
lim
x→x0
f(x) = a или f(x)→ a при x→ x0.





def⇔ ∀ε > 0 ∃δε > 0 ∀x, 0 < |x− x0| < δε : |f(x)− a| < ε.
Замечание 1. Неравенство |f(x)− a| < ε, равносильное двойному
неравенству a−ε < f(x) < a+ε, показывает, что значения f(x) при-
надлежат ε-окрестности числа a, которая обозначается так: Uε(a).
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В свою очередь, двойное неравенство 0 < |x − x0| < δε, равносиль-
ное системе требований x0− δε < x < x0 + δε и x 6= x0, означает, что
x принадлежит так называемой проколотой δε-окрестности точ-
ки x0, т.е. δε-окрестности x0, из которой удалён её центр x0. Эта
проколотая окрестность обозначается так:
◦
U δε (x0).
На «языке окрестностей» определение предела функции по Коши
выглядит следующим образом: число a называется пределом функ-
ции f(x) в точке x0, если для любой окрестности Uε(a) найдётся та-
кая проколотая окрестность
◦
U δε (x0), что для каждого x ∈
◦
U δε (x0)
соответствующие значения f(x) ∈ Uε(a).
Замечание 2. Из определения следует, что «поведение» f(x) в са-
мой точке x0 никак не влияет ни на существование, ни на величину
предела f(x) в точке x0.
Определение односторонних пределов.
Число a называется пределом слева функции f(x) в точке x0 (или
левосторонним пределом в точке x0), если для любого ε > 0 суще-
ствует такое число δ(ε) > 0, что для любого x, удовлетворяющего
условию x0− δ(ε) < x < x0, выполняется неравенство |f(x)−a| < ε.
В этом случае пишут
lim
x→x0−0





def⇔ ∀ε > 0 ∃δε > 0 ∀x, x0− δε < x < x0 : |f(x)− a| < ε.
Число a называется пределом справа функции f(x) в точке x0 (или
правосторонним пределом в точке x0), если для любого ε > 0 суще-
ствует такое число δ(ε) > 0, что для любого x, удовлетворяющего
условию x0 < x < x0 + δ(ε), выполняется неравенство |f(x)−a| < ε.
В этом случае пишут
lim
x→x0+0






def⇔ ∀ε > 0 ∃δε > 0 ∀x, x0 < x < x0 + δε : |f(x)− a| < ε.
Пределы слева и справа называются односторонними пределами
функции f(x) в точке x0.
Справедлива следующая теорема.
Теорема 8. Предел функции f в точке x0 существует тогда и толь-
ко тогда, когда в этой точке существуют пределы как слева, так и
справа, и они равны. Их общее значение и является значением пре-








П р и м е р 1. На языке «ε− δ» доказать, что lim
x→3
(2x− 1) = 5.
J Согласно определению Коши, мы должны показать, что для
любого, сколь угодно малого, положительного числа ε найдётся
такое положительное число δε, что для всех x, удовлетворяющих
неравенству 0 < |x− 3| < δε, обязательно будет выполняться нера-
венство |(2x− 1)− 5| < ε. Наша цель — получение δε, для которого
всё перечисленное окажется верным. Как и при работе с последо-
вательностями, движение к цели начинаем с рассмотрения левой
стороны последнего неравенства цепочки требований определения
(см. стр. 38). Имеем:
|(2x− 1)− 5| = |2x− 6| = 2|x− 3| < ε, 2|x− 3| < ε⇔ |x− 3| < ε
2
,
откуда следует, что δ = ε
2
. Утверждение доказано.
На «языке окрестностей» мы показали, что любой окрестности Uε(5)
сопоставляется проколотая окрестность
◦
U δε (3) радиуса δ = ε2 , та-
кая, что для каждого x ∈ ◦U δε (3) соответствующие значения функ-
ции f(x) = 2x− 1 ∈ Uε(5).
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Таблица, приведённая ниже, даёт наглядное представление о связи
радиусов указанных окрестностей.
ε 0,1 0,01 0,001 0,0001 0,00001
δε 0,05 0,005 0,0005 0,00005 0,000005
I




|(3− 2x− x2)− 4| = | − 1− 2x− x2| = |x2 + 2x+ 1| = (x+ 1)2 < ε,
(x+ 1)2 < ε⇔ |x+ 1| < √ε, δ = √ε.
Итак, мы показали, что любому положительному числу ε сопостав-
ляется положительное число δ(ε) =
√
ε, такое, что для всех x, удо-
влетворяющих неравенству 0 < |x− (−1)| < δε, обязательно выпол-
няется неравенство |(3− 2x− x2)− 4| < ε.
Утверждение lim
x→−1
(3−2x−x2) = 4 доказано. Для наглядности при-
ведём «ε− δ» таблицу, иллюстрирующую эту связь.
ε 0,01 0,0001 0,000001 0,00000001
δε 0,1 0,01 0,001 0,0001
I
Непрерывность функции в точке
Определение. Если
1) функция f(x) определена в точке x0,




то функцию f(x) называют непрерывной в точке x0.
Замечание. Все элементарные функции и их композиции непре-
рывны в любой точке, принадлежащей их области определения.
Согласно сделанному выше замечанию, при вычислении предела
примера 2 совсем необязательно использовать язык «ε−δ», гораздо
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проще воспользоваться непрерывностью функции f(x) = 3−2x−x2
в точке x = −1:
lim
x→−1
(3− 2x− x2) = 3− 2 · (−1)− (−1)2 = 3 + 2− 1 = 4.
Предел функции при x→∞
Определение.
Число a называется пределом функции f(x) при x → ∞ , если
для любого ε > 0 существует такое число ∆(ε) > 0, что для всех
x, удовлетворяющих условию |x| > ∆(ε), выполняется неравенство
|f(x)− a| < ε. В этом случае пишут: lim
x→∞




def⇔ ∀ε > 0 ∃∆ε > 0 ∀x, |x| > ∆ε : |f(x)− a| < ε.
Число a называется пределом функции f(x) при x → +∞ , если
для любого ε > 0 существует такое число ∆(ε) > 0, что для всех
x, удовлетворяющих условию x > ∆(ε), выполняется неравенство
|f(x)− a| < ε. В этом случае пишут: lim
x→+∞




def⇔ ∀ε > 0 ∃∆ε > 0 ∀x, x > ∆ε : |f(x)− a| < ε.
Число a называется пределом функции f(x) при x → −∞ , если
для любого ε > 0 существует такое число ∆(ε) > 0, что для всех
x, удовлетворяющих условию x < −∆(ε), выполняется неравенство
|f(x)− a| < ε. В этом случае пишут: lim
x→−∞




def⇔ ∀ε > 0 ∃∆ε > 0 ∀x, x < −∆ε : |f(x)− a| < ε.
Замечание. Говорят, что:
все x, удовлетворяющие условию |x| > ∆, образуют ∆-окрестность
∞;
все x, удовлетворяющие условию x > ∆, образуют ∆-окрестность
+∞;




Теорема 9. (О пределах суммы, произведения и частного)
Если lim
x→x0
f(x) = a, lim
x→x0
g(x) = b, то
lim
x→x0




g(x) = a± b, (9)
lim
x→x0



















при условии, что b 6= 0. (11)
Теорема 10. (О пределе «зажатой» функции)
Если в некоторой проколотой окрестности точки x0 выполняется








Теорема 11. (О пределе сложной функции)
Если существуют lim
x→x0
ϕ(x) = a и lim
u→a
f(u), причём в некоторой про-
колотой окрестности точки x0 выполняется условие ϕ(x) 6= a, то




f (ϕ(x)) = lim
u→a
f(u). (12)
В случае непрерывности функции f(u) в точке a равенство (12)
можно записать в виде
lim
x→x0







Замечание. На использовании теоремы 11 основан метод замены





α(x) = 0, то функция α(x) называется
бесконечно малой при x→ x0.
Свойства бесконечно малых функций, следующие из теоремы 9:
1) сумма конечного числа бесконечно малых при x → x0 функций
есть бесконечно малая при x→ x0 функция,
2) произведение конечного числа бесконечно малых при x → x0
функций есть бесконечно малая при x→ x0 функция.
Справедлива также следующая теорема.
Теорема 12. (О произведении ограниченной на бесконечно малую)
Если α(x) — бесконечно малая при x → x0 функция, а β(x) —
функция, ограниченная в некоторой проколотой окрестности точки
x0, то их произведение α(x) · β(x) — бесконечно малая при x → x0
функция.
Бесконечно большие функции
Определение. Если для любого, сколь угодно большого, числа
E > 0 существует такое число δ(E) > 0, что для всех x, удовле-
творяющих условию 0 < |x − x0| < δ(E), выполнено неравенство
|f(x)| > E, то функцию f(x) называют бесконечно большой при
x → x0. В этом случае говорят, что предел функции f(x) в точке






f(x) =∞ def⇔ ∀E > 0 ∃δE > 0 ∀x, 0 < |x− x0| < δE : |f(x)| > E.
По аналогии с односторонними конечными пределами определя-







f(x) = −∞ и т. д.
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На бесконечно большие функции утверждения теоремы 9, свя-
занные с арифметическими действиями с функциями и предела-




f(x) =∞ и lim
x→x0
g(x) = a, то
lim
x→x0
(f(x) + g(x)) =∞.
2. Если lim
x→x0
f(x) =∞ и lim
x→x0
g(x) = a, a 6= 0, то
lim
x→x0
(f(x) · g(x)) =∞.
3. Если lim
x→x0





(f(x) · g(x)) =∞.
4. Если lim
x→x0
f(x) = +∞ и lim
x→x0
g(x) = +∞, то
lim
x→x0
(f(x) + g(x)) = +∞.
5. Если lim
x→x0
f(x) = −∞ и lim
x→x0
g(x) = −∞, то
lim
x→x0
(f(x) + g(x)) = −∞.
6. Если в некоторой проколотой окрестности точки x0 f(x) 6= 0 и
lim
x→x0





7. Если в некоторой проколотой окрестности точки x0 f(x) 6= 0 и
lim
x→x0






Последние два свойства означают, что функция, обратная к беско-
нечно большой, является бесконечно малой, и наоборот.












= +∞, 1−0 = −∞.
Раскрытие неопределённостей





f(x) = 0 и
lim
x→x0
g(x) = 0, то предел отношения
f(x)
g(x)
при x→ x0 нельзя найти,
пользуясь теоремой 9, это случай так называемой неопределенно-
сти типа 0
0





∞ , 0 · ∞, ∞
0, 00, 1∞, ∞−∞,
которые могут возникать как в точке x0, так и при x→∞. Вычис-
ление предела во всех этих случаях называется раскрытием неопре-
делённости.
Существует несколько способов раскрытия неопределённостей.
В этой главе мы рассмотрим один из них, основанный на тож-
дественных преобразованиях функций в проколотой окрестности
рассматриваемой точки и последующем использовании либо утвер-
ждений теоремы 9, либо так называемых замечательных пределов
и их следствий.





































































(1 + x)α − 1
x














Прежде чем использовать следствия 17–20 замечательных преде-
лов, докажем их справедливость.





























J Сначала распишем тангенс, исходя из его определения, за-
тем воспользуемся теоремой 9, первым замечательным пределом и
















= 1 · 1
1
= 1. I









J Воспользуемся тригонометрической формулой половинного ар-




























· 12 = 1
2
. I








при a > 0, a 6= 1.
J Сначала воспользуемся свойствами логарифмов — правилом
перехода к новому основанию и занесением множителя перед лога-











































П р и м е р 7. Используя полученный в примере 6 результат, дока-





= ln a при a > 0.
J Заметим, что при a = 1 справедливость данного равенства
очевидна. Для положительных a 6= 1 сделаем замену ax − 1 = y,


















= ln a. I





J Для раскрытия данной неопределенности 0
0
выполним тож-
дественное преобразование рассматриваемой дроби в проколотой
окрестности x = 0 — вынесем в числителе и знаменателе x за скоб-




















1 + sin 2x
x
.
После проведённых преобразований воспользуемся утверждениями









1− 2 · sin 2x
2x
1 + 2 · sin 2x
2x
=
1− 2 · 1









x2 − 5x+ 4 +
x− 4




J В данном примере нам придётся раскрыть неопределённость
∞−∞. Для этого выполним тождественные преобразования рас-





x2 − 5x+ 4 +
x− 4














3(x+ 2)(x− 2) + (x− 4)2
3(x− 1)(x− 2)(x− 4) = limx→1
4x2 − 8x+ 4




3(x− 1)(x− 2)(x− 4) = limx→1
4(x− 1)











x2 − 3x+ 2
)
.






















x− 1− x(x− 2)
x(x− 1)(x− 2)2 = limx→2
−x2 + 3x− 1






Рассматриваемая функция оказалась бесконечно большой. I









































= 0 · 1
1 + 0
= 0.




при x → ∞
являются бесконечно малыми функциями. I




x4 − 3x2 + 1 .
J На этот раз нам придётся раскрыть неопределённость ∞∞ для
дроби, в числителе и знаменателе которой стоят многочлены пере-
менной x. Вынесем за скобки «главных виновников» бесконечного
роста — старшие степени переменой x, произведём доступное со-

















































= 0 · 1 = 0.







x→∞ являются бесконечно малыми функциями. I
П р и м е р 13. Вычислить
lim
x→∞
9x3 + 5x2 − 4x− 2
(2x+ 1)(2x2 − 1) .
J Ещё одна неопределённость ∞∞ для дроби, в числителе и зна-
менателе которой стоят многочлены переменной x, при x → ∞.
Сформулируем общий рецепт для раскрытия неопределённости в
такой ситуации:
51
• вынести за скобки старшие степени переменой x в числителе и
знаменателе,
• произвести доступное сокращение множителей,
• применить к преобразованной дроби утверждения теоремы 9,
опираясь на то, что функции вида 1
xk
, k ∈ N, являются беско-
нечно малыми при x→∞,
• в случае необходимости использовать свойство 2 бесконечно




9x3 + 5x2 − 4x− 2




































П р и м е р 14. Вычислить
lim
x→∞




(x2 + 1)2(3− 7x)2


































В конце вычислений было использовано свойство 2 бесконечно боль-
ших функций. I
52
Замечание. Применяя сформулированный выше рецепт, не-





n−1 + a2xn−2 + . . .+ an







n−1 + a2xn−2 + . . .+ an
b0xm + b1xm−1 + b2xm−2 + . . .+ bm
=

∞, если n > m;
a0
b0
, если n = m;
0, если n < m.
Перейдём к работе с неопределённостью типа 0
0
для рациональной
функции R(x). Начнём с рассмотрения пределов при x→ 0. В этом
случае неопределённость 0
0
возникает только тогда, когда и в чис-
лителе, и в знаменателе дроби показатели младших степеней пере-




n−1 + a2xn−2 + . . .+ alxn−l
b0xm + b1xm−1 + b2xm−2 + . . .+ bpxm−p
; l < n, p < m.
При работе с точкой x = 0 необходимо учитывать, что бесконеч-
но малыми при x → 0 являются функции вида xk, k ∈ N, а не
1
xk
, k ∈ N, как при x→∞.






n−1 + a2xn−2 + . . .+ alxn−l
b0xm + b1xm−1 + b2xm−2 + . . .+ bpxm−p
(l < n, p < m)
таков:
• вынести за скобки младшие степени переменой x в числителе
и знаменателе дроби,
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• произвести доступное сокращение множителей,
• применить к преобразованной дроби утверждения теоремы 9,
опираясь на то, что функции вида xk, k ∈ N, являются беско-
нечно малыми при x→ 0,
• в случае необходимости использовать свойство 2 бесконечно
больших функций (см. стр. 45).
П р и м е р 15. Вычислить
lim
x→0
x7 + 5x6 + 4x3
x7 + 2x3
.





















П р и м е р 16. Вычислить
lim
x→0
x7 + 5x6 + 4x5
x7 + 2x3
.
J Внимательный читатель наверняка заметил, что рассматрива-
емая функция отличается от функции примера 15 только значением
показателя младшей степени пременной x в числителе. Посмотрим,
как это отразится на значении предела:
lim
x→0
















П р и м е р 17. Вычислить
lim
x→0
x7 + 5x6 + 4x2
x7 + 2x3
.
J Вновь рассматриваемая функция отличается от функции при-
мера 15 только показателем младшей степени x в числителе. И сно-
ва это обстоятельство отразится на значении предела:
lim
x→0









x5 + 5x4 + 4






5 + 5x4 + 4
x4 + 2
=∞.
В конце вычислений было учтено, что функция 1
x
является беско-
нечно большой при x → 0, и использовано свойство 2 бесконечно
больших функций. I
Продолжим работу с рациональными функциями, но перейдём к
раскрытию неопределённости 0
0
в точках, отличных от x = 0.
П р и м е р 18. Вычислить
lim
x→3
x2 − 8x+ 15
x2 + x− 12 .
J При x = 3 числитель и знаменатель дроби обращаются в 0,
следовательно, мы имеем дело с неопределённостью типа 0
0
.
Используя стандартную схему, разложим квадратные трёхчлены на
множители и раскроем неопределённость:
lim
x→3
x2 − 8x+ 15
x2 + x− 12 = limx→3
(x− 3)(x− 5)









Комментарий: и в числителе, и в знаменателе дроби мы сначала вы-
несли множитель x−3 — «виновника» их обращения в нуль, затем,
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пользуясь основным свойством дроби, сократили эти множители,
далее вычислили предел оставшейся после сокращения дроби. I
При работе с другими рациональными функциями используется
аналогичный алгоритм раскрытия неопределённости:
• преобразовать числитель и знаменатель в произведение так,
чтобы за их «зануление» отвечал бы конкретный множитель,
• сократить одинаковые множители в числителе и знаменателе
дроби,
• вычислить предел получившегося после преобразования выра-
жения.
Замечание. При разложении многочленов на множители можно
использовать два способа.
Способ первый. Группировка слагаемых и вынесение общего мно-
жителя.
Способ второй. Основывается на следствии теоремы Безу: если x0
является корнем многочлена Pn(x), то этот многочлен делится на
x− x0 без остатка, и его можно представить в виде
Pn(x) = (x− x0)kQn−k(x),
где Q(x0) 6= 0 и k = 1, 2, . . . , n. Частное при делении на x − x0
можно найти, используя схему деления «углом» или схему Горнера.
П р и м е р 19. Вычислить
lim
x→1
x4 − 3x+ 2
x5 − 4x+ 3 .
J Тип неопределённости: 0
0
. Решим пример тремя способами.
Первый способ — группировка слагаемых, использование формулы
сокращённого умножения
xm − 1 = (x− 1)(xm−1 + xm−2 + xm−3 + . . .+ 1), m ∈ N,
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и вынесение общего множителя в числителе и знаменателе.
lim
x→1
x4 − 3x+ 2
x5 − 4x+ 3 = limx→1
(x4 − x)− 2(x− 1)
(x5 − x)− 3(x− 1) =
= lim
x→1
x(x3 − 1)− 2(x− 1)
x(x4 − 1)− 3(x− 1) =
= lim
x→1
x(x− 1)(x2 + x+ 1)− 2(x− 1)
x(x− 1)(x3 + x2 + x+ 1)− 3(x− 1) =
= lim
x→1
(x− 1)(x3 + x2 + x− 2)
(x− 1)(x4 + x3 + x2 + x− 3) =
= lim
x→1
x3 + x2 + x− 2
x4 + x3 + x2 + x− 3 =
1 + 1 + 1− 2
1 + 1 + 1 + 1− 3 = 1.
Второй способ. Поскольку при x = 1 и числитель, и знаменатель
дроби обращаются в 0, то, согласно следствию теоремы Безу, оба
многочлена должны поделиться на x− 1 без остатка. Найдём част-
ное, используя схему деления «углом»:
− x
4 − 3x+ 2 x− 1
x4 − x3 x3 + x2 + x− 2
− x
3 − 3x+ 2
x3 − x2
− x
2 − 3x+ 2
x2 − x
− −2x+ 2−2x+ 2
0
Полученный результат позволяет записать числитель рассматрива-
емой дроби в следующем виде:




5 − 4x+ 3 x− 1
x5 − x4 x4 + x3 + x2 + x− 3
− x
4 − 4x+ 3
x4 − x3
− x
3 − 4x+ 3
x3 − x2
− x
2 − 4x+ 3
x2 − x
− −3x+ 3−3x+ 3
0
следовательно,




x4 − 3x+ 2
x5 − 4x+ 3 = limx→1
(x− 1)(x3 + x2 + x− 2)
(x− 1)(x4 + x3 + x2 + x− 3) =
= lim
x→1
x3 + x2 + x− 2
x4 + x3 + x2 + x− 3 =
1 + 1 + 1− 2
1 + 1 + 1 + 1− 3 = 1.
Третий способ. Сделаем замену x−1 = t, при этом x = 1+t, и, если
x→ 1, то t→ 0. Используем формулу бинома Ньютона и получим:
lim
x→1
x4 − 3x+ 2
x5 − 4x+ 3 = limt→0
(1 + t)4 − 3(1 + t) + 2
(1 + t)5 − 4(1 + t) + 3 =
= lim
t→0
1 + 4t+ 6t2 + 4t3 + t4 − 3− 3t+ 2
1 + 5t+ 10t2 + 10t3 + 5t4 + t5 − 4− 4t+ 3 =
= lim
t→0
t4 + 4t3 + 6t2 + t





t(t3 + 4t2 + 6t+ 1)




t3 + 4t2 + 6t+ 1
t4 + 5t3 + 10t2 + 10t+ 1
= 1. I
П р и м е р 20. Вычислить
lim
x→−1
x4 − x3 − x2 + 5x+ 4
x6 + x5 − 5x2 − 5x .
J Тип неопределённости: 0
0
. Разложив числитель и знаменатель




x4 − x3 − x2 + 5x+ 4
x6 + x5 − 5x2 − 5x = limx→−1
(x+ 1)2(x2 − 3x+ 4)
(x+ 1)(x5 − 5x) =
= lim
x→−1
(x+ 1)(x2 − 3x+ 4)




П р и м е р 21. Вычислить
lim
x→1
x6 + 4x− 5
x3 − 5x2 + 7x− 3 .
J Тип неопределённости по-прежнему 0
0
. Детали разложения
числителя и знаменателя на множители мы опять предлагаем вос-
произвести читателю самостоятельно, приведём лишь итог разло-
жения и дальнейшие действия:
lim
x→1
x6 + 4x− 5
x3 − 5x2 + 7x− 3 = limx→1
(x− 1)(x5 + x4 + x3 + x2 + x+ 5)





x5 + x4 + x3 + x2 + x+ 5
x− 3 = (∞ · (−5)) =∞.
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В конце вычислений мы использовали свойство 2 бесконечно боль-
ших функций. I
Перейдём к рассмотрению пределов выражений, содержащих ради-
калы. Начнём с раскрытия неопределённости типа ∞∞ при x → ∞.









J Как и при работе с обычной рациональной функцией, выне-


































x12 + 5x5 − 1 .
J Для вынесения старшей степени в знаменателе нам придётся














































x4 + 1 + 5
√
x4 − 1 .
J Определив старшие степени в числителе и знаменателе, выне-









x4 + 1 + 5
√



















































































4x4 + 13x2 − 7− 2x2
)
.
J Мы имеем дело с неопределённостью типа∞−∞. Умножая и
деля рассматриваемое выражение на сопряжённое, получим другой









4x4 + 13x2 − 7− 4x4√








































x2 + x+ 1− x− 2
x2
.
J При x = 0 числитель и знаменатель обращаются в нуль, тип
неопределенности: 0
0
. С помощью тождественных преобразований
попытаемся вынести «виновников» зануления за скобку. Для этого
умножим числитель и знаменатель дроби на выражение, сопряжён-










4(x2 + x+ 1)− (x+ 2)2
x2 (2
√




4x2 + 4x+ 4− x2 − 4x− 4
x2 (2
√




























1 + 2x− 1 .
J Тип неопределенности: 0
0
. Умножив числитель и знаменатель






1 + 2x− 1 = limx→0
( 3
√
x+ 8− 2)(√1 + 2x+ 1)



















На последнем шаге вычислений мы воспользовались утверждением











Получим теперь и в числителе множитель в виде степени перемен-
ной x. Для этого умножим числитель и знаменатель оставшейся












x+ 8− 2)( 3√(x+ 8)2 + 2 3√x+ 8 + 4)
x( 3
√
(x+ 8)2 + 2 3
√




















Замечание. В примере 27 мы дважды на промежуточных этапах
вычислений использовали утверждение теоремы 9 о работе с пре-
делом произведения функций. Такие действия — от одного множи-
теля предел вычислили, с другим продолжаем работу — допустимы
только при работе с произведением и частным. При работе с суммой
и разностью вычислять пределы «кусочками» — от одного слага-
емого вычислили, от другого нет, — нельзя. При работе с суммой
и разностью функций нужно вычислять предел от всех слагаемых
на одном этапе вычислений.





1 + x− 7√1 + x
x
.
J Избавиться от радикалов с помощью тождественных преобра-
зований в данной ситуации существенно сложнее, чем в двух преды-
дущих примерах. На этот раз для раскрытия неопределённости 0
0





















































1 + 16x+ 2x2 − 15√1− 25x+ x3
x
.


























































Замечание. Легко доказать (мы предлагаем сделать это читате-











, n ∈ N, m ∈ N. (23)
Используем эту формулу при решении следующего примера.
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x3 + 3x2 + 4x− 3
√
x3 − 3x2 + 4
)
.
J Сделаем замену t = 1
x
, при этом x =
1
t







x3 + 3x2 + 4x− 3
√




































В конце вычислений мы использовали формулу (23). I
Перейдём к рассмотрению пределов тригонометрических функ-
ций. При раскрытии неопределённостей мы часто будем использо-























Начнём с блока простейших упражнений.









































· 25 = 1
2
· 25 = 12, 5.
От простейших упражнений перейдём к заданиям, при решении
которых нам придётся использовать различные приёмы и методы.














1) J Неопределенность 0
0
. Сделаем замену arctg x = t, тогда при










2) J В этом примере нет неопределенности: функция arctg x
ограничена, т. к., согласно определению, −pi
2





бесконечно мала при x → ∞. По теореме о произведении







arctg x · 1
x
= 0. I
3) J Здесь также нет неопределённости. Более того, функция
















П р и м е р 33. Вычислить
lim
x→0
tg 2x− 3 arcsin 4x
sin 5x− 6 arctg 7x.
J Для раскрытия неопределённости разделим числитель и зна-
менатель дроби на x и воспользуемся первым замечательным пре-
делом и его следствиями:
lim
x→0
tg 2x− 3 arcsin 4x
sin 5x− 6 arctg 7x = limx→0
tg 2x
x









2 · tg 2x
2x
− 12 · arcsin 4x
4x
5 · sin 5x
5x
− 42 · arctg 7x
7x
=
2 · 1− 12 · 1




П р и м е р 34. Вычислить
lim
x→0
cos 3x3 − 1
sin6 2x
.



























































= t, t→ 0
)




= − sin a. I
П р и м е р 36. Вычислить
lim
x→∞



















· pi = 1 · pi = pi.
В конце вычислений мы учли, что pi
x
→ 0 при x→∞. I






J Использовать первый замечательный предел сразу нельзя, по-
скольку x стремится к единице, а не к нулю.








sin 7pi(1 + t)





















При вычислениях мы учли, что sinx имеет период 2pi, а также ис-
пользовали формулы приведения. I




pi2 − x2 .
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J Сделаем замену, которая позволит нам использовать первый





pi2 − x2 = limx→pi
sinx
(pi − x)(pi + x) = limt→0
sin(pi − t)

























J Тип неопределённости ∞−∞. Для раскрытия неопределён-
ности сначала применим формулу для синуса двойного аргумента,
затем преобразуем разность в отношение и используем первый за-




























)2 · 1cosx = 1212 · 11 = 12 . I




2 cosx− 1 .






2 cosx− 1 = limx→pi/4(1 + tg x) ·
1− tg x√

























)− 1 = 2 limt→0 1−
1+tg t
1−tg t




1− tg t ·
−2 tg t
− (sin t+ 1− cos t) = 4 limt→0
tg t













· 0 = 4. I
П р и м е р 41. Вычислить
lim
x→0


























= 2 + 1 = 3. I








J Сначала выделим множитель, не участвующий в создании





















Затем, для раскрытия оставшейся неопределённости, сделаем заме-
ну x− pi
2
= t, при этом t→ 0, воспользуемся формулами приведения





















1 + (cos t− 1)− 1











· 1 = 1
24
. I
Перейдём к вычислению пределов показательно-степенных функ-
ций. Сначала рассмотрим блок примеров, не содержащих неопре-



























































= 2+∞ = +∞.
В следующем примере помимо формулы (24) придётся использо-
вать второй замечательный предел (15).











































J В данном примере основание степени стремится к единице,
показатель — к бесконечности, следовательно, нам придётся рас-
крывать неопределённость типа 1∞.
Выполним тождественные преобразования, приводящие к возмож-


























x2+4 = e1 = e. I





J В данном примере мы также имеем дело с неопределённостью
1∞. Раскрытие неопределённости начнём с замены x − pi
2
= t, за-
тем используем формулы приведения и выполним тождественные










































Предлагаем читателю самостоятельно убедиться в справедливости
этого результата. I
Внимательный читатель заметил, что схема использования тожде-
ственных преобразований в примерах (45) и (46) одинакова. Фор-
мализуем эту схему для раскрытия неопределённости типа 1∞.
Пусть lim
x→x0
u(x) = 1, lim
x→x0
v(x) = ∞, т. е. lim
x→x0
u(x)v(x) представляет

































Используем формулу (25) уже при решении следующего приме-
ра.













1−cos x = e
lim
x→0(1+x




1−cos x = e2. I
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1 + sin x cos ax
1 + sin x cos bx
)ctg3 x
.




1 + sin x cos ax






1 + sin x cos ax









1 + sin x cos ax






sinx(cos ax− cos bx) cos3 x
(1 + sin x cos bx) sin3 x
= lim
x→0
























































1 + sin x cos ax





Перейдём к рассмотрению примеров на использование следствий
(17)–(20) второго замечательного предела.



















(a− b)x ·(a− b)=a− b. I




x− a , a > 0.





x− a = limt→0

































ln a− a · 1
a
)
= aa (ln a− 1) = aa ln a
e
.
В конце вычислений были использованы формулы (19), (21). I






J При решении данного примера придётся использовать форму-
































J Сначала сделаем замену x− pi = t, при этом x = pi + t и t→ 0
при x → pi. Затем используем периодичность косинусов, свойства








ln cos(2pi + 2t)








2 ln cos 2t


















− sin2 2t ·
− sin2 2t












Задание для решения в аудитории
2.1. На языке «ε− δ» доказать, что
1. lim
x→1
3x2 − 4x+ 1
x− 1 = 2; 2. limx→1
1
(1− x)2 = +∞.
2.2. Используя логические символы, записать утверждения:
1. lim
x→−0





f(x) = −∞; 4. lim
x→−∞
f(x) =∞.





2x2 − 2− 1 . 2. limx→1
x2 − 1
2x2 − 2− 1 . 3. limx→∞
x2 − 1























(x+ 1)5 + (x+ 2)5 + . . .+ (x+ n)5
x5 + n5
, n ∈ N.
2.8. lim
x→1
x3 − 3x+ 2
x4 − 4x+ 3 .
2.9. lim
x→−1
x3 − 2x− 1
x5 − 2x− 1 .
2.10. lim
x→1



















































x+ 2− 3√x+ 20
4
√























1 + sin x− cosx
1 + sin px− cos px .
2.22. lim
x→pi/4










3− 2 cosx .
2.24. lim
x→pi/3









1 + sin2 2x−
√






cos 4x− 3√cos 5x









































































































Задание для самостоятельной работы
2.41. На языке «ε− δ» доказать, что lim
x→2
(x2 + 1) = 5.
2.42. Используя логические символы, записать утверждения:
1. lim
x→+0





f(x) = +∞; 4. lim
x→+∞
f(x) = −∞.
































x2 − 5x+ 6
x2 − 8x+ 15 .
2.49. lim
x→2
x3 − 2x2 − 4x+ 8
x4 − 8x2 + 16 .
2.50. lim
x→1
x101 − 101x+ 100
x2 − 2x+ 1 .
2.51. lim
x→∞






x3 − 5x2 + 3x+ 9




x+ 13− 2√x+ 1


























































































sin 2x− sin 3x .
2.67. lim
x→0















































































sin(a+ x)− sin(a− x)






































































(1 + tg2 x)
1






























































1 + cos x
x− pi ; 2. limx→pi−0
√








. 2.4. 6. 2.5. 5−5. 2.6. −1
2


































. 2.23. 1. 2.24.−24.












. 3. 1. 2.29. e
3
2 . 2.30. e.
2.31. ectg a (a 6= pin, n ∈ Z). 2.32. 2e. 2.33. e− 12 . 2.34. 8. 2.35. 25
16
.
2.36. 2. 2.37. e1/e. 2.38. 1. 1. 2. 1
2
. 3. 1. 2.39. 25
2
. 2.40. e2. 2.43. −2.







2.51. 0. 2.52. 4. 2.53. − 1
16
. 2.54. −2. 2.55. 1
4











. 2.63. +∞. 2.64. −1
2
. 2.65. 1. 1.










, a 6= pi
2
+ pin,




. 2.73. 0. 2.74. 4
3









. 2.79. cos2 a. 2.80. 1. 0. 2. +∞. 2.81. 1. +∞.
2. 0. 2.82. 1. 2.83. e12. 2.84. e2. 2.85. 1. 2.86. e−1. 2.87. 1. 2.88. e.




















Сравнение функций при x→ x0.
Символы O(f) и o(f)
Пусть функция g(x) не обращается в нуль в некоторой проколотой
окрестности точки x = x0. Тогда
1. Если существует число C > 0 такое, что в этой окрестности
справедливо неравенство |f(x)| 6 C|g(x)|
(что при g(x) 6= 0 равносильно неравенству
∣∣∣f(x)g(x) ∣∣∣ 6 C), то
функцию f(x) называют ограниченной по сравнению с функ-
цией g(x) в окрестности точки x0,
в этом случае пишут f(x) = O (g(x)), x→ x0,
что читается так: «f(x) есть O большое от g(x) в окрестности
точки x0».
Замечание. Запись x→ x0 в данном случае имеет несколько
иной, чем обычно, смысл; она лишь указывает на то, что рас-
сматриваемое свойство справедливо в некоторой окрестности
точки x0.




= C, C 6= 0, то
функции f(x) и g(x) называют функциями одного порядка в
окрестности точки x0 (или при x→ x0),
в этом случае пишут f(x) = O∗ (g(x)), x→ x0,
что читается так: «f(x) есть O большое со звездой от g(x) в
окрестности точки x0».
Замечание 1. Это обозначение не является общепринятым,
в некоторой литературе функции одного порядка связываются
символом .






от нуля, то f(x)
g(x)
— функция, ограниченная в окрестности x0.
Таким образом, если f(x) = O∗ (g(x)), x→ x0, то справедливо






функции f(x) и g(x) называют эквивалентными при x→ x0,
в этом случае пишут f(x) ∼ g(x), x→ x0.
Замечание. В некоторой литературе вместо термина «экви-
валентные» при x → x0 используют термин «асимптотически






функцию f(x) называют бесконечно малой по сравнению с функ-
цией g(x) при x→ x0,
в этом случае пишут f(x) = o (g(x)), x→ x0,
что читается так: «f(x) есть o малое от g(x) в окрестности
точки x0».
Запись f(x) = O(1) при x → x0 означает, что функция f(x) огра-
ничена в некоторой проколотой окрестности точки x0.
Запись f(x) = o(1) при x→ x0 означает, что функция f(x) является
бесконечно малой при x→ x0.
Сравнение бесконечно малых и бесконечно больших функ-
ций
Наибольший интерес представляет сравнение бесконечно малых и
бесконечно больших при x→ x0 функций. В этой ситуации приня-
ты следующие уточнения:
если f(x) и g(x) — бесконечно малые при x → x0 функции, и
f(x) = o (g(x)), x → x0, то функцию f(x) называют бесконечно
малой более высокого порядка по сравнению с g(x) при x→ x0;
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если f(x) и g(x) — бесконечно большие при x → x0 функции, и
f(x) = o (g(x)), x → x0, то функцию f(x) называют бесконечно
большой более низкого порядка по сравнению с g(x) при x→ x0.
Довольно часто возникает необходимость в более точной — коли-
чественной — сравнительной характеристике поведения бесконечно
малых и бесконечно больших функций. Принято следующее.
1. Одну из бесконечно малых (бесконечно больших) функций вы-
бирают в качестве своеобразного «эталона», называя её основ-
ной. Как правило, за основную принимают либо простейшую
из всех рассматриваемых в проводимом исследовании функ-
ций, либо x− x0 (или |x− x0|) при работе с бесконечно малы-





бесконечно большими при x→ x0 функциями.
Допустим, что выбранная основная функция — ϕ(x).




, x→ x0, то говорят, что функция f(x)
имеет k-й порядок (относительно функции ϕ(x)) при x→ x0.




, x → x0, то, согласно определению 2,








C · ϕk(x) = 1, f(x) ∼ C · ϕ
k(x), x→ x0,
и функцию C · ϕk(x), x → x0 называют главной частью (или
главным членом) функции f(x) при x→ x0.
П р и м е р 1. Доказать, что f(x) = O∗ (g(x)), x→ 0




x+ 1− 1, g(x) = 3x;
2) f(x) = sin(x2 + 4x), g(x) = x3 − 16x.
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6= 0, то функции √x+ 1 − 1 и 3x явля-
ются бесконечно малыми одного порядка при x→ 0, следовательно√
x+ 1− 1 = O∗ (3x), x→ 0. I



























x(x+ 4)(x− 4) = limx→0
1




Следовательно, sin(x2 + 4x) = O∗ (x3 − 16x) , x→ 0. I
П р и м е р 2. Доказать, что





J Покажем, что существует положительное число C, такое, что
при достаточно больших значениях x окажется верным следующее
утверждение: |x+ x2 sinx| 6 C · |x2|. Имеем:
|x+ x2 sinx| 6 |x|+ |x2| · | sinx| 6 |x|+ |x2| 6 |x2|+ |x2| = 2 · |x2|
(были использованы неравентсва | sinx| 6 1 и |x| 6 |x2| при x > 1).
Таким образом, для всех x > 1, в том числе и при достаточно боль-
ших значениях x, справедливо неравенство |x + x2 sinx| 6 2 · |x2|.
Согласно определению 1, функция x+ x2 sinx ограничена по срав-
нению с функцией x2 при x→ +∞, и




, x→ +∞. I
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П р и м е р 3. Доказать, что (1 + x)n = 1 + nx+ o(x), x→ 0.
J Перепишем доказываемое равенство иначе:
(1 + x)n − 1− nx = o(x), x→ 0.
Используя формулу бинома Ньютона, найдём lim
x→0









1 + nx+ n(n−1)
2





























(1 + x)n − 1− nx
x
= 0, то, согласно определению 4,
(1 + x)n − 1− nx = o(x), x→ 0, откуда следует, что
(1 + x)n = 1 + nx+ o(x), x→ 0. I
П р и м е р 4. Установить, какое из утверждений верно:
а) ln(1 + ex) = o(1) при x→ +∞,
б) ln(1 + ex) = o(1) при x→ −∞.
J В соответствии с определением
ln(1 + ex) = o(1) при x→ a, если lim
x→a
ln(1 + ex) = 0.
а) Очевидно, что lim
x→+∞
ln(1 + ex) = ln(+∞) = +∞.
Следовательно, утверждение а) является неверным.
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б) Очевидно, что lim
x→−∞
ln(1 + ex) = ln 1 = 0.
Следовательно, утверждение б) является верным. I
П р и м е р 5. Определить порядок малости функции f(x) относи-
тельно x при x→ 0:
1) f(x) = tg x− sinx,
2) f(x) =
√
1 + 2x− 1−√x,
3) f(x) = 3 5
√
x − 1,
4) f(x) = arcsin(
√
4 + x3 − 2),











































( 6= 0, 6=∞)
только при k = 3. Следовательно, при x → 0 порядок малости
функции tg x− sinx равен 3. I
J 2) Функция f(x) =
√



















1 + 2x− 1− 2√x− x
xk(
√



























x1/2−k = −1 (6= 0, 6=∞)
только при k = 1
2
. Следовательно, при x → +0 порядок малости
функции
√
1 + 2x− 1−√x равен 1
2
. I



























−k = ln 3 ( 6= 0, 6=∞)
только при k = 1
5
. Следовательно, при x → 0 порядок малости
функции 3 5
√
x − 1 равен 1
5
. I















4 + x3 − 2)√
4 + x3 − 2 ·
√










4 + x3 − 4
(
√









( 6= 0, 6= ∞) только при k = 3. Следовательно, при x → 0 порядок
малости функции arcsin(
√
4 + x3 − 2) равен 3. I















































= 1 (6= 0, 6=∞)
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П р и м е р 6. Для указанной функции f(x) при x→∞


































x · ( 1
x
































( 6= 0, 6= ∞) только при k = 4
3












3 (это и есть главная часть указанного ви-









k , в котором для удобства сделаем за-
мену 1
x
= t (t→ 0 при x→∞):
lim
x→∞









1− cos (1− cos t)















( 6= 0, 6=∞) только при k = 4. Следовательно, при x→∞












(это и есть главная часть указанного вида), порядок малости функ-
ции относительно бесконечно малой 1
x
равен 4. I
П р и м е р 7. Для указанной функции f(x) при x→ +∞
выделить главную часть вида Cxk,
определить порядок роста относительно бесконечно большой x.
1) f(x) =
1√










































( 6= 0, 6=∞) только при k = 1
2
. Следовательно, при x→ +∞
f(x) =
1√
x+ 2−√x+ 1 ∼ 2x
1
2
(это и есть главная часть указанного вида), порядок роста функции
































( 6= 0, 6=∞) только при k = 1
2









2 · x 12
(это и есть главная часть указанного вида), порядок роста функции
относительно бесконечно большой x равен 1
2
. I
П р и м е р 8. Для функции f(x) =
2x5
x3 − 3x+ 1 при x → ∞ найти






















( 6= 0, 6=∞) только при k = 2. Следовательно, при x→∞
f(x) =
2x5
x3 − 3x+ 1 ∼ 2x
2. I
П р и м е р 9. Для функции f(x) = xx − 1 при x→ 1
выделить главную часть вида C(x− 1)k,








(x− 1)k = limx→1
elnx
x − 1
(x− 1)k = limx→1
ex lnx − 1
(x− 1)k = limx→1








(x− 1)k = limx→1
ln(1 + (x− 1))
x− 1 ·
x− 1
(x− 1)k = limx→1
1
(x− 1)k−1 = 1
( 6= 0, 6=∞) только при k = 1. Следовательно, при x→ 1
f(x) = xx − 1 ∼ x− 1
(это и есть главная часть указанного вида), порядок малости функ-
ции относительно бесконечно малой x− 1 равен 1. I






































tk−1 = − 1
pi








(это и есть главная часть указанного вида), порядок роста функции
относительно бесконечно большой 1
x−1 равен 1. I
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Замена функций эквивалентными при вычислении преде-
лов
Использование эквивалентных функций заметно упрощает вычис-
ление пределов в случаях, соответствующих следующей теореме.
Теорема 13. Пусть функции g(x) и g1(x) не обращаются в нуль
в некоторой проколотой окрестности точки x = x0, f(x) ∼ f1(x) и



















Теорема 14. (Критерий эквивалентности функций)
Для того, чтобы функция v(x) была эквивалентна функции u(x)
при x→ x0, необходимо и достаточно, чтобы выполнялось условие
v(x) = u(x) + o(u(x)), x→ x0.
При вычислении пределов может быть использована следующая
таблица эквивалентных функций:
Эквивалентность при x→ 0 Равенство при x→ 0
sinx ∼ x sinx = x+ o(x)
tg x ∼ x tg x = x+ o(x)
arcsinx ∼ x arcsinx = x+ o(x)
arctg x ∼ x arctg x = x+ o(x)
1− cosx ∼ x2
2
1− cosx = x2
2
+ o(x2)
ln(1 + x) ∼ x ln(1 + x) = x+ o(x)
(1 + x)α − 1 ∼ αx (1 + x)α = 1 + αx+ o(x)
ax − 1 ∼ x ln a ax = 1 + x ln a+ o(x)
(a > 0, a 6= 1) (a > 0, a 6= 1)
ex − 1 ∼ x ex = 1 + x+ o(x)
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П р и м е р 11. Для указанной функции f(x) найти эквивалентную
при x→ 0 функцию вида Cxk.
1) f(x) = 3 sin2 x2 − 5x5,








J 1) 3 sin2 x2 − 5x5 = 3x4 + o(x4)− 5x5 = 3x4 + o(x4).
Итог: 3 sin2 x2 − 5x5 ∼ 3x4, x→ 0. I
J 2) 2 sinx− tg 2x = 2 sin x− sin 2x
cos 2x




2 sinx(cos 2x− cosx)
cos 2x
=




















Итог: 2 sinx− tg 2x ∼ −3x3, x→ 0. I







использовать табличные соотношения эквивалентности. Вспомним
определение 3 эквивалентных функций и выясним, при каких зна-































x ∼ x 18 , x→ +0. I






J Найдём функцию вида Cxk, эквивалентную числителю при
x → 0. Сначала воспользуемся тригонометрическими соотношени-
ями, затем — равенствами из таблицы эквивалентных функций.
Получим:










x3 + o(x3) ∼ 1
2
x3, x→ 0.
Замечание 1. Если воспользоваться равенствами таблицы эк-
вивалентных функций сразу, без предварительных тригонометри-
ческих преобразований, то получится следующее:
tg x− sinx = x+ o(x)− (x+ o(x)) = o(x), x→ 0.
Т. е. эквивалентная функция имеет более высокий порядок, чем x,
и найти её именно таким образом мы не можем.
Замечание 2. В получившемся после тригонометрических пре-
образований произведении можно сразу использовать соотношения
эквивалентности для множителей:







Вернёмся к вычислению предела. Используя теорему 13 и экви-



















, используя соотношения экви-
валентности.
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8 + 3x− 2
4
√






8 + 3x− 2
4
√






























































П р и м е р 15. Найти lim
x→2
sin 3(x− 2)
x2 − 3x+ 2 , используя соотношения эк-вивалентности.
J Чтобы воспользоваться приведёнными в таблице соотношени-
















Решения примеров 16–18 мы приведём уже без комментариев, пред-
лагая читателю воспроизвести недостающие комментарии самосто-
ятельно.
П р и м е р 16.
J lim
x→0



















ln(1− x) = limx→0
x√
1−x2
−x = − limx→0
1√
1− x2 = −1. I





1 + arcsinx− 3√1 + arctg 2x√






1 + arcsin x− 1)− ( 3√1 + arctg 2x− 1)(√










· arctg 3x− 1
2
· (− arcsin 4x) =
= lim
x→0
2 arcsinx− 2 arctg 2x








Задание для решения в аудитории
3.1. Доказать, что функции f(x) и g(x) при x → 0 являются








2. f(x) = 3 sin2 4x, g(x) = x2 − x4.
3.2. Установить, какие из следующих утверждений верны.
1. x2 = o(x) при: a) x→ 0, б) x→∞.
2. x = o(x2) при: a) x→ 0, б) x→∞.
3.
√
x2 + x− x = o(1) при: а) x→ +∞, б) x→ −∞.
3.3. Установить, какие из следующих утверждений верны при
x→∞.
a) 100x+ x sinx = O(x), б) x = O(100x+ x sinx).
3.4. Определить порядок малости функции f(x) относительно x
при x→ 0.
1. f(x) = sin
(√
x+ 2−√2).





3. f(x) = cos x− cos2 x.
3.5. Для функции f(x) при x→ 0
а) выделить главную часть вида Cxk,
б) определить порядок малости относительно бесконечно малой x.
1. f(x) =
√
4− x4 + x2 − 2.
2. f(x) = sin2 2x+ arcsin2 x+ 2 arctg x2.




3.6. Для функции f(x) при x→ 1
а) выделить главную часть вида C(x− 1)k,
б) определить порядок малости относительно бесконечно малой x− 1.
1. f(x) = 3
√
x− 1.
2. f(x) = cos 1− cosx.
3. f(x) = ln2 x.
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3.7. Для функции f(x) = 3
√
x2 − x + √x при x → +∞ найти
эквивалентную бесконечно большую вида Cxk.




при x→ +∞ найти эквивалент-





3.9. Для функции f(x) =
lnx
(1− x)2 при x→ 1 найти эквивалент-





3.10. Найти пределы, используя эквивалентные функции.
1. lim
x→1
ln(1 + x− 3x2 + 2x3)










(1 + x)3 − 1
(1 + x)3 · 3√(1 + x)2 − 1 .
Задание для самостоятельной работы
3.11. Доказать, что функции f(x) и g(x) при x → 0 являются
бесконечно малыми одного порядка, т. e. f(x) = O∗ (g(x)) , x→ 0.
1. f(x) = 5 sin2 3x, g(x) = x2 − x4.
2. f(x) = cos x− cos3 x, g(x) = 4x2.
3. f(x) = arcsin 3x, g(x) = 4x.
4. f(x) = 1− cos 5x, g(x) = x sin 3x.
5. f(x) =
√
16− x− 4, g(x) = 9x.








3.13. Доказать, что chx− 1 = o(x) при x→ 0.
3.14. Определить порядок малости бесконечно малой f(x) отно-










3. f(x) = 3 sin3 x− x4.
4. f(x) = ex2 − cosx.




3.15. Определить порядок роста бесконечно большой функции
f(x) =
5x6
3x4 + x3 + 2
относительно x при x→∞.
3.16. Определить порядок роста бесконечно большой f(x) отно-










3.17. Доказать, что бесконечно малые f(x) и g(x) эквивалентны.
1. f(x) = 1− cos3 x, g(x) = 1, 5 sin2 x, x→ 0.
2. f(x) = sin
(√





x5 + x2 + 1
, g(x) = x3, x→ 0.
4. f(x) =
x2 arctg x






3.18. Для функции f(x) при x→ 0
а) выделить главную часть вида Cxk,
б) определить порядок малости относительно бесконечно малой x.
1. f(x) = 2x− 3x3 + x5.
2. f(x) = 1− x4 − cosx2.
3. f(x) = 2x2 − 1.
3.19. Для функции f(x) = ex − e при x→ 1
а) выделить главную часть вида C(x− 1)k,
б) определить порядок малости относительно функции x− 1.
3.20. Для функции f(x) = x2 + 100x+ 10 000 при x→∞ найти
эквивалентную бесконечно большую вида Cxk.












x+ 1−√x, x→ +∞.


























(5x − 1)(4x − 1)
























3.2. 1. а. 2. б. 3. а. 3.3. а, б. 3.4. 1. 1. 2. 1
3
. 3. 2. 3.5. 1. а) x2, б) 2.
2. а) 7x2, б) 2. 3. а) 3x, б) 1. 3.6. 1. а) 1
3
(x−1), б) 1. 2. а) sin 1·(x−1),
б) 1. 3. а) (x − 1)2, б) 2. 3.7. x 23 . 3.8. ( 1
x
)2. 3.9. 1
x−1 . 3.10. 1. −12 .
2. 1. 3. 9
55
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3.18. 1. а) 2x, б) 1. 2. а) −1
2
x4, б) 4. 3. а) ln 2 ·x2, б) 2. 3.19. а) x−1,



















. 3.26. ln 5·ln 4
ln 3·ln 6 . 3.27.
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ln 2
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Пределы последовательностей и функций.
Решение задач
