Abstract -This article preserirs a rriodrrlar schedrrlirrg arcliitecrrrre for rnulri-QoS rnerric differerrtiariori in class-based I P networks. The rationale of rlre supported differwuiarion rrrodrrles is preserrred, highligliriag the disriricr differeariarion senrantics that inigkt be irsed lo coritrol ?he dela?: loss arid r-are merr-ics associated ~i . i r h rlie rraflc classes. The de-):;sed rnodirles resort to se1,eral relative arid Iijbrid differenriariori riiodels fo borrrid QoS nierrics ori high pi-ior-it? classes. In rhe proposed schedirlirrg arcliitectrrre, the differerrtiatiort irrodrrles niay acr joirrtlj iq order to corirrol siriirilrarieorrsl)~ rririlriple QoS metrics. The rrsirlrs shon rhar irsirig sirriple arid inriririoe corzjigriratiori procedrrres the proposed architectrire is able to provide errliariced QoS differeere,iriariotr behavior iri IP nerworks accordirrg to the users and applications needs.
Introduction
The growth and diversity of distributed applications has fostered the need for IP networks with quality of service (QoS) differentiation capabilities in order to meet the users and applications demand. This need depends on the application nature and involved data, varying from relaxed to strict QoS constraints such as the ones required by humaninteractive based applications, real-time distributed data processing or real-time multimedia transmission. This type of applications is usually loss sensitive and has specific delay constraints that must be satisfied by the underlying network. To meet these requirements at the network level, it 'is fundamental to deploy traffic control mechanisms, which are easy to implement and configure, while providing flexible QoS differentiation. Thus, the motivation of this work is to develop a clever scheduling mechanism which, despite resorting to simple and intuitive configuration tasks, is able to control simultaneously different QoS metrics. Accomplishing this objective will ( i ) allow an intuitive and easily programmable human-network interface, (ii) enhance differentiation semantics with multi-constrained QoS models and (iii) increase the applications' overall performance. In this context, and in opposition to traditional scheduling mechanisms, the proposed scheduler encompasses rate, loss and delay differentiation capabilities in a flexible nay, resorting to new relative and hybrid differentiation models. This scheduler provides independent control of delay, loss and rate diiferentiation through the use of two priority disciplines acting at distinct points of the proposed scheduler architecture. The delay differentiation modules are based on theoretical schemes such as proportional differentiation [ I , 2,3,4] . Other differentiation schemes [S, 6.7,8] are also wpported by the scheduler. including an hybrid model specially devised for real-time traffic differentiation. These delay models aggregate a packet drop mechanism able to provide (iJ loss differentiation (ii) rate allocation with distinct work-conserving behavior or (iii) combination thereof. The present scheduling proposal, being a modular and QoS aware traflic control mechanism, is an useful contribution to system designers and network engineers aiming at simple, intuitive, easy to configure and effective mechanisms to enhance QoS in 1P networks. The scheduler architecture has k e n implemented and tested in the network simulator (NS-2).
A Scheduling Architecture
To control multi-QoS metrics, the traffic scheduling architecture includes three distinct differentiation modules (see Fig. I ). The delay differentiation module acts as an output priority discipline. This module has to decide which queue should he attended in order to satisfy the delay semantics imposed by the supported delay models. The packet drop module acts as an input priority discipline and includes a set of distinct loss differentiation models. In addition, the packet drop module is able to control each class load inducing, over medium time scales, output rate differentiation. In the next sections the emphasis is given on the main objectives, definition and configuration modes of the differentiation modules. 
Delay Differentiation Models
The delay differentiation module comprises threc: hasic relative models configured through delay parameters to bound the delay (reflected by the U; parameter) on high priority classes (see Fig. 2 (c) and Eq. (3)). Through appropriate configuration, this model may also be used to bound the delay on the highest priority class and, simultaneclusly, to achieve proportional differentiation among the remaining traffic classes.
pi(r)=(t--fo;)*U;
(1) with & = f -fa, a n d 0 I i I N -I.
Loss Differentiation Models
The loss differentiation module can also be configured according to relative models similar to those used for delay differentiation. This means that this module is able to provide proportional, additive and bounded loss ratios among the traflic classes using the loss parameters (b, ... ,LN-I).
In order to enable packet loss differentiation among distincl traffic classes, lets consider that dr0pi. The goal of the loss differentiation module is the provision of distinct loss differentiation semantics among the traffic classes contending for an output link. For that purpose, the use of common tail drop based mechanisms is no longer suitable to induce loss differentiation as they do not take into account the relative priority of the classes. In opposition, it will he necessary {hat, under buffer overnow, the decision of dropping a packet attends the priorities and the current loss ratio of each class. With [his purpose, whenever a packet arrives at the differentiation node and. simultaneously, no buffering resources are available, the drop module should he able to discard apreviously enqueued packet.' from a specific traffic class, accepting the newly arrived packet in the corresponding queue. Using this mechanism it is possible to lune packet loss among traffic classes according to a predefined differentiation model. In the presented architecture, where distinct traffic classes have distinct queues. the drop decision occurs wheneverthe aggregate backlog is higher than a given threshold. This means that the node buffering resources are shared by all traffic classes and. as they are mapped lo independent queues, the corresponding queue sizes may vary dynamically during the node operation. This coupled operation mode is different from traditional AQM techniques, such as RIO-coupled 191, where the dropping decision is centered on a particular traffic class. With this purpose the loss differentiation module bas to evaluate, for each traffic class, a priority value reflecting the likelihood of packet dropping, i.e. the traffic class with the lowest priority value is the one selected for packet discarding. Algorithm 1 presents the pseu- ' To simplify the nomion, from now on we suppress the index AI, i.e. docode for the loss differentiation module, which behavior is ruled by the priority function p;(t). Relaxed versions of this algorithm are possible such as estimating p i @ ) only at the end of each AI period, i.e. the candidate class for packet drop is kept unchanged during the following Ar. Despite being less accurate and reactive, this variant has a lower processing overhead given that, in the case of buffer overHow, it is not necessary to compute the priority values of all traffic classes. The loss differentiation module also follows some of the models previously explained for delay differentiation. In lhis case, instead of packet queuing times, i.e . 1-1"; . the priority functions will use the current packet loss ratio of the classes, I;, to decide from which class a packet is selected for dropping. In this case, the proportional loss differentiation is ruled by Eq. (6), the additive loss differentiation by Eq. (7) and the upper hound loss model, defined by Eq. (Sj, allows to hound the packet loss ratios on high priority classes.
~i ( t )
= (li)*Li (6) 
Load Control and Rate Differentiation
Finally, the rate module, which is an alternative for ruling the packet drop behavior, allows to control each class load inducing. over medium time scales, output rate differentiation.
Consider that traffic arriving at a network node, to be iorwarded to a specific output link, is classified in N distinct traffic classes contributing with individual loads Riii;(i) with 0 5 i 5 N -I . From queuing theory, the server associated with the corresponding output link enters in an unhalanced state (p > 1)4 when the total class load at the input exceeds the output capacity of the link, C. This situation, illustrated in Eq. (9) . leads to packet loss and to different levels of throughput share depending on the service discipline, class load and buffering resources. The first step in the mechanism design assures that Eq. (9) is not satisfied, i.e. the total arriving load does not exceed the output capacity of the server. Thus, to each C l a w is assigned a value, R m m i , which is the maximum input rate to be suhmitted to the server. If R.ini(t) measures the input load of 
(13
In Table I , three distinct equations ruling the credits clistribution modes are presented. The first iscalledfrillsharedand distrihutes the available resources among the traffic classes evenly. The second is named weighred and allocates higher ' credit shares to traffic classes with higher excess rales8. The third is called sfricr prioriry and allocates credits to traffic classes according to their priority, i.e. server credits are first allocated to high priority classes resorting to a recursive equation in which liriiiii assigned to Class! depends on the other Iiiiiirj of low priority classes.
Simulation Results
The following exqnples illustrate how the proposed scheduling architecture (Fig. 1) operates. showing its ability to decouple rate, loss and delay differentiation behavior, i.e. the differentiation mechanisms might act jointly but, simultaneously, might provide independent QoS metric differentiation9. In the delay configuration, Classa is the highest protected class as regards both rate and delay violations and Class8 and Classc have distinct Ui but similar C, parameters, meaning that they have similar capacity to absorb excess delays despite having diffcrent upper time delays. Fig. 4 shows the average output rate and qucuing delays obtained by the classes, clearly corroborating the expected differentiation behavior. Fig. 5 illustrates a similar delay differentiation, now with strict priority rate differentiation. Fig. 5 plots the differentiation behavior when C~O~S B decreases its rate to IMbps. As shown, only Class,,, which has the highest priority, has assigned extra bandwidth (shift to the right side of the graph), exactly the 0.5Mbps share provided by C l u s s~. As a consequence. a new delay distribution occurs at the server and both C~USSB and Classc delays increase. For Classc, all plots are still centered on 0.SMbps as this class does not receive any extra bandwidth. The increase in Classc excess delay is represented by a second box above the previous one. The magnitude of C~OSSB and Classc excess delays is still similar even after the rate sharing, while ClasSA delay violations keep a low value due to its high CA parameter. obtained delays and the target delay of 30rns, should be twice the congestion delay of C~OSSB, which has a similar delay target of 3 O n q but a congestion parameter two times higher than Classc. This behavior is illustrated in Fig. 6. Fig. 7 shows the Box-Whisker plots of each QoS metric along with student's T-test, with a confidence interval of 95% for the mean values of delay and loss, corroborating the expected differentiation hehavior.
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Delay This example illustrates the three differentiation modules acting together. We assume that Class,, is used for loss and time sensitive traffic, being its bandwidth limited at network edges to 2Mbps. Class8 and Clossc are used for low priority traffic and, depending on the network conditions, packet loss is likely to occur. In this context, the rate parameters are configured as (RmaxA,RJna.rB+c) = centage which is 5% lower than the obtained by Classc.. Finally, the upper time model is used to limit the queuing delay of Class* to a maximum of IOfns, with proportional relations between class^ and Classc. As depicted in Fig. 8 , the output rate share of C/asss+c aggregates is close to 2.5ildbps whereas Classa share is around 2Mbps. Moreover, the suhfigures inside Fig. 8 show that the delay and loss dimrentiation also obey to the configured parameters. The results are corroborated once again by the stand-alone metrics ,analysis of Fig. 9 . This example proves that, despite being easily configurahle, the scheduling architecture has a powerful differentiation semantics to improve QoS capability of network nodes.
Conclusions
This article has presented a multi-constrained QoS scheduler to improve the quality and reliability of class-based 1P nodes. The devised modular scheduling architecture includes three differentiation modules providing enhanced differentiation semantics for loss, delay and rate QoS metrics. The underlying concept of each differentiation module was presented, focusing on the distinct configurations supported by the proposed architecture. The robustness and efficiency of the differentiation mechanisms were also corroborated resorting to simulation. The results prove that the differentiation modules may operate jointly and are able to provide multi-QoS metric differentiation in class-based networks. The diversity of the supported QoS differentiation semantics, along with the simplicity and intuitive nature of the configuration tasks, turn the presented mechanisms into an useful contribution to system designers and network engineers aiming at simple, intuitive, easy to configure and effective mechanisms to enhance QoS in IP networks.
