Fix integers n ≥ r ≥ 2. A clique partition of [n] r is a collection of proper subsets
Introduction
A classical theorem of de Bruijn and Erdős [8] states that the minimum number of proper complete subgraphs (henceforth cliques) of the complete graph K n that are needed to partition its edge set is n. Equality holds only for n − 1 copies of K 2 on a vertex together with a clique of order n − 1 (a near-pencil) or the cliques whose vertex sets are the q 2 + q + 1 point sets of lines in a projective plane of order q when n = q 2 + q + 1 and a projective plane exists.
In this paper, we study the analog of the de Bruijn-Erdős theorem for hypergraphs. Write X r for the collection of r-elements subsets of a set X; this is a clique. Throughout this paper, we write [n] := {1, 2, . . . , n}. We will associate a hypergraph with its edge set.
Definition. Fix integers n ≥ r ≥ 2. A clique partition of a hypergraph H is a collection of proper subcliques that partition H. Let cp(n, r) be the minimum size of a clique partition of [n] r . In other words, cp(n, r) is the minimum t for which there are proper subsets A 1 , A 2 , . . . , A t ⊂ [n] such that i A i r is a partition of [n] r .
The de Bruijn-Erdős Theorem can now be restated as cp(n, 2) = n together with the characterization of equality. In this paper, we consider cp(n, r) for r > 2. A minimum clique partition of [n] r shall be referred to as an optimal clique partition. As noted above, there are essentially two types of configurations achieving equality in the de Bruijn-Erdős theorem: near pencils and projective planes. For r = 3 and n = q 2 + 1 there is only one type of configuration that achieves equality, and this is called an inversive plane.
An inversive plane is a pair (V, C) where V is a set of points and C is a set of subsets of points called circles satisfying the following axioms:
(1) any three points of V must lie in exactly one circle in C ∈ C, (2) four points in V must exist that are not contained in a common circle and (3) for any circle C ∈ C and points p ∈ C and q ∈ V \C, there is exactly one circle D ∈ C such that p, q ∈ D and C ∩ D = {p}.
It is known that if an inversive plane on n points exists, then n is necessarily of the form q 2 + 1 for some integer q ≥ 2, and the number q is called the order of the inversive plane.
If the cliques in a clique partition form an inversive plane, then we identify the partition with the inversive plane. The problem of determining cp(n, 3) is quite well understood due to the following theorem.
Theorem 1 (Hartman-Mullin-Stinson [17] ) Let q ≥ 3 be an integer and n = q 2 + 1. Then cp(n, 3) ≥ n √ n − 1.
If q is a prime power, then
• cp(n, 3) = qn = n √ n − 1, and
• if P is a clique partition of [n] 3 , |P | = qn, then P is an inversive plane of order q. Consequently, as n → ∞ cp(n, 3) ∼ n 3/2 .
In Section 2, we shall give a simple description of inversive planes requiring only basic field arithmetic. There, we provide what might be considered a "classical model" for a finite inversive plane, starting with the coordinates for an affine plane over a finite field. The model is not new (see, for instance the very complete book by Benz [5] , or the more recent survey by Wilker [29] ). Although this treatment is not new, it appears that it is not well-known. We include it here for completeness.
In [17] , cp(n, 3) is determined when n is close to q 2 +1 and q is a prime power, due to the existence of inversive planes and classification [26] of linear spaces with n points and m blocks such that (m − n) 2 ≤ n. In general, however, it is likely to be challenging to determine cp(n, 3) exactly for all n, in contrast to the de Bruijn-Erdős Theorem.
Clique partitions of
[n] r
The problem of determining cp(n, r) for r > 3 appears to be difficult. First we present a lower bound for cp(n, r) in terms of cp(n − 1, r − 1):
Theorem 2 Let r > 2 and n > r be integers. If cp(n − 1, r − 1) = δcp(n, r) then
Consequently, for each fixed r ≥ 2, and n → ∞,
Via constructions we shall give evidence that this lower bound may be the true asymptotic behavior of cp(n, r) for every fixed r ≥ 2.
Theorem 3 For every fixed r ≥ 2 there is a family H ⊆
[n] r of r-element sets such that |H| = n r − o(n r ) and H has a clique partition with (1 + o(1))n r/2 cliques.
It appears to be difficult to extend the constructions for Theorem 3 to full partitions of
[n] r without adding many more subcliques. We nevertheless conjecture that in general, the above lower bound is asymptotically sharp:
Conjecture 4 For every fixed r ≥ 2 we have cp(n, r) = (1 + o(1))n r/2 as n → ∞.
Characterization of clique partitions
Equality holds in the de Bruijn-Erdős Theorem for projective planes and near-pencils. The nature of clique partition numbers cp(n, r) for r > 2 surely depends on number theoretic properties of n, so unlike in the de Bruijn-Erdős Theorem, a characterization of optimal partitions for all n is likely to be more difficult.
Towards this goal, we prove the following theorem, which considers values of n that are parameterized in a way that includes the de Bruijn-Erdős Theorem as a special case. As is customary, we define the binomial coefficient x r = x(x − 1) · · · (x − r + 1)/r! for any positive integer r and real number x. Also, recall that a Steiner (n, k, t)-system is a collection of k-element sets of [n] such that every t-element subset of [n] lies in precisely one of the k-element sets.
Theorem 4 Let r ≥ 2 and let n be a positive integer. Define the positive real number q by the equation n = q 2 + q + r − 1. Then
Equality holds if and only if one of the following holds:
• n = r + 1 and the partition is
• n > r + 1 and r = 2 and the partition is a projective plane of order q or a near pencil • the partition is a Steiner (n, k, r)-system where (n, k, r) ∈ { (8, 4, 3) , (22, 6, 3) , (23, 7, 4) , (24, 8, 5) }.
Note that in the third case above such Steiner systems are known to exist for r ∈ {3, 4, 5}, and so for those values of r we have a complete characterization of equality in Theorem 4. The case r = 2 is the de Bruijn-Erdős Theorem. We note that not a single construction of a Steiner (n, m, r)-system is known for any n > m > r > 5. This is considered to be one of the major open problems in design theory [28] .
Zarankiewicz problem
There is a tight connection between cp(n, r) and the Zarankiewicz problem from extremal graph theory. The Zarankiewicz number z(m, n, s, t) denotes the maximum possible number of 1s in an m × n matrix containing no s × t minor consisting entirely of 1s. This can be rephrased in terms of the maximum number of edges in an m × n bipartite graph containing no complete bipartite subgraph with s vertices in the part of size m and t vertices in the part of size n. Our results for the clique partition number cp(n, r) imply the following new asymptotically sharp results for Zarankiewicz numbers.
The special case r = 3 had earlier been shown by Alon-Rónyai-Szabó [2] , as part of a more general result motivated by a question in discrepancy theory posed by Matouśek. However, our constructions here are different.
Theorem 5 is in contrast to a result of Füredi [14] which shows that for each fixed r ≥ 2, we have z(m, n, 2, r) = (1 + o(1)) (r − 1)n m whenever m = (1 + o(1))n. The problem of determining the asymptotic behavior of cp(n, r) for fixed r ≥ 2 seems more challenging than that of determining the Zarankiewicz numbers z(m, n, 2, r) for m = (1 + o(1))n r/2 .
Organization
In Section 2, we discuss inversive planes and give a self-contained presentation of inversive planes. In Section 3, we discuss cp(n, r) for r > 3, starting in Section 3.1 with the proof of Theorem 2, proceeding in Section 3.2 with the proof of Theorem 3, and mentioning an alternative construction for r ∈ {4, 5} in Section 3.3. In Section 4, we prove Theorem 4, and in Section 5 we point out the connection to the Zarankiewicz problem and prove Theorem 5.
Inversive planes
In this section, we give an elementary construction of inversive planes of prime power order q ≡ 3 (mod 4) which may be of independent interest. As mentioned in the introduction, this presentation is not new, but it appears not to be well-known.
Recall that the blocks of an inversive plane π are called circles and that if π has n points, then n is necessarily of the form q 2 + 1 for some integer q ≥ 2, and the number q is called the order of π. In an inversive plane of order q, it is well-known that every circle has q + 1 points, every point is in q(q + 1) circles, and the total number of circles is q 3 + q (see [10] for more information on inversive planes).
The issue of constructing inversive planes of order q has quite a long history beginning in the 1930s [30, 3, 4, 9] and it is known that inversive planes of all prime power orders exist. We will now present an elementary presentation of inversive planes.
Construction. For a prime power q ≡ 3 (mod 4) and n = q 2 + 1, we consider the vertex set [n] as (F q × F q ) ∪ {v} := F 2 q ∪ {v}. For a = (a 1 , a 2 ) ∈ F 2 q and λ ∈ F q \ {0}, define the circle with center a and finite radius λ to be
There are q 3 − q 2 such circles, since there are q 2 choices for a ∈ F 2 q and then q − 1 choices for λ.
For each a ∈ F 2 q and µ ∈ F q define the following sets:
It is convenient to refer to these sets as circles too. Note that each of them has q + 1 points. These q 2 + q special circles are in one-to-one correspondence with the affine lines of F 2 q ; just add {v}, a point at infinity, to each of the affine lines. The circles C(a) come from lines with finite slope, whereas the circles C(µ) come from lines with infinite slope.
The total number of sets defined in our construction is q 3 + q. It remains to show that all the circles together form an inversive plane of order q, by verifying the three axioms. In the Euclidean plane, every three points determine a unique circle unless they are collinear, and the basis for our construction is that this remains true in finite fields. We make this precise in the next result.
Lemma 6 Every three non-collinear points in F 2
q lie in a unique circle C(a, λ). No three collinear points lie on a circle C(a, λ).
q . We will show that there is a unique circle C(a, λ) that contains all three of them with λ ∈ F q \ {0}. We wish to determine the number of solutions (a, λ) where a ∈ F 2 q and λ ∈ F q \ {0} to the equations
Now (3)− (4) and (4)− (5) give
Since x, y, z are non-collinear, the coefficient matrix above is invertible, and hence there is a unique a = (a 1 , a 2 ) that satisfies the matrix system above. For this particular choice of a, define λ using (3). It is straightforward to see that λ automatically satisfies both (4) and (5) and therefore x, y and z determine a unique circle.
It remains to show that λ = 0. If λ = 0, then since q ≡ 3 (mod 4) we may apply Euler's Theorem which says that -1 is not a square modulo q. Consequently, the only solution to equations (3), (4) and (5) is x = y = (a 1 , a 2 ). This contradicts the fact that x, y, z are distinct and therefore λ = 0.
Substituting x 2 = b 1 x 1 + b 2 above gives the quadratic equation
for some c 1 , c 2 ∈ F q . Since q ≡ 3 (mod 4), Euler's Theorem implies that 1 + b 2 1 = 0 and hence the quadratic above has at most two solutions. Each of these solutions gives a unique solution for x 2 and consequently |C(a, λ)∩C(b)| ≤ 2 as required. The proof that |C(a, λ)∩C(µ)| ≤ 2 is similar.
The above lemma gives a family P of q 3 + q sets in [n] 3 when n = q 2 + 1 with the property that every set of three distinct points in [n] is covered by exactly one set. Indeed, the Lemma clearly shows this for any three points in F 2 q , since if they are non-collinear they lie in a unique circle C(a, λ), and if they are collinear they lie in precisely one affine line C(a) \ {v} or C(µ) \ {v}. If the three points are of the form {x, y, v} with x, y ∈ F 2 q , then since {x, y} lies in a unique affine line, {x, y, v} lies in the unique extension of this line that has the form C(a) or C(µ).
We now show that P is an inversive plane. By construction, axioms 1 and 2 are satisfied. To show that axiom 3 is satisfied we need an elementary counting argument using the fact that every circle has size q + 1. This will be proved via the following lemma which shows that each circle C(a, λ) has q + 1 points:
Lemma 7 Let q ≡ 3 mod 4 be a prime power, and let (a, b) ∈ F 2 q , λ ∈ F q \ {0}. Then the number of solutions (x, y) ∈ F 2 q to the equation (x − a) 2 + (y − b) 2 = λ is exactly q + 1.
By translation and scaling, S q = |{(x, y) ∈ F 2 q : x 2 + y 2 = δ}| where δ = χ(λ) ∈ {−1, 1} and χ is the quadratic character of F q . Therefore
Here we used that −1 + δ/(δ − x) is a permutation of F q \{−1} and that w∈Fq χ(w) = 0. Since q ≡ 3 mod 4, χ(−1) = −1 and so |S q | = q + 1
We now show that axiom 3 is satisfied. So let C(a, λ) be a circle, u ∈ C(a, λ) and v ∈ C(a, λ). For each point x ∈ C(a, λ) \ {u} we have a circle C x that contains u, v, x. Moreover, C x ∩ C x ′ = {u, v} for x = x ′ . Since these q circles are disjoint outside {u, v} and they all have size q + 1, their union has size 2 + (q − 1)q = q 2 − q + 2 = n − (q − 1). Therefore we can find a point z outside the union of these circles. But there is a circle C that contains u, v, z and so C ∩ C(a, λ) = {u}. Moreover, C contains all the remaining q − 1 points above, so it is the unique circle that contains u, v and intersects C(a, λ) at {u}. This proves axiom 3.
3 Clique partitions of
In this section, we prove Theorems 2 and 3.
Proof of Theorem 2
Let P be an optimal clique partition of [n] r which has vertex set [n]. Then P * v = {C \ {v} : v ∈ C ∈ P } is a clique partition of
On the other hand since P is a clique partition of
By convexity of binomial coefficients, the right hand side is a minimum when the |C| all equal their average value, which by (6) is at least ncp(n − 1, r − 1)/cp(n, r) = δn by definition of δ.
Inserting this in (7) gives (1).
Proof of Theorem 3
By the known results about the distribution of primes it suffices to prove the result for n = q 2 , where q is a prime power. For other values of n we can then take the construction for the smallest n ′ > n satisfying n ′ = q 2 , with q being a prime power, and consider the induced constructions on n vertices among those n ′ .
Suppose, thus, that n = q 2 , and let F = GF (q) denote the finite field of size q. Let V be the set of all ordered pairs (x, y) with x, y ∈ F . For every polynomial p(x) of degree at most r − 1 over
The collection C of all sets C p is a collection of q r = n r/2 subsets of V , each of size q = √ n. Clearly, no two members of C share more than r − 1 elements, as two distinct polynomials of degree at most r − 1 can share at most r − 1 points. Moreover, every set {(x i , y i ) : 1 ≤ i ≤ r} of r points of V in which the x i -s are pairwise distinct is contained in a unique set C p , as there is a unique polynomial p of degree at most r − 1 satisfying p(x i ) = y i for all i. Let H be the set of all r-subsets of V contained in a member of C. Then H has a clique partition with the n r/2 cliques C p , and the only r-sets in V that do not belong to H are those that have at least two points (x, y) with the same first coordinate. The number of these r-sets is at most
completing the proof.
An alternative construction for r ∈ {4, 5}
In this subsection we present an alternative construction that proves the assertion of Theorem 3 for r ∈ {4, 5}. Although this is less general than the previous construction we believe it is interesting and may provide some extra insight.
We work in the classical finite projective plane of order q, denoted by π = P G(2, q). The plane π contains q 2 + q + 1 points that can be represented by homogeneous coordinates (x, y, z). A non-degenerate conic of π is a collection of points whose homogeneous coordinates satisfy some non-degenerate quadratic form, and it is well-known that there is exactly one such conic in π, up to isomorphism. A typical example is the set of points satisfying the form y 2 = xz which contains the points {(0, 0, 1)} ∪ {(1, x, x 2 ) : x ∈ F q }. An arc is a set of points, no three collinear, and it is straightforward to show that conics form arcs. Moreover, a classical result of Segre [23] says that when q is odd, every set of q + 1 points, no three collinear, is in fact a conic.
For an overview of results on conics and arcs in general, the reader is referred to Chapters 7 and 8 of [18] . It is well-known that there are precisely q 5 − q 2 conics in P G(2, q) and that five points in general position (that is, no three of which are collinear) determine a unique conic. We can use these facts to cover 4-sets and 5-sets of π.
The case r = 4. Distinguish a special point P of π and consider the set of all conics passing through P . Our points will be the points of π \ {P }. Hence, n = q 2 + q. Let X be the number of conics passing through an arbitrary point Q of π. By the transitive properties of Aut(π), it follows that X is independent of Q. We count pairs (Q, C) with Q a point of the conic C, by first counting Q, and then counting C. This give us
If follows that there are X = q 4 − q 2 conics through a point of π. The number of 4-sets in the set π \ {P } is 4 . The case r = 5. We can repeat our construction, using all points and conics of π, to obtain a similar result for r = 5. The construction here is in fact simpler than the one for r = 4. The total number of 5-sets of points in π is (1))q 10 (the difference is asymptotically 1 12 q 9 which is of lower order). Hence, we have shown that for n = q 2 + q + 1, there is a collection of (1 − o(1))q 5 = (1 − o(1))n 5/2 proper edge-disjoint subcliques of [n] 5 that cover all but o(q 10 ) = o(n 5 ) edges of [n] 5 . This completes the (second) proof of Theorem 3 for r ∈ {4, 5}.
Proof of Theorem 4
We first address the lower bound in Theorem 4. Before beginning the proof we need the following simple lemma, known as Chebyshev Sum Inequality (c.f., e.g., [16] .) Lemma 8 (Chebyshev Sum Inequality) Suppose that p > 1 is an integer and f, g :
There are several simple proofs of this inequality. A short one is to observe that the right hand side is the expectation of the sum
, where σ is a random uniformly chosen permutation of {1, 2, . . . , p}, and that the maximum value of this sum is obtained when σ is the identity, since if σ(i) > σ(j) for some i < j, then the permutation σ ′ obtained from σ by swapping the values of σ(i) and σ(j) satisfies
Proof of the lower bound
In this section we show the lower bound in Theorem 4. Define (n) r := n(n − 1) . . . (n − r + 1) and φ(n, r) = . Let P be a clique partition of
where n = q 2 + q + r − 1 and q is a positive real number. We aim to show |P | ≥ φ(n, r), and we proceed by induction on r. For r = 2, this follows from the de Bruijn-Erdős Theorem since φ(n, 2) = q 2 + q + 1 = n. Since φ(r + 1, r) = r + 1, we may assume n > r + 1. Suppose r > 2 and let C 1 , C 2 , . . . , C p be the cliques in P , of respective sizes n 1 ≤ n 2 ≤ · · · ≤ n p . Note as in (6),
For a set S ⊂ [n], let P * S = {C \ S :
By the de Bruijn-Erdős Theorem, since P * S is a clique partition of
, |P * S | ≥ n − r + 2 and therefore
with equality if and only if there is a projective plane on n − r + 2 points, q is an integer, and every clique in P has size q + r − 1. Note here that we are ruling out the possibility of a near pencil in every P * S , otherwise P would have a clique of size n − 1 and then |P | ≥ 1 + n−1 r−1 > φ(n, r) since n > r + 1. On the other hand since P is a clique partition of
Since n i ≥ r for all i, we may apply Lemma 8 with f (i) = (n i ) r−2 and g(i) = (n i −r +2)(n i −r +1) to obtain
(n i − r + 2)(n i − r + 1).
By (9) and (10), we have
The function h(x) = (x − r + 2)(x − r + 1) is convex for x ≥ r. Hence Jensen's inequality yields
where c is the average size of a clique in P . Consequently, n − r + 1 ≥ (c − r + 2)(c − r + 1) and since n = q 2 + q + r − 1, we find c ≤ q + r − 1. Together with (8) we get
Using the identity φ(n, r)(q + r − 1) = nφ(n − 1, r − 1), this gives p ≥ φ(n, r) and completes the proof of the lower bound in Theorem 4.
Equality in Theorem 4
For the constructions giving equality in Theorem 4, we note that for r = 2 this is exactly the de Bruijn-Erdős Theorem. Moving on to r ≥ 3, we have n = q 2 + q + r − 1, and equality holds in the above arguments if and only if equality holds in (9) , which means that every (r − 2)-set S has the property that P * S is an optimal partition
. Therefore every r-set is covered at most (in fact exactly) once and P is a Steiner (n, q + r − 1, r)-system. It is well known (see [28] ) that the following divisibility requirements are necessary for the existence of such Steiner systems:
Equivalently, since n = q 2 + q + r − 1, (11) is equivalent to:
For each r, let Q r be the set of values of q permitted by (12) . Then the Q r form a decreasing chain Q 3 ⊇ Q 4 ⊇ . . . and 1 ∈ Q r for all r ≥ 3. Now Q 3 is the set of q such that
The first two conditions are trivially satisfied, and the last is
This is equivalent to (q + 2)|12. It follows that q ∈ {1, 2, 4, 10}, Q 3 = {1, 2, 4, 10} and then n ∈ {4, 8, 22, 112}. Since Steiner (n, q + 2, 3)-systems exist for (n, q) ∈ {(4, 1), (8, 2) , (22, The case q = 10 may be ruled out, since it is accepted (see [21] ) that a projective plane of order ten does not exist, hence it is impossible that P * S is a partition of
for |S| = 1. For r = 4, we have the same divisibility requirements as r = 3 together with q(q + 1)(q + 2)(q + 3) | (q 2 + q + 3)(q 2 + q + 2)(q 2 + q + 1)(q 2 + q).
Equivalently, we are looking for q ∈ Q 3 satisfying (q + 2)(q + 3) | (q 2 + q + 3)(q 2 + q + 2)(q 2 + q + 1). This is not satisfied for q ∈ {2, 10} and hence the only values q ∈ Q 3 = {1, 2, 4, 10} which satisfy these requirements are q ∈ {1, 4} and Q 4 = {1, 4}. Since a Steiner (23, 7, 4)-system exists which corresponds to q = 4, we have cp(5, 4) = 5 cp(23, 4) = 253.
For r = 5, we are seeking Steiner (q 2 + q + 4, q + 4, 5)-systems, which implies q ∈ {1, 4} = Q 5 and n ∈ {6, 24}. Since a Steiner (24, 8, 5 )-system exists, we have the complete solution cp(6, 5) = 6 cp(24, 5) = 759.
Finally we show Q r = {1} for r ≥ 6 to complete the proof. First we have Q 5 = {1, 4} as just seen, and since Q r ⊆ Q 5 for all r ≥ 5, we only have to show Q 6 = {1}. If 4 ∈ Q 6 , then the divisibility requirement (12) with i = 0 and q = 4 is
This is false, since 3 is a prime factor with multiplicity three on the left, and only two on the right. Therefore Q r = {1} for r ≥ 6, and the only possible clique partition achieving equality in Theorem 4 has q = 1 and n = r + 1, and therefore it must be
[r+1] r .
Zarankiewicz Problem and Theorem 5
In this section we point out the connection between Zarankiewicz numbers and clique partitions. As a byproduct, we prove Theorem 5. Recall that the Zarankiewicz number z(m, n, s, t) is the maximum number of edges in an m × n bipartite graph containing no complete bipartite subgraph with s vertices in the part of size m and t vertices in the part of size n. The clique partition number cp(n, r) is related to the Zarankiewicz numbers in the following sense: Proof: We follow the classical argument of [20] . For any m × n bipartite graph with parts A and B, not containing a 2 × r complete bipartite subgraph (with the two vertex set lying in A),
By convexity, if e is the number of edges in the graph we obtain m e/m r ≤ n r .
Suppose e = z(m, n, 2, r) and e > km. Then the above formula becomes m k r < n r .
However this contradicts the identity relating m, n and k in the lemma. It follows that z(m, n, 2, r) ≤ km.
Now consider the incidence graph of points and sets of size k in the clique partition of
r . This is an m × n bipartite graph, and since we have a clique partition, it does not contain a 2 × r complete bipartite subgraph. Therefore z(m, n, 2, r) ≥ km.
If z(m, n, 2, r) = km, then equality holds in (13) and (14), which means that d(a) = k for every a ∈ A and every r-set of B is covered exactly once. This gives us a partition of
r into m cliques of size k.
The proof of Lemma 9 can be easily rewritten to prove the following: Fix r ≥ 2 and let H ⊂ and so we immediately get z(m, n, 2, 3) = km = (q + 1)qn = (q 2 + q)n.
For the cases r ≥ 4 we use the asymptotic version of Lemma 9 above and the results in Section 3.2. If n = q 2 with q a prime power, the desired result follows from the construction in the proof of Theorem 3. For other values of n we take the smallest prime power q so that q 2 ≥ n, consider the construction for that which is a bipartite graph with vertex classes A and B, and take the expected number of edges in an induced subgraph on randomly chosen sets of sizes n and m in A and B, respectively.
Concluding remarks
• Clique partitions and extensions of Fisher's Inequality
The de Bruijn-Erdős Theorem is an extension of a well known inequality of Fisher [12] that asserts that any nontrivial clique partition of [n] 2 in which all cliques have the same cardinality contains at least n cliques. Fisher's Inequality has been extended in several ways. One such extension is due to Ray-Chaudhuri and Wilson [22] who proved that for even r, any clique partition of
in which all cliques have the same cardinality contains at least n r/2 cliques. Our bound here is stronger (by a factor of (1 + o(1))(r/2)! for even r), and applies to odd values of r as well without having to assume that all cliques have the same cardinality. On the other hand, the result in [22] , whose proof is algebraic, holds even if every r-set is covered exactly λ times for some λ > 0.
• Partitions into complete r-partite r-graphs A well known result of Graham and Pollak [15] asserts that the complete graph on n vertices can be edge partitioned into n − 1, but not less, complete bipartite graphs. This can be viewed as a bipartite analogue of the de Bruijn-Erdős Theorem. In the bipartite case, unlike the one dealing with clique-partitions, there are many extremal configurations, and the only known proofs of the lower bound are algebraic (though recently Vishwanathan [27] presented a counting argument that replaces the linear algebraic part of one of these proofs).
The r-partite version of the problem considered here is to determine the minimum possible number of complete r-partite r-graphs in a decomposition of the edges of the complete r-graph on n vertices. More formally, this is the minimum p = p(n, r) so that there are p collections of the form {A
for all admissible i and j, and for every r-subset R of n there is a unique i, 1 ≤ i ≤ p so that |R ∩ A (i) j | = 1 for all 1 ≤ j ≤ r. Thus, the Graham Pollak result asserts that p(n, 2) = n − 1. In [1] it is proved that p(n, 3) = n − 2 and that for every fixed r there are two positive constants c 1 (r), c 2 (r) so that c 1 (r)n ⌊r/2⌋ ≤ p(n, r) ≤ c 2 (r)n ⌊r/2⌋ for all n (see also [6] for slight improvements). Note that for even r the exponent of n is the same as the one appearing in our bounds for the clique partition problem (that is, the function cp(n, r) discussed here), but for odd values of r, and in particular for r = 3 where both functions are well understood, the exponents differ.
• Geometric description of inversive planes.
Inversive planes are more widely modeled using the techniques of finite projective geometry. For completeness, we briefly describe the known models here since these planes provide optimal configurations. Inversive planes can be constructed from ovoids. These are sometimes called egg-like inversive planes (or Miquelian planes when the ovoid is an elliptic quadric as we describe below). Thas [24] showed that for odd q, if P is an optimal clique partition of [n] 3 and n = q 2 + 1, and for some v ∈ [n] the vertex sets V (C)\{v} : C ∈ P constitute the point sets of the lines of the affine plane AG(2, q), then the vertex sets of the cliques in P are the circles of an egg-like inversive plane. It follows that the construction given in Section 2.1 is equivalent to the known construction of inversive planes when the field has odd characteristic q.
To describe the ovoidal construction, the setting is finite projective 3-space P G(3, q). An elliptic quadric of P G(3, q) forms a set of q 2 + 1 points, no three of which are collinear; in general, such a set of points in P G(3, q) is called an ovoid. Now consider the points of an ovoid O of P G(3, q) as the vertices of
together with the non-tangent planar cross sections of O. As three points uniquely determine a plane, each set of three points of O (each edge of the hypergraph) is covered by one of these planar cross sections. Moreover, it is straightforward to show that each non-tangent plane meets O in q + 1 points, forming a planar conic, an object we described in Section 3.3. It follows that the set of points of O together with the planar cross-sections of O form an inversive plane.
It is an important open question in projective geometry as to whether for any q, an inversive plane of order q must be constructed from an ovoid as above. Barlotti [3] and Dembowski [9] showed that if q is odd, then any ovoid is projectively equivalent to an elliptic quadric -the set of points satisfying a quadratic form xy + φ(w, z) (here φ is an irreducible quadratic form over F q ). In this case, there is an alternative description: consider the ground set to be F q 2 ∪ {∞} and consider the images of the set F q ∪ {∞} under the group of permutations
The q 3 + q images are taken to be the circles, each with q + 1 points, and it can be shown that the elliptic quadric construction is equivalent to the semi-linear fractional group construction. Note that this model can also be viewed as the points of P G(1, q 2 ) with blocks corresponding to the Baer sublines (i.e., copies of P G(1, q)) therein.
For q even there exist ovoids that are not elliptic quadrics, the so-called Tits ovoids [25] . However, Dembowski's Theorem [9] shows that if q is even, then any inversive plane is derived from an ovoid as above, and so in this sense, optimal clique partitions of [n] 3 when n = q 2 + 1 and q = 2 h for h ≥ 2 are unique up to the choice of the ovoid. It follows from the previously mentioned result of Thas [24] , translated into the language of clique partitions, that for odd q, if P is an optimal clique partition of [n] 3 and n = q 2 + 1, and some P * v is the classical affine plane AG(2, q), then P itself is constructed as above from an elliptic quadric. In particular, the optimal clique partitions are unique. It appears difficult, however, to claim that any of the clique partitions P * v are isomorphic to the classical affine plane. Much more on finite projective 3-space, including results on ovoids and quadrics, can be found in the book by Hirschfeld [19] .
• Classification of linear spaces. Theorem 2 gives a general lower bound on cp(n, r) in terms of cp(n − 1, r − 1). We concentrate on the case r = 3. A necessary condition for tightness in Theorem 4 for r = 3 when n = q 2 + q + 2 and q is a positive integer is the existence of a projective plane of order q on n − 1 points. If n is an integer such that no projective plane on n − 1 points exists, this raises the question as to the minimum 2-designs which are not projective planes and not near pencils on n − 1 points. A complete analysis of 2-designs on v points with b blocks such that (b − v) 2 ≤ v was carried out by Totten [24] (1976) (see also [13] ). In particular, those 2-designs are one of the following: (a) near pencils (b) an affine plane of order q with a linear space on at most q + 1 new points at infinity (add a point to every line in a parallel class, and then amongst the new points create a 2-design of lines -this in particular contains the projective planes when q + 1 points are added and a single line through them is added) (c) embeddable in a projective plane (delete at most v + 1 points from a projective plane, deleting any line which becomes a singleton) (d) an exceptional configuration with v = 6 and b = 8.
We point out that Theorem 2 can be tight. Suppose n = 21. By the classification of 2-designs, |P * v | is at least the number of lines in an affine plane of order q = 4 together with the trivial linear space on q points at infinity, so cp(n − 1, 2) ≥ q 2 + q + 1 i.e. cp (20, 2 Since x is an integer, x ≥ 77. However (see Theorem 4) cp(22, 3) = 77 due to the existence of the Steiner (22, 6, 3)-system, so we conclude x ≤ cp(22, 3) = 77. It follows that cp(21, 3) = 77. While it is possible to generalize the argument we just used for n = 21 by using the classification of 2-designs, it is the lack of constructive upper bounds where more work is needed, and in general there is a gap between the upper and lower bounds for cp(n, 3). An extensive survey of the existence problem for Steiner systems may be found in [7] .
