Abstract: This article presents a complementary experimental and computational investigation of the effect of viscosity and flowrate on the dynamics of drop formation in the dripping mode. In contrast to previous studies, numerical simulations are performed with two popular commercial computational fluid dynamics (CFD) packages, CFX and FLOW-3D, both of which employ the volume of fluid (VOF) method. Comparison with previously published experimental and computational data and new experimental results reported here highlight the capabilities and limitations of the aforementioned packages.
INTRODUCTION
The dynamics of drop formation has long been a research topic of interest; see, for example, Basaran [1] and papers cited therein. This is not only due to its occurrence in everyday life but also, more recently, as an important component of diverse technological applications ranging from separation and extraction processes [2] to spraying and digital-jet printing technologies [3, 4] . A wide range of experimental, theoretical, and computational studies have shown that drop formation from capillary tubes occurs in two different modes depending on the liquid flowrate [5] : dripping (at very slow efflux velocities) in which the liquid leaves the tube as a series of discrete periodic drops and jetting (at a high efflux velocity) in which a coherent laminar jet emanates from the tube before breaking into a stream of discrete drops because of the Rayleigh instability [6] . During dripping, drop formation can be considered to occur in two stages. The first corresponds to the quasi-static growth of the drop which ends when surface tension is unable to counter the weight of the drop [7] and the second to necking (Fig. 1 ) and the eventual break-up of the drop. The necking stage is caused by the destabilizing effect of surface tension [8] and leads the drop to develop into a conical upper portion and an almost spherical lower portion. The liquid thread connecting these two portions simultaneously increases in length and decreases in diameter to a critical breaking point at which the spherical portion is released to form the primary drop. The remaining liquid column recoils rapidly due to surface tension and may then break again at the top, leading to the formation of a satellite drop [9] .
Many experimental studies have visualized the drop formation process before, during, and after break-up; see, for example, the early studies of Hauser et al. [10] and Stone et al. [11] . However, it was the qualitative yet insightful study of Peregrine et al. [12] which identified the sequence of events that occur during break-up in terms of the four stages of necking, bifurcation, recoil, and secondary break-up, which has acted as a catalyst for much of the recent research into the dynamics of drop formation. Shi et al. [13] , for example, demonstrated that increasing drop viscosity leads to the formation of long thin liquid threads, showing that a microthread or even a series of smaller necks can be spawned near break-up for concentrated solutions of glycerine in water; thread break-up was also considered by Henderson et al. [14] and Brenner et al. [15] , whereas Zhang and Stone [7] focused on the formation of satellite drops. Although all these authors reported a range of interesting drop formation phenomena, it was the excellent experimental study of Zhang and Basaran [9] that provided much-needed quantitative data of engineering significance on the effect of capillary radius and fluid properties on the formation of both primary and satellite drops for cases with and without surfactants. Their important study provides both a detailed review of the drop formation literature up to that point as well as a wealth of information for the particular cases of the dripping of water and an 85 per cent glycerine solution in water at the low flowrate Q ¼ 1 ml/min. Subsequent workers have often supplemented this with further experimental data to assess the accuracy of their computations. Wilkes et al. [16] and Zhang [5] , for example, provided specific experimental data to compare their computed drop shapes and times to break-up.
Drop formation presents a challenging free surface flow problem for which several theoretical models have been proposed. Early analytical models attempted to predict drop size as a function of fluid properties, nozzle geometry, and flowrate on the basis of simple macroscopic force balances where necking and break-up are preceded by pure static growth from the nozzle; however, such models were found to have unacceptable inaccuracies, typically .20 per cent [5] . Building on the pioneering work of Rayleigh [8] , a more successful approach has been to analyse drop break-up via a range of one-dimensional axisymmetric models. For example, greater information on interface rupture during drop formation has been provided by solution of the rigorous equations for axial mass and momentum conservation, derived independently by Eggers and Dupont [17] and Papageorgiou [18] . These equations have been shown to predict accurately the time evolution of drop shape at low flowrates and were used to show how thin liquid threads above the primary drop can spawn a series of smaller necks with ever-thinner diameters prior to break-up [13] . Although the detailed comparison of onedimensional and two-dimensional models for drop formation by Ambravaneswaran et al. [19] shows that the former can be useful for surface tension dominated flows, at the present time, no onedimensional model is able to capture simultaneously both the macroscopic features of the flow, such as the primary drop volume and time to break-up, and the microscopic features of the thin liquid threads and satellite drops. The reader is referred to the comprehensive studies of Ambravaneswaran et al. [19] or Eggers [20] for a more detailed discussion of one-dimensional models.
Fortunately, the advent of new numerical methods for free surface flows, allied to inexorable increases in computing power, has made the use of computational fluid dynamics (CFD) a viable means of overcoming the inherent limitations of one-dimensional models. Schulkes [21] and Zhang and Stone [7] , for example, have studied the formation of twodimensional, axisymmetric droplets using the boundary element/boundary integral method in the limits of inviscid, irrotational, or Stokes flows, whereas Richards et al. [22] have studied liquid jet formation from a nozzle into a second liquid using a volume of fluid (VOF) approach. Wilkes et al. [16] were the first to solve the full, axisymmetric Navier -Stokes equations for the formation of a drop of Newtonian liquid at the finite Reynolds numbers encountered in, for example, ink-jet printing. Although recognizing that VOF is a powerful technique for simulating complex free surface flows with liquid break-up and coalescence, they preferred to use the finite element (FE) method because of its long and distinguished track record in simulating complex, steady free surface flows [23] . Their bodyfitted FE mesh was designed specifically to account for the topology of forming drops, enabling the gross features of the flow, such as the drop volume, as well as the long, thin filaments just prior to break-up, to be simulated accurately. Using extremely fine FE meshes with up to 350 000 unknowns, an order of magnitude greater than that of Wilkes et al. [16] , Chen et al. [24] were able to use this approach to predict accurately the extremely challenging pinch-off of a low viscosity liquid where the surface overturns before pinch-off. Although a range of different numerical methods are now being applied to the problem of drop formation (see, for example, Pan and Suga [25] ), VOF is still perhaps the most commonly used method for simulating drop formation flows. It has been successfully used to capture fine flow detail such as satellite drop formation [5, 26] ; Renardy and Renardy [27] have recently shown how numerical difficulties encountered at the free surface for surface tensiondominated flows may be avoided.
As practising engineers rarely have the time or expertise to develop their own numerical solvers for complex free surface flows, an important goal of the present study is to assess the capabilities and limitations of two popular CFD packages that use the VOF approach, CFX-4.4 and FLOW-3D (version 8.01), for drop formation flows in the dripping mode. Their performance is assessed by comparison with previous experimental and computational studies and with a range of new drop formation experiments conducted with glycerine/water solutions. The experimental data and comparisons reported here fill the gaps in viscosity and flowrate not considered in previous studies [28] . Although the packages predict the dynamics of droplet formation reasonably well, provided the computational grid is sufficiently refined, the computations highlight important practical issues such as free surface resolution with VOF and the inevitable compromise between accuracy and CPU time.
EXPERIMENTAL METHOD
The experimental set-up is similar to that employed by Zhang and Basaran [9] and Wilkes et al. [16] . Drop formation is visualized using high-speed photography with image analysis yielding quantitative information concerning the limiting length of the drop, the primary drop volume, and time to break-up.
Apparatus
Liquid is supplied at constant flowrate to a capillary tube using a syringe pump located on a vibration isolation table, see Fig. 2 . The ambient temperature near the location of the forming drop is monitored using a thermometer. Three capillary tubes with external radii (R o ) 0.4, 0.8, and 1.375 mm and internal radii (R i ) 0.325, 0.525, and 1.225 mm, respectively, were used. The tubes are effectively of uniform cross-section (+0.025 mm) over their entire length and, at the drop forming end, thoroughly ground by lapping to ensure flatness and a square edge; this ensures that the liquid/gas/solid contact circle pins to the outer edge during experiments. For all the three capillaries, the ratio of their length to diameter is large (.10) to ensure a fully developed velocity profile inside the tubes prior to exit. Following reference [9] , the ratios of the inner to outer radii are all substantially greater than 0.3, which guarantee that the effect of capillary wall thickness is negligible. The pump is capable of producing flowrates in the range of 0.01-25 ml/min for the capillaries employed. Images of the flow are obtained using an Eastman Kodak EktaPro High Speed Motion Analyser that can capture full frames (256 by 256 pixels) at speeds up to 4500 frames/s and partial frames (64 by 64) at up to 40 500 frames/s. The camera is used in conjunction with a Meijotech zoom lens with 0.7 -4.5Â magnification. The captured images are stored in digital form in a Kodak EktaPro Hi-Spec Processor with sufficient memory to store 81 920 full frames. Images of the forming drop are lit by a 250 W halogen light source reflected off white card to backlight the droplet. A video monitor is used for viewing images of the drops before, during, and after recording. Images can either be recorded onto S-VHS video cassettes using a video recorder at the desired rate or individual frames can be downloaded from the Ektapro processor onto a PC.
Materials and property measurements
Following previous experimental work, glycerinewater solutions are used to study the effects of viscosity on the drop-formation process. These are a popular choice for experiments in fluid mechanics because their viscosities increase by three orders of magnitude as glycerine concentration increases from 0 to 100 per cent, whereas their corresponding density and surface tension variations are only 20 and 10 per cent, respectively [16] . The glycerine was 99 per cent pure (Fisher Scientific Chemicals) and four concentrations were prepared by mixing the desired percentage by volume, v/v, in distilled water using a measuring cylinder at (nominally) 20, 50, 85, and 90 per cent glycerine. Their densities were measured using density bottles, viscosities using a rheometer (Bohlin CVO 120HR), and surface tensions using a DuNouy ring probe mounted on a torsion balance. Measured values are given in Table 1 .
Procedure
In a typical experiment, the liquid lines are first cleared of any entrained air before a steady flowrate of between 1 and 20 ml/min is established. In this manner, a periodic flow condition is reached in which drops form, grow, and detach from the outlet of the capillary tube before visualizations are made. Successive experiments carried out under exactly the same conditions show that drop formation at constant flowrates is extremely repeatable -volumes of breakoff for the primary drops are uniform and agree to within 5 per cent. As droplet break-up typically evolves over a timescale of milliseconds, the camera used a frame rate of 18 000, frames/s to facilitate detailed resolution of the flow dynamics. An image resolution of 256 by 64 pixels was found to produce clear images.
CFD ANALYSIS OF DROP FORMATION

Mathematical model and method of solution
The fluid is assumed to be incompressible and Newtonian with viscosity m and density r and the flow to be axisymmetric, for which a polar coordinate system (r, u, z) is chosen ( Fig. 1) , whose origin lies at the centre of the open end of the capillary tube while the z coordinate increases in the direction of gravity. Scaling velocities by U ; 2Q/pR o 2 , the maximum velocity for the fully developed flow in the tube, lengths by the outer radius R o , stresses by mU/R o , and the time by R o /U, enables the governing Navier -Stokes equations to be written in the following non-dimensional form
where u, t, and t ¼ ÀpI þ ½ru þ (ru) T are the nondimensional velocity vector, time, and Newtonian stress tensor, respectively, and k is the unit vector in the direction of gravity. Equation (1) shows that the flow is governed by the Reynolds number, Re ; rUD/m, measuring the relative importance of inertia to viscous forces and the Stokes number, St ¼ rgR o 2 /mU, which measures the relative importance of gravitational and viscous forces. Surface tension is also important and is introduced via the free surface boundary condition (4) given subsequently.
The flow is solved subject to the following boundary conditions. Far upstream of the capillary tube's exit, flow is assumed to be fully developed with 
where R and Ṽ z represent the radial coordinate and fluid velocity, respectively, within the contact circle formed by the liquid pinning to the edge of the capillary tube exit. In the mathematical model, the inner and outer radii of the capillary tube coincide (i.e.
. This is a valid simplification in terms of the fluid mechanics of the problem if R i /R o . 0.3 [16] as is the case for all the experiments here. At the free surface formed between the droplet and the surrounding air, two boundary conditions apply
where the capillary number, Ca ¼ mU=s, measures the relative importance of viscous and surface tension stresses, and H is the curvature of the free surface. The first condition, known as the kinematic condition, is that there should be no mass transfer across the free surface, whereas the second stipulates that viscous and surface tension stresses should be in balance.
In any numerical analysis of drop formation, it is the mathematical description of the free surface which presents the main challenge; this can be dealt with either from the Eulerian standpoint or from the Lagrangian standpoint. In the former, the mesh is fixed in space and the fluid moves through it, whereas in the latter, the mesh is convected with the flow. A major difficulty with the Lagrangian approach is dealing with the mesh distortion that arises in complex free surface flows [29] . Although Lagrangian FE meshes have been designed to cope with the distortion arising during drop formation and were able to predict the development of microthreads and overturning [16, 24] , Lagrangian methods are as yet unable to predict drop dynamics past the point of necking and subsequent droplet pinch-off. Eulerian approaches on the other hand resolve such complex interface movements relatively easily. In the VOF method, for example, the interface is tracked using a fluid volume marker function convected by the flow [30] whose value is zero in the pure liquid and one in the gas. The crossover region with volume functions between zero and one represents the free surface separating the liquid and gas phases. This technique enables complex free surface phenomena such as interfacial break-up or coalescence to be simulated numerically, although at the expense of requiring a finer computational mesh than would typically be the case with Lagrangian methods [16] .
Here, the Navier -Stokes equations are solved subject to the aforementioned boundary conditions using the popular commercial CFD packages, CFX-4.4 and FLOW-3D (version 8.0.1), both of which use the VOF method. The former enjoys widespread use in the chemical and process industries, whereas the latter has been developed by Flow Science Incorporated, the originators of the VOF approach. In CFX 4.4, the multiphase model considers liquid and air to be part of the same fluid but with different densities with the result that the flow equations have to be solved in both the liquid and gaseous regions. FLOW-3D, however, treats the free surface as a discontinuity and imposes the necessary boundary conditions there whilst tracking its motion through the grid. This means that FLOW-3D, like Lagrangian methods, only needs to solve equations for the liquid phase, a feature that offers significant efficiency gains for large simulations.
RESULTS
The effect of flowrate and viscosity on the interface shape immediately prior to breakoff is illustrated by the experimental profiles presented in Fig. 3 . The effect of flowrate for 85 per cent glycerine and water has been studied experimentally [19] and both experimentally and computationally by Brenner et al. and Wilkes et al. [15, 16] ; the agreement between the present experiments and previous results is excellent. The results for 20 and 50 per cent glycerine show that, in addition to the elongation of the liquid cone above the primary drop from increasing Q, viscous effects cause a significant lengthening of the liquid thread, or neck, between the liquid cone and primary drop at the higher flowrates when the glycerine concentration exceeds 50 per cent. This figure also highlights the rich dynamics of the process and the dramatic shape that the interface takes close to the point of break-up.
An important industrial driver in, for example, inkjet printing or DNA arraying is the need to increase resolution by producing very small drop volumes. At present, the most effective means of doing this is to reduce the size of the capillary, although this may lead to capillary blockage [1] . Figure 4 shows the effect of decreasing capillary diameter and flowrate on the time to break-up, t d , for the 20 and 50 per cent glycerine solutions. For a given capillary size, the decrease in time between break-up is typically 10 per cent when moving from the more viscous 50 per cent glycerine solution to the 20 per cent one. The effect of increasing flowrate is a reduction in This data can also be replotted as droplet volume as a function of flowrate (Fig. 5) . As the flowrate is increased, the droplet volume initially increases, before reaching a maximum droplet size, followed by a decrease in the volume of the droplet. This decrease is most apparent for the smallest tube diameter as the non-linear jetting region is approached. Figure 6 shows this vividly for the smallest tube with an R o ¼ 0.8 mm. As the flow is increased, the inertia of the fluid results in more fluid being forced into the droplet before breakoff occurs. However, at larger flowrates, this inertia pushes the droplet further from the tube and ultimately a jet is formed. The droplet formation is now dominated by the Rayleigh instability occurring along a column of fluid [6] with a diameter similar to that of the (inner) tube diameter, as opposed to a diameter of the order of a pendant drop. Consequently, the resulting drop volume is much reduced. per cent glycerine solutions, respectively. Clearly, there is a diminishing return on the reduction of drop volume by reducing tube diameter. Other recent approaches that have been taken to decrease droplet radius are to carefully control the waveform used to drive a piezo element [31] or to use a noncircular cross-section of nozzle [32] .
In VOF simulations, such as those reported here, a particularly important issue is the smearing of the free surface over a small number of cells at the interface of the liquid. Consequently, an appropriate value of the marker function needs to be chosen to represent the free surface. Free surface smearing is highlighted in Fig. 7 , which compares predictions of CFX and FLOW-3D for the case of Q ¼ 1 ml/min, R o ¼ 1.6 mm for 85 per cent glycerine at the two time instants t ¼ 0.078 and 1.160 s from the previous droplet break-up. These conditions are chosen for comparison with Fig. 10 of reference [16] . Results are obtained on three successively finer meshes, A, B, and C, with 120 Â 20, 144 Â 24, and 192 Â 32 regular mesh volumes, respectively; contours of marker cell function levels of 0.01, 0.5, and 0.99 are shown, representing the inner, middle, and outer contours, respectively. Although the agreement with reference [16] is reasonably good at these particular instants, the free surfaces of the multiphase solution method (CFX) are slightly more diffuse than those obtained with the singlephase FLOW-3D calculations. Note that using the 0.5 contours of marker cell function level to determine the interface, which is also the value recommended by the software vendors, gives the smoothest boundary in all cases. Unless stated otherwise, in all remaining results only those obtained on the finest grid, C, with the mid-level contour, 0.5, are plotted. Figure 8 considers the later stages of drop formation when the dimensionless drop length, L, is equal to 4 and 6. The times from the previous droplet break-up taken for the simulations to reach these conditions for both CFX and FLOW-3D are shown above the corresponding figures. Although the agreement is reasonably good in all cases, with CFX showing the better qualitative agreement in terms of interface shape with reference [16] , FLOW-3D shows slightly better quantitative agreement in the time taken to reach this point and is only 8 per cent greater than that of reference [16] compared with the 11 per cent overprediction by CFX. Also of interest, from the practical engineering viewpoint, is the computational resource needed to obtain the CFD results. Although there is little to choose between the predictions, the computational costs incurred in running simulations to droplet breakup are massively different: 2000 CPU seconds for FLOW-3D as opposed to 433 000 CPU seconds (over 5 days) for CFX on a R10 000, 195 MHz MIPS processor. Clearly for practical engineering computations, where several simulations on fine meshes may be required, FLOW-3D is the more viable option. For this reason, the latter has been used to obtain all subsequent CFD results. A more detailed comparison between the capabilities of CFX and FLOW-3D is given by Fawehinmi [28] . Figure 9 shows a comparison between experimental visualizations and CFD predictions of interface shape at later stages of drop formation with 20 per cent glycerine solutions for Q ¼ 1 and 15 ml/min. The agreement between the experiments and CFD is reasonably good because the predicted times between subsequent droplet break-up (shown above the figures) are within 5 and 9 per cent of the experimental ones for Q ¼ 1 and 15 ml/min, respectively. The predicted free surface shapes when L ¼ 5 agree well with experiment, but it is clear that the agreement deteriorates as droplet breakoff approaches. Figure 10 shows a comparison between flow visualizations and predicted free surface shapes at breakup for the 20 and 50 per cent glycerine solutions. The absence of a long liquid thread for the higher viscosity liquid at the higher flowrate enables FLOW-3D to resolve the free surface reasonably well. However, for the other cases, in which surface tension forces are dominant, FLOW-3D is unable to resolve this feature. This failing may be due to the CSF algorithm [33] used by FLOW-3D, which represents surface tension stresses via a body force and which is known to have limitations for surface tension-dominated flows [27] . This long neck feature has been captured accurately using FEs by both Wilkes et al. [16] and Chen et al. [24] . Figure 11 shows the effect of viscosity on the limiting drop length before break-up, L d , and drop volume, V d , for a fixed flowrate Q ¼ 1 ml/min out of a capillary with R o ¼ 1.375 mm. These conditions are chosen to be comparable with those (Q ¼ 1 ml/ min, R o ¼ 1.6 mm) simulated numerically by Wilkes et al. [16] ; note also that following them, for both the experimental and CFD data reported here, L d and V d are scaled with respect to R o and R o 3 , respectively. The experimental data obtained and presented in Fig. 5 (a) agrees very well with that of reference [16] , which show that L d is effectively constant for low viscosities before increasing rapidly for higher viscosities. The agreement with the FLOW-3D simulations, however, are far more variable. Although they agree well at intermediate viscosities, they are 25 per cent in error at the higher viscosities. Moreover, FLOW-3D was unable to obtain converged solutions for the case of pure water, a typical example of the general finding that both CFX4.4 and FLOW-3D perform poorly for low viscosity liquids [28] . This possible feature of VOF simulations has been discussed in greater detail [27] . Corresponding data for drop volume is shown in Fig. 11(b) . Agreement between theory and experiment is good with the greatest discrepancy being only 6 per cent for the Although the effect of viscosity is small in the cases presented, the finding that increasing glycerine concentration leads to a quasilinear reduction in V d is consistent with previous simulations [16, 19] . The effects of flowrate, Q, on the time to break-up, t d , for flow of 20 and 50 per cent glycerine solutions with 1 ml/min 4 Q 4 18 ml/min are shown in Fig. 12 . The agreement between experimental and CFD data is excellent in all cases and plotting the data on logarithmic scales shows clearly that t d is inversely proportional to Q, i.e. the gradients in both cases are %21. Figure 13 shows an instance in which the liquid thread breaks to form a secondary, satellite drop. This feature is often undesired in practical applications because it can degrade print resolution. The figure shows two levels of grid refinement, first with a regular 168 Â 32 grid and then with a 231 Â 44 grid where the grid density has been increased by 40 per cent. This is another example for which FLOW-3D fails to predict the existence of a long thin liquid thread. The use of the finer grid enables FLOW-3D to predict both the existence of the satellite drop and the time at which it forms to within 8 per cent. Note, however, that the accurate prediction of its speed and size would require the use of much finer grids and, probably, local grid refinement in the relevant region [24] . 
CONCLUSIONS
The dynamics of drop formation is of great engineering and scientific interest due to its importance in a wide range of industrial applications and the complex, dynamic nature of its associated free surface flow. Although previous studies have developed accurate numerical methods for simulating drop Experimentally, the interface shape at the start of break-up has been shown for a wide range of viscosities. Increasing viscosity has little effect on drop length for low viscosities, but there is a dramatic increase at high viscosities; the drop volumes are less sensitive to viscosity. It has also been shown that there is a complex dependence of drop volume on the flowrate, and as jetting mode is approached, the droplet volume decreases rapidly. The experiments also highlight the difficulty of producing smaller drops as there is a diminishing reduction in drop volume as the tube diameter is decreased.
The CFD packages considered, generally, perform well for drop formation at higher flowrates and higher glycerine concentrations/viscosities and are able to predict quantities of practical engineering interest such as the time to break-up and, consequently, primary drop volume. The accuracy of the prediction of interfacial shapes, however, is limited by a certain degree of unavoidable smearing at free surface boundaries. This means that VOF-based methods have difficulty in resolving fine interfacial features, such as the long, thin threads between the liquid cone and primary drop that exist at low flowrates, as well as the size and shape of secondary, satellite drops that may form by subsequent break-up of the liquid thread. More generally, the CFD packages perform poorly for drop formation at low flowrates and viscosities where surface tension forces are dominant.
In general, the accuracy of the CFX and FLOW-3D packages is found to be similar for a given grid resolution. However, the former's multiphase model, in which the flow equations are solved in both the liquid and gaseous regions, is found to be much less efficient than the latter's single phase approach, which treats the free surface as a discontinuity. Consequently, of the two packages considered, FLOW-3D (version 8.01) is the most viable for practical engineering design of drop formation processes in the dripping mode. Note, however, that continual improvements in the accuracy and efficiency of CFD technologies will make the CFD approach an increasingly attractive tool for the design and analysis of such systems.
