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Introduction
Il est question dans ce texte de la dynamique topologique des ﬂots géo-
désique et horocyclique. La littérature sur ce thème est riche, alors pourquoi
avoir choisi de rédiger cet opuscule?
Au ﬁl des exposés et tout particulièrement des cours donnés dans le cadre
de l'école d'été de géométrie de l'université de Savoie, nous avons constaté
que ce sujet, en lien avec diﬀérents domaines des mathématiques, suscitait un
vif intérêt et qu'il existait peu de textes de synthèse destinés aux néophytes.
Nous avons donc décidé d'en écrire un.
Nous avons tenu à ce que notre texte soit relativement court, ce qui nous a
amenés à faire des choix draconiens. C'est ainsi qu'un lecteur peu familier
avec la géométrie hyperbolique trouvera sans doute notre introduction un
peu laconique. Nous pallions à ce point en orientant un tel lecteur vers le
livre de S. Katok ([K]) et en rédigeant le premier chapitre dans l'esprit de
ce livre aﬁn d'en assurer la liaison. Un autre choix a été de privilégier les
surfaces hyperboliques sur les variétés riemanniennes de courbure sectionnelle
majorée par une constante strictement négative. Il nous a semblé que ce
contexte géométrique relativement simple nous permettrait plus facilement
de mettre en valeur les idées primitives présentes dans le cas général. Les
démonstrations que nous proposons sont parfois empruntées à la littérature,
notre souci a été de les simpliﬁer dans la mesure du possible.
Notre démarche consiste à relier la dynamique des ﬂots géodésique et ho-
rocyclique sur le ﬁbré unitaire tangent d'une surface à celle de son groupe
fondamental sur le plan hyperbolique. L'orbite d'un point par ce groupe s'ac-
cumule sur le bord à l'inﬁni de ce plan, formant une constellation de points
sur l'horizon. La topologie d'une trajectoire se lit au travers de propriétés du
point de la constellation vers lequel elle se dirige. C'est ce point de vue, de
lecture à l'inﬁni, que nous adoptons.
Pour favoriser le passage de la connaissance ou savoir, nous traitons des
exemples. Nous privilégions notamment la surface modulaire pour son lien
avec l'arithmétique et les quotients par les groupes de Schottky pour l'ap-
proche symbolique qu'ils permettent et les exemples instructifs de surfaces
d'aire inﬁnie, géométriquement ﬁnies, qu'ils représentent.
Au delà des cas d'école que sont les ﬂots géodésique et horocyclique parmi
les systèmes dynamiques, nous montrons qu'ils sont reliés à certaines actions
linéaires et à la théorie des approximations diophantiennes.
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A la ﬁn de chaque chapitre nous proposons des commentaires en pensant
au lecteur qui, après un premier pas dans ce vaste monde, souhaiterait en
faire d'autres.
Rennes, janvier 2004
Françoise Dal'Bo
dalbo@univ-rennes1.fr
IRMAR
Campus de Beaulieu
35042 Rennes Cedex France
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Chapitre I
Géométrie à distance ﬁnie et inﬁnie des groupes fuchsiens.
Nous donnons ici un bagage minimal au lecteur sur la géométrie hy-
perbolique plane pour aborder les chapitres suivants. Nous n'hésitons pas,
uniquement dans ce chapitre, à énoncer des résultats et à faire référence au
livre de S. Katok Fuchsian groups ([K]) ou de A. Beardon The geometry
of discrete groups ([Be]) pour les démonstrations.
1 Généralités sur la géométrie hyperbolique plane.
Considérons le demi-plan de Poincaré H = {z ∈ C/Imz > 0} muni de la
métrique hyperbolique g qui à z appartenant à H et à ~u, ~v appartenant au
plan tangent, TzH, de z, associe :
gz(~u,~v) =
1
(Imz)2
< ~u,~v >
où < , > est le produit scalaire standard sur R2.
La longueur hyperbolique d'une courbe diﬀérentiable par morceaux
c : [a,b]→ H est donnée par :
long(c) =
∫ b
a
√
gc(t)(
dc
ds
(t),
dc
ds
(t))dt
La distance hyperbolique d sur H est déﬁnie par d(z,z′) = Inf
c
long(c), où c
est une courbe diﬀérentiable par morceaux dont les extrémités sont z et z′.
Si z 6= z′, cet inﬁmum est atteint par une unique courbe qui, si Rez = Rez′,
est le segment de droite entre z et z′ et sinon, est l'arc de cercle entre z et
z′ porté par l'unique demi-cercle passant par z et z′ centré en un réel ([K]
corollary 1.2.2.).
6
Les géodésiques de H sont donc les demi-droites verticales et les demi-
cercles centrés en un réel.
La distance d est donnée par l'expression suivante ([K] theorem 1.2.6) :
(∗) d(z,z′) = Ln |z − z¯
′|+ |z − z′|
|z − z¯′| − |z − z′|
En particulier, d(it,it′) = |Ln t
t′ |.
Le groupe G des homographies réelles dont le déterminant est égal à 1,
agit sur H et donc également sur le ﬁbré tangent de H noté TH. Soit u
appartenant à TH, notons u(0) son point de base et ~u le vecteur du plan
tangent Tu(0)H associé à u. L'action d'une homographie h(z) = az+bcz+d , avec
a,b,c,d ∈ R et ad− bc = 1, sur TH est donnée par :
h(u)(0) =
au(0) + b
cu(0) + d
et Tu(0)h(~u) =
~u
(cu(0) + d)2
On déduit de cette expression que G agit par isométrie sur H en préservant
l'orientation. Plus précisement on a le résultat suivant :
Proposition 1.1 ([K] Theorem 1.3)
Le groupe G est le groupe des isométries positives de H.
Le groupe G est isomorphe à PSL(2,R) = ±Id\SL(2,R). Dans la suite de ce
texte nous identiﬁerons ces deux groupes et nous confondrons l'homographie
az+b
cz+d
avec la matrice
(
a b
c d
)
(modulo ±Id).
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Introduisons les trois sous-groupes de G suivants :
K = ±
{(
cosθ −sinθ
sinθ cosθ
)
/θ ∈ R
}
, A = ±
{(
a 0
0 a−1
)
/a > 0
}
,
N = ±
{(
1 b
0 1
)
/b ∈ R
}
.
Le groupe K correspond au stabilisateur de i dans G, le groupe A corres-
pond au groupe des homothéties hλ(z) = λz avec λ > 0 et N , au groupe des
translations tb(z) = z + b.
Soient u,v appartenant au ﬁbré unitaire tangent T 1H. Supposons u(0) = i
et v(0) = x+ iy. Posons γ = tx ◦ hy. On a γ(i) = v(0). Notons 2θ la mesure
de l'angle (Tiγ(u),v). Soit r l'homographie déﬁnie par : r(z) = cosθz−sinθsinθz+cosθ . On
a : γ ◦ r(u) = v, donc G agit transitivement sur T 1H. Par ailleurs si g(u) = u
alors g(z) = cosαz−sinα
sinαz+cosα
. La diﬀérentielle de g en i est la rotation vectorielle
d'angle −2α et Tig(~u) = ~u donc g = Id. Ceci montre que G agit simplement
transitivement sur T 1H et que G = NAK.
Dans la suite nous utiliserons également une autre décomposition de G :
KAK. Pour obtenir une telle décomposition, commençons par remarquer
que le cercle hyperbolique C(i,r) centré en i de rayon r, est le cercle euclidien
de diamètre [ier,ie−r]. Considérons r tel que C(i,r) contienne v(0). Le point
her(i) appartient à ce cercle donc il existe k dans K tel que kher(i) = v(0).
Soit g dans G tel que v = g(u). L'isométrie g−1kher ﬁxe i donc il existe k′
dans K vériﬁant : g = kherk′.
En résumé, nous venons de démontrer les propriétés suivantes.
Propriétés 1.2
(i) Le groupe G agit simplement transitivement sur T 1H.
(ii) G = NAK.
(iii) G = KAK.
Soient u appartenant à T 1H, notons (u(t))t∈R le paramétrage par longueur
d'arcs d'origine u(0) de la géodésique orientée associée à u. Si u(0) = i et si ~u
est le vecteur unitaire vertical dirigé dans le sens des ordonnées croissantes,
on a u(t) = iet. En utilisant l'expression (*) on montre que pour tout v
dans T 1H, la fonction d(u(t),v(t))e−|t| est intégrable sur R. Soit v′ dans T 1H,
on déﬁnit fv,v′(t) par : fv,v′(t) = d(v(t),v′(t))e−|t|. Pour tout h dans G, on a
f(h(v),h(v′)) = f(v,v′) donc il existe v′′ dans T 1H tel que fv,v′ = fu,v′′ . Ceci montre
que fv,v′ est intégrable sur R. On déﬁnit l'application D : T 1H× T 1H→ R+
par :
D(v,v′) =
∫ +∞
−∞
e−|t|d(v(t),v′(t))dt.
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L'application D est une distance invariante par G sur T 1H.
Compactiﬁons H. Pour cela introduisons l'ensemble H(∞) = R ∪ {∞}
et munissons H ∪ H(∞) de la topologie qui en restriction à H ∪ R, est la
topologie induite par celle de R2, et pour laquelle un voisinage du point ∞
est la réunion de ce point et du complémentaire d'un compact de H ∪ R.
L'ensemble H¯ = H ∪ H(∞) équipé de cette topologie est compact. Soit A
inclus dans H ∪ H(∞), on note ◦A, son intérieur et A¯ son adhérence. Le
groupe G agit par homéomorphismes sur H(∞) de la façon suivante : soient
g(z) = az+b
cz+d
et x dans R on a : - si c = 0, g(∞) = ∞ et g(x) = ax+b
d
- si
c 6= 0, g(∞) = a
c
, g(−d
c
) = ∞ et si x 6= −d
c
, g(x) = ax+b
cx+d
. PSL(2,R) sur la
droite projective RP1 par l'homéomorphisme de H(∞) sur RP1 qui à x dans
R associe R∗
(
x
1
)
et à ∞ associe R∗
(
1
0
)
. Soient x− et x+ deux points
diﬀérents de H(∞), on note (x−x+) le demi-cercle centré en x−+x+
2
et orienté
de x− vers x+, si x− et x+ sont réels, et la demi-droite verticale passant par
le réel x− (ou x+) orientée de x− vers x+, si l'un des deux points est le point
∞. Soit z dans H, on note [z,x+) le rayon géodésique issu de z d'extrémité
x+.
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Lemme 1.3 ([B] 7.20). Soit θ ∈ [0,pi
2
[, posons ε = Argch( 1
Cosθ
). Le ε-
voisinage de (0 ∞) est l'ensemble des z dans H tels que |argz − pi
2
| ≤ θ.
En utilisant ce lemme et le fait que l'action de G sur les couples de points
diﬀérents de H(∞) est transitive, on obtient que le ε-voisinage de (x−x+) est
de la forme suivante :
Soient z = a + ib, z′ = a′ + ib′ deux points de H et x un point de
H(∞). Notons (r(t))t≥0 le paramétrage par longueur d'arcs du rayon [z,x)
et Fx,z,z′(t) la fonction d(z,r(t)) − d(z′,r(t)). En utilisant l'expression (*),
on montre que lim
t→+∞
F∞,i,z′(t) = Ln b′. L'action de G sur H(∞) × H étant
transitive, on obtient que Fx,z,z′(t) admet une limite quand t tend vers +∞.
On pose Bx(z,z′) = lim
t→+∞
Fx,z,z′(t). Cette quantité est appelée cocycle de
Busemann centre en x calculé en z, z'. Les propriétés suivantes résultent
directement de la déﬁnition.
Propriétés 1.4
(i) Soit g dans G : Bg(x)(g(z),g(z
′)) = Bx(z,z′).
(ii) Soit z′′ dans H : Bx(z,z′) = Bx(z,z′′) +Bx(z′′,z′).
(iii) −d(z,z′) ≤ Bx(z,z′) ≤ d(z,z′).
(iv) Bx(z,z
′) = d(z,z′) (resp. −d(z,z′) si et seulement si z′ appartient au
rayon [z,x) (resp. z ∈ [z′,x)).
Soit t > 0, posons :
Ht(x) = {z ∈ H/Bx(i,z) = Ln t} et H+t (x) = {z ∈ H/Bx(i,z) ≥ Ln t}.
Si x = ∞, Ht(∞) est la droite horizontale déﬁnie par : Im z = t et H+t (∞)
est le demi-plan supérieur bordé par cette droite. Sinon, il existe g dans G et
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t′ > 0 tels que : Ht(x) = g(Ht′(∞)), donc Ht(x) est un cercle tangent à R en
x et H+t (x) est le disque délimité par ce cercle. Les ensembles Ht(x) (resp.
H+t (x)) sont appelés horocycles (resp. horodisques).
Considérons à présent le disque ouvert unité D = {z ∈ C/|z| < 1} et
l'application ψ de H dans D déﬁnie par :
ψ : H −→ D
z 7−→ iz − i
z + i
Cette application est un diﬀéomorphisme, notons encore g la métrique rie-
manienne sur D obtenue par transport par ψ de la métrique hyperbolique
sur H. Soient z dans D et ~u,~v appartenant au plan tangent, TzD, en z, la
métrique g est donnée par :
gz(~u,~v) =
(
2
1− |z|2
)2
< ~u,~v >
Nous conservons les mêmes notations que celles de H. Ainsi d représente la
distance induite par g sur D etG représente le groupe des isométries positives.
Le conjugué du groupe PSL(2,R) par ψ−1 est le groupe : PSU(1,1) = {±Id}\
{( a
b
b
a
)
/a,b ∈ C,|a|2 − |b|2 = 1}. Une isométrie directe de D est donc de
la forme az+b
bz+a¯
avec |a|2 − |b|2 = 1. Dans ce modèle du disque de Poincaré,
la compactiﬁcation de D correspond à l'adjonction du cercle unité D(∞) =
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{z ∈ C/|z| = 1}, les géodésiques sont les demi-cercles orthogonaux à D(∞)
et les horocycles sont les cercles de D tangents à D(∞). La distance d est
donnée par les expressions suivantes :
Propriétés 1.5 ([Be] 7.2 ) Soient z et z′ dans D.
(i) d(0,z) = Ln1+|z|
1−|z| .
(ii) sh2 d(z,z
′)
2
= |z−z
′|2
(1+|z|2)(1−|z′|2) .
Selon les situations nous privilégierons le modèle du disque ou du demi-plan.
Classiﬁons à présent les isométries directes. L'ensemble X désigne H ou
D, et X(∞) son bord. On pose X¯ = X ∪X(∞). Soit g dans G, notons |trg|
la valeur absolue (ou le module) de la trace de la matrice (modulo ±Id)
associée à g. Par un simple calcul, on montre que le nombre de points ﬁxes
de g sur X¯ dépend du signe de |trg| − 2.
Propriété 1.6 Soit g dans G− {Id}
(i) Si |trg| > 2 alors g ﬁxe exactement deux points de X¯ et ces points
appartiennent à X(∞).
(ii) Si |trg| < 2 alors g ﬁxe exactement un point de X¯ et ce point appartient
à X.
(iii) Si |trg| = 2 alors g ﬁxe exactement un point de X¯ et ce point appartient
à X(∞).
Dans le premier cas, on dit que g est hyperbolique. Une telle isométrie ﬁxe
la géodésique dont les extremités sont les points ﬁxes de g. Cette géodésique
est appelée axe de g. L'action de g sur son axe est par translation. Soit z
appartenant à cet axe, les suites (gn(z))n≥1 et (g−n(z))n≤1 convergent chacune
vers les extrémités de l'axe de g. On appelle point ﬁxe attractif de g (resp.
répulsif) la limite de (gn(z))n≥1 (resp. (g−n(z))n≥1). On note g+ (resp. g−)
ce point. Dans le modèle du demi-plan, g est conjugué à une homothétie
h(z) = λz avec λ > 0, λ 6= 1.
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Dans le deuxième cas, g est dit elliptique. Enﬁn dans le cas (iii), g est dit
parabolique. Dans le modèle du demi-plan, g est conjugué à une translation
t(z) = z+ b donc g préserve les horocycles basés en son point ﬁxe et agit par
translation dessus.
A chaque isométrie g de G on associe la quantité :
`(g) = Inf
x∈X
d(x,g(x))
Plaçons-nous dans le modèle du demi-plan et considérons une homothétie
h(z) = λz, λ > 0, λ 6= 1. En utilisant la formule (*), on obtient : `(h) =
|Ln λ| et d(z,h(z)) = `(h) si et seulement si Rez = 0. Soit g une isométrie
hyperbolique, g est conjuguée à une homothétie, sa matriceM modulo {±Id}
est donc diagonalisable. Notons λg la valeur propre de M de valeur absolue
(ou module) supérieur à 1. On déduit du raisonnement précédent sur les
homothéties, le lemme suivant :
Lemme 1.7 Soit g une isométrie hyperbolique de G.
(i) `(g) = 2Ln |λg|
(ii) d(z,g(z)) = `(g) si et seulement si z appartient à l'axe de g.
Si g est elliptique, `(g) est nul et est atteint par un point de H. Si g est
parabolique, g est conjugué à une translation et t(z) = z + b, donc `(g) =
Inf
z∈H
d(z,z + b). Comme d(z,z + b) est inférieur à |b|
Imz
, on obtient : `(g) = 0.
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Contrairement au cas elliptique, `(g) n'est pas atteint. Soient g dans G et x
dans X, notons g′(x) la dérivée de g en x. Lorsque X = D, cette quantité
s'étend naturellement à X(∞) = D(∞) et on a la relation de conformité
suivante :
(∗∗)∀z1,z2 ∈ D, |g(z1)− g(z2)| = |g′(z1)|1/2|g′(z2)|1/2|z1 − z2|
Plaçons nous à présent dans le modèle du demi-plan. Soit g(z) = az+b
cz+d
un
élément de G. Si c 6= 0, la dérivée de g est déﬁnie sur H − {∞,−d
c
} par
g′(z) = 1
cz+d)2
. Si c = 0 on a : g′(z) = a
d
pour tout z dans H − {∞}. La
relation de conformité (**) est encore vériﬁée là où la dérivée est déﬁnie. La
propriété suivante résulte d'un simple calcul.
Propriété 1.8 Soit g un élément hyperbolique de G. On a |g′(g±)| = e∓`(g),
sauf si X = H et g(∞) =∞.
On déduit de cette propriété et du lemme 1.7 qu'une isométrie hyperbolique
de X est déterminée par son action sur X(∞).
Plaçons-nous dans le modèle du disque. Soit g dans D ne ﬁxant pas 0.
Posons g(z) = az+b
b¯z+a¯
avec |a|2 − |b|2 = 1 et b 6= 0. Introduisons le demi-cercle :
C(g−1) = {z ∈ D/|g′(z)| = 1}. Ce demi-cercle est centré en − a¯
b
et son rayon
euclidien est 1|b| . On note D(g
−1) le demi-disque fermé de D borné par C(g−1)
et on pose Ext D(g−1) = D−D(g−1). D'après la relation de conformité (**),
pour tous z1,z2, dans C(g−1) on a : |g(z1)− g(z2)| = |z1− z2|. Autrement dit,
g agit par isométrie euclidienne sur C(g−1). Par un simple calcul, on obtient
les propriétés suivantes :
Propriété 1.9 Soit g une isométrie positive de D ne ﬁxant pas 0.
(i) Le demi-cercle C(g−1) est une géodésique.
(ii) Le demi-disque D(g−1) est l'ensemble des z de D tels que |g′(z)| ≥ 1.
(iii) g(D(g−1)) = Ext D(g).
(iv) D(g) et D(g−1) sont disjoints si et seulement si g est hyperbolique.
(v) D(g) et D(g−1) sont tangents si et seulement si g est parabolique et le
point de tangence est le point ﬁxe de g.
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(vi) D(g) et D(g−1) sont sécants si et seulement si g est elliptique et le
point d'intersection est le point ﬁxe de g.
Remarquons que si g est hyperbolique, comme |g′(g±)| = e∓`(g), le point
attractif (resp. répulsif) de g appartient à
◦
D(g) (resp. D(g−1)).
Lemme 1.9 ([K]) Soit g dans G ne ﬁxant pas 0. Un point z de D appartient
à C(g−1) si et seulement si |g(z)| = |z|.
On déduit de ce lemme et des propriétés 1.5, le corollaire suivant :
Corollaire 1.10 Soit g une isométrie positive de D ne ﬁxant pas 0. La géo-
désique C(g) est la médiatrice du segment géodésique [0,g(0)].
2 Domaines de Dirichlet d'un groupe fuchsien et points parabo-
liques.
On s'intéresse ici aux sous-groupes Γ de G agissant proprement disconti-
nûment sur X ce qui signiﬁe que pour tout compact K de X, seul un nombre
ﬁni d'éléments γ de Γ vériﬁent : γK ∩ K 6= φ. Un tel groupe est appelé
groupe fuchsien
Proposition 2.1 ([K] Theorem 2.2.6) Un sous-groupe de G est fuchsien si
et seulement s'il est discret dans G.
Soit Γ un groupe fuchsien. Un ensemble F inclus dans X est un domaine
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fondamental associé à Γ s'il vériﬁe les trois propriétés suivantes :
(i) F est un fermé convexe d'intérieur non vide.
(ii) ∪
γ∈Γ
γF = X.
(iii)
◦
F ∩γ(
◦
F ) = φ pour tout γ ∈ Γ− {Id}
Une méthode classique pour obtenir de tels domaines est d'associer à un
point z0 de X qui n'est ﬁxé par aucun élément de Γ−{Id}, l'intersection des
ensembles :
Xz0(γ) = {z ∈ X/d(z,z0) ≤ d(z,γ(z0))}.
Le bord de Xz0(γ) est la médiatrice du segment géodésique [z0,γ(z0)]. Cette
médiatrice est l'unique géodésique passant par le milieu de [z0,γ(z0)] et or-
thogonale à [z0,γ(z0)] ([K] Lemme 3.2.1). Posons Dz0(Γ) = ∩
γ∈Γ
γ 6=Id
Xz0(γ). Cet
ensemble est appelé domaine de Dirichlet de Γ centré en z0. Si X = D
et z0 = 0, d'après le corollaire 1.10, on a : D0(Γ) = (( ∩
γ∈Γ
D(γ)) ∩ D).
Théorème 2.2 ([K] theorem 3.2.2) Soient Γ un groupe fuchsien agissant
sur X et z0 un point de X vériﬁant : γ(z0) 6= z0 pour tout γ ∈ Γ− {Id}. Le
domaine de Dirichlet Dz0(Γ) est un domaine fondamental convexe de Γ.
Remarquons que pour tout g dans G, on a : g(Dz(Γ)) = Dg(z)(gΓg−1). Un
domaine fondamental F associé à Γ est localement ﬁni si pour tout compact
K inclus dans X, seul un nombre ﬁni d'éléments γ de Γ vériﬁe : γF ∩K 6= φ.
Propriete 2.3 Un domaine de Dirichlet est localement ﬁni.
Démonstration Considérons un domaine de Dirichlet Dz(Γ). Supposons qu'il
existe un compactK deX et un sous-ensemble Γ′ inﬁni de Γ tel que pour tout
γ dans Γ′ : γ(Dz(Γ)∩K 6= φ. Présentons Γ′ sous la forme d'une suite (γn)n≥1
de Γ. Pour tout n ≥ 1, il existe zn ∈ Dz(Γ) tel que γn(zn) appartienne à
K. Comme zn appartient à Dz(Γ) on a : d(zn,z) ≤ d(γn(zn),z). On déduit de
cette inégalité que la suite (γn(z))n≥1 est bornée. Le groupe Γ étant fuchsien,
l'ensemble {γn/n ≥ 1} est nécessairement ﬁni, ce qui contredit l'hypothèse
de départ.  On associe à un groupe fuchsien Γ la surface S = Γ \X. Soit θ
l'application de Γ \Dz0(Γ) dans S déﬁnie par : θ(Γz′ ∩Dz0(Γ)) = Γz′.
Lemme 2.4 ([B] théorème 9-2-4). L'application θ est un homéomorphisme.
Notre but est à présent d'analyser la nature des points de l'ensemble
Dz(Γ)∩X(∞) noté : Dz(Γ)(∞). Pour cela introduisons l'ensemble Lp(Γ) des
points de X(∞) ﬁxés par les éléments paraboliques de Γ. Ces points seront
appelés points paraboliques. Le lemme suivant porte sur le stabilisateur
dans Γ des points ﬁxes des éléments de Γ.
Lemme 2.5 Soit x dans H, le stabilisateur, Γx, de x dans Γ est cyclique
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Démonstration Quitte à conjuguer Γ, on peut supposer que x appartient à
{i,∞}. Dans le premier cas, Γi, est un sous-groupe discret du groupe compact
K introduit dans le -1, il est donc ﬁni et cyclique. Dans le deuxième cas,
Γ∞ est un sous-groupe du groupe {s(z) = az + b/a > 0, b ∈ R}. Puisque Γ∞
est discret il est nécessairement cyclique. 
Soit g(z) = az+b
cz+d
, avec ad−bc = 1 et c ≥ 0. On pose c(g) = c. Remarquons
que c(g) = 0 si et seulement si g(∞) =∞.
Propriétés 2.6 Soient Γ un groupe fuchsien agissant sur H contenant une
translation non triviale et t un générateur de Γ∞. Les propriétés suivantes
sont satisfaites :
(i) Soit (γn)n≥1 une suite de Γ, si (c(γn))n≥1 est borné alors il existe
N > 0,`n,qn dans Z et γ dans Γ tels que : γn = t`nγtqn pour tout
n ≥ N .
(ii) Il existe A > 0, tel que c(γ) ≥ A, pour tout γ dans Γ− Γ∞.
Démonstration Posons t(z) = z + α. On peut supposer α > 0.
(i) Supposons qu'il existe une suite (γn)n≥1 de Γ−Γ∞ telle que (c(γn))n≥1
soit bornée. Ecrivons γn sous la forme γn(z) = anz+bncnz+dn avec andn−bncn =
1 et cn > 0. Considérons la partie entière, en, de anαcn et celle, e
′
n, de
dn
αcn
. Posons gn = t−e
′
nγnt
−en , on a gn(z) =
(an−cnenα)z+b′n
cnz+(−cne′nα+dn) . Tous les
coeﬃcients de gn sont bornés car cn est borné et on a les inégalités :
0 < an−cnenα < cnα, 0 < dn−cne′nα < cnα. Le groupe Γ étant discret,
il existe N ≥ 0 et γ dans Γ tels que gn = γ pour tout n ≥ N .
(ii) Supposons qu'il existe une suite (γn)n≥1 de Γ−Γ∞ telle que lim
n→+∞
c(γn) =
0. D'après (i), à partir d'un certain rang, γn est de la forme t`nγtqn , ce
qui est contradictoire car c(t`nγtqn) = c(γ) et c(γn) > 0. 
Interprétons géométriquement c(g). Soit t > 0, considérons l'horodisque
H+t (∞) = {z ∈ H/B∞(i,z) ≥ Ln t}. Cet ensemble est le demi-plan fermé
Imz ≥ t. Son image par g(z) = az+b
cz+d
avec c(g) 6= 0, est le disque passant par
g(it) tangent à l'axe réel en a
c
= g(∞). Notons δ son diamètre en euclidien.
On a : Bg(∞)(it+ ac ,
a
c
+ iδ) = Ln δ
t
donc B∞(g−1(it+ ac ),g
−1(a
c
+ iδ)) = Ln δ
t
.
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Par ailleurs a
c
+ iδ appartient à g(Ht(∞)) et ac + it appartient à Ht(∞),
donc B∞(g−1(it + ac ),g
−1(a
c
+ iδ)) = B∞(g−1(it + ac ),
a
c
+ it). Ainsi Ln t
δ
=
Ln t
Img−1(a
c
+it)
, ce qui entraine l'égalité : δ = 1
c2(g)t
.
On vient donc de démontrer le lemme suivant :
Lemme 2.7 Soit g une isométrie positive agissant sur H ne ﬁxant pas ∞
Pour tout s > 0, le diamètre euclidien de l'horodisque g(H+s (∞)) est 1c2(g)s .
On déduit de ce lemme et des propriétés 2.6, le corollaire suivant :
Corollaire 2.8 Soient Γ un groupe fuchsien contenant des isométries para-
bolique et x un point de Lp(Γ). Il existe s > 0 tel que γH
+
s (x) ∩H+s (x) = φ
pour tout γ appartenant à Γ− Γx.
Soit Γ un groupe fuchsien contenant des isométries paraboliques et x un point
de Lp(Γ). Considérons un horodisque H+(x) vériﬁant : γH+(x)∩H+(x) = φ
pour tout γ dans Γ − Γx. On appelle cuspide associée à x, l'image de la
projection q de Γx \H+(x) dans S = Γ \H. On note C(H+(x)) ou C(x) cet
ensemble. Remarquons que q est injective. En eﬀet si q(Γx(y)) = q(Γx(y′)), il
existe γ dans Γ tel que y′ = γ(y), donc H+(x)∩γH+(x) 6= φ. Par conséquent,
γ appartient à Γx et Γx(y) = Γx(y′). Etablissons un lien entre les points
paraboliques de Γ et le bord à l'inﬁni d'un domaine de Dirichlet, de Γ. Pour
cela, commençons par caractériser les points de ce bord à l'aide de la fonction
de Busemann.
Proposition 2.9 Un point x de X(∞) appartient à Dz(Γ)(∞) si et seulement
si Sup
γ∈Γ
Bx(z,γ(z)) = 0
Démonstration Soit r : [0,+∞)→ X, le paramétrage par longueur d'arc du
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rayon géodésique [z,x). Supposons : Sup
γ∈Γ
Bx(z,γ(z)) = 0. A chaque γ dans Γ,
on associe la fonction f de R+ dansH déﬁnie par f(t) = t−d(γ(z),r(t)). Cette
fonction est croissante, car si s > t, on a : d(γ(z),r(s)) ≤ d(γ(z),r(t)) + s− t.
Par ailleurs lim
t→+∞
f(t) = Bx(z,γ(z)) et Bx(z,γ(z)) est négatif donc f(t) ≤ 0
pour tout t. Ceci montre que [z,x) est inclus dans Dz(Γ) et donc que x appar-
tient àDz(Γ)(∞). Réciproquement, supposons que x soit limite d'une suite de
points (zn)n≥1 de Dz(Γ). Comme Dz(Γ) est convexe, on peut supposer que la
suite (zn)n≥1 appartient au rayon [z,x). Le point zn appartient à Dz(Γ), donc
pour tout γ dans Γ on a : d(z,zn)−d(γ(z),zn) ≤ 0. Par passage à la limite,on
obtient : Bx(z,γ(z)) ≤ 0 pour tout γ dans Γ et donc : Sup
γ∈Γ
Bx(z,γ(z)) = 0. 
Corollaire 2.10 Si x appartient à Lp(Γ), il existe γ dans Γ tel que γ(x)
appartienne à Dz(Γ)(∞).
Démonstration Plaçons-nous dans le demi-plan. Quitte à conjuguer Γ on peut
supposer x = ∞. Soit (γn)n≥1 une suite de Γ telle que lim
n→+∞
B∞(z,γn(z)) =
Sup
γ∈Γ
B∞(z,γ(z)). Considérons une translation t(z) = z + α engendrant Γ∞.
Pour tout n, il existe kn dans Z tel que la partie réelle de gn(z) = tknγn(z) ap-
partienne à l'intervalle [0,α]. Si lim
n→+∞
Imgn(z) = +∞, alors lim
n→+∞
c(gn) = 0.
D'après la propriété 2.6 (i), on a : gn = t`nγtqn ce qui contredit l'hypothèse
sur Imgn(z). Par conséquent il existe A > 0 tel que 1 ≤ Imgn(z) ≤ A
pour tout n. La suite (gn(z))n≥1 est donc bornée. Le groupe Γ étant fuch-
sien, l'ensemble {gn/n ≥ 1} est ﬁni. Soit (np)p≥1 tel que gnp = g pour
tout p ≥ 1. On a B∞(z,γnp(z)) = B∞(z,t−knpg(z)) or B∞(z,t−knpg(z)) =
B∞(z,g(z)) donc Sup
γ∈Γ
B∞(z,γ(z)) = B∞(z,g(z)). On déduit de cette égalité
que Sup
γ∈Γ
B∞(g(z),γ(z)) est nul et donc que x appartient à Dg(z)(Γ)(∞). Or
g(Dz(Γ)) = Dg(z)(Γ), donc g−1(x) appartient à Dz(Γ)(∞).  Dans le para-
graphe suivant, on verra qu'en général Dz(Γ)(∞) ne contient pas uniquement
des points paraboliques.
3 Points limites des groupes fuchsiens.
Soit Γ un groupe fuchsien, on appelle ensemble limite de Γ, le fermé
L(Γ) = Γz ∩X(∞) où z est un point de X. En utilisant la propriété 1.5 (ii),
on montre que cet ensemble est indépendant de z. Remarquons que L(Γ) est
invariant par Γ et qu'il contient les points ﬁxes des isométries non elliptiques
de Γ. En particulier l'ensemble Lp(Γ) est inclus dans L(Γ). Dans le chapitre
suivant (proposition II-1.5) nous démontrerons que si Γ est résoluble (i.e la
suite déﬁnie par Γ1 = [Γ,Γ],Γn+1 = [Γn,Γn] est stationnaire), alors Γ ﬁxe
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un point de X¯ ou laisse invariante une géodésique et sinon, Γ contient une
inﬁnité d'isométries hyperboliques n'ayant aucun point ﬁxe en commun. On
peut donc lire le caractère résoluble de Γ sur son ensemble limite de la façon
suivante :
Propriété 3.1 Un groupe fuchsien est résoluble si et seulement si le cardinal
de son ensemble limite est ﬁni. De plus, si ce cardinal est ﬁni, il est inférieur
ou égal à 2.
Un groupe fuchsien résoluble est dit élémentaire.
Proposition 3.2 Si Γ est un groupe fuchsien qui n'est pas élémentaire alors
L(Γ) est le plus petit (au sens de l'inclusion) fermé non vide de X(∞) inva-
riant par Γ. /
Démonstration Soit F un fermé non vide invariant par Γ inclus dans L(Γ).
Puisque Γ n'est pas élémentaire, il contient une inﬁnité d'isométries hyper-
boliques (γn)n≥1 n'ayant aucun point ﬁxe en commun. Le fermé F étant
invariant par chaque γn, nécessairement γ+n et γ
−
n appartiennent à F et donc
F n'est pas ﬁni. Fixons deux tels points γ+N ,γ
−
N dans F et choisissons un point
z sur la géodésique (γ−Nγ
+
N). Soient x un point de L(Γ) et (gn)n≥1 une suite de
Γ tels que lim
n→+∞
gn(z) = x. Quitte à extraire une sous-suite, on peut supposer
que les suites (gn(γ
−
N))n≥1 et (gn(γ
+
N))n≥1 convergent vers des points f
− et
f+ de F . Puisque gn(z) appartient à la géodésique (gn(γ
−
N)gn(γ
+
N)) nécessai-
rement x appartient à {f−,f+}. Ceci montre que L(Γ) est inclus dans F et
donc que F = L(Γ). 
Dans le paragraphe précédent nous avons montré que le bord d'un do-
maine de Dirichlet, Dz(Γ)(∞), rencontre toutes les orbites sous Γ des points
de Lp(Γ). Cette propriété est encore valable pour les points de X(∞)−L(Γ).
Lemme 3.3 Si x appartient à X(∞)−L(Γ), alors il existe g dans Γ tel que
g(x) appartient à Dz(Γ)(∞).
Démontration Il suﬃt de montrer qu'il existe g dans Γ tel que Sup
γ∈Γ
Bg(x)(z,γ(z)) =
0. Ceci revient à montrer que la quantité S = Sup
γ∈Γ
Bx(z,γ(z)) est égale à
Bx(z,g
−1(z)). Puisque x n'appartient pas à L(Γ), la quantité S est ﬁnie.
Supposons qu'il existe (γn)n≥1 dans Γ telle que la suite (Bx(z,γn(z))n≥1 ne
soit pas stationnaire et converge vers S. Pour n grand, γn(z) appartient à
l'horodisqueH+
eS−1(x). L'intersection de cet horodisque avecX(∞) est x donc
la suite (γn(z))n≥1 converge vers x, ce qui est impossible car x n'appartient
pas à L(Γ). 
Plaçons-nous dans le demi-plan de Poincaré H, on déﬁnit l'aire hyper-
bolique d'un sous-ensemble B ⊂ H par : A(B) = ∫ ∫
B
dxdy
y2
, quand cette
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intégrale existe. Si Tα,β,γ est un triangle hyperbolique d'angle α,β,γ son aire
est donnée par ([K] theorem 1.4.2) :
A(Tα,β,γ) = pi − α− β − γ
On dit qu'un groupe fuchsien Γ est un réseau si l'aire d'un de ses domaines
de Dirichlet est ﬁnie. Si ce domaine est compact, le réseau est dit uniforme.
Corollaire 3.4 L'ensemble limite d'un réseau est égal à X(∞).
Démonstration Soient Γ un réseau et Dz(Γ) un domaine de Dirichlet de Γ
d'aire ﬁnie. Supposons que X(∞)− L(Γ) ne soit pas vide, d'après le lemme
précédent, l'intersection de cet ensemble avec Dz(Γ)(∞) est inﬁnie. Considé-
rons une inﬁnité de points (xn)n≥1 appartenant à cette intersection. Chaque
xn est limite d'une suite de Dz(Γ). Or cet ensemble est convexe donc le
rayon [z,xn) est inclus dans Dz(Γ). Soit Tn le triangle hyperbolique de som-
mets z,xn,xn+1. Quitte à renuméroter les (xn)n≥1 on peut supposer que les
triangles Tn sont adjacents. Notons αn l'angle de Tn en z. L'aire de Tn est
A(Tn) = pi−αn. Par ailleurs les triangles Tn sont adjacents donc
+∞∑
n=1
αn ≤ 2pi.
Soit N ≥ 1, la réunion N∪
n=1
Tn est incluse dans Dz(Γ) et A(
N∪
n=1
Tn) ≥ Npi−2pi
ce qui est impossible car l'aire deDz(Γ) est ﬁnie. Nous verrons des exemples
explicites de réseaux dans le chapitre suivant. En particulier nous montrerons
que le groupe Γ(2) composé des isométries az+b
cz+d
de PSL(2,Z) avec a et d pairs
et, b et c impairs, est un groupe libre à deux générateurs qui est un réseau.
Considérons son groupe dérivé [Γ(2),Γ(2)]. Ce groupe est normal dans Γ(2)
donc son ensemble limite L est H(∞). En eﬀet, soient x dans L et (γn)n≥1
une suite de [Γ(2),Γ(2)] telle que lim
n→+∞
γn(z) = x. Pour tout γ dans Γ(2), la
suite (γγn(z))n≥1 converge vers γ(x). Cette suite et la suite (γγnγ−1(z))n≥1
admettent la même limite donc γ(x) appartient à L. Ceci montre que L est
un fermé invariant par Γ(2). Comme L(Γ(2)) est minimal, L = H(∞). Par
ailleurs [Γ(2),Γ(2)] n'est pas un réseau car il est d'indice inﬁni dans Γ(2).
Cet exemple montre qu'un groupe fuchsien dont l'ensemble limite est X(∞)
n'est pas nécessairement un réseau.
Intéressons-nous à présent à la façon dont un point de L(Γ) peut être
approché par une suite de Γz. On rappelle que Lp(Γ) est l'ensemble des
points ﬁxes des isométries paraboliques de Γ. Un tel point est donc approché
par une suite de Γz restant sur un horocycle basé en ce point. En revanche, si
x est un point de L(Γ) dont tous les horodisques basés en ce point rencontrent
une inﬁnité de points de Γz, on dit que x est horocyclique (ﬁgure -8-). Cette
déﬁnition ne dépend pas du point z choisi. Si γ est une isométrie hyperbolique
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de Γ ses points ﬁxes sont horocycliques. En eﬀet, il suﬃt de prendre z sur la
géodésique (γ−γ+) et de constater que l'intersection d'un horodisque basé en
γ± rencontre une inﬁnité de points (γn(z))n∈Z. La caractérisation suivante
des points horocycliques est une conséquence directe de la déﬁnition.
Propriété 3.5Un point x de L(Γ) est horocyclique si et seulement si Sup
γ∈Γ
Bx(z,γ(z)) =
+∞.
Le lemme suivant résulte de cette propriété et de la proposition 2.9.
Lemme 3.6 Si x est un point horocyclique de L(Γ) alors son orbite sous Γ
ne rencontre pas le bord des domaines de Dirichlet.
On déduit de ce lemme et du corollaire 2.10, le corollaire suivant :
Corollaire 3.7 Un point horocyclique n'est pas parabolique.
Parmi les points horocycliques x de L(Γ) on distingue ceux qui sont co-
niques, c'est à dire pour lesquels il existe une suite de Γz restant à distance
bornée du rayon géodésique [z,x) (ﬁgure -8-). Cette déﬁnition ne dépend
pas du point z. En eﬀet, supposons qu'il existe (γn)n≥1 dans Γ et ε > 0
tels que d(γn(z),[z,x)) ≤ ε. Soit z′ dans X, les rayons [z,x) et [z′,x) étant
asymptotes, pour n grand, γn(z) est dans le ε-voisinage de [z′,x) et donc
d(γn(z
′),[z′,x)) ≤ ε + d(z,z′). Le point ﬁxe d'une isométrie hyperbolique de
Γ est conique.
Propriété 3.8 Soit z dans X. Un point x de L(Γ) est conique si et seule-
ment s'il existe une suite (γn)n≥1 de Γ vériﬁant : lim
n→+∞
Bx(z,γn(z)) = +∞ et
(d(z,γn(z))−Bx(z,γn(z)))n≥1 est borné.
22
Démonstration Il suﬃt de démontrer cette propriété pour z = i et x =
∞. Soit z′ = a + ib dans H. On a B∞(i,z′) = Lnb. Posons t = a2b2 . En
utilisant la relation (*) du paragraphe 1 on obtient : d(i,z′) − B∞(i,z′) =
Ln1
2
(t + 1
b2
+
√
(t+ 1)2 + 2t+ (1− 1
b2
)2). D'après le lemme 1.3, une suite
de points (zn = an + ibn)n≥1 telle que lim
n→+∞
bn = +∞ appartient à un
ε-voisinage de [i,∞) si et seulement s'il existe k ≥ 0 tel que a2n
b2n
≤ k pour
tout n. Donc (zn)n≥1 appartient à un ε-voisinage de [i,∞) si et seulement si
la suite (d(i,zn)−B∞(i,zn))n≥1 est bornée. 
On note Lh(Γ) (resp. Lc(Γ)) l'ensemble des points horocycliques (resp.
coniques) de Γ. On a donc les relations suivantes :
Lh(Γ) ∩ Lp(Γ) = φ et Lc(Γ) ⊂ Lh(Γ).
4 Finitude géométrique.
Fixons un groupe fuchsien Γ et un domaine de Dirichlet Dz(Γ). Analysons
la frontière Dz(Γ) −
◦
Dz(Γ) ⊂ X de ce domaine. Soit z′ un point de cette
frontière, il existe une suite (zn)n≥1 de X convergeant vers z′ et une suite
(γn)n≥1 de Γ telles que : d(z,zn) > d(z,γn(zn)). La suite (γ−1n (z))n≥1 est bornée
et Γ est discret donc quitte à extraire une sous-suite, γn = γ à partir d'un
certain rang et d(z′,z′) ≥ d(z,γ(z′)). Par ailleurs z′ appartient à Dz(Γ), donc
z′ est sur la médiatriceMγ de [z,γ(z)]. Ceci montre que la frontière de Dz(Γ)
est incluse dans ∪
γ∈Γ
Mγ. Remarquons que si X = D et z = 0, la médiatrice
Mγ est le demi-cercle Cγ introduit dans le paragraphe 1 (corollaire 1.10). On
appelle côté de Dz(Γ), l'intersection, quand elle n'est pas vide, ni réduite
à un point, de Dz(Γ) avec une de ses images γDz(Γ). Puisque Dz(Γ) est
un domaine fondamental, cette intersection est incluse dans la frontière de
Dz(Γ) et est un segment, une géodésique ou un rayon géodésique inclus dans
Mγ. On la note Sγ Remarquons que si Sγ est un côté, Sγ−1 en est aussi un
et que : Sγ−1 = γ−1(Sγ). On note Dγ le demi-disque (ou demi-plan) fermé de
X ∪X(∞) contenant γ(z) bordé par Sγ. On a : γ−1(Dγ) = ExtDγ−1 .
Introduisons l'ensemble Ω˜(Γ) des points de X appartenant aux géodé-
siques dont les extrémités sont dans L(Γ). Cet ensemble est un fermé, inva-
riant par Γ. Si Γ est un réseau alors Ω˜(Γ) = X. Si Γ est élémentaire d'après
la propriété 3.1 ou bien Ω˜(Γ) est vide, ou bien Ω˜(Γ) est une géodésique. On
appelle région de Nielsen de Γ l'enveloppe convexe de Ω˜(Γ), on la note
N(Γ). Si L(Γ) = X(∞) alors Ω˜(Γ) = X.
Déﬁnition 4.1 On dit que Γ est géométriquement ﬁni s'il existe un domaine
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de Dirichlet Dz(Γ) dont l'intersection avec la région de Nielsen de Γ est d'aire
ﬁnie.
Un réseau est géométriquement ﬁni, un groupe élémentaire aussi. Plaçons-
nous dans le disque de Poincaré, supposons que Γ ne soit pas élémentaire
et que Dz(Γ) ait un nombre ﬁni de côtés S1, · · · ,Sn, numérotés dans le sens
trigonométrique. Notons x−i ,x
+
i les extrémités du côté Si orientées de x
−
i vers
x+i dans le sens trigonométrique. Si tous les côtés consécutifs ont un sommet
en commun, Dz(Γ) est la réunion de n triangles de sommets (z,x
−
i ,x
+
i )1≤i≤n
et donc l'aire de Dz(Γ) est ﬁnie, autrement dit Γ est un réseau. Sinon, consi-
dérons les couples (x+i ,x
−
i+1)1≤i≤n avec par convention : x
+
n+1 = x
−
1 . Notons Li
la géodésique d'extrémités ces deux points si x+i 6= x−i+1 et l'ensemble vide
sinon. Puisque pour tout γ dans Γ − {Id}, le point γ(z) n'appartient pas à
Dz(Γ), si x
+
i 6= x−i+1, l'ensemble L(Γ) ne rencontre pas l'arc de cercle ouvert
x̂+i x
−
i+1. L'intersection de Ω˜(Γ) avec Dz(Γ) est donc inclus dans le polygone
bordé par S1,L1,S2, · · ·Sn,Ln, qui à son tour est d'aire ﬁnie. En conclusion,
si Dz(Γ) a un nombre ﬁni de côté alors l'aire de Dz(Γ) ∩ N(Γ) est ﬁnie. La
réciproque est également vraie et est démontrée dans [Be] (Theorem 10-1-2)
( la partie (2) ⇒ (1) de ce théorème est démontrée uniquement sous l'hypo-
thèse qu'il existe un z tel que l'aire de Dz(Γ)∩N(Γ) soit ﬁnie). Nous pouvons
donc énoncer la proposition suivante :
Proposition 4.2 ((i) ⇒ (ii) [Be] Theorem 10-1-2). Soit Γ un groupe fuch-
sien non élémentaire. Les assertions suivantes sont équivalentes :
(i) L'aire de Dz(Γ) ∩N(Γ) est ﬁnie.
(ii) Le domaine de Dirichlet Dz(Γ) a un nombre ﬁni de côtés.
On déduit de cette proposition que si Γ est géométriquement ﬁni alors
Dz(Γ)(∞)∩L(Γ) est ﬁni. Cette remarque, ajoutée au corollaire 2.10 permet
de démontrer le corollaire suivant.
Corollaire 4.3 Soit Γ un groupe fuchsien non élémentaire géométriquement
ﬁni, ou bien Lp(Γ) est vide, ou bien l'action de Γ sur Lp(Γ) admet un nombre
ﬁni d'orbites.
Notons Pz(Γ) l'ensemble des points paraboliques de Dz(Γ)(∞). D'après le
corollaire 2.8 , pour chaque x dans Pz(Γ), il existe un horodisque H+(x)
basé en x tel que : H+(x)∩γH+(x) = φ pour tout γ dans Γ−Γx. L'ensemble
Pz(Γ) étant dénombrable, on peut choisir les horodisques (H+(x))x∈Pz(Γ) deux
à deux disjoints.
Proposition 4.5 Soit Γ un groupe fuchsien non élémentaire, les assertions
suivantes sont équivalentes :
(i) L'aire de Dz(Γ) ∩N(Γ) est ﬁnie.
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(ii) Le domaine Ez = Dz(Γ) ∩N(Γ)− ∪
x∈Pz(Γ)
H+(x) ∩Dz(Γ) ∩N(Γ).
est relativement compact dans X.
Démonstration Plaçons-nous dans le modèle du disque. (i) ⇒ (ii). D'après
la proposition 4.2, le domaine Dz(Γ) a un nombre ﬁni de côtés. Si les extré-
mités de ces côtés appartiennent à D alors Dz(Γ) est compact et donc Ez
l'est aussi. Sinon, il existe x appartenant à D(∞) , extrémité d'un côté de
Dz(Γ). Montrons que si x appartient à L(Γ) alors x est parabolique. Soit γ
dans Γ tel que x soit l'extrémité de Sγ−1 et tel que Dγ−1 contienne une suite
non stationnaire (xn)n≥1 de L(Γ) convergeant vers x. Le point x appartient
à Dz(Γ) ∩ γ−11 (Dz(Γ)) donc γ1(x) appartient à Sγ1 = Dz(Γ) ∩ γ1(Dz(Γ)).
Par ailleurs γ1(xn) appartient à Ext D(γ
−1
1 ) donc il existe γ
−1
2 6= γ1, tel
que γ1(x) soit point de tangence entre Sγ1 et Sγ−12 . Supposons que x ne
soit pas parabolique, dans ce cas γ−11 et γ
−1
2 sont diﬀérents. En rempla-
çant dans le raisonnement précédent x par γ1(x) et γ1 par γ2, on obtient
un élément γ3 dans Γ− {γ±12 ,Id} tel que γ2γ1(x) appartienne à Dγ2 ∩Dγ−13 .
De proche en proche, on construit une suite (γn)n≥1 de Γ − {Id} vériﬁant :
γn · · · γ1(x) ∈ Dz(Γ)(∞) ∩ L(Γ) et γn+1 6= γ±1n . Puisque Dz(Γ) a un nombre
ﬁni de côtés, l'ensemble des points de cette suite est ﬁni. Il existe donc deux
entiers m > n tels que γm · · · γ1(x) = γn · · · γ1(x). Le point x n'étant ni
parabolique, ni horocyclique (lemme 3.6) nécessairement γm · · · γn+1 = Id.
Analysons l'orbite de z. Le point γn+1(z) appartient à
◦
D(γn+1), les demi-
disques D(γn+1) et D(γn+2) sont tangents donc γn+2 γn+1(z) appartient à
D(γn+2). En réitérant ce raisonnement, on obtient que le point γm · · · γn+1(z)
appartient à
◦
D(γm), ce qui contredit l'égalité γm · · · γn+1(z) = z. En conclu-
sion, x est parabolique. Supposons à présent que Ez ne soit pas compact et
considérons y dans Ez ∩ D(∞). Un tel point n'appartient pas à L(Γ). En
eﬀet, sinon y est l'extrémité d'un côté de Dz(Γ) donc, d'après le raisonne-
ment précédent, y est parabolique. Soit p un générateur de Γy, le domaine
Dz(Γ) est inclus dans Dp ∪ Dp−1. L'ensemble Ez est donc inclus dans l'en-
semble noté A, extérieur de (Dp ∪Dp−1) ∩H+(y), ce qui est impossible car
A¯ ∩D(∞) ne contient pas y. Puisque y n'appartient pas à L(Γ), il existe un
arc ouvert M̂1M2 inclus dans D(∞) contenant y tel que M̂1M2 ∩ L(Γ) = φ.
Considérons le domaine convexe fermé E contenant M̂1M2 et borné par la
géodésique d'extrémités M1 et M2. L'ensemble D−E est convexe et contient
Ω˜(Γ) donc N(Γ) ∩ E = φ, ce qui contredit le fait que y appartienne à Ez.
En conclusion Ez est compact dans D. (ii) ⇒ (i) Supposons que Ez soit un
compact de D et que Γ ne soit pas géométriquement ﬁni. D'après la pro-
position 4.2, il existe une suite de côtés (Sγn)n≥1 de Dz(Γ) dont les rayons
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euclidiens convergent vers 0. Pour tout n ≥ 1, le point γn(z) appartient à
Dγn donc quitte à extraire une sous-suite, on peut supposer que les demi-
cercles (Sγn)n≥1 convergent vers un point x de Dz(Γ)(∞) ∩ L(Γ). Un tel
point est parabolique car Ez est compact. Soit p un générateur de Γx. Le
domaine Dz(Γ) est inclus dans l'extérieur de Dp∪Dp−1 et x n'appartient pas
à
◦
Dγn donc pour n grand, Sγn est inclus dans Dp ∪Dp−1 . Ceci est impossible
car Sγn est un côté.  Il résulte de la démonstration précédente (ii) ⇒ (i)
que si Γ n'est pas géométriquement ﬁni alors L(Γ) ∩Dz(Γ)(∞) contient un
point non parabolique. Un tel point ne peut pas être horocyclique d'après le
lemme 3.6. Par conséquent, si L(Γ) = Lh(Γ) ∪ Lp(Γ) alors Γ est géométri-
quement ﬁni. Supposons à présent que Γ soit géométriquement ﬁni et non
élémentaire. Considérons un domaine de Dirichlet Dz(Γ) tel que Ez soit un
compact de D. Soient y dans L(Γ)−Lp(Γ) et z′ dans D tels que [z′,y) soit in-
clus dans N(Γ). Puisque Dz(Γ) est un domaine fondamental, [z′,y) est inclus
dans la réunion ∪
γ∈Γ
γ(Dz(Γ))∩ [z′,y). Supposons qu'il existe z′′ dans [z′,y) tel
que [z′′,y) soit inclus dans ∪
γ∈Γ
x∈Pz(Γ)
γ(H+(x)). Puisque Pz(Γ) est ﬁni, on peut
choisir les (H+(x))x∈Pz(Γ) de sorte que les horodisques (γ(H
+(x)))γ∈Γ,x∈Pz(Γ)
soient confondus ou disjoints. Le rayon [z′′,y) est donc inclus dans un tel
horodisque, ce qui est impossible car y n'est pas parabolique. On déduit de
ce raisonnement qu'il existe une suite (zn)n≥1 de [z′,y) convergeant vers y et
(γn)n≥1 dans Γ tels que zn appartienne à γn(Ez). L'ensemble Ez étant com-
pact, la suite (γn(z′))n≥1 converge donc vers y en restant dans un ε-voisinage
de [z′,y). Ceci montre que y est conique. Nous sommes donc en mesure de
donner une caractérisation de la ﬁnitude géométrique en termes d'approches
des points de L(Γ).
Proposition 4.6 Soit Γ un groupe fuchsien non élémentaire, les assertions
suivantes sont équivalentes :
(i) Le groupe Γ est géométriquement ﬁni.
(ii) L(Γ) = Lp(Γ) ∪ Lh(Γ).
(iii) L(Γ) = Lp(Γ) ∪ Lc(Γ).
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Commentaires
Les notions introduites dans ce chapitre et les principaux résultats se
généralisent au cas où X est une variété riemannienne simplement connexe,
convexe, complète, dont la courbure sectionnelle est inférieure à −a2 < 0
([B-G-S], [E]). Nous appelerons une telle variété : variété de Hadamard.
Le cocycle de Busemann est bien déﬁni et permet de construire une distance
sur le bord géométrique de X([B0]). En général, le groupe G des isométries
directes de X n'opère pas transitivement sur X et peut même être trivial. Les
groupes fuchsiens correpondent aux sous-groupes de G agissant proprement
discontinument surX. Dans ce cadre, la notion de ﬁnitude géométrique a bien
un sens mais est plus délicate ([Bow]). Nous n'avons pas abordé ici l'aspect
métrique des ensembles limites comme par exemple, le calcul des dimensions
de Hausdorﬀ et la théorie des mesures de Patterson-Sullivan. Une référence
sur ce sujet est le livre de Nicholls ([N]).
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Chapitre II
Etude d'exemples.
Dans ce chapitre nous étudions deux cas particuliers de groupes fuchsiens
et illustrons les notions introduites dans le chapitre I.
1 Groupes de Schottky
Soit g un élément de PSU(1,1) ne ﬁxant pas 0. On rappelle [cf. I-1]
que l'ensemble D(g) est un demi-disque fermé de D¯ orthogonal à D(∞) et
que g(D(g−1)) = Ext D(g), avec Ext D(g) = D¯−D(g). Les demi-disques
D(g) et D(g−1) ont même rayon euclidien. Si g est hyperbolique, ces deux
ensembles sont disjoints. Sinon, ils se rencontrent uniquement au point ﬁxe
de g.
Déﬁnition 1.1 Soit p un entier ≥ 2. Un groupe de Schottky de PSU(1,1) de
rang p est un groupe engendré par p iométries paraboliques ou hyperboliques
g1,...,gp de PSU(1,1) vériﬁant :
(D(gi) ∪D(g−1i )) ∩ (D(gj) ∪D(g−1j )) = φ
pour tout i 6= j dans {1,...,p}.
Un groupe de Schottky de PSL(2,R) de rang p est le conjugué par ψ d'un
groupe de Schottky de rang p de PSU(1,1).
Nous notons un tel groupe S(g1,...,gp).
Dans la suite, aﬁn de ne pas alourdir les notations, nous nous restreignons
au cas où p = 2.
Fixons un groupe de Schottky de rang 2 : S(g1,g2). Posons A = {g±11 ,g±12 }
et D(S(g1,g2)) = ( ∪
i=1,2
=±1
Ext(D(gi ))) ∩ D.
L'intérieur de D(S(g1,g2)) contient 0.
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On appelle mot réduit de S(g1,g2), un produit de n lettres s1...sn de A
vériﬁant : si 6= s−1i+1 pour tout 1 ≤ i ≤ n.
Le lemme suivant précise, en fonction du mot réduit, la position de l'image
d'un point par un tel mot.
Lemme 1.2 Pour tout mot réduit s1...sn on a : s1...sn(Ext D(s−1n )) ⊂ D(s1).
Démonstration.
Raisonnons par récurrence sur n ≥ 1. Si n = 1, le lemme est une consé-
quence de la propriété suivante :
∀s ∈ A s(ExtD(s−1)) = D(s).
Supposons que l'inclusion soit démontrée jusqu'au rang N ≥ 1. Considérons
un mot réduit s1...sNsN+1. On a, par hypothèse de récurrence,
s2...sN+1(Ext D(s
−1
N+1)) ⊂ D(s2). Comme s2 6= s−11 , l'ensemble D(s2) est
inclus dans Ext D(s−11 ). Par ailleurs s1(Ext D(s
−1
1 )) = D(s1) donc
s1...sN+1(Ext D(s
−1
N+1)) ⊂ D(s1)). 
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Corollaire 1.3 Le groupe S(g1,g2) est libre, relativement à g1,g2 et discret.
De plus D(S(g1,g2)) est le domaine de Dirichlet, D0(S(g1,g2)), du groupe
S(g1,g2) en 0.
Démonstration.
Soit s1,...,sn un mot réduit. D'après le lemme 1.2, le point s1...sn(0) ap-
partient à D(s1). Les ensembles D(s1) et
◦
D (S(g1,g2)) sont disjoints donc
s1...sn(0) 6= 0, ce qui montre que S(g1,g2) est libre. Montrons à présent que
S(g1,g2) est discret. Considérons une suite (γn)n≥1 de S(g1,g2)−{Id}. Chaque
γn est un mot réduit sn,1...sn,`n . Quitte à extraire une sous-suite (γnk)k≥1, on
peut supposer : snk1 = s1 pour tout k ≥ 1. Le point γnk(0) appartient à
D(s1), donc qu'il existe c > 0 tel que d(0,γnk(0)) > c pour tout k ≥ 1. Ceci
montre que (γn)n≥1 ne peut pas converger vers l'identité et donc que Γ est
discret. Puisque S(g1,g2) est libre et discret, aucun élément n'est elliptique et
donc D0(S(g1,g2)) est bien déﬁni. Montrons que D(S(g1,g2)) et D0(S(g1,g2))
sont égaux. L'ensemble D0(S(g1,g2)) est inclus dans D(S(g1,g2)). Si cette in-
clusion est stricte, il existe z dans
◦
D (S(g1,g2)) et γ dans S(g1,g2) − {Id}
tels que γ(z) appartient à
◦
D (S(g1,g2)). Ecrivons γ sous la forme d'un mot
réduit s1...sn. D'après le lemme 1.2, le point γ(z) appartient à D(s1), ce qui
est impossible car γ(z) appartient à
◦
D (S(g1,g2)). 
On déduit du lemme I.2.4 que les surfaces S(g1,g2)\H obtenues dans les
quatre cas décrits ﬁgure 1 sont :
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Analysons la nature des isométries de S(g1,g2) en fonction de leur écriture
réduite. Considérons un mot réduit γ = s1...sn vériﬁant s
−1
1 6= sn. Pour tout
k > 0, le point γk(0) appartient à D(s1) et γ−k(0) appartient à D(s−1n ). Si γ
est parabolique, lim
k→+∞
γk(0) = lim
k→+∞
γ−k(0) donc D(s1) et D(s−1n ) sont tan-
gents et γ ﬁxe le point de tangence. Ceci entraîne que s1 = sn est parabolique
et a même point ﬁxe que γ. Donc γ = sn1 .
Nous venons de démontrer les propriétés suivantes :
Propriétés 1.4
(i) Si g1 et g2 sont hyperboliques, tous les éléments de S(g1,g2)−{Id} sont
hyperboliques.
(ii) Sinon, les isométries non hyperboliques de S(g1,g2)− {Id} sont toutes
conjuguées aux puissances des générateurs paraboliques.
Montrons que les groupes de Schottky sont contenus dans la plupart des
sous-groupes de PSU(1,1).
On rappelle que : D(g) = {z ∈ D/d(g(0),z) ≥ d(0,z)}.
Soient h et t des isométries de PSL(2,R) déﬁnies par : h(z) = λz avec
λ > 0 et t(z) = z + 1. Pour n dans Z∗, la médiatrice de [hn(i),i] est le demi-
cercle de H de rayon euclidien λn2 , centré en 0 et celle du segment [tn(i),i]
est la demi-droite de H passant par n
2
. Dans les deux cas, les extrémités de
chacune de ces médiatrices convergent, lorsque n→ +∞ ou −∞, vers ∞.
Ceci montre que les diamètres euclidiens de D(ψ hn ψ−1) et D(ψ tn ψ−1)
tendent vers 0 et donc que pour toute isométrie hyperbolique ou parabolique
g de PSU(1,1), la suite des diamètres euclidiens de (D(gn))n≥1 converge vers
0. La propriété suivante est une conséquence directe de cette remarque.
Propriété 1.5 Soient g et g′ deux isométries hyperboliques ou paraboliques
de G, n'ayant aucun point ﬁxe en commun. Il existe N > 0 tel que pour tout
n ≥ N , les isométries gn et g′n engendrent un groupe de Schottky.
Comme application de cette propriété nous démontrons un résultat connu
dans le cas général sous le nom d'alternative de Tits.
Proposition 1.6 Un sous-groupe Γ non résoluble de G contient un groupe
de Schottky.
Démonstration.
Plaçons-nous dans le demi-plan H.Supposons que Γ contienne une isomé-
trie parabolique ou hyperbolique g. Quitte à conjuger Γ on peut supposer
que g ﬁxe le point ∞. Le stabilisateur de ∞ dans G étant le groupe des
similitudes az + b avec a > 0, qui est résoluble, Γ contient nécessairement
une isométrie g′ ne ﬁxant pas ∞. Pour les mêmes raisons, on peut supposer
plus généralement que les points ﬁxés par g′ sont tous diﬀérents de ceux de
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g. Les isométries g et g′gg′−1 sont paraboliques ou hyperboliques et n'ont
aucun point ﬁxe en commun donc, d'après la propriété 1.5, pour n grand
gn et g′gng
′−1 engendrent un groupe de Schottky. Supposons à présent que
Γ ne contienne que des isométries elliptiques. Raisonnons dans PSU(1,1).
Puisque Γ n'est pas abélien, quitte à conjuguer Γ, on peut supposer que
ψΓψ−1 contient une isométrie elliptique g de la forme g(z) = eiθz avec θ 6= kpi
et qu'il existe g′ dans ψΓψ−1 ne ﬁxant pas 0. Posons g′(z) = az+b
b¯z+a¯
avec
| a |2 − | b |2 = 1 et b 6= 0. Soit [g,g′] le commutateur de g et g′, on
a : tr([g,g′]) = 2 + 4 | b2 | sinθ2 > 2. Donc [g,g′] est hyperbolique, ce qui
contredit l'hypothèse faite sur Γ. 
On déduit de la démonstration précédente qu'un groupe fuchsien résoluble
est engendré par une isométrie.
Revenons à présent au cas d'un groupe de Schottky : S(g1,g2) et intéressons-
nous à son ensemble limite L(S(g1,g2)). Remarquons que, puisqueD0(S(g1,g2))
a un nombre ﬁni de côtés, S(g1,g2) est géométriquement ﬁni. Donc, d'après
la proposition I.4.6, L(S(g1,g2)) = Lc(S(g1,g2)) ∪ Lp(S(g1,g2)).
Soient n ≥ 2 et s1...sn un mot réduit, posons D(s1...sn) = s1...sn−1 D(sn)
(voir ﬁgure 2). Cet ensemble est un demi-disque fermé orthogonal à D(∞).
Introduisons l'ensemble
∑+ = {(si)i≥1/si ∈ A,si+1 6= s−1i }.
Propriétés 1.7
(i) Soit s1...sn un mot réduit de longueur n ≥ 2, on a :
D(s1...sn) ⊂ D(s1...sn−1).
(ii) Soient s1...sn et s
′
1...s
′
n deux mots réduits diﬀérents, de longueur n ≥ 2,
les demi-disques D(s1...sn) et D(s
′
1...s
′
n) sont tangents ou disjoints.
(iii) Soit (si)i≥1 dans
∑+ , lim
n→+∞
(diamètre euclidien D(s1...sn)) = 0.
Démonstration.
(i) Soit s1...sn un mot réduit de longueur n ≥ 2, comme sn 6= s−1n−1, on a :
D(sn) ⊂ Ext D(s−1n−1) et donc sn−1 D(sn) ⊂ D(sn−1). Cette inclusion
entraine (i).
(ii) Soit k ≥ 1 le plus petit entier ≤ n tel que s′k 6= sk. Démontrer la pro-
priété (ii) revient à démontrer queD(s′k...s
′
n) etD(sk...sn) sont tangents
ou disjoints. Si k = n cette propriété est clairement vériﬁée. Sinon on a :
D(s′k...s
′
n) = s
′
k...s
′
n−1D(s
′
n). Donc, d'après le lemme 1.2, D(s
′
k...s
′
n) est
inclus dans D(s′k). De même D(sk...sn) est inclus dans D(sk). Comme
sk 6= s′k, D(sk) et D(s′k) sont tangents ou disjoints donc D(s′k...s′n) et
D(sk...sn) le sont aussi.
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(iii) Soit a dans A, le domaine D(S(g1,g2)) contient le demi-cercle bordant
D(a−1) donc a(D(S(g1,g2)) contient celui bordant D(a). Par ailleurs,
d'après le lemme 1.2, a(D(S(g1,g2)) est inclus dans D(a) donc ces deux
ensembles ont même diamètre euclidien. En utilisant ce même raisonne-
ment, on obtient que, plus généralement, pour tout mot réduit s1...sn,
les ensembles s1...sn (D(S(g1,g2)) et D(s1...sn) ont même diamètre
euclidien. Soit (si)i≥1 dans
∑+, d'après (i), la suite de demi-disques
(D(s1...sn))n≥1 est emboîtée, de plus D(S(g1,g2)) est localement ﬁni
donc : lim
n→+∞
diamètre euclidien D(s1...sn) = 0. 
On déduit directement du lemme 1.2 et des propriétés (i) et (iii), le corollaire
suivant :
Corollaire 1.8 Soit s dans
∑+, pour tout z dans D(S(g1,g2)) la suite
(s1...sn(z))n≥1 converge vers un point de L(S(g1,g2)) indépendant de z.
Le but est à présent de montrer que
∑+ est un codage de L(S(g1,g2)).
Pour cela introduisons l'application x de
∑+ dans L(S(g1,g2)) qui à s =
(si)i≥1 associe x(s) = lim
n→+∞
s1...sn(0). Cette application est surjective. En
eﬀet, soit y dans L(S(g1,g2)) et (γn)n≥1 dans S(g1,g2) tel que lim
n→+∞
γn(0) = y.
Ecrivons γn sous forme d'un mot réduit γn = sn,1...sn,`n avec sn,i ∈ A et
sn,i 6= s−1n,i+1. Puisque A est ﬁni, quitte à extraire une sous-suite, on peut
supposer qu'il existe s = (si)i≥1 ∈
∑+ et une suite d'entiers positifs (`n)n≥1
strictement croissante tels que : γn = s1...s`n . Le point s`n(0) appartient à
D(s`n) donc γn(0) appartient àD(s1...s`n). On déduit alors de cette remarque
et des propriétés 1.7, l'égalité suivante :
{y} =
+∞⋂
n=1
D(s1...sn).
Les demi-disques étant emboîtés, on a : y = lim
n→+∞
s1...sn(0), autrement
dit y = x(s). Ceci montre en particulier que L(S(g1,g2)) est inclus dans
+∞⋂
n=1
⋃
mots réduits
de longueur n
D(s1...sn). L'inclusion dans l'autre sens résulte des propriétés
1.7. En conclusion, on a l'égalité :
L(S(g1,g2)) =
+∞⋂
n=1
⋃
mots réduits
de longueur n
D(s1...sn)
L'ensemble L(S(g1,g2)) est de type Cantor car, pour n ﬁxé, l'ensemble
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⋃
mots réduits
de longueur n
D(s1...sn) est une réunion de demi-disques tangents ou disjoints
contenant chacun exactement 3 demi-disques tangents ou disjoints de la
forme : D(s1...sna) avec a dans A− {s−1n } (voir ﬁgure 2).
Soient s = (si)i≥1 et s′ = (s′i)i≥1 appartenant à
∑+, posons δ(s,s′) = 0
si s = s′ et δ(s,s′) = 1
min{i≥1/si 6=s′i} . Cette application déﬁnit une distance
sur
∑+. Notons T l'application de décalage sur∑+ déﬁnie par T ((si)i≥1) =
(si+1)i≥1. Cette application est continue.
Propriété 1.9 L'application x :
∑+ → L(S(g1,g2)) est continue.
Démonstration.
Soit (Sn)n≥1 une suite de
∑+ convergeant vers un élément s de ∑+.
Posons Sn = (Sni )i≥1 et s = (si)i≥1. Pour tout k ≥ 2, il existe N > 1 tel
que pour tout n ≥ N , on ait : Sni = si quelque soit 1 ≤ i ≤ k. Soit n ≥
N,x(Sn) = s1...sk−1x(T k−1(Sn)). Le point T k−1(Sn) appartient à D(sk) donc
x(Sn) appartient à D(s1...sk). De même, x(s) appartient à D(s1...sk). Par
conséquent, | x(Sn) − x(s) | ≤ diamètre euclidien de D(s1...sk). On déduit
de la propriété 1.7(iii) que lim
n→+∞
| x(Sn)− x(s) |= 0. 
L'application x :
∑+ → L(S(g1,g2)) est-elle injective? Pour répondre à
cette question, deux cas sont à étudier selon que l'un des générateurs est
parabolique ou ne l'est pas.
Introduisons l'ensemble
∑+
c = {(un)n≥1 ∈
∑+ si le terme un est parabolique
alors il existe m > n tel que um 6= un}.
1er cas : g1 et g2 sont hyperboliques
Dans ce cas
∑+
c =
∑+ et il existe R > 0 tel que pour tous a dans A et b
dans A − {a}, les fermés D(a) et D(b) sont disjoints. Soient s = (si)i≥1 et
s′ = (s′i)i≥1 appartenant à
∑+. Supposons qu'il existe i ≥ 1 tel si 6= s′i, notons
k le plus petit de ces entiers et posons γ = s1...sk−1 si k > 1 et γ = Id sinon.
Pour tout n ≥ k, les points γ−1s1...sn(0) et γ−1s′1...s′n(0) appartiennent res-
pectivement à D(sk) et D(s′k) qui sont disjoints, donc lim
n→+∞
s1...sn(0) 6=
lim
n→+∞
s′1...s
′
n(0). Ceci montre que x est injective.
2ème cas : g1 ou g2 est parabolique
Supposons que g1 soit parabolique, dans ce cas (gn1 (0))n≥1 et (g
−n
1 (0))n≥1
convergent vers le même point donc x n'est pas injective. Montrons l'égalité
suivante : x(
∑+
c ) = Lc(S(g1,g2)).
Soit s = (si)i≥1 dans
∑+−∑+c . Notons k le rang à partir duquel sk
est parabolique et si = sk pour tout i ≥ k. Posons γ = s1...sk−1 si k > 1
et γ = Id sinon. Le point γ−1x(s) est parabolique car il est ﬁxé par sk,
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donc x(s) est parabolique. Ceci montre que l'ensemble x(
∑+−∑+c ) est in-
clus dans Lp(S(g1,g2)) et donc, puisque x est surjective, que Lc(S(g1,g2)) est
inclus dans x(
∑+
c ). Considérons à présent, y dans Lp(S(g1,g2)), d'après le
corollaire I.2.10, il existe γ dans S(g1,g2) tel que γ(y) soit ﬁxé par un géné-
rateur parabolique g. Soit s = (si)i≥1 une suite de
∑+ telle que x(s) = y.
Puisque γ s'écrit sous la forme d'un mot réduit ﬁni, il existe s′ = (s′i)i≥1 dans∑+, k ≥ 0 et k′ ≥ 0 tels que γ(y) = x(s′) et pour tout i ≥ 1 : s′k′+i = sk+i.
Le point γ(y) appartient à D(s′i), or γ(y) est le point de tangence de D(g)
et D(g−1) donc s′1 = g ou g
−1. En remplaçant dans ce raisonnement γ(y)
par s−11 (y), on obtient s
′
1 = s
′
2. De proche en proche on montre que la suite
s′ est constante, de terme général g ou g−1 et donc que s est constante à
partir d'un certain rang. Ceci entraine que s n'appartient pas à
∑+
c . En
conclusion x−1(Lp(S(g1,g2))) =
∑−∑+c et donc x(∑+c ) = Lc(S(g1,g2)).
Montrons à présent que l'application x en restriction à
∑+
c est injective.
Soient s = (si)i≥1 et s′ = (s′i)i≥1 appartenant à
∑+
c . Supposons que s et s
′
soient diﬀérents et notons k le plus petit des i ≥ 1 tel que : si 6= s′i. Posons
γ = s1...sk−1 si k 6= 1 et γ = Id sinon. Si s−1k 6= s′k ou si l'une de ces deux
lettres est hyperbolique, alors D(sk)∩D(s′k) = φ et donc γ−1x(s) 6= γ−1x(s′).
Si s−1k = s
′
k et sk est parabolique, considérons le plus petit des i > k tel que
si 6= sk et posons g = γ sk...si−1. On a g−1(x(s)) = lim
n→+∞
si...si+n(0) et
g−1x(s′) = lim
n→+∞
s−1i−1...s
−1
k s
−1
k s
′
k+1...s
′
k+n(0). Comme s
′
k+1 6= sk, le point
g−1(x(s)) appartient à D(s−1k ). Par ailleurs g
−1x(s) n'appartient pas à D(si)
et D(si) ∩D(s−1k ) = φ car si n'appartient pas à {sk,s−1k }. Donc : g−1x(s′) 6=
g−1x(s). En conclusion, nous venons de démontrer la proposition suivante
qui exprime le fait que les points non paraboliques de L(S(g1,g2)) sont codés
par les suites de
∑+
c .
Proposition 1.10 L'application x :
∑+ → L(S(g1,g2)) est surjective et sa
rectriction à
∑+
c est une bijection sur Lc(S(g1,g2)).
Comme conséquence de cette proposition, nous obtenons que les points
ﬁxes des isométries paraboliques de L(S(g1,g2)) sont "codés" (de façon non
unique) par les suites (si)i≥1 de
∑+ constantes à partir d'un certain rang,
et dont le terme constant est un générateur parabolique. Intéressons-nous
plus généralement au "codage" des points ﬁxes des isométries de S(g1,g2).
Soit (s1,...,sk), une suite ﬁnie de A telle que si 6= s−1i+1 et s−11 6= sk, notons
(s1,...,sk) la suite périodique s = (si)i≥1 de
∑+ déﬁnie pour tout i ≥ 1 par
si = si+nk quelque soit n dans N.
On dit qu'une suite s de
∑+ est presque périodique si s est périodique
ou s'il existe k ≥ 1 tel que T k(s) le soit.
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Propriété 1.11 Un point y de L(S(g1,g2)) est ﬁxé par une isométrie non
triviale de S(g1,g2) si et seulement s'il existe une suite s dans
∑+ presque
périodique, telle que : x(s) = y.
Démonstration.
Soit y dans L(S(g1,g2)). Supposons qu'il existe γ non trivial dans S(g1,g2)
tel que : y = γ+. Ecrivons γ sous forme d'un mot réduit γ = s1...sn et
supposons s1 6= s−1n . Dans ce cas la suite périodique s = (s1,...,sn) appartient
à
∑+ et y = x(s). Si s1 = s−1n , considérons le plus grand 1 ≤ k < n
tel que sk = s
−1
n−k+1, posons g = s1...sk. Le point g
−1(y) est ﬁxé par le
mot réduit sk+1...sn−k. Puisque sk+1 6= s−1n−k, on a g−1(y) = x(sk+1,...,sn−k).
Considérons la suite presque périodique s′ déﬁnie par s′i = si pour 1 ≤ i ≤ k
et T k(s′) = (sk+1,...sn−k). Puisque sn−k 6= s−1k+1, cette suite appartient à
∑+
et g−1(y) = x(s).
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Réciproquement, considérons une suite presque périodique s de
∑+. Soit
k ≥ 0 tel que T k(s) soit une suite périodique s′ = (sk+1...sn). On a x(s′) =
lim
p→+∞
(sk+1...sn)
p(0) donc x(s′) est ﬁxé par γ = sk+1...sn. Si k = 0, x(s′) =
x(s), sinon x(s) = g(x(s′)) avec g = s1...sk donc x(s) est ﬁxé par g γ g−1. 
2 Le groupe modulaire et deux de ses sous-groupes
Dans ce paragraphe nous nous intéressons au groupe modulaire, PSL(2,Z),
et à deux de ses sous-groupes. Dans chaque cas, nous donnons un domaine
fondamental et analysons les points paraboliques.
Plaçons-nous dans le modèle du demi-plan H et cherchons un domaine fon-
damental du groupe modulaire.
Par un simple calcul, on montre que 2i n'est ﬁxé par aucune isométrie non
triviale de PSL(2,Z). Il s'ensuit que le domaine de Dirichlet de PSL(2,Z),
au point 2i est bien déﬁni. Posons T1(z) = z + 1 et s(z) = −1z .
Propriété 2.1 Le domaine D2i(PSL(2,Z)) est égal à l'ensemble E = {z ∈
H / | z | ≥ 1 et −1
2
≤ Re z ≤ 1
2
}.
Démonstration.
Par déﬁnition du domaine de Dirichlet, D2i(PSL(2,Z)) est inclus dans
H2i(T1) ∩ H2i(T −11 ) ∩ H2i(s). Par ailleurs :
H2i(T1) = {z ∈ H/Re z ≤ 12},H2i(T −11 ) = {z ∈ H/Re ≥ −12} et H2i(s) ={z ∈ H / | z | ≥ 1} donc D2i(PSL(2,Z) est inclus dans E. Soit z dans
◦
E, supposons qu'il existe γ(z) = az+bcz+d dans PSL(2,Z) − {Id} tel que γ(z)
appartienne à E. Nécessairement c 6= 0 car | Re(z+b) | > 1
2
pour tout b ∈ Z∗.
On a Im(γz) = Imz|cz+d|2 . Comme z appartient à
◦
E:| cz+d |2> (| c | − | d |)2+
| c | | d |. Donc, puisque c 6= 0, Im(γz) > Im z. Si γ(z) appartient à ◦E, le
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même raisonnement conduit à : Im z > Im γ(z), ce qui est contradictoire.
En conclusion, pour tout γ dans PSL(2,Z)− {Id}, on a : γ ◦E ∩
◦
E= φ. Ceci
entraine que
◦
E est inclus dans D2i(PSL(2,Z)). Donc D2i(PSL(2,Z)) = E.
On déduit du lemme I.2.4 que la surface modulaire, PSL(2,Z)\H, est :
Posons ∆ = E ∩ {z ∈ H/Re z ≥ 0} ∩ T1(E ∩ {z ∈ H/Re z ≤ 0}). On
déduit aisément de la propriété 2.1, le résultat suivant :
Corollaire 2.2 Le domaine ∆ est un domaine fondamental de PSL(2,Z).
Analysons les isométries paraboliques de PSL(2,Z). Soient γ(z) = az+b
cz+d
une telle isométrie et x son point ﬁxe. Si c = 0, l'isométrie γ est une transla-
tion donc x = ∞, sinon x = a−d
2c
. Ceci montre que Lp(PSL(2,Z)) est inclus
dans Q ∪ {∞}. Montrons que ces deux ensembles sont égaux. Soit p
q
dans
Q, avec (p,q) = 1. Considérons p′,q′ dans Z tels que pq′ − qp′ = 1 et posons
g(z) = pz+p
′
qz+q′ . Cette isométrie appartient à PSL(2,Z) et g(∞) = pq donc pq est
ﬁxé par gT1g−1. En conclusion, nous obtenons la propriété suivante :
Propriété 2.3 Les isométries paraboliques de PSL(2,Z) sont conjuguées
dans PSL(2,Z) aux éléments du groupe < T1 > et Lp(PSL(2,Z)) = Q∪{∞}.
Remarquons que pour démontrer la première partie de la propriété 2.3
nous aurions pu appliquer le corollaire I.2.10.
Le domaine D2i(PSL(2,Z)) est d'aire ﬁnie donc PSL(2,Z) est géométrique-
ment ﬁni et par conséquent Lc(PSL(2,Z)) = R−Q.
Considérons à présent deux sous-groupes de PSL(2,Z).
Soit p l'homomorphisme de groupes de PSL(2,Z) sur SL(2,Z/2Z) déﬁni par :
p(az+b
cz+d
) =
(
a˙ b˙
c˙ d˙
)
où n˙ correspond à la projection de n sur Z/2Z. Posons
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Γ(2) = p−1
(
1˙ 0˙
0˙ 1˙
)
. Ce sous-groupe est d'indice 6 dans PSL(2,Z), plus
précisément posons r(z) = z−1
z
, on a :
(∗) Γ(2) \ PSL(2,Z) = {p(id),p(r),p(r2),p(T −11 ),p(T −11 r),p(T −11 r2)}.
Considérons l'ensemble ∆′ déﬁni par (voir ﬁgure 6) :
∆′ = ∆ ∪ r∆ ∪ r2∆ ∪ T −11 (∆) ∪ T −11 r(∆) ∪ T −11 r2(∆)
On déduit de l'égalité (∗) et du corollaire 2.2, la propriété suivante :
Propriété 2.4 L'ensemble ∆′ est un domaine fondamental de Γ(2).
Aucun élément de Γ(2)− {Id} ne ﬁxe i. Les isométries T ±21 , T ±2−1 appar-
tiennent à Γ(2). On a :
Hi(T 21 ) = {z ∈ H/Re z ≤ 1}, Hi(T −21 ) = {z ∈ H/Re z ≥ −1},Hi(T 2−1) =
{z ∈ H / | z + 1
2
| ≥ 1
2
}, et Hi(T −2−1 ) = {z ∈ H / | z − 12 | ≥ 12}.
Donc : ∆′ = Hi(T 21 ) ∩Hi(T −21 ) ∩Hi(T 2−1) ∩Hi(T −2−1 ).
Par conséquent Di(Γ(2)) est inclus dans ∆′. Par ailleurs Di(Γ(2)) et ∆′
sont deux domaines fondamentaux de Γ(2) donc ∆′ = Di(Γ(2)).
Plaçons-nous dans le modèle du disque, posons A = {ψT 21 ψ−1,ψT −21 ψ−1,
ψT 2−1ψ−1,ψT −2−1 ψ−1}. Les quatre demi-disques (D(a))a∈A sont disjoints ou
tangents.
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On déduit du lemme I.2.4 que la surface Γ(2)\H est :
Bien que le groupe engendré par a dans A et b dans A−{a±1}, ne forme
pas, au sens de la déﬁnition 1.1, un groupe de Schottky, car D(a)∪D(a−1) et
D(b) ∪D(b−1) ne sont pas disjoints, la démonstration du corollaire 1.3 reste
encore valable dans ce cas-là. Le groupe Γ(2) est engendré par T 21 et T 2−1, et
est libre .
Propriété 2.5 Le groupe Γ(2) est engendré par T 21 et T 2−1, et est libre.
Analysons à présent les isométries paraboliques de Γ(2). Remarquons
pour commencer que : le point ∞ est ﬁxé par T 21 , le point 0 est ﬁxé par
T 2−1, le point -1 est ﬁxé par T −2−1 T 21 et 1 est ﬁxé par T 2−1T −21 . Ces quatre
points sont paraboliques, -1 et 1 sont dans la même orbite car T 21 (−1) = 1,
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et Γ(2)(0), Γ(2)(∞), Γ(2)(1) sont trois orbites disjointes. Soit γ une isométrie
parabolique de Γ(2) d'après le corollaire I.2.10, son point ﬁxe appartient à
l'une des trois orbites précédentes. Nous obtenons donc la propriété suivante :
Propriété 2.6 Les isométries paraboliques de Γ(2) sont les conjuguées des
éléments de < T −2−1 T 21 > ∪ < T 21 > ∪ < T 2−1 >.
Remarquons que Γ(2) est géométriquement ﬁni puisque l'aire de Di(Γ(2))
est ﬁnie.
Introduisons à présent un second sous-groupe de PSL(2,Z).
Posons α1(z) = z+1z+2 et α2(z) =
z−1
−z+2 . Considérons les ensembles :
B(α1) = {z ∈ H / | z − 1
2
| ≤ 1
2
},B(α−11 ) = {z ∈ H /Im z ≤ −1},
B(α2) = {z ∈ H / | z + 1
2
| ≤ 1
2
} et B(α−12 ) = {z ∈ H /Im z ≥ 1} .
Pour tout i = 1,2 et  = ±1, on a
αi(H−
◦
B (α
−
i )) = B(α

i).
Remarquons que : ∆′ = ∩
=±1
i=1,2
H− ◦B (α−i ).
Posons A = {α±11 ,α±12 }. Comme pour Γ(2), le groupe engendré par α1
et α2 n'est pas un groupe de Schottky au sens de la déﬁnition 1.1. Mais les
démonstrations du lemme 1.2 et du corollaire 1.3 sont encore valables. On
obtient donc que le groupe Γ = < α1,α2 > est libre et que pour tout γ dans
Γ− {I} on a : γ
◦
∆′ ∩
◦
∆′= φ.
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Montrons que ∆′ est un domaine fondamental. Remarquons que, contrai-
rement au cas Γ(2), a priori ∆′ n'est pas un domaine de Dirichlet de Γ. Soit
z dans H − ∆′, il existe α1 dans A tel que z appartient à B(α1). Posons
z1 = a
−1
1 (z). Si z1 appartient à ∆
′, on pose zn = z1 pour tout n ≥ 1. Si-
non, il existe a2 dans A − {a−11 } tel que z1 appartient à B(a2) et on pose
z2 = a
−1
2 (z1). De proche en proche, on construit une suite (zn)n≥1. Si (zn)n≥1
est stationnaire à partir du rang N , alors a−1N ...a
−1
1 (z) appartient à ∆
′. Sinon,
posons γn = a1...an. Par construction γ−1n (z) appartient à B(an+1). Consi-
dérons une suite extraite (γnp)p≥1 telle que anp+1 = a. Pour tout p, le point
z appartient à γnp(B(a)). Plaçons nous dans le modèle du disque. Notons S
le demi-cercle bordant ψ(B(a)) et posons bi = ψ ai ψ−1. Pour tout p ≥ 2,
le demi-disque ψ(γnp(B(a))) est inclus dans ψ(γnp−1(B(a))). Le point ψ(z)
appartient à chacun de ces demi-disques donc il existe un compact K dans D
tel que : b1...bnp(S)∩K 6= φ pour tout p ≥ 1. Or ψ−1(S) est inclus dans ∆′ et
∆′ = ∆∪r∆∪r2∆∪T1∆∪T1r∆∪T1r2∆, par conséquent il existe une inﬁnité
d'éléments γ de PSL(2,Z) tel que γ∆ rencontre ψ−1(K). Ceci contredit le
fait que ∆ soit un domaine fondamental localement ﬁni de PSL(2,Z). On
en déduit que (zn)n≥1 est nécessairement stationnaire et donc qu'il existe γ
dans < α1,α2 > tel que : γ(z) ∈ ∆′. Nous venons de démontrer la propriété
suivante :
Propriété 2.7 Le domaine ∆′ est un domaine fondamental du groupe (libre)
engendré par α1 et α2.
On déduit du lemme I.2.4 que la surface < α1,α2 > \H est :
Remarquons que Γ(2) et < α1,α2 > sont deux réseaux diﬀérents de
PSL(2,Z) ayant même domaine fondamental. Dans un premier cas la surface
Γ(2)\H est homéomorphe à une sphère privée de trois points, dans le second
cas la surface <α1,α2> \H est un tore privé d'un point.
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Analysons à présent les isométries paraboliques de < α1,α2 >. Commençons
par remarquer que le commutateur [α−12 ,α
−1
1 ] est une translation et que le
groupe engendré par cette translation est le stabilisateur du point∞. Consi-
dérons une isométrie parabolique γ et écrivons la sous-forme d'un mot réduit
a1...an avec ai ∈ A. Supposons a1 6= a−1n , dans ce cas, lim
k→+∞
γk(i) appartient
à B(a1) et lim
k→+∞
γ−k(i) appartient à B(a−1n ). Ces deux points sont égaux à
l'unique point ﬁxe x de γ, donc x appartient à {−1,0,1,∞}. Si x = ∞ alors
γ appartient à < [α−12 ,α
−1
1 ] >. Par ailleurs 1 = α1(∞), −1 = α2(∞), et
0 = α−12 α1(∞) donc dans tous les cas, γ est conjugué à une puissance de
[α−12 ,α
−1
1 ]. En conclusion, nous venons de démontrer le résultat suivant :
Propriété 2.8 Une isométrie de < α1,α2 > est parabolique si et seulement
si elle est conjuguée à une isométrie non triviale de < [α−12 ,α
−1
1 ] > .
3 Points limites de PSL(2,Z) et codage en fractions continues.
On rappelle que r(z) = z−1
z
. Posons T = ∆ ∪ r∆ ∪ r2∆.
L'ensemble T est un triangle idéal de sommets∞,1,0, qui, puisque ∆ est un
domaine fondamental de PSL(2,Z), vériﬁe :
∪
γ∈PSL(2,Z)
γT = H et si γ
◦
T ∩
◦
T 6= φ alors γ ∈ {Id,r,r2}.
Ce pavage de H par les images de T est appelé pavage de Farey. Notons L la
géodésique non orientée d'extrémités 0 et∞, et L+ cette géodésique orientée
de 0 vers ∞. On appelle lignes de Farey les images de L par PSL(2,Z).
Les extrémités de T1(L) sont 1, ∞, celles de T−1(L) sont 0, 1 donc les côtés
de T et, par conséquent les côtés du pavage de Farey, sont les lignes de Farey.
Interprétons géométriquement l'irrationnalité d'un réel.
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Lemme 3.1 Soit x dans H(∞). Le rayon [i,x) rencontre un nombre ﬁni de
lignes de Farey si et seulement si x appartient à Q ∪ {∞}.
Démonstration.
Supposons que x appartienne à Q ∪ {∞}, dans ce cas, d'après la pro-
priété II-2-3, il existe γ dans PSL(2,Z) tel que : γ(x) =∞. Puisque le rayon
γ−1([i,x)) est une demi-droite verticale passant par γ−1(i), il existe n dans Z
et z dans [i,x) tels que : T n1 γ−1([z,x)) soit inclus dans T . Le domaine ∆ est
localement ﬁni, donc T n1 γ−1([i,z]) ne rencontre qu'un nombre ﬁni d'images
de T par PSL(2,Z). En conclusion, T n1 γ−1([z,x)), et donc [z,x), ne rencontre
qu'un nombre ﬁni de lignes de Farey.
Supposons que [i,x) ne rencontre qu'un nombre ﬁni de lignes de Farey,
il existe alors z dans [i,x) et γ dans PSL(2,Z) tels que [z,x) soit inclus
dans γ (T ). Autrement dit [γ−1(z),γ−1(x)) est un rayon géodésique inclus
dans T . Par conséquent, γ−1(x) appartient à {0,1,∞} et donc x appartient
à Q ∪ {∞}.  Soient x un irrationnel positif
et r : [0, +∞) → [i,x) le paramétrage par longueur d'arcs de [i,x) tel que
r(0) = i. D'après le lemme précédent, [i,x) rencontre une inﬁnité de lignes
de Farey. Notons (Ln)n≥1 la suite de ces lignes rencontrées successivement
par (r(t))t>0, ordonnées dans le sens des t croissants (voir ﬁgure 12). Pour
chaque n, on oriente Ln de sorte que l'angle, au point d'intersection r(tn),
entre [i,x) et Ln, appartienne à ]0,pi[. On note L+n , la géodésique Ln ainsi
orientée. Posons L+n = (xnyn). Par déﬁnition des lignes de Farey, il existe
g dans PSL(2,Z) tel que Ln = gn(L). Si gn(0) = xn et gn(∞) = yn, on a
gn(L
+) = L+n sinon, gns(L
+) = L+n . Dans les deux cas, il existe une isométrie
γn dans PSL(2,Z) telle que γn(L+) = L+n . Remarquons que γn est unique.
Considérons le rayon géodésique γ−1n ([i,x)). Puisque L
+
n = γn(L
+), ce
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rayon coupe L+ et l'angle au point d'intersection γ−1n (r(tn)) entre γ
−1
n ([i,x))
et L+ appartient à ]0,pi[. Donc, γ−1n (L
+
n+1) est égal à T−1(L+) ou T1(L+). Par
conséquent : γn+1 = γn Tn avec n = ± 1. Si 1 = 1, posons n0 = Max{n ≥
1/k = 1 pour tout 1 ≤ k ≤ n} et si 1 = −1, posons n0 = 0. Pour tout
p ≥ 1, posons np = Max{n > np−1/k = (−1)p pour tout np−1 < k ≤
n}. Remarquons que nk appartient à N∗ pour tout k ≥ 1. Introduisons les
isométries gk = T n01 T n1−1 ...T nk(−1)k et notons [n0;n1,...,nk] le rationnel :
[n0;n1,...,nk] = n0 +
1
n1+
1
n2+.+
1
nk−1+ 1nk
En utilisant les relations : T n1 (z) = z+n et T n−1(z) = 1n+ 1
z
et en raisonnant
par récurrence, on obtient le lemme suivant :
Lemme 3.2 Soit k ≥ 2. Si k est pair, gk(0) = [n0;n1,...,nk] et gk(∞) =
[n0; ...nk−1]. Si k est impair, gk(0) = [n0;n1,...nk−1] et gk(∞) = [n0;n1...nk].
Nous sommes maintenant en mesure de déﬁnir le développement en frac-
tions continues de x.
Proposition 3.3 La suite de rationnels ([n0;n1,...,nk])k≥1 converge vers x.
De plus, s'il existe une suite (n′k)k≥1 vériﬁant : n
′
0 ∈ N,n′k ∈ N∗ pour tout
k ≥ 1 et lim
k→+∞
[n′0;n
′
1,...n
′
k] = x alors nk = n
′
k pour tout k ≥ 0.
Démonstration.
La géodésique gk(L) rencontre le rayon [i,x). Le point x appartient à l'in-
tervalle d'extrémités gk(0), gk(∞). Pour tout k ≥ 1, les rationnels gk(0) et
gk(∞) appartiennent à l'intervalle [n0,n0+1] donc 0 < | gk(0)−gk(∞) | ≤ 1.
Montrons que lim
k→+∞
| gk(0) − gk(∞) |= 0. Supposons qu'il existe d > 0 et
(gkp)p≥1 tels que | gkp(0) − gkp(∞) | > d. Dans ce cas, la géodésique gkp(L)
rencontre le segment I de H d'extrémités n0+ id2 et n0+1+ i
d
2
. Puisque L est
un côté de T , et puisque T est une réunion ﬁnie d'images de ∆, on obtient
qu'il existe une inﬁnité d'isométries γ de PSL(2,Z) telle que : γ∆ rencontre
le compact I. Ceci contredit le fait que ∆ soit localement ﬁni. On déduit de
cette propriété et du lemme 3.1 que la suite ([n0;n1,...nk])k≥1 converge vers
x.
Montrons l'unicité. Supposons que ([n′0;n
′
1,...n
′
k])k≥1 converge vers x. On a
alors lim
p→+∞
T n′01 ...T
n′2p
1 (0) = lim
p→+∞
T n01 ...T n2p1 (0).
D'après le lemme 3.2, le rationnel T n′01 ...T
n′2p
1 (0) appartient à ]n
′
0 + n
′
0 + 1]
et T n01 ...T n2p1 (0) appartient à ]n0 + n0 + 1] donc n′0 = n0. Par conséquent,
lim
p→+∞
T n′1−1 ...T
n′2p
1 (0) = lim
p→+∞
T n1−1 ...T n2p1 (0). En appliquant le même raison-
nement aux suites ( 1
[0;n′1,...n
′
2p]
)p≥1 = ([n′1;n
′
2...n
′
2p])p≥1 et (
1
[0;n1,...n2p]p≥1
) =
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([n1;n2...n2p])p≥1 on obtient n1 = n′1. De proche en proche, on a nk = n
′
k
pour tout k ≥ 0. .
La suite (nk)k≥0 est appelée développement en fractions continues
de x.
Dans la suite nous nous restreignons aux irrationnels positifs. Considérons
l'application F de R+ −Q+ dans l'ensemble
S = {(ni)i≥1/n0 ∈ N,ni ∈ N∗ pour i ≥ 1}
qui à x associe son développement en fraction continue F (x).
Propriété 3.4 L'application F : R+ −Q+ → S est bijective.
Démonstration.
D'après la proposition 3.3, il suﬃt de montrer que F est surjective. Soit
(nk)k≥0 dans S, posons gk = T n01 ◦ ...◦T nk(−1)k . En reprenant l'argument utilisé
dans la démonstration de la proposition 3.3, on montre que lim
k→+∞
| gk(0) −
gk(∞) | = 0. Si k est impair, gk+1(∞) = gk(∞), et gk+1(0) appartient au
segment d'extrémité gk(∞),gk(0) car gk préserve l'orientation et T nk+11 (0) =
nk+1 est positif. Si k est impair alors gk+1(0) = gk(0) et, pour les mêmes
raisons, gk+1(∞) appartient au segment d'extrémités gk(∞),gk(0). Dans tous
les cas, on obtient que la suite des segments (Ik)k≥1 d'extrémités gk(0),gk(∞)
est emboitée et donc que les suites (gk(0))k≥1 et (gk(∞))k≥1 convergent vers
le même réel positif x. D'après le lemme 3.2, on a : x = lim
k→+∞
[n0;n1,n2...nk].
Ce point appartient aux segments Ik donc [i,x) rencontre gk(L). D'après le
lemme 3.1, x est irrationnel. 
Le développement en fractions continues permet donc de coder les irra-
tionnels positifs. Intéressons-nous au codage des points ﬁxes des isométries
hyperboliques de PSL(2,Z).
Propriétés 3.5
(i) Un réel positif est ﬁxé par une isométrie hyperbolique de PSL(2,Z) si
et seulement si son développement en fractions continues est presque
périodique.
(ii) Une isométrie hyperbolique de PSL(2,Z) est conjuguée dans PSL(2,Z)
à une isométrie de la forme T m11 T m2−1 ...T mk−1 avec mi > 0 et k pair.
Démonstration.
(i) Soit x un irrationnel positif. Supposons que la suite F (x) = (ni)i≥0 soit
périodique. Dans ce cas n0 n'est pas nul et il existe un k impair tel que
x = lim
p→+∞
(T n01 ...T nk−1 )p(0). Ceci montre que x est ﬁxé par T n01 ...T nk−1 , qui
est hyperbolique car x est irrationnel. Si F (x) est périodique à partir
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d'un rang K ≥ 1, il suﬃt d'appliquer le raisonnement précédent au
point (T n01 ...T n2k−1−1 )−1(x).
Considérons à présent une isométrie hyperbolique γ de PSL(2,Z). Po-
sons F (γ+) = (ni)i≥0. D'après la proposition 3.3, les suites (gk(0))k≥0 et
(gk(∞))k≥0 convergent vers γ+. A partir d'un rang impair k le segment
d'extrémités gk(0),gk(∞) ne contient pas γ−. Par conséquent, il existe
k′ > k tel que γL+k = L
+
k′ . Ceci entraine que : γgk = gk′ . Donc que
γ = gkT nk+11 ...T n
′
k
(−1)k′g
−1
k . Si k
′ est pair, F (gk(γ+)) est périodique, sinon
F (gk(γ
+)) est presque périodique. Dans les deux cas, on en déduit que
F (γ+) est presque périodique.
(ii) Soit γ une isométrie hyperbolique de PSL(2,Z). Quitte à conjuguer
γ par une translation, on peut supposer γ+ > 0. D'après la ﬁn de la
démonstration précédente, γ est conjugué à T nk+11 ...T n
′
k
(−1)k′ et donc, à
une isométrie de la forme T m11 ...T mp−1 avec mi > 0 et p pair. 
Analysons à présent la nature arithmétique des points ﬁxes des isométries
hyperboliques de PSL(2,Z).
Considérons une isométrie hyperbolique γ de la forme T m11 ...T mk−1 avec
mi > 0. Son point ﬁxe attractif est strictement supérieur à 1. Par ailleurs,
γ− = lim
p→+∞
(T −mk−1 ...T −m01 )p(0), donc 0 < γ− < −1. Posons γ(z) = az+bcz+d .
Les irrationnels γ− et γ+ sont solutions de l'équation à coeﬃcients entiers
Ax2 +Bx− C = 0. Avec A = c,B = d− a et C = −b.
Réciproquement considérons une équation de la forme :
Ax2 +Bx− C = 0
avec A,B,C dans Z∗, admettant une racine α irrationnelle > 1 et une autre
−1 < β < 0. On peut supposer A > 0 et C > 0. Soit (ni)i≥0 le développement
en fractions continues de α. Posons x0 = α, y0 = β et pour k pair non
nul posons : xk = (T n01 ...T nk−1−1 )−1(α) et yk = (T n01 ...T nk−1−1 )−1(β). Puisque
xk = lim
p→+∞
[nk;nk+1,...,nk+p], le réel xk appartient à ] + 1,+ ∞[. Par ailleurs,
en raisonnant par récurrence, on montre que yk appartient à l'intervalle ]−1,0[
et que les deux réels xk et yk sont solutions d'une équation :
Ak x
2 +Bk x− Ck = 0
avec Ak,Bk,Ck ∈ Z∗,Ak > 0,Ck > 0 et B2k + 4AkCk = B2 + 4AC.
Les coeﬃcients Ak,Bk,Ck appartiennent donc à un ensemble ﬁni. Par consé-
quent, il existe k2 > k1 ≥ 0 tel que Ak1 = Ak2 ,Bk1 = Bk2 ,Ck1 = Ck2 .
Posons p = k2 − k1. Pour tout n ≥ 1, on a xk1+np = xk2 et yk1+np = yk2 . Le
développement en fractions continues de xk étant (nk+i)i≥0, la suite (ni)i≥0
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est presque périodique. Montrons qu'elle est périodique. Soit k0 le plus petit
des entiers k pair ≥ 0 pour lesquels il existe k′ (pair) > k tel que Ak =
Ak′ ,Bk = Bk′ et Ck == Ck′ .
Supposons k0 6= 0. On a xk0 = T1nk0T nk0−1−1 (xk0−2) et xk0 = T
nk′0
1 T
nk′0−1
−1 (xk′0−2)
donc T nk0−n
′
k0
1 T nk0−1−1 (xk0−2) = T
nk′0−1
−1 (x
′
k0−2).
Si nk0 6= n′k0 , le premier membre de l'égalité appartient à R − [0,1], ce qui
est impossible car le second membre appartient à [0,1]. Donc nk0 = nk′0 . Si
nk0−1 6= nk′0−1, le réel T
nk0−1−n′k0−1
−1 (xk0−2) appartient à ]−∞,1] or ce réel est
égal à xk′0−2 qui est > 1, donc n
′
k0−1 = nk0−1. Par conséquent xk0−2 = xk′0−2 et
yk0−2 = yk′0−2. Donc Ak0−2 = Ak′0−2,Bk0−2 = Bk′0−2 et Ck0−2 = Ck′0−2, ce qui
contredit l'hypothèse faite sur k0. En conclusion nous venons de démontrer
la proposition suivante :
Proposition 3.6 Soit x un irrationnel > 1. La suite F (x) est périodique si
et seulement s'il existe une équation de la forme AX2 + BX + C = 0 avec
A,B,C ∈ Z dont les racines sont x et un réel appartenant à ]− 1,0[.
Pour terminer, donnons un lien entre un irrationnel dont le développement
en fraction continue est périodique et la longueur de l'isométrie hyperbolique
dont il est le point ﬁxe attractif. Considérons la fonction σ de l'ensemble des
irrationnels supérieurs à 1 sur lui-même déﬁni par : σ(x) = 1
x−n0 , où n0 est le
premier terme de F (x). On a : F (σ(x)) = (ni+1)i≥0. Posons σ◦(x) = x.
Propriété 3.7 Soit γ une isométrie de la forme γ = T m11 T m2−1 ...T mk−1 avec mi
dans N∗ et k pair. On a
`(γ) = 2 Ln (γ+ × σ(γ+)× ...× σk−1(γ+)).
Démonstration.
Posons γ(z) = az+b
cz+d
, M =
(
a b
c d
)
et λ = e
`(γ)
2 . On a
M
(
γ+
1
)
= λ
(
γ+
1
)
.
Introduisons les matrices Dn =
(
0 1
1 n
)
et R =
(
0 1
1 0
)
. Ces matrices
vériﬁent les relations suivantes :
R2 = Id,Dn R =
(
1 0
n 1
)
et R Dn =
(
1 n
0 1
)
.
En utilisant ces relations, on obtient :
λ
(
1
γ+
)
= Dm1 ...Dmk
(
1
γ+
)
.
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Par ailleurs, soit x 6= 0, on a Dm =
(
1
x
)
= x
(
1
m+ 1
x
)
.
Donc Dmk
(
1
γ+
)
= γ+
(
1
mk +
1
γ+
)
. Or mk + 1γ+ = σ
k−1(γ+), donc
λ
(
1
γ+
)
= γ+σk−1(γ+)Dm1 ...Dmk−1
(
1
σk−1(γ+)
)
.
De proche en proche, on obtient :
λ
(
1
γ+
)
= γ+σk−1(γ+)...σ2(γ+)Dm1
(
1
σ(γ+)
)
.
Or Dm1
(
1
σ(γ+)
)
= σ(γ+)
(
1
γ+
)
donc λ = (γ+
k−1∏
i=1
σi(γ+)). 
Finissons ce chapitre en donnant une interprétation hyperbolique du nombre
d'or.
Soit γ une isométrie hyperbolique de PSL(2,Z). D'après la proposition
3.5, cette isométrie est conjuguée à une isométrie de la forme T m11 ...T mk−1 .
Pour 1 ≤ i ≤ k, remarquons que σi(x) est de la forme mi+1 + 1mi+2+xi avec
0 < xi < 1. Ainsi, si l'un des mi = 2, il existe 0 ≤ i,j ≤ k − 1 et i 6= j tels
que σi(x) = 2 + 1
y
avec y > 1 et σj(x) = mj+1 + 12+xj avec 0 < xj < 1. On
déduit de ces remarques et de la propriété 3.6, l'inégalité suivante :
`(γ) > 2 Ln 2× (1 + 1
3
) = 2 Ln
8
3
.
Si l'un des mi est ≥ 3, on a : `(γ) ≥ 2Ln 3.
Si tous les mi sont égaux à 1 alors γ est une puissance de T1T−1. Le point ﬁxe
attractif x de T1T−1 vériﬁe x = 1+ 1x donc x est le nombre d'or N = 1+
√
5
2
et `(T1T−1) = 2 Ln (1+
√
5
2
)2 . On déduit de ces calculs le résultat suivant :
Corollaire 3.8 Pour toute isométrie hyperbolique γ de PSL(2,Z), on a :
`(γ) ≥ 2 Ln (T1T−1) = 4Ln N .
Le nombre d'or correspond donc à la racine quatrième de l'exponentielle
de la longueur de la plus petite géodésique fermée de la surface modulaire
PSL(2,Z)\H .
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Commentaires
Le codage de l'ensemble limite d'un groupe de Schottky se généralise aux
groupes fuchsiens géométriquement ﬁnis de PSL(2,R) ([S2]).
La notion de groupes de Schottky a également un sens dans le contexte
des variétés de Hadamard, le paragraphe 1 s'adapte donc à ce cas-là ([D-P2]).
La présentation géométrique du développement en fractions continues
exposée dans les paragraphes 2 et 3 s'appuie essentiellement sur deux articles
([S3], [D-P1]). Signalons également la construction d'un exemple intéressant
de réseau de PSL(2,Q) non commensurable à PSL(2,Z) dont l'ensemble des
points paraboliques est Q ∪ {∞} ([L-R]).
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Chapitre III
Dynamique topologique du ﬂot géodésique.
Nous commençons ce chapitre par des considérations générales sur la
dynamique topologique d'un ﬂot.
Considérons un espace topologique métrisable Y et une action continue,
φ de (R,+) dans le groupe des homéomorphismes de Y , noté Homéo (Y ),
équipé de la convergence uniforme sur les compacts. Parmi les points de Y ,
on distingue les points errants y pour lesquels il existe un voisinage V (y) et
un réel T ∈ R tels que : φt(V (y))∩ V (y) = φ, quelque soit t ≥ T . Le complé-
mentaire de l'ensemble de ces points, noté Ωφ(Y ), est invariant par le ﬂot.
Cet ensemble est fermé. En eﬀet, soient (yn)n≥1 une suite de Ωφ(Y ) conver-
geant vers y et V un voisinage ouvert de y, pour n suﬃsamment grand, yn
appartient à V . Le point yn n'étant pas errant, il existe une suite non bornée
(tk)k≥1 de R+ telle que : φtk(V ) ∩ V 6= φ, donc y appatient à Ωφ(Y ). On dit
qu'un point y ∈ Y est positivement (resp. négativement) convergent,
s'il existe une suite non bornée (tn)n≥1 de R+ (resp. R−) telle que (φtn(y))n≥1
converge vers un point z de Y . Soient V un voisinage de z et N > 0 tels que
φtn(y) appartienne à V pour tout n ≥ N . On a φtn(y) = φtn−tN (φtN (y)) et
φ−1tn−tN = φtN−tn . Posons sn = tn−tN , si tn > 0 et sn = tN−tn sinon. La suite
(sn)n≥N n'est pas majorée et φsn(V )∩V 6= φ donc z appartient à Ωφ(Y ). Dans
le cas particulier où z = y, le point y est dit positivement (resp. négative-
ment) récurrent. Par exemple, si y est périodique, c'est-à-dire s'il existe
T > 0 tel que φT (y) = y, le point y est positivement et négativement récur-
rent. Un point qui n'est pas positivement (resp. négativement) convergent
est dit positivement (resp. négativement) divergent. On verra dans la
suite qu'un tel point peut éventuellement appartenir à Ωφ(Y ).
1 Déﬁnition du ﬂot géodésique.
Considérons le ﬁbré unitaire tangent du demi-plan de Poincaré, T 1H,
muni de sa distance D déﬁnie I-1. Soit u ∈ T 1H, notons u : R −→ H le
paramètrage par longueur d'arcs, d'origine u(0), de la géodésique orientée
dont l'élément de contact en u(0) est u et notons g˜. l'application de R dans le
groupe des diﬀéomorphismes de T 1H, équipé de la topologie de la convergence
uniforme sur les compacts, déﬁnie par :
∀t ∈ R,∀u ∈ T 1H g˜t(u)(0) = u(t) et −−→g˜t(u) = d
ds
|u(s)s=t
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On a g˜o = Id et g˜t+t′ = g˜t ◦ g˜t′ , par ailleurs D(g˜t(u),g˜t′(u)) = 2|t− t′| donc
g˜ est une action continue de (R,+) sur T 1H. L'image, notée g˜R, de R par g˜
est appelée ﬂot géodésique sur T 1H.
Soit γ un élément de G, l'application γ ◦ u : R −→ H est le paramé-
trage par longueur d'arcs, d'origine γ(u(0)), de la géodésique orientée dont
l'élément de contact en γ(u(0)) est γ(u) . On a donc la relation :
(R1) (γ ◦ g˜t)(u) = (g˜t ◦ γ)(u)
Notons u(+∞) (resp. u(−∞)) le point de H(∞), extrémité positive (resp.
négative) de la géodésique orientée u(R). Remarquons que pour tout γ dans
G, on a (γ ◦ u)(±∞) = γ(u(±∞)).
Notons H(∞) ∆×H(∞) l'ensemble H(∞)×H(∞) privé de sa diagonale.
Le ﬂot géodésique est conjugué à une action de R sur H(∞) ∆×H(∞)×R.
En eﬀet considérons l'application F suivante :
F : T 1H −→ H(∞) ∆×H(∞)× R
u 7−→ (u(−∞),u(+∞),tu = Bu(+∞)(i,u(0)))
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Propriété 1.1 L'application F est un homéomorphisme.
Démonstration
Notons u l'élément de T 1H déﬁni par : u(−∞) = 0,u(+∞) =∞,u(0) = i.
On rappelle que l'application f : G −→ T 1H qui à γ associe γ(u) est un ho-
méomorphisme (chapitre I). Considérons l'application F ′ = F◦f . Cette appli-
cation est déﬁnie par F ′(γ) = (γ(0),γ(∞),Bγ(∞)(i,γ(i))). Montrons que F ′ est
un homéomorphisme. Soient γ,γ′ dansG tels que γ(0) = γ′(0),γ(∞) = γ′(∞).
Si γ 6= γ′ alors h = γ−1γ′ est hyperbolique, 0, ∞ sont ﬁxés par h et donc
|B∞(i,h(i))| = `(h) > 0. Supposons : Bγ(∞)(i,γ(i)) = Bγ′(∞)(i,γ′(i)). Cette
relation entraîne Bγ(∞)(γ(i),γ′(i)) = 0 donc B∞(i,h(i)) = 0. Ceci contredit
le fait que h soit hyperbolique et montre donc que F ′ est injective.
Soit (y−,y+,t) dans H(∞) ∆×H(∞) × R, considérons le point z′ appartenant
à l'intersection de la géodésique (y−y+) et de l'horocycle Ht(y+). L'image
par F de l'élément de contact u′ en z′ de la géodésique orientée (y−y+) est
(y−,y+,t) donc F est surjective et F ′ aussi.
Montrons que F ′ est continue. Soit (γn)n≥1 une suite de G convergeant
vers γ. On a F ′(γn) = (γn(0),γn(∞),Bγn(∞)(i,γn(i))). L'action de G sur
H ∪ H(∞) est continue donc lim
n→+∞
γn(∞) = γ(∞). De même en 0. Par
ailleurs Bγn(∞)(i,γn(i)) = B∞(γ
−1
n (i),i) et |B∞(γ−1n (i),i) − B∞(γ−1(i),i)| ≤
d(γ−1n (i),γ
−1(i)) donc lim
n→+∞
F ′(γn) = F ′(γ). Considérons à présent une suite
(An)n≥1 = ((x−n ,x
+
n ,tn))n≥1 de H(∞)
∆×H(∞) × R convergeant vers A =
(x−,x+,t). Posons γn = F
′−1(An) et γ = F
′−1(A). On a lim
n→+∞
γn(x
±) = γ(x±)
pour x = 0,∞, et lim
n→+∞
B∞(γ−1n (i),γ
−1(i)) = 0. Posons γn(z) = anz+bncnz+dn et
γ(z) = az+b
cz+d
, les limites précédentes deviennent lim
n→+∞
an
cn
=
a
c
, lim
n→+∞
bn
dn
=
b
d
et lim
n→+∞
(c2n + a
2
n) = c
2 + a2. Par conséquent, lim
n→+∞
γn = γ et F
′−1 est conti-
nue. L'application F ′ est donc un homéomorphisme et F = f−1 ◦F ′ aussi. 
En utilisant les propriétés du cocycle de Busemann, on obtient que les actions
de G et de g˜R dans les nouvelles coordonnées sont conjuguées par F aux
actions suivantes :
(R2) ∀γ ∈ G γ(u(−∞),u(+∞),tu) = (γ(u(−∞)),γ(u(+∞)),tu − Bu(+∞)
(i,γ−1(i))).
(R3) ∀s ∈ R g˜s(u(−∞),u(+∞),tu) = (u(−∞),u(+∞),tu + s).
Soient (un)n≥1 une suite de T 1H et u un élément de T 1H.
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Lemme 1.2 [clef ] Les assertions suivantes sont équivalentes :
(i) lim
n→+∞
un(−∞) = u(−∞) et lim
n→+∞
un(+∞) = u(+∞).
(ii) Il existe (sn)n≥1 ⊂ R tel que lim
n→+∞
g˜sn(un) = u.
Démonstration
(ii)⇒(i) D'après la relation (R3) on a F (g˜s(un)) = (un(−∞)un(+∞),tun + sn).
Puisque F est continu, lim
n→+∞
un(±∞) = u(±∞).
(i)⇒(ii) Posons sn = −tun+tu. On a : F (g˜sn(un)) = (un(−∞),un(+∞),tu) donc
(F (g˜sn(un))n≥1 converge vers F (u). L'application F étant un homéo-
morphisme, lim
n→+∞
g˜sn(un) = u. 
A partir de maintenant nous ﬁxons un groupe fuchsien Γ qui n'est pas
élémentaire. Nous notons pi la projection de H sur la surface S = ΓH et
pi1 celle de T 1H sur T 1S = ΓT 1H. Si Γ contient des éléments elliptiques, ce
qui est le cas par exemple de PSL(2,Z), la surface S n'est pas diﬀérentiable
aux points images par pi des points ﬁxes de ces éléments. Malgré la notation
un peu trompeuse, T 1S n'est donc pas toujours le ﬁbré unitaire tangent de
S. On munit S et T 1S de la topologie induite par pi et pi1. La convergence
d'une suite de S ou de T 1S se traduit sur H et T 1H de la façon suivante :
Lemme 1.3
(i) Une suite (pi(zn))n≥1 de S converge vers pi(z) si et seulement s'il existe
une suite (γn)n≥1 de Γ telle que (γn(zn))n≥1 converge vers z.
(ii) Une suite (pi1(un))n≥1 de T 1S converge vers pi1(u) si et seulement s'il
existe une suite (γn)n≥1 de Γ telle que (γn(un))n≥1 converge vers u.
On appelle géodésique de S, la projection sur S d'une géodésique de
H. On déduit de la relation (R1) que l'application g˜t : T 1H −→ T 1H induit
une application continue gt : T 1S −→ T 1S déﬁnie par gt(pi1(u)) = pi1(g˜t(u))
et donc une action continue, via les gt, de (R,+) sur T 1S. Le groupe gR est
appelé ﬂot géodésique sur T 1S.
Nous nous intéressons dans les paragraphes suivants à la dynamique to-
pologique du système (T 1S,gR). Nous utiliserons le vocabulaire introduit au
tout début de ce chapitre.
2 Lecture à l'inﬁni des semi-orbites de gR.
Soit u ∈ T 1H, le but de ce paragraphe est de lire le comportement to-
pologique de gR(pi1(u)) en fonction de la façon dont u(−∞) et u(+∞) sont
approchés par Γ(i). Pour cela, commençons par introduire l'ensemble sui-
vant :
Ω˜g(T
1S) = {u ∈ T 1H/u(−∞) ∈ L(Γ),u(+∞) ∈ L(Γ)}
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L'ensemble L(Γ) étant fermé et invariant par Γ, il en est de même pour
Ω˜g(T
1S). Remarquons également que Ω˜g(T 1S) est invariant par g˜R.
Théorème 2.1 Soit u dans T 1H. Les assertions suivantes sont équivalentes.
(i) pi1(u) n'est pas errant.
(ii) u appartient à Ω˜g(T
1S).
Avant de démontrer ce théorème démontrons le lemme suivant.
Lemme 2.2 Soient x,y des points de L(Γ), il existe une suite (γn)n≥1 de Γ
telle lim
n→+∞
γn(i) = x et lim
n→+∞
γ−1n (i) = y
Démonstration
Fixons x dans L(Γ) et notons A, l'ensemble des x′ dans L(Γ) pour lesquels
il existe une suite (hn)n≥1 de Γ vériﬁant lim
n→+∞
hn(i) = x et lim
n→+∞
h−1n (i) = x
′.
Cet ensemble n'est pas vide et est invariant par Γ, montrons qu'il est fermé.
Soit (x′p)p≥1 une suite de A convergeant vers un point x
′ de H(∞). Considé-
rons une suite décroissante (Vn)n≥1 de voisinage ouverts de x′ dans H∪H(∞)
telle que :
+∞∩
n=1
Vn = {x′}. Pour tout n, il existe xpn dans Vn et une suite
(hn,k)k≥1 de Γ telle que lim
k→+∞
hn,k(i) = x et lim
k→+∞
h−1n,k(i) = xpn . Par consé-
quent, il existe une suite (hn,kn)n≥1 telle que h
−1
n,kn
(i) appartienne à Vn et
lim
n→+∞
hn,kn(i) = x. Ceci entraîne que x
′ appartient à A et donc que A est
fermé. Par ailleurs A est inclus dans L(Γ) et L(Γ) est minimal, puisque Γ
n'est pas élémentaire, donc A = L(Γ). 
Démonstration du théorème 2.1
(ii) ⇒ (i) Soit (γn)n≥1 une suite de Γ telle que lim
n→+∞
γn(i) = u(+∞) et
lim
n→+∞
γ−1n (i) = u(−∞). Posons tn = d(u(0),γ−1n (u(0)), pour n grand, tn n'est
pas nul. Considérons l'élément de contact vn en γ−1n (u(0)) associé au segment
orienté [γ−1n (u(0)),u(0)].
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On a lim
n→+∞
vn(−∞) = u(−∞) et lim
n→+∞
vn(+∞) = u(+∞). Par ailleurs
vn(tn) = u(0) donc lim
n→+∞
g˜tn(vn) = u. Considérons maintenant γn(vn). Cet
élément est l'élément de contact en u(0) associé au rayon géodésique orienté
[u(0),γn(u(0))]. On a lim
n→+∞
γn(vn) = u. Soit V un voisinage de pi1(u), pour
n grand, pi1(vn) et gtn(pi
1(vn)) appartiennent à V donc : gtnV ∩ V 6= φ. Ceci
montre que pi1(u) n'est pas errant.
(i) ⇒ (ii) Soit (Vn)n≥1 une suite décroissante de voisinages de pi1(u) telle
que :
+∞∩
n=1
Vn = {pi1(u)}. Comme pi1(u) n'est pas errant, il existe une suite tn →
+∞ telle que : gtnVn∩Vn 6= φ. On déduit de cette remarque l'existence d'une
suite (pi1(un))n≥1 de T 1S vériﬁant : lim
n→+∞
pi1(un) = pi
1(u) et lim
n→+∞
gtnpi
1(un) =
pi1(u). Quitte à remplacer un par un élément de Γ(un), il existe donc une
suite (γn)n≥1 de Γ vériﬁant : lim
n→+∞
un = u et lim
n→+∞
γng˜tn(vn) = u. Comme
lim
n→+∞
tn = +∞, on a lim
n→+∞
un(tn) = u(+∞). Par ailleurs lim
n→+∞
d(un(tn),γ
−1
n
u(0)) = 0 donc lim
n→+∞
γ−1n (i) = u(+∞). Ceci montre que u(+∞) appartient
à L(Γ). En remplaçant dans le raisonnement précédent (tn)n≥1 par (−tn)n≥1,
on obtient que u(−∞) appartient à L(Γ). 
L'ensemble pi1(Ω˜g(T 1S)) est donc l'ensemble non errant du ﬂot géodésique
sur T 1S, comme convenu au début de ce chapitre, nous le notons Ωg(T 1S).
Remarquons que si Γ est un réseau, L(Γ) = H(∞) et donc Ωg(T 1S) = T 1S.
En revanche si Γ est un groupe de Schottky, Ωg(T 1S) 6= T 1S.
Etudions plus ﬁnement la dynamique de gR et pour commencer, celle des
semi-ﬂots gR+ ,gR− . Soit u un élément de T 1H, notons −u l'élément de T 1H
déﬁni par : −u(0) = u(0) et −→−u = −~u. L'application de T 1H dans lui-même
qui à u associe −u est continue et vériﬁe −g˜t(−u) = g˜−t(u). Les semi-ﬂots
gR+ et gR− sont donc conjugués.
Proposition 2.3 Soit u dans T 1H. Les assertions suivantes sont équiva-
lentes.
(i) pi1(u) est positivement (resp. négativement) convergent.
(ii) u(+∞) (resp. u(−∞)) est un point conique de L(Γ)
Démonstration
(i)⇒ (ii) Soit (tn)n≥1 une suite non bornée de R+, telle que (gtn(pi1(u)))n≥1
converge. Sur T 1H, cette convergence se traduit par l'existence d'une suite
(γn)n≥1 de Γ telle que (γng˜tn(u))n≥1 converge vers un élément u
′ de T 1H.
On a lim
n→+∞
un(tn) = u(+∞) et lim
n→+∞
d(un(tn),γ
−1
n (u
′(0))) = 0. Les points
u(tn) appartiennent au rayon [u(0),u(+∞)), de plus d(γ−1n (u(0),γ−1n (u′(0))) =
d(u(0),u′(0)) donc pour tout ε > 0, il existeN > 0, tel que : d(γ−1n (u(0)),[u(0),
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u(+∞))) < ε quelque soit n ≥ N . Ceci montre que u(+∞) est conique.
(ii) ⇒ (i) Soit (γn)n≥1 dans Γ telle que d(γn(u(0)),[u(0),u(+∞))) < ε. Il
existe donc sn > 0 vériﬁant : d(γn(u(0)),u(sn) < ε. Quitte à extraire une sous-
suite, on peut supposer que la suite (γ−1n g˜sn(u))n≥1 converge, ce qui entraîne
la convergence de la suite (gsn(pi
1(u)))n≥1. 
On déduit de cette proposition et du fait que Lp(Γ) et Lc(Γ) sont dis-
joints que si u(−∞) et u(+∞) sont paraboliques, pi1(u) est positivement et
négativement divergent.
Supposons à présent que Γ soit géométriquement ﬁni et non élémentaire.
On rappelle (voir chapitre I) que Ω˜(Γ) est la projection sur H de Ω˜g(T 1S).
Fixons un domaine de Dirichlet, Dz(Γ), et notons, D˜ l'intersection de Dz(Γ)
avec la région de Nielsen de Γ. Si l'intersection de l'adhérence de D˜ avec
H(∞) n'est pas vide, elle est constituée d'un nombre ﬁni de points x1, · · · ,xn
qui sont tous paraboliques (voir I-4 ). Fixons des horodisques (H+(xi))1≤i≤n
basés en xi, deux à deux disjoints tels que γH+(xi) ∩H+(xi) = φ pour tout
γ ∈ Γ − Γxi . D'après la proposition I.4.5, l'ensemble D˜ −
n∪
i=1
D˜ ∩ H+(xi)
est borné, notons K˜ son adhérence. Soit u dans Ω˜g(T 1S) tel que u(+∞)
soit conique, montrons qu'il existe une suite (tn)n≥1 non bornée de R+ telle
que pi(u(tn)) appartienne à pi(K). Si ce n'est pas le cas, il existe T > 0 tel
que pi(u(t)) appartienne à la réunion des cuspides
n∪
i=1
C(xi) pour t ≥ T . Les
cuspides C(xi) étant disjointes, pi([u(T ),u(+∞))) est inclus dans une seule
cuspide C(xi). Le rayon [u(T ),u(+∞)) est donc inclus dans un horodisque
γ(H+(xi) et u(+∞) = γ(xi), ce qui contredit le fait que u(+∞) soit conique.
Il existe donc un compact K ′ ⊂ T 1S tel que pour tout u dans Ω˜g(T 1S)
vériﬁant u(+∞) ∈ Lc(Γ), la trajectoire de pi1(u) par gR+ rencontre K ′ en des
temps non bornés. Plus généralement on a la dynamique suivante :
Proposition 2.4 Soit Γ un groupe géométriquement ﬁni et non élémentaire.
Soit u dans T 1H
(i) Il existe un compact K inclus dans T 1S tel que si u(+∞) est conique
(resp. u(−∞)), l'ensemble des t > 0 (resp. t < 0) tels que gt(pi1(u))
appartienne à K n'est pas borné.
(ii) Si u(+∞) (resp. u(−∞)) est parabolique, il existe T > 0 tel que
gt(pi
1(u)) soit inclus dans le relevé à T 1S d'une cuspide de S, pour
tout t ≥ T (resp. t ≤ T ). De plus g[t,+∞)(pi1(u)) (resp. g(−∞),−T ](pi1(u))
est homéomorphe à g˜[T,+∞)(u) (resp. g˜(−∞,−T )(u)).
Démonstration
(i) Nous savons déjà que la propriété (i) est satisfaite pour les pi1(u) ap-
partenant à Ωg(T 1S) dont l'extrémité positive u(+∞) est conique.
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Considérons un compact K ′ relatif à cet ensemble. Fixons ε > 0.
Soient v dans T 1H tel que v(+∞) soit conique et u dans Ω˜g(T 1S)
tel que u(+∞) = v(+∞). Les rayons géodésiques [v(0),v(+∞)) et
[u(0),u(+∞)) sont asymptotes, donc il existe T > 0 tel que [v(T ),v(+∞))
soit dans le ε-voisinage de [u(0),u(+∞)). Par ailleurs, il existe une suite
non bornée (tn)n≥1 dans R+ telle que la suite (gtn(pi1(u)))n≥1 soit incluse
dans K ′. On déduit de ces deux propriétés l'existence de (t′n)n≥1 ⊂ R+
non bornée telle que (pi(v(tn)))n≥1 soit inclus dans le ε-voisinage de K ′.
Un tel voisinage est compact.
(ii) Pour ne pas alourdir les notations, nous raisonnons sur S et non sur
T 1S. On a C(u(+∞) = q(Γu(+∞)\H+(u(+∞)). Pour T grand, le rayon
[u(T ),u(+∞)) est inclus dans H+(u(+∞)), donc pi([u(T ),u(+∞))) est
inclus dans C(u(+∞)). Par ailleurs q et la projection de [u(T ),u(+∞))
sur Γu(+∞)\H+(u(+∞)) sont injectives donc [u(Γ),u(+∞)) et pi([u(T ),
u(+∞))) sont homéomorphes. 
Notons Ei l'ensemble des u dans T 1H tels que u(0) appartienne à l'ho-
rocycle H(xi). Soit v un élément de T 1H dont l'extrémité positive, v(+∞),
est parabolique. Il existe 1 ≤ i ≤ n et γ dans Γ tels que γ(v(+∞)) = xi.
Une géodésique d'extrémité xi rencontre H(xi) donc : γg˜R(v) ∩ Ei 6= φ. Par
conséquent, la réunion du compact K donné par la propriété (i) précédente
et de la projection sur T 1S des Ei est un compact rencontré par toutes les
trajectoires de gR en restriction à Ωg(T 1S). On peut donc énoncer le résultat
suivant :
Corollaire 2.5 Soit Γ un groupe géométriquement ﬁni et non élémentaire.
Il existe un compact K inclus dans Ωg(T
1S) rencontré par toutes les orbites
de gR en restriction à Ωg(T
1S).
Si Ωg(T 1S) est compact d'après la proposition 2.3 : L(Γ) = Lc(Γ). Réci-
proquement si L(Γ) = Lc(Γ), ce qui est par exemple le cas d'un groupe de
Schottky engendré par deux isométries hyperboliques, alors d'après la propo-
sition I-4-5, l'ensemble Ω˜(Γ)∩Dz(Γ) est borné et donc Ωg(T 1S) est compact.
On peut donc énoncer la propriété suivante.
Propriété 2.6 L'ensemble Ωg(T 1S) est compact si et seulement si L(Γ) =
Lc(Γ).
3 Orbites périodiques de gR et périodes.
Commençons par établir un lien entre les isométries hyperboliques et le
ﬂot g˜R.
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Lemme 3.1 Soient u dans T 1H et γ dans G, les assertions suivantes sont
équivalentes :
(i) Il existe T > 0 tel que g˜T (u) = γ(u).
(ii) L'isométrie γ est hyperbolique et u(+∞) = γ+,u(−∞) = γ−.
Démonstration
(ii) ⇒ (i) L'isométrie γ laisse invariante la géodésique orientée (γ−γ+) et
pour tout z sur cette géodésique d(z,γ(z)) = `(γ) donc γ(u) = g˜`(γ)(u).
(i) ⇒ (ii) On a lim
n→±∞
g˜nT (u)(0) = u(±∞), or g˜nT (u) = γn(u) donc γ
ﬁxe u(+∞) et u(−∞). Ces deux points sont diﬀérents et γ est diﬀérent de
l'identité donc cette isométrie est hyperbolique. 
Soit u dans T 1H, supposons que pi1(u) soit périodique, par déﬁnition, il
existe T > 0 tel que gT (pi1(u)) = pi1(u). Considérons l'application continue
F : R −→ gR(pi1(u)) qui à t associe gt(pi1(u)). Comme gR(pi1(u)) est compact
et T appartient F−1(pi1(u)), le sous-groupe F−1(pi1(u)) est un groupe fermé
non trivial diﬀérent de R. La période Tu de pi1(u) est par déﬁnition le plus
petit élément strictement positif de ce groupe. D'après le lemme précédent,
il existe γ dans Γ hyperbolique tel que g˜Tu(u) = γ(u). Remarquons que
Tu = `(γ). Par ailleurs γ est primitif, au sens où il n'existe pas de h dans Γ
et n > 1 tels que γ = hn. En eﬀet, sinon on aurait g˜`(h)(u) = h(u) et donc
`(γ) = n`(h) ne serait pas la période.
Notons Hyp (Γ) l'ensemble des classes de conjugaison dans Γ des isomé-
tries hyperboliques primitive de Γ. L'application de Hyp (Γ) sur l'ensemble
des trajectoires périodiques de gR, qui à une classe [γ] associe la trajec-
toire gR(pi1(u)), où u est un élément de T 1H vériﬁant : u(+∞) = γ+ et
u(−∞) = γ−, est une bijection.
Lemme 3.2 Soit u dans T 1H. L'élément pi1(u) est périodique si et seulement
si gR(pi
1(u)) est compact.
Démonstration
Si pi1(u) est périodique, on a gR(pi1(u)) = g[0,Tu](pi
1(u)), donc l'orbite est
compacte.
Réciproquement supposons gR(pi1(u)) compact. Recouvrons la géodésique
(u(−∞)u(+∞)) par une suite de segments ouverts (Si =]u(ti),u(ti + 1)[)i∈Z
avec (ti)i∈Z strictement croissant. Puisque pi(u(R)) est compact, il existe une
sous-suite ﬁnie (pi(Si))i∈I recouvrant (u(−∞)u(+∞)). Soit j dans Z − I,
pi(Sj) est inclus dans ∪
i∈I
pi(Si). Pour tout z dans Sj, il existe γ ∈ Γ−{Id} tel
que γ(z) appartienne à ∪
i∈I
Si. Le groupe Γ étant discret, il existe tj ≤ s1 <
s2 ≤ tj +1, γ ∈ Γ−{Id} et i ∈ I tels que γ([u(s1),u(s2)]) soit inclus dans Si.
Par conséquent, γ(g˜s1(u)) est de la forme g˜s(u) avec s dans [ti,ti + 1], donc
pi1(u) est périodique. 
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Le groupe Γ n'étant pas élémentaire, Hyp(Γ) est inﬁni et donc T 1S
contient une inﬁnité d'orbites périodiques.
Théorème 3.3 L'ensemble des éléments périodiques est dense dans Ωg(T 1S).
Démonstration
Fixons u dans Ω˜g(T 1S). Démontrer le théorème revient, d'après le lemme
1.2, à démontrer qu'il existe une suite d'isométries hyperboliques (γn)n≥1 de
Γ, telle que lim
n→+∞
γ+n = u(+∞) et lim
n→+∞
γ−n = u(−∞). D'après le lemme 2.2, il
existe (γn)n≥1 dans Γ tel que lim
n→+∞
γn(i) = u(+∞) et lim
n→+∞
γ−1n (i) = u(−∞).
Plaçons-nous dans le modèle du disque de Poincaré. Quitte à conjuguer Γ,
on peut supposer que ce groupe ne contient pas d'élément elliptique ﬁxant 0.
Le domaine de Dirichlet D0(Γ) = ( ∩
γ∈Γ−{Id}
D(γ))∩D est localement ﬁni. Par
conséquent, les suites des diamètres euclidiens de D(γn)n≥1 et de D(γ−1n )n≥1
convergent vers 0. Par ailleurs γn(0) appartient à D(γn),γ−1n (0) appartient
D(γ−1n ) et u(+∞) 6= u(−∞), donc pour n grand, D(γn) ∩D(γ−1n ) = φ. Ceci
entraîne que γn est hyperbolique. Par ailleurs γ+n appartient à D(γn) et γ
−
n
appartient à D(γ−1n ), donc lim
n→+∞
γ+n = u(+∞) et lim
n→+∞
γ−n = u(−∞). 
Le lemme suivant, connu sous le nom de lemme de fermeture, montre
qu'une trajectoire revenant assez proche d'elle même est pistée par une tra-
jectoire périodique.
Lemme 3.4 Soit K un compact de Ωg(T 1S). Quelque soit ε > 0, il existe
N > 0 tels que pour tous v dans K et t > N vériﬁant D(gt(v),v) ≤ 1N , il
existe t′ dans ]t − ε,t + ε[ et v′ dans la boule de centre v et de rayon ε, tels
que gt′(v
′) = v′.
Démonstration
Raisonnons par l'absurde. Supposons l'existence de ε > 0 tel que pour
tout k ≥ 1, il existe vk dans K et tk > k vériﬁant : D(gtk(vk),vk) ≤ 1k
et, pour tous t′ ∈]tk − ε,tk + ε[ et v′ dans la boule de centre vk et de
rayon ε : gt′(v′) 6= v′. On peut supposer que (vk)k≥1 converge vers v. Re-
levons cette suite en une suite (v˜k)k≥1 de T 1H convergeant vers v˜. Soit
γk dans Γ tel que D(γkg˜tk(v˜k),v˜k) ≤ 1k . On a limk→+∞ v˜k(tk) = v˜(+∞) et
lim
k→+∞
d(vk(tk),γ
−1
k (v˜k(0)) = 0 donc lim
k→+∞
γ−1k (v˜(0)) = v˜(+∞). Posons w˜k =
γkg˜tk(v˜k), on a D(w˜k,γ
−1
k g˜−tk(w˜k)) ≤ 1k , limk→+∞ w˜k = w˜ et limk→+∞ w˜k(−tk) =
w˜(−∞) donc lim
k→+∞
γk(v˜(0)) = v˜(−∞). En reprenant le même raisonne-
ment que celui utilisé à la ﬁn de la démonstration du théorème 3.3, on
obtient que γk est hyperbolique pour k grand et que : lim
k→+∞
γ+k = v˜(+∞),
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lim
k→+∞
γ−k = v˜(−∞). Soit (u˜k)k≥1 une suite de Ω˜g(T 1S) telle que : u˜k(+∞) =
γ+k ,u˜k(−∞) = γ−k et lim
k→+∞
v˜k = v˜. Comme `(γk) = d(u˜k(0),γku˜k(0)), on a
lim
k→+∞
(`(γk)−d(v˜(0),γ−1k v˜(0)) = 0. Par ailleurs lim
k→+∞
d(g˜tk(v˜k)(0),γ
−1
k (v˜k(0))) =
0 et tk = d(v˜k(0),v˜k(tk)) donc lim
k→+∞
|tk − d(v˜k(0),γ−1k v˜k(0))| = 0. On en
conclut : lim
k→+∞
|tk − `(γk)| = 0, lim
k→+∞
pi1(u˜k) = v et g`(γk)(pi
1(u˜k)) = pi
1(u˜k),
ce qui est contraire à l'hypothèse. 
Intéressons nous à présent aux périodes des orbites périodiques de gR.
Posons Sp(gR) = {Tu/pi1(u) périodique}. On sait que T appartient à Sp(gR)
si et seulement s'il existe γ dans Γ, hyperbolique et primitif, tel que : T =
`(γ). L'ensemble {nT/n ∈ N,T ∈ Sp(gR)} coïncide donc avec l'ensemble
L(Γ) = {`(γ)/γ ∈ Γ}. Analysons la nature topologique du spectre des
longueurs L(Γ).
Propriété 3.5 Soit Γ un groupe géométriquement ﬁni. Si (`(γn))n≥1 est une
suite convergente de L(Γ), il existe N > 1 tel que pour tout n ≥ N , l'isométrie
γn soit conjuguée dans Γ à γN ou γ
−1
N .
Démonstration
Soit un dans T 1H tel que un(+∞) = γ+n et un(−∞) = γ−n . Le groupe Γ
étant géométriquement ﬁni, d'après le corollaire 2.5, il existe un compact de
T 1S rencontré par toutes les trajectoires gR(pi1(un)). Par conséquent, quitte
à remplacer γn par un de ses conjugués par Γ, un par un élément de g˜R(un)
et quitte à extraire une sous-suite, on peut supposer que la suite (un)n≥1
converge vers v. On a d(γn(un(0)),un(0)) = `(γn). Par ailleurs (`(γn)n≥1
converge et (un(0))n≥1 converge vers u(0) donc il existe ε > 0 et M > 0
tels que : d(γn(u(0)),u(0)) ≤ ε pour tout n ≥ M . Le groupe Γ étant discret,
la suite (γn)n≥M est constante à partir d'un certain rang. 
En termes de périodes du ﬂot géodésique, la propriété précédente en-
traîne que si une suite (Tun)n≥1 de Sp(gR) converge, les éléments pi
1(un)
appartiennent à une même trajectoire gR(pi1(u)) à partir d'un certain rang.
L'hypothèse de ﬁnitude géométrique joue un rôle essentiel dans la pro-
priété ci-dessus.
En eﬀet, considérons une isométrie hyperbolique h de G dont les en-
sembles D(h),D(h−1), lus dans H, soient deux demi-disques. Soit (nk)k≥1 une
suite de N telle que pour tout k ≥ 1 et ε = ±1, les demi-disques tnk(D(hε)),
avec t(z) = z + 1, soient deux à deux disjoints. En appliquant le lemme
II.1.2 étendu à plusieurs transformations hyperboliques, on obtient que pour
tout γ 6= Id appartenant au groupe H engendré par les γk = tnkht−nk , et
pour tout z n'appartenant pas à ∪
k≥1
ε=±1
tnk(D(hε)), le point γk(z) appartient
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à ∪
k≥1
ε=±1
tnk(D(hε)). On déduit de cette dynamique du Ping-Pong que H est
libre et discret. Les isométrie (γk)k≥1 ne sont pas conjuguées entre elles dans
H et pourtant `(γk) = `(h) pour tout k ≥ 1.
On rappelle que Γ n'est pas élémentaire.
Propriété 3.6 Le groupe additif engendré par L(Γ) (et donc par Sp(gR)) est
dense dans R.
Démonstration
Le groupe Γ n'étant pas élémentaire, il contient un groupe de Schottky
engendré par deux isométries hyperboliques h et g. Plaçons-nous dans le
modèle du disque. On peut toujours supposer que D(h),D(h−1),D(g),D(g−1)
sont placés de la façon suivante :
Pour tout n > 0 les géodésique (h−h+) et ((ghn)−(ghn)+) se coupent un
point zn de D. La suite (zn)n≥1 converge vers h−. On peut donc supposer
que les points zn sont tous diﬀérents. On a `(ghn) = d(zn,ghn(zn)) et `(h) =
d(zn,h(zn)). Par ailleurs zn n'appartient pas à l'axe de ghn+1 donc `(ghn+1) <
d(zn,gh
n+1(zn)). Par conséquent, pour tout n ≥ 1 :
(∗)`(ghn+1) < `(ghn) + `(h).
Soit γ(z) = az+b
cz+d
, un élément de G, on a ch1
2
`(γ) = |a+d|
2
. En utilisant cette
relation et en supposant, quitte à conjuguer Γ, que h(z) = λz avec λ > 1, on
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obtient : lim
n→+∞
`(ghn+1)− `(ghn) = `(h). Si L(Γ) engendre un groupe discret
alors `(ghn+1) − `(ghn) = `(h) à partir d'un certain rang, ce qui contredit
l'égalité (*) 
Remarquons que l'hypothèse de non élémentarité est essentielle puisque
si Γ est un groupe cyclique engendré par une isométrie hyperbolique h alors
L(Γ) = Z`(h).
Soient Γ1 et Γ2 deux groupes fuchsiens isospectraux, c'est à dire pour
lesquels il existe un isomorphisme ρ : Γ1 −→ Γ2 vériﬁant `(γ) = ρ(`(γ)) pour
tout γ ∈ Γ1. C'est le cas si ρ est une conjugaison par un élément de G, dans
ce cas ρ est la restriction à Γ1 d'un automorphisme de G. La proposition
suivante montre que ce phénomène est général et donc que Γ1, modulo les
automorphismes continus de G, est déterminé par son spectre marqué des
longueurs. (`(γ))γ∈Γ1
Proposition 3.7 Soient Γ1 et Γ2 deux groupes fuchsiens non élémentaires.
Si ρ est un isomorphisme isospectral entre Γ1 et Γ2 alors ρ est la restriction
à Γ1 d'un automorphisme continu de G.
Démonstration
Soient Γ le groupe de G × G déﬁni par Γ = {(γ,`(γ))/γ ∈ Γ1} et H la
composante connexe de son adhérence de Zariski. L'application q : G×G −→
R déﬁnie par q(g1,g2) = (trace (g1))2− (trace (g2))2 s'annule sur H donc
H 6= G × G. Notons p1 (resp. p2) la projection de h sur le premier (resp.
deuxième) facteur de G × G. Ces projections sont surjectives car un sous-
groupe de Lie connexe propre de G est de dimension 0,1 ou 2 et ne contient
donc pas de sous-groupe libre. De plus elles sont injectives car leur noyau est
un sous-groupe de Lie de G normalisé par G, diﬀérent de G. On en déduit
que p1 et p2 sont des automorphismes continus de G. Posons f = p2 ◦ p−11 ,
on a H = {(γ,f(γ))/γ ∈ G}. Soit γ1 ∈ Γ1, comme H est normalisé par Γ :
ρ(γ1)f(g)ρ(γ1)
−1 = f(γ1)f(g)f(γ1)−1 pour tout g ∈ G donc ρ(γ1) = f(γ1).
Ceci montre que ρ s'étend en un automorphisme continu de G. 
4 Orbites denses.
Le but de ce paragraphe est démontrer l'existence d'orbite dense pour
l'action de gR en restriction à Ωg(T 1S). Pour cela nous allons raisonner sur
les propriétés de l'action de Γ sur L(Γ)
∆×L(Γ). En eﬀet d'après le lemme 1.2,
chercher une orbite dense pour l'action de gR sur Ωg(T 1S) revient à chercher
un couple de L(Γ)
∆×L(Γ) dont l'orbite sous Γ est dense dans L(Γ) ∆×L(Γ).
Commençons par démontrer le lemme suivant.
Lemme 4.1 Soit Γ un groupe fuchsien non élémentaire. Quelque soient les
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ouverts O et V de L(Γ)
∆×L(Γ), il existe γ ∈ Γ tel que γ(O) ∩ V 6= φ.
Démonstration
On peut supposer que O et V sont des produits d'ouverts : O = O1×O2,
V = V1×V2. L'ensemble L(Γ) étant minimal, V1 contient le point ﬁxe atractif
γ+ d'une isométrie hyperbolique γ de Γ. Pour n assez grand, γnO1 ∩ V1 6= φ.
Par ailleurs d'après le théorème 3.3, il existe une isométrie hyperbolique h de
Γ telle que h− appartienne à γnO1 ∩ V1 et h+ appartienne à V2, ainsi pour k
assez grand, hkγn(O2)∩ V2 6= φ. Par ailleurs h− appartient à γnO1 ∩ V1 donc
hkγn(O1) ∩ V1 6= φ. En conclusion, hkγnO ∩ V 6= φ. 
On déduit de ce lemme, le corollaire suivant :
Corollaire 4.2 Il existe u dans Ω˜g(T 1S) tel que gR(pi1(u)) = Ωg(T 1S).
Démonstration
Considérons une partition dénombrable d'ouverts (On)n≥1 de L(Γ)
∆×L(Γ)
telle que tout ouvert de L(Γ)
∆×L(Γ) contienne un des On. Fixons un ouvert O
de L(Γ)
∆×L(Γ). D'après le lemme 4.1, il existe γ1 dans Γ tel que γ1O∩O1 6= φ.
Soit K1 un ouvert relativement compact de O tel que γ1K¯1 soit inclus dans
O1. Répétons le raisonnement précédent en remplaçant O par K1 et O1 par
O2, on obtient alors γ2 dans Γ et un ouvert relativement compact K2 tels
que : K¯2 ⊂ K1 et γ2K¯2 ⊂ O2. De proche en proche on obtient un suite
(Kn)n≥1 d'ouverts relativement compacts emboités. Soit x dans
+∞∩
n=1
K¯n. Pour
tout n ≥ 1, le point γn(x) appartient à On. Considérons un point x′ de
L(Γ)
∆×L(Γ) et un voisinage V ′ de x′. Ce voisinage contient un ouvert On,
donc γnx appartient à V ′. L'orbite Γx rencontre donc tous les voisinages de
x′, ce qui montre que x′ appartient à Γx. En conclusion Γx = L(Γ)
∆×L(Γ).

Le résultat suivant sera démontré ultérieurement (chapitre V théorème
V.2.3) en utilisant le ﬂot horocyclique.
Théorème 4.3 (mélange topologique) Soient O et V deux ouverts de Ωg(T 1S),
il existe T > 0 tel que pour tout t ≥ T , gtO ∩ V 6= φ.
Ce théorème, lu sur L(Γ)
∆×L(Γ)×R, entraîne le lemme 4.1. Remarquons
également que ce théorème, accompagné du lemme de fermeture 3.4, permet
d'obtenir une autre démonstration de la densité du groupe engendré par L(Γ)
(propriété 3.6).
En eﬀet, Γ n'étant pas élémentaire, il contient un groupe de Schottky H en-
gendré par deux isométries hyperboliques. Montrons que le groupe engendré
par L(H) est dense. Soient ε > 0 et N donnés par le lemme 3.4. Remarquons
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que ce lemme s'applique à tout Ωg(H \ T 1H) car cet ensemble est compact.
Soit V un ouvert de diamètre inférieur à 1
N
de Ωg(H \T 1H). D'après le théo-
rème 4.3, il existe T > 0 tel que pour tout t ≥ T , gtV ∩ V 6= φ. Choisissons
t ≥ Max(T,N) et u dans gtV ∩V . D'après le lemme 3.2 il existe t′ ∈ [t−ε,t+ε]
et u′ périodique tels que gt′(u′) = u′, donc t′ appartient à L(H). En résumé,
nous obtenons que pour tout ε > 0, il existe T ′ > 0, tel que pour tout t > T ′,
l'intervalle [t− ε,t+ ε] rencontre L(H). Ceci montre que L(H) engendre un
groupe dense.
Commentaires
Une grande partie des démonstrations de ce chapitre sont inspirées de
celles proposées par P. Eberlein dans le contexte des variétés de Hadamard
([E1], [E3]). La plupart des résultats se généralisent donc à ce cas là (voir
aussi [P]).
Le lecteur intéressé par l'aspect métrique, comme par exemple la construc-
tion de mesures ﬁnies sur l'ensemble non errant du ﬂot géodésique, invariantes
par ce ﬂot, peut consulter le livre de Nicholls ([N]).
Concernant le spectre des longueurs (paragraphe 3), l'approche par le
birapport que nous exposons est dûe à J-P. Otal ([O2]) et I. Kim ([Ki]), et
s'étend aux variétés de Hadamard. SiX est un espace homogène, si dimX = 2
ou encore si L(Γ) est connexe, la propriété de densité du spectre des longueurs
est encore satisfaite ([B0], [D1], voir aussi [F] pour le cas complexe). En
revanche, cette question est ouverte dans les autres cas.
Enﬁn, le problème plus classique du lien entre isospectralité et isométrie
abordé dans le paragraphe 3 est encore largement non résolu sauf par exemple
dans le cadre des surfaces de Hadamard d'aire ﬁnie ([C], [O1]) et des espaces
homogènes ([D-K]).
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Chapitre IV
Groupes de Schottky et dynamique symbolique.
Notre idée ici est de proposer une approche symbolique de la dynamique
du ﬂot géodésique par le biais d'un exemple. Nous nous intéressons au cas
particulier où le groupe Γ est un groupe de Schottky engendré par deux iso-
métries hyperboliques (voir Chapitre II-1). Comme nous l'avons vu dans le
chapitre II, l'ensemble limite d'un tel groupe est codé par des suites admis-
sibles. Ce codage va nous permettre de relier la dynamique de gR sur Γ\T 1H
à celle du décalage sur un espace de suites bilatères. Nous retrouvons par
cette approche des résultats du chapitre III dans les paragraphes 2 et 3 et
nous en obtenons d'autres dans le paragraphe 4.
Le groupe Γ est maintenant un groupe de Schottky engendré par deux
isométries hyperboliques g1 et g2.
1 Suites bilatères
On rappelle que dans ce cas tous les points de L(Γ) sont coniques (pro-
position II-1.10). Posons A = {g±11 ,g±12 }. L'application x :
∑+ −→ L(Γ), qui
à une suite s = (si)i≥1 associe x(s) = lim
n→+∞
s1 · · · sn(O) est un homéomor-
phisme.
Introduisons l'ensemble des suites bilatères admissibles
∑
déﬁni par :
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∑
= {S = (Si)i∈Z/Si ∈ A,(Si)i≥1 ∈
∑+ ,(S−1−i+1)i≥1 ∈∑+ et S1 6= S−10 }.
Soit S dans
∑
, on pose :
S+ = (Si)i≥1 et S− = (S−1−i+1)i ≥ 1
La condition S1 6= S−10 implique x(S+) 6= x(S−). La distance δ sur
∑+ (voir
II-1) induit sur
∑
une distance ∆ déﬁnie par :
∆(S,S ′) =
√
δ2(S+,S ′+) + δ2(S−,S ′−).
Analysons la nature topologique de (
∑
,∆). Soit (Sn)n≥1 une suite de
∑
,
posons Sn = (Sn,i)i∈Z. L'alphabet A étant ﬁni, il existe une suite extraite,
(S1n)n≥1 de (Sn)n≥1 tel que les termes suivants soient constants : S
1
n,−1 =
S−1,S1n,0 = S0,S
1
n,1 = S1 pour tout n ≥ 1. Plus généralement pour tout k > 1,
on peut extraire une sous suite (Skn)n≥1 de (S
k−1
n )n≥1 telle S
k
n,i = Si pour tout
n ≥ 1 et |i| ≤ k. Posons S = (Si)i∈Z, cette suite appartient à
∑
. Considérons
la suite (Ak)k≥1 de
∑
déﬁnie par Ak,i = Sik,i pour i ∈ Z. Par construction
∆(Ak,S) ≤ 2k , donc limk→+∞Ak = S. Nous venons de démontrer la propriété
suivante.
Propriété 1.1 L'espace métrique (
∑
,∆) est compact.
Notons X l'application de
∑
dans L(Γ)
∆×L(Γ) déﬁnie par : X(S) = (x(S−),
x(S+)). Cette application est continue et injective car l'application x :
∑+ →
L(Γ) l'est (propriété II.1.9). En revanche X n'est pas surjective car si (y,y′)
appartient à X(
∑
) alors y = x(s), y′ = x(s′) avec s1 6= s′1.
Lemme 1.2 Quelque soit (x−,x+ dans L(Γ)
∆×L(Γ), il existe γ dans Γ et S
dans
∑
tels que : γ(x−,x+) = X(S).
Démonstration
Soient a = (ai)i≥1 et b = (bi)i≥1 deux suites de
∑+ telles que x− = x(a)
et x+ = x(b). Par hypothèse x− 6= x+.
Considérons le plus petit N ≥ 1 tel que aN 6= bN , notons S la suite
bilatère déﬁnie par :
Si = aN+i−1 si i ≥ 1 et Si = b−1N−i si i ≤ 0.
Cette suite appartient à
∑
. Si N = 1, on a X(S) = (x−,x+), sinon X(S) =
(a−11 · · · a−1N−1(x−),a−11 · · · a−1N−1(x+)). 
Considérons l'application de décalage sur
∑
, encore notée T , et déﬁnie
par T ((Si)i∈Z) = (Si+1)i∈Z. Remarquons que, à la diﬀérence du décalage sur∑+, l'application T est bijective. Par ailleurs T est continue. En eﬀet, soit
(Sn)n≥1 une suite de
∑
convergeant vers S, pour tout k > 1, il existe N > 0
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tel que si n ≥ N , alors Sn,i = Si quelque soit |i| ≤ k. Posons T (S) = S ′
et T (Sn) = S ′n. Pour n ≥ N , on a S ′n,i = S ′i quelque soit |i| ≤ k − 1. Donc
∆(S ′,S ′n) ≤
√
2
k−1 . Ceci montre que (S
′
n)n≥1 converge vers S
′.
On rappelle que pi1 désigne la projection de T 1H sur T 1(Γ \ H). La pro-
position suivante relie la dynamique de gR+ à celle de T .
Proposition 1.3 Soient S,S ′ dans
∑
et u,u′ dans T 1H tels que : (u(−∞),
u(+∞)) = X(S) et (u′(−∞),u′(+∞)) = X(S ′). Les propriétés suivantes
sont équivalentes.
(i) S ′ ∈ TN(S) (resp. S ′ ∈ T−N(S)).
(ii) pi1(u′) ∈ gR+(pi1(u)) (resp. pi1(u′) ∈ gR−(pi1(u))).
Démonstration
(i) ⇒ (ii) Soit (nk)k≥1 une suite strictement croissante N∗ telle que
lim
k→+∞
T nk(S) = S ′. Posons γk = S1 · · ·Snk . On a :
X(T nk(S)) = (γ−1k (u(−∞)),γ−1k (u(+∞))).
L'application X étant continue, lim
k→+∞
γ−1k (u(−∞),u(+∞)) =
(u′(−∞),u′(+∞)). On déduit du lemme III-1.2, l'existence d'une suite (sk)k≥1
de R telle que lim
k→+∞
g˜skγ
−1
k (u) = u
′. Quitte à extraire une sous-suite, on
peut supposer que les sk ont même signe, montrons que cette suite est
positive. Si (sk)k≥1 est dans R−, le point (g˜skγ
−1
k u)(0) appartient au seg-
ment [γ−1k (u(0)),γ
−1
k u(−∞)). Comme lim
k→+∞
(g˜skγ
−1
k u)(0) = u
′(0), nécessai-
rement lim
k→+∞
γ−1k (u(0)) = u
′(+∞) et donc lim
k→+∞
γ−1k (0) = u
′(+∞). Par
ailleurs γ−1k (0) appartient à D(s
−1
nk
) et γ−1k u(+∞) appartient à D(snk+1),
car le premier terme de T nk(S+) est snk+1. Ces demi-disques étant disjoints,
(γ−1k (0))k≥1 et (γ
−1
k (u(+∞)))k≥1 ne convergent pas vers le même point donc
(γ−1k (u(+∞)))k≥1 ne peut pas converger vers u′(+∞). Par conséquent, les sk
sont positifs et donc pi1(u′) = lim
k→+∞
gsk(pi
1(u)).
Le cas où (nk)k≥1 est une suite strictement décroissante de N− se traite
de façon analogue.
(ii) ⇒ (i) Soient (tk)k≥1 une suite strictement croissante non bornée de
R+ et (γk)k≥1 dans Γ tels que lim
k→+∞
γkg˜tk(u) = u
′. Comme tk est positif
nécessairement lim
k→+∞
γku(0) = u
′(−∞). On a lim
k→+∞
γk(u(−∞),u(+∞)) =
(u′(−∞),u′(+∞)). Ecrivons γk sous forme d'un mot réduit en A. L'alpha-
bet A étant ﬁni, quitte à extraire une sous-suite on peut supposer que γk
s'écrit γk = a1 · · · a`k avec ai ∈ A, ai+1 6= a−1i et lim
k→+∞
`k = +∞. S'il
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existe k ≥ 1 tel que : γkS−10 · · ·S−1`k−1 6= Id et γkS1 · · ·S`k 6= Id cette pro-
priété est alors vériﬁée pour tout p ≥ k. Dans ce cas le premier terme de
x−1(γp(u(−∞))) et de x−1(γp(u(+∞)) est a1 donc, γp(u(−∞)) et γp(u(+∞))
appartiennent à D(a1). Ceci est impossible car : lim
p→+∞
γp(u(−∞)) ∈ D(S ′−10 )
et lim
p→+∞
γp(u(+∞)) ∈ D(S ′1) avec S
′−1
0 6= S ′1. Par conséquent, (1) γk =
S`k−1 · · ·S0 ou (2) γk = S−1`k · · ·S−11 quelque soit k ≥ 1. Quitte à extraire une
sous-suite, on peut supposer que la relation (1) (resp. (2)) est satisfaite pour
tout k ≥ 1. Dans le premier cas, les `k premières lettres de x−1(γk(u(+∞))
sont les mêmes que celles de x−1(u(+∞)) donc lim
k→+∞
γk(u(0)) = u(+∞), ce
qui est impossible car (tnk)k≥1 est une suite positive. Dans le deuxième cas, on
a (T `k(S))− = x−1(γk(u(−∞))) et (T `k(S))+ = x−1(γk(u(+∞))). Par ailleurs
lim
k→+∞
γk(u(−∞)) = u′(−∞), lim
k→+∞
γk(u(+∞)) = u′(+∞), et l'application
x :
∑+ −→ L(Γ) est un homéomorphisme, donc : lim
k→+∞
x−1(γk(u(−∞))) =
S
′− et lim
k→+∞
x−1(γk(u(+∞))) = S ′+. Ceci montre que : lim
k→+∞
T `k(S) = S ′.
Le cas où la suite (tk)k≤1 est négative se traite de façon analogue. 
Nous nous proposons à présent de retrouver par le biais de la dynamique
de < T > sur
∑
, deux résultats démontrés dans le chapitre III sur le ﬂot
géodésique.
2 Densité des éléments périodiques (Théorème III-3.3).
Commençons par établir un lien entre les suites périodiques (pour T ) de∑
et les éléments périodiques pour le ﬂot géodésique sur Ωg(Γ\T 1H). Soit S
une suite périodique de
∑
de période S1,S2, · · · ,Sn, posons γ = S1 · · ·Sn. On
a : x(S+) = γ+ et x(S−) = γ−. Donc si u vériﬁe (u(−∞),u(+∞)) = X(S)
alors pi1(u) est périodique. Réciproquement, soit pi1(u) un élément périodique
pour gR, quitte à remplacer u par un élément de Γ(u), on peut supposer
qu'il existe un isométrie hyperbolique γ = a1a2 · · · an avec ai ∈ A, ai+1 6=
a−1i et a1 6= a−1n telle que : u(−∞) = γ− et u(+∞) = γ+. Comme a1 6=
a−1n , la suite x
−1(γ+) (resp. x−1(γ−)) est périodique de période a1, · · · ,an
(resp a−1n , · · · ,a−11 ) et la suite bilatère (Si)i∈Z périodique, de période S1 =
a1, · · · ,Sn = an, appartient à
∑
et vériﬁe X(S) = (γ−,γ+). Nous venons de
démontrer la propriété suivante :
Propriété 2.1 Soit u dans T 1H. L'élément pi1(u) est périodique si et seule-
ment s'il existe une suite bilatère périodique S dans
∑
et γ dans Γ tels que
γ(u(−∞),u(+∞)) = X(S).
Montrons à présent la densité des éléments périodiques de gR dans
Ωg(Γ \ T 1H) (théorème III-3.3).
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Soit pi1(u) dans Ωg(Γ \ T 1H), d'après le lemme 1.2, il existe γ dans Γ et S
dans
∑
tels que γ(u(−∞),u(+∞)) = X(S). Pour chaque n ≥ 1, choisissons
an+1 dans A − {S−1n ,S−1−n}. Considérons la suite (Sk)k≥1 de
∑
dont chaque
terme est périodique de période : Sk1 = S1,S
k
2 = S2, · · · ,Skk = Sk,Skk+1 =
ak+1, Skk+2 = S−k,S
k
k+3 = S−k+1, · · ·Sk2k+2 = S0. On a : ∆(Sk,S) ≤
√
2
k
donc lim
k→+∞
Sk = S. Pour chaque k ≥ 1, choisissons uk dans T 1H tel que :
(uk(−∞),uk(+∞)) = X(Sk). D'après la propriété 2.1, pi1(uk) est périodique.
Par ailleurs lim
k→+∞
(uk(−∞),uk(+∞)) = (u(−∞),u(+∞)) car X est continue,
donc il existe une suite (sk)k≥1 de R telle que (gsk(pi1(uk)))k≥1 converge vers
pi1(u).
3 Existence d'orbites denses (corollaire III-4.2)
D'après la proposition 1.3, démontrer l'existence d'orbites denses pour
gR+ (resp. gR−) revient à démontrer l'existence d'orbites denses par le semi-
groupe TN (resp. T−N) sur
∑
. Construisons de telles orbites sur
∑
. Soit
V = (Vi)i∈I avec I ⊂ Z une suite ﬁnie ou inﬁnie, de A on appelle bloc de
V une suite ﬁnie B constituée de termes consécutifs de V : B = (Vn+i)1≤i≤k
On dit que B est positif (resp. négatif) si n ≥ 0 (resp. n+ k ≤ 0).
Propriété 3.1 Soit S dans
∑
, les assertions suivantes sont équivalentes
(i) Tout mot réduit a1 · · · an avec ai ∈ A,ai+1 6= a−1i est un bloc positif
(resp. négatif) de S.
(ii) TN(S) =
∑
(resp T−N(S) =
∑
).
Démonstration (dans le cas positif).
(i) ⇒ (ii) Soit S ′ = (S ′i)i∈Z dans
∑
. Considérons le mot réduit
S ′−nS
′
−n+1 · · ·S ′0S ′1 · · ·S ′n. Par hypothèse, il existe kn ∈ N tel que T kn(S) soit
une suite Sn vériﬁant Sni = S
′
i pour tout −n ≤ i ≤ n. On a ∆(S ′,Sn) ≤
√
2
n
donc lim
k→+∞
T kn(S) = S ′.
(ii) ⇒ (i) Soient m = a1 · · · an un mot réduit et c dans A − {a−1n ,a−11 }.
La suite bilatère périodique S ′ de période S ′1 = a1,S
′
2 = a2,S
′
n = an,S
′
n+1 =
c appartient à
∑
. Comme TN(S) =
∑
, il existe (kp)p≥1 dans N tel que
lim
p→+∞
T kp(S) = S ′. Posons T kp(S) = Sp. Pour p grand, ∆(S ′,Sp) ≤ 1
n+1
donc
Spi = S
′
i pour tout 1 ≤ i ≤ n + 1. Ceci montre que a1,a2, · · · ,an est un bloc
positif de S. 
Il nous reste à présent à construire des suites satisfaisant la propriété (ii).
Pour chaque n dans N∗, notons En l'ensemble des mots réduits mn =
a1 · · · an, avec ai ∈ A et ai 6= a−1i+1, de longueur n et `n son cardinal. Fixons une
numérotation, (mn,i)1≤i≤`n des éléments de En. Pour 1 ≤ i < `n, choisissons
une lettre ai de A diﬀérente de l'inverse de la dernière lettre du mot mn,i et
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de la première du mot mn,i+1. Le mot mn,1c1mn,2c2 · · · c`n est réduit. Notons
Bn = (Bn,i)1≤i≤pn la suite ﬁnie des lettres le formant. Choisissons d0 dans
A diﬀérent de B−11,1 et pour n ≥ 1, choisissons dn dans A − {B−1n,pn ;B−1n+1,1}.
Notons S la suite bilatère déﬁnie par Si = d0 pour tout i ≤ 0 et dont la suite
S+ est construite à partir des blocs (Bn)n≥1 et la suite (dn)n≥1 de la façon
suivante :
S+ = B1,1,B1,2, · · · ,B1,p1︸ ︷︷ ︸
B1
,d1, B2,1, · · · ,B2,p2︸ ︷︷ ︸
B2
,d2, · · ·Bn,pn︸ ︷︷ ︸
Bn
,dn, Bn+1,1 · · ·︸ ︷︷ ︸
Bn+1
La suite S appartient à
∑
. Par construction, la suite S+ contient tous les
blocs réduits ﬁnis donc, d'après la propriété 3.1, TN(S) =
∑
.
Remarquons que la suite S ′ déﬁnie par : S ′i = d0 pour i ≥ 1 et S ′i = S−i+1
pour i ≤ 0, appartient à∑. La suite S− contient tous les mots réduits donc
T−N(S ′) =
∑
.
La question suivante n'a pas été abordée dans le chapitre III.
4 Existence de compacts minimaux non périodiques.
Un sous-ensemble F d'un espace topologique est minimal relativement
à un groupe H d'homéomorphismes s'il est non vide, fermé, invariant par H
et minimal au sens de l'inclusion pour ces propriétés. Un tel ensemble est
nécessairement l'adhérence d'une orbite de H. Une orbite périodique pour
le ﬂot géodésique sur Ωg(T 1S) est un exemple de minimal relativement à
gR. Une suite décroissante de compacts invariants par gR contient un plus
petit élément, donc tout compact de Ωg(T 1S) invariant par le ﬂot géodésique
contient un minimal. Notre but est de construire à l'aide des suites bilatères,
des minimaux pour gR non périodiques. Pour cela nous allons construire des
minimaux non périodiques pour l'action de < T > sur
∑
.
Propriété 4.1 Soit S = (Si)i∈Z une suite de
∑
. Il y a équivalence entre les
assertions suivantes :
(i) Quelque soit n dans N∗, il existe N(n) tel que pour tout j dans Z, la
suite S−n,S−n+1, · · · ,S0,S1, · · · ,Sn soit un bloc de la suite Sj+1, · · · ,Sj+N(n).
(ii) T Z(S) est un ensemble minimal.
Démonstration
(i) ⇒ (ii) Nous allons montrer que pour tout S ′ dans T Z(S), la suite
appartient à T Z(S ′).Ceci montrera que T Z(S) est minimal. Soit (pk)k≥1 dans
Z tel que lim
k→+∞
T pk(S) = S ′. On a T pk(S) = (Spk+i)i∈Z. Fixons n dans N∗.
Soit N(n) l'entier donné par (i). Comme lim
k→+∞
T pk(S) = S ′, il existe K > 0
tel que pour tout k > K, Spk+i = S
′
i quelque soit |i| ≤ N(n). D'après (i), il
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existe N(n) ≤ jn ≤ N(n) + 2n + 1 tel que S ′jn+i = Si pour tout |i| ≤ n. On
a donc ∆(T jn(S ′),S) ≤
√
2
n
. Ceci montre que lim
k→+∞
T jn(S ′) = S.
(ii) ⇒ (i) Raisonnons par l'absurde et supposons qu'il existe n0 dans
N tel que pour tout N dans N∗, il existe jN dans Z pour lequel la suite
Sj+1
N
, · · · ,Sj+N
N
ne contienne pas le bloc S−n0 ,S−n0+1, · · · ,S0, · · · ,Sn0 . Consi-
dérons la suite (T jN+1+n0(S))N≥1. Posons SN = T jN+1+n0(S). L'ensemble∑
est compact donc on peut supposer, quitte à extraire une sous-suite,
que (SN)N≥1 converge vers S ′ ∈
∑
. Montrons que S n'appartient pas à
T Z(S ′). Supposons qu'il existe (nk)k≥1 dans Z tel que : lim
k→+∞
T nk(S ′) = S.
Dans ce cas, pour k ≥ K, on a S ′nk+i = Si pour tout |i| ≤ n0. Fixons
k ≥ K, on a lim
N→+∞
SN = S ′ donc lim
N→+∞
T nkSN = T nkS ′. On en déduit
que pour N grand, on a SjN+1+n0+nk+i = S
′
nk+i
pour tout |i| ≤ n0. Prenons
N grand et N ≥ 1 + 3n0 + nk, la suite SjN+1, · · · ,SjN+N contient le bloc
S−n0 , · · · ,S0, · · · ,Sn0 ce qui est contradictoire. En conclusion S n'appartient
pas à T Z(S ′) et donc T Z(S) n'est pas minimal. 
Il nous reste à construire une suite de
∑
satifaisant la propriété (i). Pour
cela, considérons la suite de mots réduits (mn)n≥1 déﬁnie par récurrence par :
m1 = g1,mn+1 = mng2mnmng2mn. Notons `n la longueur du mot mn. Les `n
premières lettres de mn+1 coïncident avec celles de mn et la première lettre
de mn est diﬀérente de l'inverse de sa dernière lettre, on peut donc déﬁnir
la suite S = (Si)i∈Z par : Si ∈ A et S−`n+1 S−`n+2 · · ·S0S1 · · ·S`n = mnmn.
Cette suite appartient à
∑
.
Lemme 4.2 Soit n ≥ 1, quelque soit k ≥ n+1, tout bloc de longueur 6`n+3 de
la suite S−`k+1, · · · ,S0,S1, · · · ,S`k contient le bloc S−`n ,S−`n+1, · · · ,S0,S1, · · · ,S`n.
Démonstration
Fixons n ≥ 1. Posons Ak = mkmk et procédons par récurrence sur k ≥
n+ 1. On a An+1 = mng2Ang2Ang2Ang2mn. La longueur des suites associées
à mn et An étant `n et 2`n, tout bloc de longueur 6`n+3 de la suite associée
à An+1 contient le bloc de la suite associée à An ce qui démontre la propriété
pour k = n + 1. Supposons à présent que la propriété soit vraie jusqu'au
rang p > n + 1, montrons qu'elle est vraie au rang p + 1. On a Ap+1 =
mpg2Apg2Apg2Apg2mp. Considérons un bloc B de longueur 6`n+3 de la suite
associée à Ap+1. Si B est un bloc de Ap ou de mp, l'hypothèse de récurrence
s'applique. Sinon B est un bloc de la suite associée à l'un des mots suivants :
(1) mpg2Ap, (2) Apg2Ap, (3) Apg2mp, contenant la lettre g2 apparaissant
dans ces mots, notons cette lettre g¯2 . Comme mp = mp−1g2Ap−1g2mp−1 et
Ap = mpmp, la suite associée au mot Mn = Ang2mng¯2mng2An est un bloc de
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longueur 6`n + 3 de la suite associée aux mots (1), (2), (3) et le deuxième g2
apparaissant dans Mn coïncide avec g¯2 . La longueur du bloc B est 6`n+3 et
B contient g¯2 , donc B contient la suite associée à An. 
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Corollaire 4.3 Le fermé T Z(S) est minimal et non périodique.
Démonstration
Montrons que la propriété 4.1 (i) est satisfaite. Fixons n ∈ N, par construc-
tion de S, pour tout j ∈ Z il existe k ≥ n + 1 tel que la suite ﬁnie
B : Sj+1, · · · ,Sj+6`n+3 soit un bloc de S−`k+1, · · · ,S0,S1, · · · ,S`k . D'après le
lemme 4.2, le bloc B contient S−`n+1, · · · ,S0, · · · ,S`n , donc en particulier
S−n, · · · ,S0, · · · ,Sn. Par ailleurs S n'est pas périodique. 
Revenons au ﬂot géodésique sur Ωg(Γ \ T 1H). Soit u dans T 1H tel que
(u(−∞),u(+∞)) = X(S). Puisque S n'est pas périodique, pi1(u) ne l'est pas
non plus. Comme L(Γ) = Lc(Γ), l'ensemble Ωg(Γ\T 1H) est compact et donc
gR(pi
1(u)) n'est pas fermé.
Montrons que gR(pi1(u))) est minimal relativement à gR. Soit pi1(u′) dans
gR(pi1(u)), d'après le lemme 1.2, quitte à remplacer u′ par un élément de Γ(u′),
on peut supposer qu'il existe S ′ dans
∑
tel que (u′(−∞),u′(+∞)) = X(S ′).
D'après la propriété 4.1, on a : S ′ ∈ T Z(S). Comme T Z(S) est minimal, S
appartient à T Z(S ′). Donc pi1(u) appartient à gR(pi1(u′)) ce qui montre que
gR(pi1(u)) est minimal. On déduit de cette construction et de l'existence de
groupes de Schottky dans un groupe fuchsien non élémentaire l'application
suivante :
Théorème 4.4 Soit Γ un groupe fuchsien non élémentaire. L'ensemble Ωg(Γ\
T 1H) contient des ensembles minimaux compacts, non périodiques pour le ﬂot
géodésique.
Démonstration
Puisque Γ n'est pas élémentaire, il contient un groupe de Schottky Γ0
engendré par deux isométries hyperboliques (Proposition II-1-6). D'après la
construction qui précède Ωg(Γ0 \ T 1H) contient des minimaux compacts non
périodiques relativement au ﬂot géodésique.
Fixons un tel compact K0. Notons q la projection de Ωg(Γ0 \ T 1H) sur
Ωg(Γ \ T 1H) et posons K = q(K0). Pour tout t dans R, on a : gt ◦ q =
q ◦ gt, donc K est un compact invariant par gR. Ce compact est minimal.
En eﬀet, soit K ′ un compact invariant par gR inclus dans K, puisque K0 est
minimal, le fermé q−1(K ′)∩K0 coïncide avec K0 et donc K ′ = K. Montrons
que K n'est pas périodique. Supposons qu'il existe v dans K0 tel que K =
gR(q(v)). Puisque K0 6= gR(v), il existe une suite (tn)n≥1 non bornée telle que
(gtn(v))n≥1 converge vers un élément w de K0 − gR(v). Relevons la situation
sur T 1H. Notons v˜ et w˜ un relevé de v et w. Il existe (γn)n≥1 dans Γ0 tel que :
lim
n→+∞
γng˜tn(v˜) = w˜. Par ailleurs, K = g[a,b](q(v)), donc il existe une suite
(sn)n≥1 dans [a,b], que l'on peut supposer convergente vers un réel s, et une
suite (γ′n)n≥1 dans Γ telles que : g˜tn(v˜) = γ
′
ng˜sn(v˜). De plus, w˜ = γg˜t(v˜) avec
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t ∈ R et γ ∈ Γ. On a lim
n→+∞
γnγ
′
ng˜sn(v˜) = γg˜t(v˜), or Γ est discret et (sn)n≥1 est
borné, donc il existe N > 0 et h dans Γ tels que γnγ′n = h. Par conséquent,
g˜tn(v˜) = γ
−1
n h(g˜sn(v˜)) et hg˜s(v˜) = w˜. On obtient w˜ = γng˜s−sn+tn(v˜). Ceci
contredit le choix de w. 
Commentaires
Cette approche du ﬂot géodésique par la dynamique symbolique a été dé-
veloppée à l'origine pour la surface modulaire ([A], [Ar], [S3], [D-P1]). Dans
[S1], C. Séries l'étend aux quotients de H par les groupes fuchsiens géométri-
quement ﬁnis.
Un tel point de vue se généralise également aux quotients de variétés de
Hadamard par des groupes de Schottky ([D-P2]). Il constitue une méthode
possible pour étudier par exemple le comptage des géodésiques fermées ([B],
[L], [D-P2]). Le livre de Bedford-Keane-Séries ([B-K-S]) est une bonne intro-
duction sur cette approche et ses applications.
Comme nous l'avons vu dans le paragraphe 4, le codage du ﬂot permet
également de construire des ensembles minimaux. Cette construction est dûe
à Morse (voir le livre de Gottschalk-Hedlund [G-H ]). Les ensembles que nous
avons construits sont compacts, dans ([D-S]), nous proposons une construc-
tion de minimaux non compacts, en présence de points paraboliques.
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Chapitre V
Dynamique topologique du ﬂot horocyclique.
Soient u un élément T 1H et H l'horocycle passant par u(0) basé en
u(+∞). On note β : R −→ H le paramètrage par longueur d'arcs de H
d'origine u(0) pour lequel
(
d
ds
|β(s)s=0 ,−→u
)
forme une base directe de Tu(0)H.
L'image de R par β est l'horocycle orienté associé à u.
Considérons l'application h˜0 : R −→ Diﬀéo (T 1H) déﬁnie par : h˜t(u′)(0) =
β(t) et
−−−→
h˜t(u) est le vecteur de T 1β(t)H pour lequel
(
d
ds
|β(s)s=t ,
−−−→
h˜t(u)
)
est une base
orthonormée directe de Tβ(t)H.
Remarquons que si u(+∞) = ∞, les parties réelles et imaginaires de u(0)
et de h˜t(u)(0) sont liées par : Im(u(0)) = Im(h˜t(u)(0)) et Re(h˜t(u)(0)) =
tIm(u(0)) +Re(u(0)).
On a h˜t+t′ = h˜t ◦ h˜t′ et D(h˜t(u),h˜t′(u′)) ≤ |t − t′| donc h˜ est une action
continue de (R,+) sur T 1H. L'image notée, h˜R, de R par h˜, est appelée ﬂot
horocyclique sur T 1H.
Le groupeG préserve les distances et l'orientation donc les horocycles orientés
sont préservés et la relation suivante est satisfaite :
(R1) ∀γ ∈ G,(γ ◦ h˜t)(u) = (ht ◦ γ)(u)
Nous ﬁxons un groupe fuchsien Γ qui n'est pas élémentaire et nous conser-
vons les notations introduites dans le chapitre III.
D'après la relation (R1), l'application h˜t induit une application continue
ht : T
1S −→ T 1S déﬁnie par ht(pi1(u)) = pi1(h˜t(u)) et donc une action
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continue de (R,+) sur T 1S. Le groupe hR est appelé ﬂot horocyclique sur
T 1S.
Notre but est d'étudier la topologie des orbites de ce ﬂot en passant
par l'action linéaire de Γ, considéré comme sous-groupe de PSL(2,R), sur
{±Id} \ R2∗.
1 Dualité entre l'action linéaire de Γ et celle de hR.
Nous relions ici la topologie des orbites de hR sur T 1S à celle des orbites
linéaires de Γ sur le quotient noté, E, de R2∗ par {±Id}.
Considérons l'application v de T 1H dans E déﬁnie par :
v : T 1H −→ E
u 7−→ ± e
1
2
Bu(+∞)(i,u(0))√
1 + u2(+∞)
(
u(+∞)
1
)
si u(+∞) 6=∞
u 7−→ ±e 12Bu(+∞)(i,u(0))
(
1
0
)
si u(+∞) =∞
Remarquons que si u(+∞) =∞ et u(0) = i alors v(u) = ±
(
1
0
)
L'application v est surjective et constante sur les orbites de h˜R, elle induit
donc une bijection de l'espace des orbites h˜R \ T 1H sur E.
Soit g ∈ G, posons g(z) = az+b
cz+d
avec ad−bc = 1, et notonsMg l'application
linéaire sur E déﬁnie analytiquement par :
∀ ±
(
x
y
)
∈ {±Id} \ R2∗, Mg
(
±
(
x
y
))
= ±
(
a b
c d
)(
x
y
)
.
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Lemme 1.1 Pour tous g dans G et u dans T 1H, on a : v(g(u)) =Mg(v(u)).
Démonstration
Considérons u1 dans T 1H déﬁni par u1(+∞) = ∞ et u1(0) = i. On rap-
pelle que v(u1) = ±e1 avec e1 =
(
1
0
)
. Montrons que v(g(u1)) = Mg(±e1)
pour tout g dans G. Décomposons la matrice Mg =
(
a b
c d
)
sous la forme
Mg = KAN avec K =
(
cosθ sinθ
sinθ cosθ
)
, A =
(
λ 0
0 λ−1
)
,λ > 0, N =(
1 t
0 1
)
(propriété I.1.2). Notons respectivement k,a,n les homographies
associées à K,A,N . On a B∞(i,g−1(i)) = B∞(i,a−1(i)) et B∞(i,a−1(i)) =
B∞(i,λ−2i) donc B∞(i,g−1(i)) = Lnλ−2. Par ailleurs ‖M(e1)‖ = λ donc
‖v(g(u1))‖ = ‖Mg(±e1)‖. De plus g(u1)(+∞) = k(∞) et M(e1) est coli-
néaire à K(e1). On déduit de ces deux propriétés, l'égalité cherchée.
Montrons à présent que pour tout u dans T 1H v(g(u)) =Mgv(u). L'action de
G sur T 1H étant simplement transitive, il existe g′ dans G tel que : g′(u1) = u.
Ainsi v(g(u)) = v(gg′(u1)), donc v(g(u)) = Mgg′(v(u1)). Pour conclure il
suﬃt de remarquer que Mgg′(v(u1)) = Mg(Mg′(v(u1))) et que Mg′(v(u1)) =
v(g′(u1)). 
Une conséquence de ce lemme est la continuité de l'application v. En
eﬀet, soit (un)n≥1 une suite de T 1H convergeant vers u. L'action de G sur
T 1H étant simplement transitive, il existe une unique suite (gn)n≥1 de G telle
que gn(u1) = un. L'application de G sur T 1H qui à g associe g(u1) est un
homéomorphisme donc (gn)n≥1 converge vers g ∈ G et g(u1) = u. D'après le
lemme 1.1, v(gn(u1)) = gn(±e1) donc lim
n→+∞
v(un) = v(u).
Les propriétés suivantes proposent une lecture linéaire des diﬀérents styles
de points de L(Γ) décrits dans le paragraphe I-3. Leurs démonstrations ré-
sultent directement des déﬁnitions et du lemme précédent.
Propriété 1.2 Soit u dans T 1H.
(i) Le point u(+∞) est horocyclique si et seulement s'il existe (γn)n≥1
dans Γ tel que : lim
n→+∞
‖γn(v(u))‖ = 0.
(ii) Le point u(+∞) est parabolique si et seulement s'il existe γ dans Γ−
{Id} ﬁxant v(u).
Introduisons l'ensemble, Ω˜h(T 1S), composé des u de T 1H tels que u(+∞)
appartienne à L(Γ) et posons Ωh(T 1S) = pi1(Ω˜h(T 1S)). Cette notation sera
justiﬁée dans le paragraphe 3.
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L'ensemble Ω˜h(T 1S) est fermé invariant par Γ et h˜R. Posons E(Γ) = v(Ω˜h(T 1S)).
Si L(Γ) = H(∞) alors E(Γ) = E.
L'ensemble E(Γ) est invariant par l'action linéaire de Γ. Montrons qu'il
est fermé. Soit (vn)n≥1 une suite de E(Γ) convergeant vers v ∈ E et g dans G
tel que g(vn) et g(v) n'appartiennent à la droite ±R
(
1
0
)
. Posons g(vn) =
±λn
(
xn
1
)
et (g′v) = ±λ
(
x
1
)
. On a lim
n→+∞
|λn| = |λ| et lim
n→+∞
xn = x.
Or xn appartient à g(L(Γ)) qui est fermé, donc x appartient à L(Γ), et par
conséquent v appartient à E(Γ).
Nous sommes à présent en mesure de relier la dynamique de hR sur T 1S
à celle de Γ sur E.
Propriété 1.3 Soit u dans T 1H.
(i) L'orbite sous hR de pi
1(u) est fermée dans T 1S si et seulement si
l'orbite sous Γ de v(u) est fermée dans E.
(ii) L'orbite sous hR de pi
1(u) est dense dans Ωh(T
1S) si et seulement si
l'orbite sous Γ de v(u) est dense dans E(Γ).
Démonstration
(i) Supposons que hR(pi1(u)) soit fermé. Soit (γnv(u))n≥1 une suite conver-
gente. Par construction de l'application v, les suites (γnu(+∞))n≥1
et (Bγn(u(+∞))(i,γn(u(0)))n≥1 convergent respectivement vers x et t.
Considérons le réel tn tel que h˜tn(γn(u)(0) appartienne à la géodé-
sique passant par i d'extrémité γn(u(+∞)). Soient z le point de H
vériﬁant : Bx(i,z) = t, appartenant à la géodésique passant par i d'ex-
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trémité x, et u′ dans T 1H tel que u′(+∞) = x et u′(0) = z. La suite
(h˜tnγn(u))n≥1 converge vers u
′. Comme hR(pi1(u)) est fermé, il existe
γ ∈ Γ et s ∈ R tels que u′ = γh˜s(u). L'application v étant continue, la
suite (v(h˜tnγn(u)))n≥1 = (γnv(u))n≥1 converge vers γv(u) ce qui montre
que Γ(v(u)) est fermé.
Supposons à présent que Γv(u) soit fermé, ceci entraîne que h˜RΓ(u) est
fermé et donc que hRpi1(u) l'est aussi.
(ii) Supposons que hR(pi1(u)) soit dense dans Ωh(T 1S), dans ce cas h˜RΓ(u)
est dense dans Ω˜h(T 1S). L'application v étant continue, Γv(u) = E(Γ).
Réciproquement, supposons que Γv(u) soit dense dans E(Γ). Soit u′
dans Ω˜h(T 1S), il existe (γn)n≥1 dans Γ tel que lim
n→+∞
γnv(u) = v(u
′). Les
suites (γn(u(+∞)))n≥1 et (Bγn(u(+∞))(i,γn(u(0)))n≥1 convergent donc
respectivement vers u′(+∞) ∈ L(Γ) et Bu′(+∞)(i,u′(0)). Considérons le
réel tn tel que h˜tn(γn(u))(0) appartienne à la géodésique passant par
u′(0) d'extrémité γnu(+∞). La suite (h˜tnγn(u)(+∞))n≥1 converge vers
u′(+∞) et (h˜tnγn(u)(0))n≥1 converge vers u′(0) donc lim
n→+∞
htn(pi
1(u)) =
pi1(u′). 
En utilisant cette approche linéaire, nous allons montrer l'existence d'une
orbite dense pour l'action de hR sur Ωh(T 1S).
Notons Γ̂ (resp. Ê(Γ)) l'image réciproque de Γ (resp. E(Γ)) par la projec-
tion de SL(2,R) sur G (resp. de R2∗ sur E). La ﬁgure IV-3 représente Ê(Γ).
Soit p l'application de R2∗ sur H(∞) qui à
(
x
y
)
associe x
y
si y 6= 0 et ∞
sinon. Remarquons que si M =
(
a b
c d
)
appartient à SL(2,R) alors :
p
(
M
(
x
y
))
=
ap
(
x
y
)
+ b
cp
(
x
y
)
+ d
L'action de projective de Γ̂ sur les directions, D(Γ), de Ê(Γ) est donc
conjuguée à l'action de Γ sur L(Γ). Comme Γ̂ n'est pas élémentaire, cette ac-
tion est minimale. Intéressons nous à l'existence d'orbite dense pour l'action
de Γ sur Ê(Γ).
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Lemme 1.4 Soient B1 et B2 deux disques ouverts de R2∗ rencontrant Ê(Γ),
il existe γ̂ dans Γ̂ tel que γ̂B1 ∩B2 6= φ.
Démonstration
Pour i = 1,2 notons Ci le cône positif ouvert engendré par Bi. Le disque
B1 rencontre Ê(Γ) et l'action projective de Γ̂ sur D(Γ) est minimale donc
il existe un vecteur propre u+1 dans B1 associé au relevé γ̂1 d'une isométrie
hyperbolique γ1 de Γ. On peut supposer : γ̂1(u
+
1 ) = λ1u
+
1 avec λ1 > 1. Soit γ
une isométrie hyperbolique de Γ n'ayant aucun point ﬁxe en commun avec
ceux de γ1. Choisissons un relevé γ̂ de γ et deux vecteurs propres u+, u− de γ̂
tels que γ̂(u+) = λu+, γ̂(u+) = λ−1u− avec |λ| > 1. Quitte à remplacer γ̂1 par
γ̂n1 et u
+,u− par des vecteurs de R∗u+,R∗u−, on peut supposer que γ̂1(u+) et
γ̂1(u
−) appartiennent à B1. Soit γ̂2 dans Γ̂− < ±γ̂ > dont un vecteur propre
attractif appartienne à C2. Quitte à remplacer γ̂2 par ±γ̂n2 , on peut supposer
que γ̂2(u+) appartient à C2. Le segment [γ̂2γ̂n(u−),γ̂2γ̂n(u+)] converge, quand
n tend vers+∞, vers la demi-droite,∆, ouverte d'origine 0 dirigée par γ̂2(u+).
On peut aussi voir cette droite comme la limite de l'image par γ̂2γ̂nγ̂
−1
1 du
segment [γ̂1(u−),γ̂1(u+)] qui est inclus dans B1. Comme γ̂2(u+) appartient à
C2, la demi-droite ∆ rencontre l'ouvert B2 en un segment non réduit à un
point. Il existe donc w dans B1 et n tels que γ̂2γ̂nγ̂
−1
1 (w) appartienne à B2.

Corollaire 1.5 Il existe un vecteur de Ê(Γ) dont l'orbite sous Γ̂ est dense
dans Ê(Γ).
Démonstration
L'idée est la même que celle utilisée pour démontrer le corollaire III-4-2.
Soit (Bn)n≥1 une suite de disques ouverts de R2∗ ayant chacun une intersection
non vide avec Ê(Γ) et telle que tout ouvert de R2∗ rencontrant Ê(Γ) contienne
un disque de cette suite. Fixons un tel ouvert O, d'après le lemme 1.4, il
existe γ̂1 dans Γ̂ tel que γ̂1(O) ∩ B1 6= φ. Soit K un ouvert relativement
compact rencontrant Ê(Γ), inclus dans O, tel que γ̂1(K1) soit inclus dans
B1. Remplaçons dans le raisonnement précédent O par K1 et B1 par B2,
on obtient γ̂2 ∈ Γ̂ et un ouvert relativement compact K2 ⊂ K1 rencontrant
Ê(Γ) tel que : γ̂2K2 ⊂ B2. On construit ainsi une suite (γ̂)n≥1 dans Γ̂ et une
suite (Kn)n≥1 d'ouverts rencontrant Ê(Γ), relativement compacts, emboîtés
telles que : γ̂n(Kn) ⊂ Bn. Soit x dans
+∞∩
n=1
Kn ∩ Ê(Γ), pour tout n ≥ 1, γ̂n(x)
appartient à Bn. Considérons un élément quelconque x′ de Ê(Γ) et une suite
(Dn)n≥1 de disques centrés en x′ dont le rayon converge vers 0. Chaque Dn
contient un disque Bin donc γ̂in(x) appartient à Dn. Ceci montre que x
′
appartient à Γx et donc que Γx est dense dans Ê(Γ). 
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On déduit de ce corollaire et de la propriété 1.3 (i) le résultat suivant :
Théorème 1.6 Il existe u dans Ω˜h(T 1S) tel que hR(pi1(u)) = Ωh(T 1S).
2 Lecture à l'inﬁni des orbites denses de hR.
Soit u dans T 1H, nous nous proposons de caractériser, en fonction de la
façon dont u(+∞) est approché par Γ(i), la propriété de densité de hR(pi1(u))
dans Ωh(T 1S).
Théorème 2.1 Soit u dans T 1H. Les assertions suivantes sont équivalentes :
(i) Le point u(+∞) est un point horocyclique de L(Γ).
(ii) L'orbite hR(pi
1(u)) est dense dans Ωh(T
1S).
Démonstration
Nous allons passer par le modèle linéaire.
Démontrer l'équivalence (i) ⇔ (ii) revient à démontrer l'équivalence
suivante : (i′) Il existe (γn)n≥1 dans Γ tel que lim
n→+∞
‖γn(v(u))‖ = 0 ⇔
(ii′)Γv(u) = E(Γ).
L'implication (ii′)⇒ (i′) est claire.
Démontrons (i′) ⇒ (ii′). Pour commencer plaçons nous dans le cas où
u(+∞) est ﬁxé par une isométrie hyperbolique γ ∈ Γ. On peut suppo-
ser que γ(v(u)) = ±λv(u) avec 0 < λ < 1. D'après le corollaire 1.5, il
existe u′ dans T 1H tel que : Γv(u′) = E(Γ). Nous allons montrer que Γv(u)
contient un élément de ±R∗v(u′), ce qui entrainera : Γv(u) = E(Γ). Le point
u′(+∞) appartient à L(Γ) qui est minimal, donc il existe (γn)n≥1 dans Γ
tel que lim
n→+∞
γn(u(+∞)) = u′(+∞). Soit (pn)n≥1 une suite de Z telle que
(λpn‖γn(v(u))‖)n≥1 converge vers un réel α 6= 0. Comme γnγpn(v(u)) =
±λpnγn(v(u)) et γnγpnu(+∞) = γu(+∞), on a : lim
n→+∞
γnγ
pnv(u) = ±α v(u
′)
‖v(u′)‖ .
Par conséquent de Γv(u) contient un élément de R∗v(u′).
Supposons à présent que u(+∞) ne soit ﬁxé par aucune isométrie hyper-
bolique de Γ et soit horocyclique. Montrons que Γv(u) contient un vecteur
propre, modulo ±1, d'une isométrie hyperbolique de Γ. Ceci montrera que
Γv(u) est dense. Soit γ une isométrie hyperbolique de Γ, la suite (γ−nu(+∞))n≥1
converge vers γ−. Considérons une suite (γn)n≥1 de Γ telle que lim
n→+∞
‖γn(v(u))‖
= 0. Fixons un relevé w de v(u) sur R2∗ et des relevés γ̂,γ̂n de γ et γn sur
SL(2,R). Soient w+,w− deux vecteurs propres de γ̂ tels que γ̂w+ = λw+ et
γ̂w− = 1
λ
w−, avec |λ| > 1. Posons γ̂n(w) = anw++bnw−. On a lim
n→+∞
a2n+b
2
n =
0. Par ailleurs γ̂−nγ̂n(w) = anλnw
+ + bnλ
nw− donc, quitte à extraire une sous-
suite, on peut supposer que (γ̂−nγ̂n(w))n≥1 converge vers βw− avec β 6= 0. Par
conséquent, γ−nγn(v(u))n≥1 converge un vecteur propre, modulo ±1, d'une
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isométrie hyperbolique de Γ. 
Comme application de ce théorème nous allons démontrer le mélange
topologique du ﬂot géodésique sur Ωg(T 1S) (Théorème III-4-3). Avant, dé-
montrons une relation fondamentale entre g˜R et h˜R.
Propriété 2.2 Soient u dans T 1H et s,t dans R, on a : g˜t ◦ h˜s ◦ g˜−t(u) =
h˜se−t(u)
Démonstration
Puisque l'action deG commute à celle de g˜R et de h˜R, il suﬃt de démontrer
la relation pour u(+∞) =∞ et u(0) = i. On a g˜−tu(+∞) =∞ et g˜−tu(0) =
e−ti, donc h˜s(g˜−tu)(+∞) = ∞ et h˜s(g˜−tu)(0) = e−ti + se−t. Par conséquent
g˜t(h˜s(g˜−t(u)))(+∞) =∞ et g˜t(h˜s(g˜−1(u)))(0) = i+ e−ts. 
Théorème 2.3 Soient O et V deux ouverts de Ωg(T 1S). Il existe T > 0 tel
que pour tout t ≥ T , gt(O) ∩ V 6= φ
Démonstration
Raisonnons par l'absurde et supposons qu'il existe deux ouverts O et V
inclus dans Ωg(T 1S) et une suite non bornée (tn)n≥1 telle que O∩gtn(V ) = φ.
On peut supposer lim
n→+∞
tn = −∞. D'après le théorème III-3.3, il existe
pi1(u) périodique relativement à gR appartenant à V . Notons T sa période et
posons tn = rnT + sn avec −rn ∈ N et −T < sn ≤ 0. Quitte à extraire une
sous-suite, on peut supposer que (sn)n≥1 converge vers un réel s. Le point
u(+∞) est horocyclique donc d'après le théorème 2.1 on a : hR(pi1(u)) =
Ωh(T
1S). En particulier, il existe t dans R tel que : ht(pi1(u)) appartient à
g−s(O). Considérons l'isométrie hyperbolique γ de Γ telle que u(+∞) = γ+
et `(γ) = T . On a γn(u) = g˜nT (u). En utilisant cette relation et la propriété
2.2 on obtient l'égalité : γ−rn g˜−rnT (h˜t(u)) = h˜tern ◦ g˜−2rnT (u). Cette égalité
entraine que (g−rnT (ht(pi
1(u)))n≥1 converge vers pi1(u) et donc que pour n
grand g−rnT−s(O) ∩ V 6= φ. Comme lim
n→+∞
sn − s = 0, on obtient que pour n
grand gtnV ∩O 6= φ, ce qui contredit l'hypothèse de départ. 
3 Finitude géométrique et dynamique de hR.
Rappelons (voir début du chapitre III) que pi1(u) n'est pas errant pour
le ﬂot hR si pour tout voisinage V de pi1(u) dans T 1S il existe une suite
tn −→ +∞ telle que htn(V ) ∩ V 6= φ. La proposition suivante justiﬁe la
notation Ωh(T 1S).
Proposition 3.1 Soit u ∈ T 1H, les assertions suivantes sont équivalentes :
(i) Le point pi1(u) n'est pas errant.
(ii) Le point u(+∞) appartient à L(Γ).
Démonstration
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(i) ⇒ (ii) D'après (i), il existe une suite de voisinages emboîtés, (Vn)n≥1,
de pi1(u) et une suite (tn)n≥1 ⊂ R+ telle que lim
n→+∞
tn = +∞ et htn(Vn) ∩
Vn 6= φ. Considérons une suite (pi1(un))n≥1 de Vn telle que lim
n→+∞
pi1(un) =
pi1(u), lim
n→+∞
un = u et lim
n→+∞
htn(pi
1(un)) = pi
1(u). Cette dernière li-
mite se traduit sur T 1H par l'existence d'une suite (γn)n≥1
de Γ telle que lim
n→+∞
h˜tnγn(un) = u. On a lim
n→+∞
h˜tnun(0) = u(+∞) et
lim
n→+∞
d(h˜tnun(0)),γ
−1
n (u(0)) = 0 donc lim
n→+∞
γ−1n (u(0)) = u(+∞).
(ii)⇒ (i) Soit u0 dans T 1H tel que u0(+∞) soit horocyclique et n'appar-
tienne pas à Γu(+∞). D'après le théorème 2.1, il existe une suite non bornée
(tn)n≥1 dans R telle que lim
n→+∞
htnpi
1(u0) = pi
1(u). L'ensemble des points non
errants est fermé donc pi1(u) n'est pas errant. 
L'ensemble Ωh(T 1S) correspond donc bien à l'ensemble non errant du ﬂot
horocyclique.
Remarquons que si pi1(u) est errant alors il est positivement et négati-
vement divergent. En eﬀet supposons qu'il existe (tn)n≥1 dans R non borné
et (γn)n≥1 dans Γ tels que lim
n→+∞
(γnh˜tn(u))n≥1 converge vers u
′ ∈ T 1H. On
a lim
n→+∞
d(h˜tnu(0),γ
−1
n u
′(0)) = 0, or lim
n→+∞
h˜tnu(0) = u(+∞) donc u(+∞)
appartient à L(Γ), ce qui est contradictoire.
Parmi les points non errants, non denses dans Ωh(T 1S), intéressons nous
aux points périodiques. Supposons qu'il existe T > 0 et γ dans G tels que
h˜T (u) = γ(u). Pour tout n dans Z∗, on a h˜nT (u) = γn(u). Ceci montre
que γ ﬁxe u(+∞). Par ailleurs γ 6= Id et γ n'est pas hyperbolique car
lim
n→+∞
γ−n(u(0)) = u(+∞), donc γ est parabolique. Reciproquement, soient γ
une isométrie parabolique de G et u un élément de T 1H tels que γ(u(+∞)) =
u(+∞). Cette isométrie préserve l'horocycle orienté associé à u donc il existe
T > 0 tel que γ(u) = h˜T (u). Nous obtenons la propriété suivante.
Propriété 3.2 Soient u dans T 1H et γ dans Γ les assertions suivantes sont
équivalentes :
(i) Il existe T > 0 tel que h˜T (u) = γ(u)
(ii) L'isométrie γ est parabolique et ﬁxe u(+∞).
D'après cette propriété, pi1(u) est périodique si et seulement si u(+∞) est
parabolique. Donc Ωh(T 1S) contient des éléments périodiques si et seulement
si Γ contient des isométries paraboliques. Par exemple si S est compacte ou
si Γ est un groupe de Schottky engendré par des isométries hyperboliques,
hR n'a pas d'orbite périodique.
Supposons maintenant qu'il existe un élément périodique pi1(u0) dans T 1S.
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Soit pi1(u) dans Ωh(T 1S), comme L(Γ) est un ensemble minimal pour l'ac-
tion de Γ, il existe (γn)n≥1 dans Γ tel que lim
n→+∞
γn(u0(+∞)) = u(+∞).
Considérons la suite (un)n≥1 de T 1H déﬁnie par : un(0) = u(0) et un(+∞) =
γn(u0(+∞)), on a : lim
n→+∞
un = u donc lim
n→+∞
pi1(un) = pi
1(u). Ceci montre
que pi1(u) est approché par une suite d'éléments périodiques. En résumé,
nous obtenons la proposition suivante.
Proposition 3.3 Soit u dans T 1H.
L'élément pi1(u) est périodique relativement à hR si et seulement si u(+∞)
est parabolique.
Si l'ensemble des éléments périodiques n'est pas vide, il est dense dans
Ωh(T
1S).
On déduit des théorèmes 2.1, de la proposition 3.3 et de la proposition
I-4.6, une caractérisation, en termes de dynamique de hR sur son ensemble
non-errant, de la ﬁnitude géométrique d'un groupe fuchsien.
Proposition 3.4 Un groupe fuchsien Γ non élémentaire est géométriquement
ﬁni si et seulement si les orbites de hR sur Ωh(Γ \ T 1H) sont denses ou
périodiques.
En particulier si Γ ne contient pas d'isométrie parabolique et est géomé-
triquement ﬁni, l'action de hR sur Ωh(Γ \ T 1H) est minimale (i.e tous ses
orbites sont denses). C'est le cas par exemple si Γ est un groupe de Schottky
engendré par un nombre ﬁni d'isométries hyperboliques. Soulignons que dans
ce cas Ωh(T 1S) n'est pas compact, alors que Ωg(T 1S) l'est. En traduisant,
grâce à la dualité (propriétés 1.2 et 1.3), la proposition précédente en termes
linéaires on obtient la proposition suivante.
Proposition 3.5 Un groupe fuchsien, Γ, non élémentaire est géométrique-
ment ﬁni si et seulement si étant donné x dans E(Γ), ou bien Γx = E(Γ)
ou bien x est ﬁxé par une isométrie parabolique de Γ (et dans ce cas Γx est
discret).
Le seul point à démontrer est la discrétude. Pour cela montrons plus
généralement que pour tout x dans E si F = Γx est fermé alors F est
discret. Raisonnons par l'absurde. Le groupe G agit transitivement sur E
donc si F n'est pas discret, il existe une suite non stationnaire (γnx)n≥1 dans
F convergeant vers x. Par conséquent {x} est un fermé de F d'intérieur
vide et donc F est une réunion dénombrable de fermés d'intérieur vide. Par
ailleurs, il existe t > 0 tel que ‖γ(x)‖ ≥ t pour tout γ dans Γ car si ce n'était
pas le cas, d'après les propriétés 1.2 et 1.3, on aurait F¯ = E(Γ). L'ensemble
F est donc complet. On en déduit que F est un fermé d'intérieur vide de F ,
ce qui est faux. On obtient en particulier que si x n'appartient pas à E(Γ)
alors Γx est discret.
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Pour ﬁnir, remarquons que, d'après la proposition 3.5, la propriété III-2.6
et la proposition I-4.6, le groupe Γ est un réseau uniforme si et seulement si
son action linéaire sur E est minimale.
Commentaires
Dans les articles de E. Ghys ([G]) et de A. Starkov ([St1]), le lecteur
trouvera deux survols sur la dynamique du ﬂot horocyclique sur les quotients
de H par des groupes fuchsiens.
La notion de ﬂot horocyclique se généralise aux surfaces de Hadamard.
Lorsque la dimension de la variété est > 2, cette notion est remplacée par la
notion de feuilletage horosphérique ([D2]).
Concernant l'existence d'orbites denses (paragraphe 2), dans le cas du
feuilletage horosphérique sur les quotients de variétés de Hadamard, cette
question est encore largement ouverte et est équivalente à la densité du
spectre des longueurs (voir commentaires chapitre III) ([D2], [F]).
L'aspect métrique n'a pas été abordé, comme par exemple l'existence de
mesures ﬁnies invariantes ergodiques. Les principaux résultats sur ce vaste
sujet se trouvent dans les articles ([G]), ([B]), ([Ra]), ([Ro]).
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Chapitre VI
Actions linéaires des groupes lorentziens.
Nous munissons R3 de la forme bilinéaire de Lorentz b(x,x′) = x1x′1 +
x2x
′
2 − x3x′3. Notons 0(2,1) le groupe orthogonal associé à b et 00(2,1) sa
composante connexe en l'identité.
Le groupe 00(2,1) préserve chaque ligne de niveau,Ht = {x ∈ R3/b(x,x) =
t}, de b. Lorsque t est strictement négatif, Ht a deux composante connexes,
H+t = Ht ∩ {x ∈ R3/x3 > 0} et H−t = Ht ∩ {x ∈ R3/x3 < 0}, ﬁxées chacune
par 00(2,1). Lorsque t est nul, H0 est le cône de lumière et H0 − {0} a deux
composantes connexes : H+∗0 = H0 ∩ {x ∈ R3/x3 > 0} et H−∗0 = H0 ∩ {x ∈
R3/x3 < 0}. Chacune de ces composantes est préservées par 00(2,1). Lorsque
t est positif, Ht est connexe.
Nous appelons groupe lorentzien, un sous-groupe discret de 00(2,1).
Dans ce chapitre, nous nous intéressons à la dynamique d'un tel groupe
en restriction aux lignes de niveau de b. Pour cela, nous lui associons une
surface hyperbolique S et nous relions ces actions linéaires à l'action des
ﬂots horocyclique et géodésique sur T 1S.
Soient x dans R3 et f dans 00(2,1), nous notons ‖x‖ la norme euclidienne
de x et ‖f‖ = Sup
x 6=0
‖f(x)‖
‖x‖ .
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1 Actions sur H+−1 et sur le cône de lumière projectif.
Considérons la projection stéréographique P de H+−1 sur D = {y ∈ R2 ×
{0}/‖y‖ = 1} dans qui à x associe le point d'intersection de la droite passant
par x et par le sommet
 00
−1
 de H−−1,avec D.
Cette application est un diﬀéomorphisme dont l'expression analytique
est : P (x1,x2,t) = (
x1
1+t
, x2
1+t
,0). Notons gL la métique sur H+−1 obtenue par
transport par P−1, de la métrique hyperbolique g sur D. Soient x = (x1,x2,t)
dans H+−1 et v,v′ dans Tx H+−1, par déﬁnition on a :
gLx (v,v
′) =
4
(1− ‖P (x)‖2)2 < TxP (v),TxP (v
′) > .
Après calcul, on obtient : gLx (v,v
′) = b(v,v′)
On déduit de cette relation que gL est invariante par le groupe 00(2,1).
Par ailleurs, O0(2,1) conserve l'orientation donc PO0(2,1)P−1 est inclus dans
G. Ces deux groupes étant deux groupes de Lie connexes de même dimension,
on a PO0(2,1)P−1 = G.
L'hyperboloïde H+−1 munie de la restriction de b sur chaque plan tan-
gent est donc une surface riemannienne isométrique à (D,g) et son groupe
d'isométries directes est O0(2,1). L'application P−1 se prolonge au cercle
D(∞) = {y ∈ R2 × {0}/‖y‖ = 1} en une fonction, encore notée P−1, de
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D(∞) sur l'espace des droites du cône de lumière P(H0) qui à y dans D(∞)
associe la droite du cône de lumière parallèle à la droite passant par y et par 00
−1
.
L'action de G sur D(∞) est alors conjuguée par P−1 à l'action projective
de O0(2,1) sur P(H0).
On dira que f dans O0(2,1) est elliptique, parabolique, ou hyperbo-
lique, si PfP−1 l'est.
Fixons x0 =
 00
1
 dans H+−1 et les droites D0 = R
 10
1
 et D1 =
R
 −10
1
 dans P(H0). Notons A (resp. N) le groupe des éléments hyper-
boliques (resp. paraboliques) de O0(2,1) ﬁxant D0 et D1 (resp. D0), et K le
groupe des éléments elliptiques de O0(2,1) ﬁxant x0. Soit t ∈ R, posons
at =
 cht 0 sht0 1 0
sht 0 cht
 ,nt =
 1− t22 t t22−t 1 t
− t2
2
t t
2
2
+ 1
 ,kt =
 cost −sint 0sint cost 0
0 0 1

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Il résulte d'un calcul que A = {at/t ∈ R}, N = {nt/t ∈ R} et K = {kt/t ∈
[0,2pi[}.
Le groupe O0(2,1) agit simplement transitivement sur le ﬁbré unitaire,
T 1H+−1 de H+−1. Notons encore (g˜t)t∈R et (h˜t)t∈R le ﬂot géodésique et horo-
cyclique sur T 1H+−1. Soit F le diﬀéomorphisme de O0(2,1) sur T 1H+−1 qui à
f dans O0(2,1) associe
f(x0),f
 10
0
. L'action de g˜R et h˜R sur T 1H+−1
est conjuguée par F respectivement à l'action de A et N par translation à
droite. On a donc : F (fat) = g˜t(F (f)) et F (fnt) = h˜t(F (f)).
Soit ΓL un groupe lorentzien, on dira que ΓL est élémentaire si son
groupe fuchsien associé : ΓF = PΓLP−1 l'est.
Fixons un groupe lorentzien ΓL non élémentaire. L'action de ΓL surH+−1
étant conjuguée par P−1 à celle de ΓF sur D, qui est propre et discontinue,
l'orbite de x dans H+−1 sous ΓL est discrète au sens où pour tout r > 0,
l'ensemble {γ ∈ ΓL/‖γx‖ ≤ r} est ﬁni. Ce résultat est encore valable si x
appartient à H+t<0 ∪H−t<0.
Intéressons-nous à l'action projective de ΓL sur P(H0). Posons L(ΓL) =
P−1(L(ΓF )). Cet ensemble est un fermé, invariant par ΓL de P(H0) qui,
puisque ΓL n'est pas élémentaire, est minimal. Soit D dans P(H+−1), on dira
que D est horocyclique, conique ou parabolique, relativement ΓL, si
P (D) l'est par rapport à ΓF . La proposition suivante relie ces diﬀérentes
approches à l'action linéaire de ΓL sur H0.
Proposition 1.1 Soient D dans P(H0) et y un vecteur directeur de D.
(i) La droite D est horocyclique relativement à ΓL si et seulement s'il existe
une suite (γn)n≥1 de ΓL telle que : lim
n→+∞
‖γny‖ = 0.
(ii) La droite D est conique relativement à ΓL si et seulement s'il existe une
suite (γn)n≥1 de ΓL telle que lim
n→+∞
‖γ−1n ‖ = +∞ et (‖γ−1n ‖‖γny‖)n≥1
est borné.
Démonstration
Soient D dans P(H0) et y,z dans H+−1, notons BD(y,z) le cocycle de
Busemann déﬁni par : BP (D)(P (y),P (z)).
Posons D0 = R
 10
1
 ,y0 =
 10
1
 et x0 =
 00
1
.
(i) Commençons par le cas où y = y0. Soit f dans 00(2,1). D'après la
propriété I-1.2 (ii) cette transformation se décompose en f = ktat′nt′′ avec
kt ∈ K, at′ ∈ A et nt′′ ∈ N . On a : BD0(x0,f−1(x0)) = BD0(x0,a−1t′ (x0))
et BD0(x0,f
−1(x0)) = −t′. Par ailleurs ‖f(y0)‖ =
√
2et
′
donc ‖f(y0)‖ =
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‖y0‖e−BD0 (x0,f−1(x0)). Ainsi lim
n→+∞
‖γn(y0)‖ = 0 si et seulement si
lim
n→+∞
BD0(x0,γ
−1
n (x0)) = +∞. Ceci démontre l'équivalence (i) dans le cas où
y = y0.
Si maintenant y est quelconque, considérons f dans 00(2,1) tel que : y =
f(y0). On a ‖γn(y)‖ = ‖γnf(y0)‖ et donc lim
n→+∞
‖γn(y)‖ = 0 si et seulement
si lim
n→+∞
BD0(x0,f
−1γ−1n (x0)) = +∞. L'équivalence (i) se déduit de la relation
suivante :
(∗) BD0(x0,f−1γ−1n (x0)) = BRy(f(x0),x0) +BRy(x0,γ−1n (x0)).
(ii) Notons dL la distance associée à gL. Commençons par le cas où y =
y0. Soit f dans 00(2,1). D'après la propriété I-1.2 (iii), cette transforma-
tion se décompose en f = ktat′kt′′ avec kt,kt′′ ∈ K et at′ ∈ A. On a
dL(x0,f(x0)) = dL(x0,at′(x0)) et dL(x0,f(x0)) = |t′|. Par ailleurs ‖f−1‖ =
e|t
′| donc ‖f−1‖ = edL(x0,f(x0)). On déduit de cette remarque et de (i) que
‖γny0‖‖γ−1n ‖ = ‖y0‖e−BD0 (x0,γ
−1
n (x0))+dL(x0,γ
−1
n (x0)). Par conséquent, les condi-
tions lim
n→+∞
‖γ−1n ‖ = +∞ et (‖γny0‖‖γ−1n ‖)n≥1 borné, sont équivalentes à :
lim
n→+∞
dL(x0,γ
−1
n (x0)) = +∞ et (−BD0(x0,γ−1n (x0))+dL(x0,γ−1n (x0)))n≥1 borné.
Ces deux dernières conditions caractérisent la conicité (propriété I-3.8). Le
cas où y est quelconque se traite ne utilisant la relation (*). 
2 Actions sur H±0 et H1.
Le groupe O0(2,1) agit transitivement sur chaque demi-cône de lumière
H+∗0 etH−∗0 . Le stabilisateur de x =
 10
1
 estN . L'application deO0(2,1)/N
sur H+0 qui à fN associe f(x) est un homéomorphisme qui conjugue l'action
de O0(2,1) par translation à gauche sur O0(2,1)/N à l'action linéaire de
O0(2,1) sur H+∗0 . Par ailleurs, comme nous l'avons vu dans le paragraphe
précédent, l'action du ﬂot horocyclique sur T 1H+−1 est conjuguée à l'action
par translation à gauche de N sur 00(2,1). Le demi-cône H+∗0 représente donc
l'espace des orbites de ce ﬂot.
Fixons un groupe lorentzien non élémentaire ΓL dans 00(2,1) et notons
H+0 (ΓL) l'ensemble des y dans H+∗0 tels que Ry appartienne à L(ΓL). Cet
ensemble est un fermé invariant par ΓL de H+∗0 qui représente l'espace des
orbites de h˜R en restriction à l'image réciproque par la projection de T 1H+−1
sur ΓL \T 1H+−1, de l'ensemble non errant de hR. La proposition suivante relie
la topologie de Γy à la nature de sa direction Ry.
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Proposition 2.1 Soit y dans H+∗0 :
(i) Si y n'appartient pas à H+0 (ΓL), alors ΓL(y) est discret.
(ii) Si y appartient à H+0 (ΓL) et si Ry est parabolique alors ΓL(y) est dis-
cret.
(iii) L'orbite ΓL(y) est dense dans H+0 (ΓL) si et seulement s'il existe (γn)n≥1
dans ΓL tel que lim
n→+∞
‖γn(y)‖ = 0.
Démonstration
(i) et (ii) Considérons une suite (γn(y))n≥1 de ΓL(y) convergeant vers
un point y′ de H+∗0 . D'après la démonstration de la proposition 1 (i), la
suite (BRy(x0,γ−1n (x0)))n≥1 converge vers un réel non nul. Si (γn)n≥1 n'est pas
stationnaire, Ry appartient à L(ΓL). Donc si y n'appartient pas à H+0 (ΓL),
l'ensemble ΓL(y) est discret.
Si Ry est parabolique, considérons le stabilisateur P ⊂ ΓL de Ry. La
suite (BRy(x0,γ−1n (x0)))n≥1 est bornée donc il existe r > 0 et pn dans P
tels que pour tout n : dL(x0,pnγ−1n (x0)) ≤ r. Le groupe ΓL agit propement
discontinûment sur H+−1 donc l'ensemble {pnγ−1n /n ≥ 1} est ﬁni. Par ailleurs
pn(y) = ±y donc {γn(y)/n ≥ 1} est ﬁni. En conclusion ΓL(y) est discret.
(iii) Supposons qu'il existe (γn)n≥1 dans ΓL tel que lim
n→+∞
‖γn(y)‖ = 0,
d'après la proposition 1.1, Ry est horocyclique. Le vecteur y représente l'or-
bite par le ﬂot horocyclique d'un élément u de T 1H+−1. D'après le théorème
V-2-1, l'orbite sous ΓL de h˜R(u) est dense dans l'ensemble des v dans T 1H+−1
tels que v(+∞) appartienne à L(ΓL), donc ΓL(y) = H+0 (ΓL).
La réciproque est claire. 
Intéressons-nous à présent à l'action de ΓL sur H1.
Le groupe 00(2,1) agit transitivement sur H1 et le stabilisateur de x = 01
0
 est le groupe A. L'application de 00(2,1)/A, c'est-à-dire de l'espace
des orbites du ﬂot géodésique sur T 1H+−1, sur H1, qui à fA ∈ 00(2,1)/A
associe f(x) est donc un homéomorphisme qui conjugue l'action de 00(2,1) sur
les orbites de g˜R à son action linéaire sur H1. Soit y dans H1, son orthogonal
lorentzien est un plan qui rencontre H0 en deux droites. Notons u(y) et
v(y), les vecteurs unitaires (au sens euclidien) de chacune de ces droites,
appartenant à H+0 et tels que (y,u(y),v(y)) soit une base directe.
Considérons un élément w de T 1H+−1 tel que w(+∞) = Rv(y) et w(−∞) =
Ru(y), l'orbite de w sous g˜R est représentée par y.
Notons H1(ΓL), l'ensemble de y dans H1 tels que Ru(y) et Rv(y) appar-
tiennent à L(ΓL). Cet ensemble est un fermé invariant par ΓL qui représente
l'espace des orbites de g˜R sur Ω˜g(ΓF \ T 1H). Un élément y de H1(ΓL) est
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dit hyperbolique s'il est ﬁxé par une transformation hyperbolique f de
ΓL. Dans ce cas, Rv(y) et Ru(y) correspondent respectivement aux droites
propres attractives et répulsives de f .
Proposition 2.2 Soit y dans H1.
(i) Si Ru(y) et Rv(y) n'appartiennent pas à L(ΓL), alors ΓL(y) est discret.
(ii) Si y est hyperbolique, ΓL(y) est discret.
(iii) On suppose que y n'est pas hyperbolique . L'orbite ΓL(y) admet des
points d'accumulation si et seulement s'il existe (γn)n≥1 dans ΓL tel que
lim
n→+∞
‖γ−1n ‖ = +∞ et (‖γ−1n ‖‖γn(u(y)‖))n≥1 ou (‖γ−1n ‖‖γn(v(y))‖)n≥1
est borné.
(iv) L'ensemble des vecteurs hyperboliques deH1(ΓL) est dense dansH1(ΓL).
(v) Il existe des vecteurs de H1(ΓL) dont l'orbite sous ΓL est dense dans
H1(ΓL).
Démonstration
(i) Supposons que la suite (γn(y))n≥1 soit convergente. Notons α la géo-
désique de H+−1 d'extrémités Ru(y) et Rv(y). La suite (γn(α))n≥1 converge
vers une géodésique, donc pour tout z dans H+−1, il existe r > 0 tel que
dL(γ
−1
n (z),α) ≤ r. Les extrémités de α n'appartiennent pas à L(ΓL) donc
l'ensemble {γ−1n (z)/n ≥ 1} est ﬁni. L'action de ΓL sur H+−1 étant disconti-
nue, l'ensemble {γn/n ≥ 1} est ﬁni et donc (γn(y))n≥1 est stationnaire. Ceci
montre que Γy est une orbite discrète.
(ii) Supposons que la suite (γn(y))n≥1 soit convergente. Soient z un point
de la géodésique α incluse dans H+−1 d'extrémités Ru(y) et Rv(y), et f un
élément hyperbolique de ΓL ﬁxant α. Comme le groupe < f > agit par
translation sur α, il existe (pn)n≥1 dans Z tel que (γnfpn(z))n≥1 converge
dans H+−1. L'ensemble {γnfpn/n ≥ 1} est nécessairement ﬁni et f(y) = y,
donc (γn(y))n≥1 est stationnaire. Par conséquent, Γy est une orbite discrète.
(iii) Supposons que y ne soit pas hyperbolique. Soit w un élément de
T 1H+−1 tel que w(+∞) = Rv(y) et w(−∞) = Ru(y). L'existence d'une suite
non stationnaire convergente de Γy équivaut à l'existence d'une suite non
bornée (tn)n≥1 de R et d'une suite (γn)n≥1 de Γ telles que (g˜tnγn(w))n≥1
converge. D'après la proposition III-2-3, cette propriété est équivalente au
fait que l'une des droites Ru(y) et Rv(y) soit conique. On conclut en utilisant
la proposition 1.1.
(iv) et (v) sont des traductions directes du théorème III-3.3 et du corollaire
III-4.2. 
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Commentaires
Un des premiers résultats sur les actions linéaires des sous-groupes de
SL(n,R) sur Rn est dû à L. Greenherg ([Gr]). Dans cet article apparaît clai-
rement le lien entre la propriété d'une orbite linéaire de contenir 0 dans son
adhérence et sa densité. Cet article a été généralisé par J-P. Conze et Y.
Guivarc'h à l'action des groupes linéaires de Schottky (voir [Gu] pour une
construction de ces groupes) et des sous-groupes discrets de O(n,1) ([C-G]).
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Chapitre VII
Excursions des géodésiques dans les cuspides
et
approximations diophantiennes.
Commençons par rappeler trois résultats classiques sur les approximations
diophantiennes.
Soient x dans R et (pn
qn
)n≥1 une suite de rationnels, avec qn > 0 et pn dans
Z, convergeant vers x. Nous nous intéressons à la vitesse de convergence de
cette suite en fonction de qn. Remarquons que pour tout q dans N∗, en prenant
l'entier relatif p, égal à la partie entière de qx, on obtient | x− p
q
| ≤ 1
q
. Par
conséquent, pour tout x, il existe une suite (pn
qn
)n≥1 de rationnels telle que
| x− pn
qn
| ≤ 1|qn| . Cherchons la "meilleure" fonction (au sens du comportement
asymptotique) f : N ⇀ R∗+ décroissante vers 0 telle que pour tout x dans
R, il existe une suite de rationnels (pn
qn
)n≥1 vériﬁant : limn→+∞
| qn |= +∞ et
| x− pn
qn
| ≤ f(| qn |). Le théorème suivant, dû à Dirichlet, est un des premiers
résultats classiques sur cette question.
Théorème A. Soit x dans R, il existe une inﬁnité d'entiers pn ∈ Z et
qn ∈ N∗ tels que : | x− pnqn | ≤ 12q2n .
Considérons le cas particulier où x =
√
2. Pour tous s dans Z et q dans
N∗, l'inégalité suivante est vériﬁée : | √2− p
q
| ≥ 1
4q2
(∗).
En eﬀet, si | √2 − p
q
| ≥ 1, l'inégalité (∗) est clairement satisfaite, sinon
p est positif et −1 < √2 − p
q
< 1 donc | √2 + p
q
| ≤ 4. Par ailleurs
| √2 + p
q
| | √2 − p
q
| = | 2 − p2
q2
| et | 2 − p2
q2
| ≥ 1
4q2
car
√
2 est irra-
tionnel. L'inégalité (∗) découle directement de ces remarques. On déduit de
cette inégalité que f(q) est asymptotiquement équivalent à 1
q2
.
A chaque x dans R, on associe le réel ν(x) déﬁni par :
ν(x) = Inf {c > 0/il existe une inﬁnité d'entiers pn ∈ Z et qn ∈ N∗ vériﬁant
| x− pn
qn
|≤ c
q2n
} .
On dit que x est mal approché si ν(x) > 0. C'est le cas par exemple de
√
2
car ν(
√
2) ≥ 1
4
.
Le théorème suivant caractérise les réels mal approchés en termes de développe-
ment en fractions continues (voir proposition II.3.3).
Théorème B. Soient x dans R+ − Q+ et (nk)k≥0 son développement en
fractions continues. Le réel x est mal approché si et seulement si la suite
(nk)k≥0 est bornée.
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En particulier, si x est quadratique alors x est mal approché (proposition
II.3.5). Dans le cas où x est algébrique de degré quelconque, cette question
est ouverte. D'après le théorème A, ν(x) ≤ 1
2
pour tout x. Le résultat suivant,
dû à Hurwitz, aﬃne cette inégalité.
Théorème C.
sup
x∈R
ν(x) =
1√
5
.
Le but de ce chapitre est de traduire ces trois théorèmes en termes d'excur-
sions de rayons géodésiques sur la surface modulaire PSL(2,Z)\H et par ce
biais, d'en donner une nouvelle démonstration et de les généraliser.
Dans ce qui suit Γ est un groupe fuchsien géométriquement ﬁni, non
élémentaire contenant une translation t(z) = z + α avec α 6= 0. Dans
ce cas, le point ∞ est un point parabolique de L(Γ). On rappelle que Γ∞
est le stabilisateur de ce point dans Γ et qu'il existe un horodisque fermé
H+(∞) centré en ∞ tel que : γ H+(∞)∩H+(∞) = φ pour tout γ ∈ Γ−Γ∞
(corollaire I.2.8).
Comme dans les chapitres précédents, pi désigne la projection de H sur la
surface S = Γ\H et la cuspide C(H+(∞)) est la projection de Γ∞\H+(∞)
sur S.
1 Géométrisation du théorème A.
Commençons par analyser l'image par Γ des horocycles basés en ∞.
Soit t > 0, posons Ht = {x+ it,x ∈ R}. L'image de Ht par une isométrie
g(z) = az+b
cz+d
avec ad − bc = 1 et c ≥ 0 est soit la droite Ht si c = 0, soit un
cercle de H tangent à l'axe des réels. On note c = c(g). On rappelle (lemme
I.2.7) que si c(g) 6= 0, l'horocycle g(Ht) est un cercle tangent à l'axe réel en
g(∞) = a
c(g)
et dont le rayon euclidien est 1
2tc2(g)
.
Fixons un horocycleHt0 vériﬁant γ Ht0∩Ht0 = φ pour tout γ dans Γ−Γ∞.
On a l'équivalence suivante pour tout γ dans Γ− Γ∞ :
(1) (∞ x) ∩ γ Ht0 6= φ ⇐⇒ | x− γ(∞) |≤ 12t0 c2(γ) .
Interprétons la quantité : 1
2t0 c2(γ)
sur la surface S.
Pour cela considérons la géodésique (∞ γ(∞)). Notons z et z′ les points
d'intersection de (∞ γ(∞)) avec Ht0 et γ(Ht0).
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Comme γ(Ht0) ∩ Ht0 = φ on a : d(z,z′) = B∞(z,z′). Par ailleurs, Imz′ =
1
t0 c2(γ)
donc Ln t20 c
2(γ) = d(z,z′).
Soit r : ]−∞,+∞ [→ H le paramétrage par longueur d'arc de la géodésique
orientée (∞ γ(∞)) tel que r(0) = z. Pour tout s ≤ 0, le point r(s) appartient
à l'horodisqueH+t0 et pour tout s ≥ Ln t20 c2(γ), le point r(s) appartient àH+t0 .
Par conséquent, Ln(t20 c
2(γ)) représente la longueur du segment géodésique
inclus dans pi((∞ γ(∞))) compris entre le premier point pi(r(0)) rencontrant
pi(Ht0) et le dernier. Cette quantité est appelée profondeur de la géodésique
pi((∞ γ(∞))) dans la cuspide C(H+(∞)).
Soit γ dans Γ, remarquons que pour tous n et m de Z, on a : c(γ) =
c(tn γ tm). La fonction c est donc constante sur l'espace des doubles classes
Γ∞\Γ/Γ∞.
D'après la propriété I.2.6(i), si (γ˙n)n≥1 est une suite de Γ∞\Γ/Γ∞ contenant
une inﬁnité de termes diﬀérents, alors c(γn))n≥1 n'est pas borné.
On déduit de cette propriété et de l'équivalence (1), la caractérisation
suivante :
Proposition 1.1 Soient x dans R et (r(s))s∈R un paramétrage par longueur
d'arcs de la géodésique orientée (∞ x). Les assertions suivantes sont équiva-
lentes :
(i) Il existe une suite (sn)n≥1 non bornée de R+ telle que pi(r(sn)) appar-
tienne à pi(Ht0).
(ii) Il existe une suite (γn)n≥1 de Γ telle que (c(γn))n≥1 ne soit pas borné
et | x− γn(∞) | ≤ 12 t0 c2(γn) .
Démonstration.
(i) ⇒ (ii). Le fait que pi(r(sn)) appartienne à pi(Ht0) se traduit sur H par
l'existence de γn dans Γ tel que : r(sn) ∈ γn(Ht0). Puisque (sn)n≥1 n'est pas
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borné, quitte à extraire une sous-suite, on peut supposer que (γn(Ht0))n≥1
est une suite de cercles tous diﬀérents rencontrant la géodésique (∞ x). Donc
(γ˙n)n≥1 est une suite de termes diﬀérents de Γ∞\Γ/Γ∞ et la suite (c(γn))n≥1
n'est pas bornée. Par ailleurs, l'appartenance de r(sn) à γn(Ht) se traduit
par l'inégalité | x− γn(∞) | ≤ 12 t0 c2(γn) .
(ii) ⇒ (i). La suite (γn(Ht0))n≥1 est une suite de cercles de rayon euclidien
rn =
1
2 t0 c2(γn)
, tangents à l'axe réel en γn(∞). Puisque (c(γn))n≥1 n'est pas
borné, quitte à extraire une sous-suite, on peut supposer que (rn)n≥1 converge
vers 0. L'inégalité | x−γn(∞) | ≤ 12 t0 c2(γn) traduit le fait que (∞ x) rencontre
γn(Ht0). Soit sn le plus grand des réels tel que r(s) appartienne à γn(Ht0).
La suite (rn)n≥1 converge vers 0 donc lim
n→+∞
sn = +∞. 
On est maintenant en mesure de démontrer le théorème suivant qui est
une généralisation du théorème A énoncé dns l'introduction.
Théorème A géométrique 1.2 Il existe t0 > 0 tel que pour tout x dans
Lc(Γ), il existe une suite (γn)n≥1 de Γ vériﬁant : lim
n→+∞
c(γn) = + ∞ et |
x− γn(∞) | ≤ 12 t0 c2n(γ) .
Démonstration.
Fixons un paramétrage par longueurs d'arcs r : R→ (∞ x). Le groupe Γ
étant géométriquement ﬁni, il existe un compact K ⊂ S tel que l'ensemble
des s > 0 pour lesquels pi(r(s)) appartient à K ne soit pas borné (proposition
III.2.4(i)).
Soit (sn)n≥1 une suite de R+∗ vériﬁant : lim
n→+∞
sn = +∞ et pi(r(sn)) ∈ K.
Considérons un relevé K˜ de K sur H et t > 0 tel que K˜ soit inclus dans
l'horodisque H+t . Pour tout n, il existe γn dans Γ vériﬁant : γn(r(sn)) ∈
K˜. La géodésique γn(∞ x) rencontre l'horocycle Ht (en au plus 2 points).
Choisissons un point, γn(r(tn)), de Ht. Puisque γn(∞ x) rencontre K˜, on
peut supposer que la suite (γn(r(tn)))n≥1 converge dans H. Par conséquent,
la suite (| sn − tn |)n≥1 est uniformément bornée et donc lim
n→+∞
tn = + ∞.
On déduit alors de la proposition 1.1 l'existence d'une suite (gn)n≥1 dans Γ
telle que lim
n→+ ∞
c(gn) = + ∞ et | x− gn(∞) | ≤ 12 t c2(gn) . 
Retrouvons à présent le théorème A énoncé dans l'introduction.
Pour cela, il suﬃt d'analyser le cas où Γ = PSL(2,Z). D'après la proposition
II.2.3, Lc(PSL(2,Z)) = R − Q. Montrons que pour tout x irrationnel, il
existe une suite (tn)n≥1 dans R+∗ non bornée, telle que : pi(r(tn)) ∈ pi(H1),
où (r(s))s∈R est un paramètrage par longueur d'arcs de (∞ x). Le théorème
découlera alors de la proposition 1.1 et du fait que si γ(z) = az+b
cz+d
appartient
à PSL(2,Z) et n'est pas une translation, γ(∞) est le rationnel a
c(γ)
.
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Supposons que ce ne soit pas le cas, il existe un irrationnel x et z dans
(∞ x) tels que : pi([z,x)) ∩ pi(H1) = φ. On rappelle (corollaire II.2.2) que
l'ensemble ∆ = {z ∈ H / | z | ≥ 1, | z − 1 | ≥ 1,0 ≤ Re z ≤ 1} est un
domaine fondamental de PSL(2,Z). Posons B = ∆ ∩ {z ∈ H / Im z ≥ 1}
et r(z) = z−1
z
. Puisque x est irrationnel et pi([z, x)) ∩ pi(H1) = φ, il existe γ
dans PSL(2,Z) tel que [γ(z), γ(x)) soit inclus dans E ∪ r E ∪ r2 E. Ceci
est impossible car E ∪ r E ∪ r2 E est borné.
2 Hauteurs et constantes de Hurwitz.
Soient x, x− deux points diﬀérents de H(∞) et r : ]−∞, +∞[→ (x− x)
un paramétrage par longueur d'arcs de la géodésique (x− x). On associe à
pi(x− x) sa hauteur pour des temps positifs relativement à la surface
S, notée hS(x− x), déﬁnie comme la borne supérieure de l'ensemble des t >
0 pour lesquels il existe une suite non bornée (tn)n≥1 dans R+ telle que :
pi(r(tn)) ∈ pi(Ht). Avec pour convention : hS(x− x+) = + ∞ si cet ensemble
n'est pas borné et hS(x− x+) = 0 s'il est vide.
D'après le théorème 1.2, il existe t0 > 0 tel que hS(∞ x) ≥ t0 pour tout x
dans c(Γ). En revanche, si x n'appartient pas à Lc(Γ), et si u est un élément
de T 1H tel que : u(+∞) = x, d'après la proposition III.2.1, pi1(u) n'est pas
positivement convergent et donc hS(x−x) = 0.
Propriété 2.1 Soient x et x− deux points diﬀérents de H(∞). La hauteur
hS(x
−x) est indépendante de x−, on la note hS(x).
Démonstration.
Il suﬃt de démontrer cette propriété pour x dans Lc(Γ). Soit r : ]−∞,+
∞[ −→ (∞ x) un paramètrage par longueur d'arcs de (∞ x). Fixons un
réel t > 0 pour lequel il existe une suite (tn)n≥1 non bornée de R+ telle que :
pi(r(tn)) ∈ pi(Ht). Pour chaque n ≥ 1, il existe donc γn dans Γ− Γ∞ tel que :
99
B∞(i,γn r(tn)) = t. Considérons un paramétrage par longueur d'arcs r′ :
]−∞,+∞[−→ (x− x) de la géodésique (x− x). Fixons  > 0, les géodésiques
(x− x) et (∞ x) étant asymptotes, pour A grand, le rayon r′([A, +∞)) est
inclus dans le -voisinage de (∞ x). Pour n suﬃsamment grand, il existe
donc sn > 0 tel que d(r′(sn),r(tn)) ≤ . En utilisant l'encadrement suivant :
−d(z,z′) ≤ B∞(z,z′) ≤ d(z,z′), on obtient :
t−  ≤ B∞(i,γn(r′(sn))) ≤ t+ .
Ceci montre que γn(r′(sn)) appartient à l'horodisque H+t−. Puisque x est
conique, cette propriété entraîne l'existence de s′n ≥ sn tel que : γn(r′(s′n)) ∈
Ht−. Par conséquent hS(x− x) ≥ t−  pour tout  > 0 et donc hS(x− x) ≥
hS(∞ x).
En reprenant le même raisonnement et en échangeant le rôle de x− et de ∞,
on obtient hS(∞ x) ≥ hS(x− x). 
Soit γ dans Γ, par déﬁnition de la hauteur, hS(γ(x−)γ(x)) = hS(x−x)
donc hS(x) = hS(γ(x)).
On dit que x dans H(∞) est géométriquement mal approché si hS(x)
est un réel non nul. Un tel x est nécessairement un point conique.
Propriété 2.2 Soit x dans Lc(Γ).
(i) S'il existe z dans (∞ x) tel que pi([z,x)) soit borné alors x est géométri-
quement mal approché.
(ii) Si L(Γ) = Lc(Γ)∪Γ(∞) et si x est géométriquement mal approché alors
il existe z dans (∞ x) tel que pi([z,x)) soit borné.
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Démonstration.
(i) Puisque pi([z,x)) est borné, il existe t > 0 tel que pi([z,x)) soit inclus
dans S privé de la cuspide associée à H+t . Par conséquent : [z,x) ∩
Γ(Ht) = φ, ce qui montre que hS(x) est ﬁni (et non nul car x est
conique).
(ii) Soit t > hS(x), il existe z dans (∞ x) tel que : pi([z,x)) ∩ pi(Ht) = φ.
Le rayon pi([z,x)) est inclus dans pi(Ω˜(Γ)) privé de son intersection
avec la cuspide associée à H+t . La surface S est géométriquement ﬁnie
et Lp(Γ) = Γ∞, donc, d'après la proposition I.4.5, cet ensemble est
compact. Par conséquent, pi([z,x)) est borné. 
D'après la propriété (i) précédente, si x = γ+ où γ est une isométrie hyperbo-
lique de Γ, alors x est mal approché car pi((γ−γ+)) est compact. Remarquons,
de plus, que : hS(γ+) = lim
g∈Γ
| g(γ+)− g(γ−) |
2
.
Etudions à présent les cas particuliers des groupes de Schottky.
Considérons un groupe de Schottky Γ = S(p,h) inclus dans PSL(2,R)
où p est une translation non triviale et h est une isométrie hyperbolique.
D'après II.1, Γ est géométriquement ﬁni et L(Γ) − Lc(Γ) = Γ(∞). Soit x
dans Lc(Γ), on rappelle qu'il existe une unique suite réduite s(x) = (si)i≥1
avec si ∈ {p±1,h±1} et si 6= s−1i+1 telle que : lim
n→+∞
s1...sn(z) = x pour tout
z ∈ D (S(p,h)) (proposition II.1.10).
Caractérisons en termes de codage les points géométriquement mal ap-
prochés de Lc(Γ).
Proposition 2.3 Soit x dans Lc(Γ), posons s(x) = (si)i≥1.
Les assertions suivantes sont équivalentes :
(i) Le point x est géométriquement mal approché.
(ii) Il existe un entier r > 0 tel que si si ∈ {p±1} alors il existe 1 ≤ j ≤ r
tel que si+j ∈ {h±1} .
Démonstration.
non (ii) ⇒ non (i). Soit (ai)i≥1, la suite de {pZ∗ ,h±1} construite à partir de
s(x) en regroupant les puissances consécutives de p et de p−1. Une telle suite
vériﬁe : ai 6= a−1i+1, si ai ∈ pZ∗ alors ai+1 ∈ {h±1} et lim
n→+∞
a1...an(z) = x
pour tout z ∈ D(Γ). Supposons qu'il existe une sous-suite (aik)k≥1 de (ai)i≥1,
telle que aik = p
rk avec lim
k→+∞
| rk |= + ∞. Posons γk = a1...aik . Soit z
appartenant à (∞ x) ∩ D(Γ), on a lim
k→+∞
γ−1k (z) = ∞. Par ailleurs γ−1k (x)
appartient à D(h) ∪ D(h−1), donc pour tout t > 0, il existe n > 0 tel que :
[γ−1n (z),γ
−1
n (x)) ∩Ht 6= φ. Ceci montre que pi([z,x)) n'est pas borné et donc,
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d'après la propriété 2.2(ii), que x n'est pas géométriquement mal approché.
non (i)⇒ non (ii). Supposons que x ne soit pas géométriquement mal appro-
ché. Soit z sur (∞ x) d'après la propriété 2.2(ii), le rayon pi([z,x)) n'est
pas borné. Il existe donc une suite tn → + ∞ et (γn)n≥1 dans Γ telles
que : γn([z,x)) ∩ Htn 6= φ. On peut supposer que γn n'appartient pas à
Γ∞ pour tout n ≥ 1. Les géodésiques (γn(∞ x))n≥1 sont donc des demi-
cercles et la suite de leurs rayons euclidiens tend vers + ∞. On a donc
lim
n→+∞
| γn(∞) − γn(x) | = + ∞. L'alphabet {p±1,h±1} étant ﬁni, quitte à
extraire une sous-suite de (γn)n≥1, on peut supposer que γn = c1...cln avec :
ci ∈ {p±1,h±1},ci+1 6= c−1i et (`n)n≥1 strictement croissante. Soit k0 le plus pe-
tit k ≥ 1 tel que ck0 appartienne à {h±1}. On peut supposer que k0 = 1. Les
points γn(∞) appartiennent donc à (D(h)∪D(h−1))∩H(∞) qui est compact.
Puisque lim
k→+∞
| γn(∞) − γn(x) | = + ∞ nécessairement : lim
n→+∞
γn(x) = ∞.
On a z = lim
k→+∞
s1...sk(z) avec z dans D(Γ). Supposons qu'il existe une sous-
suite (γnp)p≥1 telle que : γ
−1
np 6= s1...slnp . Dans ce cas γnp(x) appartient à
D(h)∪D(h−1) et donc (γnp(x))p≥1 ne converge pas vers∞, ce qui est contra-
dictoire. Par conséquent il existe N1 > 0 tel que γ−1n = s1...sln pour tout
n ≥ N1. Ainsi γn(x) appartient à D(s`n+1) et s`n+1 appartient à {p±1} pour
n ≥ N1. La suite (s−1`n+1 γn(x))n≥N1 converge également vers∞ et s−1`n+1 γn(x))
appartient à D(s`n+2) donc il existe N2 ≥ N1 tel que s`n+2 = s`n+1 ∈ {p±1}
pour tout n ≥ N2. En réitérant ce raisonnement, on obtient que pour tout
k > 0, il existe Nk > 0 tel que : s`n+1 = s`n+2 => ...s`n+k ∈ {p±1} quelque
soit n ≥ Nk. La propriété (ii) n'est donc pas satisfaite. 
On déduit de cette proposition le corollaire suivant.
Corollaire 2.4 Soit Γ est un groupe fuchsien non élémentaire géométri-
quement ﬁni, contenant une translation non triviale, tel que L(Γ)−Lc(Γ) =
Γ(∞). L'ensemble des points géométriquement mal approchés (resp. qui ne
sont pas mal approchés) de Lc(Γ) est inﬁni et non dénombrable.
Démonstration.
Considérons un générateur p du stabilisateur de l'∞ dans Γ et une isomé-
trie hyperbolique h dans Γ tels que G = < p,h > soit un groupe de Schottky.
D'après la proposition 2.3, l'ensemble des points géométriquement mal ap-
prochés est en bijection avec les suites inﬁnies irréductibles de {p±1,h±1} dont
le nombre de p (ou p−1) consécutifs est uniformément borné. Cet ensemble
(et son complémentaire) est donc inﬁni et non dénombrable. Montrons qu'un
point géométriquement mal approché (resp. qui n'est pas géométriquement
mal approché) relativement à G, l'est aussi (resp. ne l'est pas) relativement
à Γ. Soient x un tel point et z dans H. L'image de [z,x) par la projection sur
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G\H est bornée donc celle sur Γ\H l'est aussi, ce qui montre que x est géomé-
triquement mal approché relativement à Γ. Si maintenant x n'est pas géo-
métriquement mal approché relativement à G, il existe une suite tn → + ∞
et (gn)n≥1 dans G−G∞ telle que : gn([z,x))∩Htn 6= φ. Donc hΓ/H(x) = 0. 
3 Démonstrations géométriques des théorèmes B et C.
Posons Γ = PSL(2,Z). On rappelle que : Lc(Γ) = R − Q, Γ(∞) = Q ∪
{∞} et que, si x est un irrationnel la quantité ν(x) est déﬁnie par : ν(x) =
Inf {c > 0/il existe une inﬁnité de p ∈ Z et q ∈ N∗ veriﬁant | x− p
q
| ≤ c
q2
}.
Soit γ(z) = pz+p
′
qz+q′ avec p,q,p
′,q′ ∈ Z,q > 0, et pq′ − p′q = 1 ; l'image par γ de
l'horocycle Ht est tangent en γ(∞) = pq à H(∞) et son rayon euclidien est
1
2tq2
. Ainsi | x− p
q
| ≤ c
q2
équivaut à : (∞ x)∩γ H 1
2c
6= φ. Donc ν(x) = 1
2 hS(x)
,
avec par convention ν(x) = 0 si hS(x) = + ∞. Ceci montre que les notions
géométriques et arithmétiques de points mal approchés coïncident.
Soit γ une isométrie hyperbolique de PSL(2,Z), puisque hS(γ+) = hS(γ−γ+),
hS(γ
+) est un réel strictement positif autrement dit γ+ est géométriquement
mal approché. D'après la propriété II.3.6, les réels γ+ correspondent aux
réels quadratiques. On retrouve ainsi le fait que les réels quadratiques sont
arithmétiquement mal approchés.
Soit x un irrationnel positif, analysons en fonction de son développement en
fractions continues [n0;n1,n2...) de x, la ﬁnitude de hS(x). Comme hS(γ(x)) =
hS(x) pour tout γ dans PSL(2,Z), on peut supposer que x appartient à
]0,1[ ∩ (R−Q).
Le théorème suivant est énoncé dans l'introduction. Pour le démontrer nous
adoptons le point de vue géométrique développé jusque-là.
Théorème B 3.1 Soit x un irrationnel de ]0,1[, notons [0;n1,n2...) son
développement en fractions continues. Les assertions suivantes sont équiva-
lentes :
(i) La suite (ni)i≥1 est bornée.
(ii) Le réel x est mal approché.
Démonstration.
non (i) ⇒ non (ii). Soit i ≥ 2, posons γi = T n1−1 ...T ni−1−1 , si i est pair et
γi = T n1−1 ...T ni−11 ◦ s, avec s(z) = − 1z , sinon. On rappelle que s T−1S =T −11 . Dans le premier cas, γ−1i (∞) est le rationnel −[0;ni−1,ni−2,...,n1] et
γ−1i (x) admet pour développement en fractions continues [ni;ni+1,...). Dans
le second cas, γ−1i (∞) est le rationnel [0;ni−1,...,n1] et γ−1i (x) admet pour
développement −[ni;ni+1,...). Dans tous les cas | γ−1i (∞) − γ−1i (x) | ≥ ni,
donc γ−1i (∞ x)∩Hni2 6= φ. Les matrices associées à T n1 et T m−1 pour n,m ∈ N∗
sont à coeﬃcients entiers positifs donc lim
i→+∞
c(γi) = + ∞. Supposons que
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(ni)i≥1 ne soit pas borné. Pour tout t > 0, il existe une sous-suite (nik)k≥1
telle que nik ≥ 2t. On a alors : (∞ x)∩γik(Ht) 6= φ et lim
k→+∞
c(γik) = +∞. Par
conséquent, hS(x) ≥ t pour tout t > 0 et donc x n'est pas géométriquement
mal approché.
non (ii)⇒ non (i). Supposons que x ne soit pas mal approché, d'après la pro-
priété 2.2, le rayon pi([i,x)) n'est pas borné. Pour tout entier k ≥ 1, il existe
donc γk dans PSL(2,Z) vériﬁant lim
k→+∞
c(γk) = +∞ et [γ−1k (i),γ−1k (x))∩Hk 6=
φ. Soit y l'extrémité diﬀérente de x de la géodésique portant le rayon [i,x).
La géodésique (γ−1k (y)γ
−1
k (x)) rencontre au moins 2k − 1 lignes de Farey
verticales consécutives : T mk+11 (0 ∞),T mk+21 (0 ∞),...,T mk+2k−11 (0 ∞). Par
ailleurs, lim
k→+∞
γ−1k (i) = y donc, il existe K > 0 tel que : [γ
−1
k (i),γ
−1
k (x)) ∩
T mk+j1 (0 ∞) 6= φ pour tous k ≥ K et 1 ≤ j ≤ 2k− 1. On en déduit que [i,x)
rencontre les lignes de Farey γk T mk+11 (0 ∞),γk T mk+21 (0 ∞),...,γkT mk+2k−11
(0 ∞) pour k ≥ K. Par construction des fractions continues (voir II.3), il
existe ni, tel que ni ≥ 2k − 1. 
Remarque 3.2 En reprenant le raisonnement utilisé pour montrer non (i)
⇒ non(ii), nous obtenons que si le développement en fractions continues de
x contient une inﬁnité d'entiers (nik)k≥1 vériﬁant : nik ≥ N , où N est un
entier ﬁxé strictement positif, alors hS(x) ≥ N2 .
Revenons au cas général, d'après le théorème 1.2, il existe k > 0 tel
que pour tout x dans Lc(Γ) on a hS(x) ≥ k. Intéressons-nous à la borne
inférieure, notée H(Γ), de l'ensemble {hS(x)/x ∈ Lc(Γ)}. Calculons explici-
tement H(PSL(2,Z)).
Théorème 3.3 La constante H(PSL(2,Z)) est égale
√
5
2
et est atteinte par
le nombre d'or N .
De plus, l'ensemble des irrationnels vériﬁant : hS(x) =
√
5
2
est réduit à l'orbite
de N sous PSL(2,Z). Si x n'appartient pas à cette orbite, hS(x) ≥ 43 .
Démonstration.
Soit γ une isométrie hyperbolique de PSL(2,Z). D'après la propriété 2.1,
on a : hS(γ−γ+) = hS(γ+) et
hS(γ
−γ+) = sup
g∈PSL(2,Z)
| g(γ−)− g(γ+) |
2
.
Par un simple calcul on obtient :
hS(γ
−γ+) = sup
g∈PSL(2,Z)
√
(trγ)2 − 4
2c(gγg−1)
.
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Puisque γ et gγg−1 sont des isométries hyperboliques de PSL(2,Z), né-
cessairement | c(gγg−1) | ≥ 1 et | tr γ | ≥ 3. Ainsi hS(γ−γ+) ≤
√
5
2
. Re-
marquons que : hS((T1 T−1)+) =
√
5
2
. Il reste donc à montrer que pour tout
x irrationnel hS(x) ≥
√
5
2
. Puisque hS(γ(x)) = h(x), on peut se restreindre
au cas où x est un irrationnel de ]0,1[. Notons [0;n1,n2,n3...) son développe-
ment en fractions continues. S'il y a une inﬁnité de termes ni ≥ 3, d'après
la remarque 3.2, hS(x) ≥ 32 et donc hS(x) >
√
5
2
. Sinon quitte à remplacer
x par γx, deux cas se présentent : ou bien ni = 1 pour tout i ≥ 1, ou bien
ni ≤ 2 pour tout i ≥ 1 et il existe une suite (nik)k≥1 telle que nik = 2. Dans
le premier cas x = (T−1 T1)+ donc hS(x) =
√
5
2
, dans le second cas posons
γk = T n1−1 T n21 ...T nik−1−1 si ik est pair et γk = T n1−1 T n21 ...T nik−11 ◦s si ik est impair.
On a alors : | γ−1k (x)−γ−1k (∞) | = | [nik ;nik+1,nik+2...) + [0;nik−1,nik−2...n1] |.
Posons Ak = [0;nik+1,...) et Bk = [0;nik−1,...n1]. On a Ak ≥ 13 et Bk ≥ 13
donc
|γ−1k (x)−γ−1k (∞)|
2
≥ 4
3
. Ainsi : hS(x) ≥ 43 >
√
5
2
. 
On déduit de ce théorème et de la relation : ν(x) = 1
2hS(x)
, le théorème C
énoncé dns l'introduction.
Corollaire 3.4 (Théorème C).
sup
x∈R−Q
ν(x) =
1√
5
.
Commentaires
Pour une introduction à la théorie des approximations diophantiennes et
les démonstrations des théorèmes A, B, C, nous conseillons au lecteur les
livres de Khintchin ([Kh]), Rademacher ([R]) ou Cassels ([C]).
L'approche géométrique des nombres que nos exposons dans ce chapitre
permet de démontrer d'autres résultats classiques, notamment sur le spectre
de Markov, et de les interpréter géométriquement ([H], [S4]).
L'aspect métrique, comme le théorème de Khintchin, n'a pas été abordé
mais peut être aussi traité par cette approche ([Su], [S-V], [Pa]).
Les résultats que nous démontrons ici s'étendent aux quotients de variétés
de Hadamard par des groupes fuchsiens ([H-P]).
Enﬁn, dans le même esprit, la théorie des approximations diophantiennes
dans Rn est reliée à des systèmes dynamiques sur les espaces homogènes
SL(n,Z)\SL(n,R). De nombreux travaux portent sur ce sujet, le livre de A.
Starkov [St2] en propose une synthèse.
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