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The development of redox flow battery (RFB) technologies has attracted considerable attention in recent 
years. Redox flow batteries are electrochemical energy storage devices that operate as flowing systems. 
Unlike what is possible in conventional batteries, the ability to size the electrolyte storage tanks and 
electrodes separately enables the battery energy and power capacities to be decoupled and these important 
properties to be designed and scaled independently. Such systems are particularly attractive for large-scale 
grid energy storage, especially in conjunction with intermittent energy generation from renewable sources. 
As RFBs move from research and development to commercial adoption, the use of mathematical models 
becomes increasingly important for design and analysis of these systems and is indispensable for ensuring 
their success. Most RFB modelling to date has focused on the all-vanadium RFB, although novel RFBs are 
continuously investigated and developed. One such novel RFB is the all-iron all-soluble aqueous RFB that is 
the focus of the present work. This RFB makes use of iron-cyanide (Fe(II)-CN/Fe(III)-CN) and iron-
triethanolamine (Fe(II)-TEOA/Fe(III)-TEOA) redox couples in alkaline aqueous solutions. Both redox couples 
have fast kinetics and the use of high-pH conditions mitigates the loss of current efficiency due to the 
hydrogen evolution side reaction.   
A model has been developed in the present work for the novel all-iron all-soluble aqueous redox flow battery 
presented by Gong et al. It is the first model to be developed for this RFB. The transient two-dimensional 
model considers transport of all redox species in the two electrode compartments using porous electrode 
theory. The side reaction involving the oxidation of TEOA following its permeation across the ion exchange 
membrane to the positive side is investigated and incorporated into the model. The hydrogen evolution 
reaction is also incorporated in the model. Parameter values are obtained from literature where available; 
the remainder of these values are obtained from fitting of the voltage-time curves for charge and discharge 
to published experimental data. A simulation of a sequence of repeated charge-discharge cycles is conducted 
and compared with experimental data. The RFB capacity and current efficiency are stable over this duration, 
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which is consistent with experimental observations in the original study. The model has been shown to fit the 
available experimental data well and describe the behaviour of the RFB. The electrode potentials and 
reactant species concentrations are found to remain fairly uniform, indicating facile mass transport within 
the electrode. Recommendations are also made on future experimental and modelling work that can be 
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The global energy landscape is currently evolving due to sustainability and climate change concerns from 
both policymakers and the public. The effort to reduce our dependence on fossil fuels for energy 
production has necessitated the development and utilization of renewable and non-carbon-emitting 
energy generation technologies. Many such technologies to address this demand exist, but face a 
number of drawbacks. Nuclear energy is capable of high constant power output, but its output cannot 
be easily reduced or increased to adapt to short-term fluctuations in demand.1 In addition, the hazards 
and costs associated with nuclear power plants and storage of their long-lived radioactive waste can 
make them undesirable to residents in their vicinity.2 Photovoltaic solar energy is a popular and 
renewable power source but suffers due to the intermittency of its output; energy production does not 
occur at night and during periods of low sunlight. Wind energy is another popular, but intermittent, 
source of renewable energy since it obviously cannot be produced when little or no wind occurs.  
Overcoming the intermittent nature of wind and solar energy production would likely improve the 
feasibility of their widespread adoption and inclusion into the energy supply mix. This could be 
accomplished with the implementation of energy storage technologies capable of storing renewable 
energy as it is generated and releasing it as needed. Beyond increasing the exploitation of these 
renewable sources, grid energy storage can play a role in improving the economics of power generation 
by storing electricity during off-peak times when demand is lower and then releasing electricity during 
peak times when demand is higher. Pumped hydro-energy is currently the dominant technology for 
energy storage for use in the electrical grid. It operates by using electricity to pump water to an elevated 
reservoir where its potential energy can later be extracted using a hydroelectric generator.3 This method 
of energy storage is limited by geographical constraints since it requires existing hydroelectric 
infrastructure to be available. Electrochemical energy storage technologies such as batteries are also 
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currently used in grid storage applications. In the United States, installed capacity for large-scale battery 
storage was 869 MW at the end of 2018.4 In Canada, the installed capacity for grid battery storage was 
estimated at 26.4 MW in 2019. Lead-acid batteries have been the most widely used type for these 
existing energy storage applications. Other battery-based storage systems include lithium-based, 
sodium-nickel-chloride, and sodium-sulfur batteries.5 These electrochemical systems can reliably store 
and produce electrical power directly. A variety of other technologies that are not as widely used for 
grid energy storage include flywheels, compressed air storage, hydrogen storage, and power-to-gas 
storage.1,6–8 
Conventional batteries that are used in grid applications are hindered by the fact that scale-up of their 
power capacity is strongly coupled to the scale-up of their energy capacity. The typical configuration of a 
battery system consists of several cells connected in series to achieve a desired voltage and many such 
sets connected in parallel to achieve a desired power output capacity. A battery can thus be thought of 
as an array of connected cells. The energy capacity of a cell depends on its volume and the 
concentration of the electrochemical species contained within it. The cell is also constrained by 
properties such as electrode kinetics, thickness, porosity, and area with respect to its maximum power 
output.9–11 The consequence of these characteristics is that the maximum power output of a 
conventional battery is coupled to its energy capacity. Thus, in many practical situations, either the 
power output or energy capacity must be overdesigned. This can result in higher costs due to 
unnecessary electrochemical reactants or electrode materials, which can affect the economic feasibility 
of such storage systems. Redox flow batteries have been investigated as a potential solution to this 
drawback.   
As in the case of conventional batteries, redox flow batteries use electrical energy to drive 
electrochemical reactions at electrodes and vice versa. What differentiates redox flow batteries is that 
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they operate as flowing systems, with the electroactive species contained in an electrolyte that flow 
between storage tanks and electrodes. A schematic for a typical all-vanadium redox flow battery is 
shown in Figure 1.1. 
 
Figure 1.1: Schematic of a typical redox flow battery. Reproduced from Lucas and Chondrogiannis12 with 
permission from Elsevier. 
At each electrode, electrochemical reactions either store energy in the battery or extract energy from 
the battery. The properties of the electrode, electrode reactions and operating conditions determine the 
maximum power output of the battery. The energy capacity, on the other hand, is determined entirely 
by the volume of the electrolyte and concentration of electroactive species. Consequently, the 
parameters that affect the energy capacity and power output are decoupled in a redox flow battery.13 
This has the potential to make flow battery systems more attractive than their conventional alternatives 
in large-scale applications such as grid energy storage. Redox flow batteries have been deemed feasible 
for a variety of on-grid and off-grid energy storage applications, particularly in tandem with renewable 
energy from such sources as wind and solar.13–16 Redox flow battery stacks do not have high energy 
densities in comparison to many conventional batteries such as lithium-ion and are thus better suited to 
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large-scale stationary applications such as grid energy storage, where a larger size is less of a 
drawback.13   
Redox flow batteries use redox reactions to store and extract electrical energy from chemical reactants 
similar to those of other batteries. Several different combinations of redox reactions have been 
investigated for flow battery applications. Factors influencing the effectiveness of redox reactions used 
in flow batteries include reactant safety, electrode material, cell potential, side reactions, cost of battery 
materials and reactants, coulombic efficiency, and energy efficiency. Many of the aqueous-based redox 
reactions that have been considered for use in flow batteries involve transition metals, frequently in 
acidic electrolytes to maintain their solubility. A drawback to using an acidic electrolyte is the fact that 
this facilitates the hydrogen evolution reaction (HER) at the negative electrode during charge. With 
respect to redox flow batteries, hydrogen evolution is considered an undesirable side reaction; protons 
are reduced to hydrogen gas, consuming electrons that would otherwise go to the desired redox 
reaction(s). Since the hydrogen gas cannot be oxidized back to protons by the electrode during 
discharge, the charge consumed by the HER is not recoverable and constitutes a loss of current 
efficiency (CE), which is defined as the ratio of the charge transferred from the battery during discharge 
to the amount originally transferred to the battery during charge.  
The transition metals used in redox flow batteries can be expensive, resulting in significant up-front 
capital costs when assembling these batteries in large-scale installations. This cost consideration is an 
important factor in determining the commercial feasibility of different redox reactions in flow battery 
applications. Not surprisingly, efforts have been made to use relatively inexpensive and abundant redox 
species, such as iron. Iron-based flow batteries have an advantage over many other redox flow batteries 




An all-iron, all-aqueous, redox flow battery has recently been developed and studied by Gong et al.17 
This battery system makes use of iron-cyanide and iron-triethanolamine redox couples at the positive 
and negative electrodes, respectively, as shown in eqs (1.1) and (1.2). The formal potentials for the two 
reactions determined by Gong et al.17 are also provided below. It should also be noted that TEOA refers 
to triethanolamine ((CH2OHCH2)3N) in eq (1.2).  
[Fe(CN)6]
3− + 𝑒− ⇌ [Fe(CN)6]
4−   Eo’= 0.48V (SHE)    (1.1) 
[Fe(TEOA)(OH)]− + 𝑒− ⇌ [Fe(TEOA)(OH)]2−   Eo’= –0.86V (SHE)   (1.2) 
This system has a number of advantages that make it attractive as a potential energy storage 
technology. First, this battery operates with redox reactions that involve iron complexes in alkaline 
electrolytes. The high pH of the electrolytes greatly reduces the danger of hydrogen evolution as a side 
reaction, resulting in relatively high current efficiency. Additionally, as an iron-based redox flow battery, 
this system does not require relatively expensive and scarce metals such as vanadium or cerium in its 
electrolyte. Furthermore, unlike many other all-iron redox flow batteries, the system proposed by Gong 
et al.17 is not a hybrid flow battery; solid metal deposition and dissolution do not take place, allowing for 
complete decoupling of the power and energy capacities. Finally, the fast electrode kinetics of both 
redox couples removes the need for catalysts and enable the usage of simple carbon paper electrodes. 
These advantages make a case for further research and development of this flow battery technology. 
Modelling of this battery system constitutes one such area of research that can be used to better 
understand it. Such a model would help provide a qualitative understanding of the underlying 
mechanisms and phenomena that affect battery performance, as well as the quantitative effects of 
operating conditions and system parameters on the battery performance. 
Redox flow batteries can be modelled using many of the same equations that apply to conventional 
battery systems. Numerical methods such as the finite element method (FEM) can be used to solve the 
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system of partial differential equations that describe the operation of flow battery systems. Models that 
accurately describe the behaviour of chemical systems such as flow batteries are valuable as they allow 
operators and engineers to design and simulate these systems under various operating conditions. The 
primary objective of the present work is the formulation and validation of a Multiphysics model for the 
novel all-iron all-soluble aqueous RFB that has been developed by Gong et al.17 While many RFB models 
exist for other RFB systems, as described in Chapter 3, no existing models for this recently-developed 
and attractive system have been reported. Lower-level objectives of the work include determination of 
the side reactions that occur and how they can be modelled, fitting of parameter values, and analysis of 
system behaviour such as potential and concentration profiles. The present work details the 
development and numerical solution of a model for the redox flow battery presented by Gong et al.,17 
implemented in the COMSOL Multiphysics FEM software.  
Chapter 2 provides a basic primer on RFB systems, focusing on how they operate and how they are 
characterized. Chapter 3 provides a review of the available literature regarding the state-of-the-art for 
RFB systems and models, including literature relating to the present RFB system. Chapter 4 outlines the 
model formulation, theory, and assumptions. This includes constitutive equations and boundary 
conditions, as well as FEM solver and meshing details. Chapter 5 discusses the many model parameters 
and how their values are obtained. Chapter 6 presents the major results of the model including its fit to 
the experimental data, spatial profiles for reactant concentration and potentials, and cycling behaviour. 
Chapter 7 states the conclusions of the work and makes recommendations for further development of 





2.1 Redox Flow Battery Operation 
 
2.1.1 Redox Flow Battery Components  
 
During discharge of an RFB, spontaneous redox reactions at the two electrodes cause electrical current 
to flow through an external circuit; during charge, electrical energy is supplied to drive the redox 
reactions in the reverse direction so that the discharge cycle can be repeated. A redox flow battery is 
made up of several components, which can differ somewhat depending on the type of battery. Figure 
2.1 presents a more detailed schematic of a typical all-vanadium RFB.   
 
Figure 2.1: Detailed schematic of all-vanadium RFB. Reproduced from Yin et al.18 with permission from 
Elsevier. 
A soluble aqueous redox flow battery system, such as the one described in the present work, is a 2-
compartment cell that typically consists of porous electrodes, current collectors, ion exchange 
membrane, electrolytes, tanks, pumps, and tubing. The positive and negative electrolytes are aqueous 
solutions of the reactants and additives necessary for the redox reactions to proceed at the positive and 
negative electrodes, respectively. The porous electrodes are the components of the RFB where the 
reduction and oxidation reactions occur; electrons flow between each electrode and its associated 
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reactants, resulting in oxidation or reduction of the reactants during charge and discharge. Each porous 
electrode makes electrical contact with a current collector, allowing the electrons to flow into and out of 
the electrodes from the external circuit during charge and discharge. Both electrolytes are stored in 
separate tanks and pumped through tubing into the inlets of their corresponding electrodes. Each 
electrolyte flows through a porous electrode, undergoing redox reactions before leaving through an 
outlet and being pumped back into their storage tank. Sometimes, the current collectors are designed 
with three-dimensional indentation patterns that serve as channels to influence the flow of electrolyte 
through the battery and enhance battery performance.18 In some systems, these flow channels are  
instead imparted into bipolar plates that are fixed between the current collectors and porous 
electrodes.19 The ion exchange membrane separates the positive and negative electrolytes and blocks 
most ions from crossing over from one side to the other while allowing the selective permeation of 
certain charge carriers to carry the current through the battery. These ion exchange membranes can 
generally be categorized as cation-exchange membranes (CEM) and anion-exchange membranes (AEM). 
Cation-exchange membranes such as Nafion are frequently used in RFB applications, particularly under 
acidic conditions. These membranes contain fixed negatively-charged functional groups that are 
intended to allow the passage of cations, typically protons. Anion-exchange membranes are not as 
widely used in RFB applications, although their use has become more common in recent years since they 
have some advantages over CEMs, such as lower crossover of undesired redox species.20 
2.1.2 Charge and Discharge 
 
In a redox flow battery, the main half-cell reactions at each electrode determine which electrode is 
positive and which electrode is negative. The half-cell reaction at the positive electrode operates at a 
more positive potential than that of the negative electrode reaction, indicating that the redox species at 
the positive electrode has a greater tendency to undergo reduction; conversely, the redox species at the 
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negative electrode has a greater tendency to undergo oxidation. When the two half-cell reactions occur 
together within a battery, a potential difference exists across the electrodes as a result of this difference 
in tendency to undergo reduction or oxidation. During discharge, the electrode reactions proceed 
spontaneously in their thermodynamically favoured directions: the positive electrode reaction proceeds 
cathodically and the negative electrode reaction proceeds anodically. The favourable thermodynamics 
enables electrical energy to be extracted from the system and utilized on an electrical load. During 
charge of the battery, the two main half-cell reactions are each driven in the direction opposite to that 
during discharge; the reaction with the higher potential is oxidized during charge, while the reaction 
with the lower potential is reduced. An external supply of electrical energy is required to drive these 
reactions since they are thermodynamically unfavourable and do not occur spontaneously.  
2.1.3 Operating Conditions 
 
The operating conditions of redox flow batteries can vary widely depending on the particular chemistry 
and application. Several operating parameters are applied to control the behaviour of flow battery 
systems, including the mode and current density during charge-discharge cycling, electrolyte volumes 
and flow rates, and operating temperature.  
Charge and discharge of redox flow batteries can be carried out using either galvanostatic and/or 
potentiostatic modes.21–23 When a battery is charged and discharged in the galvanostatic mode, the 
current is the controlled input and voltage is the monitored output. Galvanostatic charge curves are 
usually generated during the characterization of redox flow batteries. When a battery is charged and 
discharged in the potentiostatic mode, the cell voltage is the controlled input and current is the 
monitored output. This mode of operation is less common, but is still used in some RFB research, 
especially as an addition to galvanostatic cycling. Galvanostatic cycles are usually described in terms of 
the applied current density (or current) at which the battery is charged and discharged and the length of 
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charge and discharge, as controlled by the duration of time or specific charge/discharge voltage 
thresholds. Threshold voltages correspond to the maximum and minimum allowable voltages to which 
the battery can be charged and discharged, respectively. Under this scheme, the RFB is charged at a 
constant current until its voltage reaches an upper threshold, at which point the battery is discharged at 
the same current magnitude until its voltage reaches the lower discharge threshold. 
The capacity of a redox flow battery is determined by the quantity of redox species present in each 
electrolyte, which depends on the electrolyte volume and concentrations of redox species. Physical and 
chemical considerations such as solubility and complexation efficacy typically limit the maximum 
concentration of redox species possible in each electrolyte; thus, the maximum capacity of a redox flow 
battery primarily scales with electrolyte volume. More electrolyte volume allows for longer charge and 
discharge times at a given current density. 
The most fundamental difference in the operation of an RFB from that of a conventional rechargeable 
stationary battery is that electrolytes circulate through them from external reservoirs. The electrolyte 
flow rate is an operating parameter that affects both the transport of reactants in the battery and the 
overall efficiency of the RFB. A high flow rate of electrolyte reduces the gradient of reactant 
concentrations across the length of the electrodes, while a low electrolyte flow rate enables more 
depletion of reactant due to the longer residence time of the electrolyte in each electrode. As 
electrolyte flow rate increases, the pressure drop across each electrode also increases; consequently, 
the power required to pump the electrolyte increases as well. The more power required to pump the 
electrolyte, the lower the efficiency of the battery.  
Redox flow batteries may be operated at different temperatures to optimize performance24 or as a 
result of their utilization in different climates and seasons.25–27 The operating temperature of a flow 
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battery has an impact on many of the physical properties of the system, including the diffusion and 
reaction rates, conductivity of the electrolytes and the equilibrium potentials of the redox couples. 
2.2 Redox Flow Battery Characterization 
  
Several techniques are frequently used to characterize redox flow batteries in research. Parameters of 
interest and data that are obtained from such measurements include half-cell kinetics, diffusion rates of 
redox species, formal potentials, cell efficiencies, polarization behaviour, and cycle life.  
2.2.1 Half-Cell Kinetics 
 
The rate of a redox or half-cell reaction is dependent on the electrode potential, which is the difference 
between the electric potential on the solid side of the electrode and the potential in the electrolyte 
adjacent to the electrode. If the electrode potential is made more positive than the equilibrium 
potential of a half-cell reaction, thermodynamics dictates that the reaction proceeds in the anodic 
direction. If the electrode potential is decreased below the equilibrium potential, the reaction proceeds 
in the cathodic direction. The more the electrode potential is increased or decreased, the more the rate 
of the oxidation or reduction reaction increases, resulting in a larger magnitude of current density 
through the electrode. Half-cell kinetics refers to the relationship between electrode potential and 
redox current density for a given redox reaction. Obviously, the kinetics of both the intended charge-
transfer reactions and any side reactions play important roles in the performance of an RFB. The Butler-
Volmer and Tafel equations are two examples of models that are used to describe electrode kinetics. 
The Tafel equation is a special case of the more general Butler-Volmer equation that applies when the 
overpotential is relatively high. A number of methods can be employed to characterize electrode 




2.2.2 Redox Species Transport 
 
The transport of redox species through an electrolyte phase in a redox flow battery occurs by three 
mechanisms: diffusion, convection, and migration. The conservation of a charged species in a porous 
electrode can be expressed by eqs (2.1) and (2.2):  
𝜕(𝜖𝑐𝑖)
𝜕𝑡
+ ∇ ⋅ 𝑵𝒊 = ∑ 𝜖𝑅𝑖,𝑗𝑗           (2.1) 
𝑵𝒊 = 𝑵𝒊,diff +𝑵𝒊,mig +𝑵𝒊,con          (2.2) 
The diffusive flux for a given species is dependent on the product of its concentration gradient and 
effective diffusion coefficient, as described by Fick’s Law in eq (2.3).  
𝑵𝒊,diff = −𝐷𝑖,eff∇𝑐𝑖          (2.3) 
A larger concentration gradient leads to a faster rate of diffusion. Diffusion coefficients can be measured 
using cyclic voltammetry and the Randles-Sevcik equation, which describes the relationship between 
scan rate and peak current.  
In RFB systems, convection is usually a significant mode of reactant transport since the electrolyte is 
pumped through the battery. The convective flux of a given species is determined by the product of its 
concentration and the electrolyte velocity, as described in eq (2.4). 
𝑵𝒊,con = 𝒖𝑐𝑖           (2.4) 
The velocity profile in a redox flow battery depends on many system parameters. Depending on the flow 
conditions, different models such as Darcy’s law, the Brinkman equations, or the Navier-Stokes 
equations may be utilized to determine the velocity profiles in an RFB system.     
Migration refers to the motion of electrically charged species in an electric field that is present in a 
redox flow battery. Migration of charged species depends on the product of the electric potential 
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gradient, species concentration, ionic mobility, and species charge. The migration flux is described by eq 
(2.5).  
𝑵𝒊,mig = −𝑧𝑖𝑢𝑚,𝑖,eff𝐹𝑐𝑖∇𝜙𝑙          (2.5) 
The electric potential gradient ∇𝜙𝑙 within an electrolyte is the driving force for migration, analogous to 
the concentration gradient for diffusive transport; thus, a steeper potential gradient leads to faster 
migration of a charged species. Also, the higher the concentration, mobility 𝑢𝑚,𝑖,eff and/or charge 𝑧𝑖  of 
an ion, the more rapid is migration through an electrolyte.  
A more comprehensive and detailed discussion of the equations and boundary conditions related to 
reactant transport in porous electrodes is included in Chapter 4. 
2.2.3 Formal Potential 
 
The equilibrium potential of a redox couple depends on the chemical activity of each species involved in 
the half-cell; this relationship is described by the Nernst equation, which makes use of a standard 
reduction potential. Since it is typically easier to work with species concentrations than activities, the 
activity coefficients can be separated from the concentration-dependent term in the Nernst equation, 
resulting in a form of the Nernst equation that is expressed in terms of species concentrations. In this 
form of the Nernst equation, the standard potential and the contribution of the activity coefficients are 
combined into a new term known as the formal potential. Using the Nernst equation with a formal 
potential, the equilibrium potential of a redox couple can be conveniently estimated from the species 
concentrations. In practice, the activity coefficients vary with concentration, so this form of the Nernst 
equation provides only an approximation for the equilibrium potential of a redox couple. In RFB studies, 
formal potentials are often reported for the redox couples used for each electrode. Half-cell formal 
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The purpose of redox flow battery systems is the storage and subsequent reuse of electrical energy. 
Consequently, the efficiency of this process is crucial in evaluating the feasibility of a given RFB with 
respect to a proposed application. Three types of efficiency are commonly reported for redox flow 
batteries that aim to characterize different battery losses: current efficiency, voltage efficiency, and 
energy efficiency. These efficiencies may be defined for a single charge-discharge cycle or a sequence of 
cycles to determine how they change over time with continued operation of the RFB.  
The current efficiency is the fraction of charge transferred to the battery during charge that is recovered 
during the subsequent discharge process. Current efficiency losses are generally caused by side 
reactions that consume current during charge but are not reversed during discharge, resulting in a loss 
of recoverable charge. In acidic redox flow batteries, the reduction of H+ to hydrogen gas is a frequent 
cause of reduced current efficiency.  
The voltage efficiency corresponds to the ratio of average battery voltage during discharge to the 
average battery voltage during charge. A number of losses cause the battery voltage to be higher during 
charge than discharge. One of these is the activation overpotential, which is the difference between the 
electrode potential and the equilibrium potential due to barriers associated with the electrode kinetics 
of a redox reaction. This component increases with current density. The activation overpotential always 
constitutes a loss of voltage efficiency in a battery at both electrodes and during both charge and 
discharge. In addition to activation overpotential, ohmic losses are responsible for reduced voltage 
efficiency. Ohmic losses occur as a consequence of the resistance to charge transport in a specific 
medium and irreversibly convert electrical energy to heat. Ohmic losses can occur across electrodes, 
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current collectors, electrolytes, and membranes and are generally proportional to the operating current 
of an RFB, assuming that resistances remain constant. The ohmic resistance across an electrolyte is 
dependent on its conductivity 𝜅, inter-electrode spacing 𝑑electrolyte and electrode area 𝐴electrode. The 
expression given below in eq (2.6) corresponds to the case of 1-dimensional current flowing between 
two planar electrodes with the same area. This expression shows that lower resistance is favoured by 
higher conductivity, larger electrode area, and smaller inter-electrode spacing. The voltage drop due to 




          (2.6) 
The voltage drop across a membrane can often be modelled as being simply ohmic, but more 
comprehensive models make use of more advanced transport mechanisms, such as those involved in 
electrolytes. Resistance to transport of reactants to and from the electrodes can also lead to voltage 
losses during charge and discharge, known as concentration overpotential, when reactant concentration 
at an electrode surface differs from its concentration in the bulk electrolyte. The concentration 
overpotential becomes especially significant when operating at higher current densities.32,33 
Energy efficiency is a good overall measure of the capability of an RFB to perform its intended function 
of energy storage. This efficiency metric is the ratio of energy extracted during discharge to the energy 
input during charge. The energy efficiency of an RFB is equivalent to the product of the charge and 
voltage efficiencies. While the energy efficiency is a good overall measure of the performance of an RFB, 
the current and voltage efficiencies are more useful for identifying specific problems and potential for 
further improvement. An RFB with a low voltage efficiency may have sluggish kinetics, poor electrical 
contact between components, high membrane resistance to charge carriers, or any combination of 
these problems. When an RFB exhibits low current efficiency, it can usually be attributed to irreversible 
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side reactions. The first step to identifying these problems often begins with the determination of these 
efficiencies.  
2.2.5 Polarization Plots 
 
Since it is important to determine the optimum operating current for an RFB, it is useful to obtain its 
polarization curve. Polarization curves, which are routinely used to characterize other batteries and fuel 
cells, display the cell voltage as a function of operating current density; they can be used to identify the 
source of the voltage losses that are dominant at different current densities. As shown in Figure 2.2, 
losses due to activation overpotential are dominant at lower current densities. However, at 
intermediate current densities, the situation begins to change and ohmic losses now overtake the 
activation losses. Eventually, when the current density becomes high enough, transport of redox species 
to/from the electrode begins to have an impact and eventually becomes the main factor limiting battery 
performance. 
 




2.2.6 Cycle Life 
 
In order to be successfully deployed for grid storage applications, RFBs should be capable of operating 
for many charge-discharge cycles without performance deterioration to be competitive with existing 
energy storage technologies. For this reason, it is very common for studies to include an evaluation of 
the cycle life and capacity fade of the battery system. In these experiments, the RFB is subjected to a 
number of repeated charge-discharge cycles either for a constant period of time or between some pre-
determined threshold voltages, while the resulting battery voltage is monitored. The various efficiencies 
of the RFB may be determined during each cycle to monitor any changes in the battery performance 
over time. The occurrence of side reactions and other undesirable phenomena in the battery may serve 
to cause an imbalance between the redox species concentrations in the two electrolytes, leading to a 
reduction in charge capacity that is known as capacity fade. Rebalancing of RFB systems, whereby the 
concentrations of the reactants in the electrolytes are adjusted to counteract the imbalance and reduce 










3 Literature Review 
 
3.1 Redox Flow Battery Development 
 
3.1.1 Conventional Soluble Metal RFBs 
 
Redox flow batteries have been investigated for many decades after their concept was first patented in 
the late 1940s.41,42 Early redox flow batteries such as the iron-chromium system made use of redox 
couples consisting of multivalent transition metal ions.43 While the iron-chromium RFB is still being 
actively studied,44,45 numerous other aqueous electrolytes based on metal cations have been 
investigated as alternatives. These conventional aqueous redox flow batteries do not typically undergo 
phase changes, with the reactions occurring homogeneously in the liquid phase within porous 
electrodes. Recently, iron-chromium RFBs have been able to achieve energy efficiencies as high as 80.5% 
at 480 mA/cm2 with high electrode compression resulting in altered porosity and transport properties,46 
as high as 80.7% at a current density of 320 mA/cm2 using interdigitated flow fields,47 and as high as 
79.6% at a current density of 200 mA/cm2 using serpentine flow fields.48 Other approaches to RFB 
performance improvement that have been applied to iron-chromium RFB systems include optimizing 
electrolyte composition and modifying graphite electrodes with SiO2 which have yielded energy 
efficiencies of 81.5% and 79.66%, respectively, at 120 mA/cm2.49,50 The membrane thickness in the iron-
chromium RFB has also been optimized, with the finding that Nafion 212 membranes outperform the 
thicker Nafion 115 and 117 membranes.51 The all-vanadium redox flow battery (VRFB), which has been 
the most heavily studied conventional RFB system, makes use of soluble vanadium in four different 
oxidation states in the positive and negative electrode reactions. A VRFB that was operated at a very 
high current density of 600 mA/cm2 demonstrated very stable operation over the course of 20,000 
cycles with an energy efficiency of 80.83%.52 Research has been conducted on different modified 
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membranes for VRFBs such as sulfonated poly(ether ether ketone),53–56 polybenzimidazole,54,57 metal-
organic framework,58 and anion exchange membranes55,59 to improve performance. The capacity and 
efficiencies of VRFBs have also been improved by optimizing electrolyte component concentrations, so 
as to improve viscosity, conductivity, and electrochemical activity.60 
Reviews of RFB studies16,61 have identified other noteworthy half-cell combinations for conventional 
RFBs including iron-vanadium,62–64 polysulfide-bromine,65–68 vanadium-cerium,69–73 vanadium-
bromine,74,75 iron-titanium,76,77 and manganese-vanadium.78,79 Although these RFBs use different half-
cell combinations, it can be seen that certain half-cell reactions such as those involving vanadium and 
iron redox couples have been commonly used in these novel flow batteries.  
3.1.2 Hybrid RFBs 
 
In conventional RFB systems, all the electroactive species and additives are soluble species in the liquid 
phase. In these RFBs, redox species are oxidized and reduced while remaining dissolved in the 
electrolyte phase. However, hybrid RFB systems operate on the basis of redox reactions involving at 
least one phase change such as solid metal deposition from the liquid phase and dissolution of solid 
metal from the liquid phase. With the exception of this phase change, hybrid RFBs function in the same 
manner as conventional redox flow batteries: electrode reactions occur at each electrode as flowing 
electrolytes transport reactants and products to and from the electrodes. Examples of redox couples 
that feature this type of phase change include the Fe2+/Fe(s) and Zn2+/Zn(s) redox couples. It should be 
noted that one of the consequences of such a phase change is that hybrid RFBs lose one of the 
advantages of conventional RFBS in that their power and energy are no longer completely decoupled 
from one another. The deposition of metal onto one or more electrodes modifies the electrode(s); the 
amount of metal deposited is proportional to the amount of charge, and therefore energy, stored. 
Although practical hybrid RFBs using planar electrodes are designed so that the phase change reactions 
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do not cause significant flow problems, the allowable energy capacity of such batteries has a theoretical 
upper limit that does not exist in conventional RFBs, which is determined by the point at which too 
much metal is deposited for electrolyte flow to be maintained. Additionally, the use of porous 
electrodes has been investigated for metal plating in hybrid RFBs and found to lead to some flow 
problems due to the deposition.80,81 The amount of metal that can be deposited depends on the size of 
the electrode; a larger electrode is able to support more metal deposition without significant loss of 
performance than a smaller electrode. For this reason, the size of an electrode intended for metal 
deposition has constraints based on energy capacity as well as power capacity; this differs from 
conventional RFBs, where the energy density is determined entirely by the size of the electrolyte storage 
tanks and solubility of the electroactive species, both of which have no effect on its power density. An 
additional difference between conventional RFBs and hybrid RFBs is the difference in available flow 
configurations. While conventional RFBs typically employ porous flow-through electrodes, where the 
electrolyte can flow through the pores in the electrode itself, hybrid RFBs may use porous or non-porous 
electrodes for the plating reaction.82 A non-porous planar electrode does not allow the flow of 
electrolyte through it, but instead allows the deposition of metal on its outer surface during the redox 
process. Hybrid RFBs that have attracted considerable attention include zinc-cerium,83–94 zinc-
bromine,95–100 vanadium-air,101–105 all-iron,15,106–108 and soluble lead-acid batteries.109–117  
3.2 Redox Flow Battery Models 
 
Redox flow battery modelling is an active field of research that aims to accurately simulate and optimize 
redox flow battery systems for their eventual design and operation. The models developed to date differ 
greatly with respect to their depth and accuracy; models that consider more detailed and 
comprehensive descriptions of phenomena occurring in an RFB can generally be expected to have 
greater accuracy at the expense of more computational effort. As more detailed experimental studies 
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are carried out on particular redox couple combinations, more comprehensive and hopefully accurate 
models can be developed based on the observations of their behaviour.  
3.2.1 Types of RFB Models 
 
The models for redox flow batteries can be classified based on their spatial dimensionality: zero-
dimensional (0D), one-dimensional (1D), two-dimensional (2D), and three-dimensional (3D). The 
dimensionality chosen for a model depends on the objectives and constraints of the study. For example, 
if research is being conducted on the performance of three-dimensional flow field designs then a 3D 
model is necessary, while the same 3D model may be unnecessary for the simulation of a stack of RFBs. 
RFB models may further be distinguished from one another based on whether they are dynamic or 
quasi-steady state. The latter makes use of the approximation that the change in reactant 
concentrations is gradual enough that transient terms can be assumed negligible in the transport 
equations, making the model quasi-steady state.118 Since this assumption has the potential to introduce 
error during transient phenomena that occur during charge and discharge, dynamic models are 
generally used for RFB modelling. 
3.2.2 Early Models 
 
The zinc-bromine hybrid flow battery was among the first to be modelled in the 1980s with one- and 
two-dimensional models based on steady state transport equations.119 Although simple 0D stack models 
were used for scale-up of other RFBs as early as the 1990s,120 such models do not directly consider the 
transport and reaction processes taking place in these batteries; they instead model the RFBs as circuit 
elements. Other early models that explicitly consider the various electrochemical phenomena taking 
place in RFBs include transient 0D models of the VRFB,121,122 a quasi-steady state 2D model of the 
VRFB,123 and a transient 2D model of the VRFB124 that was subsequently improved by taking into account 
the hydrogen evolution side reaction at the negative electrode,125 consideration of non-isothermal 
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conditions126 and the oxygen evolution side reaction at the positive electrode.127 An early example of a 
model developed for a non-vanadium RFB was a transient 1D model for the polysulfide-bromine RFB.128 
Since these early models, many more models have been developed for the VRFB system.129–135 A few 
other models have also been developed for less popular redox flow batteries. These include a 0D model 
of an iron-vanadium RFB,136 2D models of vanadium-cerium,137 iron-vanadium,138 zinc-bromine,139 iron-
air140 RFBs, and a 3D model of an all-copper RFB.141  
3.2.3 Thermal and Non-Isothermal Models 
  
A simplifying assumption that is often used in RFB models is that of isothermal operating conditions. The 
operating temperature of an RFB affects several properties such as the conductivity of the electrolytes 
and kinetic parameters of the redox reactions. Obviously, this alters the current and voltage efficiencies 
and RFB performance.24 The ohmic (resistive) losses in an RFB system dissipate some of the electrical 
energy as heat, which in turn raises the electrolyte temperature. As an RFB can be expected to heat up 
over the course of operation, it is important to characterize its thermal behaviour, including the spatial 
variance and temporal evolution of temperature. For this reason, non-isothermal battery and thermal 
models have been developed for VRFBs and VRFB stacks; these include transient 2D models,126,127,142 
transient 3D models,143,144 quasi-steady state 3D models,145 and 0D models.26,146–148 A thermal model has 
been developed to describe the thermal behaviour of a VRFB stack during standby as a result of self-
discharge.146 Another VRFB model was developed to describe a system with forced cooling through heat 
exchangers.148 
3.2.4 Flow and Geometry-Dependent Models 
 
The flow of electrolytes through RFB systems is a sub-topic in this field of research that has received a 
fair amount of attention, particularly with respect to flow field and electrode geometry. In the simplest 
flow configuration, the electrolyte enters through an inlet into the electrode and is discharged from an 
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outlet. To improve this design, some RFBs have been developed with three-dimensional channels that 
form specific flow fields for the electrolyte. Two common channel patterns that have been used are 
serpentine and interdigitated. Quasi-steady state 2D models have been developed for VRFBs with 
interdigitated flow fields.149,150 Quasi-steady state 3D models have also been developed for VRFBs with 
interdigitated flow fields.18,151 A quasi-steady state 2D model was developed for electrolyte flow through 
a VRFB with a serpentine flow field.152 A quasi-steady state 3D model for a VRFB with a serpentine flow 
field has also been investigated.153 3D quasi-steady state models for VRFBs have also been used to 
compare interdigitated and serpentine flow fields154 and compare serpentine and parallel flow fields.118 
Electrode compression is another phenomenon that has been considered in some models; this can be 
important since porous electrodes can be compressible so that properties such as pore volume and 
conductivity can vary depending on the degree to which they are compressed.155 Several 2D149,156 and 
3D153 VFRB models have considered the effects of electrode compression in their formulation. In most 
RFB models, porous electrodes are approximated as homogeneous domains to greatly reduce 
complexity and simplify their calculations. This assumption has been relaxed in some models in which 
the domain is considered to be a three-dimensional porous structure. Such models are known as pore-
scale models and allow for more detailed modelling transport phenomena within the porous electrode 
domain. 3D pore-scale models for the VRFB157 and an all-copper RFB141 have been developed using 
imaged and stochastically-generated pore geometries, respectively.  
3.2.5 Species Crossover and Capacity Fade Models 
 
A challenge that faces many RFB systems is the crossover of ions across the ion exchange membrane. 
This phenomenon results in self-discharge and capacity fade in RFBs. To simulate capacity fade, several 
models have been developed that take into account ion and water crossover through the VRFB 
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membrane, including 2D156,158,159 and 3D160 models. Some 0D models also account for one or both of ion 
crossover and capacity fade in VRFB systems.26,161–165  
3.2.6 Stack and Equivalent-Circuit Models  
 
Redox flow battery systems can be designed for high power and capacity storage applications by 
arranging stacks of interconnected redox flow batteries that provide the desired voltage and power to 
meet requirements. 1D166 and 2D142,159 models of RFB stacks have been formulated, but these models 
become unwieldy due to the computational burden of solving equations that account for both spatial 
and temporal changes when the total number of cells becomes too large. Stack models are therefore 
most commonly zero-dimensional.167–170 Stack models also frequently make the additional simplification 
of modelling individual RFB units as equivalent circuits that can approximate the current-voltage 
behaviour of the RFB.120,171–175 Some stack models are designed to adapt to changing system parameters 
to provide outputs in real-time.162,176,177 
3.2.7 Model-Based Optimization 
 
Optimization of RFBs is extremely valuable. Once a model has been appropriately validated, the 
operating conditions can be modified within applicable ranges to obtain results that would otherwise 
require experimental measurement. This can lead to better allocation of experimental time and 
resources, as model outputs can guide further experimental design. Optimization methods such as 
parametric sweeps and constrained optimization algorithms can be used in conjunction with accurate 
models to determine optimal parameter values and operating conditions for RFB systems. 2D models 
have been used to optimize flow geometry and electrode properties in VRFBs with interdigitated flow 
fields through constrained maximization of discharge voltage with respect to electrode (porosity, 
thickness, and fiber diameter) and flow channel parameters (channel fraction and pitch) using the 
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Bound Optimization by Quadratic Approximation (BOBYQA) algorithm.149 0D models have been used to 
optimize VRFB flow rates due to the fact that higher flow rates improve mass transport and decrease 
concentration overpotential while also increasing pressure losses and pumping energy 
requirements.178-180 0D models have also similarly been used to find the optimal operating flow rates for 
charging and discharging a larger-scale VRFB stack in order to maximize power delivered by the battery 
system after pumping losses.181 
3.3 All-Iron All-Soluble Aqueous Redox Flow Battery 
 
The redox flow battery considered in the present work was developed by Gong et al.17 and consists of 
the redox reactions given by eqs (1.1) and (1.2) presented earlier in Chapter 1. The triethanolamine 
ligand and ferricyanide complex are shown in Figure 3.1. 
 
Figure 3.1: Ferricyanide complex (left) and triethanolamine ligand (right). Reproduced from Pubchem.182,183 
Equation (1.1) gives the half-cell reaction that occurs at the positive electrode: Fe(III)-CN is reduced to 
Fe(II)-CN during discharge, while the reaction is reversed during charge. Equation (1.2) is the half-cell 
reaction that occurs at the negative electrode: Fe(II)-TEOA is oxidized to Fe(III)-TEOA during discharge 
and the reverse occurs during charge. The formal cell voltage produced from these reactions is reported 
to be 1.34 V.17 The battery is operated under alkaline conditions in concentrated sodium hydroxide. 
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Over the course of more than 100 cycles, the RFB was shown to achieve relatively stable energy and 
voltage efficiencies, with minor fluctuations in current efficiency.17 This system has not been studied 
extensively and has not been modelled prior to the present work as it has only recently been developed. 
Additional research on the Fe-CN/Fe-TEOA system has been conducted in recent years. In one study, the 
researchers were able to increase the solubility of iron-triethanolamine to greater than 1.2 mol/L by 
using a novel synthesis protocol utilizing a 1:1 stoichiometric ratio of iron to triethanolamine in a mixed 
NaOH/KOH electrolyte, enabling a volumetric battery capacity of approximately 12 Ah/L to be 
reached.184 In a recent patent, an improvement to the solubility of iron-cyanide complexes for flow 
battery applications has been reported using mixed NaOH/KOH electrolytes that achieves iron-cyanide 
concentrations of up to 1.0 mol/L at 2 mol/L hydroxide concentration.185 A method to determine TEOA 
concentrations in solution has been presented in another study and used to determine the 
concentration of TEOA that was present in the positive electrolyte after crossing the ion exchange 
membrane in an all-iron all-soluble flow battery.186 
3.3.1 Fe-CN and Fe-TEOA Redox Couples 
 
The iron-cyanide redox couple has been used in other novel RFBs, including ferri/ferrocyanide-
polysulfide,187 alloxazine-COOH-ferrocyanide,188,189 zinc-ferricyanide,190 
tetrapyridophenazine/ferrocyanide,191 anthraquinone-ferrocyanide,192 BPP-Vi-ferrocyanide,193 flavin 
mononucleotide-ferrocyanide,194 and quinoxaline-ferrocyanide195 flow batteries. Symmetric cell studies, 
which utilize the same redox couple at both electrodes in an RFB to determine its operational behaviour 
in the absence of the other redox couple, have also been conducted on the iron-cyanide redox couple to 
characterize its stability in alkaline solution over time. One such study found that neutral pH conditions 
are optimal for the stability of the iron-cyanide redox couple and that significant capacity fade occurs 
when operated at higher pH. This observation was attributed, at least partially, to decomposition of the 
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electrolyte itself.196 However, this explanation was refuted by another group who concluded that the 
decomposition of the electrolyte did not occur and instead suggested that the capacity fade was caused 
by the charge imbalance that arises between the two electrodes due to the significant amount of oxygen 
evolution that occurs as a side reaction at the positive electrode.197 The iron-triethanolamine redox 
couple has been used in other novel RFBs, including the Fe-TEOA-Co-TEOA,198 Co-mTEA-Fe-TEOA,199 Fe-
TEOA-bromine,200 and Fe-TEOA/K2MnO4201 flow batteries. 
This section has thus provided an overview of the state-of-the-art for research into the all-iron all-
soluble aqueous RFB system studied in the present work, as well as related systems that make use of its 






4 Model Formulation 
 
A two-dimensional transient model has been developed for the redox flow battery investigated in the 
present work. The model was modified from a steady-state version for an all-vanadium redox flow 
battery available on the COMSOL website. A two-dimensional model was chosen as it contains the 
minimum dimensionality required to directly account for convective transport of reactants, which is 
perpendicular to the flow of current and charge-carrying species in the battery. The geometry of the 
model is shown schematically in Figure 4.1. This geometry consists of three subdomains, each of which 
is subject to its own set of model equations and boundary conditions. The subdomains consist of a (a) 




Figure 4.1: The domain of the model is comprised of the (a) negative electrode, (b) ion exchange 
membrane, and (c) positive electrode subdomains. Each subdomain is drawn as a grey rectangle over the 
white background. Dimensions and electrolyte compositions are also shown. 
Current flow and charge transport occur primarily in the x-direction between the negative and positive 
electrode subdomains. Convective mass transport within the two electrode subdomains occurs along 
the y-axis in the positive direction. Diffusive transport can occur in both the x and y directions, while 
mass transfer due to migration occurs primarily along the x-axis. Although different modes of transport 
occur predominantly in different directions, the model explicitly considers all charge and mass transport 
in both the x and y directions within the positive and negative electrode subdomains. The flow battery 
geometry is defined so that the membrane is centered at zero along the x-axis. The dependent variables 
of interest within each subdomain are listed in Table 4.1. Throughout the thesis, Fe(III)-TEOA and Fe(II)-
TEOA are used as shorthand notation for the species Fe(TEOA)OH- and Fe(TEOA)OH2-, respectively. 
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Fe(III)-CN and Fe(II)-CN are shorthand notation for Fe(CN)63- and Fe(CN)64-, respectively. The model has 
been formulated to accommodate battery operation for both a single charge-discharge cycle and 
repeated charge-discharge cycles. 
Table 4.1: Dependent Variables of Model 


































4.1 Negative Electrode Subdomain 
 
4.1.1 Constitutive Equations 
 
A porous carbon paper electrode constitutes the entire negative electrode subdomain and is in direct 
contact with the ion exchange membrane subdomain. The species of interest in this subdomain are 
Fe(II)-TEOA, Fe(III)-TEOA, Na+, Cl-, OH-, and TEOA. It should be noted that TEOA is added in excess to the 
negative side and its primary role is to form a complex with iron that participates in the desired redox 
reaction. Also, since TEOA is uncharged, it does not carry any charge through the negative electrolyte. 
Consequently, it is not necessary to account for the spatial dependence of the concentration of TEOA 
within the negative electrode domain. For this reason, a transport equation has not been included for 
TEOA on the negative side. The concentration of TEOA on the negative side is instead accounted for as a 
time-dependent scalar quantity. Its balance is given in eq (4.1), where 𝑐TEOA
neg
 is the average 
concentration of TEOA in the negative electrolyte, 𝐽TEOA,0 is the flux of TEOA across the membrane that 
is calculated later in the chapter, 𝑉tank is the volume of negative electrolyte, and 𝐴mem is the area of the 









           (4.1) 
The porous electrode consists of a complex and tortuous microscopic arrangement of a solid carbon 
phase and void space (pores) that is filled with electrolyte. The complexity of the electrode geometry 
necessitates the simplifying assumption that the electrode can be modelled as a pseudo-homogeneous 
domain to make solution of the model tractable in many cases. This simplification is frequently 
employed when dealing with porous domains and allows for the usage of porous electrode theory.202,203 
Porous electrode theory uses volumetric averaging of porous electrode phases to establish solid-phase 
and liquid-phase potentials that are continuous over its domain. Electronic current is conducted in the 
solid phase, while ionic current is conducted in the electrolyte phase. Porous electrode theory also 
establishes spatially continuous functions of ionic species concentrations for the electrolyte in the pore 
volume and mass balance equations to account transport of these species. Porous electrode theory 
further makes use of the electroneutrality assumption that charge separation does not occur on a 
macroscopic scale and provides a relationship between electrode current and faradaic redox 
reactions.202 
The transport of each species of interest within the electrolyte phase of the negative and positive 
electrode subdomains is given by eqs (4.2) – (4.5) and consistent with the formulation according to 
porous electrode theory.202,203 
𝜕(𝜖𝑐𝑖)
𝜕𝑡
+ ∇ ⋅ 𝑱𝒊 + 𝒖 ⋅ ∇𝑐𝑖 = ∑ 𝜖𝑅𝑖,𝑗
nct
𝑗 + ∑ 𝜖𝑅𝑖,𝑗
ct
𝑗         (4.2) 
𝑱𝒊 = −𝜖









           (4.5) 
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Equations (4.2) – (4.5) are valid for all species of interest throughout the interior of the negative 
electrode subdomain. The first term on the left-hand side of eq (4.2) accounts for the accumulation or 
depletion of a given species. The second term accounts for the diffusional flux and migration flux due to 
the electric field (shown in eq (4.3)), while the third term on the left-hand side accounts for convection 
due to flow of the electrolyte. The terms on the right-hand side account for both the generation and 
consumption rates of chemical species due to homogeneous chemical (non-charge-transfer 𝑅𝑖,𝑗
nct) and 
electrochemical (charge-transfer 𝑅𝑖,𝑗
ct ) reactions, respectively. The diffusion term in eq (4.3) includes the 
Bruggemann correction to account for the tortuosity of the porous phase.204 The mobility of ionic 
species is calculated from the Nernst-Einstein relation given in eq (4.4) and also makes use of this 
correction. The rates of the charge transfer reactions are given in eq (4.5) and depend on the specific 
surface area 𝑎𝑒 of the electrode that represents the average pore wall area in a unit volume available 
for electron transfer.202 The term 𝜈𝑖,𝑗  corresponds to the stoichiometry coefficient of species i in the 
reduction reaction 𝑗 for a given redox couple. The term  𝑖loc,𝑗 refers to the local faradaic current due to 
reaction 𝑗, 𝑛𝑒,𝑗 refers to the number of electrons transferred in reaction 𝑗, and 𝑢𝑚,𝑖,eff refers to the 
effective ionic mobility of species 𝑖. This reaction is shown in eq (4.6), where “Red” and “Ox” refer to the 
reduced and oxidized species in a redox couple, respectively. Coefficients corresponding to the oxidized 
species are negative, while those corresponding to the reduced species are positive. 
|𝜈ox|Ox + 𝑛𝑒
− ⇌ |𝜈red|Red          (4.6) 
The reactions that occur at the negative electrode are given in eqs (1.2) and (4.7). Equation (1.2) is the 
intended redox reaction, while eq (4.7) is the hydrogen evolution side reaction. It should be noted that 
the formal potential is given for eq (1.2), while the standard potential is given for eq (4.7) since the 
formal potential is not known under the system conditions.   
2H2O + 2𝑒
− ⇌ 2OH− + H2(g)     E
o= –0.83 V (SHE)   (4.7) 
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Due to the high electrolyte flow rate through the electrode and the resulting high electrolyte velocity in 
the y-direction, the x-component of the velocity is considered negligible; thus only convection in the y-
direction is considered in the model. The velocity vector in the convection term is assumed to have a 
constant value that is equal in magnitude to the superficial velocity through the electrode and is 
directed in the positive y-direction. This is also consistent with the treatment of flow through the porous 
electrode in other RFB models.205 Since the velocity profile is specified rather than being computed from 
a fluid mechanics model, this obviates the need to explicitly include the pressure loss in the system. As a 
result, it is not possible to estimate the pumping losses that reduce the overall energy efficiency using 
the model in its present form.  
The current densities through the solid (𝒊𝒔) and electrolyte (𝒊𝒍) phases of the porous electrode are given 
by the current balances in eqs (4.8) – (4.11):  
∇ ⋅ 𝒊𝒍 = 𝜖𝐹 ∑ (𝑧𝑖 ∑ 𝑅𝑖,𝑗
ct
𝑗 )𝑖          (4.8) 
𝒊𝒍 = 𝐹∑ 𝑧𝑖𝑵𝐢𝑖             (4.9) 
∇ ⋅ 𝒊𝒔 + ∇ ⋅ 𝒊𝒍 = 0           (4.10) 
𝒊𝒔 = −𝜎𝑒∇𝜙𝑠            (4.11) 
Equations (4.8) and (4.9) account for charge transfer in the electrolyte phase within the electrode, while 
eqs (4.10) and (4.11) account for charge transfer in the electrode phase. The porous electrode model 
establishes a continuum where both the solid-phase and electrolyte-phase current densities are spatially 
continuous in the electrode subdomain.  While the electron transfer reactions occur at the interface 
between these two phases, the model also assumes that this interface is continuous in the electrode 
subdomain. As electrons are transferred between the electrode and the electrolyte, charged species in 
the electrolyte are generated and consumed by various electrochemical reactions. Since the ions are the 
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charge carriers in the electrolyte, their fluxes account for the current through the electrolyte. Equation 
(4.10) reflects the fact that the loss of charge from the electrolyte is necessarily accompanied by gain of 
charge by the electrode, and vice versa. The current 𝒊𝒔 through the solid phase follows an ohmic 
relationship with respect to the electrode potential gradient.  
Another reasonable assumption for typical electrolytes is electroneutrality, which is described by eq 
(4.12). This condition can be used to eliminate the concentration of one of the aqueous species so that 
the balance given by eq (4.2) is not required for this species. The most convenient species to eliminate is 
one that is maintained at a high concentration and does not participate in any of the chemical and 
electron-transfer reactions so that its concentration or flux does not appear in any boundary 
condition.206 Based on these criteria, Na+ is the species eliminated by the electroneutrality condition for 
this system.  
∑ 𝑧𝑖𝑐𝑖𝑖 = 0            (4.12) 
Electrochemical kinetics is also obviously considered in the model. Two electron-transfer reactions occur 
at the negative electrode: Fe-TEOA redox couple and hydrogen evolution. The inclusion of the HER is 
justified later in Section 4.6. The Butler-Volmer equation given in eq (4.13) is used to describe the 
kinetics of the Fe-TEOA redox couple. The exchange current density 𝑖0,𝑗 in the Butler-Volmer equation 
for reaction 𝑗 is related to the standard rate constant for the reaction 𝑘𝑗
0 and has a concentration 
dependence given in eq (4.14), where 𝐶𝑅,𝑗 and 𝐶𝑂,𝑗 represent the concentrations of the reduced and 
oxidized form of the redox species at the electrode, respectively.  
𝑖loc,𝑗 = 𝑖0,𝑗 (exp (
(1−𝛼𝑗)𝐹𝜂𝑗
𝑅𝑇
) − exp (
−𝛼𝑗𝐹𝜂𝑗
𝑅𝑇






𝛼𝑗            (4.14) 
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The activation overpotential 𝜂𝑗 of reaction j given in eq (4.15) is obtained from the difference between 
the solid phase potential (𝜙𝑠) and the electrolyte phase potential (𝜙𝑙) of the porous electrode and the 
reversible potential of the reaction. The reversible potential 𝐸rev,𝑗 of reaction 𝑗 is given by the Nernst 
equation (eq (4.16)). Since eq (4.16) is formulated in terms of species concentrations rather than 
activities, it is expressed in terms of a formal potential (𝐸𝑗
𝑜′) rather than a standard potential (𝐸𝑗
𝑜). 







𝑖 )          (4.16) 
The transfer coefficients 𝛼𝑗 for the primary redox couples are assumed to be 0.5, as this value is 
frequently assumed in the absence of an experimentally determined value for the specific combination 
of redox couple and electrode207 and already used for the Fe-CN redox couple in the literature.208,209 
Although the Butler-Volmer equation can be formulated more generally to account for concentration 
overpotential and limiting current, the present model does not use such a formulation. Due to the high 
flow rate of electrolyte through the porous electrode and the linearity of the polarization plot of the 
flow battery system over a wide range of current densities up to 400 mA/cm2,17 mass transfer limitations 
associated with departure of the concentrations of redox species at the electrode surface from their 
bulk values are neglected under practical operating conditions in the flow battery. The absence of any 
observed limiting current density makes it difficult to estimate or fit the parameters necessary to modify 
the kinetics expressions accordingly.  
The hydrogen evolution reaction is not considered to be reversible; thus, it can be approximated by the 
simpler cathodic Tafel equation given in eq (4.17) that does not involve the reverse reaction at all. This is 
reasonable given that H2 oxidation does not occur during discharge. The Tafel slope (𝐴𝑐,H2) is an 
empirical coefficient that can be determined by fitting to experimental data. In the absence of empirical 
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data for HER kinetics under the prevailing conditions of this system, a “typical” value of -118 mV has 
been used; this is equivalent to assuming a transfer coefficient of 0.5 that is widely assumed for redox 
couples in the absence of other data, as discussed earlier.210 
𝑖loc,H2 = −𝑖0,H2  10
𝜂H2
𝐴𝑐,H2            (4.17) 
Both the Butler-Volmer and Tafel equations are dependent on the overpotential 𝜂𝑗 for the given 
electrode reaction 𝑗 defined by eq (4.15). The formal potential of -0.86V vs. SHE for the iron-
triethanolamine redox couple was determined experimentally by Gong et al.17 from cyclic voltammetry 
and is used in the present work. 
4.1.2 Boundary Conditions 
 
The equations that govern the behaviour of the negative electrode require boundary conditions to 
generate a unique solution to the model. The choice of appropriate boundary conditions is important to 
ensure that the model can be solved successfully and that it produces results that reflect the reality of 
the system being modelled. Boundary conditions apply for the boundaries of each subdomain labelled 




Figure 4.2: Boundaries of the domain geometry include electrolyte inlets and outlets, current collector 
boundaries, and membrane boundaries for each electrode. Boundaries are numbered for later reference. 
Impermeable wall boundaries are also labelled. 
The electrolyte inlet and outlet on the negative side of the battery occur at boundaries (1) and (2), 
respectively. The condition specified at boundary (1) is given in eq (4.18) and is a concentration 
constraint. This boundary condition serves to specify the inlet concentrations 𝑐𝑖,0 of all chemical species 
of interest. Numerically, this boundary condition is implemented in COMSOL as an equivalent flux 
(Danckwerts) boundary condition because this can improve solution stability and reduce oscillations in 
situations where high reaction rates occur near the inlet.206 





Boundary (2) has an outlet condition represented by eq (4.19), where 𝒏 is the unit normal vector for the 
relevant control surface. This boundary condition assumes that concentration gradients are sufficiently 
small by the time the fluid has reached the outlet that transport by diffusion is negligible in comparison 
to transport by convection due to fluid flow and migration due to electric fields. Due to the high flow 
electrolyte flow rate through the porous electrode, convection is likely to dominate diffusion as a 
transport mechanism for the species present. This assumption can further be justified by the likelihood 
that each species reaches a final constant concentration by the time it leaves the electrode. 
𝒏 ⋅ 𝐷𝑖∇𝑐𝑖 = 0            (4.19) 
The current collector for the negative electrode (boundary (5)) is impermeable to all aqueous species 
and is subject to a constraint on the potential. Due to the impermeability of this boundary, the flux of all 
species at this boundary is set to zero (eq (4.20)). It is common practice to refer to the negative 
electrode, which is at the lower potential of the two electrodes, to be at ground. By grounding the 
negative electrode, its electric potential is set to zero in eq (4.21). 
𝒏 ⋅ 𝑱𝒊 = 0            (4.20) 
𝜙𝑠 = 0             (4.21) 
The final explicit boundary condition specified for the negative electrode subdomain occurs at the 
interface (boundary (6)) with the ion exchange membrane. This boundary condition involves a 
combination of phenomena that enforce continuity of current through the ion exchange membrane, 
impermeability to species other than charge carriers, coupling of the charge carrier flux to the current, 
and coupling of the potential drop to the charge carrier concentration gradient. This boundary condition 
is specified in greater detail in the following sub-section describing the equations within the membrane 
subdomain (see eqs (4.25), (4.26), and (4.27)).  
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4.2 Membrane Subdomain 
 
The membrane subdomain comprises the Nafion 212 membrane that separates the negative and 
positive porous electrodes. Unlike the porous electrode subdomains that use partial differential 
equations to model the concentrations of redox species, the membrane is treated as a simpler ohmic 
element wherein only the potential is solved with a differential equation. This simplification requires the 
assumption that the current through the membrane is due to transport of a single ionic species. If 
multiple charge carrier ions were considered in the membrane subdomain, the model for this 
subdomain would need to include partial differential equations for all present ionic species (as in the 
porous electrode subdomains).     
Nafion is a cation exchange membrane, where protons act as the primary charge carriers under acidic 
conditions. Under alkaline conditions, as in the case of the present redox flow battery system, it has 
been shown that the predominant charge carrier in Nafion is the hydroxide ion.211 While sodium cations 
also participate as charge carriers,212 the level of detail required to include their contribution does not 
justify the added complication and time that would be required to numerically solve the governing 
equations. It is for this reason that a single-ion transport model has been utilized to describe the 
membrane subdomain. This is also consistent with other flow battery models reported in the 
literature.139,213  
The Nafion membrane is modelled as an electrolyte, where the flow of charge carriers constitutes the 
current. This relationship is given by eqs (4.22) and (4.23): 
∇ ⋅ 𝒊𝒎 = 0            (4.22) 
𝒊𝒎 = −𝜎𝑚∇𝜙𝑚           (4.23) 
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Equation (4.22) reflects the conservation of charge across the membrane. Equation (4.23) specifies an 
ohmic relationship between the current density and the membrane potential gradient. The membrane 
conductivity 𝜎𝑚 is treated as an empirical property that will be obtained by fitting the model to 
experimental data, as discussed later. Equations (4.22) and (4.23) are solved in conjunction with the 
boundary conditions at the i) insulating interfaces (9-10) along the bottom (𝑦 = 0 m) and top (𝑦 =
0.023 m) edges of the membrane and ii) ion-exchange interfaces (6-7) with the negative and positive 
electrodes. The insulation conditions specify that the normal flux of charge carriers, and thus current, is 
zero through these surfaces, as described in eq (4.24): 
−𝒏 ⋅ 𝒊𝒎 = 0            (4.24) 
The ion exchange membrane boundary conditions prevail at boundaries (6) and (7) of Figure 4.2. These 
boundary conditions consist of three explicit relationships given in eqs (4.25), (4.26), and (4.27) that are 
implemented simultaneously. These equations apply at each membrane-electrolyte interface.  







mem)          (4.25) 
𝒏 ⋅ 𝒊𝒍 = 𝒏 ⋅ 𝒊𝒎            (4.26) 
𝒏 ⋅ 𝑱OH =
𝒏⋅𝒊𝒍
𝑧OH𝐹
            (4.27) 
Equation (4.25) describes the difference in electrolyte (𝜙𝑙) and membrane (𝜙𝑚) potentials at the 
membrane-electrode interface that occurs due to a difference in the concentration of the charge carrier 
between the electrolyte and the membrane. The membrane is assumed to have a different capacity to 
hold charge carriers compared to the electrolyte due to its fixed charged functional groups, which 
results in this concentration difference between the two phases. The net effect of eq (4.25) applied at 
both boundaries determines the Donnan potential drop across a selective membrane that separates two 
electrolytes with different concentrations of the charge carrier. This potential is due to the selectivity of 
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the membrane restricting some ions from permeating and moving between the two electrolytes.214,215 
The model considers the membrane to be permeable only to hydroxide ions as charge carriers. It should 
be noted that the variable 𝑐OH
elec corresponds to the concentration obtained in each of the electrode 
subdomains. The boundary condition in eq (4.26) enforces the continuity of current at the boundary, 
i.e., the flow of current leaving either the membrane or electrode is accompanied by an identical flow 
entering the other. Equation (4.27) describes Faraday’s Law relating the molar flux of charge carriers 
across the membrane boundary to the corresponding current density being carried. Finally, the flux of 
each species other than the charge carrier hydroxide ions is assumed to be zero (i.e. eq (4.20)). The walls 
labelled as boundaries (9) and (10) at the top and bottom of the ion exchange membrane are considered 
impermeable and insulated such that no current or chemical species pass through them.  
4.3 Positive Electrode Subdomain 
 
The positive electrode subdomain is modelled very similarly to the negative electrode. The main 
phenomena that differ are the electron-transfer reactions, leakage of TEOA from the negative side to 
the positive side, and the consequent side reaction involving TEOA. The reactions that occur at the 
positive electrode are given in eqs (1.1) and (4.28). The former is the desired redox reaction, while the 
latter is the side reaction involving TEOA oxidation. Since the products of the TEOA oxidation reaction 
have no further effect on the battery operation, their specific identity is not considered in the present 
model. Consequently, TEOA oxidation is written as a simplified single-step reaction with nonspecific 
products. The previous research group investigating this RFB17 hypothesized a two-step mechanism, 
whereby TEOA is first oxidized in a 2-electron step to 1-(bis(2-hydroxyethyl)amino)ethane-1,2-diol, 
which in turn is oxidized in another 2-electron step to 2-hydroxy-N,N-bis(2-hydroxyethyl)acetamide. 
TEOA → 4𝑒− + products         (4.28) 
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Equations (4.2) – (4.6) and (4.8) – (4.12) account for transport of the aqueous species and current flow, 
as in the case of the negative electrode. The species on the positive side are listed in Table 4.1. The 
permeation of uncomplexed TEOA across the membrane and the subsequent reaction (eq (4.28)) are 
not insignificant and so warrant inclusion in the model within the positive electrode subdomain. This 
permeation is assumed to be driven by diffusion due to the concentration difference of TEOA on the two 
sides of the membrane and electro-osmosis due to the movement of charge carriers through the 
membrane. These mechanisms are lumped together with a permeation coefficient 𝑃 in eq (4.29) that 








)          (4.29) 
The net flux of TEOA through the membrane 𝐽TEOA,0 depends on the membrane thickness 𝑑mem, as well 
as the concentrations of TEOA in the electrolyte on the negative (𝑐TEOA
neg
) and positive (𝑐TEOA
pos
) sides of the 
membrane. Due to the reactivity of TEOA in the positive electrolyte, a transport equation for TEOA (eq 
(4.1)) is included in the positive electrode subdomain. Equations with the same form as eqs (4.13) – 
(4.16) also apply to the kinetics of the iron-cyanide redox couple at the positive electrode. The 
irreversible oxidation of TEOA in the positive electrode subdomain is modelled with the Tafel version of 
the Butler-Volmer equation (eq (4.30)) that contains only the anodic term and is first order with respect 
to the TEOA concentration. This equation has been chosen through trial and error that also considered 
the unmodified Butler-Volmer equation. The formulation in eq (4.30) produces reasonable results 
reliably with greater model stability. The TEOA oxidation current 𝑖loc,TEOA depends on the reaction 
standard rate constant 𝑘TEOA
0 , TEOA concentration 𝑐TEOA, transfer coefficient 𝛼TEOA, and overpotential 
𝜂TEOA. The determination of the numerical values of the rate constant, transfer coefficient, and formal 




0 𝑐TEOA exp (
𝛼TEOA𝐹𝜂TEOA
𝑅𝑇
)        (4.30) 
The electrolyte flow through the positive electrode is modelled using the same boundary conditions as 
in the case of the flow through the negative electrode. The electrolyte inlet at boundary (3) is described 
by eq (4.18) and the electrolyte outlet at boundary (4) is described by eq (4.19). Boundary (7) is subject 
to the ion exchange membrane boundary conditions given by eqs (4.25) – (4.27), as specified in the 
previous section. An additional boundary condition is required for boundary (7) to account for the flux of 
TEOA across the Nafion membrane. This is described in eqs (4.29) and (4.31), which specify an average 
flux of TEOA 𝐽TEOA,0 across this boundary. The flux of TEOA is dependent on its concentration difference 
across the membrane and the permeation coefficient 𝑃 of the membrane.17 
−𝒏 ⋅ 𝑱TEOA = 𝐽TEOA,0           (4.31) 
As with the left current collector boundary (5), the right current collector boundary (8) is impermeable 
to all chemical species and so the zero-flux condition of eq (4.20) applies to all species. In addition, 
another boundary condition for this interface accounts for specified applied current density 𝑖app as given 
in eq (4.32). This equation maintains conservation of current by stating that the average current density 
through the current collector is equal to the average current density through the solid electrode phase 
at the interface between the two. The potential of the positive electrode cannot be specified and is a 
quantity determined by the model. It is also important to note that the specified current density 𝑖app is 
negative during charge and positive during discharge.  





4.4 Spatially Independent Equations 
 
During charge and discharge of the battery, the concentrations of species at the electrode inlets vary 
with time as electrolytes are pumped from the reservoir tanks to the electrodes. Since these inlet 
concentrations are specified explicitly in eq (4.18) at (1) and (3), their variation with time must also be 
included. For this purpose, each reservoir is modelled as a simple tank, in which the electrolyte is 
assumed to be perfectly mixed before re-entering the corresponding electrode. This is described by the 
simple mass balance in eq (4.33) for each species, where 𝑄 is the constant electrolyte flow rate and 𝑉tank 
is the constant electrolyte volume in the tank. Since the outlet concentration is a function of the 
x-coordinate, the average outlet concentration must be computed for the model to reflect the physical 
reality of the system. The average outlet concentration in eq (4.33) is determined using the “average” 
operator in COMSOL Multiphysics. This operator can integrate a model variable to produce its average 
over one or more spatial dimensions. In this case, the average species concentrations over the length of 






(𝑐𝑖|outlet − 𝑐𝑖,0)          (4.33) 
This tank model results in a set of ordinary differential equations coupled to the transport equations in 
the battery subdomains described previously. Each of the ordinary differential equations provides a 
balance on the inlet concentration of a single species to the battery. A reservoir tank balance is not 
required for the species that is eliminated using the electroneutrality condition. The tank model 
equations are implemented in COMSOL Multiphysics as spatially-invariant general ODEs that are not 
attached specifically to any subdomain. Based on the formulation and notation, however, these 




4.5 Numerical Solution Details 
 
The model is implemented in COMSOL Multiphysics with solution parameters described in Table 4.2.  
Table 4.2: Solution Parameters for COMSOL Multiphysics Solver 
Relative Error 0.0025 (single-cycle) / 0.01 (multiple-cycle) 
Maximum time step 10 s (single-cycle) / 5 s (multiple-cycle) 
Time Stepping Method Backward differentiation formula (BDF) 
Min BDF order: 1; Max BDF order: 5 
Mesh Physics-controlled, extremely fine 
4.5.1 Mesh and Solver Settings 
 
Physics-controlled meshing has been used to generate meshes for all three subdomains. This meshing 
procedure uses the types of physics being modelled such as current distribution and reactant transport 
to automatically generate a mesh with a desirable structure for the model domain. The mesh size is set 
to the “extremely fine” setting to minimize numerical error in the model at the expense of computation 
time. The resulting two-dimensional mesh consists of primarily triangular elements with varying sizes. 
Smaller mesh elements are formed where the solution is expected to vary more significantly spatially. 
The relative error tolerance for the multiple-cycle solver is set to 0.01, as this provides a good balance of 
efficiency and accuracy. The relative error tolerance is set to 0.0025 for the single-cycle solver for 
superior accuracy during fitting and model validation. The time-dependent solver uses backward 
differentiation formula (BDF) time-stepping due to its stability, particularly with respect to stiff equation 
systems such as those encountered in reaction-diffusion transport problems.203,216–218 Although the 
software has other time-stepping methods available, none of them support the use of the Events 
interface that is necessary for controlling the solver (as explained in the following subsection). The 
solver makes use of BDF with minimum order of 1 and maximum order of 5. The order of the BDF solver 
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refers to the number of steps used to obtain each subsequent set of values of the dependent 
variables.219 The first order BDF is also known as the backward Euler method. At each time step, the 
solver makes use of the Newton method with damping to iteratively solve the system of algebraic and 
differential equations for the system. If this method fails to converge, the step size is reduced and 
solution of the system is attempted again.216 The time-dependent solver follows an intermediate time-
stepping scheme that ensures the model equations are solved at least once within each 5 s (multi-cycle 
formulation) or 10 s (single-cycle formulation) subinterval.   
4.5.2 Events Interface 
 
As mentioned earlier, the average current density (𝑖𝑠,avg) specified in eq (4.32) is positive or negative, 
depending on whether the battery is being charged or discharged. It is necessary that this boundary 
condition be updated when the operation mode of the battery switches between charge and discharge. 
This can be achieved using the Events interface in the COMSOL Multiphysics package. The Events 
interface allows variables in a model to be reinitialized as desired when certain implicit or explicit 
conditions are met. An explicit event is one for which the time of occurrence is known prior to solving 
the model, such as a time-triggered discharge. An implicit event is one for which the time of occurrence 
is unknown prior to solving the model and is determined based on some criterion as the model is solved, 
such as a voltage-triggered discharge. Both types of events are incorporated in the present model for 
different purposes. 
The single-cycle formulation of the model uses an explicit event to switch from charge to discharge after 
~ 1704 s have elapsed, corresponding to the approximate time at which the mode was switched in the 
single-cycle run conducted in the experimental study of Gong et al.17 The multiple-cycle formulation of 
the model makes use of implicit events to enable automated charge and discharge of the battery. One 
implicit event switches from charge to discharge when the battery voltage reaches 1.6 V, based on the 
47 
 
criterion used by Gong et al.17 in their study. Another implicit event switches from discharge to charge 
when the battery voltage reaches 0.85 V. The discharge threshold of 0.85 V, which is higher than the 0.5 
V threshold used in the experimental test setup, is used due to the rapid drop of the battery voltage that 
is observed at this point of operation. By the time the battery reaches a voltage of 0.85 V it has, in 
effect, discharged completely. Setting a lower discharge threshold voltage can cause convergence 
difficulties that result in failure of the solver. A final implicit event is used to pre-empt failures due to 
convergence. This implicit event is triggered when the solver time step gets smaller than 5 x 10-4 s, an 
indication that the solver is experiencing convergence issues. This condition usually occurs when 
discharge is effectively complete but the cell voltage is above the threshold voltage. A likely 
phenomenon responsible for this convergence difficulty is the large change in potential with position at 
the end of discharge, as reactants are depleted to low levels. This phenomenon is discussed in more 
detail in Chapter 6. This implicit event triggers the switch to battery charge, despite not having reached 
the threshold discharge voltage. This step size threshold has been chosen by inspection of the 
convergence data obtained over the course of modelling such that it is small enough to trigger only 
under poor convergence conditions but not so small that it is unable to trigger before the solver is 
forced to terminate. In the event that a convergence problem is not associated with deep discharge of 
the battery, this condition is likely not relevant.  
4.5.3 Run-time and Stop Conditions 
 
The time-dependent solver requires explicit specification of the range of times to simulate the model. In 
the single-cycle case, it is known that the battery discharged completely within ~ 3320 s. If the range of 
times being solved by the model ends prior to complete discharge of the battery, the full behaviour is 
not modelled sufficiently. If the battery discharges completely prior to the end of the time range, the 
solver continues to run indefinitely or terminate due to an error. It is for this reason that a stop 
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condition has been used for the single-cycle formulation of the model. This condition is able to stop the 
run when a certain condition is fulfilled. In the single-cycle formulation, a stop condition has been added 
to terminate the model when the battery voltage drops below 0.5 V. With the inclusion of this stop 
condition, the time range specified to the solver can be set to 3400 s, much greater than the expected 
end of the model, allowing all behaviour to be modelled without the risk of solver error. An additional 
stop condition is used to terminate the run when the time-dependent solver uses a time step smaller 
than 2.5 x 10-6 s, indicating that the model has failed to converge. For the multiple-cycle formulation of 
the model, a stop condition is not strictly necessary due to the fact that the model continues to 
alternate between charge and discharge as long as it runs. The stop condition that relates to 
convergence still applies to the multiple-cycle formulation. The time step size at which the run is 
terminated for the multiple-cycle model is smaller than the step size required to trigger the implicit 
event that causes the battery to charge. Thus, if a convergence error is caused by deep discharge of the 
battery, the stop condition is invoked prior to solver termination. 
4.6 Model Development 
 
The model and the role of the side reactions in particular presented in this chapter were obtained after 
several model versions were evaluated to correctly explain the experimental observations. Some of the 
considerations that went into this process are outlined in this section. This analysis consists of 
determining the cause of current efficiency loss, identifying the likely reaction responsible for said 
current efficiency loss, finding the most desirable implementation of the reaction in the model, and 
addressing issues involving reactant imbalance in the electrolytes.  
The coulombic or current efficiency (CE) of a battery is defined as the ratio of the charge transferred 
during discharge to the charge transferred during charge.120 In the previous experimental study of this 
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system, the current efficiency of the modelled redox flow battery is found to be ~ 93% in the single-cycle 
test and varied in the range of 80-90% during multi-cycle testing, as shown in Figure 4.3.17  
 
Figure 4.3: Multi-cycle experimental results for the RFB system. Reproduced from Gong et al.17 with 
permission from the American Chemical Society. 
The fact that the CE of the battery is not 100% indicates that at least one side reaction occurs at either 
one or both of the positive and negative electrodes. The cause of this reduced CE is explored in the 
original experimental study through measurements of the half-cell potential of each electrode with 
respect to a reference electrode during single-cycle discharge of the battery.17  These experiments 
clearly show that the positive electrode potential is responsible for the drop in cell voltage at the end of 
discharge; this implies that the positive electrode reaction is limiting and causing the drop in CE and that 
a second reaction is occurring at this electrode during battery discharge.  
Gong et al.17 first investigated the possibility of oxygen reduction being the side reaction at the positive 
electrode during discharge. However, they obtained a current efficiency of 100% in a symmetrical cell 
with the iron-cyanide redox reaction occurring at both electrodes, suggesting that no side reaction, 
including oxygen evolution, would be expected to take place at the positive electrode of the actual 
battery in the absence of any other redox-active species. The next cause of the loss of current efficiency 
in the overall RFB system that Gong et al.17 considered was the crossover of triethanolamine through the 
Nafion membrane from the negative side to the positive side and its subsequent oxidation by 
50 
 
ferricyanide present on the positive side (see Section 4.3 for a previous discussion of this reaction). This 
process reduces ferricyanide (Fe(CN)63-) to ferrocyanide (Fe(CN)64-), as does the intended discharge 
redox reaction, but reduces the current efficiency and causes faster depletion of ferricyanide on the 
positive side.17 The researchers found that triethanolamine can be oxidized electrochemically in the 
presence of iron-cyanide species at lower potentials than that required for direct oxidation by the 
electrode in the absence of iron-cyanide species. They also found from membrane crossover 
experiments that leakage of free triethanolamine through the Nafion membrane was significant relative 
to that of other species, given its high permeability and very large concentration difference on the two 
sides of the battery.17  
The permeation rate of TEOA from the negative side to the positive side determined experimentally for 
this RFB by Gong et al.17 is insufficient to account for the observed reduction in current efficiency. One 
of the researchers220 speculates that the actual permeation coefficient during RFB operation could be 
larger than the measured value due to the presence of an electric field. It should be noted that the 
crossover tests in the original study were conducted in the absence of an electric field. One explanation 
for this discrepancy involves the possibility that some of the TEOA carries a charge that increases its 
crossover due to migration in the presence of an electric field. TEOA can be protonated and thus 
develop a positive charge with a pKa of approximately 8.221 However, the high-pH conditions of the 
battery make it likely that the quantity of charged TEOA is negligible. 
A more reasonable explanation for the high permeation rate of TEOA that has been cited in another 
study of this type of RFB is electro-osmosis. In a study of a similar iron-triethanolamine/iron-cyanide 
RFB, the authors state that electro-osmosis due to the flow of charge carriers across the Nafion 
membrane results in the transport of uncharged TEOA from the negative to positive electrode 
compartment.186 This explanation is preferable because it explains why permeation of TEOA is 
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accelerated in the presence of an electric field and does not require TEOA to have a charge in alkaline 
solution. If this were the case, the permeation of triethanolamine across the membrane may be 
accelerated by the presence of electric fields during operation of the battery. For this reason, the 
permeation coefficient for TEOA was estimated by fitting the model to the single-cycle experimental 
data. 
In developing the model for this system, we have explored the feasibility of triethanolamine oxidation 
on the positive side proposed by Gong et al.17 and several other alternatives as explanations for the loss 
in the CE. These possibilities are detailed in the remainder of this section. 
4.6.1 Chemical Oxidation of TEOA 
 
The simplest case for the side reaction is the chemical oxidation of TEOA by ferricyanide and is 
investigated first. In this case, the oxidation process consists of a reaction in the electrolyte phase 
between ferricyanide and TEOA to produce the oxidation products and ferrocyanide. The kinetics of the 
chemical oxidation of triethanolamine by ferricyanide in alkaline solution has been studied by Shukla et 
al.222 According to this study, the rate law for consumption of ferricyanide follows the expression given 
in eq (4.34) at lower hydroxide concentrations. At hydroxide concentrations higher than approximately 
20 mM, the dependence on hydroxide concentration changes, with the reaction rate becoming 
proportional to (𝑐𝑂𝐻)
1.25. Since the hydroxide concentrations are high in the present system, eq (4.35) 
has also been considered in the model investigation.  
𝑟Fe(III)-CN = −𝑘chem𝑐Fe(III)-CN𝑐OH𝑐TEOA         (4.34) 
𝑟Fe(III)-CN = −𝑘chem𝑐Fe(III)-CN(𝑐OH)
1.25𝑐TEOA         (4.35) 
𝑟Fe(III)-CN = −𝑘chem
obs 𝑐Fe(III)-CN         (4.36) 
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Sets of apparent rate constants with respect to ferricyanide (𝑘chem
obs ) corresponding to eq (4.36) are 
tabulated in the study where the concentration of one of the three reactants (triethanolamine, 
ferricyanide, and hydroxide) is varied with the remaining concentrations held constant. The chemical 
reaction rate constant 𝑘chem is not reported in the Shukla et al.
222 study. While the tabulated apparent 
rate constants are dependent on the concentrations of the reactants, they can be used to determine the 
chemical rate constant 𝑘chem using linear regression. Shukla et al.
222 report values of the apparent rate 
constants at different TEOA concentrations with hydroxide and ferricyanide concentrations of 25 mM 
and 2 mM, respectively. Plotting these data (Figure 4.4), we find that the dependence of 𝑘chem
obs   on 𝑐𝑇𝐸𝑂𝐴 
is strongly linear. The expression for the best-fit straight line and R2 are shown in Figure 4.4. 
 
Figure 4.4: Apparent rate constant for ferricyanide oxidation of TEOA with linear fit. 
The value of 𝑘chem is then obtained by dividing the slope of the straight line in Figure 4.4 by 𝑐OH
1.25 to yield 
a value of 1.0 × 103
𝐿2.25
mol2.25⋅min
 . This is due to the high hydroxide concentration present in the system, 
which suggests that eq (4.35) is more valid than eq (4.34). The rate law given in eq (4.35) and the rate 
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constant calculated above were incorporated into an early version of the model as the sole side 
reaction.  
Under the assumption that the chemical oxidation of TEOA by ferricyanide is responsible for the loss of 
current efficiency in the studied battery, the permeation rate of TEOA is of direct consequence to the 
current efficiency. TEOA that permeates the membrane from the negative compartment to the positive 
compartment is oxidized by ferricyanide. This reaction would partially consume ferricyanide rather than 
the intended electrode reaction. Since the charge used to generate that fraction of ferricyanide cannot 
be recovered during discharge, the current efficiency is reduced by this process.  
The primary reason why this formulation of the TEOA oxidation reaction has not been adopted into 
subsequent versions is primarily because of the potential dependence of the TEOA oxidation reaction 
that has been observed experimentally. Gong et al.17 found that when 0.01 M Fe(CN)64- is added to a 
much greater concentration (0.2 M) of triethanolamine during cyclic voltammetry, an anodic current is 
observed that is significantly larger in magnitude than the sum of anodic currents observed in the cyclic 
voltammetry studies obtained in the presence of each species separately at the same concentrations. 




Figure 4.5: Cyclic voltammetry study of TEOA oxidation in the presence of iron-cyanide. Reproduced from 
Gong et al.17 with permission from the American Chemical Society. 
This behaviour suggests that the electrooxidation of TEOA is catalyzed in the presence of ferricyanide. 
Due to the relatively fast kinetics of the chemical oxidation of triethanolamine by ferricyanide, one 
possibility is that the side reaction involves a combination of chemical oxidation and electrochemical 
oxidation steps. In particular, ferricyanide would first oxidize triethanolamine and be converted to 
ferrocyanide which would then be oxidized electrochemically back to ferricyanide at the electrode. 
Although this mechanism may be plausible, its implementation in the model requires the assumption 
that the potential-dependent kinetics of TEOA oxidation is due to the chemical oxidation coupled to the 
kinetics of the existing primary redox reaction at the positive electrode for this formulation to reflect 
reality. As an alternative, TEOA oxidation can be modelled directly as an electrochemical reaction with 
kinetics that can be fit to the data. This alternative formulation does not require such a restrictive 
assumption regarding the mechanism of TEOA oxidation and so is a better candidate for use in the 
model. It is for this reason that chemical TEOA oxidation is not included in the final model formulation 
and has been replaced with electrochemical TEOA oxidation, as explained in the following subsection. 
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4.6.2 Electrochemical Oxidation of TEOA 
 
The TEOA oxidation reaction is incorporated into the next major model version as a porous electrode 
reaction given by eq (4.28). It replaces the chemical reaction between TEOA and ferricyanide in the 
solution within the pores of the positive electrode that is considered in the version of the model 
described in the previous subsection. This model version has TEOA oxidation as the only side reaction. In 
this formulation, the side reaction can reduce the current efficiency in two ways: (i) during charge, the 
anodic current is split between the primary Fe(II)-CN/Fe(III)-CN reaction and the TEOA oxidation side 
reaction and (ii) during discharge, the current at the positive electrode is split between the primary 




→               4𝑒− + products       (4.28) 
The electron transfer coefficient α required in the Butler-Volmer equation for TEOA oxidation is initially 
estimated by using non-linear regression to fit the voltammetry data for this reaction obtained from 
Gong et al.17 to the Butler-Volmer equation. The equilibrium potential for the reaction is also estimated 
from this data by inspection. These kinetic parameters are then modified as necessary to fit the flow 
battery model to experimental data. It can be inferred from Figure 4.5 and the high chemical reaction 
rate constant earlier that the kinetics of TEOA oxidation under these conditions is fast relative to the 
permeation rate of TEOA through the Nafion membrane; thus, the reaction is assumed to be 
permeation-limited. This assumption is supported by the fact that Fe-TEOA solubility is dependent on an 
excess of TEOA.200 If TEOA oxidation is limited by reaction kinetics, this suggests that more TEOA 
crossover occurs than in the permeation-limited case. With so much TEOA crossover it would be 
reasonable to expect some loss of iron-triethanolamine solubility and permanent loss of capacity, which 
has not been observed. The assumption of permeation-limited TEOA oxidation is further supported by 
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empirical evidence collected for a similar iron-cyanide/iron-TEOA RFB that finds the concentration of 
TEOA in a sample taken from the positive electrolyte to be on the order of 1 mM.186 Such a small 
concentration of TEOA in the positive electrolyte is indicative of fast reaction kinetics that causes TEOA 
to be oxidized soon after its crossover into the positive electrolyte compartment. It is for these reasons 
that the model is fairly insensitive to the rate constant used for the TEOA oxidation reaction at the 
positive electrode. It is also noted that small values of this rate constant introduce instability to the 
model, resulting in convergence difficulties. Since TEOA oxidation is permeation-limited, the rate 
constant for this reaction is assumed to be large enough (100 m/s) to reflect this behaviour while 
preventing the convergence problems. 
4.6.3 Reactant Imbalance 
 
The second major version of the model fits the single-cycle data reasonably well; however, the model 
predicts the battery to exhibit rapid capacity fade over a number of repeated charge-discharge cycles 
due to the reactant imbalance caused by the side reaction, unlike that observed experimentally. This can 
be seen from Figure 4.6 that shows the concentrations of the primary redox species over multiple 
charge-discharge cycles when TEOA oxidation is the only side reaction. The difference in Fe(III)-CN and 
Fe(II)-TEOA concentrations grows between the two electrolytes over time as the side reaction causes an 
imbalance between them. This results in capacity fade over time since the battery is unable to charge 
both electrolytes fully when one of the redox reactants is depleted sooner than the other. For this 
reason, this version of the model is deemed insufficient; the model needs to be further modified to 
remove the reactant imbalance and reduce the resulting capacity fade that develops over repeated 




Figure 4.6: Computed concentrations of limiting redox species over multiple cycles without HER. 
The reactant imbalance in this model version occurs due to a side reaction on one side that causes the 
accumulation of a redox species relative to its counterpart at the second electrode, resulting in 
premature reactant depletion at the second electrode and loss in battery capacity. This process is 




Figure 4.7: Illustration of the process by which an imbalance in redox species concentrations arises and is 
perpetuated. 
During charge, the irreversible anodic current drawn by the side reaction competes with the anodic 
current of the intended electrode reaction at the positive electrode. Since the intended electrochemical 
oxidation of ferrocyanide (Fe(II)-CN) to ferricyanide (Fe(III)-CN) does not receive all of the current, it will 
be out of balance with Fe(II)-TEOA at the end of charge. During discharge, anodic TEOA oxidation 
continues to occur at the positive electrode, but now subtracts from the current delivered by the 
intended cathodic reduction of ferricyanide to ferrocyanide at the same electrode. This also limits the 
amount of current deliverable at the negative electrode due to the anodic oxidation of Fe(II)-TEOA to 
Fe(III)-TEOA. Discharge terminates when ferricyanide has been completely converted to ferrocyanide 
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without the complete conversion of Fe(II)-TEOA to Fe(III)-TEOA, resulting in an imbalance that carries 
forward to the next cycle. Now, once the battery is charged, less Fe(III)-TEOA is available for conversion 
back to Fe(II)-TEOA, resulting in a shorter charge time and reduced capacity. However, this scenario 
would lead to a charge imbalance that is not observed in the multi-cycle experiments reported in the 
literature. 
The experimental data obtained from the multi-cycle run of the RFB system shows that the capacity of 
the battery fluctuates over the course of testing, as shown in Figure 4.3, but these fluctuations are both 
positive and negative; however, no significant overall decline in the capacity of the battery is observed 
over time. As described above, a single side reaction is insufficient to explain this long-term behaviour of 
the battery; an imbalance in the reactants over the course of operation results in continuous capacity 
fade in the battery model that is not observed in the experiments on the actual battery system. As a 
result, we consider a second side reaction to enable the model to accurately describe both the single-
cycle and multi-cycle behaviour of the battery.  
4.6.4 Hydrogen Evolution and Final Formulation 
 
The final version of the battery model includes the electrochemical oxidation of TEOA as a side reaction 
at the porous positive electrode, as described previously, with the addition of hydrogen evolution as a 
side electrode reaction at the porous negative electrode. The incorporation of a single TEOA oxidation 
reaction at the positive electrode without a side reaction at the negative electrode leads to reactant 
imbalance that causes continuous capacity fade due to the accumulation of Fe(II)-TEOA relative to 
Fe(III)-CN at the end of discharge. An additional side reaction at the negative electrode is necessary to 
reduce the magnitude of this capacity fade taking place over many cycles. Given the available evidence, 
the most likely such side reaction is hydrogen evolution. Although the operation of the battery occurring 
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under high-pH conditions is less favourable than acidic conditions for hydrogen evolution to take place, 
hydrogen evolution is still possible. Under alkaline conditions, hydrogen evolution occurs as follows:  
2H2O(l) + 2𝑒
− ⇌ H2(𝑔) + 2OH
−(𝑎𝑞)         (4.7) 
Equation (4.7) has a standard potential of -0.83 V (SHE),210 very close to the formal potential of -0.86 V 
(SHE) for the redox couple at the negative electrode. This further supports the proposal that hydrogen 
evolution also occurs to some extent at the negative electrode. A prior study of the Fe(II)-TEOA/Fe(III)-
TEOA redox couple reveals that some distortion of the cathodic peak is observed in the cyclic 
voltammograms for this system in alkaline solution.200 The authors attribute this effect to hydrogen 
evolution taking place at the graphite electrode. The peak distortion is found to occur at conditions 
where the ratio of TEOA concentration to Fe(III) concentration is less than 8:1. This condition is met by 
our current RFB system that contains a total TEOA concentration of 1.0 M and total iron concentration 
of 0.2 M in the negative electrolyte. Thus, the possibility of hydrogen evolution should not be ignored 
based on the evidence presented. Gong et al.17 also note that the Fe(II)-TEOA/Fe(III)-TEOA redox couple 
has been shown to exhibit relatively low current efficiency in other RFB systems.    
We assume that the reaction in eq (4.7) is irreversible due to the difficulty of oxidizing hydrogen gas on a 
carbon paper electrode and the very high electrolyte flow rate that impedes the adsorption of gas to the 
electrode. The assumption of irreversibility of hydrogen evolution at the negative electrode allows the 
use of simpler Tafel kinetics in the model rather than Butler-Volmer kinetics, as described in Chapter 4. 
Additionally, since the hydrogen evolution reaction under alkaline conditions uses water as the reactant, 
this reaction has no kinetic dependence on a dissolved species concentration. For this reason, the 
exchange current density is assumed to be constant in the model.  
When implemented in the model, the hydrogen evolution reaction is able to dramatically reduce the 
capacity fade observed. When comparing the single-cycle results of the model where both TEOA 
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oxidation (chemical or electrochemical) and hydrogen evolution occur to the results of the model where 
only TEOA oxidation occurs, the imbalance in reactants is reduced dramatically at the end of the run. 
This reduction in imbalance and capacity fade provides an improvement for the model in that it exhibits 















5 Parameter Determination and Estimation 
 
The model developed in the present work includes a number of parameters that affect its behaviour and 
accuracy. It is neither feasible nor practical to estimate all of these parameters by fitting computed 
charge/discharge curves to experimental data. For this reason, we rely on the published literature for 
some of them. The approach adopted to estimate parameter values involves (a) considering the 
available data, (b) assessing the relevance and accuracy of these data, (c) screening out parameters of 
questionable accuracy that significantly affect model behaviour, and (d) fitting model output to 
experimental data in order to estimate the values of these screened parameters. 
The available sources of parameter data consisted of manufacturer data sheets, research literature and 
publications, patents, and data specified by or obtained experimentally by the original researchers of 
this RFB system.17 The values of the various model parameters and operating conditions for the RFB 
system are listed in the following subsections. Tables (5.1) – (5.5) present the large number of 
parameters that describe the physical conditions of the RFB system. Much of the data for the RFB 
system is obtained directly from the experiments reported for the system. The remaining parameters 
are determined from the literature where available and fit to the experimental data where data of 
acceptable quality was unavailable. 
5.1 Assumed Parameter Values 
 
Table 5.1: Assumed Parameter Values 
Parameter Description Value [Unit] Reference/Comments 
𝛼neg Transfer coefficient of Fe(II)-
TEOA / Fe(III)-TEOA redox couple 
0.5 Assumed. 
𝛼pos  Transfer coefficient of Fe(CN)6
4-/ 
Fe(CN)63- Fe-CN redox couple 
0.5 Assumed. 
𝑘TEOA
0  Electrochemical reaction rate 








mem Membrane charge carrier 
concentration 




Assumed based on available 
proton concentration.223 
𝐸H2 
0  Standard potential of HER −0.83 [𝑉] Assumed as formal 
potential.210 
 
The parameters values assumed in the model are listed in Table 5.1. Transfer coefficients for both 
primary redox reactions (𝛼neg, 𝛼pos) are assumed to be 0.5, as discussed in Chapter 4.  
Although the RFB system in this study is normally operated under alkaline conditions, the membrane 
that has been used is Nafion, which is a cation-exchange membrane (CEM) designed to conduct protons 
under acidic conditions. The membrane is made up of a hydrophobic polymeric backbone with 
hydrophilic sulfonic acid groups that attract water molecules to form clusters. When the membrane is 
sufficiently hydrated, diffusive transport of protons takes place through the water clusters due to 
hydrogen-bonding-driven hopping between water molecules and transport of protonated hydronium 




 on the basis of weight, with a specific gravity of 1.97.223 The product of these two parameters 
gives a membrane proton concentration of 1.81 × 103
mol
m3
. However, under the operating conditions of 
this RFB, the primary charge carriers are expected to be hydroxide ions. The use of the Donnan potential 
as a boundary condition (eq (4.25)) at each membrane-electrode interface requires that the 
concentration of hydroxide charge carriers in the membrane be specified. A value for this parameter 
could not be found in literature; in the absence of a literature value, we assume this value to be equal to 






Figure 5.1: Parameter sweep of membrane hydroxide concentration (𝒄OH
mem) on single-cycle curve. 
As shown in Figure 5.1, it turns out that the overall charge-discharge behaviour predicted by the RFB 
model is insensitive to the charge carrier concentration over many orders of magnitude. This figure plots 
the single-cycle charge-discharge curves for the model with the value for 𝒄OH
mem varied over several orders 
of magnitude. The curves overlap one another, which implies that the model fit is not affected 
significantly by this parameter. As a consequence, knowledge of the true hydroxide membrane 
concentration is not required; on the other hand, this parameter value cannot be accurately estimated 
by fitting the model to available experimental data. Direct membrane permeability experiments would 
have to be conducted in order to determine the hydroxide membrane concentration, but such an 
undertaking is unnecessary for the objective of the present model and thus outside the scope of this 
work. When eq (4.25) is applied at both membrane boundaries, the net Donnan potential drop over the 
entire membrane is dependent on the hydroxide concentrations in the two electrolytes only. Thus, the 
overall system response is expected to be insensitive to the membrane charge carrier concentration, 
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regardless of operating conditions. Since the model predictions are not sensitive to the hydroxide 
membrane concentration, their accuracy does not depend on the precise value used.   
As mentioned previously, it can be assumed based on the facile kinetics of the Fe(CN)64-/ Fe(CN)63- redox 
couple and fast chemical kinetics of TEOA oxidation by ferricyanide that the rate of the electrochemical 
reaction of TEOA at the positive electrode is significantly higher than the rate of TEOA permeation 
through the membrane. Thus, it is reasonable to conclude that rate of the reaction of TEOA is limited by 
its permeation through the membrane. The value of rate constant 𝑘TEOA
0  used for the TEOA oxidation 
reaction has been set to 100
m
s
 to be large enough to be consistent with permeation-limited conditions. 
This value is determined to be large enough since any further increase in its value does not have a 
noticeable effect on the model output. In addition, convergence problems with the COMSOL 
Multiphysics solver are observed when the value of the rate constant is too small. We observe that the 






, but the solver is 




, which prevents solution of the model.  
Without this numerical instability, we would expect that further reduction of the rate constant would 
eventually lead to an increase in the current efficiency of the RFB model when the TEOA oxidation side 
reaction becomes limited by reaction kinetics. Since the current efficiency predicted by the model is 
required to match the experimental value, the permeation coefficient of TEOA across the membrane 
would have to increase to compensate for reduced reaction rate kinetics with increased TEOA 
concentration in the positive electrolyte. Given that the TEOA permeation coefficient is measured by 
Gong et al.17 to be quite small, it is not likely that this coefficient is large enough for the reaction to 
become limited by kinetics. The permeation coefficient that has been fit under the assumption of 
permeation-limited TEOA oxidation differs from the measured value of Gong et al.17 by one order of 
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magnitude. Additionally, a larger permeation coefficient would result in faster crossover of TEOA and 
faster depletion of TEOA at the negative electrode. The fact that TEOA is needed in significant excess in 
the negative electrolyte to enable all of the iron-bearing cations to remain complexed further suggests 
that a larger permeation coefficient is not correct.  
In the absence of a value for the formal potential of the hydrogen evolution reaction under the 
conditions prevailing in this RFB system, the standard half-cell potential for this reaction is used in its 
place.210 The equilibrium potential of this reaction depends on the hydroxide concentration, but the 
stable concentration of hydroxide within the negative electrode results in a stable equilibrium potential 
for the HER. The exchange current density for the hydrogen evolution reaction is obtained by trial-and-
error fitting of the model to the multi-cycle experimental data. Given that this parameter is estimated by 
fitting the model to experimental data, as described in Section 5.5, any error in estimating the formal 
potential of this reaction is much less important to the accuracy of the model than would be the case if 
literature values of the exchange current density were instead used.  
5.2 Calculated Parameter Values 
 
Table 5.2: Calculated Parameter Values 
Parameter Description Value [Unit] Reference/Comments 
𝑎𝑒 Electrode specific area 2.42 × 10
6[m-1] Calculated from literature225 
and manufacturer data.226 
𝒖neg Negative electrolyte velocity 2.05 × 10−1 ⋅ 𝒋 [
m
s
] Calculated based on Gong et 
al.17 
𝒖pos Positive electrolyte velocity 1.35 × 10−1 ⋅ 𝒋 [
m
s
] Calculated based on Gong et 
al.17 
𝜎𝑒,𝑥𝑥 Electrode conductivity (through-
plane) 














 Negative electrolyte volume in 
reservoir  
1.985 × 10−5 [m3] 
(single-cycle) 
1.485 × 10−5 [m3] 
(multi-cycle) 






 Positive electrolyte volume in 
reservoir 
1.978 × 10−5 [m3] 
(single-cycle) 
1.478 × 10−5 [m3] 
(multi-cycle) 
Calculated based on 
personal communication.220 
 
Table 5.2 lists the parameter values that are calculated based on other known values. The surface area 
of the Toray H-060 carbon paper used as the electrode material in the present RFB system has been 
reported to be 5.5
m2
g




comparable carbon papers reported in the literature.225,227,228 It is possible to use the carbon paper 
density along with the surface area to determine the volumetric specific surface area.229 With the 
density of the electrode known to be 0.44
g
cm3
 from the manufacturer datasheet,226 the volumetric 
specific area required as an input to the model is calculated to be 2.42 × 106  m−1. Although both Toray 
H-120 and Toray H-060 carbon papers have been used as electrode materials in the RFB system, they 
are very similar and only differ significantly in terms of their thickness. They therefore are assumed to 
have the same approximate volumetric specific areas. They are also reported to have the same 
porosity.226 Thus, the volumetric specific areas of both carbon paper electrodes are taken to be 
2.42 × 106  m−1.  
The electrical conductivity of the electrodes used in the RFB is anisotropic; a significant difference exists 
between the in-plane and through-plane conductivities of the electrode. COMSOL Multiphysics allows 
the model to account for this characteristic by specifying both of these conductivity values separately. 
The electrical resistivity of the Toray H-060 electrode is 80 mΩ⋅cm in the through-plane direction and 
5.8 mΩ⋅cm in the in-plane direction, according to the manufacturer’s datasheet.226 These resistivity 
values are taken to be representative of both electrodes since Toray H-120 carbon paper has similar 
properties to Toray H-060. The corresponding conductivities are the inverses of the resistivities.   
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The volume of the electrolyte on each side of the RFB is not published in the original work or supporting 
information by Gong et al.17 Through direct correspondence with one of the authors of the original 
study, the total electrolyte volume has been confirmed to be 20 mL on each side for the single-cycle run 
and 15 mL on each side for the multi-cycle run. The choice of a lower electrolyte volume in the multi-
cycle run is motivated by the consequent reduction in time per cycle to reduce the overall experimental 
run-time.220 The volumes of the electrolytes contained in the respective reservoirs at any time can be 
calculated by subtracting the volume of electrolyte in the electrode pores from the total volume of 
electrolyte on each side. Due to the different sizes of the positive and negative electrodes, the reservoir 
volumes on each side are not the same. 
5.3 Literature and Manufacturer-Provided Parameter Values 
 
Table 5.3 lists the parameter values obtained from the literature and manufacturer datasheets along 
with their references.  
Table 5.3: Parameter Values Obtained from Literature and Manufacturer Data 
Parameter Description Value [Unit] Reference/Comments 
𝜖 Electrode porosity 0.78 Manufacturer data226 
𝐷Na Diffusion coefficient of Na
+ 





𝐷Cl Diffusion coefficient of Cl
- 





𝐷TEOA Diffusion coefficient of free TEOA 
5.75 × 10−10 [
 m2
s
]   
Literature value231 
𝐷OH Diffusion coefficient of OH
- 





𝑑mem Membrane thickness 5.08 × 10





5.4 Parameter Values Measured/Specified in RFB Study 
 
Table 5.4: Parameters Specified in RFB Study 
Parameter Description Value [Unit] Reference/Comments 
𝐷Fe(III)-TEOA Diffusion coefficient of Fe(III)-





Gong et al.17 
𝐷Fe(II)-TEOA Diffusion coefficient of Fe(II)-





Gong et al.17 
𝐷Fe(III)-CN Diffusion coefficient of Fe(CN)6
3- 




Gong et al.17 
𝐷Fe(II)-CN Diffusion coefficient of Fe(CN)6
4- 




Gong et al.17 
𝑇 Operating temperature 293.15 [K] Gong et al.17 
𝐸neg
𝑜′  Formal potential of Fe(II)-TEOA / 
Fe(III)-TEOA redox couple 
−0.859 [V] Gong et al.17 
𝑘pos
𝑜  Rate constant of Fe(CN)64-/ 
Fe(CN)63- redox couple 
2.5 × 10−3 [
m
s
] Gong et al.
17 
𝑘neg
𝑜  Rate constant of Fe(II)-TEOA / 
Fe(III)-TEOA redox couple 
1.1 × 10−4 [
m
s
] Gong et al.
17 




Gong et al.17 
𝑄 Electrolyte flow rate through 
each compartment 




Gong et al.17 
 
The parameter values that are specified in the study of this RFB system by Gong et al.17 are summarized 
in Table 5.4. The temperature of the system is assumed to be 293.15 K based on the information 
provided by Gong et al.17 The formal potentials of the Fe(II)-TEOA /Fe(III)-TEOA and Fe(CN)64-/ Fe(CN)63- 
redox couples are determined from cyclic voltammetry by Gong et al.17 The authors note, however, that 
the potential of the Fe(CN)64-/ Fe(CN)63- redox couple is particularly sensitive to the ionic strength of the 
electrolyte, as found by Kolthoff and Tomsicek.232 The concentrations of the redox species in the cyclic 
voltammetry study are twice as large as those in the RFB system.17 Due to this large difference, we 
choose not to use the reported formal potential for the Fe(CN)64-/ Fe(CN)63- redox couple and instead 
obtain this parameter by fitting the model to the experimental data for the operating RFB reported in 
the literature. No literature documenting the sensitivity of the Fe(II)-TEOA/Fe(III)-TEOA formal potential 
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to ionic strength could be found and for this reason the value determined by Gong et al.17 is used in the 
model. 
5.5 Parameter Values Obtained by Model Fitting  
 
The parameter values obtained by fitting the model to experimental data are summarized in Table 5.5. 
The data used to fit the parameters consist of the experimental single-cycle charge and discharge 
voltage-time curves at 40 mA/cm2, as well as the multiple-cycle behaviour observed, with the operating 
parameters specified in this chapter.   
Table 5.5: Parameter Values Fit to Experimental Data 
Parameter Description Value [Unit] Reference/Comments 
𝐸pos
𝑜′  Formal potential of Fe(CN)64-/ 
Fe(CN)63- redox couple 
0.44 [V] Fit to single-cycle data 




Fit to single-cycle data 
𝑃 Permeation coefficient of TEOA 





Fit to single-cycle data 




Fit to multiple-cycle data 
𝐸rev,TEOA Equilibrium (reversible) potential 
of TEOA oxidation reaction 
0.27 [V] Fit to single-cycle data 
𝛼TEOA Transfer coefficient of TEOA 
oxidation reaction 
0.61 Fit to single-cycle data 
 
As described in Chapter 4, the membrane subdomain is treated as an ohmic element, in which the 
potential gradient is related to the current density vector field through the conductivity of the 
subdomain. This conductivity value accounts for all transport phenomena that occur in the membrane 
subdomain. This assumption is supported by experimental data for the RFB system obtained particularly 
from impedance and polarization experiments.17 Impedance testing of the RFB shows that the ohmic 
resistance of 2.6 Ω ⋅ cm2 is significantly greater than the charge transfer resistance of 0.75 Ω ⋅ cm2, as 




Figure 5.2: Impedance of all-iron all-soluble RFB. Reproduced from Gong et al.17 with permission from the 
American Chemical Society. 
 
Figure 5.3: Polarization curve for all-iron all-soluble RFB. Reproduced from Gong et al.17 with permission 
from the American Chemical Society. 
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Additionally, the polarization curve (shown in Figure 5.3) for the RFB system exhibits a largely linear 
dependence on current density, which is characteristic of ohmic behaviour. This further suggests that 
the system is limited primarily by the internal ohmic resistance. The authors17 reason that the ohmic 
resistance within the electrode is relatively small due to the membrane electrode assembly (MEA) 
structure of the RFB233 and conclude that the membrane resistance is primarily responsible for the 
internal resistance of the battery. Based on these factors, we assume that the membrane resistance can 
be modelled as an ohmic resistor with a single parameter value for conductivity. This value of the 
membrane conductivity is obtained by fitting the model to experimental data of the operating RFB.  
We find that our model does not satisfactorily predict the observed RFB current efficiency when the 
permeation coefficient of TEOA across the membrane reported by Gong et al.17 is used. Based on 
correspondence with one of the authors of the original study, we speculate that this discrepancy may be 
linked to the differences in the conditions between those of the permeation experiments and those of 
charge-discharge operation of the RFB.220 For this reason, the permeation coefficient of TEOA is 
determined by fitting the model to experimental data of the operating RFB.  
5.5.1 Model-Fitting Procedure and Results 
 
Following a review of the literature, some parameter values for the model remain unknown. As 
mentioned above, these parameter values are determined by fitting the model to experimental data 




Figure 5.4: Single cycle charge and discharge curves for the all-iron all-soluble RFB. Reproduced from Gong 
et al.17 with permission from the American Chemical Society. 
The charge and discharge curves (Figure 5.4) have been digitized to provide voltage-time data points 
using UN-SCAN-IT software (Silk Scientific Inc). The voltage-time data for the discharge curve follow 
those of the charge curve to produce a voltage-time plot for a sequence consisting of charge followed by 
discharge. This is referred to as the single-cycle experimental curve. The model is configured to simulate 
this single-cycle run, which includes a charge duration equal to that of the experimental data and a 
subsequent discharge until the cell voltage reaches the cut-off level of 0.5 V used by Gong et al.17 Using 
the probe feature in COMSOL, the voltage across the two electrodes is computed at every time step 
over the simulated duration. Most of the fitting is done by comparing the simulated cell voltage-time 
data to the single-cycle experimental charge-discharge curve for different sets of three of the fitting 
parameters (𝐸pos
𝑜′ , 𝜎𝑚, and 𝑃) and then adjusting their values as necessary. This manual fitting is 
performed instead of a built-in COMSOL automated fitting method because the many iterations 
required to arrive at a solution result in computation time that is substantial and prohibitive. This is due 
to the fact that every iteration of the fitting method requires the model to be fully solved over the 
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single-cycle run. Manual fitting also provides insight into the effects of parameters on the model 
behaviour that informs further tuning of these parameters to best fit the experimental data. The HER 
exchange current density is obtained by trial-and-error using the multiple-cycle charge-discharge 
behaviour and single-cycle concentration-time data from the model for each redox-active species. The 
computed multiple-cycle charge-discharge response is found to be sensitive to the HER exchange 
current density. The fitting procedures are carried out iteratively since a change in the value of one of 
the parameters could affect the sensitivity of the model to the others. Following fitting of the 
parameters, it is observed that they affect the characteristics and behaviour of the model in distinct 
ways. This greatly simplifies the fitting process as they can be fit independently one at a time. Each 
iteration of fitting consists of varying one parameter, with the other parameter values held constant, 
until the model fit is improved sufficiently; this process is then repeated with a different parameter 
varied at each fitting iteration. After cycling through the parameters multiple times, the fit of the model 
to the data cannot be improved any further, at which point the fitting process is complete.    
The value for 𝐸pos
𝑜′  is fit to the experimental data with an initial guess of 0.48 V, which corresponds to the 
formal potential of this reaction measured by Gong et al.17 under conditions where the total redox-
active species concentrations are twice as large as those in the RFB system. As shown in Figure 5.5, a 
change in the value of this parameter tends to shift the charge and discharge curves vertically. Not 
surprisingly, an increase in the formal potential causes the cell potential at every time step during 
charge and discharge to increase, while a decrease has the opposite effect. The fitting procedure yields a 




Figure 5.5: Parameter sweep of iron-cyanide reaction formal potential (𝑬pos
𝒐′ ) on single-cycle curve. 
Fitting of the membrane conductivity is carried out in a similar manner to that used for the formal 
potential of the positive redox couple, although the initial guess for this parameter is less certain. The 
values of this parameter are varied over a wide range and a reasonable fit is ultimately obtained through 




Figure 5.6: Parameter sweep of membrane conductivity (𝝈𝒎) on single-cycle curve. 
As illustrated in Figure 5.6, the main effect of changing the membrane conductivity is on the magnitude 
of the step change in cell voltage when battery operation is switched from charge to discharge. This 
behaviour is not surprising given that the membrane has a large effect on battery performance due to 
its ohmic resistance. A larger conductivity results in lower membrane resistance and greater voltage 
efficiency. It is for this reason that the cell voltages during charge and discharge tend to approach each 








 in literature.224 The lower value obtained in the present work is reasonable given that the membrane 
is being used under alkaline conditions so that OH‒ is the charge carrier rather than H+.   
The permeation coefficient of TEOA through the membrane is fit to the experimental data using the 
value obtained in the permeation study by Gong et al.17 under non-operating conditions as the initial 
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guess. This parameter affects the current efficiency of the RFB model in particular. Not surprisingly, an 
increase in the permeation coefficient increases the rate of TEOA permeation and resulting oxidation, 
leading to a lower current efficiency of the charge-discharge cycle. As shown in Figure 5.7, discharge 
terminates sooner when the value of the TEOA permeation coefficient is higher for the same charge 
duration. The value of the fitted permeation coefficient is found to be 1.85 × 10−12
m2
s
. This is an order 
of magnitude smaller than the permeation coefficient value of 1.5 × 10−13
m2
s
 measured by Gong et al.17 
under conditions that differ from those used during RFB operation.   
 
Figure 5.7: Parameter sweep of TEOA permeation coefficient (𝑷) on single-cycle curve. 
The exchange current density for the hydrogen evolution reaction at the negative electrode is fit 
differently from the aforementioned parameters since the single-cycle charge-discharge curve is not 
sensitive to this parameter. This parameter primarily affects the balance between the redox reactions at 
the two electrodes, which does not become apparent until the battery has been subjected to a number 
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of charge-discharge cycles. The concentration-time data for the chemical species involved in the iron-
triethanolamine and iron-cyanide redox couples over the duration of the single-cycle run is initially used 
to screen values of the HER exchange current density based on the imbalance observed at the end of the 
cycle. The model is then fit to experimental multiple-cycle data to estimate this parameter. If the HER 
exchange current density were too small, a significant imbalance would occur between the Fe(CN)63- and 
Fe(II)-TEOA concentrations at the end of discharge. As this parameter increases, the imbalance in 
concentrations is reduced until the point is reached where the HER side reaction becomes too dominant 
and the discharge time of the battery becomes limited. It is known from the investigation of Gong et 
al.17 that the positive electrode limits the discharge of the RFB, implying that Fe(CN)63- becomes 
depleted prior to Fe(II)-TEOA. As a result of this analysis, any value of the exchange current density for 
the HER that causes depletion of Fe(II)-TEOA prior to Fe(CN)63- at the end of discharge is too large, 
providing an upper bound for this value. Through successive iterations of multiple-cycle model 
simulations using various values of the HER exchange current density, a value of 1.1 × 10−1
A
m2
  is found 
to provide long-term stability of the model with respect to the experimental multi-cycle charge-
discharge data.  
5.6 Initialization Parameter Values 
 
As shown in eq (4.16), the reversible potential for any half-cell reaction obtained from the Nernst 
equation does not have a finite value when the concentration of any reactant or product is zero; as a 
consequence, the model cannot be solved when species involved in redox couples have concentrations 
of zero. For this reason, the model is initialized assuming a small arbitrary state-of-charge (SOC) value of 
0.0075. This value is chosen by trial and error to establish a value small enough to not appreciably affect 
model accuracy, yet large enough to prevent model instability due to the Nernst equation. This value 
has no significant impact on the model behaviour, but it allows the model simulations to get underway. 
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Based on this choice of SOC, the initial species concentrations used to initialize the model are calculated 
using eqs (5.1) and (5.2) and are given in Table 5.6.   
𝑐𝑖,initial = (SOC)𝑐𝑖,total           (5.1) 
𝑐𝑖,initial = (1 − SOC)𝑐𝑖,total         (5.2) 
where 𝑐𝑖,total is the total concentration of this redox species across both oxidation states. The initial 
concentration 𝑐𝑖,initial of redox-active species 𝑖 is related to the SOC by eq (5.1) if the species is produced 
during charge or eq (5.2) if it is consumed during charge. 
Table 5.6: Initial Parameter Values 
Parameter Description Value [Unit] 
𝑐FeT1,initial
neg
 Initial Fe(III)-TEOA 
concentration (negative 
electrode) 














 Initial Na+ concentration 
(negative electrode) 






 Initial OH- concentration 
(negative electrode) 






 Initial Cl- concentration 
(negative electrode) 






 Initial TEOA concentration 
(negative electrode) 














 Initial Fe(CN)64- concentration 
(positive electrode) 






 Initial Na+ concentration 
(positive electrode) 








 Initial OH- concentration 
(positive electrode) 






























6 Model Validation and Behaviour 
 
6.1 Single-Cycle Run 
 
Based on the fitted model parameters, the single-cycle charge-discharge curve predicted by the model is 
shown in Figure 6.1 along with the corresponding experimental data obtained by Gong et al.17 It can be 
seen the model fits the experimental data well overall. Agreement between the fitted curve and 
experimental curve during charge is excellent after the first ~ 100 s, while the fit is also very good during 
discharge. Some deviation is observed at the end of the cycle where the drop in the RFB voltage begins 
sooner and is more gradual in the experimental data than in the model curve. This could be due to 
transport limitations of reactant species from the bulk electrolyte into the pores of the electrodes, 
which is not considered in the model. This would cause the voltage to begin to drop sooner during 
discharge. As stated previously, the half-cell potential measurements of the RFB taken at the end of 
discharge imply that the positive electrode potential is primarily responsible for the drop in cell voltage. 
The negative electrode has a relatively flat half-cell potential curve at the end of discharge. This 
evidence may suggest that the transport of ferricyanide into the electrode pores at the end of discharge 
is slow and this results in the experimentally observed drop in cell voltage over a longer duration than 
the model reflects. The topic of mass transfer limitations has been investigated in porous 
electrodes234,235 and specifically in redox flow batteries.236,237 Flow battery models incorporating mass 




Figure 6.1: Fit of the model to experimental single-cycle data. 
Using the cut line feature in COMSOL Multiphysics, it is possible to extract data corresponding to one-
dimensional spatial profiles of the dependent variables within the battery at different times during the 
charge/discharge cycle, with the other spatial coordinate held constant at specified values. Several cut 
lines are considered to examine the extent to which variables such as the electrode potential vary 
spatially within each electrode subdomain at a given point in time. The constructed cut lines are 
summarized in Table 6.1 below and presented in Figure 6.2. 
Table 6.1: Cut Line Descriptions 
Cut Line Number Description 
CL1 Horizontal cut line along electrolyte outlet 
CL2 Horizontal cut line at 3/4 height of RFB 
CL3 Horizontal cut line at 1/2 height of RFB 
CL4 Horizontal cut line at 1/4 height of RFB 
CL5 Horizontal cut line along electrolyte inlet 
CL6 Vertical cut line through negative electrode, 
1/3 of electrode width from left boundary 
CL7 Vertical cut line through negative electrode, 
1/3 of electrode width from membrane 
83 
 
CL8 Vertical cut line through positive electrode, 
1/3 of electrode width from membrane 
CL9 Vertical cut line through positive electrode, 
1/3 of electrode width from right boundary 
 
 
Figure 6.2: Cut lines examined in model domain. 
The electrode potential of each porous electrode obtained by subtracting the electrical potential 𝜙𝑙 in 
the electrolyte phase from the electrical potential 𝜙𝑠 of the solid phase at the same location is observed 
to remain essentially uniform within each electrode at all times during the cycle, with the exception of 
the very end of discharge. The electrode potential profile remains uniform in the x-direction at the end 
of discharge but varies significantly in the y-direction at the same time. The electrode potential profiles 
in the positive and negative electrodes along cut lines CL1, CL2, CL3, CL4, and CL5 are shown in Figures 




Figure 6.3: Electrode potentials along CL1. Solid lines apply to negative electrode and dot-dashed lines 
apply to positive electrode. 
 
Figure 6.4: Electrode potentials along CL2. Solid lines apply to negative electrode and dot-dashed lines 




Figure 6.5: Electrode potentials along CL3. Solid lines apply to negative electrode and dot-dashed lines 
apply to positive electrode. 
 
Figure 6.6: Electrode potentials along CL4. Solid lines apply to negative electrode and dot-dashed lines 




Figure 6.7: Electrode potentials along CL5. Solid lines apply to negative electrode and dot-dashed lines 
apply to positive electrode. 
The common aspect of these cut lines is that they are oriented along the direction of current flow. For 
both electrodes, it can be seen that the variation in the electrode potential is insignificant along the 
direction in which current flows. The electrode potentials do change with time, as expected from the 
charge and discharge processes. The negative electrode potential becomes more negative as it is 
charged (shown in the 0 s, 800 s, and 1600 s lines) and becomes less negative as it is discharged (shown 
in the 2400 s, 3200 s, and 3318 s lines). Similarly, the positive electrode potential becomes more positive 
as it is charged and less positive as it is discharged. The electrode potential profiles in the negative 
electrode along cut lines CL6 and CL7, which lie in a plane tangent to the direction of electrolyte flow 
and normal to the direction of current flow, are shown in Figures 6.8 and 6.9, respectively. Similarly, the 
electrode potential profiles in the positive electrode along cut lines CL8 and CL9, which also lie in a plane 
tangent to the direction of electrolyte flow and normal to the direction of current flow, are shown in 




Figure 6.8: Electrode potentials along CL6. 
 





Figure 6.10: Electrode potentials along CL8. 
 




It can be seen from these figures that the variation in electrode potential throughout both the positive 
and negative electrodes is minimal in this direction at all times, with the exception of the end of 
discharge. It can be seen from Figures 6.8–6.11 that at the time when the discharge voltage threshold is 
met for the RFB system the electrode potentials at both electrodes display a significant change along the 
direction of electrolyte flow. The change in electrode potential on the positive side is greater in 
magnitude and steeper at the end of discharge than on the negative side. This can be explained by the 
fact that the positive electrode is the limiting electrode that depletes nearly all of its Fe(III)-CN while the 
negative electrode still has some Fe(II)-TEOA remaining. The dependence of electrode potential on 
redox reactant concentrations results in these differences between the positive and negative electrode 
potential profiles at the end of discharge.  
The spatial trends for electrode potential in the model may be explained by a combination of the facile 
kinetics and high electrical conductivity of the electrode, as well as the stability of species 
concentrations throughout most of the cycle. Each of these factors contributes to the losses that affect 
the electrode potential. The facile kinetics of the primary redox reactions at each electrode result in less 
variation in electrode potential due to the relationship between current density and activation 
overpotential. It can be seen from eqs (4.13) and (4.14) that lower overpotentials are required to 
achieve a given current density when the reaction has a larger rate constant (𝑘𝑗
0). This is due to the fact 
that a reaction with facile kinetics will require less driving force in the form of the electrode potential to 
take place. In the present system, reaction kinetics should therefore not be expected to cause significant 
spatial variation in electrode potential. The relatively high electrical conductivity of the porous electrode 
suggests low potential variation due to ohmic losses. Inspection of eq (4.11) reveals that the current 
balance in the model specifies an inverse relationship between electrode conductivity 𝜎𝑒 and the 
gradient of solid-phase electrical potential 𝜙𝑠 with respect to the solid-phase current density 𝒊𝒔. This 
represents the variation in solid-phase potential due to ohmic losses. This affects the electrode potential 
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as a consequence, since electrode potential depends on the solid-phase potential. The high conductivity 
of the electrode in both directions thus does not result in significant spatial variation in electrode 
potential. This is confirmed by Figure 6.12, which shows the solid-phase potential at the end of 
discharge, when the spatial variation in electrode potential is most pronounced. The minimum and 
maximum values are identified at the bottom and top of each colour legend to illustrate the small 
magnitude of variation in these values. It should be noted that the scales of the two colour legends 
differ due to the fact that the two electrodes are at very different potentials and the variation in solid-
phase potential on each side is so small. The left legend uses microvolts (10-6 V) and the right legend 
uses volts (V).  It can be seen that the solid-phase potential of the negative electrode varies by no more 
than ~ 0.3 mV, while that of the positive electrode varies by no more than ~ 0.6 mV. These values 
suggest that ohmic losses through the electrode do not contribute substantially to the electrode 
potentials in the model.     
 
Figure 6.12: Solid-phase potential at the end of discharge for both porous electrodes. The left and right 
legends correspond to the negative and positive electrodes, respectively. 
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This plot shows that the spatial variation in electrode potential due to resistance in the solid phase is 
negligible in the present system. Lastly, the fast recirculation and consequently low residence time of 
the electrolyte in the electrode lead to a small spatial variation in the concentration of redox species 
(see Figures 6.17–6.24 that follow) for most of the cycle. The residence time is given by the ratio of the 
reaction volume to flow rate and represents the average length of time spent by a unit volume in the 
reaction domain. Larger residence time generally leads to greater conversion of reactants and 
consequently larger differences in inlet and outlet reactant concentrations. The fast flow rate of 100 
mL/min relative to the small liquid volume in each electrode (0.15-0.22 mL) results in electrolyte 
residence times much less than one second; for this reason, little variation in redox species 
concentrations is observed. The equilibrium potential 𝐸rev,𝑗 of each redox couple that affects the 
electrode potential is calculated from eq (4.16). This equation shows that the concentrations of 
reactants and products of redox reactions affect the electrode potential. Due to the low electrolyte 
residence time in each electrode, spatial variation in reactant and product concentrations is relatively 
low. This explains why very little spatial variation in electrode potential is observed for the majority of 
the cycle. It can further be seen from eq (4.16) that as a redox reaction asymptotically approaches 
complete conversion of its reactants in either direction, such as at the end of discharge, the equilibrium 
potential grows significantly in magnitude. This explains why the electrode potential increases 
significantly in magnitude at the end of discharge. At the end of discharge, the electrode potential 
changes rapidly in the direction of flow because the electrolyte is so deficient in reactants relative to 
products that the small change in their concentrations as they flow and react becomes enough to 
change the electrode potential dramatically. Obviously, the reactant conversion in the electrolyte 
increases as the distance from the inlet side increases. At this point, the electrode potential is very 
sensitive to reactant concentration, resulting in the electrode potential profiles observed at the end of 
92 
 
discharge. Figures 6.13, 6.14, and 6.15 support the presented explanation for electrode potential trends 
at the end of discharge.  
 
Figure 6.13: Concentrations of limiting reactants Fe(II)-TEOA (left) and Fe(III)-CN (right) at the end of 
discharge. The left and right legends correspond to the positive and negative electrodes, respectively. 
Figure 6.13 confirms that the concentrations of redox reactants, particularly Fe(III)-CN at the positive 
electrode, drop to very low levels in the direction of flow at the end of discharge. At the positive 
electrode this corresponds to virtually complete depletion of Fe(III)-CN. Due to the limiting behaviour of 
the Nernst equation (eq (4.16)) as the reaction approaches complete conversion of reactants, the 
sensitivities of the equilibrium and electrode potentials to small changes in reactant concentration 




Figure 6.14: Equilibrium potentials of primary redox couples at the end of discharge. The left and right 
legends correspond to the negative and positive electrodes, respectively. 
Figure 6.14 plots the equilibrium potentials for the main redox reactions at both electrodes at the end of 
discharge, while Figure 6.15 plots the electrode potentials at the end of discharge. It is observed that 
these figures display the same spatial trend and have similar numerical values, further supporting the 
conclusion that spatial variation in electrode potential is mostly due to the behaviour of the equilibrium 
potentials of the primary redox couples. Since the electrode potential is the sum of the equilibrium 
potential and overpotential for a reaction, as specified in eq (4.15), these results also suggest that the 
overpotentials for the primary redox reactions do not contribute significantly to the behaviour of the 
electrode potential. This is the expected behaviour for reactions with facile kinetics. 
One of the significant observations reported by Gong et al.17 from their experiments on this RFB system 
is that the reaction at the positive electrode is the limiting process at the end of discharge for the single-
cycle run. This realization has helped shape the formulation of the model, as discussed earlier in this 
work. As expected from this observation, the drop in the positive electrode potential at the end of 
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discharge is much more pronounced than the relatively small change in the negative electrode potential 
at the same time. This can be seen from comparison of the plots of electrode potential along cut lines 
CL6 and CL7 (Figures 6.8 and 6.9) to those along cut lines CL8 and CL9 (Figures 6.10 and 6.11). This effect 
is also clearly depicted in Figure 6.15, which presents two-dimensional plots of the electrode potentials 
within both of the electrodes when the discharge voltage threshold is reached.  
 
Figure 6.15: Electrode potentials at the end of the single-cycle discharge. The left and right legends 
correspond to the negative and positive electrodes, respectively. 
Whereas the negative (left) electrode potential varies by only ~ 10 mV over the entire electrode at the 
end of discharge, the potential within the positive electrode varies by hundreds of millivolts over its 
volume. The potential decrease along the direction of flow through the positive electrode occurs 
primarily due to the near-complete depletion of Fe(III)-CN in the electrolyte leaving the outlet by the 
time the discharge threshold is reached, as explained earlier. Using the “average” component coupling 
operator in COMSOL Multiphysics, it is also possible to evaluate the spatial averages of the electrode 
potentials within the positive and negative electrodes as a function of time. These spatially-averaged 
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electrode potentials are plotted against time for the single-cycle run in Figure 6.16 along with the 
measured electrode potentials from Gong et al.17 It should be noted that the experimental values 
presented in Figure 6.16 have been converted from values reported with respect to the Ag/AgCl 
reference electrode. Figure 6.16 and the remainder of plots in the present work refer to potentials 
relative to the standard hydrogen electrode (SHE). Gong et al.17 state that the Ag/AgCl reference 
electrode used in their study has a potential of 0.194 relative to SHE. This value is used to convert this 
experimental data for comparison to the model output. The individual electrode potentials reported by 
Gong et al.17 are only available for the end of discharge, so it is not possible to validate Figure 6.16 with 
respect to the entire cycle.  
 
Figure 6.16: Model-computed half-cell electrode potentials and experimental electrode potentials 
measured by Gong et al.17 at end of discharge. 
Comparison of the curves shows reasonably good agreement between the model and experimental data 
at the end of discharge. The negative electrode potential values predicted by the model follow the 
experimental values very closely. The model predicts a much more rapid drop in electrode potential at 
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the positive electrode than the experimental data show. This behaviour is discussed briefly in Chapter 4; 
it is likely caused by the fact that the model does not take into account reactant transport from the bulk 
electrolyte phase to the electrode surface. The Butler-Volmer equation used in the model formulation 
does not distinguish between electrolyte concentrations and surface concentrations throughout the 
porous electrode subdomains. This simplification exists due to the lack of reported mass transfer 
coefficients in literature for this system and the fact that fitting these parameters to the experimental 
data would likely be difficult. Furthermore, the polarization curve of the RFB system (Figure 5.3) is linear 
up to a current density of 400 mA/cm2. This shows that the performance of the RFB is much more 
sensitive to ohmic internal resistance, most likely from its membrane, than it is to mass transport 
phenomena. Since the system uses a current density of 40 mA/cm2 in normal operation, the effect of 
concentration overpotential is assumed to be insignificant for most of the cycle. This assumption is not 
likely to hold near the end of discharge when the concentrations of reactant species are very low. This 
limitation of the model results in the prediction of a more rapid potential drop at the limiting positive 
electrode than is observed empirically. In this system, mass transfer overpotential can play a role in 
decreasing the electrode potential due to reactant transport limitations near the end of discharge. This 
would result in an earlier but more gradual drop in the positive electrode potential than is predicted by 
the model, which can be seen from Figure 6.16. Although the model does not predict this behaviour 
perfectly near the end of discharge, the observed potential only departs significantly from the model-
predicted values in the last minute of discharge; this deviation is not likely to be of major importance if 
the model is used in practical applications. It should also be noted that the discharge time of the model 
is a few seconds shorter than the empirical data. While this difference is noticeable given the small time 
scale of Figure 6.16, it represents a miniscule percentage of the overall cycle time and is well within the 
error tolerance specified for the model. The good agreement in the behaviour of Figure 6.16 represents 
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another important validation of the model, showing that the predictions of the model correspond well 
to empirical observations.  
The concentration profiles of the major redox species are presented in Figures 6.17–6.24. Figures 6.17–
6.20 depict the computed concentrations of Fe(III)-TEOA and Fe(II)-CN at two points during charge and 
two points during discharge over the course of the single-cycle run.  Similarly, Figures 6.21–6.24 show 
the concentrations of Fe(II)-TEOA and Fe(III)-CN at various times over the same run. Perhaps the most 
noteworthy aspect of these concentration profiles is that the concentrations of each of the redox 
species in the flow battery varies by less than 5 mol/m3 (0.005 mol/L) within each electrode during 
normal operation of the flow battery. For much of the duration of charge and discharge of the RFB, the 
concentrations of these redox species vary by less than 2 mol/m3. This can be attributed to both the 
small electrode sizes and the high rate of electrolyte recirculation relative to the size of the electrode. 
The concentration profiles further show that redox species concentrations vary most in close vicinity of 
the membrane boundary, reflecting that the system is limited more by solute transport through the 
membrane than solute transport within the electrodes and electrode kinetics. Conversely, the 
concentrations of the redox species in the portion of the electrolyte furthest away from the membrane 
vary little in both the vertical direction along which the electrolyte flows and the horizontal direction for 
the majority of the cycle duration. Figures 6.17–6.24 show that the region in which the redox species 
concentration varies most significantly spreads out vertically and horizontally within the electrode 
subdomains as the battery nears the end of discharge. This is similar to the behaviour noted above with 
respect to electrode potential profiles at the end of discharge. Figures 6.25 and 6.26 depict the 
corresponding volume-based electronic current generation due to the redox reactions within the two 
electrodes at similar points near the middle of charge (800 s) and discharge (2400 s). It is evident from 
these figures that the Fe(II)-TEOA/Fe(III)-TEOA reaction occurs at a uniform rate within the positive 
electrode and the Fe(II)-CN/Fe(III)-CN reaction occurs at a relatively uniform rate within the negative 
98 
 
electrode, except over narrow portions closest to the membrane where the electronic current drops. 
This is the expected behaviour according to porous electrode theory for composite electrodes consisting 
of a mixed electronic/ionic conductor. The contribution of the electronic current to the total current 
increases from zero at the membrane/electrode interface to 100% at the electrode/current collector 
interface, as described in eqs (4.26) and (4.27). In general, this would lead to high ionic current density 
close to the membrane that is either conducted through the electrolyte or converted to electronic 
current that drives the redox reactions. Based on the results obtained from the model showing that the 
region where ionic current is dominant is confined to narrow regions next to the membrane, it appears 
that most of the ionic current is rapidly converted to electronic current via redox reaction rather than 
being conducted through the electrolyte. This observation is also reflected in the plots showing the 
spatial distribution of the ionic current density magnitude during charge and discharge in Figures 6.27 
and 6.28, respectively. Such behaviour is not unexpected given the facile kinetics of both electrode 
reactions. It also indicates that ionic transport through the electrolyte is slow relative to electronic 




Figure 6.17: Fe(III)-TEOA (left) and Fe(II)-CN (right) concentrations at 800 s elapsed. The left and right 
legends correspond to the positive and negative electrodes, respectively. 
 
Figure 6.18: Fe(III)-TEOA (left) and Fe(II)-CN (right) concentrations at 1600 s elapsed. The left and right 




Figure 6.19: Fe(III)-TEOA (left) and Fe(II)-CN (right) concentrations at 2400 s elapsed. The left and right 
legends correspond to the positive and negative electrodes, respectively. 
 
Figure 6.20: Fe(III)-TEOA (left) and Fe(II)-CN (right) concentrations at 3200 s elapsed. The left and right 




Figure 6.21: Fe(II)-TEOA (left) and Fe(III)-CN (right) concentrations at 800 s elapsed. The left and right 
legends correspond to the positive and negative electrodes, respectively. 
 
Figure 6.22: Fe(II)-TEOA (left) and Fe(III)-CN (right) concentrations at 1600 s elapsed. The left and right 




Figure 6.23: Fe(II)-TEOA (left) and Fe(III)-CN (right) concentrations at 2400 s elapsed. The left and right 
legends correspond to the positive and negative electrodes, respectively. 
 
Figure 6.24: Fe(II)-TEOA (left) and Fe(III)-CN (right) concentrations at 3200 s elapsed. The left and right 




Figure 6.25: Volumetric current generation due to redox reactions at 800 s elapsed. The left and right 
legends correspond to the positive and negative electrodes, respectively. 
 
Figure 6.26: Volumetric current generation due to redox reactions at 2400 s elapsed. The left and right 




Figure 6.27: Electrolyte ionic current density magnitude at 800 s elapsed. The left and right legends 
correspond to the negative and positive electrodes, respectively. 
 
Figure 6.28: Electrolyte ionic current density magnitude at 2400 s elapsed. The left and right legends 
correspond to the negative and positive electrodes, respectively. 
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6.2 Multiple-Cycle Run 
 
To validate the model, its behaviour must also be compared to the experimental data obtained by Gong 
et al.17 for the multi-cycle run. The variation in the volumetric capacity and current efficiency over the 
multi-cycle run reported in the experimental study of Gong et al.17 and computed by the model are 
compared below in Figure 6.29. It should be noted that volumetric capacity in this figure is based on the 
electrolyte volume for one side (half the total electrolyte volume) because this is the basis for the 
reported experimental capacity values. The model is used to simulate 180,000 seconds of operation, 
which amounts to 69 complete cycles. This simulation is used to fit only the hydrogen evolution reaction 
kinetics based on its behaviour, as discussed previously. The remaining parameters are determined from 
the single-cycle experiment and are used in this simulation to evaluate the robustness of their fit. Due to 
the long solution time of the model, it is not feasible to carry out simulations for the entire 110 cycles 
for which experimental data are available.  
 




An observation that can be made from the experimental data is that the current efficiency of the RFB 
remains very stable over the first 70 cycles, before increasing gradually and slightly over the next 20 
cycles and stabilizing thereafter at a higher level. From the available data, it is difficult to draw 
conclusions on the reason for this change in current efficiency. One possible explanation for the increase 
in current efficiency over time is the decline in TEOA permeation rate across the membrane due to its 
depletion in the negative electrolyte. This would increase the current efficiency at the positive electrode 
and potentially change which electrode reaction becomes limiting with respect to the RFB, as explained 
later in this chapter. While TEOA is initially present in great excess at the negative electrode, this raises 
potential questions about the capability of the RFB to sustain long-term cycling since TEOA depletion on 
the negative side should eventually result in iron precipitation as the TEOA concentration reaches a 
point where the Fe-TEOA complex becomes unstable. This effect has not been observed in the 110 
experimental cycles but may occur in further cycling. Gong et al.17 additionally state that the trend in 
current efficiency can be explained if the crossover of TEOA is highest at the start of cycling. Due to the 
computational limitations noted above, it is not potential to extend the simulations to cover the portion 
of the run where the small rise in current efficiency is observed. It should be acknowledged that it is 
unclear whether the model would have predicted this increase in current efficiency; it does take into 
account the decline in TEOA permeation due to depletion in the negative electrolyte but does not 
account for any other phenomena that may be responsible for this behaviour. The evolution of the 
current efficiency generated by the model over the first 69 charge-discharge cycles is shown in Figure 
6.29. The behaviour of the model over the simulation duration is qualitatively consistent with that of the 
experimental results in that the current efficiency remains stable throughout the run. It should be 
noted, however, that the computed current efficiencies are ~ 8% higher than those observed during the 
experiments. Errors with the model are not the likely cause of this discrepancy. Instead, the problem 
appears to be related to inconsistencies in the experimental data reported by Gong et al.17 The 
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parameters in the model that primarily affect the CE are fit based on the experimental data collected for 
the single-cycle run alone. Comparison of the data reported by Gong et al.17 from their single-cycle 
experiment to that of their multi-cycle experiment reveals that the current efficiency during the first 
cycle of the multi-cycle run is ~ 8% lower than the value during the single-cycle experiment. Further 
testing is warranted to reconcile this discrepancy between the single-cycle and multi-cycle data. With 
the available information, the behaviour of the model appears to follow the behaviour observed for the 
multi-cycle testing, providing evidence of the model adequacy. 
Another observation that can be made from the experimental data of Figure 6.29 is that the volumetric 
capacity of the RFB remains fairly stable, oscillating gently over the course of the multi-cycle run. It is not 
clear whether the relatively minor variation of RFB capacity over many runs can be attributed to 
experimental conditions or transient phenomena occurring in the system that are beyond the scope of 
this model. The fact that no persistent capacity loss observed over the course of many cycles of this RFB 
is significant in validating the present model. It should be noted that the model-predicted capacity 
values are higher than those observed experimentally. This is likely due to the discrepancy noted earlier 
between the single-cycle and multiple-cycle current efficiencies. As discussed in prior sections, the 
absence of any capacity fade in this RFB has been crucial in determining the phenomena that are likely 
taking place in this system. The evolution of the model-predicted volumetric capacity of the RFB over 
the multi-cycle run is presented in Figure 6.29. As shown, the capacity of the RFB remains stable over 
many runs, with no significant capacity fade. This validates the long-term behaviour with respect to RFB 
capacity predicted by the model.  
An important observation during the simulation of the multi-cycle run is the change in limiting reactant 
that occurs over the course of many cycles. In the case of single-cycle operation, the experimental (and 
fitted model) measurements of the individual electrode potentials during discharge (Figure 6.15) reveal 
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that the reduction of ferricyanide to ferrocyanide at the positive electrode is the limiting reaction. 
However, Gong et al.17 did not report measurements of the individual electrode potentials during the 
multi-cycle experiment. Consequently, it is not known from their study whether the positive electrode 
reaction continues to be limiting during the entirety of the multi-cycle operation. To use the model to 
investigate this question, we plot the difference between the inlet concentrations of Fe(III)-CN and 
Fe(II)-TEOA over the course of the run in Figure 6.30. This difference in concentrations is used because 
both species should remain at similar concentrations if the system remains balanced. The only iron-
containing species at the negative electrode are Fe(II)-TEOA and Fe(III)-TEOA and the only iron-
containing species at the positive electrode are Fe(II)-CN and Fe(III)-CN. These iron-containing species 
can only be converted between one another through redox reactions and the total iron concentration at 
each electrode is 200 mol/m3 (0.2 M). In a battery where no side reactions take place and the redox 
species concentrations remain perfectly balanced, the difference in Fe(III)-CN and Fe(II)-TEOA will 
remain zero throughout. The nonzero values of this difference during cycling of the present system 
(Figure 6.30) therefore indicate the direction and magnitude of imbalance that develops between these 
reactants. The apparent oscillations in this value are likely due to the differing rates of the side reactions 




Figure 6.30: Difference between Fe(III)-CN and Fe(II)-TEOA inlet concentrations in multi-cycle simulation. 
As discussed in earlier sections, continued imbalance between these two reactant concentrations is 
expected to result in persistent capacity fade. Initially, a relatively small difference in concentration 
exists between the two reactants, with Fe(III)-CN being depleted faster than Fe(II)-TEOA, as expected.  
This difference grows as the RFB operation continues for ~ 20 cycles, with the concentration of Fe(III)-CN 
consistently being lower than that of Fe(II)-TEOA. This implies that the negative electrode reaction is 
limiting during charge over this portion of the cycling, while the positive electrode reaction is limiting 
during discharge. During charge, Fe(II)-TEOA and Fe(III)-CN are products; if the Fe(III)-CN concentration 
is lower than that of Fe(II)-TEOA then the latter product will have its corresponding reactant (Fe(III)-
TEOA) depleted first, limiting charge at the negative electrode. During discharge, these two species are 
reactants and Fe(III)-CN serves as a limiting reactant during discharge at the positive electrode. The 
difference between the two reactants grows until it reaches a maximum after ~ 20 cycles. However, 
thereafter the trend begins to reverse and the difference in concentrations now shrinks. Eventually, 
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after ~ 56 total cycles, the difference changes sign so that the concentration of Fe(III)-CN now becomes 
greater than that of Fe(II)-TEOA. This trend continues over the remaining cycles, with the difference 
becoming progressively larger. This suggests that after some cycling the iron-cyanide reaction becomes 
limiting during charge, while the iron-triethanolamine reaction becomes limiting during discharge. This is 
a reversal of the initial behaviour, as well as the behaviour observed during the single-cycle run. This 
behaviour is further reflected in the computed individual electrode potentials in Figure 6.31 that 
demonstrate deeper discharge of the positive electrode relative to the negative electrode in the early 
stages and deeper discharge of the negative electrode relative to the positive electrode in the later 
stages.  
 
Figure 6.31: Electrode potentials from multi-cycle simulation. 
Analysis of the model shows that this behaviour is caused by the continual permeation of TEOA through 
the membrane from the negative side to the positive side. As the concentration of free TEOA in the 
negative electrode decreases, its rate of transport across the membrane decreases proportionally. The 
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permeation flux of TEOA through the membrane over the multiple-cycle simulation is presented in 
Figure 6.32. It can be seen that by the end of the simulation, the flux and thus rate of TEOA permeation 
drops ~ 20% from its initial value.  
 
Figure 6.32: Flux of TEOA through membrane over multiple-cycle simulation. 
With less free TEOA crossing over to the positive electrode, the current efficiency of the positive redox 
couple increases. This increased current efficiency would presumably lead to the iron-cyanide reaction 
becoming limiting during charge, as more of the applied current would drive the conversion of Fe(II)-CN 
to Fe(III)-CN, while the current efficiency of the negative electrode reaction would remain relatively 
unchanged. For the same reason, it would be expected that the iron-triethanolamine reaction would 
become limiting during discharge since a greater fraction of the cathodic current from the Fe-CN 
reaction would be balanced with the anodic current of the Fe-TEOA redox couple with slower TEOA 
transport and oxidation. This is because TEOA oxidation competes with Fe-TEOA oxidation for the 
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cathodic current of the Fe-CN redox couple during discharge. This explanation is consistent with Figure 
6.33, which plots the concentrations of Fe(III)-CN, Fe(II)-TEOA, and free TEOA over time. 
 
Figure 6.33: Concentrations of Fe(III)-CN, Fe(II)-TEOA, and free TEOA in multi-cycle simulation. 
 
6.3 Model Convergence 
 
The convergence of the transient solver is found to follow a consistent pattern during the solution of the 
model. The convergence plot obtained during the single-cycle simulation is shown in Figure 6.34. This 
plot provides a visual representation of the change in time-step size as the solver proceeds through the 
simulation. It should be noted that Figure 6.34 shows a plot of reciprocal step size over the course of the 
simulated charge-discharge cycle. A decrease in reciprocal step size indicates improvement in model 
convergence, allowing the transient solver to take larger time steps. An increase in reciprocal step size 




Figure 6.34: Single-cycle model convergence. 
Figure 6.34 shows the typical pattern observed for the behaviour of the solver over the course of single-
cycle simulations. In the first stage, the solver initializes the model and requires very small time steps in 
order to converge. This stage persists over a relatively large number of steps before reaching the point 
at which the solution stabilizes. Once the solution has stabilized following initialization, the second stage 
begins where charge occurs. During this stage, the model takes increasingly large steps in time as it 
becomes easier to meet the convergence criterion. The step size increases until it reaches 10 seconds, 
which is the user-specified maximum step size. The solver then continues with this step size until the 
system nears the end of charge after ~ 820 total time steps. Once the RFB is charged to a large enough 
extent, the RFB voltage begins to rise at a faster rate with charge. This leads to the third stage of the 
solution where the solver requires smaller time steps to converge. Eventually, the third stage ends after 
~ 870 total time steps when the 1.6 V threshold voltage for the termination of charge is reached by the 
RFB. The fourth stage begins with reinitialization of the model, with the direction of current reversed, 
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indicating the switch from charge to discharge. The solver converges rapidly during this stage; this is 
likely due to the fact that the reactants of each redox couple are less depleted at the end of charge than 
at the start of charge. As shown in Figure 6.35, the Fe(II)-CN and Fe(III)-CN concentrations at the end of 
charge are closer to one another than at the start of charge. The same trend is observed in the case of 
Fe(II)-TEOA and Fe(III)-TEOA on the negative side. The fact that none of the species is depleted at the 
end of charge to the same degree that some species are at the end of discharge may result in greater 
stability during the transition from charge to discharge, relative to the transition from the subsequent 
discharge to charge. The fifth stage begins when the solver reaches the aforementioned maximum time 
step of 10 seconds at ~ 900 total time steps; it is during this stage that most of the discharge process 
occurs. Eventually, as the RFB discharges to a great enough extent, the voltage begins to drop at an 
increasing rate. This marks the beginning of the sixth and final stage, where the solver is again forced to 
take smaller steps in time to achieve convergence as a result of a rapidly changing solution. As the 
voltage continues to drop and reactants become more depleted, the time steps taken by the solver 
decrease. The time step size continues to shrink until the battery voltage reaches the discharge 




Figure 6.35: Inlet concentrations of redox species in single-cycle model. 
The convergence of the multi-cycle simulation is illustrated in Figure 6.36. The behaviour of each 
individual cycle in this simulation follows the same trend as the single-cycle simulation, although this 
trend is not easily visible in Figure 6.36. Convergence of the multi-cycle simulation is also significantly 
faster due to the relaxed error tolerance of 0.01, which is four times the 0.0025 error tolerance used 
during the single-cycle simulation. Figure 6.36 illustrates how the convergence of the solver changes 
over the course of many cycles. It can be seen that over the first 75% of the time steps during the 
simulation, the model convergence is very stable so that the step size never decreases below a few 
thousandths of a second. However, over the final 25% of the simulation, the smallest step size required 
by the solver decreases progressively to much lower values and eventually reaches values as small as 
0.0001 seconds (triggering the implicit event described in Chapter 4). This indicates that as time 
progresses, the simulation becomes less stable, resulting in more difficult convergence. It is difficult to 
speculate on the cause for the decrease in model stability over long periods of cycling due to the model 
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complexity and nonlinearity of its equations. A possible contributor to this decreasing stability is the 
decrease in TEOA permeation over time, as discussed earlier in the chapter. This drop in permeation is 
the most persistent change to the system that grows in significance over time. Lower TEOA permeation 
could reasonably be expected to reduce the TEOA concentration in the positive electrolyte to even 
smaller values than normal. Computation of the kinetics for the TEOA oxidation reaction at the positive 
electrode is performed with this positive-side TEOA concentration as an input. This may present a 
source of instability for the solver as the concentration of TEOA in the positive electrolyte reaches very 
small values. Due to the high-order implicit backward differentiation formula methods used by the 
solver, it is difficult to definitively diagnose the source of the decrease in stability.   
 









A transient two-dimensional model for the all-iron all-soluble aqueous redox flow battery introduced by 
Gong et al.17 has been developed in the present work as the first model for this system. This flow battery 
uses the Fe(II)-TEOA/Fe(III)-TEOA redox couple at the negative electrode and the 
ferricyanide/ferrocyanide redox couple at the positive electrode. These negatively charged iron 
complexes are stabilized by operating the system at a high pH. Both redox couples have facile kinetics. 
During charge, Fe(III)-TEOA is reduced to Fe(II)-TEOA and ferrocyanide is oxidized to ferricyanide; these 
reactions are reversed during discharge. The model is solved using the finite element method in 
COMSOL Multiphysics and validated by comparison to the experimental data reported in the study of 
Gong et al.17 The modelled battery consists of two porous electrode subdomains separated by an ion-
exchange membrane subdomain.  
The experimental data on which the model is based suggest that the main mechanism for current 
efficiency loss is the oxidation of free triethanolamine by ferricyanide in the positive electrolyte after it 
has permeated across the ion exchange membrane. The model prediction of a significant and persistent 
reactant imbalance between Fe(II)-TEOA and ferricyanide has led us to the conclusion that a small 
amount of hydrogen evolution also occurs at the negative electrode, something that was not considered 
by Gong et al.17    
The inclusion of these processes within the model for the operating battery required us to formulate 
kinetic expressions for these reactions. Analysis of reaction rate data available in the literature shows 
that ferricyanide oxidizes triethanolamine rapidly in alkaline solutions. With the additional observation 
that the rate of triethanolamine oxidation observed in the present RFB system is dependent on 
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electrode potential, we have modelled the oxidation of triethanolamine as a single electrochemical step 
at the positive electrode. A cathodic Tafel relationship has been used to describe the rate of the 
hydrogen evolution reaction at the negative electrode.    
The transport of charge carriers across the ion exchange membrane is also investigated. Due to the use 
of a cation exchange membrane in the redox flow battery under extremely alkaline conditions, a review 
of the literature has been conducted to determine the predominant charge carriers under these 
conditions. It is determined that hydroxide ions are most likely to be the prevailing charge carriers in the 
Nafion 212 membrane under these conditions. For the purposes of simplicity and numerical stability, the 
membrane has been modelled under the assumption of single-ion transport, with hydroxide being its 
sole charge carrier. For these same reasons, the membrane is modelled as a resistive element and a 
linear (ohmic) voltage-current relationship for the purposes of describing charge transfer is obtained.  
Before carrying out the actual parameter estimation and model validation, we have performed a 
sensitivity analysis on parameters whose values are not confidently known to determine those among 
them that are most significant to the model fit and accuracy. Upon identification of these significant 
parameters (membrane conductivity 𝜎𝑚, TEOA permeation coefficient 𝑃, and the 
ferricyanide/ferrocyanide reaction formal potential 𝐸pos
𝑜′ ), these values are estimated by fitting the 
model to experimental cell voltage-time data obtained for a single charge-discharge cycle. The multiple-
cycle simulation behaviour is also used to fit the hydrogen evolution exchange current density 𝑖0,H2. 
Each of the fit parameters has a separate effect on the shape of the single-cycle charge-discharge curve 
or the multiple-cycle model behaviour, which greatly facilitated the process of fitting these parameter 
values. The membrane conductivity is found to primarily affect the voltage efficiency, which determines 
the difference between the charge voltage and discharge voltage in the galvanostatic charge-discharge 
curves. The permeation coefficient and electrochemical oxidation kinetics parameters (rate constant, 
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formal potential, and transfer coefficient) of free triethanolamine, which mainly affect the coulombic 
efficiency and the relative lengths of the charge and discharge times, are also fit based on the single-
cycle charge and discharge voltage curves. The kinetic parameters for the hydrogen evolution reaction 
at the negative electrode, which affect the balance of reactants between the two primary electrode 
reactions, are further fit based on the behaviour observed experimentally in the multiple-cycle charge-
discharge data. Additionally, the single-cycle charge and discharge curves are used to fit the formal 
potential of the iron-cyanide redox couple; this parameter affects both the charge and discharge 
potentials at the positive electrode, as well as the cell voltage.  
Validation of the model is conducted by comparing the simulation of both a single charge-discharge 
cycle and a multiple-cycle run to experimental data obtained for the redox flow battery system by its 
original researchers. The single-cycle model output is used to evaluate the adequacy of the fit with 
respect to the experimental data used to fit it. The multiple-cycle model is used to simulate and validate 
the long-term cycling behaviour of the fit model with respect to the parameters fit from the single-cycle 
data and to evaluate the adequacy of the fit for the exchange current density of the hydrogen evolution 
reaction at the negative electrode. The fitted model for the single-cycle fits the experimental data 
reasonably well; the most significant deviation of the model from the experimental data occurs at the 
end of discharge, where the model predicts a steeper drop in cell voltage than that observed 
empirically. This discrepancy is most likely explained by factors such as pore-scale reactant transport 
phenomena that are beyond the scope of the present model.  
The positive and negative electrode potential profiles are generated at several points in time over the 
course of the single-cycle simulation. These profiles show that the electrode potential does not vary 
significantly within each electrode for most of the cycle time; it is only toward the end of discharge that 
the variation in electrode potential within each electrode becomes significant. Comparison of the 
behaviour of the spatially-averaged electrode potentials at the end of discharge to the electrode 
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potentials observed experimentally shows good agreement. In both the experimental data and the 
simulation, the positive electrode is found to limit the cell voltage at the end of discharge. Reactant 
concentration profiles are also generated for the primary redox species across the positive and negative 
electrodes at several points in time over the course of the single-cycle simulation. The reactant 
depletion and product generation are found to be most significant in the regions close to the 
membrane-electrode boundary. It can thus be concluded that the model predicts that the rates of the 
primary redox reactions at each electrode are greatest in the vicinity of the membrane-electrode 
interface. No information is available in the literature that can be used to validate this prediction with 
respect to the present RFB system. 
The model has been used to simulate a sequence of consecutive charge-discharge cycles in addition to 
the single-cycle simulation. Over nearly 70 cycles, the current efficiency and capacity of the redox flow 
battery remain nearly constant. Apart from some oscillatory variations in the experimental data, the 
model predictions agree well with the experimental observations; the current efficiency and capacity 
remain relatively constant over the same number of cycles. The model results suggest that the redox 
reaction limiting the discharge of the redox flow battery changes from the iron-cyanide reaction at the 
positive electrode to the iron-triethanolamine reaction at the negative electrode over the course of the 
multiple cycle run. This agrees with the expected behaviour of the redox flow battery due to the 
combined effects of the relatively constant rate of hydrogen evolution reaction at the negative 
electrode and the declining flux of free triethanolamine across the membrane over time. However, an 
inconsistency is noted between the experimental data reported by Gong et al.17 for the single-cycle run 
and for multiple-cycle run – the current efficiency observed during most of the multiple-cycle run is 
significantly lower (~ 85-90%)  than that observed during the single-cycle case (~ 93%).  
Convergence of the model solution has been found to be a challenge during the simulations. The 
convergence follows a consistent trend; the solution is least stable at the start of each charge stage, 
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start of each discharge stage, and the end of each discharge stage. The stability of the convergence does 
not affect the model results but rather the step size for the transient solver. Lower stability results in the 
solver taking smaller time steps, which results in more computational time; in the extreme case of low 
stability, the solver cannot converge or takes an impractical amount of time to solve the model. During 
the multiple-cycle simulation, the convergence is found to become more difficult as the simulation 
progresses in time; it can be concluded from this behaviour that the model solution becomes less stable 
over many cycles. While a definitive cause for this decrease in stability over time has not been 
determined, the decrease in TEOA permeation over time may play a role due to its expected effect on 
the TEOA concentration in the positive electrolyte. The nonlinearity of the model equations and model 
complexity are also likely to contribute to the lack of model stability.    
7.2 Recommendations 
 
The following recommendations are presented for further development and analysis of the redox flow 
battery considered in the present work.   
1. Given that the hydrogen evolution reaction kinetic parameters used in the model are fit based 
on the charge and discharge curves for the present redox flow battery system, it is 
recommended that the kinetics of hydrogen evolution under these conditions be investigated. 
Experiments similar to those conducted for the main redox couples of this battery could be 
performed to determine the formal potential and standard rate constant for the hydrogen 
evolution reaction in this RFB system. The model could then be updated to reflect this 
information to improve its accuracy.  
2. The treatment of the ion exchange membrane as a purely resistive element has been adequate 
for modelling the system; however, a more general formulation of the membrane model would 
be beneficial to evaluate the validity of assumptions made in the present work. If the membrane 
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model were modified to consider multi-species transport by diffusion, convection, and 
migration, this would result in a more accurate depiction of the ion exchange membrane. Such a 
model would be able to operate without the assumption that a single charge carrier is 
responsible for the entirety of the membrane current, which is not entirely valid for the present 
membrane under alkaline conditions. Constructing this model would enable us to evaluate the 
validity of the assumption that hydroxide is the predominant charge carrier. The model may also 
enable phenomena such as osmotic and electro-osmotic transport to be considered, which 
would enable more accurate consideration of TEOA transport as well as water transport across 
the membrane. Based on the experience with the present model, it is likely that such a 
modification would result in model instability, perhaps to a great enough extent that it cannot 
be solved with the present solver settings. It is therefore recommended that a more 
comprehensive membrane model that is able to consider multiple transport phenomena and 
multiple charge carriers be investigated. 
3. Membrane transport has been found to account for most of the resistance in the present redox 
flow battery. The facile kinetics of the main redox reactions and good mass transfer of 
electroactive species imply that the best voltage efficiency gains are likely to come from 
reducing membrane resistance. Although a cation exchange membrane has been selected for 
this battery, an anion exchange membrane is more appropriate from a transport point of view 
for this system that operates under alkaline conditions where the predominant charge carriers 
are hydroxide anions. This choice of membrane may be partially responsible for the magnitude 
of membrane resistance observed. An anion exchange membrane may be a good candidate to 
replace the existing membrane in this redox flow battery, as it would ideally be more highly 
selective to hydroxide ions and allow them to flow with less resistance. Thus, it is recommended 
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that alternative ion exchange membranes such as anion exchange membranes be investigated 
to improve the performance of this redox flow battery.  
4. Some of the most significant limitations of the present model are the length of time required to 
solve it and the potential instability and convergence issues that occasionally emerge during this 
process. It can be seen from the reactant and potential profiles across both electrodes that the 
spatial variation within each electrode for much of the simulation is not very large. This raises 
the question of whether a two-dimensional transient model is strictly necessary to adequately 
model the system. It is recommended that a one-dimensional transient model be formulated 
and compared to the results obtained from the two-dimensional model. If the loss of accuracy 
from this reduction in dimensionality is not very severe, the significantly lower computational 
cost would justify the use of the one-dimensional model. If a one-dimensional model were 
found to be acceptable, it could be used to more rapidly conduct preliminary simulations for 
purposes such as optimization. The existing two-dimensional model could be reserved for more 
detailed and accurate calculations, such as those that deal explicitly with spatial variation in 
model variables, as needed. As discussed in Chapter 3, one-dimensional models have been 
formulated for other RFB systems such as all-vanadium but have not yet been developed for the 
present system.  
5. A prediction from the model that has come from the multiple-cycle simulation results is that the 
discharge-limiting reaction changes from the positive electrode reaction to the negative 
electrode reaction as the battery is cycled continuously. It is recommended that the multi-cycle 
testing of the redox flow battery be repeated, with the negative and positive electrode 
potentials measured independently. The individual electrode potentials have only been 
measured during the single-cycle run and are the basis for the conclusion that the positive 
electrode reaction is the discharge-limiting reaction due to the fact that only the positive 
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electrode potential changes significantly at the end of discharge. The availability of these data 
for the multiple-cycle run would enable further validation of the conclusion that the iron-
triethanolamine reaction becomes the discharge-limiting reaction. 
6. The instability and convergence challenges encountered in the solution of the model have 
prevented the simulation of more than approximately 70 consecutive cycles of the flow battery 
system. It would be useful to be able to simulate more cycles since the experimental data 
reported by Gong et al.17 include 110 consecutive cycles. One strategy that may improve the 
number of cycles that can be simulated would be to partition the solution process into segments 
of a certain number of cycles; the solver could then be run for each partition, stopped, and then 
reinitialized for the next partition with initial conditions corresponding to the end state of the 
previous partition. If this process were automated, the model would be able to continue until 
the point at which it is unable to converge without risking loss of most of the results obtained 
prior to that point. The use of a one-dimensional model would also likely enable the model to 
simulate more cycles due to its reduced complexity and faster expected solution time. 
Investigation of other solution algorithms and solver settings to find an optimal solver 
configuration for this specific application may also improve the stability of the model. It is 
therefore recommended that steps be taken to improve the stability and convergence of the 
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