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Abstract: This paper examines the role of non-cash flow factors over correlation jumps in financial
markets. Utilizing time-varying risk aversion measure as a proxy for investor sentiment and
the cross-quantilogram method applied to intraday data, we show that risk aversion captures
significant predictive power over realized stock-bond correlation jumps at different quantiles and
lags. The predictive relation between correlation jumps and time-varying risk aversion is found
to be asymmetric, as we detect a heterogeneous dependence pattern across different quantiles and
lag orders. Our findings underline the importance of non-cash flow factors over correlation jumps,
highlighting the role of behavioral factors in optimal portfolio allocations and the effectiveness of
diversification strategies.
Keywords: realized correlation jumps; stock-bond correlation; time-varying risk aversion
1. Introduction
Correlations amongst asset returns in a portfolio are critical for the effectiveness of diversification
strategies, particularly during periods of market downturns, which is when diversification is needed
the most [1]. Considering that diversification in a portfolio has traditionally been measured by the
pairwise correlations of assets in the portfolio, any abrupt changes in correlation patterns could
leave investors under-diversified, resulting in significant economic losses in portfolio valuations [1–3].
Accordingly, over the past decade, what has been of significance is understanding how macroeconomic
changes affect the time variation in the stock-bond market correlations, as these two asset classes
constitute major components of traditional portfolio allocations. The literature offers several approaches
suggesting how to explore the economic determinants of the time variation in stock-bond correlations [4],
since correlations have been shown to exhibit significant variability due to market conditions in the
post-war period [5].
Towards this direction, a number of empirical studies in the literature report asymmetric patterns
in return correlations. Specifically, it has been shown that, as stock market uncertainty increases,
the future stock-bond correlation decreases in the US [6,7] and in several European countries [8]. It has
also been suggested that the stock-bond correlation increases along with inflation uncertainty and real
interest rate uncertainty [9]. However, previous work on the topic has suggested that the stock-bond
correlation decreases along with inflation, while the opposite holds for periods of real interest rate
volatility in some cases [10]. What has also been explored, is the effect of macroeconomic news
announcements on stocks and bonds during recessions and expansions. The evidence in this strand
of the literature has generally shown that stock-bond correlation is higher in expansionary periods
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than in recessions [11–13], while several studies have shown that recessions are associated with higher
monthly stock-bond correlation compared to expansions [14]. Separately, a growing number of studies
highlight the role of investor sentiment both as a powerful predictor of stock market returns [15] and
as a driver of the cross-section of returns in equity markets [16]. Linking investor sentiment to risk
aversion, [17] further associate investors’ risk aversion to the premia captured by higher moments
in stock returns. The role of investor sentiment as a determinant of higher order moments in stock
returns is further supported by the evidence that time-varying risk aversion could capture information
that can be of value for out-of-sample prediction of realized volatility in financial markets [18].
In a direct application of risk aversion to global stock market correlation patterns, it has been
shown that, for a sample of eight developed countries, global risk aversion can explain 90% of the
global equity market comovements [19]. Extending the scope to emerging stock markets, it has
been further shown that global risk aversion is a significant determinant of international equity
correlations, consistently across a sample of seventeen emerging stock markets [20]. To that end
and for the evaluation of the degree of diversification for portfolio decisions, one of the main factors
is correlation [21]. From an economic perspective, the correlation between stock and bond market
returns can be regarded as an indicator whose changes reflect important variations in macroeconomic
conditions and/or investors’ risk preferences. In sense, lower correlation points to the “beginning of a
crisis” as investors shift funds in and out of these two asset classes as they anticipate bad times ahead,
while elevated levels of correlation point to favorable macroeconomic conditions. Considering the
argument by [22] that emotion-based changes in investors’ utility function driven by fear serve as
the primary driver of the time-variation in risk aversion rather than changes in wealth or expected
income, one can argue that a close association exists between changes in investors’ risk preferences
and correlations in financial markets.
This paper provides novel perspective to enlarge our understanding of the link between investor
sentiment and financial market dynamics by examining how the time variation in risk preferences
affects the correlation dynamics between stock and bond markets, the two dominant classes of assets
in typical portfolio formations. More specifically, we examine whether time-varying risk aversion can
help predict realized stock-bond correlation jumps, an issue of high importance for risk management
and portfolio allocation decisions [6,8,10]. Nevertheless, what has been in question, is if correlation
series should be considered to be a continuous process, indicating that the state-of-the-art should give
focus on breaks in such sequential movements of two-time series. In the current approach, we aim at
shedding light on the informational content of the stock-bond correlation jumps and to explore if they
can occur in response to important variations of non-cash flow factors in financial markets. To the best
of our knowledge, this is the first such study.
The rest of the paper is structured as follows: Section 2 presents the empirical methodology,
while in Section 3, the results of the predictability analysis are presented. Finally, in Section 4, we discuss
the results and provide future research suggestions.
2. Data and Methods
In this work, the focus is on the aggregate stock market index and T-Bonds, as these two asset
classes represent the dominant investment allocations in a typical portfolio setting. The data series
include intraday S&P 500 index (SP) and 30-year T-Bond futures (US) returns over the period from
8 July 2002 to 28 August 2015, with a sampling frequency of 1-min. The data are retrieved from
the Pi-Trading Inc. In the case of the time-varying risk aversion measure (TVRA), we utilize the
daily time-varying risk aversion measure of [20]. This index is proxied by the risk-aversion measure
developed by [20] based on a set of six financial instruments (term spread, credit spread, a detrended
dividend yield, realized and risk-neutral equity return variance and realized corporate bond return
variance). This measure is derived from a no arbitrage asset pricing model featuring time varying
economic uncertainty and risk aversion based on a utility function in the hyperbolic absolute risk
aversion (HARA) class. Formulating asset prices as a function of preferences, consumption growth and
Mathematics 2020, 8, 2255 3 of 11
cash flow dynamics, [23] allow stochastic risk aversion to have a component that is uncorrelated with
fundamentals and instead reflect pure mood swings or institutional factors that may affect aggregate
risk aversion. The asset pricing model yields separate series to represent the time variation in economic
uncertainty and risk aversion. [23] note that, while economic uncertainty is found to correlate with
credit spreads and measures of financial market volatility, risk aversion is, instead, substantially
correlated with consumer confidence measures.
Our first step is to non-parametrically estimate the realized covariance and the realized correlation,




rα,i,t · rb,i,t, (1)
where i = 1, . . . , n denotes the intraday returns on day t, for the two assets, a and b. The quadratic
covariation process is presented in detail in the Appendix A.
In the absence of market microstructure noise, the non-synchronicity of prices, and the presence
of jumps, the realized correlation coefficient adequately estimates the correlation as the sampling












where RVt ≡ 14 log(2)
∑K
i=1(hi,t − li,t)
2 is the realized ([25]) range estimator. This estimator of daily
realized volatility is based on the sum of intraday Parkinson ranges, with K being the number of
intraday intervals considered. Furthermore, hi,t, li,t are the corresponding high and low logarithmic
intraday prices in the i-th intraday interval of day t. This estimator is a combined estimator between
realized volatility and range estimators. Refs [26,27] empirically studied the properties as well as the
accuracy of the realized (Parkinson) range estimator. In this paper, the realized range is computed at
sampling intervals of 60 min. The realized covariance can control the effects of microstructure noise
and non-synchronous trading, when estimated by the two-scale realized covariance estimator [28].












The correlation jump detection is similar to the volatility jump detection scheme. In this study,

















The realized correlation jumps are then formulated as the difference between the realized

























(∣∣∣rt,i−1∣∣∣, ∣∣∣rt,i∣∣∣, ∣∣∣rt,i+1∣∣∣)2. In this setting, we chose to use MRV, as its theoretical
efficiency properties are shown to be superior to the tripower variation measure. In addition, it is a
jump-robust estimator of integrated variance, i.e., it is a less biased estimator than other measures of
RV in the presence of jumps (see also [31]).
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Our second step consists of the predictability analysis, employing the cross-quantilogram method
proposed by [32]. The cross-quantilogram tests and measures the directional predictability of time
series at different quantiles and lags, proposed by [33]. The univariate method to the bivariate level,
known as bivariate cross-quantilograms, is extended by [32].
Let xi,t, with i = 1, 2 and t = 1, 2, . . . , T, be two strictly stationary time series, with i being either
the realized stock-bond correlation jump series (1) or time varying risk aversion (2). Let xi,t follow the
unconditional distributions Fi (·) and density functions fi (·). The unconditional quantile function is
qi(τι) = inf
{
v : Fi (v) ≥ τi
}
, for quantiles ti ∈ (0, 1).
For an arbitrary pair of τ = (τ1, τ2), the serial dependence between the occurrences of{
x1,t ≤ q1,t(τ1)
}




for time varying risk




is reported as a quantile
hit (or exceedance) described by the indicator function I[xi,t ≤ qi,t(τi)], and the cross-quantilogram
for the τ-quantile with k-lags is defined, given an integer k = ± 1, ± 2, . . . , with ψτ(u) = I [u < 0] − τ.
as follows:
ρτ(k) =











Based on [32], the minimization model formulation that estimates the vector of the unknown
parameters βi(τi) for i = 1, 2 by formulating the conditional quantile function via linear quantile



























with ρ∗τ (k) ∈ [−1, 1] indicating the directional dependence’ magnitude in the time series’ quantiles,
and k being the lead/lag parameter that controls the days of delay in the predictability relationship.
Employing the Ljung-Box type test statistic [33] given by Equation (8), the null hypothesis is
tested, i.e., H0 : ρτ(k) = 0 for all k ∈ 1, . . . , p, with H1 : ρτ(k) , 0 for some k ∈ 1, . . . , p.






In this paper, we explore the dependence patterns between all pairs of quantiles given for α2 equal
to 0.1, 0.5, and 0.9, and the dependence up to k = 50 lags (i.e., days). In the null hypothesis where
we suppose that there exists a lack of any directional predictability, as suggested [30], the asymptotic
null distribution of the cross quantilogram depends on nuisance parameters. In order to be able
to tackle the latter, we use the stationary bootstrap technique in order to approximate the null
distribution, as suggested by [34], by estimating the critical values and conducting statistical inferences.
The stationary bootstrap method is employed, as it permits a random block lengths and because it
stationary and based on the original sample, which is not like the typical bootstrap resampling under
this technique. This assists in addressing the data series’ serial dependence.





represents the order of the i-th block with length ranging
from ki to Li. In addition, Li denotes an independent and identically distributed variable with
scalar parameter Pr (Li = s) = γ(1− γ)
s−1, s = 1, 2, . . . , for γ ∈ (0, 1). Moreover, ki is an illustrative
of an independent and identically distributed order, drawn from a discrete uniform distribution








from the stationary bootstrap method. If t > T, the pair x1,tx2,t−k is substituted by x1, jx2, j−k and
j = k + (t mod(T − k)), while mod stands for the modulo operator. This is completed as the upper
limit of BkiLi , which can surpass the sample size T. Finally, on the basis of the sequence of random
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blocks, the stationary bootstrap method is employed when computing a confidence interval for each
cross-quantilogram statistic.
3. Results
Figures 1–3 depict the cross-quantilograms ρ∗τ (k), which detect the directional predictability of
the realized stock-bond correlation jumps from time varying risk aversion (TVRA) by estimating the
lead-lag correlations contemporarily at different lags and at various quantiles of the risk aversion,
i.e., for the α2 = 0.1, α2 = 0.5, and α2 = 0.9 quantiles, which correspond to market states when risk
aversion is at its low, median, and high levels, respectively.
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aversion measure (TVRA) to real zed correlation jumps (RCJt), by estim ting the lead-lag correlations
contemporarily at different lags and quantiles. As for RCJt, six quantiles are considered, in which
α1 ∈ {0.05, 0.10, 0.20, 0.30, 0.40, 0.5, 0.60, 0.70, 0.80, 0.9, 0.95}As for TVRA, three quantiles are considered,
in which α2 ∈ {0.1} orresponding to periods in which the TVRA is in its low levels. Bar graphs depict
the q̂a(k), while the r d lines depict the 95% bootstrap c fidence intervals for 1000 bootstrap iteration .
For positive (ne ative) values of the q̂a(k), a bar abov (below) the red line leads to a reje tion of the
ull hypothesis H0 : q̂a(k) = 0 at 5% significance level.
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This figure depicts the sample cross-quantilograms (q̂a(k)) to detect directional predictability from
time-varying risk aversion measure (TVRA) to realized correlation jumps (RCJt), by estimating
the lead-lag correlations contemporarily at different lags and quantiles. As for RCJt, six quantiles
are considered, in which α1 ∈ {0.05, 0.10, 0.20, 0.30, 0.40, 0.5, 0.60, 0.70, 0.80, 0.9, 0.95} As for TVRA,
three quantiles are considered, in which α2 ∈ {0.5} corresponding to periods in which the is in its
median levels. Bar graphs depict the q̂a(k), while the re lines depict the 95% bootstrap confidence
intervals for 1000 bootstrap iterations. For positive (negative) values of the q̂a(k), a bar bove (below)
th red line leads to a rejection of the ull hypothesis H0 : q̂a(k) = 0 at a 5% significance level.
Given that correlation jumps and risk aversion series are at daily frequency in our empirical
application, a large number of lags is selected, i.e., k = 50, and the lead/lag correlations are estimated
for each lag. The latter corresponds to 50 days, i.e., slightly less than 2 months, in order to account for
practical applications to portfolio allocation decisions, as daily rebalancing of investment portfolios
would not make much sense due to transaction costs. The (green) bars in the graphs depict the
estimated ρ∗τ (k) values, while the red lines depict the 95% bootstrap confidence intervals obtained
from 1000 bootstrap iterations. For positive ρ∗τ (k) values, a bar above the red line leads to the rejection
of the null hypothesis H0 : q̂a(k) = 0 at a 5% significance level. For negative ρ∗τ(k) values, a bar below
the red line leads to the rejection of the null hypothesis H0 : q̂a(k) = 0 at a 5% significance level.
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Figure 3. Sample cross-quantilograms for the high levels of TVRAs, i.e., for α2 = 0.9. Note: This figure
depicts the sample cross-quantilograms (q̂a(k)) to detect directional predictability from time-varying risk
aversion measure (TVRA) to realized correlation jumps (RCJt), by estimating the lead-lag correlations
contemporarily at different lags and quantiles. As for RCJt, six quantiles are considered, in which
α1 ∈ {0.05, 0.10, 0.20, 0.30, 0.40, 0.5, 0.60, 0.70, 0.80, 0.9, 0.95}As for TVRA, three quantiles are considered,
in which α2 ∈ {0.9} corresponding to periods in which the TVRA is in its high levels. Bar graphs depict
the q̂a(k), while the red lines depict the 95% bootstrap confidence intervals for 1000 bootstrap iterations.
For positive (negative) values of the q̂a(k), a bar above (below) the red line leads to a rejection of the
null hypothesis H0 : q̂a(k) = 0 at a 5% significance level.
Figure 1 represents the case in which the TVRAs are in their low quantile (α2 = 0.1), thus capturing
the market state in which investors have greater risk appetite. We observe a weak level of positive
dependency for some lags between the TVRA and RCJ, when RCJ are in their low quantile (α1 = 0.1).
The ρ∗τ (k) are estimated to be positive and significantly different from zero only for few lags. This means
that when TVRA is very low, i.e., investors have greater appetite for risk taking, it is unlikely to have
high levels of RCJ both in medium-term and long-term periods. Thus, we can argue that periods of
greater risk appetite or speculative tendencies are not necessarily associated with longer term jumps
in correlations between stock and bond market returns. However, when RCJ are in their median
quantile (α1 = 0.5), we observe a positive dependency between TVRA and RCJ for all considered lags,
suggesting that low level of risk aversion captures predictive information on typical occurrences of
correlations jumps represented by median levels of RCJ. At the other extreme, that is when RCJ are
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in their high quantile (α1 = 0.9), we find a positive dependency between TVRA and RCJ after some
lags. The ρ∗τ (k) are positive and significantly different from zero after the first several lags for a lower
number of lags, compared to the previous case. This suggests that when TVRA is very low, it is more
likely to have high levels of RCJ. In economic terms, the findings suggest that greater speculative
tendencies among investors can predict immediate correlation jumps, possibly due to correlated trades
in stock and bond markets as investors allocate funds in and out of these assets, thus establishing a
predictive relation between risk aversion and jumps in correlations. Accordingly, one can argue that
risk aversion has an asymmetric impact on correlation patterns such that speculative and hedging
tendencies among investors can contribute to heterogeneity in correlation patterns.
Figure 2 represents the case in which the TVRA is in its median quantile (α2 = 0.5), corresponding
to typical market states as far as investor risk attitudes are concerned. We observe a weak level of
negative dependency after some lags between the TVRA and RCJ, when RCJ are in their low quantile
(α1 = 0.1). The estimated ρ∗τ (k) values are negative and significantly different from zero only for few
lags. The latter means that when TVRA is very low, it is unlikely to have low levels of RCJ both
in medium-term and long-term periods. At the same time, when RCJ are in their median quantile
(α1 = 0.5), we report a positive dependency between TVRA and RCJ for a few lags only in the long-term
period. When RCJ are in their high quantile (α1 = 0.9), however, a negative dependency is observed
between TVRA and RCJ for the immediate short-term lags. The ρ∗τ (k) are found to be significantly
different from zero after the first several lags for a greater number of lags, compared to the previous
case. Therefore, we conclude that when TVRA is in its median levels, it is unlikely to have high levels
of RCJ in both the short-and long-term periods. This suggests that typical risk aversion values do not
necessarily capture predictive information over correlation jump dynamics, implying a regime specific
predictability relation between investors’ risk preferences and correlation patterns.
Finally, Figure 3 represents the case in which the TVRA is in its extreme high quantile (α2 = 0.9),
capturing market states in which investors have greater hedging tendencies. We observe a weak
level of positive dependency after some lags between the TVRA and RCJ, when RCJ are in their low
quantile (α1 = 0.1). The estimated ρ∗τ (k) values are positive and significantly different from zero only
for few lags, implying that when TVRA is very high, it is likely to have low levels of RCJ both in short-
and long-term periods. When RCJ are in their median quantile (α1 = 0.5), however, we find a strong
positive dependency between TVRA and RCJ for all lags considered. At the other extreme, when RCJ
are in their high quantile (α1 = 0.9), we find a weak positive dependency between TVRA and RCJ
after some lags. The ρ∗τ (k) are found to be positive and significantly different from zero after the first
few lags. Therefore, we conclude that when TVRA is very high, it is not likely to have high levels
of RCJ in both the short- and long-term periods. From an economic perspective, the latter indicates
that greater hedging tendencies are not necessarily associated with future occurrences of jumps in
correlation patterns, as investors would be less likely to increase their allocations to equity positions in
such market states.
Overall, the inferences obtained from Figures 1–3 point to a regime specific predictive relation
between behavioral factors and correlation dynamics such that greater speculative tendencies, i.e., TVRA
at extreme low levels, are more likely to be associated with future occurrences of jumps in stock-bond
market correlations, while market states during which hedging tendencies dominate do not necessarily
capture predictive information regarding future occurrences of correlation jumps. For investment
allocation and diversification applications, the results suggest that, failing to take into account the level
of risk aversion in financial markets can lead to under-diversified portfolio positions during periods
when speculative tendencies are high. This is indeed an important consideration, as greater risk taking
can lead to excess volatility in investment returns, and, based on our findings, taking into account the
level of risk appetite can help improve the effectiveness of diversification schemes.
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4. Conclusions
In this paper, the predictive role of time-varying risk aversion over correlation dynamics in stock
and bond returns is examined. The empirical analysis reveals an asymmetric relation between realized
stock-bond correlation jumps and time-varying risk aversion, detecting a heterogeneous dependence
pattern across different quantiles and lag orders. Specifically, a strong level of negative dependency
between time varying risk aversion and the realized stock-bond correlation jumps is observed when
the latter is at its medium levels. Said dependencies tend to be stronger for large lags, i.e., for
lags over 30 days. When risk aversion is at its median levels, reflective of typical market states for
investor behavior, very strong negative dependencies in almost all lags at all but the very low realized
stock-bond correlation jumps indicator’s quantiles are documented. Said negative dependencies are
stronger for earlier lags, reflecting short term effects, while for longer lags, no dependency is observed.
Finally, when the varying risk aversion is at its high levels, strong negative dependencies are observed
at almost all levels of the realized stock-bond correlation jumps indicator, and for most lags. At the
low realized stock-bond correlation jumps quantiles, statistically significant dependencies are mainly
observed for very large lags, all of which are negative.
The findings establish a regime-dependent predictive relationship between behavioral factors and
correlation jumps in financial markets, which can be utilized to avoid under-diversification in extreme
market conditions when diversification is needed the most. These findings have important implications
for policy makers as they allow us to better understand changes in the correlation between stock
and bond market returns as such changes reflect important variations in macroeconomic conditions
and/or investors’ risk preferences. However, there are some limitations, mainly concerning the period
selection due to data availability, as well as the fact that we only focus on the US market. For future
research, it would be interesting to extend the scope of our study to alternative investments including
commodities or crypto currencies, as one would expect the time-variation in risk appetite to have
stronger effects in these relatively riskier asset classes, and to evaluate the out-of-sample predictive
power of TVRA on correlation dynamics in those markets.
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Appendix A. Measuring Realized (co)Variance
Based on [35], let us suppose a N-dimensional log-price process P =
(
P(1), . . . , P(N)
)
which
is observed over the interval [0, T]. The observed price process P is modelled as a Brownian











where a represents a vector of predictable and locally bounded drifts, σ is a càdlàg (i.e., it is everywhere
right-continuous and has left limits everywhere) volatility matrix process in which its distance from
zero is bounded from below by a strictly positive number. W stands for a vector of Brownian motions,
P is a counting process dealing with the number of jumps occurred in a specific time interval, and




i, j < ∞
for all j = 1, . . . , N, and P(t) < ∞ for all t < ∞. Namely, this stochastic process is consisted by two
components. The first component is a counting process representing the number of jumps occurred in
a specific time interval. The second one is a Brownian martingale. The quadratic covariation process
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of P is given by Equation (A2) (It must be noted that the quadratic covariation process of Pt is given







}T, with plim denoting the convergence in












Ji JTi , (A2)
where Σ = σσT. The term
t∫
0
Σ(u)du, i.e., the first one on the right-hand side, is the integrated covariance.
The realized covariance is an estimate of Equation (A2). One of the most widely used and simplest
consistent estimators of realized covariance can be constructed by summing up the outer products
of the vectors (i.e., a matricial description of tensor product of two vectors) of discretely observed
log returns. More specifically, let us consider rt,i as a N × 1 vector of log returns observed in the ith
interval of an equidistant grid with a total of M intervals. Said classic estimator, whose properties are





ˆQCt is considered as a consistent estimator of the quadratic covariation as it is capturing both the jump
part and the integrated covariance. We refer to [33] for further information as regards the time series
properties of ˆQCt.
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