Abstract
Introduction
The research area of ubiquitous computing starts with the vision of Mark Weiser -to integrate computers in everyday life, ..., having machines that fit human environment instead of forcing humans to enter theirs. In our view, for computers to be able to fit human environments, they must be in proper size and shape, appropriate for their users, and adaptable to the users' world; in other words, they should be aware of users' context. Nowadays, context-awareness has sparked vigorous discussions in different fields. However, most current contextaware systems and applications are still small-scaled and use only little context information, such as time, location, and user identity. In the data management area, despite some recent attention to the context-awareness issue, little progress has been made due to the difficulty in capturing, conceptualizing, and representing complicated knowledge about users, context, and tasks [21] .
The aim of this paper is to address the impact of context-awareness on ubiquitous data management. We first overview different characteristics of context, as well as its implications and requirements for context-aware data management, from the standpoints of both users and systems. References to recent research activities and applicable techniques are also provided.
The remainder of the paper is organized as follows. Section 2 surveys different definitions of context, context categorization, and context-aware applications. Section 3 describes characteristics of context. Its implications and expectations for context-aware ubiquitous data management are summarized in Section 4. Section 5 concludes the paper.
Fundamentals

Definitions of Context
There are several attempts in the literature to define the notion context, ranging from being very broad to being very narrow and application-oriented. In a broad sense, according to Dourish, "Context is a slippery notion. Perhaps appropriately, it is a concept that keeps to the periphery, and slips away when one attempts to define it" [20] . Dourish objects against seeing context as something which can be seen as separable from the content of an activity. As an example, he mentions that during a conversation the location of this conversation could turn from context into content when it becomes the subject of this conversation.
Lieberman and Selker look at context from a computer programming's point of view. Traditionally, the field of computer science tries to be context-independent: given the same input providing the same output independent of the context of the input [46] . They thus come up with a relatively more concrete definition of context.
Context can be considered to be everything that affects the computation except explicit input and output [46] .
Getting close to the application side, one of the most cited definitions of context is probably from Dey et al.. Context is any information that can be used to characterize the situation of an entity. An entity can be a person, place, or object that is considered relevant to the interaction between a user and application, including the user and applications themselves [17] .
According to Dey, a system is context-aware if it uses context to provide relevant information and/or services to the user, where relevancy depends on the users' task.
Building upon this definition, Gray and Salber clarify the term "interaction" from Dey further by indicating whether it points to what is achieved by doing this interaction (e.g., the task), or the interaction itself (e.g., the user interface or dialogue), and provide a definition for sensed context [24] .
Sensed context are properties that characterize a phenomenon, are sensed and that are potentially relevant to the tasks supported by an application and/or the means by which those tasks are performed [24] .
Reverting to the data management field, throughout our study [21, 66] , we view context as follows.
Context refers to the situation under which user's database access happens [21] .
Context Categorization
There are many possible ways to categorize context information [17, 9, 21, 30] . Here, we describe two kinds of categorization methods, namely, operational categorization and conceptual categorization. Based on how context is acquired. Henricksen and Indulska categorize context into sensed, static, profiled, or derived context [30] .
Since this categorization is very related to the way context information is acquired, modeled, and treated, we call it operational categorization. Contexts of different types differ substantially in how dynamic and reliable they are. In this paper, we will also refer to the derived context as high-level context, and to the rest as low-level context.
Another context categorization is made by Feng et al. in [21] , which distinguishes user-centric context from environmental context at a conceptual level. We thus call it conceptual categorization.
Most of the context categorizations in the literature fall into either of the two kinds [17, 9] .
Context-Aware Applications
In [40] , Korkea-aho provides an overview of existing mobile context-aware applications, which fall into the following four groups, i.e., office and meeting tools, (tourist) guides, context-aware fieldwork tools, and memory aids. The main context information explored in these systems is user identity, time, and location.
In a further search for "killer applications" for contextawareness, Brown et al. classify six kinds of applications; proactive triggering, streamlining interaction, memory for past events, reminders for future contexts, optimizing patterns of behavior, and sharing experiences [7] .
In the domain of information retrieval and service invocation, Dey and Abowd list three possible uses of context in applications: presentation of information and services to a user, automatic execution of a service, and tagging of context to information for later retrieval [17] .
More detailed descriptions of context-aware applications can be found in good surveys [57, 51, 61, 40, 17] .
Characteristics of Context
In this section, we describe different perspectives of context. The implications of context-awareness for ubiquitous data management will be detailed in the next section. The characteristics of contextual information are highly influenced and determined by the way it is acquired. Figure 1, reproduced from [60] , shows the evolution from distributed computing, mobile computing, to the current ubiquitous/pervasive computing [60, 63] . It is obvious that the acquisition of context will inherently take place among distributed sources in a mobile environment and most characteristics follow from this fact.
Context is sensed though sensors or sensor networks.
One fundamental characteristic of context is that much context is sensed through sensors or sensor networks [1] , for example location or temperature [31, 24] . Data management solutions in this field focus on seeing the sensor network as a database. Some architectural issues, including sensor modeling, imprecise data replication, data compression and prediction, in-network processing, fault tolerance and timeliness, etc. are discussed in [43] . This article focuses on a quality driven approach where a query writer can indicate the confidence s/he wants from an answer (e.g. ±1 o C of the exact answer). Another system is TinyDB [48] , which focuses more on when, where and how the data is acquired; it works on sensors which are running a special operating system (TinyOS) and tries to do as much processing (filtering, aggregation) as possible in the network. An advantage of TinyDB is that it is well documented and available as open source software. A similar database approach to sensor networks is chosen in Cougar [5] .
Context is sensed by small and constrained devices.
What is even more challenging is that sensing of context is done most of the time by cheap, small and (therefore) constrained devices. Cherniack et al. point out the limited computing power of such devices, the difficulties to run applications on such a low level and their unreliability [13] . To address another serious consequence of the sensor qualities; the battery capacity, Satyanarayanan goes in more detail about energy costs and energy management, and concludes that energy management has to be done at a high level, like applications switching to modes with lower power consumption when idle [60] . If the switching of operation modes is done by sensors, it will influence the modeling of these sensors [43] . From a data management point of view a related research question is the trade-off of having a sensor based DBMS where on one hand, because of optimizations on sensor level, there is less power spend on transmission, but on the other more power is required by sensors for processing this data.
Context originates from distributed sources.
As an important aspect mentioned among others in [31, 18, 23] , contextual information may come from diverse distributed sources. To get desirable information from these distributed sources, Dey used aggregators to gather context about an entity (e.g. a person) [16] . Sensor querying techniques, such as the one developed in Quasar [43] , can also be used to address this issue.
This characteristic brings about the requirement of highinterrelation on context-aware data management to be discussed in Section 4, in which we will meanwhile discuss how to integrate the data of these sources.
Context is continuously changing.
A crucial property of many sorts of context is the continuity, i.e., the user's context constantly changes. This may trigger a system to do new actions, resulting in proactiveness [35] but it will also lead to an enormous amount of data to be stored, compressed, and discretized, resulting in impreciseness in the database.
Context comes from mobile objects.
Closely related to the previous characteristic is the mobility of objects from which to get context information. According to Jones and Brown, mobility is a prime field for context-aware retrieval due to three reasons [35] : Information is now being made available in situations where it was not available before, a mobile user is often in an unfamiliar environment and needs information about that environment, and it is favorable to use context to help to select the information which is needed in this new environment.
Satyanarayanan elaborates two techniques to deal with the mobility of the object and the consequences for information access; adaptation to the current situation and caching [59] .
The mobility aspect of context raises two importance issues, i.e., (moving) spatial/temporal characteristics, and dynamic connections, both to be discussed in Section 4.
Context has a temporal character.
Because of the mobility, temporal data is very important. Examples for reasoning with time in temporal ontologies for context-awareness are given in [11] . Ter Horst et al. introduce the notion of extended spacetime to reason about context events which is the set time × (space ∪ www) where time is the set of real numbers, space is the set 3 , and www is the set of URLs [65] . This way of dealing with knowledge information was introduced by Hayes [29] . Research work on modeling and reasoning with time in Description Logics is detailed in [3] .
Context has a spatial character.
Besides temporariness, the spatial character of context also becomes prominent. In [39] , the notion of "activity zones", i.e., regions in which the same activities occur, is proposed to trigger certain events. Harter et al. describe a context-aware application which especially focuses on users' location using Bats -an ultrasound position determination system [28] . Chen et al. also introduce an ontology for both temporal and spatial data [11] . Hightower and Borriello describe techniques of particle filters for location estimation with ultrasound, infrared, and WiFi [33] . A good survey of different techniques for acquiring location information has been done in [32] .
Context information is imperfect and uncertain.
Due to the dynamics, constrained devices, distributed sources, and continuity, etc. there is a high chance that the acquired context information is not perfect. Henricksen and Indulska characterize four types of imperfectness about context information: unknown, ambiguous, imprecise and errorneous [30] Imperfectness can lead to fuzzy situations where it is for example unclear in which room a person is. Grimm et al. therefore introduce fuzzy situation descriptions in ontologies [25] . Both in [26] and [54] a modeling solution for uncertainty is provided by adding a probability predicate and both papers give some references to earlier work. They refer to [19] which describes a simple architecture for incorporation imperfectly sensed context and both use Bayesian networks for reasoning about dependencies between context elements.
Korpipää et al. mention uncertainty as well but also combine it with fuzzy situation descriptions, for example Cold, Normal or Hot, and the chances that a situation is like this [42] . According to research by Antifakos et al. displaying an indication of the amount of imperfectness of information to a user when this information is used to make decisions will lead to decisions being better [2] .
Next to uncertainty about the current context, we are even less sure about the upcoming context [13] . However, we can try to predict behavior by looking at patterns in the behavior, which will require logging.
Implications of Context-Awareness
In this section, we discuss the implications and expectations for building context-aware ubiquitous data management systems from the standpoints of both users and systems.
Users' Perspectives
We focus our discussion on non-functional software requirements. Beyond the so-called "ilities" non-functional requirements like reliability, availability, maintainability, responsiveness, manageability, and scalability, etc.
[13], we identify four major requirements on context-aware systems from a user's point of view.
Adaptiveness and Personalization
We already saw a growing demand for adaptiveness on mobile, small and constrained devices in mobile computing environments. Adaptiveness and personalization will continue to be a key to context-aware systems. Raghu et al. illustrate three methods to achieve personalization [53] :
Rules-based matching Based on user profiles or communities. An example application is "If the user is a sportsman, display the sport's equipment advertisement."
Context-based matching Depending on the current context. An example application is "If the user is on the sport's page, display the sport's equipment advertisement."
Category-based matching Content producers classify their contents based on certain attributes, and users rate their priorities in terms of the same attributes. Also, an agent can steer users to an appropriate content.
Privacy and Security
The mostly mentioned concern for context-awareness throughout our discussions with other researchers is about users' privacy. Also early work on context-awareness done in [52] evidenced that during experiments with tracing users during the day with badges, users did not wear them because of privacy issues. More research on trust and security concerns of users in ubiquitous computing environments has been reported in [37] , which draws a conclusion that other aspects as usability are at least equally important to users. Furthermore, using visible tangible objects to do transactions (e.g. a barcode scanner) can help make transactions more trusted by the users. Gandon and Sadeh present in their paper [22] an interesting solution to deal with the privacy and security issue. The context of users is stored in a so called e-Wallet and it uses both access rules and obfuscation rules to deliver different context information to different users or applications. Figure 2 , taken from [22] , shows main steps involved in processing a query submitted to an e-Wallet, while maintaining its user's privacy. In [44] previous study on access rules with an focus on users' location context is reported.
Proactiveness
Proactiveness means to process information on behalf of a user so an action can be taken without requiring his/her attention [35] . This implies knowing what a user would want to do with the requested information, and detecting patterns in her or his behavior.
Proactiveness is viewed as one of the most important requirements for an ubiquitous computing environment [21] . To do this, we need really effective information extraction techniques to identify certain situations and some form of reasoning mechanisms to determine an appropriate action to take. Tennenhouse even coins the new term proactive computing [64] which stands for "the movement from human-centered to human-supervised (or even unsupervised) computing."
Tractability
Tractability means that a user can see why something (proactive) happened. Ideally we would like the proactiveness to be understandable and controllable by users, as suggested in [15] . As Dey et al. put it, "we would ideally handle context the same way as user input." [18] Also, from the ubiquitous computing point of view, it could be argued that a human should be able to know what is happening in the background. Dourish even sees displaying the context of a system as one of the few uses of context [20] . In [8] it was mentioned that it should be possible to focus on the tool (the computer) to have it "present-at-hand" in ubiquitous scenarios. This resulted in the following three system design principles:
• Systems should display their own internal states and configuration to the users.
• The deep system structure should be revealed so as to support inspection and adaption.
• Interfaces should offer "direct experience of the structures by which information is organized"
Two remarks should be made; first, some information does not have to be visible all the time but can be made available on request, plus, in many cases its sufficient or even better to give a conceptualization or abstraction of this internal state. An example here could be the dashboard of a car, by which the user can have the car present-at-hand in case something goes wrong. Another example is the network signal indicator of a mobile phone [8] .
Systems' Perspectives
From the standpoint of systems, context-awareness raises a number of challenges to ubiquitous data management.
Dynamic Connection
Because of the highly-constrained sensors and mobile objects, one serious issue confronting any context-aware system is dynamic connection. That is, connection can be lost when a sensor is out of reach or temporary unavailable, and have to be re-established when it is available again.
In the meantine, data could be cached. On the other hand, observing that information from a not-connected sensor can also be acquired via another sensor or combinations of sensors, Goslar and Schill suggest that a context database should store how to read values and not the current values itself [23] . DeVaul and Pentland present a dynamic decentralized resource discovery framework, which uses semantic descriptions to be able to see what kind of services are available; different components can be registered to a directory registration service when they are available, and deregistered when they are not available anymore [15] .
These methods are both very similar to a goal-oriented approach [58, 47] ; by having information of what services are available and what they provide, one can combine different available services and abstract from the actual sensors.
A self-organized sensor network approach is also proposed in [50] , where autonomous units work together to provide the context related to an object.
Here, it is worth pointing out that the dynamic feature of connections influences the underlying data management strategies. Taking query optimization for example, the techniques developed in [14] are based on the assumption that the network topology changes only slowly, which are therefore not applicable to ubiquitous data management.
Tight Inter-Relationship
Not only does high-level (inferred) context depend on lowlevel (sensed) context, but also different kinds of lowlevel context parameters are inter-related. For instance, the amount of computers in a room and the energy usage of this room are closely related.
This tight inter-relation makes it possible to predict some context parameters based on others [31] . Deshpande et al. exploit such inter-relations to do optimizations over TinyDB by using correlation between voltage and temperature [14] . However, as noted in [23] , because contextual data structures are so highly interconnected, we have to ensure that they are not too complex for limited capabilities of human users and/or local devices. To solve the problem, they suggest breaking the data structures down into smaller parts.
Learning and Reasoning
Due to the inter-relationship among different levels of context, some inference mechanisms are needed in order to derive some context from other contexts. Schmidt is one of the first who did so by using cues, which take the value of one sensor and provide a symbolic or subsymbolic output [62] . Taking the output "the user is running" and "the user has a high pulse" for example, according to several of those Figure 3 [41] . Combined with the temporal characteristic, research from Höppner could become relevant, who identifies some techniques to discover patterns in time-series [34] . Doing reasoning calls for a way to represent knowledge. An overview of representation languages for context is given in [63] . Some typical languages which have support for reasoning and are nowadays used to describe context are Prolog [56, 55, 12] , Clips [22] , OWL [67, 27, 10] and First Order Logic [55] , [56] .
Alternative Representation and Conversion
Confronted with different context information from diverse sensors and possibly from different domains, a flexible context representation mechanism is needed so as to provide conversion among different kinds of context information. In [6] a method of using Prolog rules to convert between different representations is discussed. It is interesting to note that such an alternative context representation problem, in some sense, bears similarity to the schema or data integration problem, which has been extensively addressed in [45] using Description Logics [4] .
Metadata about Context Information
Metadata is an effective way to resolve traditional "information overload" problem. It will inevitably play an important role in context-aware ubiquitous computing, which relies heavily on constant context information flow from numerous sensors, monitoring not only the environments, but also users. In [24] an overview of different metadata attributes is given, and divided into the following five main categories: forms of representation, information quality, sensory source, interpretation (data transformation), and actuation (for example, to shut down faulty sensors).
Some other possible metadata includes feature ID, feature value, sensor type ID, sensor location, and time-stamp [50] , and accuracy, confidence, update time, and sample interval [36] .
Since this is a point where collaboration is necessary between the database side and the sensor side, in our work, we provide a minimum set of requirements for metadata: accuracy information for the measurement, time information for the measurement, possibility of adding "requested accuracy information" to each request, to weight energy cost and accuracy, and possibility of subscribing to a module, so that the sensor will send an update to the subscriber each time a certain event is triggered, and so on.
Storage and Logging of Context Information
Because context-awareness means to be proactive and to detect patterns according to users' behaviors, context information and related reactions thus need to be stored somewhere. Hereby, a number of questions related to what, where, and how to store context information arise [49] . In [49] also a redundant storage approach is discussed, and because of this, it is recommended to store context information at a higher level. This has two other advantages. First, in this way, we can reduce storage space by, only storing the high level context (e.g. being in a meeting), instead of storing all sensor information like temperature and exact location because at this level we can be derive this information. A second advantage is that at a higher level, more computing power is available to do data compression.
Conclusions
One major requirement for computer systems to be ubiquitous is to be context-aware. Most current context-aware systems are small scaled and use only little context information. In this paper, we gave an overview of different characteristics of context, its implications and requirements for context-aware computer systems, particularly contextaware data management systems.
We are currently developping and implementing a platform which deals with the implications of context for the data management field using location information on our 140-hectare campus using 650 individual wireless network access points [38] .
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