The Trace transform is a generalisation of the Radon transform that allows one to construct image features that do not necessarily have meaning in terms of human perception, but they measure different image characteristics. The ability of producing thousands of features from an image allows one to be selective as to which are appropriate for a particular task. In this paper we propose the use of such an approach to the problem of texture discrimination and compare its results with the classical co-occurrence matrix approach where usually the features used are fewer than ten.
Introduction
The wealth of objects around us requires a wealth of descriptors. It is very unlikely that a few characteristics measured from the images of these objects will suffice to allow us to discriminate all objects we see. And yet our brain recognises thousands of objects, working mostly at the sub-conscious level. That is the reason knowledge engineering is very difficult: it is very hard to identify the characteristics which allow us to identify easily so many different faces, objects, materials, textures etc. Restricting ourselves, therefore, in computer vision to features that we can consciously identify as characterising our cognition excludes the vast number of features that our sub-conscious uses and which we cannot usually identify. We may, however, replace the mechanism of our sub-conscious with a Mathematical tool that allows us to construct thousands of features that do not have physical or other meaning: we may use the Trace transform which is an alternative image representation and from which we can construct the so called triple features [2] . In [2] it was shown how one can construct such features invariant to rotation, translation and scaling, while in [3] it was shown how to construct object signatures invariant to affine transforms. In this paper we are not trying to construct invariant features. Instead we are simply trying to construct many features, each of which captures some aspect of the image. We then use a simple form of training that allows us to give relative importance to each feature with respect to the task we have. In the specific example presented, the task in question is texture discrimination.
One of the most well established methods for texture discrimination is based on the use of co-occurrence matrices, and in particular on the use of features extracted from them [1] . The co-occurrence matrix captures the second order statistics of a stationary texture and computes some quantities from them that have perceptual meaning: contrast, homogeneity, etc. As co-occurrence matrices are considered a bench mark for texture analysis, we are going to use them here to discriminate textures from the Brodatz album and compare their performance with the results produced by the Trace transform method. This paper is organised as follows: In section 2 we present a brief overview of the Trace transform and the way it is used to extract features from an image. In section 3 we present the training method we use to establish the usefulness of each produced feature. In section 4 we present the results of the texture discrimination experiments and in section 5 we present our conclusions. Figure  2 shows an original texture image and its trace transform constructed by using the first functional from Table 1 . Table 2 shows the so called diametric functionals © and table 3 shows the so called circus functionals . As we have 31 Trace functionals, 10 diametric functionals and 18 circus functionals, we have a total of 5880 features, by combining them in all possible ways. Each feature is denoted by a three part number, the first one identifying which is the total number of points along the line and 
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We also compute the standard deviation of this feature over all classes:
A feature is useful in characterising textures, if its value is stable when the instantiation of a texture changes. So we define an average stability measure for each feature and scale it by the variance of the values of the feature over the whole database:
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Experimental results
The tracing lines used were such that each batch of parallel lines consisted of lines 2 interpixel distances apart. Each line was sampled by parameter £ defined in figure 1 , so that the sampling points were also 2 inter-pixel distances apart. For each value of ¡ , 20 different orientations were used, ie the orientations of the lines with the same ¡ differed by i ® p
. To avoid having lines of different lengths we only considered the part of each image that was inside the maximum inscribed circle in each s q t p °r s t p pixels square. The significance of each feature was extracted from the training samples, and subsequently each one of the test samples was associated with the reference texture with which the distance value computed by equation (5) was least. Table 4 presents the results of this approach for identifying the correct class of a texture as the most similar one, the second most similar one, the third most similar one, the fourth most similar one, and beyond, presenting the numbers under the corresponding columns. All these numbers are out of 112, as we present the results of testing separately for each set of data. In all cases the reference set was the ¢ u w set of images. Each row of results corresponds to a different choice of threshold . Note that after a certain value of ( which is about 0.3) all features are used in the calculation and the performance of the system stabilises. For comparison we also used the co-occurrence matrix approach. Each co-occurrence matrix was constructed to be rotationally symmetric, ie the pairs of pixels considered were at a certain fixed distance ¢ from each other, but not necessarily at a fixed orientation with respect to the image coordinates. From each co-occurrence matrix we computed the following 6 features:
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Conclusions
We advocate here the use of thousands of features for the problem of texture classification. These features do not need to make sense to the human perception, and therefore their number can be very large. The relevance of these features to the task we wish to solve can be assessed in a training phase, and then these features can be combined with their appropriate weights to form a similarity measure between two images. The proposed method tested with hundreds of textures from the Brodatz album was shown to be much more powerful than the commonly used method based on co-occurrence matrix features.
The training of our method does not have to be done with representations of all the textures we wish to identify. In another series of experiments performed, the results of which cannot be reported here due to lack of space, we used only 30 different textures from the training database to train the system, and then we used the features to recognise all texture classes, even texture classes that were not represented in the training set used to decide the relative importance of the features. The results were only slightly worse than the results reported here. For example, in the reported experiments, the best recognition rate was about 93 out of 112. In the experiemnts with the limited training, the best results were about 85 out of 112, still significantly better than those of the co-occurrence matrices.
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