On uniform boundedness of orthonormal polynomial sequences  by Freud, Geza
MATHEMATICS 
UEZA FREUD* 
On uniform boundedness of orthonormal polynomial sequences 
Communicated by Prof. J. Korevaer at the meeting of January 28, 1978 
Dept. of Mathematics, The Ohio St&e. University Columbus, Ohio 43210, U.S.A. 
1. INTRODUCTION 
Let W(I) be a nonnegative P-integrable weight the support of which 
is contained in the fixed compact interval [a, b]. There exists a uniquely 
determined sequence of orthonormal polynomials, {p,(w; z)}, with prop- 
erties as follows: 
a) pn(w; x)=yn(w)xn+ . . . is an &h-degree polynomial and its leading 
coefficient m(w) is positive ; 
b) we have 
where 6,,, is Kronecker’s symbol. 
A conjecture of V. A. Steklov [4] asserts that the sequence {pn(w; CC)> 
is uniformly bounded in every closed subinterval of (a, b) whenever 
w-r= l/w is bounded in every closed subinterval of [a, b]. After half a 
century of research this problem remains still open. The conjecture was 
verified to be correct for Jacobi polynomials and in every case when the 
asymptotics of p,,(w; x) was determined. 
We reformulate Steklov’s conjecture in a localized and modified form. 
* Research supported by NSF Grant 438%Al. 
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In what follows, let [c, d] C (a, b). Let Ws(c, d) be the set of w for which 
both w and w-1 are bounded in [c, d] and let Wi(c, d) be the set of such 
weights w for which the sequence @,Jw; x)} is uniformly bounded in 
every closed subinterval of (c, d). 
Then our modification of Steklov’s conjecture is 
(1.2) Wo(c, d) c Wl(C, d). 
The aim of the present note is to establish a relation between this 
conjecture and the locstion of zeros of p&w; x) and p,,-l(w; x) relative 
to each other. It is well known that the zeros of ppn(w; 2) end p+l(w; x) 
are all real, simple and located in (a, b). Arranging them in decreasing 
order we have 
(1.3) xk+l ,n < xk,n-1 < xka (k= 1, 2, . . . . n- 1). 
In order to describe for every fixed n> 2 the location of the xk,+i 
relative to the locstion of the Li& we introduce the numbers ekn defined by 
(l-4) ~k,n-l=ekn~k+l,n+(l-ekn)xk~ (l<k<n-1; n=$ 3, ...). 
In virtue of (1.3) 
(1.5) O<enn<l (l<k<n-1; n=2,3, . ..). 
Let us now define Wz(c, d) as the set of weights with the property that 
for every [cl, di] C (c, d) there exists s, number d(cl, di), O<d(ci, dl)<# 
so that for every (~+i,~, xkB) C (cl, 6!i) we have 
(1.6) d(cl, dl)<ekn<l-d(cl, dl). 
Roughly speaking, w E Wz(c, d) means that in the middle part of [c, d] 
the zeros of p#-i(w; x) are situ&ted near to the middle between two 
consecutive zeros of pn(w; x). 
In these terms our result reads 
THEOREM 1.1: Let the support of w be [a, b], let 
(1.7) log w 
( ( 
a+b b-a --2-- + 2 cos 8 
>I 
E 9(0, n) 
and suppose that T $ [c, d]. Th en w belongs to Wc(c, d) n WI(C, d) if 
and only if it belongs to Wc(c, d) n WZ(C, d). 
Theorem 1.1 reduces for an extended class of weights the problem of 
boundedness of the orthonormal polynomials to the problem of the 
localization of their zeros. 
We found no easy way to eliminste the odd-looking condition T $ EC, 4
from Theorem 1.1. But let us observe that, considering the theorem as 
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a tool for a future proof of Steklov’s conjecture, this condition is un- 
essential. Indeed, let us assume that w E Wc(c, d) implies w E Ws(c, d) 
whenever q! f$ [c, d]. I n virtue of Theorem 1.1 we have w E Wl(c, cl). 
In case T E [c, d], we introduce the new weight W*(z) = w[a + (b - a)~$]. 
afb. This transforms the support interval [a, b] to [0, 1] and 2 1s transformed 
into 2-112 i.e., into a point not in the middle of the support. Thus 
a+b 
w E Wok, 4, 2 E [c, JJ implies W* E Wa(y, 8) for a (y, d) around 2-112 
not containing the middle point 4. By assumption follows W* E Wi(c, d). 
In consequence of (4.6) the polynomials 
p,,(w, ~)=(b-a)-l@g(W*; a+(b-a)d) 
a+b are uniformly bounded in an interval around -, 
2 
as required. 
2. LEMMAS ON ORTHOGONAL POLYNOMLALS 
In this part 2. we are quoting some known facts on orthogonal poly- 
nomials. Notations are the same as in our book [2]. 
We consider the Christoffel function &(w; x) and we denote 
n-1 
(2.1) 
&,-'(w; x) = ,zb Pm; 4 = 
= ~~~(w;.),,-,(w;.)_,,(w;.),:-,(w; 41- 
LEMMA 2.1: a) If w(x) is bounded in [c, d] then 
(2.2) &&(w; z)dA1n-1 (x E [Cl, dll C (c, d)) 
b) If WI(X) &I bounded in [c, d] then 
(2.3) &&(w;X)rAzn-1 (XE [Cl, &lC k% a. 
Here and in what follows Al, AZ, . . . denote positive numbers possibly 
depending on the choice of w, (c, d) and [cl, di] but which are not depending 
either on n or (whenever applicable) on k. 
LEMXA 2.2: Let w E Wok 4 and (xk+l,n, xkn) C (cl, 4). Then 
(2.4) A& 5 xk, - xk+l,, I: A4rr1. 
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LEYiWA 2.3: The orthmmnal polynomials satisfy the recurrence relation 
(2.5) Y&4 xpn(w; x) = - yn+l(w) Pn+lh 4 + Yn-lb4 -g-q- pn-1@; 4+~n@Q-%a(~; 4. 
where _ 
c,= j x&w; x)w(x)dx. 
a 
In particular, if a= -b and w is an even function 6j then $(3x) is 
even and we have 
(2.7) m@) xpn(iz; x) = - yn+l(q zh+d~; 4 + Y4W --gp-1p; 4. 
LEMNA 2.4: We h4zve for every w 
Lemma 2.1 w&s discovered by G. Szegii, see e.g. [5]. Lemma 2.2 is a 
ErdSs-P. T&n [l] which was 
result of E. B. Christoffel and 
generalized version of a theorem of P. 
proved in [2]. Lemma 2.3 is a classical 
Lemma 2.4 is due to J. Shohat [3]. 
LEMMA 2.5: If w satisfies (1.7) then 
(2.9) lim Yn(wu) b-a - = - 
- Ya+1W 4 
and 
a+b (2.10) lim C,(W)= 2. 
- 
PROOB : Let us transform the support [a, b] of w to [ - 1, l] by 
(2.11) w*(t)=w 
a+b b-a 
yj- +y 1 . 
Then the transformed orthonormal polynomials are 
(2.12) pn(W*; t)’ qf li2p,(w;y- + Jy). 
( > 
It follows that 
(2.13) 
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Inserting this in (2.6) we obtain 
tp.,(w*; t) = ?%(w*) 98 
yn+l(w*)p - 
l(w*; q+Cn@*)p&*; t) 
(2.14) 
+ 7+dw*) 
rn(w*) Pm-dw*; 0 
and 
(2.15) cg&(ww*) = pa 
4 
a+b -c,(w) - 2 
) 
. 
. 
Now (2.11) transforms (1.7) in log w*(cos 8) E 9 and this implies due 
to well known results of G. Szeg6 2 that $/$+x + g and d(w) + 0. 
Indeed, G. SzegG proved the existence of lim-, 2-ny%(w*). By (2.16) 
and (2.14) we obtain (2.9) and (2.10). 
Q.E.D. 
For a new proof of (2.10) see the part 4 of this paper, 
3. PROOF OF THEOREM 1.1 
THEOREM 3.1: If w is bouruEed in every closed szcbinterval of (c, d) and 
if w E Wl(c, d) then we have w E W2(c, d). 
Note that we do not assume here either T $ [c, d] or that (1.7) holds. 
PROOF : We introduce the polynomial 
(3.1) yn(z) = spa-1(w; x)pgl(w; x) 
and observe that in virtue of (2.1) we ha,ve 
(3.2) y$c~,J =L’(w; xkn) (k= 1, 2, . . . . n) 
and 
(3.3) yi(q,n-~)= -l.ll(w; qn-l) (j= 1, 2, . . . . n- 1). 
From Lemma 2.1 a) we obtain, for (~h+l,~, xkll) C [&(c+-cl), i(d +&)I, 
(3.4) 2A;‘n ~y$c~~) - yk~~,~-l) = yl(qlWkn - ~~-1) 
and 
(3.5) 2A;‘nI -$(x k,n-1)+y&+1,n)= -y~(~2)(2k,n-l--~+l.n). 
Here 71 and 53 lie in (~k,~-l, a) and (~k+l,~, a+l), resp. 
2 See G. Szegii [5], formulae (12.7.4), (12.7.6) and (3.2.1). 
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In virtue of Lemma 2.4, w E Wi(c, d) implies that the polynomials y&r’) 
are uniformly bounded in [&(c+ci), +4(d+ &)I. Applying Bern&&n’~ 
inequality we infer that 
Iyi$# s&n2 (x E [Cl, dll. 
Consequently whenever (an-l, )a) C [cl, &I or (a+~,~, ~~-1) C [cl, &I, 
resp. we have 
(3.7) xkfl - xk,n-1 2 A& 
and 
(3.8) xk,n-l - x~+I,~ B Avr1 
where A7 = (AA&l. 
Finally, 
ekn = (x&a - x~,w-I)(~~~ - z~+I,&~z A7n-l(A4n-1)-1= As 
and 
1 - ekn = (xk,d - ~~+I,&% - x~+l,&-l2 A7n-l(A4n-l)-l= As 
where Aa = A7/A4. That implies that (1.6) holds with d(ci, di) = As. 
&.E.D 
Note that Theorem 3.1 implies 
(3.9) wo(c, d) n W2(c, d) C WO(C, 4 n WC, 4 
which is half of Theorem 1.1. 
The proof of the inclusion opposite to (3.9) is more difficult. 
Let P(x) be a polynomial which has real zeros only. Let CO, 51, 52 be 
three consecutive zeros of P(x) in increasing or decreasing order. We 
assume that the zeros (1 and QZ have multiplicity one. 
LEMMA 3.2: If under the above a#sumptiona 11 is between (0 and 51 then 
where 
(3.11) u= ~51-4/~~2--~1~. 
PROOF : Let CC~ be any zero different from & and 02, then all the three 
numbers 11 -xk, Cl - xk and 52 - xk have the same sign. Consequently 
(3.12) 15~ - ~~1 = & h-4 + 5 152-x4B [q-x~l(l/~+1’152-x~l(~/~+l). 
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Multiplying (3.12) over all zeroa x*, each &s many times aa its multi- 
plicity, we obtain 
lP’(~l)l (3.13) - 
( 
IP( 
I&-521 z Is--M Is-521 
>,‘a+. (~~~tc2,)‘“” . 
We obtain (3.10) dy expressing IP( from (3.13). 
Q.E.D. 
THEOREM 3.2 : Let w satisfy (1.7) and let a+b 2 # [c, (II. Then 
w E IV&, d) n W&, d) implies w E Wl(c, d). 
PBOOF. We apply Lemma 3.2 to 
(3.14) P(x) = ~pq14(w; z)p7&(w; 5)=y&) 
(see 3.1) and taking for &J, 51, 52 three zeros x~+I,~, ~&,~-r, sky situated in 
[c, d] C (c, d) in this order or in reversed order, In view of (3.2) and (3.3) 
it follows from Lemma 2.1 that 
(3.15) A9nl IP’(ct)l $AlO?% (i=O, 1, 2). 
In virtue of Lemma 2.2 and with 71 as in Lemma 3.2, 
(3.16) Ir]-T2]d~~n-~~+l,n~.4n-‘. 
In consequence of our assumption w E B’~(c, d) it follows from (1.4), (1.6) 
and (3.11) that, 
(3.17) O<a<An. 
In virtue of Lemma 3.2 we infer that 
w?)l= yg IPn-l(W ; qkdw ; r)lS Al2 
holds for every 7 E [~k+l,~, Z&J C [cl, diJ and consequently it holds for 
every q E [CZ, dz] C (cl, dl) and sufficiently large n. Hence by the recursion 
formula (2.6) 
(3.13) I2-cn(w)I Ipn(w; z)l2SA12. 
Now [cc, &] C (c, d) so that by (2.10) lim,, c,(w)=- o;’ $ [cz, dz]. Thus 
(3.18) implies that the sequence @,(w; x)} is uniformly bounded in [a, &]. 
By construction, [CZ, da] can be an arbitrary proper subinterval of (c, d) 
a+b not containing -. 
2 
Q.E.D 
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4. ON THE LIMIT OF THE COEFFICIENTS IN THE RECURSION FORIKTJLA 
THEOREM 4.1. It follows from (1.7) that the coefficients en(w) in (2.5) 
satisfy 
(4.1) 
a+b lim en(w) = 2 . 
- 
PROOF: We introduce first the new weight with support [0, l] 
(4.2) W(t)=w[a+(b-a)t]. 
Applying (2.14) twice (first transforming [a, b] to [ - 1, l] and then [ - 1, 11 
to [0, 11) we obtain 
(4.3) h&(W) = 
cdw) - a 
b-a ’ 
Thus, our task is to how that 
(4.4 lim cn(W)=i. 
R-W20 
In order to prove that we introduce another weight 
(4.5) W(X) = 121w(x2) 
with support [ - 1, 11. For the transformed orthonormal polynomials we 
have 
(4.6) ~2,07; 4 =~n(Jf’; $1. 
Note that (1.7) implies log ~(COS 6) E 9 which implies in virtue of SzegS’s 
theorem (see footnote 2) 
(4.7) lim m( = 4, 
- yf&+#) 
Note that w is even and consequently the recursion formula reduces to 
(2.4). By repeated application of (2.7) 
Comparing (4.8) and (2.5) we obtain in view of (4.6) 
(4.9) cn( W) = L2:)l” + ~;;‘3” * 
In virtue of (4.7), (4.9) implies 4.1. 
Q.E.D. 
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