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CONFIGURATION SPACE INTEGRALS FOR EMBEDDING
SPACES AND THE HAEFLIGER INVARIANT
KEIICHI SAKAI
Abstract. Let Kn,j be the space of long j-knots in R
n. In this paper we
introduce a graph complex D∗ and a linear map I : D∗ → Ω∗DR(Kn,j) via
configuration space integral, and prove that (1) when both n > j ≥ 3 are odd,
I is a cochain map if restricted to graphs with at most one loop component,
(2) when n− j ≥ 2 is even, I is a cochain map if restricted to tree graphs, and
(3) when n− j ≥ 3 is odd, I added a correction term produces a (2n−3j −3)-
cocycle of Kn,j which gives a new formulation of the Haefliger invariant when
n = 6k, j = 4k − 1 for some k.
1. Introduction
The aim of this research is to study the topology of the space of long knots.
Definition 1.1. A long j-knot in Rn is an embedding f : Rj →֒ Rn which is
standard at infinity:
f(x) = (x, 0) ∈ Rj × {0}n−j, x 6∈ [−1, 1]j.
Denote by Kn,j the space of long j-knots in Rn, equipped with C∞-topology.
In this and the forthcoming papers [16] we will develop the methods to study
Kn,j originated in perturbative Chern-Simons theory. This method was used by
various authors [1, 3, 10] to give some integral expressions of the finite type in-
variants for knots in R3. Cattaneo, Cotta-Ramusino and Longoni [5] generalized
their constructions to define a cochain map from a certain graph complex to the de
Rham complex of the space of (long) 1-knots in Rn, n > 3, via fiber-integrations
over configuration spaces. Not only the trivalent graphs correspond to finite type
invariants, but non-trivalent graphs can also work in their framework. Indeed, some
non-trivalent graph cocycles produce non-trivial cohomology classes [11, 15].
Another generalization was done by Rossi [14] and Cattaneo-Rossi [6], who
proved the invariance of (order two) Bott invariant and order three invariant for
long m-knots in Rm+2 for m ≥ 2. Following their work, Watanabe [20] proved that
there is one finite type invariant for long “ribbon” m-knots [7] in Rm+2, m ≥ 3
odd, at each even order. These invariants also come from trivalent graphs via the
perturbative method.
In this paper we introduce graph complexes in the same manner as [5] generated
by more general graphs than those in [6, 14, 20]. We prove that some graph cocycles
produce cohomology classes of Kn,j via configuration space integrals.
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Theorem 1.2. There exist graph complexes1 Dk,∗g , k ≥ 1 and g ≥ 0, spanned by
graphs of first Betti number g (after its ‘small loops’ are removed) and linear maps
I : Dk,lg → Ωk(n−j−2)+(g−1)(j−1)+lDR (Kn,j) given by configuration space integral. The
map I is a cochain map when n− j ≥ 2 is even and g = 0, or both n > j ≥ 3 are
odd and g = 1.
Unfortunately it is not known how ‘big’ the graph cohomology H∗(D∗0) is. But
in [16] we will prove that H∗(D∗1) is not trivial, and the map I produces non-trivial
cohomology classes of Kn,j and Kn,j for various n and j, which generalize the ‘finite
type invariants’ for ‘long ribbon knots’ [7, 20]. Here Kn,j is the space of long j-knots
‘modulo immersions’ (see for example [16, 17]). When n − j is odd, we have no
idea to prove that I is a cochain map, since we cannot ignore the contributions of
some ‘hidden faces’ of the boundary of configuration spaces. So we will need some
correction terms (different from that given in Theorem 1.3). See [16].
The graph complex introduced in [5] is conjectured to give all the real cohomology
classes of Kn,1, while it is not clear whether the graphs appeared in [6, 14, 20] are
enough for H∗DR(Kn,j). But our graph complex D∗ =
⊕
g D∗g contains more general
graphs, so we might be able to conjecture that our graph complex would describe
whole H∗DR(Kn,j). The next Theorem 1.3 confirms the conjecture; via perturbative
method we can give a new formulation of the Haefliger invariant [8, 9].
Theorem 1.3. Suppose n − j ≥ 3 is odd and 2n − 3j − 3 ≥ 0. Then a graph
cocycle H ∈ D2,00 produces a non-trivial cohomology class H := [I(H) + c] ∈
H2n−3j−3DR (Kn,j), where c is some correction term. Moreover when n = 6k and
j = 4k− 1, H ∈ H0DR(K6k,4k−1) is nothing but the Haefliger invariant (up to sign).
The correction term c is added to kill some contribution of the ‘anomalous face’
of a compactified configuration space. This contribution is an obstruction for I to
be a cochain map. See §4 and §5 for details.
The Haefliger invariant, an isotopy invariant for (long) (4k−1)-knots in 6k-space,
was originally defined by using a 4k-manifold bounded by the knot in (6k + 1)-
space. Instead of such additional data, we use the generators of cohomology of
configuration space.
This paper is organized as follows. We define the graph complexes in §2 and
describe the integration map I in detail in §3. Several vanishing results are proved
in §5 to prove Theorem 1.2. The class H ∈ H2n−3j−3DR (Kn,j) is studied in §4. To
prove dH = 0 we need some of the results in §5, which hold even if n− j is odd.
Acknowledgment. The author expresses his great appreciation to Professor
Toshitake Kohno for his encouragement, to Tadayuki Watanabe for many useful
suggestions and comments, and to Masamichi Takase for his idea to improve Theo-
rem 1.3. The author is partially supported by the Grant-in-Aid for Young Scientists
(B), MEXT, Japan, by The Sumitomo Foundation, and by The Iwanami Fujukai
Foundation.
2. Graph complexes
This and the next sections provide preliminaries for not only the subsequent
sections but the forthcoming paper [16]. In this section we introduce more general
graphs than those in [6, 14, 20], including ‘degenerate graphs.’
1 The combinatorial meaning of the number k will be specified in Definition 2.2.
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2.1. Graphs. The graphs appearing here have two types of vertices. One is the
external vertex (or shortly e-vertex), which is depicted by ◦, while the other is the
internal vertex (shortly i-vertex), depicted by •.
Similarly there are two types of edges. One is θ-edge, which is depicted by a
dotted line, and another is η-edge, depicted by a solid line. We suppose that all the
endpoints of η-edges are i-vertices.
A θ-edge e can form a small loop at an i-vertex p, that is, e may have exactly
one i-vertex p as its endpoint. A single η-edge is not allowed to be a small loop,
but an η-edge together with a θ-edge can form a loop at an i-vertex, called a double
loop. When we count the edges of a graph, we count a double loop twice, regarding
it as consisting of an η-loop and a θ-loop. But a double loop raises the first Betti
number of the graph by one.
Definition 2.1. A vertex v of a graph is admissible if it is
(1) an i-vertex of valence ≥ 1 with at least one θ-edge (possibly a loop) ema-
nating from v, or
(2) an e-vertex of valence ≥ 3, with only θ-edges (which are not loops) ema-
nating from v
(see Figure 2.1). A graph is called admissible if all its vertices are admissible.
(1) (2)
• • • ◦
qqq
q MMM
M
Figure 2.1. Admissible vertices
Figure 2.2 shows an example of an admissible graph. There might be an i-vertex
which is adjacent to more than one θ-edges, an e-vertex of valency ≥ 4, and so on.
Such vertices did not appear in [6, 14, 20].
• •
• ◦ •
• •
• •
1
4uu
5
//
9)) 7//
8)) 3oo
55
6 2
Figure 2.2. An example of an admissible graph for odd n and j
In §3 the graphs will be regarded as in Rn (Figure 2.3); the set of vertices will
become a configuration of points in Rn, where the i-vertices are on Rj (or a long j-
knot) embedded in Rn. Each edge will correspond to a ‘direction map’ determined
by its endpoints, or to the volume form of sphere pulled back by the direction map.
The η-edges correspond to directions in Rj , while θ-edges to those in Rn.
Afterward we will need to fix the orientations of configuration spaces and the
signs of the volume forms. For these purposes we ‘decorate’ the graphs as follows
(see Figure 2.4).
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Figure 2.3. The graph from Figure 2.2 in Rn
(1) The i-vertices are labeled by 1, . . . , s and the e-vertices are labeled by s +
1, . . . , s+ t for some suitable s and t.
(2) When both n and j are odd, all the edges are oriented, all the loops are
ordered and each loop is given the sign ±1.
(3) When n is odd and j is even, all the θ-edges are oriented, while all the
η-edges are labeled.
(4) When n is even and j is odd, all the θ-edges (including those in double
loops) are labeled, while all the η-edges are oriented. The double loops are
given other labels 1, 2, . . . than those for all the θ-edges. A double loop is
given a sign ±1.
(5) When both n and j are even, all the edges (including those in double loops)
are labeled. The small / double loops are given other labels.
(2)
◦
•
•
p
q
%% r
99sssss
(3)
◦
•
•
p
q
%%
(a)
rsssss
(4)
◦
•
•
p
(a)
q
r
99sssss
(4)
◦
•
•
p
(a)
q
(b)
rsssss
Figure 2.4. Decorations of graphs
2.2. Space of graphs. Below we assume that all the graphs are admissible and
decorated unless otherwise stated.
Definition 2.2. For a graph Γ, define
ordΓ := ♯{θ-edges of Γ} − ♯{e-vertices of Γ},
deg Γ := 2♯{θ-edges of Γ} − 3♯{e-vertices of Γ} − ♯{i-vertices of Γ}
(for example, ordΓ = 7 and deg Γ = 5 for the graph Γ in Figure 2.2; see below
for more explanations). We denote by Dk,l the vector space spanned by admissible
decorated graphs with ord = k, deg = l modulo the subspace spanned by
Γ′ − (−1)jsign σ+nsign τ+a+b+sign ρΓ and Γ′′,
where Γ′ is obtained from Γ by
• permuting the labels of i- and e-vertices of Γ by σ ∈ Ss and τ ∈ St
respectively (s and t are the numbers of i- and e-vertices of Γ respectively),
• reversing a oriented edges of Γ, and
• switching b signs and permuting the labels of small / double loops by ρ,
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and Γ′′ is a graph with ‘multiple η- (or θ-) edges,’ i.e., there are two vertices p, q
which are joined by two or more η- (or θ-) edges (we allow p, q joined by two edges,
one η-edge and one θ-edge). Moreover we introduce one more relation; Γ ∼ 0 in D∗
if n− j is odd and Γ is a graph with at least one small loop, or if n is odd and Γ
has a double loop.
Remark 2.3. The sign jsignσ + nsign τ will correspond to the orientation sign of
the configuration space. In §3 we will associate the volume forms of spheres of even
dimensions with the oriented edges. Reversing an oriented edge corresponds to pull-
back via the antipodal map, hence yields a sign −1. Unoriented edges correspond
to differential forms of odd degrees, so permuting the labels yields a sign.
The meaning of ordΓ is as follows. In Figure 2.3, if we contract Rj together with
η-edges regarded as in Rj , then we obtain a one dimensional CW complex whose
edges are θ-edges. Its first Betti number is equal to ordΓ.
To explain the meaning of deg Γ, we need some terminologies.
Definition 2.4. An admissible vertex is said to be non-degenerate if it is
• an i-vertex with exactly one θ-edge (and possibly many η-edges) emanating
from it, or
• a tri-valent e-vertex.
All other vertices are said to be degenerate.
For example, all the vertices in Figure 2.1, and the vertices 1, 2, 6, 7 and 9 of
the graph in Figure 2.2 are non-degenerate.
Remark 2.5. It can be easily understood that “non-degenerate vertex” is the
same notion as “trivalent vertex” in [5]. All the vertices of the graphs appeared in
[6, 14, 20] are non-degenerate.
Lemma 2.6. We have deg Γ ≥ 0 for any admissible graph Γ, and deg Γ = 0 if and
only if all the vertices of Γ are non-degenerate.
Proof. This Lemma is obvious by the definition of admissible vertices; at least one
θ-edge emanates from any i-vertex of a graph and at least three θ-edges emanate
from any i-vertex. This implies
2♯{θ-edges} ≥ 3♯{e-vertices}+ ♯{i-vertices}
and the equality holds if and only if exactly one (resp. three) θ-edge emanates from
any i-vertices (resp. e-vertices), that is, all the vertices are non-degenerate. 
Remark 2.7. Let Γ be an admissible graph of ordΓ = k, deg Γ = l. Then Γ has
2k − l vertices; it is a direct consequence of the definition. In particular, if Γ is
non-degenerate (l = 0), then the number of all vertices is 2k. In [20] the half of the
number of the vertices of a (non-degenerate) graph is called its ‘degree.’ Thus our
terminology ‘ord ’ is a generalization of the ‘degree’ in [20].
2.3. Coboundary operation.
Definition 2.8. Let Γ be a graph and e = −→pq its (possibly oriented) edge (but not
a loop). Define a new graph Γ/e as follows (see Figure 2.5).
(1) When e is an η-edge (then endpoints p, q are both internal), define Γ/e by
contracting e, that is, identifying the endpoints p, q of e and removing the edge
e. The decoration of Γ/e is derived from that of Γ; the vertex of Γ/e where the
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contraction occurred is re-labeled by min{p, q}, and all the labels of the vertices
of Γ bigger than max{p, q} are decreased by one. The labels of the other vertices
remain unchanged. When j is even and e is the i-th edge, then the labels of other
edges bigger than i is decreased by one.
(2) When e is a θ-edge and at least one of p, q is an e-vertex, then Γ/e is defined
in the same way as above. If both p, q are external, then the vertex where the
contraction occurred is also external. If one of p, q is internal, then the resulting
vertex is internal.
(3)When e is a θ-edge with both p, q being i-vertices, then Γ/e is obtained from
Γ by identifying the vertices p and q, but not removing the edge e. The edge e
becomes a small loop at the i-vertex min{p, q}. The labeling of Γ/e is determined
similarly as above. When n and j are odd, its sign is +1 (resp. −1) if p < q (resp.
p > q). This small loop is labeled by a if Γ has (a− 1) small loops.
(4)When e is the η-edge of the multiple edges joining two i-vertices, then Γ/e is
obtained from Γ by identifying the vertices p and q, and attaching a double loop at
p. This double loop is labeled by a if Γ has (a− 1) loops. When j is odd, the sign
±1 is given similarly as in (3). We do not define Γ/e for a θ-edge of the multiple
edges.
(1)
• •p q 7→ •p
(2)
◦ ◦p q 7→ ◦p , • ◦p q 7→ •p
(3)
• •p q 7→ •
p
(4)
• •p q 7→ •
p
'&%$ !"#
(p < q)
Figure 2.5. Contractions of edges
We should notice that a graph Γ/e of type (3) in Figure 2.5 is ruled out in D∗
when n− j is odd, and similarly a graph Γ/e of type (4) is ruled out when n is odd
(see Definition 2.2).
We would like to define the operator δ by
δΓ =
∑
e∈E(Γ)\{loops}
(−1)τ(e)Γ/e,
by giving some suitable signs τ(e), where E(Γ) is the set of edges of Γ.
Proposition 2.9. If we define the signs τ(e) as in (1)-(5) below, then the operator
δ is well-defined and determines a coboundary operation
δ : Dk,l −→ Dk,l+1,
that is, δ ◦ δ = 0. Thus {Dk,∗, δ} is a cochain complex for any k.
(1) Let both n and j be odd. For any oriented edge e = −→pq, define τ(e) by
(2.1) τ(e) :=
{
q p < q,
p+ 1 p > q.
(2) Let both n and j be even. For the i-th edge e, define τ(e) by
τ(e) :=
{
i e is of type (1), (2) in Figure 2.5,
u+ 1 e is of type (3) in Figure 2.5,
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where u is the number of small / double loops of Γ.
(3) Let n be even and j be odd. For any oriented η-edge e = −→pq, define τ(e) by
(2.1). For the i-th θ-edge e = pq, p < q with q being an e-vertex, define τ(e) :=
i+ s+ 1, where s is the number of i-vertices of Γ.
(4) Let n be odd and j be even. For the i-th η-edge e, define τ(e) := i + t + 1
where t is the number of e-vertices of Γ. For any oriented θ-edge e = −→pq, define
τ(e) by (2.1).
(5) Consider the case that n is even, and p and q are i-vertices joined by ‘multiple
edges,’ one η-edge and one θ-edge. If j is odd and the η-edge is oriented from p to
q, then τ is given by (2.1). If j is even, then τ = u+ 1.
Remark 2.10. The signs in Proposition 2.9 correspond to those of induced orien-
tations of the boundary strata of configuration spaces; see §5.5.
The proof is completely similar to [5, Theorem 4.2]; choose two edges e1 and
e2, and contract them in two different orders, then we obtain the same graph with
opposite signs. Notice that if n− j is odd (resp. n is odd) the case (3) (resp. (4))
in Figure 2.5 does not occur.
3. Configuration space integral
3.1. Configuration spaces. For any space M , denote the space of configurations
in M by
Cok(M) := {(x1, . . . , xk) ∈Mk |xp 6= xq if p 6= q}.
Let Γ be a (possibly non-admissible) decorated graph with s i-vertices, t e-vertices
and u loops. Define the configuration space associated with (vertices of) Γ by
CoΓ :=
{
(f ;x1, . . . , xs; ys+1, . . . , ys+t)
∈ Kn,j × Cos (Rj)× Cot (Rn)
∣∣∣∣f(xp) 6= yq,∀p, q
}
× (Sj−1)u.
We think of i-vertex p (resp. e-vertex q) as corresponding to xp ∈ Rj (resp. yq ∈ Rn)
for all 1 ≤ p ≤ s (resp. s+ 1 ≤ q ≤ s+ t). The Sj−1-factors will be used to define
a differential form ωe for a loop e (see below). There is a projection
πΓ : C
o
Γ −→ Kn,j .
We will denote its fiber over f by CoΓ(f).
3.2. Differential forms associated to graphs. Let e = −→pq be an (oriented) edge
or a loop of Γ. To e we will assign a differential form ωe ∈ Ω∗DR(CoΓ) as follows.
First consider the case that e is not a loop (thus p 6= q). When e is an η-edge
(then p, q ≤ s), define the ‘direction map’ ϕηe : CoΓ → Sj−1 by
ϕηe(f, x, y, v) :=
xq − xp
|xq − xp| ∈ S
j−1.
When e is a θ-edge, define ϕθe : C
o
Γ → Sn−1 by
ϕθe(f, x, y, v) :=
zq − zp
|zq − zp| ∈ S
n−1,
where
zp =
{
f(xp) if the vertex p is internal (thus p ≤ s),
yp if the vertex p is external (thus p > s).
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Notation. We denote by volSN−1 the (anti-)symmetric volume form of S
N−1
(N = j or n). Namely, volSN−1 is an (N − 1)-form of SN−1 with total integral one
and ι∗volSN−1 = (−1)NvolSN−1 for the antipodal map ι : SN−1 → SN−1.
Define the differential forms ωe ∈ Ω∗DR(CoΓ) as ηe := (ϕηe)∗volSj−1 or θe :=
(ϕθe)
∗volSn−1 , according to whether e is an η-edge or a θ-edge. Notice that, if e
is not oriented, then the map ϕe has ambiguity of signs, but in such a case the
corresponding volume form is of odd degree and is invariant under the antipodal
map of spheres. Hence the form ωe is well defined.
When n − j is even, we also assign differential forms to small loops. For the
a-th small loop e with sign ε (which is always +1 when n is even) at the i-vertex
p, define Da : C
o
Γ → Sn−1 by
Da(f, x, y, v) := ǫ ·
dfxp(va)
|dfxp(va)|
,
here dfxp : TxpR
j → Tf(xp)Rn is the derivation map. The differential form associ-
ated with e is ωe := D
∗
avolSn−1 ∈ Ωn−1DR (CoΓ). Such a form is not needed when n− j
is odd (see Definition 2.2).
When n is even, to the a-th double loop at the i-vertex p with sign ǫ (which is
+1 when j is even), we assign a map D˜a : C
o
Γ → Sj−1 × Sn−1 defined by
D˜a(f, x, y, v) :=
(
ǫva,
dfxp(va)
|dfxp(va)|
)
and a differential form ωe := D˜
∗
a(volSj−1 × volSn−1) ∈ Ωn+j−2DR (CoΓ).
Define the differential form ωΓ by
ωΓ :=
∧
e∈E(Γ)
ωe ∈ Ω∗DR(CoΓ),
here ωe’s for labeled edges must be ordered according to the labels, since by def-
inition they are odd forms. Since non-labeled edges correspond to even forms, we
need not to mention the order of corresponding forms.
3.3. Fiber integration and compactified configuration spaces. We would
like to define I(Γ) ∈ Ω∗DR(Kn,j) by integrating ωΓ along the fiber of πΓ : CoΓ → Kn,j .
It is not clear whether such an integral converges, because the fiber of πΓ is not
compact. This difficulty has been resolved in [2, 3]; for any manifold M , we can
construct a compact manifold Ck(M) with corners so that its interior is C
o
k(M), by
‘blowing up’ all the diagonals of Mk. We can smoothly extend the direction maps
like ϕ’s, the projections Cok(M)→ Cok−l(M) (l > 0) and the evaluation map
ev : Kn,j × Cok(Rj) −→ Cok(Rn), (f ;x1, . . . , xk) 7−→ (f(x1), . . . , f(xk))
onto Ck(M).
Let s and t be the numbers of i- and e-vertices of Γ respectively. Define C′Γ by
the pull-back square
C′Γ
//

Cs+t(R
n)
prs

Kn,j × Cs(Rj) ev // Cs(Rn)
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where prs is the first s projection, and define CΓ := C
′
Γ× (Sj−1)u (u is the number
of loops of Γ). The differential form ωΓ is defined on CΓ since the direction maps
ϕ’s are well defined on CΓ. The natural projection πΓ : CΓ → Kn,j is defined and
is a fibration with compact fibers. Thus the integration
I(Γ) := (πΓ)∗ωΓ ∈ Ω∗DR(Kn,j)
along the fiber is well defined. The degree of I(Γ) is given by
degωΓ − dimfib(πΓ)
= (n− 1)♯{θ}+ (j − 1)♯{η} − j♯{•} − n♯{◦} − (j − 1)u
= (n− 3)(♯{θ} − ♯{◦}) + (j − 1)(♯{η} − ♯{•} − u) + 2♯{θ} − 3♯{◦} − ♯{•}
= (n− 3)ordΓ + (j − 1)(♯{η} − ♯{•} − u) + deg Γ.
Suppose that a one-dimensional CW complex Γ \ {small loops} has g loop compo-
nents (that is, the first Betti number of it is g). Then
♯{η} − ♯{•} − u = −♯{θ}+ ♯{◦}+ (g − 1) = −ordΓ + (g − 1),
and hence
deg I(Γ) = (n− j − 2)ordΓ + (g − 1)(j − 1) + deg Γ.
Proposition 3.1 ([5]). The form I(Γ) depends only on the equivalence class of
Γ ∈ D∗.
Proof. This is because the space D∗ is arranged so that the map I is compatible
with the permutations of coordinates and the antipodal map of spheres (see [5] for
details). But there are two point we should stress here; one is that we have to
temporarily gave the labels to loops when j is odd. But the choices of the labeling
do not change the form I(Γ) since the permutation on the (Sj−1)u-factor of the
fiber CΓ(f) is an orientation preserving diffeomorphism and preserves the form ωΓ.
Another is that we ruled out the graphs with small loops when n− j ≥ 3 is odd,
and those with double loops when n is odd (see Definition 2.2). This is because the
differential forms arising from such graphs are zero (see Lemmas 3.2, 3.3). 
Lemma 3.2. When n − j is odd, then the differential form I(Γ) is zero for any
graph Γ with at least one small loop.
Proof. Let e be a small loop of Γ. Define a fiberwise involution F : CΓ → CΓ
as the antipodal map on Sj−1 corresponding to e, and the identity on the other
factors. The orientation sign of the involution on the fiber of πΓ is (−1)j , while
F ∗ωΓ = (−1)nωΓ since
F ∗ωe =
(
df
|df | ◦ ιSj−1
)∗
volSn−1 =
(
ιSn−1 ◦
df
|df |
)∗
volSn−1
= (−1)n
(
df
|df |
)∗
volSn−1 = (−1)nωe
and other ωe’s do not change. Thus
(πΓ)∗ωΓ = (πΓ ◦ F )∗F ∗ωΓ = (−1)j+n(πΓ)∗ωΓ = −(πΓ)∗ωΓ
since n+ j is odd, and hence (πΓ)∗ωΓ = 0. 
Lemma 3.3. When n is odd, then the differential form I(Γ) is zero for any graph
Γ with at least one double loop.
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Proof. The fiberwise involution F in the proof of Lemma 3.2 has an orientation
sign (−1)j on each fiber, but in the case here F ∗ωΓ = (−1)n+jωΓ since F ∗ affects
volSj−1 and volSn−1 as the antipodal map. Thus
(πΓ)∗ωΓ = (−1)n+2j(πΓ)∗ωΓ = −(πΓ)∗ωΓ.

Thus we obtain linear maps
I : Dk,lg −→ Ω(n−j−2)k+(g−1)(j−1)+lDR (Kn,j),
whereDk,lg is the subspace ofDk,l spanned by the graphs Γ whose first Betti numbers
are g after its small loops (not double loops) are removed. It can be easily seen
that Dk,∗g forms a subcomplex of Dk,∗ for any g (we regard the contraction (4) in
Figure 2.5 as preserving the first Betti number).
Here we restate the last half of Theorem 1.2.
Theorem 3.4. Suppose n − j ≥ 2 is even and j ≥ 2. The integration map I :
Dk,∗g → Ω(n−j−2)k−(j−1)+∗DR (Kn,j) is a cochain map if (1) both n > j ≥ 2 are even
and g = 0, or (2) both n > j ≥ 3 are odd and g = 0, 1.
Theorem 3.4 is a direct consequence of Theorems 5.11, 5.12, which are proved
in similar ways as the results in [5, 14, 20]. The key step is the generalized Stokes
theorem (see [5]);
dI(Γ) = (πΓ)∗(dωΓ) + (−1)degωΓ+1(π∂Γ)∗ωΓ = (−1)degωΓ+1(π∂Γ)∗ωΓ
where π∂Γ is the restriction of πΓ onto the boundaries of fibers. The second equality
holds since ωΓ is a product of closed forms. So we need to study the boundaries of
fibers to prove Theorem 3.4. The proof will be given in §5.
Here we state one more result, which concerns the choices of volume forms.
Proposition 3.5 ([5]). Suppose g, n and j satisfy (1) or (2) in Theorem 3.4 and
n− j > 2. Let v0 and v1 be two (anti-)symmetric volume forms of Sn−1 with total
integral one, and I0, I1 the corresponding integration maps. Then I1(Γ)− I0(Γ) is
an exact form for any graph cocycle Γ =
∑
aiΓi.
Proof. Choose any w′ ∈ Ωn−2DR (Sn−1) such that v1 − v0 = dw′, and put w = (w′ +
(−1)nι∗Sn−1w′)/2. Then dw = v1 − v0 and ι∗Sn−1w = (−1)nw. Define
v˜ := v0 + d(tw) ∈ Ωn−1DR (Sn−1 × [0, 1]),
where t is the coordinate of [0, 1]. Then v˜ is a (anti-)symmetric closed form on
Sn−1 × [0, 1]. Moreover the restriction of v˜ onto Sn−1 × {ε}, ε = 0, 1, is vε.
Assigning to θ-edges e of Γi the differential forms
θ˜e := (ϕ
θ
e × id)∗v˜ ∈ Ωn−1DR (CΓi × [0, 1])
instead of θe, and integrating their product along the fiber of πΓi× id[0,1], we obtain
a differential form of Kn,j × [0, 1], which we denote by I˜(Γi). Its restriction onto
Kn,j × {ε}, ε = 0, 1, is Iε(Γi).
In Lemma 5.25 we will prove that I˜(Γ) ∈ Ω∗DR(Kn,j × [0, 1]) is a closed form
if n − j > 2. This completes the proof; if we denote the first projection by p :
Kn,j × [0, 1]→ Kn,j , then by the generalized Stokes theorem
dKn,jp∗I˜(Γ) = p∗dKn,j×[0,1]I˜(Γ)± p∂∗ I˜(Γ) = ±(I˜(Γ)|Kn,j×{1} − I˜(Γ)|Kn,j×{0}
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and thus I1(Γ)− I0(Γ) = ±dp∗I˜(Γ). 
In completely similar way we can prove the following.
Proposition 3.6. Suppose g, n and j are as in Proposition 3.5. Then the coho-
mology class [I(Γ)] for a graph cocycle Γ does not depend on the choice of volSj−1 .
4. The Haefliger invariant
Here we assume n− j ≥ 3 is odd, j ≥ 2 and 2n− 3j− 3 ≥ 0. Then at present we
cannot prove that I is a cochain map, but in this section we describe a (2n−3j−3)-
cocycle H := I(H)+ c of Kn,j using a graph cocycle H ∈ D2,00 and some ‘correction
term’ c.
The graph cocycle H is shown in Figure 4.1. We call the first graph (with
four i-vertices) H1 and the second H2; H = H1/2 + H2/6. By using the rules in
Proposition 2.9, we can see that H is indeed a cocycle.
H =
1
2
+
1
6•
• •
•1
(1)
2
//
3
(2)
4
◦
•
• •
(1)
1
4
(2)
2
(3)
3
n even, j odd
H =
1
2
+
1
6•
• •
•1
2 OO
(1)
3
4
◦
•
• •
1

2
4
88 3ff
n odd, j even
Figure 4.1. Graph cocycle H
Theorem 4.1. Suppose n− j ≥ 3 is odd, j ≥ 2 and 2n− 3j − 3 ≥ 0. There exists
a differential form c ∈ Ω2n−3j−3DR (Kn,j) such that H := I(H) + c is closed.
Though rigorous definition of c and the proof of Theorem 4.1 can be found in §5.9,
we give a rough explanation here. Let Ij(Rn) be the space of linear injections Rj →
R
n. Then c := −p∗D∗µ, where D : Kn,j × Rj → Ij(Rn) is the derivation map, p :
Kn,j×Rj → Kn,j is the first projection and the form µ ∈ Ω2n−2j−3DR (Ij(Rn)) is given
so that dµ describes the contribution of a boundary stratum of CH2 corresponding
to the collision of all the four points. See Definition 5.23 for details.
Below we prove Theorem 1.3, which states that H gives a non-zero cohomology
class and is the Haefliger invariant when 2n− 3j − 3 = 0.
4.1. Additivity. Here we assume 2n − 3j − 3 = 0, which implies n = 6k and
j = 4k − 1 for some k ≥ 1. Then H = I(H) + c is an isotopy invariant for long
(4k − 1)-knots in R6k. What we will show in this subsection is the ‘additivity’ of
the invariant H.
Proposition 4.2. The invariant H is additive under the connect-sum; for any
f+, f− ∈ K6k,4k−1, the Kronecker pairing satisfies
〈H, f+♯f−〉 = 〈H, f+〉+ 〈H, f−〉.
Notation. We will show in Lemma 5.26 that the invariant H is independent of
the choice of (anti-)symmetric volume forms. So we may choose (anti-)symmetric
volume forms volSN−1, N = 4k − 1 or 6k such that
• their supports are contained in the sufficiently small neighborhoods of the
poles pN−1± := (0, . . . , 0,±1) ∈ SN−1, and
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• they are “O(N − 1)-invariant,” that is, A∗volSN−1 = (detA)volSN−1 for
any A ∈ O(N − 1) regarded as in O(N − 1) ⊕ 1 ⊂ O(N) (in other words
A ∈ O(N) fixes xN -axis).
For any f ∈ Kn,j , the support of f , denoted by supp(f) ⊂ [−1, 1]j, is defined by
supp(f) := {x ∈ Rj | f(x) 6= (x, 0) ∈ Rj × {0}n−j}.
Since we are considering an isotopy invariant, we may suppose supp(f±) ⊂ B4k−1± (ε)
and f±(supp(f±)) ⊂ B6k± (ε/2) ∪ (R4k−1 × {0}2k+1), where
Bm± (ε) := {(x1, . . . , xm) ∈ Rm | (x1 ± 1/2)2 + x22 + · · ·+ x2m < ε2},
and ε > 0 is a sufficiently small number.
First we compute 〈H, f+〉 = 〈I(H1), f+〉/2 + 〈I(H2), f+〉/6 + 〈c, f+〉. The first
term 〈I(H1), f+〉 is equal to ∫
CH1(f+)
ωH1 ,
where CH1 (f) ≈ Co4 (R4k−1) is the fiber of πH1 over f ∈ K6k,4k−1. Recall that the
integrand is θ12η23θ34 restricted to the fiber. Since we choose volSN−1 with support
‘localized’ around pN−1± , we must know for which configurations x = (x1, . . . , x4) ∈
CH1(f+) = C4(R
4k−1) all the three vectors ϕθ12(x), ϕ
θ
34(x) and ϕ
η
23(x) are near
p6k−1± or p
4k−2
± ; ωH1 does not vanish only on the subspace of such configurations.
Lemma 4.3. Define X+ := C
o
4 (B
4k−1
+ (ε)) ⊂ CH1(f+). Then
〈I(H1), f+〉 =
∫
X+
ωH1 .
Proof. For example, consider (x1, . . . , x4) ∈ CH1(f+) \ X+ with x1 6∈ B4k−1+ (ε).
Then by our choice of f+, the vector ϕ
θ
12(x1, . . . , x4) cannot be in the support of
volS6k−1 (a neighborhood of the pole p
6k−1). So the form θ12 vanishes on such
configurations. In this way we can see that the integrand does not vanish only
on X+, since outside of X+ the images of ϕ
θ
12 and ϕ
θ
34 cannot intersect with the
supports of volS6k−1 simultaneously. 
Next we compute 〈I(H2), f+〉 in similar fashion. This equals∫
CH2(f+)
ωH2 ,
where ωH2 = θ14θ24θ34. Recall CH2(f+) ⊂ Co3 (R4k−1)× R6k.
Lemma 4.4. Define a subspace Y+ ⊂ CH2(f+) by
Y+ := {(x1, x2, x3; y) ∈ CH2(f+) | at least two xp ∈ B4k−1+ (ε)}.
Then
〈I(H2), f+〉 =
∫
Y+
ωH2 .
Proof. This is because the image of
ϕH2 := ϕ
θ
14 × ϕθ24 × ϕθ34 : CH2(f+) \ Y+ −→ (S6k−1)3
is of positive codimension, and hence the pullback of the top form of (S6k−1)3 must
vanish on CH2 (f+) \ Y+. Indeed, outside Y+ at least two points f+(xp), f+(xq)
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are on the standardly embedded R4k−1, hence the image of CH2 \ Y+ is the set of
(u1, u2, u3) ∈ (S6k−1)3 such that one vector up has to be in the linear subspace
(R4k−1 × {0}2k+1) + Ruq of R6k, hence is of codimension ≥ 2k. 
Now consider the third term 〈c, f+〉. This is an integration of D(f+)∗µ over
R
4k−1, where D(f+) : R
4k−1 → I4k−1(R6k) is given by x 7→ (df+)x (for the defini-
tion of µ, see Definition 5.23 and the explanation after Theorem 4.1). Since D(f+)
is constant outside supp(f+), we obtain the following.
Lemma 4.5. 〈c, f+〉 =
∫
B4k−1+ (ε)
D(f+)
∗µ.
Finally we can compute 〈H, f+♯f−〉. The long knot f+♯f− is isotopic to
f+♯f−(x) :=
{
f±(x) if x ∈ B4k−1± (ε),
(x, 0) if x 6∈ B4k−1+ (ε) ⊔B4k−1− (ε).
First, by completely similar arguments to Lemma 4.3, only the configurations x =
(x1, . . . , x4) such that x1 and x2 are in the same B
4k−1
+ (ε) or B
4k−1
− (ε), and so
is (x3, x4), can contribute to 〈I(H1), f+♯f−〉. Moreover, if x2 and x3 are in the
different B4k−1(ε)’s, then the image of the direction map ϕη23(x) cannot be in
supp(volS4k−2). Thus only the configurations with all four xp’s being in the same
B4k−1+ (ε) or B
4k−1
− (ε) can contribute to the pairing, and hence
(4.1) 〈I(H1), f+♯f−〉 =
∫
X+⊔X−
ωH1 =
∫
X+
ωH1 +
∫
X−
ωH1 ,
where X− := C
o
4 (B
4k−1
− (ε)).
Next, similarly to Lemma 4.5,
(4.2) 〈c, f+♯f−〉 =
∫
B4k−1+ (ε)⊔B
4k−1
−
(ε)
D(f+♯f−)
∗µ =
∑
i=±
∫
B4k−1i (ε)
D(fi)
∗µ.
As for I(H2), similar argument to Lemma 4.4 shows
(4.3) 〈I(H2), f+♯f−〉 =
∫
Y+(f+♯f−)
ωH2 +
∫
Y−(f+♯f−)
ωH2 +
∫
Y0(f+♯f−)
ωH2 ,
where Y−(f+♯f−) ⊂ CH2(f+♯f−) is defined in similar way as Y+ with B+’s replaced
by B−’s, and Y0(f+♯f−) ⊂ CH2(f+♯f−) consists of (x1, x2, x3; y) with exactly one
xp in each B
4k−1
± (ε). By our choice of volume forms, the integrand ωH2 does not
vanish only on the subspace consisting of (x1, x2, x3, y) with
(1) y is very near ‘(0, . . . , 0,±∞),’ or
(2) the first 6k − 1 factors of f+(x1), f+(x2), f+(x3) and y are close to each
other (see Figure 4.2).
On Y0(f+♯f−) the condition (2) cannot hold, so we can restrict the integral over
Y0(f+♯f−) to that over the subspace of Y0(f+♯f−) with |y| large. Then since the
image of f+♯f− is very close to that of the trivial knot f0 (if ε is very small relative
to |y|), ∫
Y0(f+♯f−)
ωH2 −
∫
CH2 (f0)
ωH2 = O(ε).
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R
n
R
j
uuuuuuu
uuuuuuu
•
• •
◦
x1
y MM
x2
NN
x3
QQ
Figure 4.2. Configurations which contribute to 〈I(H2), f+♯f−〉
But since supp(f0) = ∅, Lemma 4.4 shows that
∫
CH2(f0)
ωH2 = 0. Hence
(4.4)
∫
Y0(f+♯f−)
ωH2 = O(ε).
Y±(f+♯f−) is decomposed into two subspaces; in one space, two xp, xq are in
B4k−1± (ε) and remaining xr is in B
4k−1
∓ (ε), and in the other space xr is not in
B4k−1∓ (ε). In the former space, the condition (2) above cannot hold, so |y| has to
be large. So replacing f+♯f− with f± changes the integral by O(ε);
(4.5)
∫
Y±(f+♯f−)
ωH2 =
∫
Y±(f±)
ωH2 +O(ε).
Summing up (4.1), (4.2) and (4.3) and substituting (4.4) and (4.5), we have
〈I(H), f+♯f−〉 =
∑
i=±
(
1
2
∫
Xi
ωH1 +
1
6
∫
Yi(fi)
ωH2 +
∫
B4k−1i (ε)
D(fi)
∗µ
)
+O(ε)
= 〈I(H), f+〉+ 〈I(H), f−〉+O(ε).
This completes the proof of Proposition 4.2, since 〈H, f+♯f−〉 is independent of ε.
Remark 4.6. By similar argument, the order two invariant [14, 20] for Km+2,m
(m ≥ 3 is odd) is proved to be additive under the connect-sum.
4.2. Evaluation. Here we prove the last part of Theorem 1.3.
We know by [9] that π0(K6k,4k−1) forms a group under the connect-sum and is
isomorphic to Z. Our goal here is the following.
Theorem 4.7. When n = 6k and j = 4k− 1 for some k ≥ 1, then 〈H, S〉 is equal
to ±1 for the generator S of π0(K6k,4k−1).
Since both the Haefliger invariant and our H are additive under the connect-sum
(see [8] and Proposition 4.2), Theorem 4.7 says that H is the Haefliger invariant.
We will use the generator of π0(K6k,4k−1) given by Budney [4] and Roseman-
Takase [13].
4.2.1. Deform-spinning. Given an N -fold based loop γ ∈ ΩNKn,j (for any n, j)
represented by a smooth map γ : RN → Kn,j with γ(x) ≡ ι (the trivial long
j-knot) for any x 6∈ [−1, 1]j, we have Sγ ∈ KN+n,N+j defined by
Sγ(x, t) := (x, γ(x)(t)) ∈ RN × Rn, x ∈ RN , t ∈ Rj .
This is a special case of ‘deform-spinning’ construction [12]. Putting N = 1, we
obtain the graphing map gr : ΩKn,j → Kn+1,j+1 given in [4]. It has been shown in
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[4] that all the following maps
π4k−2(K2k+2,1) gr−→ π4k−3(K2k+3,2) gr−→ . . . gr−→ π0(K6k,4k−1) ∼= Z
are isomorphisms, so π0(K6k,4k−1) ∼= Z is generated by Sψ := gr4k−2(ψ);
(4.6) Sψ(z) := (x, ψ(x)(t)) ∈ R4k−2 × R2k+2, z = (x, t) ∈ R4k−2 × R1,
where ψ : R4k−2 → K2k+2,1 is a map which gives the generator of π4k−2(K2k+2,1).
In fact π4k−2(K2k+2,1) is the first non-vanishing homotopy group of K2k+2,1 (for
example see [4, 18]), and the image of its generator ψ via Hurewicz isomorphism
is given as follows (probably the dual cocycle to ψ first appeared in [19]; see also
[4, 5, 11, 15]).
Consider a ‘long immersion’ f : R1 → R2k+2 which has only two transversal dou-
blepoints zi = f(ξi) = f(ξi+2), i = 1, 2, ξ1 < ξ2 < ξ3 < ξ4 (see Figure 4.3). Con-
sider the unit sphere S2k−1i in the complementary 2k-space to Rf
′(ξi)⊕ Rf ′(ξi+2)
in TziR
2k+2. At each doublepoint zi, we can ‘lift’ the segments f(ξi+2− ε, ξi+2+ ε)
to the directions of complementary S2k−1i to obtain non-singular embeddings (see
Figure 4.4). More precisely, for (w1, w2) ∈ (S2k−1)2, define ψ(w1, w2) ∈ K2k+2,1 by
ψ(w1, w2)(t) :=
{
f(t) +
(
δ exp
[
1
(t−ξi+2)2−ε2
])
wi |t− ξi+2| < ε, i = 1, 2
f(t) otherwise
where δ and ε are positive small numbers. Thus a map ψ = ψδ : (S
2k−1)2 → K2k+2,1
is defined, and it is known that ψ induces an isomorphism ψ∗ : H4k−2((S
2k−1)2)
∼=−→
H4k−2(K2k+2,1).
1//
3,...,2k+2 OO 2 77
//z1
z2
c
Figure 4.3. Immersion f in R2k+2
//
77ooooooooooooooooooooo
OO
f
zi
•wi
 //....... ............... .. ... ...
....
....
...
. .......//
ψ(wi) oooooooooooooooo
77oooo
OO
Ii
Wi+2
Figure 4.4. Definition of ψ
The following is proved by inspection (see Figure 4.4).
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Lemma 4.8. The union
W3 :=
⋃
w1∈S2k−1
ψ(w1, w2)(ξ3 − ε, ξ3 + ε) ⊂ R2k+2
is homeomorphic to S2k. Consider the map
ϕ : W3 × I1 −→ S2k+1, (x, y) 7−→ y − x|y − x| ,
where I1 := f(ξ1 − ε, ξ1 + ε). The linking number of W3 with I1 is one; more
precisely, the limit δ → 0 of the integration of ϕ∗volS2k+1 over W3 × I1 is ±1.
Similar statement holds for
W4 :=
⋃
w2∈S2k−1
ψ(w1, w2)(ξ4 − ε, ξ4 + ε) and I2 := f(ξ2 − ε, ξ2 + ε).
Fixing the natural projection π : [−1/2, 1/2]2k−1 → S2k−1 such that
• q2k−1± := π−1(p2k−1± ) ∈ (−1/2, 1/2)2k−1 (recall p2k−1± := (0, . . . , 0,±1) ∈
S2k−1),
• π(∂[−1/2, 1/2]2k−1) consists of a single point u0 := (1, 0, . . . , 0),
we can think of ψ as ψ : [−1/2, 1/2]4k−2 → K2k+2,1. We can extend ψ to whole
R
4k−2 so that ψ(x) ≡ ι if x 6∈ [−1, 1]4k−2 (see also §4.2.2), since K2k+2,1 is (4k− 3)-
connected as mentioned above. Thus we have Sψ ∈ K6k,4k−1 defined as (4.6).
Theorem 4.9 ([4, 13]). If ψ is as above, then Sψ generates π0(K6k,4k−1).
Remark 4.10. In [13] a generator of π0(Emb (S
4k−1, S6k)) was defined by the
deform-spinning ψ : (S2k−1)2 → K2k+2,1 along the torus. But it is not difficult to
see that such a spinning also gives an element of K6k,4k−1 which is isotopic to our
Sψ given by the graphing map [4].
The above construction can be done for the generator of π2d−2(Kd+2,1) for any
d > 1 to obtain Sψ ∈ K3d,2d−1. Since we assumed that n− j = d+1 is odd, we put
d = 2k here (otherwise there exist orientation reversing automorphisms of graphs
Hi, and hence they vanish). When d is odd, any generator of π0(K3d,2d−1) ∼= Z/2
would not be detected by any de Rham cohomology classes.
4.2.2. A suitable choice of ψ : R4k−2 → K2k+2,1. Below we will compute
(4.7) 〈H, Sψ〉 = 1
2
∫
CH1(Sψ)
ωH1 +
1
6
∫
CH2 (Sψ)
ωH2 +
∫
R4k−1
D(Sψ)
∗µ,
where D(Sψ) : R
4k−1 → I4k−1(R6k) is defined by D(Sψ)(x) := (dSψ)x, and µ is
defined in the sentence after the proof of Lemma 5.22. To simplify the computation
of (4.7), we need to choose a favorable extension ψ : R4k−2 → K2k+2,1.
First, we take the immersion f as in Figure 4.3; almost all the image of ψ(x)
is contained in the 2-plane R2 × {0}2k ⊂ R2k+2, except for the neighborhoods of
z1, z2 and another crossing c which corresponds to f(ζ1) and f(ζ2), ξ2 < ζ1 < ξ3,
ξ4 < ζ2 < 1. We suppose that the arc ψ(x)(ζ1 − ε, ζ1 + ε) is in the 2-plane,
ψ(x)(ζ2−ε, ζ2+ε) is in the 3-plane R3×{0}2k−1 ⊂ R2k+2, and that the resolutions
of segments ψ(x)(ξi+2 − ε, ξi+2 + ε) occur in {0}2 × R2k.
Next we suppose that the image of ψ(x) is ‘almost’ in R2;
(4.8) ψ(x)(R1) ⊂ R2 × (−δ, δ)2k for any x ∈ R4k−2.
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Lastly we suppose ψ is ‘symmetric’ in the following sense; define
X := {(s, t, u) ∈ R2k−1 × R2k−1 × R1 | s 6∈ [−1/2, 1/2]2k−1, t ∈ [−1/2, 1/2]2k−1},
Y := {(s, t, u) ∈ R2k−1 × R2k−1 × R1 | s ∈ [−1/2, 1/2]2k−1, t 6∈ [−1/2, 1/2]2k−1},
Z := {(s, t, u) ∈ R2k−1 × R2k−1 × R1 | s, t 6∈ [−1/2, 1/2]2k−1}
and X ′, Y ′, Z ′ as the images of X,Y, Z respectively via the first 4k − 2 projection
pr4k−2 : R
4k−1 → R4k−2 (see Figure 4.5). Define ψ : X ′ → K2k+2,1 by
ψ(s, t) = h|s|/|s′|(π(t))
where hα : S
2k−1 → K2k+2,1 (α ≥ 1) is a one parameter family with h1 = ψ(u0,−)
and hα ≡ ι (the trivial long knot) for α ≥ 2, and s′ ∈ ∂[−1/2, 1/2]2k−1 is the
unique element with s = αs′ for some α ≥ 1. Using similar one parameter family
connecting ψ(−, u0) (resp. ψ(u0, u0)) and ι, we can define ψ on Y ′ (resp. on Z ′)
(see Example 4.11 and Figure 4.5). We can modify ψ so that it is smooth. The
following properties of ψ will be important below;
ψ(s, t) = ψ(−s, t) if (s, t) ∈ X ′ ∪ Z ′,(4.9)
ψ(s, t) = ψ(s,−t) if (s, t) ∈ Y ′ ∪ Z ′.(4.10)
Example 4.11. Consider the case k = 1 (see Figure 4.5). X ′ → K4,1 is given as
−1/2 s
O 1/2
//
−1/2
1/2
tOO
X ′X ′
Y ′
Y ′
Z ′Z ′
Z ′Z ′
Figure 4.5. Extension ψ : R2 → K4,1
a null homotopy ψ(s,−) : S1 → K4,1 (|s| ≥ 1/2) from ψ({1/2} × S1) to ι. Since
ψ({1/2}× [−1/2, 1/2]) and ψ({−1/2}× [−1/2, 1/2]) are the same cycle of K4,1, two
homotopies corresponding to X ′ ∩ {s ≥ 1/2} and X ′ ∩ {s ≤ −1/2} can be taken
so that ψ(s, t) = ψ(−s, t). This is (4.9). Similarly Y ′ → K4,1 is a homotopy from
ψ(S1 × {1/2}) to ι, and ψ(s, t) = ψ(s,−t) on Y ′.
Eight thick segments {±1/2} × {|t| ≥ 1/2}, {|s| ≥ 1/2} × {±1/2} in Figure 4.5
represent the same homotopy from ψ(1/2, 1/2) to ι. Thus we can define ψ by
ψ(r cosβ + 1/2, r sinβ + 1/2) := ψ(r + 1/2, 1/2) (0 ≤ β ≤ π/4)
on Z ′ ∩ {s, t ≥ 1/2}, and similarly on other components. Then it is easy to see
ψ(s, t) = ψ(−s, t) = ψ(s,−t) = ψ(−s,−t) on Z ′.
Using such an extension ψ, we will compute (4.7).
18 KEIICHI SAKAI
4.2.3. The first term 〈I(H1), Sψ〉. First let us study on which configurations x =
(x1, . . . , x4) ∈ CH1(Sψ) the integrand ωH1 does not vanish, as was done in §4.1.
Let us write xp := (s
(p), t(p), u(p)) ∈ (R2k−1)2×R1 (p = 1, . . . , 4). Then by (4.6),
Sψ(x2)− Sψ(x1) =
(s(2) − s(1), t(2) − t(1), ψ(s(2), t(2))(u(2))− ψ(s(1), t(1))(u(1)))
∈ (R2k−1)2 × R2k+2.
(4.11)
By (4.8), the length of the last 2k factors of (4.11) is at most 2
√
2k δ. So
ϕθ12(x1, x2) = (Sψ(x2) − Sψ(x1))/|Sψ(x2)− Sψ(x1)| is near p6k−1± only if at least
the first 4k−2 factors of (4.11) are nearly zero, that is, (s(1), t(1)) is near (s(2), t(2)).
Similarly (s(3), t(3)) must be near (s(4), t(4)). Moreover (s(2), t(2)) must be near
(s(3), t(3)), since w = (x3 − x2)/|x3 − x2| is near p4k−2± . Thus we need to consider
only x = (x1, . . . , x4) with all (s
(p), t(p)) (p = 1, . . . , 4) close to each other. Notice
that they must become closer and closer if we choose volSN−1 with smaller support.
Let L := (−1/2−a, 1/2+a)4k−2×R1 (a > 0 is a fixed small number) be a small
neighborhood of [−1/2, 1/2]4k−2 × R1, and consider x ∈ C4(R4k−1 \ L).
Lemma 4.12. If we choose ψ as in §4.2.2 and volSN−1 with sufficiently small
support, then the integration of ωH1 over C4(R
4k−1 \ L) vanishes.
Proof. If supp(volSN−1) is sufficiently small relative to δ > 0, then (x1, . . . , x4) ∈
C4(R
4k−1 \L) must be such that all (s(p), t(p)) (p = 1, . . . , 4) are close to each other
so that at most one of {x1, . . . , x4}∩(X \L) and {x1, . . . , x4}∩(Y \L) is not empty.
Consider the integration of ωH1 over {x ∈ C4(R4k−1 \ L) |x ∩ X 6= ∅}. Notice
that in this case x ∈ C4(X ∪ Z). Define an involution F1 of this subspace by
F1(x1, . . . , x4) := (i1x1, . . . , i1x4),
where i1 : R
4k−1 → R4k−1 is given by i1(s, t, u) := (−s, t, u) (s, t ∈ R2k−1, u ∈ R1).
The map F1 preserves the orientation, but F
∗
1 ωH1 = −ωH1 because
• ϕθ12 ◦ F1 = i1 ◦ ϕθ12 by (4.9) and (4.11) (here we abbreviate i1 × idR2k+1 :
R
6k → R6k to i1), and hence F ∗1 θ12 = (−1)2k−1θ12 = −θ12 (since we have
assumed i∗1volS6k−1 = (−1)2k−1volS6k−1 ; see the remark after Proposition
4.2),
• similarly F ∗1 θ34 = −θ34, and
• ϕη23 ◦ F1 = i1 ◦ ϕη23 and hence F ∗1 η23 = −η23.
Hence the integration of ωH1 over {x ∈ C4(R4k−1 \ L) |x ∩ X 6= ∅} must vanish.
Similarly, we can show the vanishing of the integration of ωH1 over {x ∩ Y 6= ∅}
by considering an involution F2 given by F2(x1, . . . , x4) := (i2x1, . . . , i2x4), where
i2 : R
4k−1 → R4k−1 is given by i2(s, t, u) := (s,−t, u). The vanishing of the
integration of ωH1 over {x ∩X = x ∩ Y = ∅} is proved in similar way; in this case
x ∈ C4(Z \ L), and hence either F1 or F2 can work. 
By Lemma 4.12, only x = (x1, . . . , x4) with at least one xp in L (and other xq ’s
near L) contributes to 〈I(H1), Sψ〉.
Consider the tubular neighborhood N = R4k−2× [−1/2, 1/2] of R4k−2 in R4k−1.
Define four ‘fat planes’ by
Ni := R
4k−2 × (ξi − ε, ξi + ε) ⊂ N ⊂ R4k−1, 1 ≤ i ≤ 4
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(ξi and ε have appeared in the definition of ψ). Recall that we write q
2k−1
± :=
π−1(p2k−1± ) (we choose π so that q
2k−1
± ∈ (−1/2, 1/2)2k−1).
Lemma 4.13. Let x1, x2 ∈ R4k−1 be two distinct points with at least one xp ∈ L.
Then the direction ϕθ12(x1, x2) is near p
6k−1
± only if
• (s(1), t(1)) is near (s(2), t(2)),
• x1 ∈ Ni and x2 ∈ Ni+2 for some i = 1, . . . , 4 (here the suffixes are under-
stood modulo 4), and
• s(2) (resp. t(2), s(1), t(1)) is near q± when (x1, x2) ∈ N1×N3 (resp. N2×N4,
N3 ×N1, N4 ×N2).
Proof. We have already seen that (s(1), t(1)) must be near (s(2), t(2)). But it is
not enough; the direction determined by the last 2k+2 factors ψ(s(2), t(2))(u(2))−
ψ(s(1), t(1))(u(1)) of (4.11) must be near p2k+1± , and it is the case only if the two
points ψ(s(p), t(p))(u(p)) (p = 1, 2) are around a self-intersection zi of f (see Figure
4.4) which is resolved in a direction near p2k+1± . Such a situation is realized, for
example, if
• u(1) ∈ (ξ1 − ε, ξ1 + ε) and u(2) ∈ (ξ3 − ε, ξ3 + ε), and
• π(s(2)) is near p2k+1± (recall π : [−1/2, 1/2]2k−1 ։ S2k−1).
This is the case of (x1, x2) ∈ N1 ×N3 in the Lemma. 
Thus it suffices to consider x ∈ CH1(Sψ) such that both (x1, x2) and (x3, x4)
satisfy the condition of Lemma 4.13, and all the (s(p), t(p)) ∈ R4k−2 are close to
each other. We divide such configurations into two types.
Type I. All the four points Sψ(xp) (1 ≤ p ≤ 4) are near the resolution of a single
zi (i = 1 or 2).
Let us write Np,q,r,s := Np × Nq × Nr × Ns ⊂ C4(R4k−1) (p, q, r, s = 1, 2, 3, 4).
Type I configuration x = (x1, . . . , x4) is in Ni,i+2,i,i+2 or Ni,i+2,i+2,i for some i
(modulo 4). Figure 4.6 shows an example of x ∈ N1,3,1,3 such that ϕH1(x) =
(v1, v2, w) (ϕH1 := ϕ
θ
12 × ϕθ34 × ϕη23) is in the support of the volume forms.
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Figure 4.6. x = ϕ−1H1(v1, v2, w) ∈ N1,3,1,3
Type II. Two points Sψ(x1) and Sψ(x2) are near the resolution of zi of f , and
Sψ(x3) and Sψ(x4) are near the resolution of zi+1, i = 1 or 2 (here z3 := z1).
Such a configuration is in Ni,i+2,i+1,i+3 or Ni,i+2,i+3,i+1 for some i. Type II
inverse image of (v1, v2, w) ∈ (S6k−1)2×S4k−2 via ϕH1 looks like Figure 4.7, because
of the following.
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Lemma 4.14. Let v ∈ S6k−1 near p6k−1± be given. If the pair (x1, x2) ∈ N1 ×
N3 satisfies ϕ
θ
12(x1, x2) = v, then s
(2) and u(2) are uniquely determined by v. If
moreover we give any t(2) to fix x2, then accordingly x1 is determined.
Similarly, if (x1, x2) ∈ N2×N4 satisfies ϕθ12(x1, x2) = v, then (x1, x2) is uniquely
determined according to given s(2).
Proof. Consider the case (x1, x2) ∈ N1×N3. The last 2k+2 factors of ϕθ12(x1, x2)
are determined by ψ(s(2), t(2))(u(2))−ψ(s(1), t(1))(u(1)) as we see in (4.11). Compar-
ing them with those of v, we can see that s(2), u(1) and u(2) are uniquely determined
so that s(2) is near q+ (see also Lemma 4.8).
Thus we can fix x2 if we give any t
(2). Then x1 is also uniquely determined, since
u(1) is already determined as above, and (s(1), t(1)) is determined by comparing the
first 4k − 1 factors of v with those of ϕθ12(x1, x2). 
Figure 4.7 shows an example of x = (x1, . . . , x4) ∈ N1,3,4,2. In this case x1, . . . , x4
are uniquely determined by v1 = ϕ
θ
12(x) and v2 = ϕ
θ
34(x) up to t
(2) and s(4) by
Lemma 4.14, and t(2) and s(4) are determined by w = (x3 − x2)/|x3 − x2|.
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Figure 4.7. x = ϕ−1H1(v1, v2, w) ∈ N1,3,4,2
Firstly we compute the contribution of Type II configurations. Choose neigh-
borhoods UN−1± of p
N−1
± (N = 6k or 4k − 1) so that the support of volSN−1 is
contained in UN−1+ ⊔ UN−1− . Also choose neighborhoods V 2k−1± of q± so that all
the four points (x1, . . . , x4) of Type II configurations are mapped into the same
V 2k−1l × V 2k−1m (l,m = ±) by pr4k−2 : R4k−1 → R4k−2. Define
N l,mi := V
2k−1
l × V 2k−1m × (ξi − ε, ξi + ε) ⊂ Ni, l,m = ±.
Define N l,mp,q,r,s := N
l,m
p ×N l,mq ×N l,mr ×N l,ms (l,m = ±, {p, q, r, s} = {1, 2, 3, 4}).
Type II configurations are in N l,mi,i+2,i+1,i+3 or N
l,m
i,i+2,i+3,i+1 for some i = 1, . . . , 4
and l,m = ±. There are 4 × 4 × 2 = 32 such components. Via the direction map
ϕH1 , each component is mapped to some U
6k−1
l ×U6k−1l′ ×U4k−2l′′ homeomorphically.
Hence each component contributes to 〈I(H1), Sψ〉 by ±(1/2)3 = ±1/8.
The signs are given as follows.
Lemma 4.15. (1) All the signs for N l,mp,q,r,s, l,m = ±, are same for fixed
p, q, r, s.
(2) If the orientations are chosen so that the sign for N l,m1,3,2,4 is +1, then the
signs for N l,m2,4,1,3 and N
l,m
3,1,4,2 are −1, and those for other five components
N l,m2,4,3,1, N
l,m
3,1,4,2, N
l,m
4,2,1,3, N
l,m
1,3,4,2 and N
l,m
4,2,3,1 are +1.
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Proof. (1) is because the difference between the integrations of ωH1 overN
l,m
p,q,r,s and
N−l,mp,q,r,s comes from the antipodal map of S
2k−1, which preserves the orientation.
For (2), first we show that the signs for N l,m1,3,2,4 and N
l,m
3,1,4,2 are different. This
follows from the diagram which is commutative up to isotopy
N l,m1,3,2,4
G

ϕH1 // U6k−1l × U6k−1m × U4k−2−
ι
S6k−1
×ι
S6k−1
×g

N l,m2,4,1,3
ϕH1 // U6k−1l × U6k−1m × U4k−2−
where
G(x1, . . . , x4) := (t
(1), s(1), u(1) − ξ1 + ξ2 ; t(2), s(2), u(2) − ξ3 + ξ4 ;
t(3), s(3), u(3) − ξ3 + ξ1 ; t(4), s(4), u(4) − ξ4 + ξ3),
and g is induced from (s, t, u) 7→ (s, t,−u) ∈ (R2k−1)2 × R1. G preserves the
orientation but ιS6k−1 ×g× ιS6k−1 does not, so the signs for N l,m1,3,2,4 and N l,m3,1,4,2 are
different. The signs for N l,m2,4,1,3 and N
l,m
3,1,4,2 are same, since their difference comes
from an automorphism of H1, which always preserves the orientation.
Next we show that all the signs for other five components are same as that for
N l,m1,3,2,4.
(i) N l,m1,3,2,4 and N
l,m
4,2,3,1; the signs for them are same, since the difference arises from
an automorphism of H1.
(ii) N l,m1,3,2,4 and N
l,m
2,4,3,1; their signs are same because of the following commutative
diagram (up to isotopy);
N l,m1,3,2,4
G′

ϕH1 // U6k−1l × U6k−1m × U4k−2−
i1×id×g

N l,m2,4,3,1
ϕH1 // U6k−1l × U6k−1m × U4k−2+
where
G′(x1, . . . , x4) := (s
(2), t(1), u(2) ; s(1), t(2), u(1);
s(3) − s(2) + s(1), t(3), u(3) ; s(4) − s(2) + s(1), t(4), u(4)),
and i1 was given in Lemma 4.12. The vertical arrows preserve the orientations, so
the signs are same. Similar diagrams shows that the signs for N l,m1,3,2,4 and N
l,m
3,1,2,4
are same.
(iii) N l,m4,2,1,3 and N
l,m
1,3,4,2; their signs are same as those of N
l,m
3,1,2,4 and N
l,m
1,3,2,4 re-
spectively, since their differences come from automorphisms of H1. 
By Lemma 4.15, 24 components contribute to 〈I(H1), Sψ〉 by ±1 and other 8
components by ∓1. Thus their contribution is ±(1/8)× (24− 8) = ±2.
Next consider Type I configurations.
Lemma 4.16. The contribution of Type I configurations is zero.
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Proof. Consider the case when all the four points Sψ(xp) are near z1. Then x ∈
C4((N1 ⊔N3)∩L). But on this space, the direction map ϕH1 is invariant under the
translation
(x1, . . . , x4) 7→ (τvx1, . . . , τvx4), v ∈ R2k−1
where τv(s, t, u) := (s, t+v, u) ∈ R2k−1×R2k−1×R1. This is because of (4.11) and
ψ(s, t)(u) = ψ(s, t+v)(u) if (s, t, u) ∈ (N1⊔N3)∩L. Hence the image of ϕH1 must be
of positive codimension and the integrand ωH1 = ϕ
∗
H1
(volS6k−1×volS6k−1×volS4k−2)
must vanish on C4((N1 ⊔N3) ∩ L).
In the case when four points Sψ(xp) are near z2, a similar translation τ
′
v(s, t, u) :=
(s+ v, t, u) would prove the vanishing of ωH1 on C4((N2 ⊔N4) ∩ L). 
Thus the first term of (4.7) is equal to ±2× (1/2) = ±1.
4.2.4. Remaining terms. To complete the proof of Theorem 4.7, we will prove that
the second and the third terms of (4.7) do not contribute to 〈H, Sψδ 〉.
Contribution of H2. Now we compute the second term of (4.7). Recall
CH2(Sψ) ⊂ Co3 (R4k−1)× R6k.
Lemma 4.17. 〈I(H2), Sψδ〉 = O(δ).
Proof. Divide 〈I(H2), Sψ〉 into two integrations; the integration over
R≥1 := {(x; y) ∈ CH2(Sψ) | y 6∈ R4k × (−1, 1)2k}
(x = (x1, x2, x3)) and that over R<1 := CH2 (Sψ) \R≥1.
The integration over R≥1 is well defined and continuous at δ = 0, since y ∈ R6k
is far from the image of Sψδ (see (4.8)). But when δ = 0, this integral is zero, since
all the three points Sψ(xp) (p = 1, 2, 3) are in R
4k × {0}2k and hence the image of
the direction map ϕH2 := ϕ
θ
14 × ϕθ24 × ϕθ34 is of positive codimension ≥ 2k − 1 in
(S6k−1)3 (see Lemma 4.4). Hence the integration over R≥1 is O(δ).
Next consider the integration over R<1. We have only to consider (x; y) with the
first 6k − 1 factors of Sψ(x1), Sψ(x2), Sψ(x3) and y close to each other; otherwise
the image of ϕH2 cannot be in (supp(vol))
3 (see condition (2) just before Figure
4.2). In particular all (s(p), t(p)) ∈ R4k−2 (p = 1, 2, 3) must be close to each other.
Consider the case that x = (x1, x2, x3) ∈ C3(R4k−1 \ L). Similarly as in Lemma
4.12, if we choose volS6k−1 with sufficiently small support, then we may assume that
at most one of x∩ (X \L) and x∩ (Y \L) is non-empty. We can prove the vanishing
of the integration of ωH2 over {(x; y) |x ∩ X 6= ∅} in a similar way as in Lemma
4.12 by considering an involution F1 : (x1, x2, x3; y) 7→ (i1x1, i1x2, i1x3; i1y) (i1
was defined in Lemma 4.12), which preserves the orientation but satisfies F ∗1 ωH2 =
−ωH2 because ϕθp4 ◦ F1 = i1 ◦ ϕθp4 (p = 1, 2, 3) on X by (4.9) and i∗1volS6k−1 =
−volS6k−1 . The vanishing of the integrations over {(x; y) |x∩Y 6= ∅} and {x∩X =
x ∩ Y = ∅} can also be proved by similar involutions Fi, i = 1, 2.
So we may assume that one of xp is in L (and other two points are near L).
Since the first 6k − 1 factors of Sψ(xp) (p = 1, 2, 3) are close to each other, an
analogous argument to the proof of Lemma 4.4 shows that only the integration
over the subspace of (x; y) with x in C3(N1 ⊔N3) or C3(N2 ⊔N4) or C3(N ′1 ⊔N ′2),
where N ′i := R
4k−2× (ζi− ε, ζi+ ε) (i = 1, 2) correspond to the crossing c of f (see
§4.2.2 and Figure 4.3); otherwise two or more Sψ(xp)’s are in R4k×{0}2k and hence
the image of the map ϕH2 is of positive codimension ≥ 2k − 1 in (S6k−1)3. But
similarly as in Lemma 4.16, on these spaces we can define translations τ , τ ′ under
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which ϕH2 is invariant, and hence the integrand ωH2 must vanish by dimensional
reason. 
Contribution of the correction term c. Lastly we compute the third term of
(4.7). This is an integration of D(Sψ)
∗µ over R4k−1 (cf. Lemma 4.5). See Lemma
5.22 and Definition 5.23 for the definition of c.
Lemma 4.18. 〈c, Sψ〉 = 0.
Proof. First we show that integrations of D(Sψ)
∗µ over X , Y and Z (see §4.2.2)
vanish. For X , this is because
• i∗1D(Sψ)∗µ = D(Sψ)∗µ on X , since D(Sψ) ◦ i1 = i1 ◦D(Sψ) on X by (4.9)
(where i1 : I4k−1(R6k) → I4k−1(R6k) is given by f 7→ i1 ◦ f ; see Remark
5.24) and we can choose µ so that i∗1µ = µ (see Remark 5.24), and
• i1 is an orientation reversing diffeomorphism of X .
Similar arguments hold for Y and Z.
So we may restrict the integration to [−1/2, 1/2]4k−2×R1. If (s, t, u) 6∈ N3⊔N4,
then ψ(s, t)(u) does not depend on (s, t) ∈ R4k−2, so D(Sψ) is invariant under the
translations τ and τ ′ defined in the proof of Lemma 4.16. If (s, t, u) ∈ N3 (resp.
N4), then ψ(s, t)(u) does not depend on t ∈ R2k−1 (resp. s), so D(Sψ) is invariant
under the translations τ (resp. τ ′). Thus the image of [−1/2, 1/2]4k−2 × R1 via
D(Sψ) must be of dimension < 4k − 1 and hence a (4k − 1)-form D(Sψ)∗µ must
vanish on [−1/2, 1/2]4k−2 × R1. 
Thus we have completed the proof of Theorem 4.7; only Type II configurations
for H1 contribute to 〈H, Sψ〉 by ±1, and hence 〈H, Sψ〉 = ±1.
4.3. Non-triviality of H in general dimensions. Here we complete the proof of
Theorem 1.3. Suppose that n > j ≥ 2, n− j ≥ 3 is odd and m := 2n− 3j − 3 > 0.
Put n − j = 2k + 1 (k ≥ 1) and consider Sψ ∈ K6k,4k−1 as above. Notice that
n = 6k −m and j = 4k −m− 1, and in particular 4k −m− 1 > 0.
Since Sψ is of the form (4.6), we can find lm ∈ ΩmK6k−m,4k−m−1 = ΩmKn,j
such that Sψ = gr
m(lm). Explicitly we can define lm : R
m → Kn,j by
lm(t1, . . . , tm)(x1, . . . , xj) :=
((x1, . . . , xj−1), ψ(t1, . . . , tm, x1, . . . , xj−1)(xj)) ∈ Rj−1 × R2k+2 = Rn
(4.12)
and regard it as in ΩmKn,j . We think of [lm] as the generator of Hm(Kn,j) via the
Hurewicz isomorphism (Kn,j is (2n− 3j − 4)-connected; see [4]).
Consider H = [I(H) + c] ∈ HmDR(Kn,j). The following completes the proof of
Theorem 1.3.
Theorem 4.19. The Kronecker pairing 〈H, lm〉 is equal to ±1.
Proof. Define the spaces CˆHi , i = 1, 2, by CˆH1 := R
m × Co4 (Rj) and
CˆH2 := {(t, (x1, x2, x3), y) ∈ Rm × Co3 (Rj)× Rn | lm(t)(xp) 6= y, p = 1, 2, 3}.
These spaces are also defined as the following pullback square;
CˆHi
lˆm //

CHi
πHi

R
m
lm // Kn,j
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Then 〈H, lm〉 is equal to
(4.13)
1
4
∫
CˆH1
lˆ∗mωH1 +
1
12
∫
CˆH2
lˆ∗mωH2 +
∫
Rm×Rj
D(lm)
∗µ,
where D(lm) : R
m × Rj → Ij(Rn) is defined by (t, x) 7→ d(lm(t))x.
Recall CH1(Sψ) = C
o
4 (R
4k−1) and CH2(Sψ) ⊂ Co3 (R4k−1) × R6k. We regard
CˆHi ⊂ CHi (Sψ) (i = 1, 2);
CˆH1
∼= {(x1, . . . , x4) ∈ CH1(Sψ) | prm(x1) = · · · = prm(x4)},
CˆH2
∼= {(x1, x2, x3; y) ∈ CH2(Sψ) | prm(x1) = prm(x2) = prm(x3) = prm(y)}
(prm : R
N → Rm (N = 4k−1 or 6k) is the first m projection), via diffeomorphisms
given by respectively
(t, x) 7−→ ((t, x1), . . . , (t, x4)), (t, x, y) 7−→ ((t, x1), (t, x2), (t, x3), (t, y)).
The direction maps CHi → SN−1, N = n or j, composed by lˆm are regarded as
ϕθ12 : CˆH1 −→ Sn−1 = S6k−1 ∩ {x ∈ R6k ; prm(x) = 0},
ϕθ12((t, x1), (t, x2)) =
(x2 − x1, Sψ(t, x2)− Sψ(t, x1))
|(x2 − x1, Sψ(t, x2)− Sψ(t, x1))| ,
(4.14)
and so on. Then the integrations relating to L ⊂ Rm×Rj = R4k−1 (a neighborhood
of [−1/2, 1/2]m × [−1/2, 1/2]j−1 × R1) can be computed in similar ways as in the
previous subsection;
The first term. Type I contribution vanishes by the translations τ or τ ′ as in
Lemma 4.16. Type II configurations contribute by ±2; each component
(N l,mi,i+2,i+1,i+3) ∩ {prm(x1) = · · · = prm(x4)} or
(N l,mi,i+2,i+3,i+1) ∩ {prm(x1) = · · · = prm(x4)}
for some i = 1, . . . , 4 and l,m = ± is mapped via the direction map to some
U6k−1l × U6k−1l′ × U4k−2l′′ ∩ {first m projections = 0},
which is Un−1l ×Un−1l′ ×U j−1l′′ (see §4.2.3). The sign arguments are slightly different,
but the result is same as Lemma 4.15; in the first diagram in the proof of Lemma
4.15, the map G restricted to CˆH1 preserve the orientation but the left vertical map
does not. Both the vertical maps in the second diagram restricted to CˆH1 have the
same orientation sign (−1)a, where a = min{m, 2k − 1}.
The second term. Similarly as in Lemma 4.17, the integration over R≥1 :=
{(t, x, y) ∈ CˆH2 | y 6∈ Rj+1 × (−1, 1)2k} (notice j + 1 + 2k = n) is O(δ). In R<1 :=
CˆH2 \ R≥1, only (t, x, y) with prj−1(xp) (p = 1, 2, 3) close to each other and x ∈
C3((Ni ⊔Ni+2)∩L) (i = 1, 2) or C3((N ′1 ⊔N ′2)∩L) may contribute to the integral
(where Ni := R
m × Rj−1 × (ξi − ε, ξi + ε), N ′i := Rm × Rj−1 × (ζi − ε, ζi + ε));
otherwise the image of ϕH2 is of positive codimension. But on these spaces the
direction map is invariant under the similar translations τ or τ ′ to those in Lemma
4.16 and the integrand vanishes by dimensional reason.
The third term. Similarly as in Lemma 4.18, since the derivation map D(lm) is
invariant on L under the translations given by using τ or τ ′, the integration over L
vanishes by dimensional reason.
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The signs appearing in the proof of vanishing of integrations over R4k−1 \ L are
slightly different from those in the previous subsection. Recall the involutions F1
and F2 on CHi(Sψ). They clearly preserve CˆHi , and are given by
Fl((t, x1), . . . , (t, x4)) = (il(t, x1), . . . , il(t, x4)) on CˆH1 ,
Fl((t, x1), (t, x2), (t, x3); (t, y)) = (il(t, x1), il(t, x2), il(t, x3); il(t, y)) on CˆH2
(l = 1, 2), here we regard CˆHi as a subspace of CHi (Sψ) as above. The maps
i1, i2 : R
N → RN (N = 4k− 1 or 6k) are as given in Lemma 4.12. For N = 4k− 1,
they are written explicitly as
i1(t, x) =
{
(−t1, . . . ,−tm;−x1, . . . ,−x2k−1−m, x2k−m, . . . , xj) m ≤ 2k − 1,
(−t1, . . . ,−t2k−1, t2k, . . . , tm;x1, . . . , xj) m > 2k − 1,
i2(t, x) =
{
(t1, . . . , tm;x1, . . . , x2k−1−m,−x2k−m, . . . ,−xj−1, xj) m ≤ 2k − 1,
(t1, . . . , t2k−1,−t2k, . . . ,−tm;−x1, · · · − xj−1, xj) m > 2k − 1.
First consider the first and the second terms of (4.13). Let X,Y, Z ⊂ Rm × Rj =
R
4k−1 be subsets defined similarly as in §4.2.2, and set
CˆH1(X) := {(t, (x1, . . . , x4)) ∈ CˆH1 | (t, xp) ∈ X, ∀p},
CˆH2(X) := {(t, (x1, x2, x3), y) ∈ CˆH2 | (t, xp) ∈ X, ∀p}
and so on. Then the actions of F1 and F2 on the forms ωHi and orientations of the
spaces are described as in Table 4.1, which is a consequence of the equations
ϕ ◦ F1 =
{
i1,2k−m−1 ◦ ϕ m ≤ 2k − 1
ϕ m > 2k − 1 on CˆHi (X),
ϕ ◦ F2 =
{
i2k−m,j−1 ◦ ϕ m ≤ 2k − 1
i1,j−1 ◦ ϕ m > 2k − 1
on CˆHi(Y ),
where ϕ is one of the direction maps, and ip,q : R
n → Rn (p < q) is given by
ip,q(a1, . . . , an) := (a1, . . . , ap−1,−ap, . . . ,−aq, aq+1, . . . , an)
(in particular i1 and i2 we have used can be written as i1 = i1,2k−1, i2 = i2k,4k−2).
Thus the integrations of ωHi over CˆHi(X) and CˆHi (Y ) vanish (when m > 2k − 1,
m ≤ 2k − 1 m > 2k − 1
orientation sign of F1 (−1)m −1
F ∗1 ωHi on CˆHi(X) (−1)2k−1−mωHi +ωHi
orientation sign of F2 +1 (−1)m−2k+1
F ∗2 ωHi on CˆHi(Y ) −ωHi (−1)j−1ωHi
Table 4.1. Signs of Fl
we use j = 4k − 1−m and hence m− 2k + j is odd).
For the third term of (4.13), we have to study the signs arising from the invo-
lutions i1 and i2. The orientation signs of i1, i2 : R
m × Rj → Rm × Rj are always
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−1. But i1, i2 always preserve the integrand, because
D(lm) ◦ i1 =
{
i1,2k−m−1 ◦D(lm) if m ≤ 2k − 1,
D(lm) if m > 2k − 1,
on X ∪ Z,
D(lm) ◦ i2 =
{
i2k−m,j−1 ◦D(lm) if m ≤ 2k − 1,
i1,j−1 ◦D(lm) if m > 2k − 1,
on Y ∪ Z,
and we can choose µ so that i′1, i
′
2 and i
′′
2 preserve µ (see Remark 5.24). Hence the
integrations of µ over X , Y and Z vanish. 
5. Vanishing results
In §§5.1, ..., 5.8 we prove Theorem 3.4 assuming n− j ≥ 2 is even, by studying
the boundary strata of compactified configuration spaces. Some results here hold
even if n− j ≥ 3 is odd and can be used to prove Theorem 4.1 (see §5.9). In §5.10
we complete the proof of Proposition 3.5.
5.1. Boundary strata. Let Γ be a graph with s i-vertices and t e-vertices. We
denote by Cs,t the fiber of πΓ. The compactified configuration space Cs,t is a
manifold with corners. The boundary ∂Cs,t consists of configurations where some
points in the configuration are allowed to ‘collide together.’ Moreover ∂Cs,t is
stratified via ‘complexities’ of collisions.
But here we do not need the complete description of all strata. For our purpose
only the most ‘generic’ part, the codimension one strata, are needed. Such strata
correspond to ‘coinstantaneous collisions’ of points, and are parametrized by subsets
of the set V (Γ) of vertices of Γ, as we will explain in §5.2.
5.2. Codimension one strata. To any subset A ⊂ V (Γ) with ♯A ≥ 2, a codi-
mension one stratum CA ⊂ ∂Cs,t is assigned. Namely CA consists of configurations
where the points labeled by A ‘simultaneously collide together.’ More precisely,
any point in CA can be written as a limit point
(5.1) lim
τ→0
(x1(τ), . . . , xs(τ), ys+1(τ), . . . , ys+t(τ))
such that (x1(τ), . . . , ys+t(τ)) ∈ Cos,t for τ > 0, and xp(τ), yq(τ) can be written as
xp(τ) =
{
xp (constant) if p 6∈ A,
z + τvp if p ∈ A,
yq(τ) =
{
yq (constant) if q 6∈ A,
z + τwq if q ∈ A,
for some vp ∈ Rj \ {0}, wq ∈ Rn \ {0} and z ∈ Rn.
There are other types of codimension one strata, denoted by C∞A , parametrized
by all the non-empty subsets A ⊂ V (Γ). The stratum C∞A ⊂ ∂Cs,t consists of
configurations where the points labeled by A ‘escape to infinity.’ More precisely
C∞A is the set of limit points
(5.2) lim
τ→∞
(x1(τ), . . . , xs(τ), ys+1(τ), . . . , ys+t(τ))
where (x1(τ), . . . , ys+t(τ)) ∈ Cos,t (0 < τ <∞) is of the form
xp(τ) =
{
xp (constant) if p 6∈ A,
xp + τvp if p ∈ A,
yq(τ) =
{
yq (constant) if q 6∈ A,
yq + τwq if q ∈ A,
for some vp ∈ Rj \ {0}, wq ∈ Rn \ {0}, xp ∈ Rj and yq ∈ Rn.
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All the codimension one strata is of the form CA or C
∞
A , hence we have
∂Cs,t =

 ⋃
A⊂V (Γ), ♯A≥2
CA

 ∪

 ⋃
A′⊂V (Γ), ♯A′≥1
C∞A′

 .
We will call CA (♯A ≥ 2) a stratum of non-infinity type, and C∞A (A 6= ∅) a stratum
at infinity.
Define the subsets ΣA and Σ
∞
A of CΓ by
ΣA :=
⋃
f∈Kn,j
CA(f), Σ
∞
A :=
⋃
f∈Kn,j
C∞A (f)
where CA(f) and C
∞
A (f) are codimension one strata of π
−1
Γ (f) described as above.
Then ΣA and Σ
∞
A fiber over Kn,j .
Notice that it is enough to describe IntΣ
(∞)
A for the proof of Theorem 3.4. In
§5.3 and §5.4 we will describe these strata explicitly, following [3, 5, 14, 20].
5.3. Explicit description of non-infinity type strata. Let A ⊂ V (Γ) be a
subset with ♯A ≥ 2 (recall that V (Γ) denotes the set of vertices of a graph Γ). Here
we study the strata ΣA of non-infinity type. Denote by E(Γ) the set of edges of Γ.
Definition 5.1. The subgraph ΓA of Γ associated with A is a (possibly non-
admissible) graph with V (ΓA) = A and E(ΓA) = {pq ∈ E(Γ) | p, q ∈ A, p 6= q}
(hence small loops are ignored). If A = {p1 < · · · < pk}, then the vertex of ΓA
which was labeled by pa in Γ is re-labeled by a. The labels of edges are suitably
decreased.
The quotient graph Γ/ΓA is a graph obtained by ‘collapsing ΓA to a point vA.’
More precisely,
V (Γ/ΓA) := (V (Γ) \A) ⊔ {vA},
E(Γ/ΓA) := {pq ∈ E(Γ) | p, q 6∈ A} ⊔ {pvA | p 6∈ A, pq ∈ E(Γ) for ∃q ∈ A}.
The vertex vA is internal if there is an i-vertex in A, and is external otherwise. We
label vA by min{p ; p ∈ A}, and the labels of other vertices and edges are suitably
decreased (see Figure 5.1 for an example).
◦
•
• •
1
4
2
88
3
ffΓ = ◦
•1
2ΓA = •
• •2 1
88
3
ffΓ/ΓA =
Figure 5.1. Examples of ΓA and Γ/ΓA for A = {1, 4} (n odd)
There is a projection
pA : IntΣA −→ CoΓ/ΓA
which maps the limit point (5.1) to (. . . , xp, . . . , z, . . . , yq, . . . ), p, q 6∈ A. The point
z corresponds to the vertex vA, hence z ∈ Rn if A contains no i-vertex, and z ∈ Rj
if there is an i-vertex in A.
The fiber of pA is thought of as the space of ‘infinitesimal configurations’ at the
colliding point. We will define a fibration ρA : BˆA → BA which describes such
infinitesimal configurations.
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Definition 5.2. Define Ij(Rn) as the set of all j-frames in Rn. In other words
Ij(Rn) := {linear injective maps Rj →֒ Rn}.
We give Ij(Rn) a natural structure of an open submanifold of (Rn \ {0})j.
Let a and b be the numbers of i- and e-vertices in A. Define a manifold BA by
BA :=
{
{∗} a = 0,
Ij(Rn) a > 0.
When a = 0, we define BˆA to be C
o
♯A(R
n) modulo scaling and translation;
BˆA := C
o
b (R
n)/Rn ⋊R>0,
where the action of Rn ⋊R>0 is defined by
(yp)p∈A 7−→ (α(yp − β))p∈A, ∀α > 0, ∀β ∈ Rn.
The map ρA : BˆA → BA = {∗} is defined as the canonical one.
When a > 0, BˆA is Ij(Rn)×Coa,b modulo scaling and translation in the directions
of j-planes;
BˆA := (Ij(Rn)× Coa,b)/Rj ⋊R>0,
where the action of Rj ⋊R>0 is defined by
(ι; (xp, yq)p,q∈A) 7−→ (ι; (α(xp − β), α(yq − ι(β)))p,q∈A), ∀α > 0, ∀β ∈ Rj .
The map ρA : BˆA → BA = Ij(Rn) is defined as the natural projection.
Finally define DA : C
o
Γ/ΓA
→ BA to be the canonical map if a = 0, and
DA(f ; . . . , xp, . . . , z, . . . , yq, . . . )p,q 6∈A) := (dfz : TzR
j −→ Tf(z)Rn) ∈ Ij(Rn)
if a > 0 (each tangent spaces are naturally identified with Rj and Rn).
Proposition 5.3 ([3, 5, 14, 20]). The fibration pA : IntΣA → CoΓ/ΓA is the pull-back
of ρA via DA;
IntΣA
DˆA //
pA

BˆA
ρA

CoΓ/ΓA
DA // BA
In particular IntΣA ≈ CoΓ/ΓA × BˆA if A has no i-vertex.
Notice that the differential form ωΓ/ΓA ∈ Ω∗DR(CoΓ/ΓA) can be defined similarly to
§3.2, by using the direction maps ϕ corresponding to the edges of Γ/ΓA. Similarly,
the maps ϕe for any edges of ΓA are well defined on BˆA; if e =
−→pq is an η-edge,
ϕˆηe(ι; (xr , ys)r,s∈A) :=
xq − xp
|xq − xp| ∈ S
j−1,
and if e is a θ-edge,
ϕˆθe(ι; (xr , ys)r,s∈A) :=
zq − zp
|zq − zp| ∈ S
n−1,
where zp = xp or ι(yp) according to whether p is internal or external. Hence
ωˆΓA :=
∧
e∈E(ΓA)
ϕ∗evol ∈ Ω∗DR(BˆA)
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can be defined. Then we have
ωΓ|IntΣA = ±(p∗AωΓ/ΓA) ∧ (Dˆ∗AωˆΓA)
and hence
(5.3) (pA)∗ωΓ|IntΣA = ±ωΓ/ΓA ∧D∗A(ρA)∗ωˆΓA
by the compatibility of fiber-integrations with pullbacks (for signs see §§5.5, 5.6).
Denote π∂AΓ := πΓ|IntΣA : IntΣA → Kn,j . Notice that π∂AΓ = πΓ/ΓA ◦ pA. We
will often use the following criterion to show the vanishing of an integration along
IntΣA.
Lemma 5.4 ([5]). Let a and b be the numbers of i- and e-vertices in A respectively.
Then the fiber integration (π∂AΓ )∗ωΓ|IntΣA vanishes unless
deg ωˆΓA = nb− (n+ 1) if a = 0,
0 ≤ deg ωˆΓA − (ja+ nb− (j + 1)) ≤ nj if a > 0.
Proof. The form (ρA)∗ωˆΓA vanishes unless 0 ≤ deg(ρA)∗ωˆΓA ≤ dimBA. We have
deg(ρA)∗ωˆΓA = deg ωˆΓA − dim(fiber of ρA : BˆA → BA)
and, by definition of the fibration ρA : BˆA → BA,
(dimBA, dim(fiber of ρA)) =
{
(0, nb− (n+ 1)) if a = 0,
(nj, ja+ nb− (j + 1)) if a > 0.
Hence (ρA)∗ωˆΓA vanishes unless the conditions of the Lemma are satisfied. Then
the formulas (π∂AΓ )∗ = ±(πΓ/ΓA)∗ ◦ (pA)∗ and (5.3) complete the proof. 
5.4. Explicit description of strata at infinity. Let Γ be a graph and A a non-
empty subset of V (Γ). Below we describe IntΣ∞A following [3, 5, 14, 20].
Definition 5.5. Define the complementary graph ΓcA by letting
V (ΓcA) := V (Γ) \A, E(ΓcA) := {−→pq ∈ E(Γ) | p, q 6∈ A}
(ΓcA := ∅ if A = V (Γ)). A graph with infinity is a graph with a specified vertex v∞
(called vertex at infinity), which is not regarded as being internal nor external.
Define Γ∞A , a graph with infinity, by ‘shrinking Γ
c
A to a point.’ Namely Γ
∞
A is
defined similarly as a quotient graph Γ/ΓcA (see Definition 5.1), but its vertex vA is
replaced by v∞, a vertex at infinity (see Figure 5.2 for an example). By definition
Γ∞A := Γ if A = V (Γ).
◦
•
• •
1
(1)
2
(2)
4 3
(3)Γ =
•1
•2
ΓcA = ◦
∗
•
(1)
2
v∞
(2)
..
1
(3)
__Γ/ΓcA =
Figure 5.2. Examples of ΓcA and Γ
∞
A for A = {3, 4} (n even)
IntΣ∞A fibers over C
o
Γc
A
;
p∞A : IntΣ
∞
A −→ CoΓc
A
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which maps the limit point (5.2) in §5.2 to (xp, yq)p,q 6∈A. In other words p∞A forgets
the points escaping to infinity.
As in §5.3, we will define a space Bˆ∞A which describes infinitesimal configurations
around infinity. The space Bˆ∞A is a subquotient of C
o
a,b (a, b are the numbers of i-
and e-vertices in A) modulo scaling;
Bˆ∞A := {(xp, yq)p,q∈A ∈ Coa+b(Rn \ 0) |xp ∈ Rj × {0}n−j}/R>0.
The origin 0 ∈ Rn corresponds to v∞, which we use to fix the coordinates. So in
this case translation is not needed (compare it with the definition of BˆA).
Proposition 5.6 ([3, 5, 14, 20]). IntΣ∞A is homeomorphic to C
o
Γc
A
× Bˆ∞A .
The form ωΓ∞
A
∈ Ω∗DR(Bˆ∞A ) can be defined as in §3.2 since the direction maps ϕˆ
are invariant under scaling. The vertex v∞ corresponds to 0 ∈ Rn. More precisely,
for each e ∈ E(Γ∞A ), define the maps ϕe : Bˆ∞A → SN−1 (N = j or n) by
ϕe(xp, yq)p,q∈A :=
{
(zq − zp)/|zq − zp| e = −→pq, p, q ∈ A,
−zp/|zp| e = −−→pv∞, p ∈ A,
where zp denotes xp or yp according to whether p is an i-vertex or not. Then
ωΓ∞
A
:=
∧
e∈E(Γ∞
A
)
ωe.
Under the identification in Proposition 5.6,
ωΓ|IntΣ∞
A
= ±pr∗1ωΓcA ∧ pr∗2ωΓ∞A .
Define π
∂∞A
Γ : IntΣ
∞
A → Kn,j as the restriction of πΓ onto the stratum IntΣ∞A of
fibers. Then we have the following (which should be compared with Lemma 5.4).
Lemma 5.7 ([5]). Let a and b be the numbers of i- and e-vertices of Γ∞A respectively
(other than v∞). Then the integration (π
∂∞A
Γ )∗ωΓ|IntΣ∞A vanishes unless degωΓ∞A =
dim Bˆ∞A , or equivalently, unless
degωΓ∞
A
= ja+ nb− 1.
5.5. Orientations of boundary strata. Let Γ be a graph and A a non-empty
subset of V (Γ).
Definition 5.8. The boundary face ΣA (or the subgraph ΓA) is said to be principal
if A consists of exactly two vertices. Similarly the boundary face Σ∞A is said to be
principal if A consists of exactly one vertex.
All the other boundary strata are said to be hidden.
Here we study the induced orientations of the non-infinity type principal strata
CA from that of fib(πΓ) ≈ Cs,t (see §5.2). We are not interested in the orientations
of strata at infinity and hidden strata, since the integrations along these strata will
be proved to vanish (see below).
Let s and t be the numbers of i- and e-vertices of Γ respectively. The fiber Cs,t
is equipped with the natural orientation as the subspace of (Rj)s × (Rn)t.
Let A ⊂ V (Γ) be a subset with ♯A = 2 (thus ΣA is principal), and a and b (with
a+ b = 2) the numbers of i- and e-vertices in A.
Case 1: a = 2, b = 0.
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Let A = {xp, xq} (p < q ≤ s). In this case BˆA = Ij(Rn) × Sj−1 and hence
IntΣA ≈ CΓ/ΓA × Sj−1 (see Proposition 5.3). A neighborhood of IntΣA in CΓ is
identified with [0, 1)× CΓ/ΓA × Sj−1 by the homeomorphism onto the image
(ε; f ;x1, . . . , xq−1, xq+1, . . . , xs; ys+1, . . . , ys+t; v)
7−→ (f ;x1, . . . , xq−1, xp + εv, xq+1, . . . ; ys+1, . . . )(5.4)
where f ∈ Kn,j and v ∈ Sj−1. It is not hard to see that the local coordinate of
CΓ given by (5.4) has the orientation sign (−1)j(q−1)+(j−1)nt. Putting ε = 0 in the
local coordinate (5.4), we obtain the natural orientation of CΓ/ΓA × Sj−1. Thus
the induced orientation of CΓ/ΓA × Sj−1 as a boundary face of CΓ has the sign
(−1)j(q−1)+(j−1)nt+1.
Case 2: a = b = 1 or a = 0, b = 2.
Let A = {xp, yq} (p ≤ s < q or s < p < q). In this case BˆA = Ij(Rn)×Sn−1 and
hence IntΣA ≈ CΓ/ΓA × Sn−1 (see Proposition 5.3). A neighborhood of IntΣA in
CΓ is identified with [0, 1)×CΓ/ΓA × Sn−1 by the homeomorphism onto the image
(ε; f ;x1, . . . , xs; ys+1, . . . yq−1, yq+1, . . . , ys+t;w)
7−→ (f ;x1 . . . ; ys+1, . . . , yq−1, zp + εw, yq+1, . . . )(5.5)
where w ∈ Sn−1 and zp = f(xp) or yp according to whether p is internal or not.
The local coordinate of CΓ given by (5.5) has the orientation sign (−1)n(s+q−1)+js.
Putting ε = 0 in the local coordinate (5.5), we obtain the natural orientation of
CΓ/ΓA × Sn−1. Thus the induced orientation of CΓ/ΓA × Sn−1 as a boundary face
of CΓ has the sign (−1)n(s+q−1)+js+1.
5.6. Principal faces. In this subsection we compute the fiber integration along
the principal faces.
Theorem 5.9 ([5, 14, 20]). The integration of ωΓ along the principal face ΣA of
non-infinity type (thus ♯A = 2) vanishes unless the two vertices are joined by an
edge in Γ.
Proof. Let a and b be the numbers of i- and e-vertices in A respectively (a+ b = 2
since A is principal). If two vertices in A are not connected by an edge, then we
have ωˆΓA = 1 ∈ Ω0DR(BˆA). Thus, if A has no i-vertex (a = 0, b = 2), then the first
equality of Lemma 5.4 does not hold;
deg ωˆΓA = 0 6= 0 · j + 2n− (n+ 1) = n− 1.
If A has an i-vertex ((a, b) = (1, 1) or (2, 0)), then the second inequality of Lemma
5.4 does not hold since
deg ωˆΓA − (ja+ nb− (j + 1)) =
{
−(j − 1) if (a, b) = (2, 0)
−(n− 1) if (a, b) = (1, 1).

Theorem 5.10 ([5, 14, 20]). Let Γ be an admissible graph. Then the integration
of ωΓ along the principal face Σ
∞
A (thus ♯A = 1) always vanishes.
Proof. Let p be the only vertex in A. The graph Γ∞A = Γ/Γ
c
A has two vertices; one
is p and the other is v∞. ♯E(Γ∞A ) is equal to the valency of p in Γ.
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By Lemma 5.7, (π
∂∞A
Γ )∗ωΓ|Int Σ∞A vanishes unless
degωΓ∞
A
=
{
j − 1 if p is internal,
n− 1 if p is external,
hence (π
∂∞A
Γ )∗ωΓ|IntΣ∞A does not vanish only if, in Γ,
• p is a uni-valent i-vertex with exactly one adjacent η-edge, or
• p is a uni-valent e-vertex with exactly one adjacent θ-edge.
But neither case occurs since Γ is admissible (see Definition 2.1). 
Theorem 5.11 ([5, 14, 20]). The sum of integrations of ωΓ along all the principal
faces ΣA of non-infinity type is equal to I(δΓ).
Proof. By the above Theorems 5.9 and 5.10, we only need to consider the principal
faces ΣA such that the two vertices of ΓA are joined by an edge e. We will show
(π∂AΓ )∗ωΓ|IntΣA = (−1)τ(e)(πΓ/e)∗ωΓ/e
for any principal strata ΣA, where e ∈ E(Γ) is the only edge of the subgraph ΓA
and τ(e) is the sign given in Proposition 2.9. Then we will obtain∑
A⊂V (Γ)
♯A=2
(π∂AΓ )∗ωΓ|IntΣA =
∑
e∈E(Γ)\{loops}
(−1)τ(e)(πΓ/e)∗ωΓ/e = I(δΓ).
First we consider the case when n and j are odd. We divide the proof into four
cases.
Case (a). A = {p, q} consists of two e-vertices (so we can assume s < p < q and
the edge e = −→pq is a θ-edge).
In this case BˆA = S
n−1 and BA = {∗}, so IntΣA ≈ CoΓ/e × Sn−1. The induced
orientation of CoΓ/e × Sn−1 from CΓ is (−1)n(s+q−1)+js+1 by Case 2 in §5.5, and is
equal to (−1)q since n and j are odd. This sign is (−1)τ(e) (see Proposition 2.9).
Under the identification IntΣA ≈ CoΓ/e × Sn−1, the map ϕe : CoΓ → Sn−1
restricts to the projection pr2 : C
o
Γ/e×Sn−1 → Sn−1. Hence via the diffeomorphism
IntΣA ≈ Sn−1 × CoΓ/e, the form ωΓA |IntΣA corresponds to
(−1)τ(e)p∗AωΓ/e ∧ pr∗2volSn−1 ∈ Ω∗DR(Sn−1 × CoΓ/e)
and hence we have
(π∂AΓ )∗ωΓ|IntΣA = (−1)τ(e)(πΓ/e)∗ ◦ (pA)∗(p∗AωΓ/e ∧ pr∗2volSn−1)
= (−1)τ(e)(πΓ/e)∗
(∫
Sn−1
volSn−1
)
ωΓ/e
= (−1)τ(e)(πΓ/e)∗ωΓ/e.
Case (b). A = {p, q} contains both an e- and an i-vertex (thus we can assume
p ≤ s < q, and e = −→pq is a θ-edge).
In this case IntΣA ≈ CoΓ/e × Sn−1. Similarly as in Case (a) above, the induced
orientation of CoΓ/e × Sn−1 from CΓ is (−1)q = (−1)τ(e) and ϕe : CoΓ → Sn−1
restricts to the projection pr2 : C
o
Γ/e × Sn−1 → Sn−1. Thus, as in the Case (a),
(πΓ)∗ωΓ|IntΣA = (−1)τ(e)(πΓ/e)∗ωΓ/e.
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Case (c). Both two points p, q of A are internal and e = −→pq is an η-edge.
In this case IntΣA ≈ CoΓ/e×Sj−1. Proof is the same as the above cases, since by
Case 1 in §5.5, the induced orientation of CoΓ/e×Sj−1 from CΓ is (−1)q = (−1)τ(e).
Case (d). A = {p, q} consists of two i-vertices (thus we can assume p < q ≤ s)
and the edge e = −→pq is a θ-edge.
In this case IntΣA ≈ CoΓ˜ × Sj−1, where Γ˜ is Γ/e with its small loop e removed.
The right hand side is nothing but the space CoΓ/e (Γ/e is a graph with small loop;
see §3.3), up to the orientation. Again by Case 1 in §5.5, the induced orientation
of IntΣA ⊂ CΓ has the sign (−1)τ(e). Hence
(πΓ)∗ωΓ|Int ΣA = (−1)τ(e)(πΓ/e)∗ωΓ/e
as desired.
The proof of the case when n and j are even is similar. In Case (a), the induced
orientation of ΣA ⊂ CΓ has the sign −1. To integrate the form θe first, we must
put θe at the top of ωΓ. Such a re-ordering yields the sign (−1)i−1 if e is the i-th
edge. Hence
(π∂AΓ )∗ωΓ|IntΣA = (−1)i(πΓ/e)∗ωΓ/e = (−1)τ(e)(πΓ/e)∗ωΓ/e.
The remaining three cases are proved in similar ways. In Case (d), we have to put
the Sj−1-factor at the end of the (Sj−1)u-part, so the sign (−1)u appears.
When n is even, we have to consider one more case;
Case (e). A = {p, q} consists of two internal vertices (thus we can assume p < q ≤
s) which are joined by an η-edge −→pqη and a θ-edge −→pqθ.
In this case, the induced orientation of ΣA ⊂ CΓ has the sign −1 as in Case (a).
But we need to put Sj−1 at the end of Sj−1-factor, and not to move the forms θ
and η. Hence
(π∂AΓ )∗ωΓ|IntΣA = (−1)u+1(πΓ/e)∗ωΓ/e = (−1)τ(e)(πΓ/e)∗ωΓ/e.

By the above Theorem 5.11, the proof of Theorem 3.4 is reduced to showing that
hidden faces do not contribute to the fiber integration. The following, whose proof
will be given in §5.7 and §5.8, will complete the proof of Theorem 3.4.
Theorem 5.12. Let Γ be an admissible graph. Then all the integrations of ωΓ
along hidden boundary faces of the fiber of πΓ : CΓ → Kn,j vanish if (1) n− j ≥ 2
is even and Γ is a tree, or (2) both n > j ≥ 3 are odd and Γ has at most one loop
component.
5.7. Hidden faces; the non-infinity type. Here we show that all the hidden
faces ΣA of non-infinity type, ♯A ≥ 3, do not contribute to the fiber integration.
Lemma 5.13 ([14, 20]). Suppose A ⊂ V (Γ) is such that the subgraph ΓA is not
connected. Then (π∂AΓ )∗ωΓ|IntΣA vanishes.
Proof. If ΣA is principal (so ♯A = 2), then the claim of this Lemma is exactly that
of Theorem 5.9. So we assume ♯A ≥ 3.
Suppose ΓA = ΓA1⊔ΓA2 for non-empty subsets A1, A2 ⊂ A (thus we can assume
♯A1 ≥ 2). Let ai and bi be the numbers of i- and e-vertices of Ai, i = 1, 2.
We define the space B˜A, which contains BˆA as an open subset, by
B˜A := (C
0
a1,b1 × Coa2,b2)/ ∼
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here ∼ is defined by using the translation and the scaling. In other words, ‘a point
in A1 may collide with a point in A2.’ Since there are no edges joining a point
in A1 to that of A2, the direction maps ϕ corresponding to the edges of ΓA are
well-defined on B˜A, and so is the associated differential form (we denote it by ω˜ΓA).
The restriction of ω˜ΓA onto BˆA is ωˆΓA .
Consider a free action of RN on B˜A defined by the translations of points in A1
(points in A2 are fixed). Here N = j or n according to whether A1 contains an i-
vertex or not. Let p : B˜A → B˜A/RN be the quotient map. Since the direction maps
ϕ˜ : B˜A → Sj−1 or Sn−1 factor through p, there exists a form ω′ΓA ∈ Ω∗DR(B˜A/RN)
such that p∗ω′ΓA = ω˜ΓA . We have a map of fibrations
BˆA

 //
ρA   B
BB
BB
BB
B B˜A
ρ˜A

p // // B˜A/RN
ρ′A{{www
ww
ww
ww
BA
(for definition of ρA see Proposition 5.3) and it holds that
(ρA)∗ωΓA = (ρ˜A)∗ω˜ΓA = (ρ
′
A)∗ω
′
ΓA .
This implies (ρA)∗ωΓA = 0, since the fiber of ρ
′
A is of strictly less dimension than
those of ρA and ρ˜A. This together with the formula (5.3) completes the proof. 
Thanks to Lemma 5.13, below we can assume that ΓA is connected.
In Theorem 3.4 we assumed g ≤ 1, that is, our graph has at most one loop
component (other than small loops), and so does its connected subgraph ΓA.
Proposition 5.14. Suppose n − j is even. If ♯A ≥ 3 and ΓA is a tree, then
(π∂AΓ )∗ωΓ|Int ΣA vanishes.
Proof. Since ΓA is a tree, there are at least two uni-valent vertices in ΓA. All
the possibilities of uni-valent vertices are listed in Figure 5.3. We will prove the
(a)
•p
(b)
•p
(c)
◦p
Figure 5.3. Uni-valent vertices
vanishing of integration along ΣA in the successive Lemmas; types (a) and (c) in
Lemma 5.15 and type (b) in Lemma 5.16. The assumption that n− j is even will
be used in the proof of Lemma 5.16. 
Lemma 5.15 ([5]). If ♯A ≥ 3 and A has a uni-valent vertex p of types (a) or (c)
in Figure 5.3, then the integration (π∂AΓ )∗ωΓ|IntΣA vanishes.
Proof. Let q ∈ A be the vertex joined to p in ΓA, which must be internal in the case
(a), while in the case (c) it may be both internal or external. There is a fiberwise
free action R>0 on BˆA defined on each fiber by
(. . . , zp, . . . ) 7−→ (. . . , azp + (1 − a)zq, . . . ), a ∈ R>0.
Then ωˆΓA ∈ Ω∗DR(BˆA) is basic with respect to the quotient BˆA → BˆA/R>0. Since
♯A ≥ 3, the fiber of BˆA/R>0 → BA is of strictly less dimension than that of ρA.
Hence the similar argument as in Lemma 5.13 completes the proof. 
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Lemma 5.16. Suppose n − j is even. If ♯A ≥ 3 and ΓA is a tree all of whose
uni-valent vertices are of type (b) in Figure 5.3, then (πΓ)∗ωΓ|IntΣA vanishes.
Proof. The vertex q of A which is joined to p may be both internal or external.
Since valency of q is greater than one, there exist vertices r1, . . . , ra (ri 6= p, a ≥ 1)
which are joined to q.
Suppose one of them, say r1, is uni-valent. By our assumption r1 is also of type
(b). Consider a fiberwise involution χ1 : BˆA → BˆA defined by
χ1(ι; . . . , xp, . . . , xr1 , . . . ) := (ι; . . . , xr1 , . . . , xp, . . . )
(other coordinates are not changed). This involution changes the orientation of the
fiber by (−1)j, while χ∗1ωˆΓA = (−1)n−1ωˆΓA since χ∗1θpq = θr1q, χ∗1θr1q = θpq and
θ’s are of degree n− 1. Thus
(ρA)∗ωˆΓA = (−1)j+n−1(ρA)∗ωˆΓA = −(ρA)∗ωˆΓA
since n− j is even, and it must vanish.
Thus we may assume all the ri’s are at least bi-valent. That is, we can assume
that all the uni-valent vertices p (of type (b)) and adjacent q are such that no
other uni-valent vertex is joined to q. Then we can find at least two pairs (p, q)
of vertices such that p is uni-valent vertex joined to exactly one bi-valent vertex
q; since otherwise ΓA cannot be a tree. Such pairs, say (p, q) and (p
′, q′), are of
types (b-1) or (b-2) or (b-3) in Figure 5.4, where an asterisk can be both internal
or external.
(b-1)
• ◦ ∗p q r
(b-2)
• ◦ ∗p q r
(b-3)
• • •p q r
Figure 5.4. Types (b-1), (b-2), (b-3)
If (p, q) is of type (b-1), define a fiberwise involution χ2 : BˆA → BˆA by
χ2(ι; . . . , yq, . . . ) := (ι; . . . , ι(xp) + zr − yq, . . . ),
where zr is ι(xr) or yr according to whether r is internal or not. This involution
has orientation sign (−1)n, while χ∗2ωˆΓA = (−1)n−1ωˆΓA similarly to χ1. Thus
(ρA)∗ωˆΓA = (−1)n+n−1(ρA)∗ωˆΓA = −(ρA)∗ωˆΓA
and it must vanish.
So finally we can assume that both pairs (p, q) and (p′, q′) are of types (b-2) or
(b-3). The proof of this case appeared in [14, 20]; consider a fiberwise involution
χ3 : BˆA → BˆA defined by
χ3(ι; . . . , xp, . . . , xp′ , . . . ) := (ι; . . . , xq − xq′ + xp′ , . . . , xq − xq′ + xp, . . . ).
The orientation sign of χ3 is (−1)j , and it satisfies χ∗3ωˆΓA = (−1)n−1ωˆΓA since
χ∗3θpq = θp′q′ , χ
∗
3θp′q′ = θpq. Since n− j is even,
(ρA)∗ωˆΓA = (−1)n+j−1(ρA)∗ωˆΓA = −(ρA)∗ωˆΓA
as in the case of χ1, and it must vanish. 
When both n > j ≥ 3 are odd, we have to consider the case that ΓA has one
loop component to prove Theorem 3.4.
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Proposition 5.17 ([14, 20]). Suppose n > j ≥ 3 are odd. If ♯A ≥ 3 and ΓA is
connected with one loop component, then (πΓ)∗ωΓ|Int ΣA vanishes.
Proof. Let s and t be the numbers of i- and e-vertices in A respectively. Define an
involution F of BˆA by
F (ι;x1, . . . , xs; ys+1, . . . , ys+t) :=
(ι;x1, 2x1 − x2, . . . , 2x1 − xs; 2ι(x1)− ys+1, . . . , 2ι(x1)− ys+t),
whose orientation sign is (−1)j(s−1)+nt = (−1)s+t−1.
Let α and β be the numbers of η- and θ-edges of ΓA respectively. Since ϕˆe ◦F =
ιSN−1 ◦ ϕˆe for any edge e (N = j or n according to whether e is an η-edge or a
θ-edge), we have
F ∗ωΓA = (−1)jα+nβωΓA = (−1)α+βωΓA .
But by our assumption, ΓA has exactly one loop component, so α + β is equal to
the number of vertices of ΓA, that is, s+ t. Thus
(ρA)∗ωΓA = (−1)s+t−1(−1)s+t(ρA)∗ωΓA = −(ρA)∗ωΓA
and hence (ρA)∗ωΓA = 0. The formula (5.3) in §5.3 completes the proof. 
5.8. Hidden faces; strata at infinity. In this subsection we will prove that the
hidden strata Σ∞A at infinity (thus ♯A ≥ 2) do not contribute to integrals.
Lemma 5.18 ([5, 14, 20]). If ♯A ≥ 2, then the integration along Σ∞A vanishes.
Proof. First we will show that ωΓ∞
A
cannot satisfy the equation in Lemma 5.7 when
A ⊂ V (Γ) is a proper subset.
If Γ is an admissible graph, then each e-vertex of Γ∞A (= Γ/Γ
c
A) is of at least
tri-valent, and each i-vertex is an endpoint of some θ-edge. This implies
(5.6) 2♯{θ-edges of Γ∞A } ≥ a+ 3b,
where a and b are numbers of i- and e-vertices of ΓA.
Since Γ∞A \ {v∞} is a one-dimensional open object with at most one loop com-
ponent and with at least one open edge,
(5.7) ♯{η-edges of Γ∞A }+ ♯{θ-edges of Γ∞A } ≥ a+ b.
By using estimations (5.6), (5.7) and n−j−2 ≥ 0, we see that ωΓ∞
A
does not satisfy
the criterion of Lemma 5.7;
degωΓ∞
A
≥ (n− 1)♯{θ-edges of Γ∞A }+ (j − 1)(a+ b− ♯{θ-edges of Γ∞A })
= (n− j)♯{θ-edges of Γ∞A }+ (j − 1)(a+ b)
≥ 1
2
(n− j)(a+ 3b) + (j − 1)(a+ b)
= (ja+ nb− 1) + 1
2
(n− j − 2)(a+ b) + 1
> ja+ nb− 1
= dim Bˆ∞A .
Next consider the case A = V (Γ) (thus Γ∞A = Γ). Define a fiberwise free action of
R>0 on Bˆ
∞
A by
(x1, . . . , ya+1, . . . ) 7−→ (x1, αx2 + (1 − α)x1, . . . , αya+1 + (1 − α)f0(x1), . . . ),
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where f0 : R
j →֒ Rn is the standard inclusion given by x 7→ (x, 0, . . . , 0). This
action is non-trivial since ♯A ≥ 2. The differential form ωΓ∞
V (Γ)
is basic with respect
to this action, hence similar argument to Lemma 5.13 completes the proof. 
Remark 5.19. In the end of the proof we used that the long knots are standard
near infinity, so ωΓ∞
V (Γ)
contains no information about the base space Kn,j .
Thus we have shown that all of hidden and infinity contributions vanish, and
completed the proof of Theorem 5.12.
5.9. Proof of Theorem 4.1. In the above proofs, we have used
• symmetry of the fiber, and
• dimension counting.
Below we check that some of the arguments are valid even if n − j ≥ 3 is odd (in
particular n = 6k, j = 4k − 1), and can be used to prove Theorem 4.1.
Lemma 5.20. dH = I(δH) modulo the contributions of hidden faces.
Proof. Exactly similar to Theorem 5.11. We used Theorems 5.9 and 5.10 to prove
Theorem 5.11, which are proved by only dimension counting. 
Lemma 5.21. The hidden faces except for the face ΣA corresponding to A = V (H2)
do not contribute to the integral.
Proof. The strata at infinity do not contribute; the proof of Lemma 5.18 does not
use the parities of n, j. By Lemma 5.13, which uses only dimension counting, we
have only to consider the faces ΣA for A such that the subgraph ΓA is connected.
For A ⊂ V (H1) with ♯A = 3, use Lemma 5.15.
For A = V (H1), consider a fiberwise involution F : BˆA → BˆA defined by
F (ι; (x1, . . . , x4)) := (ι; (2x2 − x1, x2, x3, x4)).
The orientation sign of F is (−1)j , while F ∗ωˆH1 = (−1)nωˆH1 because F ∗θ12 =
(−1)nθ12 and F ∗ preserves η23, θ34. Since n− j is odd,
(ρA)∗ωˆH1 = (−1)n+j(ρA)∗ωˆH1 = −(ρA)∗ωˆH1
and hence the integration along ΣV (H1) must vanish.
For A ⊂ V (H2) with ♯A = 3, then A contains two i-vertices joined to the e-vertex
labeled by 4. Then using the involution χ2 appeared in the proof of Lemma 5.16,
vanishing for type (b-1), we can complete the proof. 
Next consider the contribution of ‘anomalous face’ ΣA, A = V (H2) (hence ΓA =
H2). Recall from §5.3 that the face ΣA is described by the pullback square in
Proposition 5.3 with BA = Ij(Rn) and CΓ/ΓA = Kn,j × Rj . The contribution of
ΣA is given by p∗D
∗
A(ρA)∗ωˆH2 , where p : Kn,j × Rj → Kn,j is the first projection.
At present we cannot determine whether this contribution vanishes or not, so
dI(H) =
1
6
p∗D
∗
A(ρA)∗ωˆΓA .
But we can define a correction term c which kills this contribution as follows.
Lemma 5.22. The form (ρA)∗ωˆH2 ∈ Ω2n−2j−2DR (Ij(Rn)) is closed.
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Proof. By the generalized Stokes theorem,
d(ρA)∗ωˆH2 = ±(ρ∂A)∗ωˆH2 ,
where ρ∂A is the restriction of ρA onto the boundary of the fiber. The principal faces
correspond to the graph (up to labeling)
• • •1 32
obtained by contracting the edge i4 (i = 1, 2, 3) of H2. Consider the involution
F : (x1, x2, x3) 7−→ (x1, x2, 2x2 − x3)
of the principal face. The orientation sign of F is (−1)j , while F ∗ωˆH2 = (−1)nωˆH2
since F ∗θ12 = θ12 and F
∗
1 θ23 = θ32 = (−1)nθ23. Since j + n is odd, the integration
along the principal faces vanish.
The hidden (but non-anomalous) contributions are proved to vanish in com-
pletely similar way as in Lemma 5.21. Since there is no anomalous face of the fiber
of BˆA → BA, we have proved that d(ρA)∗ωˆH2 = ±(ρ∂A)∗ωˆH2 = 0. 
Thus we have a cohomology class [(ρA)∗ωˆH2 ] ∈ H2n−2j−2DR (Ij(Rn)). But in fact
Ij(Rn) is homotopy equivalent to Stiefel manifold of j-frames in Rn [14], and it is
known that, when n− j is odd, its cohomology ring with coefficients in R is given
by
H∗(Ij(Rn);R) ∼=
{
H∗(S2n−5 × S2n−9 × · · · × S2(n−j)+1 × Sn−1;R) n is even,
H∗(S2n−7 × S2n−11 × · · · × S2(n−j)+1;R) n is odd.
Hence we can find a form µ ∈ Ω2n−2j−3DR (Ij(Rn)) such that dµ = (ρA)∗ωˆH2/6 (the
factor Sn−1 in the right hand side does not cause any trouble; if 2n−2j−2 = n−1
then n = 2j + 1 and n becomes odd).
Definition 5.23. Define c := −p∗D∗Aµ ∈ Ω2n−3j−3DR (Kn,j) (p : Kn,j × Rj → Kn,j is
the first projection).
Then Theorem 4.1 is easily proved;
d(I(H) + c) = p∗D
∗
A(ρA)∗ωˆH2/6− dp∗D∗Aµ
= p∗D
∗
A(ρA)∗ωˆH2/6− p∗dD∗Aµ± p∂∗D∗Aµ (Stokes theorem)
= p∗D
∗
A(ρA)∗ωˆH2/6− p∗D∗Adµ (DA is constant near ∂C1(Rj))
= 0 (by definition of µ).
Remark 5.24. We considered involutions ip,q : R
n → Rn in the proof of
Theorem 4.19. They induce involutions ip,q on Ij(Rn) given by ι 7→ ip,q ◦ ι.
This lifts to iˆp,q : BˆA → BˆA (A = V (H2)) defined by iˆ1(ι; (x1, x2, x3); y) :=
(ip,q ◦ ι; (x1, x2, x3); ip,q(y)). This has the orientation sign (−1)p−q+1 on the fiber,
and iˆ∗1ωˆA = (−1)p−q+1ωˆA since i∗p,qθ∗4 = (−1)p−q+1θ∗4 (see the remark after Propo-
sition 4.2). Hence i∗p,q(ρA)∗ωˆA = (ρA)∗ωˆA. This implies that, replacing µ with
(µ+ i∗p,qµ)/2, we may assume that i
∗
p,qµ = µ. Since ip,q’s for different p, q commute
with each other, we can arrange µ so that it is preserved by all of these involutions
by repeating the same procedure as above.
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5.10. Independency on volume forms. There is another vanishing result, which
is needed in the proof of Propositions 3.5, 3.6 (independency on the choices of
volume forms of the map I on cohomology). Recall that we assume that g, n and
j are such that the integration map I is a cochain map and that n− j > 2.
Lemma 5.25. The differential form I˜(Γ) ∈ Ω∗DR(Kn,j × [0, 1]) from the proof of
Proposition 3.5 is closed if n− j > 2.
Proof. As already done for I(Γ) in §5.6, §5.7 and §5.8, we must show
• dKn,j×[0,1]I˜(Γ) = I˜(δΓ) modulo the contributions of hidden faces of the
fibers of πΓi , and hence it vanishes since Γ is a cocycle, and
• the contributions of hidden faces also vanish.
In this section we have proved the vanishing results by using symmetry and dimen-
sion counting. We have to repeat these proofs for I˜. The symmetry arguments can
be applied to the cases here, since the factor [0, 1] does not cause any trouble.
We can check that the dimension-counting arguments also work. The key ingre-
dients in the proofs are the equation (5.3) and Lemmas 5.4, 5.7. For I˜, we need to
replace the criteria in Lemmas 5.4, 5.7 with
degωΓA = nb− n or nb− (n+ 1) if a = 0,
0 ≤ degωΓA − (ja+ nb− (j + 1)) ≤ nj + 1 if a > 0.
and
degωΓ∞
A
= ja+ nb or ja+ nb− 1
respectively, since these criteria are consequences of the following pullback square
IntΣA × [0, 1] DˆA×id//
pA×id

BˆA × [0, 1]
ρA×id

CoΓ/ΓA × [0, 1]
DA×id// BA × [0, 1]
and of IntΣ∞A × [0, 1] ≈ CΓcA × Bˆ∞A × [0, 1]. These replacements do not affect
all the arguments in §5.7 and §5.8, except for Lemma 5.18; a problem may occur
when n − j = 2 and A = {p, q} consists of two i-vertices, since in such a case
degωΓ∞
A
= (j − 1) + (n− 1) = 2j = dim(Bˆ∞A × [0, 1]) can happen. 
Similar arguments show the following.
Lemma 5.26. Suppose n − j ≥ 3 is odd. Then the cohomology class H ∈
H2n−3j−3DR (Kn,j) is independent of the choices of (anti-)symmetric volume forms.
Proof. First let volSj−1 be fixed, and let v0, v1 be two symmetric volume forms of
Sn−1 with total integral one. Define the maps I0, I1, I˜ and the form v˜ as in the
proof of Proposition 3.5. Then we have
• dKn,j×[0,1]I˜(H) = I˜(δH) modulo the contributions of hidden faces of the
fibers of πHi , and hence vanishes since H is a cocycle, and
• the contributions of hidden faces except for ΣV (H2) also vanish.
Let A := V (H2). Then (ρA × id)∗ωˆA ∈ Ω2n−2j−2DR (Ij(Rn) × [0, 1]) is a closed
form; the proof is same as Lemma 5.22. But since H2n−2j−2DR (Ij(Rn) × [0, 1]) = 0
when n − j is odd, we have a form µ˜ which satisfies (ρA × id)∗ωˆA/6 = dµ˜. Using
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c˜ := −p˜∗(DA× id)∗µ˜ (where p˜ : Rj ×Kn,j × [0, 1]→ Kn,j × [0, 1] is the projection),
we have a closed form
H˜ := I˜(H) + c˜ ∈ Ω2n−3j−3DR (Kn,j × [0, 1]).
By the generalized Stokes theorem,
(I1(H) + c˜|Kn,j×{1})− (I0(H) + c˜|Kn,j×{0}) = ±dp∗H˜.
But c˜|Kn,j×{ε} (ε = 0, 1) comes from µ˜|Ij(Rn)×{ε} which satisfies dµ˜|Ij(Rn)×{ε} =
(ρA × id{ε})∗ωˆA/6. Hence c˜|Kn,j×{ε} works as a correction term for Iε(H). Thus
we see that H is independent of the choices of symmetric volSn−1 .
Similar arguments work when we fix volSn−1 and use two different volSj−1 ’s (in
this case we can choose µ˜ of the form q∗µ where q : Ij(Rn) × [0, 1] → Ij(Rn) is
the projection, because the graph H2 contains no η-edges and hence we do not use
volSj−1 to define the correction term). 
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