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Abstract: We propose a computationally efficient Learning Model Predictive Control (LMPC)
scheme for constrained optimal control of a class of nonlinear systems where the state and input
can be reconstructed using lifted outputs. For the considered class of systems, we show how
to use historical trajectory data collected during iterative tasks to construct a convex value
function approximation along with a convex safe set in a lifted space of virtual outputs. These
constructions are iteratively updated with historical data and used to synthesize predictive
control policies. We show that the proposed strategy guarantees recursive constraint satisfaction,
asymptotic stability, and non-decreasing closed-loop performance at each policy update. Finally,
simulation results demonstrate the effectiveness of the proposed strategy on the kinematic
unicycle.
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1. INTRODUCTION
Infinite-horizon optimal control has a long and celebrated
history, with the cornerstones laid in the 1950s by Pon-
tryagin (2018) and Bellman (1966). The problem involves
seeking a control signal that minimizes the cost incurred by
a trajectory of a dynamical system starting from an initial
condition over an infinite time horizon. While certain prob-
lem settings admit analytical solutions (like unconstrained
LQR (Kwakernaak and Sivan (1972))), the infinite-horizon
optimal control problem for general nonlinear dynamical
systems subject to constraints, is challenging to solve. This
is because these problems require the numerical solution
of an infinite-dimensional optimization problem, which is
intractable even in the discrete-time setting (where the
solution is an infinite sequence of control inputs instead of
a control input signal).
Model Predictive Control (MPC) is an attractive method-
ology for tractable synthesis of feedback control of con-
strained nonlinear discrete-time systems. The control ac-
tion at every instant requires the solution of a finite-
horizon optimal control problem with a suitable constraint
and cost on the terminal state of the system to approxi-
mate the infinite-horizon problem. These terminal com-
ponents are designed so that the closed-loop system is
stable and satisfies constraints. This is achieved by con-
straining the terminal state to lie in a control invariant set
with an associated Control Lyapunov function (CLF). The
computation of these sets with an accompanying CLF for
nonlinear systems is challenging, in general, and a proper
review goes outside the scope of this conference paper.
For iterative tasks where the system starts from the same
position for every iteration of the optimal control problem,
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data from previous iterations may be used to update the
MPC design using ideas from Iterative Learning Control
(ILC) (Bristow et al. (2006); Lee and Lee (1997); Cueli
and Bordons (2008)). In these strategies the goal of the
controller is to track a given reference trajectory, and
the tracking error from the previous execution is used
to update the controller. For control problems where a
reference trajectory may be hard to compute, Rosolia and
Borrelli (2017) proposed a reference-free iterative policy
synthesis strategy, called Learning Model Predictive Con-
trol (LMPC) which iteratively constructs a control invari-
ant terminal set and an accompanying terminal cost func-
tion using historical data. These quantities are discrete,
therefore the LMPC relies on the solution of a Mixed-
Integer Nonlinear Program (MINLP) at each instant for
guaranteed stability and constraint satisfaction. We build
on the work of Rosolia and Borrelli (2017) and propose a
strategy to reduce the computational burden for a class
of nonlinear systems by replacing these discrete sets and
functions with convex ones while still maintaining safety
and performance guarantees.
In this work, we present a LMPC framework for a class of
discrete-time nonlinear systems for which the state and in-
put can be reconstructed using lifted outputs. These lifted
outputs are constructed using flat outputs (Guillot and
Millerioux (2019)) which have also been used in Aranda-
Bricaire et al. (1996) to construct dynamic feedback lin-
earizing inputs for discrete-time systems. Existing works
on constrained control for such systems require a carefully
designed reference trajectory which is then tracked using
MPC with a linear model obtained either by a first order
approximation (De Doná et al. (2009)) or by feedback
linearization (Wang et al. (2019); Greeff and Schoellig
(2018); Kandler et al. (2012)). In both cases, there are
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1. INTRODUCTION
Infinite-horizon optimal control has a long and celebrated
history, with the cornerstones laid in the 1950s by Pon-
tryagin (2018) and Bellman (1966). The problem involves
seeking a control signal that mini izes the cost incurred by
a trajectory of a dynamical system starting from an initial
condition over an infinite time horizon. While certain prob-
lem settings admit analytical solutions (like unconstrained
LQR (Kwakernaak and Sivan (1972))), the infinite-horizon
optimal control problem for general nonlinear dynamical
systems subject to constraints, is challenging to solve. This
is because these problems require the numerical solution
of an infinite-dimensional optimization problem, which is
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solution is an infinite sequence of control inputs instead of
a control input signal).
Model Predictive Control (MPC) is an attractive method-
ology for tractable synthesis of feedback control of con-
strained nonlinear discrete-time systems. The control ac-
tion at every instant requires the solution of a finite-
horizon optimal control problem with a suitable constraint
and cost on the terminal state of the system to approxi-
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ponents are designed so that the closed-loop system is
stable and satisfies constraints. This is achieved by con-
straining the terminal state to lie in a control invariant set
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data from previous iterations may be used to update the
MPC design using ideas from Iterative Learning Control
(ILC) (Bristow et al. (2006); Lee and Lee (1997); Cueli
and Bordons (2008)). In these strategies the goal of the
controller is to track a given reference trajectory, and
the tracking error from the previous execution is used
to update the controller. For control problems where a
reference trajectory may be hard to compute, Rosolia and
Borrelli (2017) proposed a reference-free iterative policy
synthesis strategy, called Learning Model Predictive Con-
trol (LMPC) which iteratively constructs a control invari-
ant terminal set and an accompanying terminal cost func-
tion using historical data. These quantities are discrete,
therefore the LMPC relies on the solution of a Mixed-
Integer Nonlinear Program (MINLP) at each instant for
guaranteed stability and constraint satisfaction. We build
on the work of Rosolia and Borrelli (2017) and propose a
strategy to reduce the computational burden for a class
of nonlinear systems by replacing these discrete sets and
functions with convex ones while still maintaining safety
and performance guarantees.
In this work, we present a LMPC framework for a class of
discrete-time nonlinear systems for which the state and in-
put can be reconstructed using lifted outputs. These lifted
outputs are constructed using flat outputs (Guillot and
Millerioux (2019)) which have also been used in Aranda-
Bricaire et al. (1996) to construct dynamic feedback lin-
earizing inputs for discrete-time systems. Existing works
on constrained control for such systems require a carefully
designed reference trajectory which is then tracked using
MPC with a linear model obtained either by a first order
approximation (De Doná et al. (2009)) or by feedback
linearization (Wang et al. (2019); Greeff and Schoellig
(2018); Kandler et al. (2012)). In both cases, there are
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Integer Nonlinear Program (MINLP) at each instant for
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to update th c ntr ller. For co trol problems where a
refe nce trajecto y may be hard to c mpu , Rosolia and
B rrelli (2017) propos a reference-fr e iterative policy
synthesis strategy, called Learning Mod l Predictive Con
tr l (LMPC) which iteratively co structs a contr l invari
ant terminal et and an accompanying termin l cost func-
ion using istorical data. These quantities are discrete,
therefor the LMPC relies on the solution of a Mixed-
I teg r Nonlinear Program (MINLP) at each instant for
gu ranteed stability and constr int satisfaction. We build
n the work of Rosolia and Borrelli (2017) a d p opose a
strategy to reduce the computational burden for a class
of nonlinear systems by replacing these d screte sets and
functions with convex on s while still maintaining safety
and performance guarantees.
In this work, we present a LMPC framework for a class of
discrete-time nonlinear systems for which the stat and in-
p can be reco str cte lifted outputs. These lifte
outputs are constructed using flat outputs (Guillot and
Millerioux (2019)) whi h have also b en used in Aranda
Bri aire et al. (1996) t construct dynamic f edb ck lin-
earizi g inputs f r discrete-time ystems. Existing works
on co strain d control for such systems require a carefully
designed refere ce trajectory which is then tr cked using
MPC with a line r model obt ined either by a first rder
approximation (De Don´ et al. (2009)) or by fe db ck
linearizatio (Wang et al. (2019); Greeff and Schoellig
(2018); Kandler et al. (2012)). In both cases, there are
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no formal guarantees of closed-loop system stability and
constraint satisfaction. The contribution of this article is
twofold. First, we show how to construct convex terminal
set and terminal cost using historical lifted output data
for the MPC optimization problem. Second, we show that
with some mild assumptions, a convex synthesis of the
terminal cost is permissible on the space of lifted outputs.
As opposed to the discrete formulation of the terminal
set and cost in Rosolia and Borrelli (2017) (thus requiring
solutions to MINLPs), our formulation enables us to solve
continuous Nonlinear Programs (NLPs). This can signif-
icantly decrease the computational overheads associated
with computing the control action at each instant.
The paper is organized as follows. We begin by formally
describing the problem we want to solve in Section 2 and
briefly discuss prerequisites in Section 3. Section 4 shows
how to construct the terminal set and terminal cost in the
lifted output space and it introduces the control design.
Finally, Section 5 presents numerical results that illustrate
our proposed approach on the kinematic unicycle.
2. PROBLEM FORMULATION
Consider a nonlinear discrete-time system given by the
dynamics
xt+1 = f(xt, ut), (1)
where xt ∈ X ⊆ Rn and ut ∈ U ⊆ Rm are the system
state and input respectively at time t. Let xF be an
unforced equilibrium of (1), xF = f(xF , 0) with f(·, 0)
being continuous at xF . The lifted output for the nonlinear
system (1) is defined below.
Definition 1. Let yt = h(xt) with h : X → Rm be
the output of system (1). If ∃R ∈ N and a function
F : Rm×R+1 → X × U, such that the state/input pair
(xt, ut) can be uniquely reconstructed from a sequence of
outputs yt, . . . , yt+R
(xt, ut) = F([yt, yt+1, . . . , yt+R]), (2)
then the lifted output is the matrix
Yt = [yt, . . . , yt+R] ∈ Rm×R+1. (3)
Remark 1. The output yt = h(xt) corresponding to the
lifted output in definition 1 is also called a flat output
in Guillot and Millerioux (2019). For linear discrete-time
systems, the existence of the lifted output is equivalent to
the system being controllable and strongly observable with
the output yt = Cxt (Yong et al. (2015)).
Assumption 1. The system (1) has a lifted output Yt with
yt = h(xt).
Consider the following infinite-horizon constrained opti-
mal control problem for system (1) with initial state






s.t. xk+1 = f(xk, uk), ∀k ≥ 0
xk ∈ X , uk ∈ U , ∀k ≥ 0
x0 = xS .
(4)
The state constraints X and input constraints U are de-
scribed by convex sets, and c(·, ·) is a continuous, convex,
and positive definite function that equals zero only at
the equilibrium, i.e., c(xF , 0) = 0. Observe that due to
continuity and positive definiteness of stage cost c(·), a tra-
jectory corresponding to the optimizer of (4) has bounded
cost and so must necessarily have its state converge to xF
.
We aim to synthesize a state-feedback policy that approx-
imates the solution to the infinite-horizon (and infinite-
dimensional) problem (4) such that it captures its most
desirable properties: (i) constraint satisfaction (feasibility)
and (ii) asymptotic convergence to xF . To tackle the
infinite-dimensional nature of the problem, we use MPC
which solves finite-horizon versions of (4) at each time
step. To ensure that the MPC has the desired proper-
ties, we build on the Learning Model Predictive Control
(LMPC) framework which solves problem (4) iteratively
using historical data. In the next section, we proceed to
briefly describe these two techniques.
Remark 2. Notice that to streamline the presentation we
considered iterative tasks. However, the proposed strategy
can be used also when the initial condition changes at
each iteration. As we will show in Section V, to guarantee
safety and closed-loop stability it is only required that the
initial condition belongs to the region of attraction of the
LMPC policy.
Remark 3. We considered deterministic systems, but the
proposed strategy may be extended to handle additive
uncertainty using robust tube MPC strategies (Mayne
et al. (2011)). The key idea is to leverage the proposed
approach to control the nominal dynamics and use a
precomputed feedback gain to handle the uncertainty, as
discussed in (Rosolia and Borrelli, 2020, Section 7).
3. PRELIMINARIES
3.1 Model Predictive Control
Consider the following finite-horizon problem at each time
t from state xt.






s.t. xk+1|t = f(xk|t, uk|t), ∀k ∈ {0, . . . , N − 1}
xk|t ∈ X , uk|t ∈ U , ∀k ∈ {0, . . . , N − 1}
xN|t ∈ Xf ,
x0|t = xt
(5)
where ut = [u0|t, . . . , uN−1|t], the initial condition x0 =
xS , Xf ⊆ X is a control invariant set ((Borrelli et al.,
2017, Definition 10.9)) for the system (1) with associated
Control Lyapunov Function (CLF) ((Borrelli et al., 2017,
Remark 12.3)) Q(·) for the equilibrium xF chosen as the
terminal cost function. If u∗t = [u
∗
0|t, . . . , u
∗
N−1|t] is the
minimizer of (5), then the MPC controller is given by
ut = πMPC(xt) = u
∗
0|t (6)
The control invariant set Xf and the CLF Q(·) are coupled
with each other and are critical to ensuring that the MPC
policy (6) in closed-loop yields a feasible and stabilizing
solution to the infinite-horizon problem (4). Observe that
if the optimal cost J∗t→∞(xt) was known ∀t ≥ 0, setting
Q(xN |t) = J
∗
t+N→∞(xN |t) solves (4) without requiring a
terminal constraint Xf in (5). The other extreme case is
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no formal guarantees of closed-loop system stability and
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LMPC policy.
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3.1 Model Predictive Control
Consider the following finite-horizon problem at each time
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s.t. xk+1|t = f(xk|t, uk|t), ∀k ∈ {0, . . . , N − 1}
xk|t ∈ X , uk|t ∈ U , ∀k ∈ {0, . . . , N − 1}
xN|t ∈ Xf ,
x0|t = xt
(5)
where ut = [u0|t, . . . , uN−1|t], the initial condition x0 =
xS , Xf ⊆ X is a control invariant set ((Borrelli et al.,
2017, Definition 10.9)) for the system (1) with associated
Control Lyapunov Function (CLF) ((Borrelli et al., 2017,
Remark 12.3)) Q(·) for the equilibrium xF chosen as the
terminal cost function. If u∗t = [u
∗
0|t, . . . , u
∗
N−1|t] is the
minimizer of (5), then the MPC controller is given by
ut = πMPC(xt) = u
∗
0|t (6)
The control invariant set Xf and the CLF Q(·) are coupled
with each other and are critical to ensuring that the MPC
policy (6) in closed-loop yields a feasible and stabilizing
solution to the infinite-horizon problem (4). Observe that
if the optimal cost J∗t→∞(xt) was known ∀t ≥ 0, setting
Q(xN |t) = J
∗
t+N→∞(xN |t) solves (4) without requiring a
terminal constraint Xf in (5). The other extreme case is
setting Xf = {xF } in (5) which would yield a stable and
feasible solution without requiring a terminal cost Q(·).
That being said, computing J∗t→∞(·) exactly is possible
only in trivial cases and setting Xf = {xF } may lead to an
infeasible optimization problem if xF is not reachable from
xS in N steps. The goal is to design Xf and Q(·) so that
(5) is feasible for all t ≥ 0 while capturing the convergence
properties of the infinite-horizon optimal control problem.
3.2 Learning Model Predictive Control
LMPC iteratively approximates the solution of (4) using
the MPC problem (5). At iteration j, it uses historical
data in the form of state-input trajectories from completed
iterations i ∈ {0, 1, . . . j − 1} to construct the terminal





state, input, and output of the system respectively at time
t, corresponding to the jth iteration. At iteration j, the






















where Ij−1(x) = {(i, t)|x = xit ∈ SS
j−1}. Simply stated,
the terminal set is chosen as the collection of states from
previous iterations (the safe set SSj−1) and the terminal
cost (Qj−1(·)) at these states is the cost of the trajectory
obtained starting from that state. The terminal set is
discrete and the terminal cost function is only defined
on these discrete states which makes (5) a mixed-integer
nonlinear program (MINLP). The computational overhead
for computing such MINLP solutions is prohibitive for
online, repeated solutions of (5).
We would like to investigate if the lifted output from
definition 1 helps alleviate the combinatorial nature of
the optimization problem for more tractable synthesis of
feedback control to solve problem (4).
4. OUTPUT-LIFTED LMPC
In this section we present our LMPC design using flat
outputs. First, we highlight some technical assumptions
that we impose on the lifted output map F(·) from
equation (2). We then show how to use the stored lifted
outputs from previous iterations to construct a convex safe
set in the lifted output space. The constructed set is shown
to be control invariant in this space and therefore it can
be used to guarantee safety in a receding horizon scheme.
Afterwards, we construct a convex terminal cost in the
lifted output space and prove that it is a CLF on the
constructed set. Finally, we combine these components and
present our control design.
4.1 Lifted Output Map Properties
In addition to the existence of the lifted outputs in defi-
nition 1, we require that the map F(·) has the properties
described in the following assumption.
Assumption 2. The lifted outputYt corresponding to yt =
h(xt) and the map F(·) satisfy the following properties:
(A) The map F(·) in (2) requires R and R + 1 outputs
for identifying the state and the input, respectively.
More formally, we have that
xt = Fx([yt, yt+1, . . . , yt+R−1]) (9)
ut = Fu([yt, yt+1, . . . , yt+R]) (10)
(B) The map F = (Fx,Fu) : Rm×R+1 → X × U is
continuous at YF = [yF , . . . , yF ] ∈ Rm×R+1 where
yF = h(xF ).
(C) Let F i : Rm×R+1 → R be the ith component of
the map F : Rm×R+1 → X × U ⊂ Rn+m where
i = 1, . . . , n + m. Then ∀i ∈ {1, . . . , n + m}, the
maps F i are monotonic on any line restriction, i.e.,
F i(ty1 + (1− t)y2) is monotonic ∀y1,y2 ∈ Rm×R+1,
t ∈ [0, 1].
The intuition for consideration of outputs in Assump-
tions 2(A) arises from observing the kinematics of simple
mechanical systems, where the kinematics are not affected
explicitly by control. Assumption 2(B) is technical, and it
is required for showing that an optimizer of the infinite-
horizon optimal control problem stabilizes the system to
xF . The following proposition clarifies the need of Assump-
tion 2(C) for constraint satisfaction in the LMPC.
Proposition 1. Suppose that X ⊂ Rn and U ⊂ Rm are
given by box constraints, ‖Dxx − dx‖∞ ≤ 1 and ‖Duu −
du‖∞ ≤ 1 respectively for some real, constant diagonal
matrices Dx, Du and vectors dx, du. Let {Y1, . . . ,Yp} be
any set of lifted outputs such that F(Yj) ∈ X × U for
each j = 1, . . . , p. Then if assumption 2(C) holds, we have
F(Y) ∈ X × U for any Y ∈ conv({Y1, . . . ,Yp}).
Proof. Please see appendix of Nair et al. (2020). 
Assumption 2(C) is equivalent to requiring that each F i(·)
is quasiconvex and quasiconcave, which can be checked
using first-order and second-order sufficiency conditions
detailed in (Boyd and Vandenberghe, 2004, Section 3.4). In
Sections 5.1, we see that either may be relaxed depending
on the domain of dynamics f(·, ·), which could trivially
lower or upper bound the state space or input space. In
view of proposition 1, we make the following assumption.
Assumption 3. The state constraints X ⊂ Rn and input
constraints U ⊂ Rm are box constraints,
X = {‖Dxx− dx‖∞ ≤ 1} U = {‖Duu− du‖∞ ≤ 1}
for some real, constant diagonal matrices Dx, Du and
vectors dx, du.




, cY + d > 0,
then Assumption 3 can be relaxed to requiring X and
U to be any convex set. This follows because linear-
fractional functions preserve convexity of sets by mapping
the line between any two points in its domain space to
a line between the images of the two points ((Boyd and
Vandenberghe, 2004, Section 3.4)).
4.2 Convex Safe Set
Let Yjt = [y
j
t , . . . , y
j
t+R] be the lifted output at time t and
iteration j. Similarly, define the matrix yjt using R outputs








Note that each yjt uniquely identifies a state x
j
t via the
map (9), Fx(yjt ) = x
j
t . We define a successful iteration
as one whose corresponding state trajectory converges to
xF while simultaneously meeting state constraints X and
input constraints U . This implies that a successful iteration
corresponds to a feasible trajectory of (4).
For iteration j, define the Output Safe Set as the set of
yjt s corresponding to trajectories from preceding successful










Taking the convex hull of this set, we now define the
Convex Output Safe Set
CSj−1y = conv(SSj−1y ). (13)
Define the forward-time shift δ(·, ·) dynamics on CSj−1y
given by
yt+1 = [yt+1, yt+2, . . . , yt+R]
= δ([yt, yt+1, . . . , yt+R−1], yt+R)
= δ(yt, yt+R) (14)
We now show that the Convex Safe Set CSj−1y is in fact,
control invariant for (14) in the following proposition and
correspond to states and inputs within constraints. (as
depicted in Figure 1).
Fig. 1. Illustration of the claim in Proposition 2
Proposition 2. Under Assumptions 2 and 3, the set CSj−1y
defined in (13) is control invariant for the forward-time
shift dynamics (14), i.e.,




x = Fx(yt) ∈ X , u = Fu(yt, yt+R) ∈ U ,
Fx(yt+1) = f(x, u) ∈ X
Proof. By definition of CSj−1y we have for yt ∈ CS
j−1
y

















λik = 1, λ
i
k ≥ 0.
By the definition of SSj−1y , each of the yiks in (16)
corresponds to a feasible state, meaning Fx(yik) ∈ X .
Invoking Proposition 1 then gives us,
Fx(yt) = x ∈ X (17)
Again, the definition of SSj−1y gives yik ∈ SS
j−1
y ⇒ yik+1 ∈
SSj−1y . We use the lifted output Yik and map Fu(·) to
reconstruct the input applied in the ith iteration at time
k as uik = Fu([yik, yik+1, . . . , yik+R]) = Fu([yik, yik+R]) and
note that uik ∈ U for all i ∈ Ij−1 by the definition of the





















tion 1 again proves u ∈ U . Also see that


















k+1 ⇒ yt+1 ∈ CS
j−1
y . (19)
Let u2, . . . , uR−1 ∈ Rm be the remaining inputs that
generate [yt,yt+1] ∈ Rm×R+1, i.e.,
[yt,yt+1] =[h(x), h(f(x, u)), h(f
(2)(x, u, u2)), . . . ,
h(f (R−1)(x, u, . . . , uR−1))] ∈ Rm×R+1 (20)
where f (k)(x, u, . . . , uk) = f(. . . (f︸ ︷︷ ︸
k times
(x, u), . . . uk).Using the map
(9) to construct the state, we can write
Fx(yt+1) =Fx([h(f(x, u)), h(f (2)(x, u, u2)), . . . ,
h(f (R−1)(x, u, . . . , uR−1))])
=f(x, u)
where the last equality is true because of the unique
correspondence from
[yt, . . . , yt+R−1] = [h(xt), . . . , h(f
(R−1)(xt, ut, . . . , ut+R−1))]
to xt (Definition 1). Finally, invoking proposition 1 using
sequences yik+1, ∀i ∈ Ij−1 gives us f(x, u) ∈ X . 
The result of proposition 2 is powerful; this allows us to
consider the continuous set (13) instead of the discrete set
(12) while still retaining the property of control invari-
ance in the space of output sequences yt with each pair
(yt,yt+1) (equivalently, Yt) corresponding to state-input
pairs within constraints. We use this continuous set for
our MPC problem in Section 4.4 to get a NLP instead of
a MINLP.
4.3 Convex Terminal Cost
Now we proceed to construct a terminal cost function
which approximates the optimal cost-to-go from a state
using lifted outputs from previous iterations. For some
iteration i and some time t, we define the cost-to-go for





where the function C(·) is convex, continuous and satisfies
C(yF ) = 0, C(y)  0 ∀y ∈ Rm×R\{yF }. (22)
Observe that since each y ∈ SSj−1y corresponds to a
unique x via (9), C(·) is an implicit function of state. If c(·)
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where the function C(·) is convex, continuous and satisfies
C(yF ) = 0, C(y)  0 ∀y ∈ Rm×R\{yF }. (22)
Observe that since each y ∈ SSj−1y corresponds to a
unique x via (9), C(·) is an implicit function of state. If c(·)
from (4) is only a function of state and c ◦Fx(·) is contin-
uous, convex and positive definite, we can define C(·) by
composing c(·) with Fx(·), i.e. C(·) = c◦Fx(·). We address
the case of input costs in Section 5 of Nair et al. (2020). For
iteration j, we use (21) to construct the terminal cost on
the convex safe set CSj−1y using Barycentric interpolation





























For yF = [yF , . . . , yF ], we set Q(yF ) = 0 and for
any y ∈ CSj−1y ∪ {yF }, we set Qj−1(y) = +∞. The
following proposition identifies CLF-like characteristics of
the function given by (23) on the set CSj−1y .
Proposition 3. The cost function Qj−1(·) satisfies the fol-
lowing properties:
(1) Qj−1(yF ) = 0, Q
j−1(y)  0 ∀y ∈ CSj−1y \{yF }
(2) Qj−1(yt+1) − Qj−1(yt) ≤ −C(yt), ∀yt ∈ CSj−1y
where yt+1 = δ(yt, yt+R) as in (14).
Proof. Please refer Nair et al. (2020). 
The above proposition shows that Qj−1(·) is in fact a CLF
for the dynamics yt+1 = δ(yt, yt+R) with input yt+R on
the convex output safe set CSj−1y .
4.4 LMPC Feedback Policy
In this section, we show how to use constructions (13)
and (23) to design our LMPC policy. Before doing so,
as in Rosolia and Borrelli (2017) we make the following
assumption to initialise our recursive construction (7) of
SSj−1y .
Assumption 4. We are provided with an output trajectory
{y0t }t≥0 corresponding to a state-input trajectory of sys-
tem (1) satisfying constraints and with bounded cost-to-
go, i.e., ⋃
t≥0




C(y0t ) < ∞.
Using Assumption 4, the Output Safe Set (12) is initialised






where y0t = [y
0
t , . . . , y
0
t+R−1].
At iteration j ≥ 1, we define the terminal cost on the
space CSj−1y as Qj−1(·) and constrain the terminal state as
xN |t = Fx(y) for y ∈ CSj−1y . The stage cost is set as C(·)
which implicitly penalises only state(see Nair et al. (2020)
for input costs). Like the forward-shift operator (14), we
define the backward-time shift operator as
yt = [yt, . . . , yt+R−1]
= δ−([yt+1, yt+1, . . . , yt+R], yt)
= δ−(yt+1, yt) (24)
Employing these definitions, the LMPC optimization
problem is given by
Jjt→t+N (x
j








s.t. xk+1|t = f(xk|t, uk|t),
yk|t = δ
−(yk+1|t, h(xk|t))
xk|t ∈ X , uk|t ∈ U ,






∀k ∈ {0, . . . , N − 1}
(25)
where the vector ujt = [u0|t, . . . , uN−1|t] are the decision




t ) = u
∗
0. (26)
Notice that the above control policy is well-defined for all
state x0 for which problem (25) is feasible. Thus, we define
the region of attraction
Rj = {x ∈ X |Jjt→t+N (x) < ∞}, (27)
which collects the states from which problem (25) is feasi-
ble. By assumption 4, we readily have ∪∞t=0{Fx(y0t )} ⊆ R1.
We can show that for all states xj0 ∈ Rj the closed-loop
system is stable and it satisfies the state and input con-
straints. In the interest of space, we request the reader to
refer to Nair et al. (2020) for an analysis of the properties
of system (1) in closed-loop with (26).
5. NUMERICAL EXAMPLE
In this section, we demonstrate our approach on the
kinematic unicycle. We urge the reader to refer to Nair
et al. (2020) for our experiments on a PWA system and a
Bilinear DC motor.
5.1 Kinematic Unicycle
Consider the following kinematic unicycle model with
state xk = [Xk Yk θk]
, controls uk = [vk wk]
 and

























































From (30), we see that Fx(·) is linear in its first two compo-
nents and monotonic in the third component (composition
of monotonic and quasilinear map Boyd and Vandenberghe
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(2004)). For speed input vk, (31) is quasiconvex (because
it is in fact, convex) and doesn’t require quasiconcavity
because speed is always positive. The state and input
constraints are given by X = {(X,Y ) ∈ R2|(X ≥ 0) ∧
(Y ≤ 10) ∧ (X − Y ≤ 2)} × {θ ∈ [−π2 ,
π
2 ]}, U = [0, 5]× R.
To address the discontinuity in (30), the constraint on θ is
tightened to [−π2 + ε,
π
2 − ε]. To steer the unicycle to the
position (5, 10), we minimize the sum of convex stage costs
c(xk, uk) = 20(Xk −5)2+20(Yk −10)2+v2k. This is transformed
for our MPC stage cost over a prediction horizon N = 5 in
(25) as C(yk) = 20‖yk−[5 10]‖22+
1
dt2
‖yk+1−yk‖22. This cost is
convex in y because of convexity of (31). The optimization
problem (25) with the terminal set and terminal cost
constructed as in (13) and (23) respectively is an NLP,
solved using fmincon in MATLAB.
We see that the proposed controller successfully steers the
unicycle (28) to the position (5, 10) (Figure 2), while meet-
ing state constraints and input constraints (Figure 3). The





with iteration j as is evident in Table 1.
Fig. 2. Unicycle (28) trajectories in closed-loop with
LMPC. The final trajectory is indicated in blue.














Fig. 3. Speed profile over time across iterations. The first
trajectory takes 50 steps while the final trajectory
takes 26 steps.
Iteration 0 1 2 3 4
Cost×10−4 6.4931 2.8536 2.8088 2.7301 2.6944
Iteration 5 6 7 8 9
Cost×10−4 2.6624 2.5695 2.4971 2.4515 2.4343
Table 1. Iteration Costs of closed-loop system
trajectories
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