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A DISTRIBUTED TRANSMITTER FOR
THE SENSOR REACHBACK PROBLEM
BASED ON RADAR SIGNALS

Lav R. Varshney
Sergio D. Servetto
School of Electrical and Computer Engineering
Cornell University
Abstract We consider the problem of reachback communication in sensor net-
works. In this problem, a large number of sensors are deployed on a
eld, to measure the state of some physical process that unfolds over the
eld and to then cooperatively send this information back to a distant
receiver for further processing. We formulate the problem as a multiple-
input, single-output (MISO) system, and develop a time-division scheme
based on transmission of simulated radar echoes. Information is encoded
in the spatial electromagnetic reectivity function of virtual point re-
ectors, and decoded with a conventional range radar receiver. Trans-
mitter diversity and the use of pulse compression radar waveforms are
exploited for both increased reliability and increased data rate. Informa-
tion theoretic and simulation-based performance characterizations are
also presented.
1. Introduction
1.1 The Problem of Remote Sensing
The problem of surveilling a scene from a distance arises in numer-
ous contexts including disaster recovery, tactical battleeld assessment,
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and environmental monitoring, where proximate surveillance is not prac-
tical. Traditional methods of remote sensing have included imaging
systems such as optical, multispectral, and synthetic aperture radar
(SAR) [11]. Despite the prominent successes of these systems, the base
sensing modalities suer from shortcomings. When operating at great
distances, these sensing modalities achieve low resolution. Furthermore,
the types of physical processes that can be sensed at a distance are lim-
ited to phenomena that propagate over large distances, such as electro-
magnetic waves. Other processes such as chemical, biological, or baro-
metrical processes cannot be easily sensed.
Recently, wireless sensor networks made up of large numbers of small,
inexpensive, but unreliable nodes with sensation, computation, and com-
munication capabilities have been proposed for many surveillance appli-
cations. Ad situ deployment of large numbers of sensors oers solutions
to both the limited resolution and limited sensing modality problems.
Although not strictly remote sensing, since the data is sensed proximally,
sensor network solutions may be able to retain distal advantages if the
sensed data can be transmitted to a remote receiver. We refer to this
transmission of sensed information from the sensor network to a distant
receiver as sensor reachback communication.
If each of the sensor nodes were equipped with a powerful, reliable
transmitter, capable of individually reaching a distant receiver, then a
proximal sensing, distal data retrieval solution could be easily achieved.
Due to severe energy constraints and inherent unreliability in most sen-
sor networks, individual nodes do not have enough resources to indepen-
dently reach a distant receiver, hence some form of cooperation among
nodes is required for reliable reachback communication. In this paper
we consider practical methods for implementing the uplink of one such
sensor-assisted remote sensing system.
1.2 Sensor-Based Radar Imaging
Consider a remote sensing system design in which the transmitter, in-
stead of illuminating a target with microwave radiation, spreads a large
number of sensors over the target. These sensors collect some local mea-
surements (the equivalent of measuring reections by local scatterers in
standard radar), which then need to be sent back to the radar transmit-
ter. This scenario is illustrated in Fig. 1.1.
In this new radar architecture, sensors can be thought of as \pro-
grammable" scatterers. This is very important, since sensors can provide
signicantly more information than that provided by natural scatterers.
Despite many advantages of microwave radar (such as being able to pen-A Distributed Transmitter for Reachback based on Radar Signals 3
Figure 1.1. A large number of sensors are deployed over a target area. After collect-
ing the data of interest, the sensors must reach back and transmit this information to
a single receiver (e.g. an overying plane, or a satellite) for further processing.
etrate cloud cover and operate at night), a well known disadvantage of
these systems is that it is dicult for them to achieve the resolution of
optical imaging techniques [12]. And one of the most challenging aspects
of research in this eld is precisely the development of sophisticated sig-
nal processing algorithms, capable of extracting information from those
coarse resolution measurements. The problem however is that even op-
timal processing can only extract as much information as is contained in
the original signal|but not more, a consequence of the Data Processing
Inequality [6, pg. 32] in information theory. The main challenge to in-
creasing the data rate achievable for the remote sensing systems under
consideration therefore seems to lie in generating signals that contain
more information.
There are numerous ways that one can design a distributed transmit-
ter in a single-user multiple antenna system including various beamform-
ing and space-time coding techniques. Our scheme is novel in that it is
compatible with a prime remote sensing modality, SAR; in fact the signal
generation of the distributed transmitter is matched to a standard radar
receiver, allowing the existing radar receiver hardware, signal process-
ing, and target recognition infrastructure to be leveraged for reachback
communication. Since our scheme is based on SAR, individual sensor
nodes transmit simulated radar return echoes, creating a simulated eld
of virtual point scatterers. The message to be sent is encoded in the spa-
tial electromagnetic reectivity function of these programmable virtual
point scatterers and is received and decoded using a standard range radar
receiver. In SAR signal processing, the two parameters used for spatial
target discrimination are time and frequency shifts to determine range
and azimuth respectively. These basic radar parameters lead directly to4
the possibility of a time- and frequency-division encoding scheme that
can be processed with a standard radar receiver.
In multiple-input, single-output (MISO) systems, two types of gains
can be provided, integration gains and multiplexing gains. Integration
gains result in increased reliability by having multiple elements transmit
signals carrying the same information. Multiplexing gains result in in-
creased data rate by having elements transmit signals carrying dierent
information at once. Although both types of gains can be achieved simul-
taneously, there is a fundamental tradeo between the two. To achieve
integration gains, we create cohorts of nodes that transmit the same sig-
nal in chorus. We use a single orthogonal direction, time, for separating
various cohort signals, thus compromising multiplexing for integration.
We are thus able to achieve reliable communication with very unreli-
able transmitter nodes. By using only time orthogonality, the system
inherently exploits only radar range as a discriminating factor between
transmitted symbols, and therefore requires only a simple range radar
receiver. The communications scheme has minimal complexity at the
receiver and particularly at the transmitter nodes.
1.3 Main Contributions and Paper Organization
The main original contributions presented in this work are the com-
plete design, thorough performance analysis via simulations, and pre-
liminary results on an information theoretic analysis of capacity for one
specic class of low complexity sensor-assisted remote sensing system.
The rest of this paper is organized as follows. In Section 2 we discuss
the system architecture of our sensor-assisted remote sensing system,
and highlight all the relevant parameters. In Section 3 we report on
the result of a number of numerical simulations, in which we seek to
understand the eect of the dierent system parameters on the data
rates achievable in our uplink. Some initial results on an information-
theoretic characterization of the capacity of systems operating under the
constraints described in Section 2 are presented in Section 4. Related
work is discussed in Section 5. Concluding remarks are presented in
Section 6.
2. System Architecture
2.1 General Conception of the Sensor
Reachback Communication System
Following the classical Shannon pentapartite division of a general com-
munication system, the information source for sensor reachback com-A Distributed Transmitter for Reachback based on Radar Signals 5
munication is dened as a eld of sensors that measure some physical
phenomenon. The data samples detected by the individual sensor nodes
are correlated, since physical processes display high spatial correlation
and continuity. Through an underlying internode communications in-
frastructure and information dissemination protocol in the sensor net-
work, an estimate of the entire eld of measurements can be formed
at every sensor [15]. The entire eld of measurements, encoded into a
single network-wide discrete alphabet, forms the message that is to be
transmitted.
The transmitter is composed of individual sensors (equipped with ra-
dio transmitters), that work cooperatively to send a signal to a central,
distant location. Collectively, the individual sensors form a distributed
radio transmitter antenna array, capable of generating an aggregate
waveform. The design of the distributed transmission protocol to pro-
duce the aggregate waveform forms the bulk of this study. The general
concept of this reachback communication protocol is for the individual
sensor nodes to simulate radar return echoes from point scatterers. The
message to be sent is encoded in the spatial electromagnetic reectivity
function of the \programmable scatterers."
For wireless sensor reachback, transmission is achieved by direct path
radio wave propagation through air, thus we assume an additive white
Gaussian noise (AWGN) channel. Since a large number of sensors wish to
communicate with a common receiver over a common channel, one might
consider this as a multiple access channel. Alternatively, the system may
be considered to have a single transmitter and a single receiver, where
the multiple nodes work together to form a single signal.
The receiver determines the message sent by the transmitter, decod-
ing the message encoded in the aggregate waveform and delivers it to
the destination, where it is used. The receiver to be used is a standard
high range resolution radar receiver, with standard radar signal process-
ing. This results in a pulse amplitude modulated signal, which can be
decoded using standard pulse amplitude modulation decoders. If the
system is used for binary signaling, on-o keying as a special case of
pulse amplitude modulation would readily apply.
A schematic diagram of the reachback system is given in Fig. 1.2.
2.2 Geometry and Topology
In this study we consider a square lattice network topology, however
the results may be generalized to networks with randomly distributed
nodes. By considering this square lattice conguration, we inherently
assume that nodes are able to determine their spatial location. Fig. 1.36
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Figure 1.2. The sensor reachback communication system in the Shannon framework.
shows the network topology. For simplicity in exposition, we assume
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that the number of nodes is the square of an odd integer; hence there is
a node located at the center of the network. For optimal performance,
the receiver is positioned along one of the central axes of the network,
as shown in Fig. 1.4. The nodes in the network are allocated to dierent
cohorts, based on their location along the central axis that is chosen.
For randomly distributed nodes, division into cohorts would be done in
the same manner.
2.3 Radar Range Processing and Range
Resolution
The problem of standard radar range processing is one of estimating
the time between signal transmission and reected echo reception. For
the one-way communications scheme that uses time orthogonality, we8
time-bandwidth product of the waveform. The range resolution of a
pulse compression waveform is given by
R = c =
cT
Rpc
=
(R)uncompressed
Rpc

c
B
: (1.1)
As seen, Rpc-fold ner range resolution is possible through phase cod-
ing. An additional eect of pulse compression processing is that the
energy of the entire long pulse is compressed into the short pulse, an
eect known as pulse compression gain.
2.4 Generating Range Proles, Aggregate
Waveforms
All transmitter nodes in the network transmit a xed pulse compres-
sion waveform. For the purposes of encoding information, the transmit-
ters in the sensor network are divided into C cohorts, as described in
Section 2.2. Through the information dissemination protocol, all mem-
bers of a cohort know the symbol that the cohort is to transmit at any
given time. The symbols are encoded in the amplitude of the trans-
mitted pulse and all members transmit the symbol simultaneously. The
contributions of all cohort members are integrated with some integration
eciency, producing a symbol received at the receiver. Range process-
ing is performed on the received signal to determine the contributions
of the dierent cohorts on the range prole. If all cohorts transmit-
ted simultaneously, dierence in propagation delay would be the only
discriminating characteristic as in standard radar range processing, and
would require very ne range discrimination and receiver positioning. In
the context of this problem, where transmitter nodes are located over a
small area, and the receiver position is unknown by the transmitters, ar-
ticial delays are introduced to reduce the need for ne range resolution
and receiver positioning.
Each cohort is assigned an articial delay at which time all members
of the cohort transmit the signal. The articial delay assignment for the
kth cohort is
k = k
tA
C
;k = 0;1;:::;C   1; (1.2)
where ctA = RA is the desired total articial range separation between
the most distant cohorts. The introduction of an articial delay serves
to increase apparent range separation between transmitters, thereby al-
lowing coarser range resolution, which is often required by radar receiver
hardware. If the most distant cohorts have small receiver line of sight
range separation, RP, as compared to RA, then the propagation delays
can be treated as negligible. This is a desired condition for robustnessA Distributed Transmitter for Reachback based on Radar Signals 9
to receiver location. Since cohort signals are discriminated by articial
delay, rather than propagation delay, the propagation delay can be con-
sidered a source of noise. The dierences of propagation delay within the
cohorts, due to the spatial distribution of nodes, cause a broadening of
the symbol peak and dierence of propagation delay among the dierent
cohorts may cause the equal spacing between peaks to become unequal.
From simple geometry, the distance between a node in the network
and the receiver may be dened as
d(xTX;yTX) =
q
(xTX)
2 + (yRX   yTX)
2 + (zRX)
2; (1.3)
for the geometry considered in Fig. 1.4. When propagation eects are
considered, rather than appearing at the articial delay location as de-
sired, the peak of the kth cohort symbol will occur at
k = k + 1
cd( xk;  yk); (1.4)
where the argument of the distance function is the centroid of the cohort,
calculated with a distance density measure. Propagation eects also
cause the narrow peaks of the ideal pulse compressed range prole to be
broadened. This eect is like convolving the narrow peak with a lter
that has time support of length
tB;k = 1
c

max
i2Ck
d(xi;yi)   min
i2Ck
d(xi;yi)

; (1.5)
and shape like the distribution of the d(xi;yi) in cohort k.
2.5 Nodes, Cohorts, Distributed Transmitter,
and Receiver
The individual transmitter nodes can be dened by a small number
of parameters. The pulse compression waveform is selected for its pulse
compression ratio, and is xed for all transmitter nodes and for all time.
This pulsed waveform, of nite time duration T, is denoted s(t). The
articial delay and the symbol amplitude for transmission are deter-
mined by membership in the cohort. The symbol amplitude changes
for each new message, whereas the relative articial delay is constant
for all time. One can consider propagation delay as a property of the
node rather than the channel; thence propagation delay is incorporated
into the node itself, and so the output of each node i in cohort k before
amplitude scaling is given by
AX [n]s

t   ktA
C   1
cd(xi;yi)

= AX [n]s(t   k   tP;i); (1.6)10
where tP;i is the propagation delay for the node, and X [n] is a discrete-
time pulse amplitude scaling factor, drawn from a Q-ary alphabet, with
a suitable normalization constant A to ensure that the average output
energy of the system is xed regardless of the number of nodes. The
superposition of these individual node signals is the signal generated by
a cohort is
AX [n]
Nk 1 X
i=0
s(t   k   tP;i); (1.7)
for a cohort with Nk nodes.
Since each of the cohorts begin transmission at a dierent articial
delay time, the transmitter may be modeled as a time-division scheme
even though the pulses may overlap. Thus the transmitter may be given
schematically as in Fig. 1.5 using a commutator. The gure also shows
the channel and the receiver. The receiver to be used is a standard
range radar receiver. It receives the transmitted signal, performs range
compression, and then uses a sampler and maximum likelihood decoder
to convert the continuous-time, continuous-valued output into a discrete-
valued output sequence so as to determine the encoded message. The
received signal is given by the superposition of the signals generated by
all nodes that are members of all cohorts and noise:
y (t) = n0 (t) +
C 1 X
k=0
M
C X
h
tA
C
i Nk 1 X
i=0
s(t   k   tP;i): (1.8)
The received signal is pulse compressed using matched ltering to
generate
m(t) =
1 Z
 1
y ()s (   t)d; (1.9)
which is then detected with a maximum likelihood pulse amplitude mod-
ulation detector which quantizes to determine the estimate of the input
symbol.
2.6 Data Rate
Three factors, the number of cohorts, the number of possible symbols
that each cohort can send, and the time between successive transmissions
determine the data rate of the transmission protocol. If each of the M
cohorts select symbols from a Q-ary alphabet and transmit a symbol
every TPRI seconds, then the transmission rate will be
M log2(Q)
TPRI bits
per second. As the number of cohorts increases, the membership sizes
of the cohorts decrease, thereby reducing the number of signals that12
modulated Barker binary phase-coded waveform. Rather than choose a
carrier frequency, the complex envelope was used; the complex envelope
is a baseband waveform that almost completely describes the waveform.
The output signal sampling times and the maximum likelihood decoder
threshold were determined a priori from system parameters, and did not
involve any adaptive processing for impairment mitigation, thus may not
achieve the best possible performance in the presence of various impair-
ments.
We performed simulations to measure the eects of various system
parameters on performance. The fundamental limits of reliable com-
munication for any communications scheme are imposed by noise. By
varying the signal to noise ratio (SNR) for the additive white Gaussian
channel, we determine the symbol error rate (SER) for a given sys-
tem conguration. Fig. 1.6 shows the relationship between output SNR
and SER determined by performing Monte Carlo simulations for various
noise levels with a Bernoulli(1
2) source, and two possible system cong-
urations { the dierence is in the increased number of cohorts, which
causes an increase in the time transmission rate.
Although signal strength decreases inversely as the square of distance,
we do not explicitly take this into account, as it is captured in the SNR.
Similarly, various antenna gains, receiver noise gures and system losses
are not explicitly considered. Note that the SNR given is the output
SNR, calculated after performing pulse compression of the received sig-
nals by matched ltering; hence the pulse compression gain, which is
equal to the pulse compression ratio, has been included in the signal
power. We use OOK Barker waveforms, which have pulse compression
gains equal to the length of the phase code. Further note that the sig-
nal power is measured as the average output of all nodes in the entire
network. For comparison, the probability of bit error as a function of
output SNR for orthogonal binary signaling over an AWGN channel is
also given. This limit is the probability of error for an AWGN channel
used as a binary symmetric channel, with pulse compression gain taken
into account, and is given by the Gaussian cumulative distribution func-
tion. Also shown is the fundamental Shannon limit of performance for
any signaling alphabet over an AWGN channel, a vertical line at -1.59
dB. It is known that as the size of the of the orthogonal signaling al-
phabet approaches innity, the probability of error curve approaches the
vertical line at -1.59 dB. Thus orthogonal signaling alphabets are asymp-
totically optimal for an AWGN channel [3]. The causes for suboptimal
performance are mainly interference between dierent cohort channels,
resulting from overlapping sidelobes in the pulse compressed domain,A Distributed Transmitter for Reachback based on Radar Signals 13
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Figure 1.6. Bit error rate as a function of output signal to noise ratio. A Barker 13
phase coded waveform with pulse compression ratio of 13 (22.3dB) was used in both
gures. For the gure on the left, the the transmission rate would be 2:110
6 bits per
second for a 100% duty cycle, the number of nodes in the network was 3969, and there
were 7 cohorts. For the gure on the right, the transmission rate would be 6:3  10
6
bits per second for a 100% duty cycle, and there were 21 cohorts. The physical area
occupied by the network was 200m200m, and the receiver was situated 10km behind
and 50km above the center of the network. For comparison, a binary signaling bound
and the fundamental bound for arbitrary signaling alphabets are shown.
and the fact that the transmitter was distributed and did not achieve
perfect integration gain due to dierent propagation delays.
Another fundamental parameter in the system is the number of co-
horts into which the nodes are divided. Since the total number of nodes
in the network is xed, increasing the number of cohorts reduces the
number of nodes in each cohort, causing a classic multiplexing rate
gain-integration reliability gain tradeo. Since our system model has
an additive white Gaussian noise channel, there would be no diversity
gains as is found in systems with fading channels. Fig. 1.7 shows the
symbol error rate as a function of output SNR for various numbers of
cohorts. Remember that as the number of cohorts increases, the trans-
mission rate also increases. As can be seen in the gure, there are two
regimes of performance, one for small numbers of cohorts and another
for large numbers of cohorts. Although the ordinal performance within14
these two groups does not appear to be related to the actual number of
cohorts, it is clear that there is a transition point. This transition point
is closely related to the point when interchannel interference becomes
very severe.
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Figure 1.7. Bit error rate as a function of output signal to noise ratio for various
numbers of cohorts. The number of cohorts is denoted to the right of the respective
curve. The transmission rate would be 310
5 bits per second per cohort for a 100%
duty cycle. A Barker 13 phase coded waveform with pulse compression ratio of 13
(22.3dB) was used. The number of nodes in the network was 3969. The physical area
occupied by the network was 200m200m, and the receiver was situated 10km behind
and 50km above the center of the network. For comparison, a binary signaling bound
and the fundamental bound for arbitrary signaling alphabets are shown.
The pulse compression ratio is the main waveform parameter. In-
creased pulse compression ratio results in a narrower compressed pulse
and therefore less main lobe interchannel interference. The pulse com-
pression ratio is equal to the pulse compression gain, and therefore de-
termines the output SNR for a given input SNR. By increasing the pulse
compression ratio, the output SNR is increased. Thus it is expected that
there should be no performance disadvantage in increasing the pulse
compression ratio since reliability should increase with no decrease in
rate. Increased bandwidth from increased pulse compression ratio may
be a disadvantage in certain situations. Fig. 1.8 shows the performance
of systems using dierent Barker coded waveforms with xed input SNR.
It is unclear why a waveform with pulse compression ratio of 5 performs
better than ones with greater pulse compression ratios.
We also simulate a departure from the ideal synchronization assump-
tion by introducing timing jitter. Timing jitter for sensor networks has
been modeled as a Brownian process [7], which for a xed time is a
mean-zero Gaussian random variable, independent for each node. We
measure the reliability performance of the system as a function of the
variance of the timing jitter. Reduced synchronization should reduce
the integration gain of having multiple nodes transmit at the same timeA Distributed Transmitter for Reachback based on Radar Signals 15
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Figure 1.8. Bit error rate as a function of pulse compression ratio. The various
curves show dierent input SNR values. Barker phase coded waveforms were used.
The transmission rate would be 2:1  10
6 bits per second for a 100% duty cycle.
The number of nodes in the network was 3969 and the number of cohorts was 7. The
physical area occupied by the network was 200m200m, and the receiver was situated
10km behind and 50km above the center of the network.
and increase interchannel interference by broadening the symbol. The
decrease in performance is quite dramatic. Note however, that the de-
coder that was used was xed a priori for no jitter, and this leads to
additional degradation in performance, as opposed to a decoder which
employs forms of estimation or adaptive processing. Fig. 1.9 shows re-
sults for the rst system conguration used in Fig. 1.6.
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Figure 1.9. Bit error rate as a function of timing jitter variance. Output signal to
noise ratio was 11.8213 dB. The transmission rate would be 2:110
6 bits per second
for a 100% duty cycle. The pulse width was 1 s. A Barker 13 phase coded waveform
with pulse compression ratio of 13 (22.3dB) was used. The number of nodes in the
network was 3969 and the number of cohorts was 7. The physical area occupied by
the network was 200m200m, and the receiver was situated 10km behind and 50km
above the center of the network.
One parameter of the system that has not been considered up to this
point is the carrier frequency, since the baseband complex envelope sig-
nal has been used. Although this parameter may seem unimportant in16
theoretical discussions, it is of some importance for practical consider-
ations. This parameter plays a role in determining the eciency with
which the waveforms of the several nodes in a cohort are integrated. In
SAR, there is a well-known phenomenon called speckle, which is caused
by localized destructive and constructive interference due to scatterers
in a single ground cell diering in range by less than a wavelength of
the carrier signal. In our scheme, a speckle phenomenon involving con-
structive and destructive interference may also occur depending on the
carrier frequency, the physical dimensions of the system, and the phys-
ical arrangement of the several nodes in a cohort. The total number of
nodes in a cohort, which had negligible impact for the baseband case,
may also have some eect on the signal power that is received due to
speckle.
Overall, the simulation-based characterization has shown the eect
that some of the system parameters, including the signal to noise ra-
tio, the number of cohorts, and the pulse compression ratio, have on
performance. It has also been demonstrated that performance close to
the orthogonal binary signaling alphabet limit may be achieved with
the scheme. The importance of synchronization to the reachback com-
munication scheme has also been demonstrated. We now move towards
a strict information theoretic channel capacity characterization of the
system.
4. Information Theoretic Characterization
In order to characterize the channel capacity of the proposed sensor
reachback communication scheme, we rst characterize the channel. We
treat the channel as an additive MISO channel with additive white Gaus-
sian noise. For the information theoretic characterization, we assume
that a cohort can be modeled as a single transmitter antenna located at
the centroid of the cohort, which is valid when the RP=RA ratio is much
less than one. Under this assumption, reachback with radar signals is
simply a time-division scheme, albeit before pulse compression there is
actually overlap among the signals of the dierent cohorts. Time di-
vision generates orthogonal signals for each antenna element, thus the
multiple-element antenna channel can be analyzed as a set of indepen-
dent parallel channels.
The input to the antenna array is formed by time-multiplexing a
scalar-coded symbol stream X [n] across the cohorts. Symbols are dealt
to the cohorts periodically, so that X [n] is transmitted using cohort
k when n  k(modC). A randomized time-division system would se-
lect a cohort randomly with uniform distribution, however the mutual18
capacity formula reduces to
Ik = 1   H



akgkx
2

; (1.11)
where x is the symbol amplitude.
If one considers an input sequence X [n] that is i.i.d. complex circu-
larly symmetric Gaussian with energy EjX[n]j2 = xs per symbol, it is
the situation considered in [13], which has
I =
1
C
C X
k=1
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!
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This can achieve the optimal performance for vector-coded antenna sys-
tems
I  IOPT = log2
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when all cohort gains are equal, ja0g0j = ja1g1j = ... = jaC 1gC 1j.
This entire analysis has been done in discrete time, measuring mu-
tual information per channel usage. In order to determine the contin-
uous time capacity, the switching period of the commutator switch in
Fig. 1.10, must be considered. The switching period is determined by the
number of cohorts and the range of articial delay assignments. Even
though the capacity per channel usage is just the average of the individ-
ual channel capacities, a far greater continuous time rate is achievable
with multiple cohorts. Overall CI bits of information can be transmitted
reliably per PRI, and CI
TPRI bits per second.
5. Related Work
The work presented in this paper grows naturally out of an idea we
outlined rst in [2], of using radar imaging principles to implement the
uplink of a sensor network. Other related work in our group deals with
the development of time synchronization algorithms for the sensor ar-
ray [8], and the development of a distributed FSK modulation scheme
for the same application [9]. A dierent (but somewhat related) tech-
nique of energy accumulation for communication in a distributed setup
has been considered in [10, 14].
There is one reference of which we became aware while our work
was well under way, on which we need to comment in detail: work
of a very similar nature was developed recently and independently by
Ananthasubramaniam and Madhow [1]. Therefore, we feel it is onlyA Distributed Transmitter for Reachback based on Radar Signals 19
appropriate to highlight the similarities and dierences among the their
approach and ours.
Ananthasubramaniam and Madhow's scheme for sensor reachback
communication operates without requiring a sensor network, in its clas-
sical sense, at all. No information dissemination occurs among sensor
nodes, no distributed signal processing is performed, and no cooperation
among nodes for reachback communication is required. Thus each node
is wholly responsible for transmitting its message to the receiver, or \col-
lector node." Our scheme becomes almost identical to their proposed
scheme, if the articial range separation is taken to be zero, the number
of cohorts is expanded to the limiting case when the number of cohorts
equals the number of nodes, and azimuthal processing, in addition to
range processing as in true imaging SAR, is applied at the receiver.
Due to the lack of communication between sensor nodes in the scheme
of [1], the underlying phenomenon being sensed is required to be in the
form of discrete events that occur at random locations in the eld, and
the only message that may be transmitted is an activity map. Since
spatial correlation is not reduced by distributed processing, there will
generally be much inherent redundancy in the activity map, and this
redundancy will in fact be the source of increased reliability in their
scheme, very similar in spirit to the information theoretic work of Cover,
El Gamal and Salehi [5]. In our scheme, however, an arbitrary stream of
symbols may be sent, and standard forms of error correction codes may
in fact be used for increased reliability in addition to the use of multiple
nodes used to transmit the same signal synchronously.
In terms of synchronization, the scheme of [1] uses the collector node
to transmit a beacon signal which is then actually echoed by the sensor
nodes. In our scheme, no such explicit beacon signal is used. Rather,
it is assumed that the nodes may be synchronized on the ground by
some other means (e.g., [8]). Depending on the application under con-
sideration, this may or may not be drawback. For example, for military
applications, where the airborne receiver is the vital asset, it may not be
so wise to require radio transmissions from the receiver, as has been the
trend for military multistatic UAV-based surveillance systems. For other
applications, such as in environmental monitoring, having the collector
emit pulses does not pose problems.
Finally, the main conceptual dierence between the work of [1] and
ours is the way in which limitations in classical SAR systems enter into
these systems. In classical SAR systems, the physical resolution for
transmitting back sensed data in fundamentally limited by the physics
of the system, typically greater than 10m for most systems. This source
of limitation on the data rates attainable in the uplink does apply to the20
scheme of [1] as well, but not to ours. If the density of the sensor nodes is
greater than the range/azimuth resolution of the imaging radar, then the
signals from all nodes within a single range-Doppler cell will become su-
perposed, in essence low-pass ltering the collected data. Furthermore,
they will cause the speckle phenomenon, which will result from random
constructive and destructive interference. So the scheme of [1] will not
mitigate the two main drawbacks of SAR imaging, namely, low resolu-
tion and speckle noise, which was perhaps one of our main motivations
in dealing with sensor-assisted remote sensing systems. Overall, having
more densely placed sensors will actually not increase the amount of in-
formation that can be retrieved, since the ground is divided into discrete
range-Doppler cells, and the cells' reectivity coecients can be consid-
ered as discrete-time, memoryless, continuous amplitude input data to a
source encoder. This physical resolution problem was the primary rea-
son that the concept of articial range separation was introduced in our
scheme. A similar articial Doppler shift could also be introduced in our
scheme if two-dimensional, range- and azimuth-discriminating, channel
slicing was desired.
In summary. Both the systems described in [1] and ours are based
on similar principles: have the sensor network emit signals resemblant
of those dealt with by radar receivers. In the system of [1], the sensors
act independently. This has the advantage of being implementable with
what is perhaps the lowest possible complexity for any such approach,
but is subject to the standard limitations of radar imaging systems. Our
system, at the expense of extra complexity in the form of communica-
tion and coordination among sensor nodes forming a network, is able
to operate in a regime that is not limited by the fundamental physical
limitations of classical radar. Both schemes have merit, and which one
is better suited for specic applications depends entirely on demands
in terms of data rates achievable and complexity aordable by these
applications.
6. Conclusions
In this work, a system architecture and signaling protocol for sensor
reachback communication has been developed. The scheme has been de-
signed in a \backwards compatible" way so as to allow the use of a stan-
dard radar receiver and signal processing, thus information is encoded in
magnitude, with spatial discriminability allowing independent informa-
tion to be transmitted from dierent range cells. Operating under the
assumption that individual nodes will not have sucient resources to
signal a distant receiver, the scheme has incorporated synchronous sig-A Distributed Transmitter for Reachback based on Radar Signals 21
naling from an entire cohort of nodes that will be integrated together.
Multiple cohorts are used to increase the transmission rate that is pos-
sible. Treating each cohort as a cohesive unit, the scheme can be de-
scribed as a medium access control protocol that divides the channel into
numerous independent channels. The division is partially based on in-
herent time orthogonality of transmitters located at dierent ranges due
to propagation delays and is supplemented by the introduction of arti-
cial range separation. Channel slicing is further supported by the use of
pulse compression waveforms, which allow signicantly time-overlapping
pulses to be separated. Overlapping pulse compression sidelobes make
the channels not truly independent.
Simulation results demonstrate that the scheme can achieve good
performance, despite being designed under transmitter simplicity con-
straints and under the constraint of a specic type of receiver. Simula-
tion has been performed only using binary OOK signaling using Barker
coded waveforms. Further investigations into system performance by
changing these parameters would provide greater insight into the poten-
tial of the scheme that has been proposed. In particular, it would be
advisable to investigate linear frequency modulation waveforms that nd
great use in synthetic aperture radar. Furthermore, the use of adaptive
pulse amplitude modulation decoders may be investigated for improved
performance by mitigating impairments.
Future work into the mathematical characterization of the system
may involve modeling node failure, timing jitter, and the speckle phe-
nomenon as forms of channel fading. Cohort misassignment, stemming
from poor localization, may also be characterized as a form of either
noise or interference. Comparisons to traditional beamforming, space-
time coding, and the other reachback communication schemes that have
recently been developed may also follow.References
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