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A FREE BOUNDARY PROBLEM RELATED TO THERMAL INSULATION
LUIS A. CAFFARELLI AND DENNIS KRIVENTSOV
Abstract. We study a free boundary problem arising from the theory of thermal insulation. The outstand-
ing feature of this set optimization problem is that the boundary of the set being optimized is not a level
surface of a harmonic function, but rather a hypersurface along which a harmonic function satisfies a Robin
condition. We show that minimal sets exist, satisfy uniform density estimates, and, under some geometric
conditions, have “locally flat” boundaries.
1. Introduction
In this article we study the following variational problem. We are given a domain Ω ⊆ Rn, and we
consider the minimizing pair (A, u), where A is a set containing Ω and u is a nonnegative function on A with
u ≡ 1 on Ω, of the energy
(1.1) F (A, u) =
ˆ
A
|∇u|2dLn + h
ˆ
∂A
u2dHn−1 + C0Ln(A).
Here h,C0 > 0 are fixed constants.
This problem is motivated by the following optimal insulation configuration: the variable u is the
temperature. In Ω we keep a constant temperature, u ≡ 1. We are able to insulate the domain Ω with some
bulk insulation that occupies A, and further A is covered by a thin layer Γε, of width ε, of highly insulating
(≈ ε−1) material. The energy of this configuration is then
(1.2) Fε(A, u) =
ˆ
A
|∇u|2dLn + hε
ˆ
Γε
|∇u|2dLn + C0Ln(A),
where C0 represents the per-unit cost of the insulator A. In the ε layer u will be jumping from some value
u0 in A to 0 in the complement of A ∪ Γε, and so |∇u| ∼ −uν ∼ u0ε (here ν stands for the outward unit
normal to A). This suggests that the limiting functional will take the form (1.1).
Minimizers of (1.1) have very different qualitative behavior from solutions of the conventional one-phase
problem (which arises when there is no layer Γε; see [2]). One possible phenomenon might occur in the
following situation, which we describe informally. Start with any configuration for which A \Ω is nonempty,
and add a tiny ball Br(x) to Ω, with x in the interior of A \ Ω and r much smaller than the distance from
x to ∂(A \ Ω). A trivial competitor for the new A is the old insulator with a small annulus deleted around
Br(x); this increases the value of F by an amount on the order of r
n−1. A refinement of this results in
a competitor where A has two components which share boundary. If the optimal A was to be connected,
however, it appears unavoidable that the value of F would be increased by an amount on the order of the
capacity of Br(x), or r
n−2, which in the limit of r small is much larger. In particular, this suggests that
having two local components of A sharing boundary is an unavoidable feature of some minimizers.
The first goal of this paper is to show that, for a given set Ω, there exists a minimal set A. Our approach
is based on the basic observation, evident from (1.1), that if we know, a priori, that the minimal function u
is bounded from below by a strictly positive number, then the perimeter of A is controlled by F . Such an
a priori bound from below on u is not trivial, and requires some use of the global structure and the volume
penalization. Nevertheless, we establish this bound in Section 3.
As the example above suggests, sets of finite perimeter are not a suitable relaxed setting for this problem,
as they will not properly count the perimeter of those pieces of the boundary of A for which A has Lebesgue
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density 1. Instead, we use special functions of bounded variation, which have the same useful compactness and
semicontinuity properties but offer extra flexibility. Effectively, we view both the set A and the function u as
a function which is allowed to have codimension-1 jumps. These special functions of bounded variation were
introduced specifically to address “free discontinuity” problems, the most famous of which is the minimization
of the Mumford-Shah functional introduced in [17]. It turns out that our situation is quite closely related
to the Mumford-Shah problem. Apart from obvious differences in the global structure, the major local
difference is that the Mumford-Shah functional counts the perimeter without multiplicity, while we count
the (weighted) perimeter with multiplicity (either 1, when there is one component of A bordering a point of
∂A, or 2, if there are two).
More precisely, we identify the pairs (A, u) above with functions u1A, which are in SBV at least when
Hn−1(A) <∞. Then the energy in (1.1) is expressed as
(1.3) F (u) =
ˆ
Rn
|∇u|2dLn + h
ˆ
Su
u2 + u2dHn−1 + C0Ln({u > 0}).
Here u, u are the approximate upper and lower limits of u (they are defined in the next section), Su is the
singular set where u < u, and ∇u is the absolutely continuous part of the derivative of u. This version of
the functional is defined for bounded SBV functions, and when evaluated on functions of the form u1A for
a smooth domain A coincides with (1.1). When A has regular pieces of boundary with A on either side, this
version of F will add the contribution of the trace of u from each side to the surface term. One of the main
results of the paper is then the following theorem, whose proof is based on the a priori estimate described
above:
Theorem 1.1. Let Ω be a bounded open set. Then there is a function u ∈ SBV (Rn), with u(x) = 1 for
Ln-a.e. x ∈ Ω, such that
F (u) ≤ F (v)
for all v with the same assumptions. Moreover, u(x) ∈ {0} ∪ [δ, 1] for Ln-a.e. x ∈ Rn, where δ = δ(Ω) > 0.
Using the argument of [11] for the Mumford-Shah functional, we next show that the singular set Su of
the relaxed minimizer satisfies the density estimates
crn−1 ≤ Hn−1(Su ∩Br(x)) ≤ Crn−1,
where x ∈ S¯u and r < d(x,Ω). The argument for this estimate demands only superficial changes from the
Mumford-Shah case, and we include it mainly for completeness. As a consequence, we may extract from the
relaxed minimizer an open set A and a harmonic function u which are minimizers in the “classical” sense.
In a companion paper [15], the second author shows that at every point x ∈ S¯u at which Su ∩ Br(x)
is trapped between two parallel hyperplanes within εr of each other, for a sufficiently small ε, S¯u ∩ Br/2
is actually equal to the union of the graphs of two C1,α functions. The remainder of this paper is devoted
to finding conditions under which this hypothesis is satisfied, using blow-up techniques. The blow-ups are
homogeneous of degree 12 , as this is the natural scaling of the energy; this type of blow-up was introduced
by Bonnet [4] for the Mumford-Shah functional in the plane, which has the same scaling. In our case,
the blow-up limits are local minimizers of a certain limiting functional, and this global problem has rather
different structure from the Mumford-Shah case.
We show that at points on the boundary of at least two local connected components of {u > 0}, or at
points of vanishing density of {u = 0}, the set S¯u is locally flat (meaning the theorem in [15] applies), except
for a set of codimension 8. In the case of n = 2, we also show that points on the boundary of a component
of {u = 0} satisfy the flatness condition. Whether there are any non-flat points for planar minimizers which
are accumulation points of connected components of {u = 0} is left as an open question.
There are many other questions related to this kind of free boundary problem which remain open as
well. For example, it would be reasonable to expect that if Ω is convex, then {u > 0} is also convex, or at
least star-shaped. If it was shown to be convex, it would then follow from Lemma 7.1 that at each point
x ∈ ∂{u > 0}, the blow-ups of {u > 0} are half-spaces, and so ∂{u > 0} is a smooth hypersurface. It is less
clear whether in dimension higher than two the property of ∂{u > 0} locally being a Lipschitz graph ensures
flatness, as there are cones and homogeneous functions which are stationary for the blow-up problem (in the
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sense of satisfying the conclusion of Lemma 7.1 at all points) which have singularities. Finally, there are
other problems which may have similar free boundary conditions: for example, if in our motivating example
the temperature in Ω was not constant but rather some function φ > 0, similar considerations would lead to
the problem of minimizing ˆ
∂Ω
−uνΩdHn−1 + Ln(A)
where u = φ on ∂Ω, uνA + hu = 0 on ∂A, and u is harmonic on A \ Ω; see [1] for the case of the Dirichlet
condition. Another example, considered recently in [6], features p-Laplace type energies and nonlinear surface
terms.
The structure of the paper is as follows: Section 2 outlines the notation and reviews relevant facts from
geometric measure theory. Section 3 gives a proof of the a priori lower bound on u, and Section 4 uses
this estimate to prove the existence of minimizers. Section 5 presents the density estimate on Su and some
corollaries. Section 6 gives the details for a blow-up procedure that is used in the rest of the paper. Then
Section 7 collects some facts about solutions to a global minimization problem, obtained in the blow-up limit.
Section 8 uses this and some results from minimal surface theory to give flatness criteria, while Section 9
derives some additional flatness criteria in the plane.
After completing this work, we learned of the recent paper [7], which deals with the same problem.
The authors there also use a relaxation to SBV, prove a lower bound on u like ours from Section 3, and
construct minimizers. They also present a completely different argument from the one in Section 5 for the
lower density estimate on the jump set Ju; their method has the advantage of giving an explicit constant in
this estimate. The topic of regularity and the blow-up methods in our remaining sections are not covered in
[7]. We also learned of the related work [6] mentioned above and the very recent preprint [5], which deals
with some global issues for similar problems.
2. Notation and Tools
In this section we explain our notation and discuss the relevant properties of the space SBV of special
functions of bounded variation. Most of the results here can be found in the book of Ambrosio, Fusco, and
Pallara [3].
2.1. Functions of Bounded Variation. The space BV (Rn) contains functions u in L1(Rn) with distri-
butional gradients representable by finite Borel regular measures (which we write as Du), and is equipped
with the usual norm:
‖u‖BV (Rn) = ‖u‖L1(Rn) + |Du|(Rn).
For a function of bounded variation, we define the measure-theoretic upper and lower limits by
u(x) = inf
{
t | lim sup
rց0
 
Br(x)
(u− t)+dLn = 0
}
and
u(x) = sup
{
t | lim sup
rց0
 
Br(x)
(t− u)+dLn = 0
}
.
Points for which u(x) = u(x) are referred to as points of approximate continuity, while Su = {x | u(x) > u(x)}
is the singular set. Notice that points of approximate continuity are precisely those x for which the blow-ups
vx,r(y) = u(x+ ry) converge to constant functions in L
1
loc as r ց 0. Sometimes we will prefer to work with
Ku = S¯u, the topological closure.
The set Ju ⊆ Su of jump points for a function of bounded variation consists of those points for which
the blow-ups vx,r(y) = u(x + ry) converge to a function constant on each side of a hyperplane; i.e. there
exists a unit vector νx such that
vx,r
L1loc−−−→ 1{y|〈νx,y〉<0}u(x) + 1{y|〈νx,y〉>0}u(x)
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as r ց 0. For the properties of the sets Ju and Su we refer to [3, 3.6-3.7]; the most consequential fact about
them for us is the Federer-Vol’pert theorem:
Proposition 2.1. Let u ∈ BV (Rn). Then Su is countably Hn−1-rectifiable, Hn−1(Su \ Ju) = 0, and
Du Su = (u− u)νxHn−1 Ju.
Using this theorem and the Lebesgue decomposition, we arrive at a representation Du = ∇uLn + (u−
u)νxHn−1 Ju+Dcu, where ∇u is the density of the part of Du which is absolutely continuous with respect
to Lebesgue measure. The third term represents the remaining singular part of Du, and u is said to be a
special function of bounded variation if that term vanishes. We set SBV (Rn) to be the linear subspace of
BV containing such functions.
The essential properties of SBV are summarized below. The first proposition is a compactness and
closure property of SBV , which is a special case of [3, Theorem 4.7, 4.8] (except the very last statement,
which instead may be deduced from Theorem 5.22; the reason that the integrand is jointly convex is explained
in Example 5.23b, while the extra assumption on the integrand being bounded from below is only used to
show that Hn−1(Jui) is uniformly bounded, which we assume separately).
Proposition 2.2. Let {ui}i∈N be a sequence of functions in SBV (BR)∩L∞(BR). Then the following hold:
(i) If
sup
i
(ˆ
BR
|∇ui|2dLn + ‖ui‖L∞(BR) +Hn−1(Jui)
)
<∞,
then there is a subsequence uik → u in L1(BR), and u ∈ SBV .
(ii) Furthermore, along the subsequence above we haveˆ
BR
|∇u|2dLn ≤ lim inf
k
ˆ
BR
|∇uik |2dLn,
Hn−1(Ju) ≤ lim inf
k
Hn−1(Juik ),
and ˆ
Ju
u2 + u2dHn−1 ≤ lim inf
k
ˆ
Juik
u2ik + u
2
ik
dHn−1.
2.2. Sets of Finite Perimeter, Hausdorff Convergence, and Uniform Rectifiability. A Borel set
E ⊆ Rn is said to have finite perimeter if 1E lies in BV . Given such a set E, we define the Borel measure
P (E;A) = |D1E |(A).
For an arbitrary set E, set E(0) to be the set of points with Lebesgue density 0 for E, and E(1) the set of
points of Lebesgue density 1. The essential boundary is defined by ∂eE = Rn\(E(0)∪E(1)), and if E has finite
perimeter, this agrees with S1E . The reduced boundary ∂
∗E of a set of finite perimeter is the set of points
whose blow-ups converge to half-spaces, or J1E . From Proposition 2.1, we have that Hn−1(∂eE \ ∂∗E) = 0.
Given two closed sets A,B ⊆ U and an open set V ⊂⊂ U , define the distance
d(A,B;V ) = sup{d(x,A)|x ∈ V ∩B}+ sup{d(x,B)|x ∈ V ∩A}.
We say that a sequence of closed sets Ak → A locally on U in Hausdorff topology if d(Ak, A;V )→ 0 for every
V ⊂⊂ U . The useful fact about this definition is that given a family of closed sets in U , we may always find
a sequence which converges to some closed set in this sense. If we have a sequence of closed sets Ak such
that Hn−1 Ak ⇀ µ weakly-* as measures on U , and moreover
(2.4) crn−1 ≤ Hn−1(Br(x) ∩Ak) ≤ Crn−1
for each Br(x) ⊆ U with constants uniform in x, r, and k, then Ak → suppµ locally on U in Hausdorff
topology, and the limit will satisfy the same density estimate.
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There are many equivalent definitions of uniform rectifiability (see [10]), but we select one which will
help explain the one property we require of them. We say that a measurable function ω : Rn−1 → [0,∞] is
an A1 weight, with constant A, if for every ball B we have 
B
ωdLn−1 ≤ Aω(x) for a.e. x ∈ B.
An important property of such weights, known as the reverse Ho¨lder inequality, is that there is an exponent
p = p(A) > 1 such that ( 
B
ωpdLn−1
) 1
p
≤ C(A)
 
B
ωdLn−1.
We say that a closed set E ⊆ Rn satisfying the density estimates (2.4) for r ≤ 1 is uniformly rectifiable with
constant A if there is a continuous map z : Rn−1 → Rn and an A1 weight ω with constant A such that the
distributional derivative of z is absolutely continuous,
|∇z| ≤ ω 1n−1 ,
Lebesgue-a.e., and ˆ
z−1(Br(x))
ωdLn−1 ≤ Arn−1,
such that E ⊆ z(Rn). Notice that any uniformly rectifiable set is rectifiable.
Proposition 2.3. Let Ak ⊆ Rn be a sequence of closed sets converging locally in Hausdorff topology to a set
A, and satisfying the density estimates (2.4). Assume, moreover, that the Ak are uniformly rectifiable with
constant C. Then so is A.
Sketch of proof. Let zk, ωk be the associated parametrization to Ak. It is straightforward to check that each
zk(Rn−1) is closed and satisfies density estimates (2.4) with constants depending only on C, so we may
assume, passing to a subsequence, that they converge to a set Q in Hausdorff topology. Clearly A ⊆ Q.
From the reverse Ho¨lder inequality, we have a uniformW
1,(n−1)p
loc bound on zk, so we have that zk → z locally
uniformly, and z(Rn−1) = Q. Moreover, the weights ωk are locally uniformly integrable, and so ωk ⇀ ω
weakly in L1loc, |∇z| ≤ ω
1
n−1 a.e., and ω is an A1 weight. Finally,ˆ
z−1(Br(x))
ωdLn−1 ≤ Crn−1
can be checked using the uniform convergence of zk to z, which implies that for k large enough, |zk − z| ≤ ε
on Bε−1 . Then zk(z
−1(Br(x)) ∩Bε−1) ⊆ Br+ε(x), and henceˆ
z−1(Br(x))∩Bε−1
ωdLn−1 = lim
ˆ
z−1(Br(x))∩Bε−1
ωkdLn−1
≤ lim inf
ˆ
z−1k (Br+ε(x))
ωkdLn−1
≤ C(r + ε)n−1.
Now send εց 0. 
2.3. Definitions of Energy Minimizers. We now fix an open set Ω ⊆ Rn. This set should be thought of
as the “boundary data” for the problem, and examples we have in mind are where Ω is the interior or the
exterior of a smooth compact hypersurface. To avoid technicalities, we will assume that Ω is bounded, but
the the reader may check that nothing changes under weaker assumptions (such as Ω ⊆ Ω′, Ω′ has finite
perimeter, and Ln(Ω′ \ Ω) <∞).
The strong formulation of the problem is as follows: consider pairs (A, u) of open sets with smooth
boundaries A and functions u with u− 1 ∈ H1(A), where Ω ⊂ A and u = 1 on Ω. The task is to minimize
F (A, u) =
ˆ
A\Ω
|∇u|2dLn +
ˆ
∂A
u2dHn−1 + Ln(A \ Ω)
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over all such pairs. It is obvious (using max{0,min{1, u}} as a competitor) that it suffices to minimize over
functions u taking values in [0, 1].
It is unreasonable to actually attempt such a minimization directly, so we relax the problem to the space
SBV . To do so, consider the extension of u by 0 to the entire Rn. This is a function in SBV , and Su is the
portion of the boundary of A where u 6= 0. We may therefore attempt to minimize
F (u) =
ˆ
Rn
|∇u|2dLn +
ˆ
Ju
u2 + u2dHn−1 + Ln({u > 0} \ Ω)
over all functions in SBV (Rn) with 0 ≤ u ≤ 1 and u = 1 on Ω.
Any such function minimizing F will be referred to as a minimizer. Any such function with the property
that F (u) ≤ F (u1A) for any set of finite perimeter A containing Ω will be called an inward minimizer. This
is a much weaker property.
Finally, a function u is said to be a local minimizer on a ball Br(x) ⊆ Rn \ Ω if F (u) ≤ F (v) for all
v ∈ SBV (Rn) with u− v supported on Br(x). Local minimality does not depend on Ω, in the sense that a
minimizer for any Ω will be a local minimizer on Br(x), provided the ball is outside of Ω.
3. The Key Estimate
The main difficulty in obtaining minimizers by the direct method is an estimate on the n−1 dimensional
measure of the jump set. In this section we obtain this bound, not only as an a priori estimate on minimizers,
but also for inward minimizers (which greatly simplifies the following section).
The following lemma is technical, showing that the coarea formula applies in a low-regularity situation.
Lemma 3.1. Let u ∈ BV (Rn) be a function with 0 ≤ u ≤ 1. Then we haveˆ 1
0
P ({u > s};Rn \ Su)ds = |Du|(Rn \ Su).
Proof. From the Fleming-Rishel coarea formula for BV functions [12], we haveˆ 1
0
P ({u > s})ds = |Du|(Rn),
so it suffices to show ˆ 1
0
P ({u > s};Su)ds = |Du|(Su).
Also note that it follows that the level sets {u > s} have finite perimeter for L1 a.e. s. Using the Federer-
Vol’pert theorem, the right-hand side is given by
|Du|(Su) =
ˆ
Ju
|u− u|dHn−1.
On the other hand, from the structure of sets of finite perimeter, for almost every s we have
P ({u > s};Su) = Hn−1(∂e{u > s} ∩ Ju) = Hn−1(∂∗{u > s} ∩ Ju).
Now notice that we have (from looking at the blow-ups)
Ju ∩ {u < s < u} ⊂ ∂e{u > s} ∩ Ju, ∂∗{u > s} ∩ Ju ⊂ Ju ∩ {u ≤ s ≤ u},
which implies ˆ
Ju
1(u,u)(s)dHn−1 ≤ P ({u > s};Su) ≤
ˆ
Ju
1[u,u](s)dHn−1.
We now integrate in s and use Fubini’s theorem to obtainˆ 1
0
ˆ
Ju
1(u,u)(s)dHn−1ds =
ˆ
Ju
|u− u|dHn−1 =
ˆ 1
9
ˆ
Ju
1[u,u](s)dHn−1ds,
which gives the conclusion. 
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Fix a ball BR(x) containing Ω, and note that u = 1BR(x) is a valid competitor function in the minimiza-
tion problem for F . We set F¯ = F (1BR(x)), and generally restrict our attention to admissible competitor
functions v with F (v) ≤ F¯ (minimizing F over all such functions is equivalent to minimizing over all com-
petitors).
Theorem 3.2. Let u be an inward minimizer with F (u) ≤ 2F¯ . Then there is a value δ = δ(Ω) > 0 such
that Ln({0 < u < δ}) = 0.
Proof. We apply Lemma 3.1 to the BV function 12 min{u, t}2, obtainingˆ
{u≤t}\Su
u|∇u|dLn =
ˆ t
0
sP ({u > s};Rn \ Su)ds.
The left-hand side can be estimated using the Cauchy-Schwarz inequality to give
ˆ
{u≤t}\Su
u|∇u|dLn ≤
(ˆ
u2dLn
)1/2(ˆ
|∇u|2dLn
)1/2
≤ F (u) ≤ 2F¯ ,
so in particular both sides are finite and bounded in terms of Ω only. Set
f(t) =
ˆ t
0
sP ({u > s};Rn \ Su)ds.
This is an absolutely continuous function, and we will show it satisfies a differential inequality. To that
end, for t with {u > t} having finite perimeter, consider the competitor u1{u>t}. This gives, from inward
minimality and Proposition 2.1, that
0 ≤ F (u1{u>t})− F (u)
=
ˆ
∂∗{u>t}\Su
u2dHn−1 −
ˆ
{u≤t}\Su
|∇u|2dLn − Ln({0 < u ≤ t})
−
ˆ
Ju∩{u>t}(0)
u2 + u2dHn−1 −
ˆ
Ju∩∂∗{u>t}
u2dHn−1.
Regrouping terms,ˆ
Ju∩{u>t}(0)
u2 + u2dHn−1 +
ˆ
Ju∩∂∗{u>t}
u2dHn−1 +
ˆ
{u≤t}\Su
|∇u|2dLn + Ln({0 < u ≤ t})
≤ t2P ({u > t};Rn \ Su) = tf ′(t).
We are now in a position to estimate f , using Ho¨lder inequality and the BV Sobolev inequality applied
to the function u21u≤t:
f(t) ≤ Ln({u ≤ t}) 12n
(ˆ
{u≤t}
u2
∗
dLn
) 1
2∗
(ˆ
{u≤t}
|∇u|2dLn
) 1
2
≤ C(n)(tf ′(t)) 12+ 12n
(ˆ
ud|D(u1u≤t)|
)1/2
.
Here 2∗ = 2nn−1 . The absolutely continuous portion of the integral in the last factor is estimated by Cauchy-
Schwarz, while the singular portion we compute directly:
ˆ
ud|D(u1u≤t)| ≤
√
Ln({0 < u ≤ t})
ˆ
{u≤t}\Su
|∇u|2dLn +
ˆ
Ju∩{u>t}(0)
u2 + u2dHn−1
+
ˆ
Ju∩∂∗{u>t}
u2dHn−1 + t2P ({u > t};Rn \ Su)
≤ 4tf ′(t),
as each of the terms appears in our previous estimate. We therefore arrive at
f(t) ≤ C(n)(tf ′(t))1+ 12n .
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For any t > t0 with f(t0) > 0, we may rewrite this as
f ′(t)
f(t)
2n
2n+1
≥ c(n)
t
and then integrate from t0 to 1. This gives
f(1)
1
1+2n − f(t0) 11+2n ≥ c(n) log 1
t0
,
or
f(t0)
1
1+2n ≤ f(1) 11+2n + c(n) log(t0) ≤ (2F¯ ) 11+2n + c(n) log(t0).
Now if t0 < δ = exp(−F¯ 11+2n /c(n)), we obtain f(t0) < 0, which is a contradiction. It must therefore be the
case that f(t) = 0 for t ≤ δ, from which it follows that Ln({0 < u ≤ δ}) = 0. 
Corollary 3.3. There is a value 0 < δ0 = δ0(Ω) ≤ δ such that any inward minimizer u with F (u) ≤ 2F¯ is
supported on B1/δ0 . Moreover, for any Br(x) ⊆ Rn \ Ω, we have
Hn−1(Ju ∩Br(x)) ≤ C(n,Ω)rn−1,
while if x ∈ Ku, we also have
Ln(Br(x) ∩ {u > 0}) ≥ c(n,Ω)rn.
Proof. The main observation is that for an inward minimizer, Theorem 3.2 implies thatˆ
Ju∩Br(x)
u2 + u2dHn−1 ≥ δ2Hn−1(Ju ∩Br(x)),
while by using u1Rn\Br(x) as a competitor, the left quantity is controlled by P (Br(x); {u > 0}(1)) ≤ C(n)rn−1.
The other points now follow in a standard way. We have that, for almost every r,
Ln(Br(x) ∩ {u > 0}(1)) ≤ C(n)P (Br(x) ∩ {u > 0}(1)) nn−1 ≤ C(n,Ω)P (Br(x); {u > 0}(1)) nn−1 .
The assumption that x ∈ Ku guarantees that the left-hand side is nonzero, and so by recognizing that the
left side is absolutely continuous as a function of r and P (Br(x); {u > 0}(1)) = ∂rLn(Br(x) ∩ {u > 0}(1)),
we may integrate this differential inequality to reach the conclusion.
Finally, if there is a point x ∈ Ku at least a distance of 1/δ0 from Ω, we obtain that
c(n,Ω)δ−n0 ≤ Ln({u > 0} \ Ω) ≤ F (u) ≤ 2F¯ ,
which is a contradiction for δ0 too small. 
4. Existence of Minimizers
In this section we use the key estimate to apply the direct method to our problem. Let
Ha = {u ∈ SBV | u(x) = 1∀x ∈ Ω, u(x) ∈ {0} ∪ [a, 1] for Ln a.e. x, suppu ⊆ B1/a}.
With this notation, we are searching for a minimizer of F amongst all of H0. The following lemma says that
it is equivalent to minimize over Ha for small positive a instead.
Lemma 4.1. A function u ∈ H0 is a minimizer if and only if F (u) ≤ F (v) for all v ∈ Hδ0 , where δ0 is the
constant in Theorem 3.2.
Proof. The only if implication is trivial. Consider any function v ∈ H0 with F (v) ≤ F¯ , and a truncation
va = v1{v≤a}∩B1/a where a is a small positive number. Estimating crudely,
|F (va)− F (v)| ≤ a2(P ({v > a}) +Hn−1(∂B1/a ∩ v ≥ a)).
On the other hand, integrating in polar coordinates, using Chebyshev’s inequality and the Fleming-Rishel
coarea formula,ˆ ∞
1/t
1
r
Hn−1({v ≥ 1/r})dr +
ˆ t
0
P ({v > a})da = ‖v‖L1 + |Dv|({u ≤ t}) ≤ C(v),
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the constant being the BV norm. Changing variables in the first integral, we see thatˆ t
0
1
a
Hn−1({v ≥ a}) + P ({v > a})da ≤ C(v).
In particular, for any t ∈ (0, 1) there is some a < t with
Hn−1({v ≥ a}) + P ({v > a}) ≤ C(v)/t ≤ C(v)/a.
We may therefore find a sequence ak ց 0 with
F (vak) ≤ F (v) +
1
k
.
Now consider the following auxiliary minimization problem for sets of finite perimeter A containing Ω
and contained in {vak > 0}: minimize
Gk(A) = F (vak1A).
Let {Aj}j be a minimizing sequence. Clearly these sets have equibounded diameter, being contained in
B1/ak . Now observe that
Gk(A) = Ln(A \ Ω) +
ˆ
A
|∇v|2dLn +
ˆ
J1Avak
(vak1A)
2 + (vak1A)
2dHn−1,
and the last term bounds a2kHn−1(J1Avak ) ≥ a2kP (A). We therefore infer from the compactness of sets of
finite perimeter that along a subsequence, Aj → A(k) in L1 and that the functions vak1Aj → wk = vak1A(k) .
From Proposition 2.2, we then have that F is lower semicontinuous along the subsequence, and
F (wk) ≤ inf
Ω⊆A⊆{vak>0}
F (vak1A) ≤ F (vak) ≤ F (v) +
1
k
.
The above inequality implies that the function wk is an inward minimizer. Applying Theorem 3.2 and
Corollary 3.3, we get that wk ∈ Hδ0 , and hence a valid competitor for u. This gives
F (u) ≤ F (wk) ≤ F (v) + 1
k
;
sending k →∞ completes the proof. 
Theorem 4.2. For any Ω, there exists a minimizer u. Moreover, u ∈ Hδ0 .
Proof. By Lemma 4.1, it suffices to find a minimizer over Hδ0 instead. Let uk ∈ Hδ0 be a minimizing
sequence for F . It follows that uk(x) ≥ δ0 for every x ∈ Juk , and so we have
δ20Hn(Juk) +
ˆ
|∇uk|2dLn ≤ F (uk) ≤ C(Ω).
It follows that the assumptions of Proposition 2.2 are satisfied, and so uk → u ∈ Hδ0 in L1 with
F (u) ≤ lim inf
k
F (uk).
Therefore u is a minimizer, and the proof is complete. 
5. Density Properties
Here we establish two density properties of minimizers: the uniform bounds on the density of perimeter
(“Ahlfors regularity”), and the uniform positive density of each local component of the positive phase. The
first, while somewhat deeper, is well-known in this kind of problem, and indeed parallels the very general
statement in the book of Guy David [8]. The second is an elementary corollary, but is quite specific to our
situation. For convenience, we will use the notation
F (u;E) =
ˆ
E
|∇u|2dLn +
ˆ
Ju∩E
u2 + u2dHn−1 + Ln({u > 0} ∩E)
10 LUIS A. CAFFARELLI AND DENNIS KRIVENTSOV
Theorem 5.1. Let u ∈ Hs be a minimizer. Then there is a constant 0 < δ1 = δ1(Ω) such that for any
x ∈ Ku and Br(x) ⊆ Rn \ Ω,
Hn−1(Ju ∩Br(x)) ≥ δ1rn−1.
The proof of this theorem is completely analogous to the proof of the corresponding statement for
SBV minimizers, first shown in [11], of the Mumford-Shah functional, and is based on the following partial
Poincare´ inequality, which is taken from [3, Theorem 4.14]:
Proposition 5.2. Let u ∈ SBV (Br). Then there are numbers −∞ < τ− ≤ m ≤ τ+ < ∞ such that the
function u˜ = max{min{u, τ+}, τ−} satisfies the Poincare´ inequality
‖u˜−m‖
L
2n
n−2 (Br)
≤ C‖∇u‖L2(Br),
and
Ln({u 6= u˜}) ≤ C (Hn−1(Su ∩Br)) nn−1 .
The constants depend only on n.
We now follow the original argument of [11].
Lemma 5.3. Let u ∈ Hs be a local minimizer in Br(x), and τ sufficiently small. There are values r0, ε0
depending only on n, τ and s such that if r < r0,
Hn−1(Su ∩Br(x)) ≤ ε0rn−1,
and
(5.5) F (u;Br(x)) ≥ rn− 12 ,
then
F (u;Bτr(x)) ≤ τn− 12F (u;Br(x)).
Proof. We may take x = 0. Assume that the conclusion fails; then for any τ > 0 there is a sequence uk ∈ Hs
of local minimizers on Brk with rk ց 0, which satisfy
Hn−1(Suk ∩Brk)
rn−1
= εk ց 0,
and yet
(5.6) F (uk, Bτrk) > τ
n− 12F (uk, Brk).
Set
Ek = r
2−n
k F (uk;Brk),
and define the functions
vk(x) =
uk(rkx)
E
1/2
k
.
These vk are in SBV (B1) and have ˆ
B1
|∇vk|2dLn ≤ 1.
Let v˜k be the truncations of vk given in Proposition 5.2, and mk the corresponding medians (u˜k will refer
to the scaled-back function u˜k(x) =
E
1/2
k
rk
vk(x/rk)). Thenˆ
B1
|v˜k −mk|2dLn ≤ C,
and
Ln({vk 6= v˜k}) ≤ C
(Hn−1(Svk)) nn−1 ≤ Cε nn−1k → 0.
It follows easily from the SBV compactness theorem (Proposition 2.2) that, passing to a subsequence, v˜k−mk
converge in L2 and a.e. to a function v ∈ W 1,2(B1), withˆ
Br
|∇v|2dLn ≤ lim inf
k
ˆ
Br
|∇v˜k|2dLn
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for each r ≤ 1.
Next, Consider the sequence of monotone functions
αk(t) =
F (uk;Btrk)
F (uk;Brk)
.
Up to passing to a subsequence, we may assume that αk → α L1-a.e., where α is also monotone. Thenˆ
Br
|∇v|2dLn ≤ lim inf
ˆ
Br
|∇v˜k|2dLn ≤ lim inf αk(r) ≤ 1,
and by the contradiction assumption (5.6) we have that αk(τ) ≥ τn− 12 . We may take instead
α˜k(t) =
F (u˜k;Btrk)
F (uk;Brk)
,
which are monotone and bounded by
α˜k(t) ≤ αk(t) + 2H
n−1(Juk ∩Btrk)
F (uk;Brk)
≤ (1 + 2
s2
)αk(t).
We also assume that α˜k → α˜ for L1-a.e. t.
Notice that, up to a subsequence,
rk
Ek
(Ln({v˜k 6= vk}))→ 0
as k →∞. Indeed, it follows from the estimate in Proposition 5.2 that
rk
Ek
(Ln({v˜ 6= v})) ≤ C rk
Ek
ε
n
n−1
k .
We are done unless rk/Ek →∞, but in that case, using εk ≤ s2F (uk, Brk)r1−nk , we have
rk
Ek
ε
n
n−1
k ≤
rk
Ek
(
s2
Ek
rk
) n
n−1
→ 0.
It follows from Fubini’s theorem that for L1-a.e. ρ,
rk
Ek
(Hn−1({v˜k 6= vk} ∩ ∂Bρ))→ 0.
Let I be the full-measure subset of [0, 1] containing those points for which both the above holds and α, α˜ are
continuous.
We now show that v is harmonic. Indeed, let φ ∈ W 1,2(B1) be a function with v − φ supported on Bρ,
where ρ < 1. Choose a smooth cutoff function η which is compactly supported on Bρ′ and equals 1 on Bρ,
and set
φk = ((mk + φ)η + v˜k(1− η)) 1Bρ′ + vk1B1\Bρ′ .
We use E
1/2
k φk(x/rk) in the minimality inequality for uk to obtain (after scaling)
αk(ρ
′) =
F (uk;Bρ′rk)
F (uk;Brk)
≤ 2 rk
Ek
Hn−1({vk 6= v˜k} ∩ ∂Bρ) +
ˆ
Bρ
|∇φ|2dLn + C[α˜k(ρ′)− α˜k(ρ)]
+ C
ˆ
Bρ′\Bρ
|∇φ|2 + (v˜k −mk − φ)2|∇η|2dLn + Cr2kE−1k .
Making sure that ρ, ρ′ ∈ I (note that this implies that limk αk(ρ′) = α(ρ′)) and taking the liminf in k, we
see that the last two terms vanish: the first because v˜k −mk → v in L2 and v = φ on Bρ′ \ Bρ, while the
second from the assumption (5.5). The first term on the right also drops, and so we are left withˆ
Bρ′
|∇v|2dLn ≤ α(ρ′) ≤
ˆ
Bρ
|∇φ|2dLn + C[α˜(ρ′)− α˜(ρ)] + C
ˆ
Bρ′\Bρ
|∇φ|2dLn.
Taking the limit as ρր ρ′ gives ˆ
Bρ′
|∇v|2dLn ≤
ˆ
B′ρ
|∇φ|2dLn,
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which implies v is harmonic. Also, by plugging in φ = v, we see that
α(ρ′) =
ˆ
Bρ′
|∇v|2dLn.
This equality holds on I, and as both sides are monotone and one of them is continuous, it also holds for
every radius in [0, 1]. Finally, α(1) = 1, while from (5.6) and the now-established continuity of α, we have
α(τ) = limαk(τ) ≥ τn− 12 . For sufficiently small τ , this contradicts the fact that v is harmonic. 
Proof of Theorem 5.1. We prove the theorem under the restriction
r < min{r0(τ1), r0(τ2), ε2τ2τ2n−21 τ2n−12 },
with τ1, τ2 determined below; the general case follows by taking a possibly smaller constant δ1 depending
only on Ω. First, let x ∈ Su and Br(x) ⊆ Rn \ Ω, and say that
Hn−1(Su ∩Br(x)) < ε0(τ1)rn−1.
We claim that this implies that
F (u;Bτ1τk2 r) ≤ ε(τ2)τ
k(n− 12 )
2 τ
n−1
1 r
n−1.
Indeed, for k = 0, we have that either
F (u;Bτ1r) ≤ F (u;Br) ≤ rn−
1
2 ≤ ε(τ2)(τ1r)n−1,
or else
F (u;Bτ1r) ≤ τn−
1
2
1 F (u;Br) ≤ C(n)τn−
1
2
1 r
n−1 ≤ ε(τ2)(τ1r)n−1,
where we used the trivial estimate F (u;Br) ≤ P (Br) and then chose C(n)2τ1 = ε(τ2)2. If the inequality
holds for some positive k, then using Lemma 5.3 again gives either
F (u;Bτ1τk+12 r
) ≤ F (u;Bτ1τk2 r) ≤ (τ1τ
k
2 r)
n−1/2 ≤ ε(τ2)τ (k+1)(n−
1
2 )
2 τ
n−1
1 r
n−1,
or
F (u;Bτ1τk+12 r
) ≤ τn− 122 F (u;Bτ1τk2 r) ≤ ε(τ2)τ
(k+1)(n− 12 )
2 τ
n−1
1 r
n−1
from the inductive hypothesis.
It follows that r1−nF (u;Br(x))ց 0 as r ց 0, which means
lim
r→0
r1−n
(ˆ
Br
|∇u|2dLn +Hn−1(Su ∩Br)
)
= 0.
Using [3, Theorem 7.8], this contradicts x ∈ Su.
Finally, if x ∈ Ku and
Hn−1(Su ∩B2r(x)) < ε0(τ1)rn−1,
we may find y ∈ Su ∩Br(x), for which
Hn−1(Su ∩Br(y)) < ε0(τ1)rn−1,
and we are lead to a contradiction. 
This theorem has a number of useful consequences, some of which are discussed below and in the next
section.
Corollary 5.4. Let u ∈ Hs be a minimizer. Then Hn−1(Ku \ Ju) = 0. Furthermore, for any ball Br(x) ⊂
Rn \ Ω, U = {u > 0} \Ku is open and has at most N = N(Ω) connected components which intersect Br/2
nontrivially, and each such component has Lebesgue measure of at least c(Ω)rn.
Proof. The first conclusion is a standard fact about sets with uniform Hn−1 density bounds (see [3]), while
the second follows from the first by applying the argument in Corollary 3.3 to each connected component of
Br \K which intersects Br/2. 
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Remark 5.5. Set A to be the set {u > 0} \ Ku. We have that ∂A ⊆ Ku, as any of the boundary points
of A which are not in Ku must have an entire small ball around them on which u is harmonic, and hence
strictly positive. This implies that A is open. We actually have that Ku = ∂A, as certainly Ju ⊆ ∂A, and
Ku = J¯u. From [3, Proposition 4.4] and the subsequent remarks, any H
1 function v on an open set A with
Hn−1(∂A) < ∞ and with v having summable boundary trace corresponds to an SBV function. It follows
that our pair (A, u) is a minimizer of
F (A, u) =
ˆ
A
|∇u|2dLn +
ˆ
∂A
u2 + u2dHn−1 + Ln(A)
over all A as above containing Ω and u ∈ H1(A) with u ≡ 1 on Ω.
Remark 5.6. In his book [8], Guy David considers an extremely general notion of quasiminimizer for
the Mumford-Shah functional. Indeed, it may be checked, by applying the previous remark, that any local
minimizer on Br in Hs is in David’s class TRLQ(Br) with constant M depending only on s and a as small
as one wishes, by choosing r0 small. We may then deduce from his Theorem 74.1 that Ku is uniformly
rectifiable. This will be used in the next section.
6. Behavior Under Limits
This section collects a number of auxiliary propositions relating to how sequences of minimizers converge
to other minimizers. The approach is similar to that of Bonnet, and as there are some obvious topological
issues with the limiting minimization problem, we interpret it in a stronger sense than the SBV framework.
Before commencing with the actual blow-up procedure, we require an improved semicontinuity property
of the surface energy. The proof given here relies on [15, Theorem 1.1], which we state in the following
proposition for convenience. While we note that it is possible to prove the lemma without resorting to this
theorem by using the arguments of [15, Lemma 5.4] along with reductions from geometric measure theory,
we give the simpler proof below.
Proposition 6.1. Let (K,u) be a local F minimizer on Br, with u ∈ {0}∪ [s, 1] and 0 ∈ K. Then there are
constants r0, α and ε, depending only on n and s, such that if for some ρ ≤ r0 there exists a hyperplane π
so that
sup
x∈K∩Bρ
d(x, π) < ερ,
then there are two functions g−, g+ : Rn−1 → R with g− ≤ g+,
‖g+‖C1,α(Bρ) + ‖g−‖C1,α(Bρ) ≤ 1,
and (identifying π with Rn−1) K ∩Bρ/2 = Bρ/2 ∩ {(x′, g+(x′)), (x′, g−(x′))|x′ ∈ Rn−1}. If u = 0 at a point
of Bρ/2 outside of the region g− < g+, then g− = g+, and is in fact a C
∞ function.
Lemma 6.2. Let uk be a sequence of local minimizers on B2rk , with rk going to 0, u˜k(·) := u(rk·)→ u0 in
L1, and Kuk → K locally in the Hausdorff topology on B2. Assume that K is a countably Hn−1-rectifiable
set. Then ˆ
B1∩K
u20 + u
2
0dHn−1 ≤ lim inf
ˆ
B1∩Ku˜k
u˜
2
k + u˜
2
kdHn−1.
Proof. Let J ⊆ K ∩Bρ, with ρ < 1, contain those points x ∈ K at which K admits a unique tangent plane;
we have that Hn−1(K \ J) = 0 (this is because K inherits the uniform perimeter density estimate, and is by
assumption countably Hn−1-rectifiable). Fix some γ > 0, and find for each x ∈ J a radius r(x, γ) such that
K ∩Br(x,γ)(x) ⊆ {|(x− y) · νx| ≤ γr(x, γ)},
where νx is a unit normal to the tangent plane to K at x. Applying Proposition 6.1 at every x ∈ J (with
γ less than the ε of that proposition), we find that (for k > K(x, γ) large) Br(x,γ)/2(x) ∩ Ku˜k is given by
the union of the graphs of a pair of C1,α functions g±,k : Rn−1 → R. Moreover, g±,k → g± in C1, u˜k → u0
uniformly on Br(x,γ)/2(x), and for all t < r(x, γ)/4,ˆ
Bt(x)∩K
u20 + u
2
0dHn−1 ≤ lim inf
ˆ
Bt(x)∩Ku˜k
u˜
2
k + u˜
2
kdHn−1.
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For each x ∈ J we may find a sequence of shrinking radii ri(x) < min{r(x, γ)/4, α} (with ri(x) decreasing
to 0) for which the above property will hold; let Oα be the set of all balls Bri(x)(x). Then Oα is a fine cover
of J , so by the Vitali-Besicovitch covering theorem we may find a countable disjoint subcollection {B¯i}i
with radii ri < α and Hn−1(J \ ∪iB¯i) = 0. We also have that as on 2Bi, K is given by two graphs,
Hn−1(∂Bi ∩K) = 0. On each of the balls, we have thatˆ
K∩Bi
u20 + u
2
0dHn−1 ≤ lim inf
ˆ
Bi∩Ku˜k
u˜
2
k + u˜
2
kdHn−1.
Using Fatou’s lemma and the fact that the balls are disjoint,ˆ
K∩Bρ
u20 + u
2
0dHn−1 ≤
∑
i
ˆ
K∩Bi
u20 + u
2
0dHn−1
≤
∑
i
lim inf
ˆ
Bi∩Ku˜k
u˜
2
k + u˜
2
kdHn−1
≤ lim inf
∑
i
ˆ
Bi∩Ku˜k
u˜
2
k + u˜
2
kdHn−1
≤ lim inf
ˆ
B1∩Ku˜k
u˜
2
k + u˜
2
kdHn−1,
provided ρ+ α < 1. This gives the conclusion when ρ→ 1. 
Lemma 6.3. Let uk ∈ Hs be a sequence of local minimizers on Brk(xk), and sk is a sequence with rk/sk →∞
and sk → 0. Then the following hold, along some subsequence:
(1)
Kuk−xk
sk
→ K in local Hausdorff topology. The set K satisfies the density estimates
(6.7) crn−1 ≤ Hn−1(Br(x) ∩K) ≤ Crn−1
for every x ∈ K and any r.
(2) uk((· − xk)sk)→ u0 ∈ SBV (Rn) in L1loc, with ∇u0 = 0 and Ku0 ⊆ K.
(3) Rn \K has at most N connected components on which u0 does not vanish, labeled Ui. The (constant)
value of u20 on Ui is named µi.
(4) On each component of Rn \K, there is a sequence ck such that uk((·−xk)rk)
s
1/2
k
− ck → u Lebesgue a.e.,
as well as in H1loc(R
n \K). The function u has locally finite H1 norm.
(5) (u,K) is a local minimizer on every ball BR of the functional
F0(v, L;BR) =
ˆ
BR\L
|∇v|2dLn +
N∑
i=1
µi
ˆ
∂Vi∩BR
2θi(x)dHn−1,
where L is a closed, countably Hn−1 rectifiable set with the property that if x ∈ Ui \BR, y ∈ Uj \BR,
and i 6= j, then x, y are not in the same component of Rn \ L. The open sets Vi are the components
of Rn \L containing Ui \BR, and v is in H1loc(Rn \L). The function θi is the Lebesgue density of Vi
at x, which is either 0, 1/2, or 1 at Hn−1-a.e. point. By local minimizer, we mean (u,K) minimizes
F0 amongst all pairs (v, L) as described for which L = K and u = v on Rn \BR.
(6) We have that ˆ
BR\K
|∇u|2dLn = lim s1−nk
ˆ
BRsk\Kuk
|∇uk|2dLn.
The application we have in mind is to blow-ups of a minimizer at a point. While the limiting problem
may appear opaque, we will soon show that the only nontrivial situation (at least in low dimensions) is when
N = 1; N = 2 will easily be seen to imply that K is a line or pair of lines when n = 2, while N > 2 is not
possible. The interpretation we suggest for the interesting case of N = 1 is that of a harmonic function on
a domain with variable “holes,” on the boundary of which a Neumann condition is satisfied. The functional
minimizes the sum of the Dirichlet energy and the perimeter of the holes, with the latter counted with
multiplicity (unlike for the Mumford Shah minimizers).
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Proof. Without loss of generality, we may take xk = 0. Now observe that, for every R, the scaled functions
u˜k(x) = uk(skx) are bounded by 1 on BR, and we also haveˆ
BR
|∇u˜k|2dLn ≤ C(n)Rn−1sk
and
Hn−1(Ku˜k ∩BR) ≤ C(n, s)Rn−1
from using uk1Rn\BRsk as a competitor for uk and scaling. Then Proposition 2.2 asserts that u˜k → u0 ∈ SBV
in L1loc along a subsequence. We also obtain thatˆ
BR
|∇u0|2dLn = 0,
while
Hn−1(Ku0 ∩BR) ≤ C(n, s)Rn−1.
We now show that the sets Ku˜k converge to K in local Hausdorff topology along a further subsequence,
and that K0 ⊆ K. We may assume that Hn−1 Ku˜k ⇀ µ in the weak-∗ sense, where µ is a Radon measure.
Moreover, an elementary argument shows that µ satisfies the density estimates
crn−1 ≤ µ(Br(x)) ≤ Crn−1
for any x ∈ suppµ. It follows that Ku˜k → suppµ := K in local Hausdorff topology.
We now show that Ju0 ⊂ K. Indeed, take any x ∈ Ju0 and a small ball Br(x): then we have
0 < Hn−1(Ju0 ∩Br(x)) ≤ lim inf
k
Hn−1(Ju˜k ∩Br(x)),
and so there is a sequence yk → y with yk ∈ Br(x) ∩ Ju˜k , meaning y ∈ K. As this is true for each r, we see
that x ∈ suppµ. This establishes properties (1) and (2).
We now show properties (4) and (5), and then return for (3). For property (4), fix a component U of
Rn \K on which u0 is positive, and any smooth open connected U ′ ⊂⊂ U . For k large, U ′ ⊆ BR \Ku˜k , and
in particular uˆk = s
−1/2
k u˜k is harmonic on U
′. Moreover, we have our previous estimateˆ
BR\Kuˆk
|∇uˆk|2dLn ≤ C(n)Rn−1,
from which we may deduce that there are numbers ck =
ffl
U ′ uˆkdLn such that uˆk− ck → u on U ′ in H1 norm.
Now for any connected U ′ ⊂⊂W ⊂⊂ U , we have the Sobolev inequalityˆ
W
|uˆk − ck|2dLn ≤ C(n, U ′)
(ˆ
W
|∇uˆk|2dLn +
ˆ
U ′
|uˆk − ck|2dLn
)
,
from which we may extract a further subsequence converging to u on W . Repeating a countable number of
times on an expanding sequence of open connected sets W (k) produces a (harmonic) function u on U which
is an H1loc limit of uˆk − ck. We may now do this on every component of Rn \K, and it then follows easily
from monotone convergence thatˆ
BR\K
|∇u|2dLn = lim
ˆ
∪componentsW (k)
|∇u|2 ≤ C(n)Rn−1.
This establishes (4).
We will require the following improved semicontinuity property of u˜k:ˆ
BR∩K
u20 + u
2
0dHn−1 ≤ lim inf
ˆ
BR∩Ku˜k
u˜
2
k + u˜
2
kdHn−1.
The point is that the left-hand integral is over K, not Ku0 . To see this, recall from Remark 5.6 that Ku˜k is
uniformly rectifiable, with uniform constants. Then Proposition 2.3 implies that K is uniformly rectifiable,
so in particular rectifiable. Finally, the statement above follows by Lemma 6.2.
To show (5), we begin with a competitor (L, v) which coincides with (K,u) outside BR. Let η be a
smooth cutoff function supported on BR2 and equal to 1 on BR1 with R2 > R1 > R, and R2 − R1 is to be
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thought of as small. Let Wε = {x ∈ BR2 \ BR1 |d(x,K) < ε}. We will use the fact (which follow from the
density estimates on K and its rectifiability) that
Ln(Wε) ≤ CεHn−1(K ∩ {R1 − ε < |x| < R2 + ε}),
and that, along some sequence of ε→ 0, that
Hn−1(∂Wε) ≤ CHn−1(K ∩ {R1 − ε < |x| < R2 + ε}).
The second fact follows from the first and the coarea formula. Set
vˆk =
{
(1− η)uˆk + η(wk + ck) on Rn \Wε
0 on Wε,
where wk = max{min{v, s−1/4k } − s−1/4k } is a truncation. Then vˆk − ck converges to (1 − η)u + ηv = v Ln
almost everywhere, and the convergence is uniform on the set BR2 \ (BR1 ∪Wε). On the other hand, if
vk(x) = s
1/2
k vˆk(x/sk), this is an SBV competitor to uk in the local minimality inequality. After scaling, this
gives:
ˆ
BR2
|∇uˆk|2dLn +
ˆ
Juˆk∩BR2
u2k(skx) + u
2
k(skx)dHn−1(x) + s1−nk Ln({u > 0} ∩BR2sk)
≤
ˆ
BR2
|∇vˆk|2dLn +
ˆ
Jvˆk∩BR2
v2k(skx) + v
2
k(skx)dHn−1(x) + s1−nk Ln({v > 0} ∩BR2sk).
Both of the volume terms tend to 0 as k →∞. For the energy terms, we have
ˆ
BR2
|∇vˆk|2 − |∇uˆk|2dLn
=
ˆ
BR2\Wε
|∇uˆk|2((1 − η)2 − 1) + |∇wk|2η2 + |∇η|2(wk + ck − uˆk)2dLn
+
ˆ
BR2\Wε
∇uˆk · ∇wk(1− η)η + (∇wkη +∇uˆk(1 − η)) · ∇η(wk + ck − uˆk)dLn
−
ˆ
Wε
|∇uˆk|2dLn.
The point is that we have (wk + ck − uˆk) → 0 uniformly on BR2 \ (BR1 ∪Wε), so taking lim inf we obtain
that
lim inf
(ˆ
BR2
|∇vˆk|2 − |∇uˆk|2dLn
)
≤
ˆ
BR2
|∇v|2dLn − lim sup
ˆ
BR1
|∇uˆk|2dLn
+ C lim inf
k
ˆ
BR2\BR1
|∇uˆk|2 + |∇v|2dLn.
A similar computation works for the boundary terms, for which it is convenient to go component by
component Ui ⊂ Rn \K. Recall that Vi is the corresponding component of Rn \L, and note that skc2k → µi;
this is obvious by construction.
ˆ
Jvˆk∩BR2
v2k(skx) + v
2
k(skx)dHn−1(x)−
ˆ
Juˆk∩BR2
u2k(skx) + u
2
k(skx)dHn−1(x)
≤
ˆ
Juˆk∩BR2\(BR1∪Wε)
2dHn−1(x) +
ˆ
Jvˆk∩BR2\(BR1∪Wε)
sk(ck + wk)
2dHn−1(x)
+Hn−1(∂Wε) +
∑
i
ˆ
∂Vi∩BR1
sk(wk + ck)
2θvi dHn−1 −
ˆ
Juˆk∩BR2
u2k(skx) + u
2
k(skx)dHn−1.
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The last term we recognize as the boundary integral for u˜, which we know is lower semicontinuous. Using
in addition that sk|w2k| → 0,
lim sup
(ˆ
Jvˆk∩BR2
v2k(skx) + v
2
k(skx)dHn−1(x) −
ˆ
Juˆk∩BR2
u2k(skx) + u
2
k(skx)dHn−1(x)
)
≤
∑
i
ˆ
∂Vi∩BR1
µiθ
v
i dHn−1 −
∑
i
ˆ
∂Ui∩BR1
µiθ
u
i dHn−1
+ C lim supHn−1(Juˆk ∪ Ju ∩ (BR2 \BR1)) + CHn−1(∂Wε).
By combining the two sets of estimates (and our estimate on the last term, from earlier), we arrive atˆ
BR2
|∇v|2dLn − lim sup
ˆ
BR2
|∇uˆk|2dLn +
∑
i
ˆ
∂Vi∩BR1
µiθ
v
i dHn−1 −
∑
i
ˆ
∂Ui∩BR1
µiθ
u
i dHn−1
≥ −C(α(R2 + ε)− α(R1 − ε)),
where
α(S) = lim sup
(
Hn−1(Juˆk ∩BS) +
ˆ
BS
|∇uˆk|2dLn
)
+Hn−1(K ∩BS) +
ˆ
BS
|∇v|2dLn.
Now, α is a nondecreasing function, and so is continuous at almost every value of S. Fix R2 to be such a
point of continuity, and send ε→ 0 and R1 to R2. If we take (L, v) = (K,u), this gives
lim inf
k
ˆ
BR
|∇uˆk|2dLn ≥
ˆ
BR
|∇u|2dLn ≥ lim sup
k
ˆ
BR
|∇uˆk|2dLn
for almost every R. The middle term is continuous in R and all three are monotone, which means that they
all coincide for every R. Taking any other choice of (L, v) establishes the minimality.
Finally, the finiteness assertion on the number of connected components in (3) may be recovered by
showing each has uniformly positive volume density, as in Corollary 5.4. 
In the following sections, an F0 minimizer is a pair (K,u) minimizing F0(·, ·, BR) amongst all admissible
competitors (as in (5)) on every ball BR. We will use the convention U0 = {u0 = 0} \K to be the union of
all of the other connected components of Rn \K. Observe that none of the components Ui for i ≥ 1 may be
bounded, for if they were, a competitor which relabels Ui as a part of U0 is admissible, and clearly decreases
F0.
7. Properties of Global Minimizers
In this section we describe some general properties of F0 minimizers in n dimensions. First, we have
the following two lemmas, which compute the Euler-Lagrange equation for F0 minimizers and show that Ui
satisfies a local one-sided perimeter minimality principle. The computation of the Euler-Lagrange equation
is standard, and we only sketch the argument.
Lemma 7.1. Let u be a global minimizer of F0. Then for any vector field T ∈ C1c (Rn), we have
(7.8)
ˆ
Rn\K
∇u · ∇T∇u− 2|∇u|2 div TdL2 =
∑
i
ˆ
∂Ui
2µiθi div
K TdHn−1.
Here divK is the tangential divergence. If K ∩Br(x) is given by the graph of a C2 function g : Rn−1 → R,
x ∈ K, and K separates Br(x) \K into V1 and V2,
(7.9) − (µV1 + µV2)HV1 = |∇Ku|V1 |2 − |∇Ku|V2 |2.
If Vi * U0, then we have in addition
−µViHVi ≥ |∇Ku|Vi |2.
Here HVi is the mean curvature of ∂Vi , ∇Ku|Vi is the tangential derivative of the trace of u from Vi on K,
and likewise for j.
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Note that u is harmonic in Rn \K and solves the Neumann problem near smooth points of K, so under
the assumption that K is locally C2, we have that u ∈ C1,α, and the derivatives make sense classically.
Proof. Let T be a vector field in T ∈ C1c (BR), and set φt(x) = x + tT (x); for small values of t, this is a
diffeomorphism which is the identity outside BR. Then the pair (φt(K), u ◦φ−1t ) is an admissible competitor
for (K,u), and we obtain the relation
(7.10) F0(K,u;BR) ≤ F0(φt(K), u ◦ φ−1t ;BR).
We now expand the right-hand side. For the energy term, note that u is harmonic on Rn \K, so in particular
smooth. We therefore obtainˆ
BR\φt(K)
|∇(u ◦ φ−1t )|2dLn =
ˆ
BR\K
|∇u∇φ−1t ◦ φt|2| det∇φt|dLn
=
ˆ
BR\K
|∇u(I + t∇T )−1|2(1 + t div T +O(t2))dLn
=
ˆ
BR\K
|∇u|2dLn + t
ˆ
BR\K
|∇u|2 div T − 2∇u · ∇T∇udLn +O(t2),
where the O(t2) term depends on the derivative of T and on
´
BR\K
|∇u|2Ln ≤ CRn−1.
The other integral may be evaluated using the area formula (see, e.g. [3, Theorem 2.91]):∑
i
ˆ
φt(∂Ui)∩BR
µiθi ◦ φ−1t dHn−1 =
∑
i
ˆ
∂Ui∩BR
µiθiJK(∇φt)dHn−1,
where the factor JK(∇φt) is the tangential Jacobian of φt, and here given by
JK(∇φt) = JK(I + t∇T ) = 1 + t divK(T ) +O(t2)
at differentiability points of K (see [3, Theorem 7.31] for the computation). Substituting in (7.10), we see
that
0 ≤ t
[ˆ
BR\K
|∇u|2 div T − 2∇u · ∇T∇udLn +
∑
i
ˆ
∂Ui∩BR
2µiθi div
K TdHn−1
]
+O(t2).
The first conclusion now follows by sending t to zero from the right or left.
For the second conclusion, select a smooth function ψ supported on Br(x), and set f(x) to be the signed
distance function to K on Br(x) which is positive on one of the components of Br(x) \K (which we call V2)
and negative on the other (V1). Now choose T = ψ∇f in (7.8). By recalling that
div(T |∇u|2 − 2∇u · T∇u) = |∇u|2 div T − 2∇u · ∇T∇u
for harmonic functions u (Rellich’s identity), and that u satisfies a Neumann condition along K, we see thatˆ
K
(|∇Ku|V1 |2 − |∇Ku|V2 |2)ψdHn−1 = −(µV1 + µV2)
ˆ
K
divK TdHn−1.
The term on the right is equal to
−(µV1 + µV2)
ˆ
K
ψHV1dHn−1,
and as ψ was arbitrary, the pointwise identity (7.9) follows.
Finally, for the last conclusion, take i = 2. Then consider perturbations like above, but with ψ ≥ 0 and
T (x) =
{
ψ(x)∇f(x) x ∈ V2
0 x ∈ V1,K.
The pair (K ∪ φt(K), u ◦ φ−1t ) is an admissible competitor, with the understanding that the complement of
the image of φt belongs to U0. By duplicating the computations above, it is easy to check that the claimed
inequality follows. 
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Let U be a bounded open set and E a set of locally finite perimeter. We say that E is an inward
perimeter minimizer in U if for any set E′ with E \ E′ ⊂⊂ U , we have that
P (E;U) ≤ P (E′ ∩ E;U).
A set is an outward perimeter minimizer if its complement is an inward perimeter minimizer. If U = BR,
it is sufficient to test inward minimality on competitors E′ which are smooth away from ∂E except on an
Hn−1-negligible set (for some representative of E). Indeed, it is enough to test against sets attaining the
infimum in the minimization problem
inf{P (Q;BR) : Q ⊆ E,E△Q ⊆ Br}
for each r < R. It is simple to check that the infimum is attained, and that the minimizer Q is a local
perimeter minimizer on a small ball Br(x) around each point of ∂Q in Bρ \ ∂E. From the regularity of
minimal surfaces (see [13]), then, ∂Q is smooth at Hn−1-a.e. such point. If ∂Q coincides with ∂Bρ \ ∂E on
a set of positive Hn−1 measure, then it would have to do so at a point of the reduced boundary z. Choosing
ρ small enough that Bρ(z) ⊆ BR \ ∂E, we have that Q is in fact a perimeter minimizer in Bρ(Q) (this
is because Br is a strict outward minimizer, i.e. has strictly positive mean curvature), which then gives a
contradiction with the fact that ∂Q = ∂Br locally. This establishes that ∂Q \ ∂E is smooth outside a set of
Hn−1 measure zero.
Lemma 7.2. Let u be a be a minimizer of F0, and V be a connected component of B1(x) \K with V ⊆ Ui
for some i ≥ 1 and x ∈ ∂V . Then for any open E ⊂ V , with V \ E ⊂⊂ B1(x) and ∂E having locally finite
Hn−1 measure and density 1/2 at Hn−1-a.e. point outside of ∂V . Then
Hn−1(∂E ∩ V ) ≥ Hn−1(∂V \ ∂E)− 1
µi
ˆ
V \E
|∇u|2dLn.
In particular, V is an inward perimeter minimizer on B1(x). If u is constant on V , then V is a perimeter
minimizer in B1(x).
Proof. Assume x = 0. Consider the competitor v = u1Rn\(V \E); this givesˆ
V \E
|∇u|2dLn +
ˆ
∂V \∂E
2θiµidHn−1 ≤ µiHn−1(∂E ∩ V ).
This gives the first conclusion. If u is constant on V , we show that V is also an outward perimeter minimizer.
Indeed, take any E ⊃ V with E \ V ⊂⊂ B1. By the inward minimality of each component of B1 \K not
contained in U0, we have that
P (E;B1) ≥ P (E ∩ (U0 ∪ V );B1),
so it suffices to consider E contained in the closure of U0 ∪ V . Then take as a competitor
v(x) =
{
u|V E
u(x) Rn \ E.
This is admissible, and has the same Dirichlet energy as u, so we obtain that
P (E;B1) ≥ P (V ;B1).
This establishes the outward minimality. 
We pause to explain how the flat-implies-smooth theorem of [15] applies to F0 minimizers. The main
observation is that Proposition 6.1 may also be applied to F0 minimizers which are obtained as limits of F
minimizers, by the following argument: say that for some ball Br, we have that 0 ∈ K and
sup
x∈K∩Br
d(x, π) < εr,
Then by the local Hausdorff convergence of
Kuk−xk
sk
to K, we will have that for all k large enough, rsk ≤ r0
and
sup
x∈Kuk∩Brsk (xk)
d(x, π) < εrsk.
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Then Proposition 6.1 gives that
Kuk−xk
sk
is a union of two C1,α graphs for each k, with uniform constants.
The uniform limit of these must then coincide with K, and is also a union of two C1,α graphs. This argument
may be iterated to apply to limits of limits of F0 minimizers, and so forth.
We will say that an F0 minimizer is ε-regular if Proposition 6.1 applies to it with r0 = ∞; we have
just shown that iterated blow-ups of F minimizers are ε-regular. The proof in [15] may be modified to
imply that every F0 minimizer is ε-regular; however, this is rather technical and irrelevant to our purpose.
We will freely restrict to ε-regular F0 minimizers whenever convenient to do so. As a final remark, when
n = 2 an argument of Bonnet [4] combined with the reduction in [15, Section 12] gives that under the ε-flat
assumption, K is locally connected, which leads to a greatly simplified proof that every planar F0 minimizer
is ε-regular.
The following lemma may be proved in the same way as Lemma 6.3 (we omit the details).
Lemma 7.3. Let (Kj , uj) be a sequence of ε-regular F0 minimizers. Then there is a subsequence along
which Kj converge to a closed set K in the local Hausdorff sense. Moreover, on each connected component
Vi of Rn \ K, there is a sequence cj such that u − cj converges to a measurable function u in H1loc(Vi).
For each Vi, there is a sequence Uij of connected components of Rn \ Kj such that Ln(Vi \ Uij) → 0 and
µ(Uij) → µi ∈ [0,∞). Finally, (K,u) is an F0 minimizer, satisfies the uniform density estimates, has at
most N of the Vi with nonvanishing µi, andˆ
BR
|∇u|2dLn = lim
ˆ
BR
|∇uj |2dLn.
8. Flatness Criteria in n Dimensions
As in the planar case, we begin by considering F0 minimizers with N ≥ 2. The analysis is complicated
by the possible singularities minimal surfaces exhibit in high dimensions, and relies on the strict maximum
principle of Leon Simon [18]. We will be able to show that if N ≥ 2, then N = 2, u is locally constant, and
each of U1, U2 is a set minimizing finite perimeter. This is not a flatness criterion (consider K a singular
minimal cone), but can be used to estimate the dimension of the set of singular points.
Lemma 8.1. Let (K,u) be an ε-regular F0 minimizer. Assume that B1 \ K has at least two connected
components V1, V2 not contained in U0 and that 0 ∈ ∂V1 ∩ ∂V2. Then N = 2, U0 = ∅, u is locally constant,
and U1, U2 are complementary perimeter-minimizing sets.
Proof. Fix ρ < 1, and (unless u is constant on Vi) solve the following minimization problems over sets of
locally finite perimeter Q:
P (Q1;B1) = min{P (Q;B1)|Q = V1 outside Bρ}
and
P (Q2;B1) = min{P (Q;B1)|Q = V2 outside Bρ}.
That the minima are attained follows from the compactness theorem for sets of finite perimeter (see [13]).
If u is constant on one of the Vi, set Qi = Vi, and note that by Lemma 7.2 this set attains the minimum in
the above problem. We identify Qi with the set Q
(1)
i of points of Lebesgue density 1 for Qi, which is open.
We have that Ln(Vi \Qi) = 0. This is by construction if u is constant, while if u is nonconstant we may
use Vi \Qi as the set E in Lemma 7.2 to obtain
P (Vi;B1) ≤ P (Qi;B1)− c
ˆ
Vi\Qi
|∇u|2dLn.
As u is nonconstant, the integral on the right is strictly positive, and this strict inequality contradicts the
minimality of Qi. A similar argument gives that Ln(Q1 \ V2) = 0 and vice versa.
We also have that the Qi are connected. By possibly replacing Q1 by Q1 \ Q¯2 and Q2 by Q2 \ Q¯1 (this
does not increase their perimeter, hence they still attain the minima above), we may ensure that Q1∩Q2 = ∅.
On the other hand, 0 ∈ ∂V1 ∩ ∂V2, and so 0 ∈ ∂Q1 ∩ ∂Q2. Applying the maximum principle of [18] gives
that Bρ ∩ ∂Q1 = Bρ ∩ ∂Q2.
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We claim that this implies that S = ∂Bρ \ (V¯1 ∪ V¯2) is empty. Indeed, take z ∈ S and a ball with
Bσ(z)∩ ∂Bρ ⊆ S Possibly choosing a smaller value of σ, we may arrange to have Bσ(y) ∩K = ∅. Now note
that Bρ itself is an outward perimeter minimizer, and hence Qi is a local perimeter minimizer in Bσ(z): for
any set of finite perimeter E with Qi△E ⊂⊂ Bσ(z),
P (Bρ ∩ E;Bσ(z)) ≤ P (E;Bσ(z)),
while
P (Qi;Bσ(z)) ≤ P (Bρ ∩ E;Bσ(z))
by construction (as Bs(z)∩Vi = ∅). However, ∂Bρ∩Bσ(z) ⊆ ∂Q1∪∂Q2 from above. If in fact ∂Bρ∩Bσ(z) ⊆
∂Qi for one of the i, we immediately obtain a contradiction with the fact that ∂Qi coincides with ∂Bρ at a
regular point, and hence has strictly positive curvature. On the other hand, if ∂Q1∩∂Q2 intersect in Bσ(z),
we may again apply the strict maximum principle to obtain that Q¯1 ∪ Q¯2 exhaust Bσ(z), which contradicts
that they are both contained in Bρ.
By repeating this argument for each value of ρ, we see that V1∪V2∪K partitions B1, Applying Lemma 7.2,
each Vi is a perimeter minimizer (being an inward minimizer and the complement of an outward minimizer).
Now take a regular point x ∈ ∂V1 and apply Lemma 7.1 on a neighborhood of this point (where, by the
regularity of minimal surfaces, see [13], ∂V1 is given by an analytic graph); as the mean curvature of ∂V1 is
zero, this implies that ∇u vanishes along ∂V1 on this neighborhood. By the unique continuation property of
harmonic functions, this implies U is constant on V1. Similarly, u is constant on V2. Finally, this argument
may be applied to larger and larger balls to obtain the conclusion of the lemma (noting that V1 and V2 may
not be contained in the same connected component of Rn \K, as then (K \ B1, u) would be an admissible
competitor which strictly reduces F0). 
To simplify notation, we say that a point x ∈ k is a smooth point if the conclusion of Proposition 6.1
applies to some ball Br(x).
Theorem 8.2. Let (K,u) be a local F minimizer on Ω. Set
Σ := {x ∈ Ω ∩K : lim sup
rց
1
rn−1
ˆ
Br(x)
|∇u|2dLn = 0}.
Then Σ contains any point at which one of the following holds:
(1) lim infrց0
Ln({u=0}∩Br(x))
rn = 0
(2) for some r, Br(x) \K has two connected components, each of which has with x in the boundary and
u > 0 on its interior
Furthermore, there is a relatively closed subset Σ∗ ⊆ Σ with Hτ (Σ∗) = 0 for each τ > n− 8 such that Σ \Σ∗
contains only smooth points.
Proof. Let x ∈ Σ and set E to be the set of nonsmooth points of K ∩ Ω. We show that the Hτ measure of
E ∩Σ is zero for each τ > n− 8.
Indeed, this is a consequence of the classical dimension reduction argument of Federer; we briefly sum-
marize it here, referring to [13] for most of the proofs. Assume that this is not the case, so in other words
Hτ (E ∩ Σ) > 0. By [13, Proposition 11.3], we have that
lim sup
Hτ∞(Bσ(y) ∩ E
στ
> c(n, τ) > 0
for Hτ−a.e. y ∈ E ∩ Σ. Fix a y for which the above holds, and a subsequence with
lim
k
Hτ∞(Bσk(y) ∩ E
στk
> c(n, τ) > 0.
Passing to a further subsequence, we may take(
K − y
sk
,
u(sk(· − y))− ck√
sk
)
→ (K∞, u∞)
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in the sense of Lemma 6.3. As y ∈ Σ¡ u∞ is locally constant, and hence by Lemma 7.2 K∞ is a finite union
of minimal hypersurfaces. By ([13, Lemma 11.5], which applies to Hausdorff convergence of ε-regular sets),
we have that
Hτ∞E∞ ∩B1 ≥ c(n, τ) > 0,
where E∞ is the singular set of K∞. It is a classical result of minimal surface theory, however [13, Theorem
11.8], that Hτ∞(E∞) = 0, which is a contradiction.
Now we show that criteria (1) and (2) ensure that a point x lies in Σ. For (1), take any sequence σk → 0
and extract a subsequence with (
K − x
sk
,
u(sk(· − x)) − ck√
sk
)
→ (K∞, u∞)
in the sense of Lemma 6.3. By (1), we have in addition that the limiting zero component U0 associated to
(K∞, u∞) is empty, and 0 ∈ K. Thus K has nontrivial Hn−1 measure, and hence there is a y ∈ K∞ which
is a smooth point. Apply Lemma 8.1 in a small neighborhood of y, noting that as U0 is empty and by the
ε-regularity property K locally disconnects Br(y), the hypotheses are satisfied. It follows that u∞ is locally
constant, and applying part (6) of Lemma 6.3, we have
lim
k
1
σn−1k
ˆ
Bσk (x)
|∇u|2dLn = 0.
After applying argument along each subsequence, we deduce that x ∈ Σ.
If (2) holds, proceed in the same manner, but now note that by the positive Lebesgue density of each
connected component near x, the limit will have at least two components U1 and U2 which have 0 in their
boundary. Thus Lemma 8.1 may be applied to B1(0). 
Due to the smoothness of minimal surfaces in dimensions below 8, we have the following stronger result,
which establishes an energy gap between regular and singular points.
Theorem 8.3. Let (K,u) be an ε-regular F0 minimizer with 0 ∈ K and n ≤ 7. Then either (a) K is a
hyperplane or a union of two parallel hyperplanes, or (b),
lim inf
R→∞
1
Rn−1
ˆ
BR
|∇u|2dLn ≥ ζ > 0.
Let u be a local F minimizer on Ω with 0 ∈ K and n ≤ 7. Then either 0 is a smooth point or
lim inf
r→0
1
rn−1
ˆ
Br
|∇u|2dLn ≥ ζ > 0.
The constant ζ depends only on n and the ε-regularity constants. Let (K,u) be an ε-regular F0 minimizer
with 0 ∈ K and n ≤ 7, and assume N ≥ 2. Then N = 2, u is locally constant, and K is of type (a).
The proof will follow easily from the following lemma, which is useful in its own right.
Lemma 8.4. Let (K,u) be an ε-regular F0 minimizer with 0 ∈ K and n ≤ 7. Then there is a universal
constant ζ (depending only on n and the ε-regularity constants) such that ifˆ
B1
|∇u|2dLn ≤ ζ,
then 0 is a smooth point of K, and moreover K ∩B1/2 is given by a union of two C1,α graphs lying ε-close
in C1,α topology to a pair of parallel lines, one of which passes through 0.
Proof. We first show that (for a small enough ζ) 0 is a smooth point. If this were not the case, we could find
a sequence of ε-regular F0 minimizers (Kk, uk)→ (K∞, u∞) in the sense of Lemma 7.3, with 0 ∈ K∞ not a
smooth point and u∞ constant on B1. By Lemma 7.2, K∞ ∩ B1 is a union of minimal surfaces, and hence
(by the regularity of minimal surfaces) 0 is a smooth point of K∞. This contradicts 0 not being a smooth
point of any Kk.
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We now show the other property, arguing by contradiction and proceeding in the same manner to extract
a convergent subsequence. Note that each component Ui associated with (K∞, u∞). intersects nontrivially
with B1 is an entire perimeter minimizer by Lemma 7.2, and so a half-space by Bernstein’s theorem. There
are now two possibilities: either only one component Ui intersects B1, or at least two do. In the first case,
for k large enough, the ε-flatness hypothesis for (Kk, uk) is satisfied on B1, and hence (Kk, uk) is given by a
pair of C1,α graphs on Bη for some η > 0 depending only on the ε-regularity constants (indeed, in this case
a single graph would suffice). If at least two components U1, U2 intersect B1, then it follows that either K
is a line and U1, U2 are complementary (in which case the same argument as before applies, now requiring
two graphs) or K is a union of two parallel lines, one passing through 0. Choose r smaller than the distance
between these two lines, and observe that for k large enough and any x ∈ Kk ∩ B1, Br(x) is ε-flat, and so
K ∩ Br(x) is given by a C1,α graph ε-close to one of the two lines. Together with the fact that for k large,
Kk is contained in an r-neighborhood of K∞, this leads to a contradiction. 
Proof of Theorem. The second conclusion follows directly from applying Lemma 8.4 to a blow-up sequence
with
1
Rn−1k
ˆ
BRk
|∇u|2dLn → 0.
Now we show the first conclusion. Assume that (K,u) is not of type (b). Then there is a sequence
Rk →∞ such that
1
Rn−1k
ˆ
BRk
|∇u|2dLn ≤ ζ
for each k. We may then apply Lemma 8.4 to K/Rk to obtain that K ∩BηRk is a union of two C1,α graphs
in some coordinate system Rn−1 × R, and moreover
d(K,π1 ∪ π2;B1) ≤ CR−αk ,
where π1, π2 are the tangent hyperplanes to K at 0 and at the unique other point x ∈ K ∩ {0}×R. Taking
the limit in k gives that K ∩ B1 coincides with a pair of hyperplanes. Repeating for dilates of (K,u) gives
that K is of type (a).
We now show the third conclusion. If at least two of the components Ui, i ≥ 1 share a boundary point,
Lemma 8.1 allows us to conclude. If not, consider the blow-down limit(
K
Rk
,
u(Rk·)− ck√
Rk
)
→ (K∞, u∞)
along some subsequence in the sense of Lemma 7.3. It is simple to check that N ≥ 2 for (K∞, u∞), and that
0 lies in the boundary of at least two of the components Ui, i ≥ 2. Thus K∞ is a line, and u∞ is constant.
It follows that
1
Rn−1k
ˆ
BRk
|∇u|2dLn → 0,
and so K is not of type (b). Thus K is of type (a), and the conclusion follows. 
9. Flatness Criteria in the Plane
In the plane, the structure of F0 minimizers is particularly simple, and we present a criterion for smooth-
ness that applies at points with positive density of the set {u = 0} We suspect that every point in K is a
smooth point when n = 2, but this is left open. We also point out that in this case in particular, the global
problem has a strong resemblance to the famous Mumford-Shah problem, and many of the partial results on
“global Bonnet minimizers” can be carried over to our setting (for example the formulas of Bonnet [4] and
Leger [16], and some of the theorems of David and Leger [9], see also [8]). The difference between the problem
treated here and in the Mumford-Shah case is that we count perimeter with a multiplicity determined by the
Lebesgue density of the set it is bounding, whereas the Mumford-Shah functional counts it with constant
multiplicity one. As a consequence, while the Mumford-Shah functional forms cracks and propellers, ours
only forms “holes.”
We only consider the case N = 1, as the other is already treated in the previous section.
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Lemma 9.1. Let (K,u) be an ε-regular minimizer of F0 with K not equal to a line, and n = 2, N = 1.
Then
(1) U0 is composed of a disjoint union of open, convex sets.
(2) At every point in K, θ1 < 1.
(3) Each component V of U0 is bounded, and has as boundary a C
∞ curve.
(4) There is a universal constant c0 such that
c0P (V ) ≤ d(V¯ ,K \ ∂V ) ≤ c−10 P (V ),
and such that for any line π, the projection π(V ) of V onto π satisfies
L1(π(V )) ≥ c0P (V ).
The fourth property says that each “hole” V is separated from the rest of K in a scale-invariant way,
and furthermore is relatively round. An alternative way of describing the last inequality is that there is an
ellipse Q such that Q ⊆ V and V is contained in its double (this is true for all convex sets, by the lemma of
John [14]), and we claim that the eccentricity of the ellipse is bounded away from 1.
The third property implies that the union of the boundaries of the components of U0, the sets Vi, contains
only smooth points. The question then remains as to whether K \ ∪i∂Vi is empty or not. We effectively
show that any singular point is an accumulation point of holes of decreasing size.
Proof. We will first show that every component V of U0 is convex. Indeed, take any two points x, u ∈ V ,
and consider the line segment l joining them. We aim to prove that if U1 ∩ l is nonempty, then U1 \ l has a
bounded connected component. If that is the case, then an application of Lemma 7.2 yields a contradiction.
To show this, we must eliminate several possibilities. First, say U1 \ l is connected. This contradicts the
fact that V was assumed connected. Indeed, if z ∈ l ∩ U1, then there is a small ball Br(z) ⊆ U1 separated
into two half-balls by l, and points w1, w2 in each half-ball. Now take a (simple) curve γ : [0.T ] → U1 \ l
connecting w1 and w2, and extend it to a loop by adjoining the line segment connecting w1 to w2. Possibly
modifying γ within Br(z), this loop may be taken to be simple, and so divides R2 into two components. As
the loop only intersects l at one point, x and y each lie in different components; it follows (as the loop stays
in the complement of V ) that these components form a nontrivial separation of V .
Next, we rule out the case that U1 \ l is disconnected, but all components are unbounded. In this case,
take γ : [0, 1] → V to be a simple curve connecting x and y. Let z and Br(z) be as before, and note that
Br(z)∩ l does not intersect γ. Let l′ ⊆ l be the line segment contained in l, containing z, and intersecting γ
only at the endpoints (say γ(t1) and γ(t2). Then the union γ
′ = l′ ∪ γ|[t1,t2] is a simple loop, and separates
the plane into two components, one of which is bounded. As γ′ ⊆ R2 \ (U1 \ l), each of these components
contains (at least) one nontrivial component of (U1 \ l), so one of those components must be bounded. This
establishes (1).
The property (2) follows from the regularity criterion (1) in Theorem 8.2, which implies that any point of
density 1 is smooth, together with Lemma 8.1, which then says that N = 2 and k is a line. This contradicts
the assumption that N = 1.
We now show each component V of U0 is bounded. Indeed, assume 0 ∈ ∂V and V is unbounded. We
claim (entirely by virtue of V being convex) that the blow-downs ∂V/R converge in local Hausdorff topology
to the boundary of a convex cone (or to a ray) as R → ∞. To see this, after choosing an appropriate
coordinate system write ∂V = {(x, g(x)) ∈ R2|x ∈ R} for some convex function g : R → R with g(0) = 0
and g ≥ 0. Then by virtue of convexity,
g(x)
x
is an increasing function of x, and so has a limit g± (possibly infinite) as x→ ±∞. It is now straightforward to
show that ∂V converges to the cone containing the rays {(x, g+(x)) : x ≥ 0} if g+ is finite, {(x, g−(x)) : x ≤ 0}
if g− is finite, and {(0, y) : y ≥ 0} if one of them is infinite.
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Consider then a subsequence Rk such that(
K
Rk
,
u(Rk·)− ck√
Rk
)
→ (K∞, u∞)
in the sense of Lemma 7.3. We will show that u∞ is locally constant. If R2 \K∞ has at least two connected
components not in (U0)∞, then this follows from Theorem 8.3. If not, we know that K∞ contains at least
one ray, and hence a smooth point z on this ray. In a neighborhood of this smooth point, we know that
θi < 1, and so must be
1
2 , meaning that K∞ ∩Bρ(z) is a single line segment. Applying Lemma 7.1, we have
that u is locally constant on Bρ ∩K∞, and so on the entire component U1.
Now, from Lemma 7.3,
1
Rk
ˆ
BRk
|∇u|2dLn → 0,
and so by Theorem 8.3 we must have K is a line; this is a contradiction.
Let us now fix V a component of U0 with 0 ∈ ∂V , and study the blow-up(
K
rk
,
u(rk·)− ck√
rk
)
→ (K∞, u∞)
along some sequence rk → 0. By an argument analogous to the one for blow-downs above, ∂V/rk converges
to its (unique) tangent cone containing either one or two rays. As argued previously, this implies that u∞ is
locally constant, and this gives that
1
rk
ˆ
Brk
|∇u|2dLn → 0.
Applying Lemma 8.4, this means that 0 is a smooth point of K. This completes the proof of (3).
Assume that the uniform projection property in (4) fails. After rescaling and rotating, this means there
is a sequence (Kk, uk) of F0 minimizers with components Vk of (U0)k such that 0 ∈ ∂Vk, diam(Vk) = 1, and
Vk ⊆ {x > 0} × {− 1
k
< y <
1
k
}.
Extracting a subsequence converging to (K∞, u∞), we see thatK∞ must contain the line segment {0}×[0, 1]}.
This implies that K∞ is a line or union of two lines and u∞ is locally constant. In particular, for k large
enough, we have that ˆ
B200
|∇uk|2dLn ≤ ζ
for ζ arbitrarily small. By Lemma 8.4, we have that Kk ∩B100 is given by a union of two C1,α graphs. On
the other hand, around Vk there is a small neighborhood in which K is a smooth Jordan curve, and this
may not be expressed as the union of two C1,α graphs.
A consequence of this is the fact that if V is a component of U0 with 0 ∈ ∂V and diam(V ) = 1, then
L2(B1/2 ∩ V ) ≥ c > 0. As for a convex set the quantity
L2(V ∩Bρ)
ρ2
is decreasing in ρ, we have the uniform density estimate
(9.11)
L2(V ∩Bρ)
ρ2
≥ c0 ∀ρ ∈ (0, 1
2
).
We now show the following uniform flatness property: let V be a component of U0 with diamV = 1 and
0 ∈ ∂V ; then (after a rotation) for some universal q > 0, Bq ∩ K ⊆ R × {|y| ≤ qε}. Notice that by the
smoothness of each component V , we have that
q(V ); = max {q|Bq ∩K ⊆ R× {|y| ≤ qε} after rotation} > 0.
We claim that q(V ) is bounded from below by a universal constant. Assume this is not the case; then there
is a sequence (Kk, uk) and components Vk of (U0)k such that 0 ∈ ∂Vk, diam(Vk) = 1, and q(Vk) → 0. We
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will assume that the line {y = 0} is the tangent line to each Vk at 0, and that Vk ⊆ {y > 0}. Then consider
the dilations (
Kk/q(Vk),
uk(q(Vk)·)− ck√
qk
)
→ (K∞, u∞),
where the convergence is as in Lemma 7.3 after passing to a subsequence. Then as 0 ∈ Kk for each k, 0 ∈ K∞.
By the maximality of q(Vk) and the convexity of each Vk, one of the two points ∂Bq(VK) ∩ {y = q(Vk)ε} lies
in Kk; it follows that one of the two points in ∂B1 ∩ {y = ε} lies in K∞. The convex sets Vk/q(Vk) converge
in L1loc to an unbounded convex component V of (U0)∞, with V ⊆ {y > 0}. By the uniform density property
(9.11), L2(Vk/q(Vk) ∩Bρ) ≥ c0ρ2 for each ρ ≤ 1, so V is nonempty and 0 ∈ ∂V . By property (3), it follows
that K∞ must be a line or pair of parallel lines, so in particular V = {y > 0}. This contradicts the fact that
one of ∂B1 ∩ {y = ε} lies in K∞.
The uniform separation property in (4) follows immediately from this uniform flatness property. 
We offer the following corollary, which gives a better description of the singular set of an F minimizer.
Corollary 9.2. Let u be a local F minimizer on Ω. Then for each component V of {u = 0} ∩ Br(x) with
Br(x) ⊂⊂ Ω, we have that ∂V ∩ Bρ(x) is a finite union of C1,α arcs for ρ < r. The arcs may meet only
pairwise, and only at their endpoints, where they are tangent to each other. The arcs are C∞ on their
interiors.
Proof. We first show that if u is as stated and 0 ∈ ∂V ∩Br(x) with V a component of {u = 0}∩Br(x), then
0 is a smooth point for K. To this end, take any sequence of blow-ups(
K
rk
,
u(rk·)− ck√
rk
)
→ (K∞, u∞)
in the sense of Lemma 6.3. In particular, the sets (∂V ∩Br(x))/rk converge in the local Hausdorff sense to
a closed set K0 ⊆ K∞. We now use the following basic property of Hausdorff convergence: if compact sets
Jk → J in Hausdorff topology, and Jk are connected, then so is J . Applying to B¯trk ∩∂V (which has at most
N connected components; this follows from the fact that {u > 0} has at most finitely many local connected
components), we have that K0 ∩ B¯t has at most N connected components for each t. This implies that K0,
and so in particular K∞, contains an unbounded connected component. However, by Lemma 9.1, either
this means K∞ is a line or a pair of lines (otherwise every connected component of K is either a smooth
Jordan curve, which is bounded, or has zero H1 measure, which implies it is also bounded). This means u∞
is locally constant, and so by Theorem 8.3 0 is a smooth point.
Now each point y ∈ ∂V ∩ Br(x) is of one of two types: either the Lebesgue density of {u = 0} at y is
positive (we call the set of such points E1) or it is zero (these are in E2). Note that E1 is relatively open,
and in a neighborhood of each x ∈ E1, K is given by a single C∞ graph. The proof of the corollary will be
complete once we show that each point in E2 is isolated.
Take a point (say 0) in E2. We have that on a small ball Bσ(0), K is given (in some coordinates)
by the graphs of a pair of C1,α functions g−, g+, with g− ≤ g+ and g−(0) = g+(0) = 0. Furthermore,
{u = 0} ∩ Bσ ⊆ R × {g− < g+}. As 0 ∈ ∂V , we must have that the graphs of g−, g+ do not touch on
Bσ∩{(a, b) : a > 0} (up to a rotation of 180 degrees). In particular, this means that ∂V ∩Bσ∩{a > 0} ⊆ E1.
Now say there is a point z ∈ V in {a < 0} ∩Bσ. Then we may find a simple curve γ ⊆ V joining z to some
point w ∈ V ∩ {a > 0} ∩Bσ. Modify γ as needed to ensure that γ ∩Bσ ∩ {z1 ≤ a ≤ ω1} = ∅. We may let
γ′ = γ ∪ {(z1, t)|t ∈ [z2, g+(z1)]} ∪ {(w1, t)|t ∈ [w2, g+(w1)]} ∪ {(t, g+(t))|t ∈ [z1, w1]},
which is a Jordan curve. Then one of the two sets Bσ ∩ {(a, b) : b > g+(a)} and Bσ ∩ {(a, b) : b < g−(a)} is
contained in the interior of γ′, and so the component of {u > 0} containing it must also be bounded. This
is a contradiction.
We have now shown that Bσ ∩ ∂V ⊆ E1, which completes the argument. 
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