Abstract. Laboratory test results for the diagnosis of psychiatric illness usually are reported descriptively despite the ready availability of appropriate inferential statistics. A test's sensitivity, specificity, and diagnostic confidence are conditional probabilities.
In the past few years, authors from different research centers have published work on the use of biological tests for the diagnosis of psychiatric illness, particularly endogenous depression (melancholia).
The results of these investigations are often related to the ability of the diagnostic test to identify patients with the given illness (sensitivity) and the ability of the test to exclude patients who do not have this diagnosis (spectjkity) . Given the prevalence of the disease in the population sampled, the predictive value (diagnostic confidence) of the procedure can be given (Galen and Gambino, 1975) . Despite the ready availability of inferential statistical methods for just such data, research reports have remained at the descriptive level. The purpose of this article is to call attention to statistical techniques that can enhance our understanding of these diagnostic test results.
Casting Laboratory Results as Conditional Probabilities
The sensitivity, specificity, and diagnostic confidence of a test are, in effect, conditional probabilities which may be displayed in the familiar 2 x 2 contingency table. In Table 1 , a, b, c, and d refer to observed frequencies of joint events, and N the total number of cases. Thus, a represents the number of cases both diagnosed as I (the index disorder) and for whom a positive test result is obtained. Similarly, cell d represents the number of patients diagnosed as not having the index disorder(T) and for whom the test is negative. Sensitivity is defined as a/(a + b), specificity as d/ (c + d) , and diagnostic confidence as a/(a + c). All are conditional probabilities whereas prevalence of the disease, which is (a + b)/N, is not. 
The report that a diagnostic test has a sensitivity of, say, 6076 thus represents the conditional probability a/(a + b), i.e., the rate of occurrence of positive test results in the index disorder group of patients. This descriptive statistic is helpful, but may be either a highly variable or, conversely, a stable estimate of the true value of a test's sensitivity in some defined population of patients. And if one wishes to compare sensitivity figures across studies, more than descriptive reports are needed.
Confidence Intervals for Conditional Probabilities
It is readily apparent that the conditional probabilities referred to as sensitivity, specificity, and diagnostic confidence are descriptive, sample statistics analogous to a sample mean. As is well known, a sample mean, .Z, may be used to describe some N observed cases and also to draw inferences about the value of the population mean, p. In a similar manner, a sample conditional probability describes some aspect of the N cases observed and can serve to estimate the value of the corresponding population conditional probability. For convenience, let PC represent any sample conditional probability, e.g., sensitivity, and rrC the same conditional probability in the population from which the sample was drawn. As is the case for any summary statistic. PC will show variation in value across repeated samples from the same population because PC contains an error term. The question that arises is how good an estimate of xc is any particular value of PC? Put in another way, are the P, figures across replications of a study likely to be very similar or markedly divergent? How much confidence can a researcher or practitioner have in a particular report of the sensitivity, specificity, and/or diagnostic confidence of a particular diagnostic test for some well-defined population?
The familiar method of calculating a confidence interval for a sample statistic rather than relying solely on a point estimate addresses these questions (Galen and Gambino, 1975) . In studies of endogenous depression, diagnosis often is a dichotomous variable (has the index disorder or does not, I versusT) as is the laboratory test result (positive versus negative). In such instances, the usual equation for calculating confidence intervals for a binomial proportion may be used with N relatively large.
(1)
Pc~z,~2F-'cW'c)/Nl~ Thus, the confidence interval ranges from 0.364 to 0.496. (In this equation, "N" refers to the row marginal, the denominator of the conditional probability.) The large sample size yields a relatively stable estimate of DST sensitivity for the population. We would not expect replications of this study to show very different results. One can have "confidence" in the 43% figure reported. But suppose the sensitivity figure of 43% had been based on considerably fewer cases as is often observed. If the sample had 23 cases of endogenous depression, then 10 cases would have had a positive test result (IO/ 23 = 0.43). The confidence interval in this example would be 23% to 63% and one is less assured that the 43% reported is a good estimate of the population sensitivity. Yet sensitivity is reported as 43% in both instances.
Clearly, as in calculating a confidence interval for a mean, the length of the interval depends in part on the size of the sample. Other things being equal, sample size determines how good an estimate P, is of rrc. Note, however, that if one is working with other than a dichotomous variable, e.g., a test result is divided into positive, negative, and indeterminate outcomes, or more than two patient groups are compared, equation (1) will not suffice. In such instances, Goodman's (1965) method for calculating simultaneous confidence intervals for multinomial proportions is suggested.
Here, fij is the frequency of cases in the cell of interest in a contingency table, n is the number of cases in the relevant row or column marginal, and A is the value of chi-square with one degree of freedom cutting off the upper 100 (l-o/k)% of the chi-square distribution.
(Note that when k = 2, the binomial case, A is set equal to the value of chi-square cutting off the upper 100[ I-a]% of the chi-square distribution;
(Y is not divided by k in the special case of the binomial.) The value of (Y is determined by the confidence interval desired, i.e., if the interval is to be 95Yc, then cx equals 0.05, while k represents the number of categories into which a row or column of interest is divided.
It should be noted that equation (3) or (1) may be used with equivalent results only when k = 2. For example, recalculating the 95% interval for the 43% sensitivity figure of Carroll et al. (see Table 2 ), f, = 92, n q 215, and A = 3.84, the chi-square value with one degree of freedom for the 95th percentile, i.e., lOO(l-0.05) in the chi-square distribution.
Since k q 2, (Y is not divided by k. Applying equation (3) This yields a confidence interval from 0.364 to 0.495. When dichotomous variables are used and N is large, equation (1) or (3) is appropriate.
Since (1) is easier to apply, it is preferred.
However, when variables with more than two categories are used (k > 2), equation (1) is not appropriate and equation (3) is recommended. An example might be when DST result is divided into positive, negative, and indeterminate outcome (e.g., Feinberg and Carroll, 1982) . A constructed data set representing this possibility is shown in Table 3 . Here observed sensitivity is 40% (40/ 100) fii = 40, n q 100, k = 3, and lOO(l-LU/ k)%=98.3% with o=O.O5. Thevalue of A, thechr-squarevaluecuttingoffthe upper 98.3% of the chi-square distribution with one degree of freedom, is most easily found by taking the square of normal z score at ( l-a/ 2k). So z2 at (l-0.05/ 6) = (2.394)* = 5.73. The confidence interval for the observed 0.40 specificity value then can be found using equation (3). (5a Here the confidence limits are 0.291 and 0.523. This interval appropriately is longer than the one we would have obtained using equation (1) because it takes into account the multinomial rather than binomial situation represented by k > 2. Table 4 , part C. The resulting chi-square, calculated in the usual way, is 11.82. The degrees of freedom from the original 3 x 2 table in part B are used, yielding p < 0.01. The additive properties of chi-square and of degrees of freedom for orthogonal contrasts reveal that the Nuller and Ostroumova-Carroll et al. comparison must be,nonsignificant. The usual omnibus chi-square for Table 4 , part B equals 12.03-l 1.82 for Table 4 , part C = 0.21 which is not significant.
One may visually inspect the data displayed in Table 4 , part B and decide that the sensitivity figure reported by Nuller and Ostroumova (69%) looks different from both To avoid spurious statistical significance, it is suggested that the methods for calculating a test for partial association in a contingency table (Bresnahan and Shapiro, 1966) and the degrees of freedom from the original 3 x 2 table to assess these resulting chi-square values (Smith, 1966) both be used. Note that since these comparisons involve analyzing subsets of the overall table shown in Table 4 , part B),p < 0.01. These two comparisons are nonorthogonal (partially redundant) and thus the resulting chi-square values may not be summed or subtracted.
As with any sample statistic, observing a difference between figures reported for two or more samples is insufficient to conclude that there is a "real" difference between the populations. (1979) found DST sensitivity to be 40% (8 of 20 endogenously depressed patients had a positive test result). The findings of these two studies can be compared by constructing a 2 x 2 table in which only the "I" rows from each are used (see Table 5 ). The usual omnibus chi-square test may be applied to the data in Table 5 , part C (as was done when comparing three studies simultaneously in Table 4 , part B). The resulting chi-square is 1.97, df q 1, NS. Although the rate reported descriptively by Brown et al. is nearly twice as high as that found by Holsboer et al., this difference is within expectable sampling fluctuation.
Conclusions
Reports of laboratory tests to detect various psychiatric disturbances can be cast in the form of contingency tables and appropriate conditional probabilities can be derived. Sensitivity, specificity, and diagnostic confidence are terms for the various conditional probabilities of interest. The typical report of such data usually stops short of available inferential statistical procedures. Yet two circumstances compellingly suggest the wisdom of going beyond descriptive sample statistics. In one situation, the clinicianresearcher wishes to know how much confidence to have in a particular value for sensitivity, specificity, or diagnostic confidence. This may be accomplished by computing confidence intervals around the obtained sample conditional probability of interest. The second circumstance that calls for the use of inferential statistical techniques involves the comparison of conditional probabilities obtained using a particular laboratory test across two or more studies. These tests permit researchers to decide whether or not such "differences" are explained most parsimoniously as expectable sampling fluctuations in the value of a given conditional probability. 
