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Resumo
Nesta tese, estudamos um princ´ıpio de me´dias em equac¸o˜es diferenciais estoca´sticas
sobre variedades folheadas com folhas compactas. Comec¸aremos introduzindo o princ´ıpio
de me´dias sobre equac¸o˜es diferenciais ordina´rias reais.
A t´ıtulo de comparac¸a˜o vamos rever conceitos ba´sicos de variedade simple´tica com a
finalidade de comparar/estender os resultados obtidos por Xue-Mei Li sobre um princ´ıpio
de me´dias para um sistema Hamiltoniano estoca´stico completamente integra´vel.
Nosso principal resultado e´ generalizar estas ide´ias para o caso de uma variedade
M = (−a, a)n × N , onde N e´ uma variedade compacta sem bordo. Em particular mos-
traremos nossos resultados para o caso que a folheac¸a˜o e´ gerada por uma submersa˜o de
M sobre Rn. Finalmente apresentamos alguns exemplos.
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Abstract
In this thesis, we study the averaging principle for stochastic differential equations on
foliated manifolds with compact leaves. We begin by introducing the averaging principle
over real ordinary differential equations.
For comparison we will review basic concepts of symplectic manifold in order to
compare/extend the results obtained by Xue-Mei Li about a averaging principle for a
completely integrable stochastic Hamiltonian system.
Our main result is to generalize these ideas to the case of a manifold M = (−a, a)n×
N , where N is a compact manifold without boundary. In particular our results show for
the case that foliation is generated by an submersion of M over Rn. Finally we present
some examples.
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Introduc¸a˜o
Me´todos de perturbac¸a˜o para equac¸o˜es diferenciais comec¸aram a ter importaˆncia
quando os cientistas do se´culo XVIII tentaram relacionar a teoria da gravitac¸a˜o de New-
ton com as observac¸o˜es do movimento de planetas e sate´lites. As primeiras tentativas
ocorreram na primeira metade deste se´culo e envolve o ca´lculo nume´rico dos incrementos
das varia´veis de posic¸a˜o e velocidade durante sucessivos intervalos pequenos de tempo.
Novas ide´ias surgiram na segunda metade deste se´culo com os trabalhos de Clairaut,
Lagrange e Laplace. A teoria de perturbac¸a˜o desenvolvida por eles tem sido utilizada como
uma colec¸a˜o de te´cnicas formais. Esta teoria pode ser encontrada em muitos trabalhos
de mecaˆnica celeste e dinaˆmica. Ver por exemplo J. A. Sanders F. Verlust e J. Murdock
[15] para uma refereˆncia mais detalhada.
A teoria de perturbac¸a˜o consiste em um conjunto de me´todos para encontrar soluc¸o˜es
aproximadas de problemas perturbados as quais sa˜o pro´ximas a`s soluc¸o˜es de problemas
na˜o perturbados cuja resoluc¸a˜o e´ mais acess´ıvel. Estes me´todos podem ser utilizados sobre
pequenos intervalos de tempo.
O princ´ıpio de me´dias aparece como uma alternativa para poder estimar soluc¸o˜es
aproximadas a problemas perturbados introduzindo o conceito de dois movimentos, ra´pido
e lento. Estes dois movimentos aparecem quando fazemos uma mudanc¸a no tempo de
ordem O(−1), obtendo um intervalo de tempo longo. A natureza autoˆnoma da equac¸a˜o
de me´dias implica um comportamento bastante uniforme das me´dias locais das var´ıaveis
originais.
1
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Estimar o erro e´ o objetivo principal desta teoria. Exemplos ao respeito podem ser
encontrados em V. I. Arnold [1], M. I. Freidlin and A. D. Wentzell [6] e J.A. Sanders, F.
Verhulst e J. Murdock [15],
No livro de Arnold [1] encontramos um princ´ıpio de me´dias para um sistema Ha-
miltoniano integra´vel. Tal sistema pode ser considerado como uma familia de equac¸o˜es
diferenciais ordina´rias dependendo de um pequeno paraˆmetro  > 0. Xue-Mei Li [16], ge-
neraliza estas ide´ias para um sistema estoca´stico Hamiltoniano completamente integra´vel
que pode ser considerado como uma familia de equac¸o˜es diferenciais ordina´rias com os
campos vetoriais dependentes do tempo aleato´rio.
A t´ıtulo de estabelecer notac¸a˜o e terminologia, vamos rapidamente rever noc¸o˜es
ba´sicas de ca´lculo estoca´stico sobre variedades, geometria simple´tica e do princ´ıpio de
me´dias sobre equac¸o˜es diferenciais ordina´rias. Na primeira sec¸a˜o deste cap´ıtulo encon-
tramos o teorema fundamental do ca´lculo estoca´stico : A Fo´rmula de Itoˆ. Esta fer-
ramenta nos permite levar todo o ca´lculo estoca´stico conhecido em Rn para variedades
diferencia´veis. Na segunda sec¸a˜o encontramos algumas desigualdades de Gronwall, muito
utilizadas nas equac¸o˜es diferenciais ordina´rias, e a desigualdade de Chebychev, que apa-
rece na teoria de probabilidades. Na terceira sec¸a˜o daremos uma breve introduc¸a˜o a`
mecaˆnica Hamiltoniana que e´ o ponto de partida da geometria simple´tica. Na quarta
sec¸a˜o introduzimos o princ´ıpio de me´dias para equac¸o˜es diferenciais ordina´rias e estuda-
mos a equac¸a˜o de Van Der Pool. Aqui observamos a vantagem de se dividir a soluc¸a˜o de
tal sistema em dois movimentos, ra´pido e lento.
Recomendamos a leitura de J.A. Sanders, F. Verhulst e J. Murdock [15] para observar
os distintos princ´ıpios de me´dias segundo a equac¸a˜o diferencial estudada, assim como
conhecer o desenvolvimento histo´rico desta teoria.
No segundo cap´ıtulo, apresentamos os resultados de V.I. Arnold [1] e Xue-Mei Li
[16]. Na primeira parte estudamos os sistemas integra´veis sobre variedades simple´ticas.
Dadas certas condic¸o˜es nos campos vetoriais sobre a variedade simple´tica M , o teorema
de Liouville garante a existeˆncia de uma folheac¸a˜o sobre tal variedade cujas folhas sa˜o
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toros de dimensa˜o n, ainda mais, garante existeˆncia de um sistema de coordenadas chama-
das ac¸a˜o-aˆngulo. A equac¸a˜o diferencial ordina´ria sobre a variedade simple´tica M nestas
coordenadas possui uma expresa˜o bem mais simples, oferecendo dois movimentos, um mo-
vimento ra´pido, que age sobre as folhas, e um outro movimento lento que provem de um
sistema de evoluc¸a˜o. V. I. Arnold apresenta nestas coordenadas um princ´ıpio de me´dias,
obtendo as me´dias sobre cada folha.
Com base neste resultado, Xue-Mei Li considerou um sistema estoca´stico comple-
tamente integra´vel sobre a variedade simple´tica M . Fazendo uso das coordenadas de
ac¸a˜o-aˆngulo consegue obter a divisa˜o da soluc¸a˜o em dois movimentos, ra´pido e lento,
ambos definidos por equac¸o˜es diferenciais estoca´sticas representadas nestas coordenadas.
Desde que os campos vetoriais associados a este sistema estoca´stico completamente in-
tegra´vel sa˜o geradas por func¸o˜es Hamiltonianas, obte´m-se um princ´ıpio de me´dias cujas
me´dias sa˜o consideradas sobre os toros. O sistema de me´dias obtida em [16] gera uma
equac¸a˜o diferencial ordina´ria, que oferece uma estimativa da soluc¸a˜o da nossa equac¸a˜o
estoca´stica inicial.
Estudando estes trabalhos, observamos que, se consideramos uma variedade M com
uma folheac¸a˜o cujas folhas sa˜o difeomorfas a uma variedade compacta sem bordo N pode-
mos obter uma versa˜o (local) do princ´ıpio de me´dias de equac¸o˜es diferenciais estoca´sticas
sobre M . Por exemplo, se consideramos a variedade M = (−a, a)n × N , onde N e´ uma
variedade diferencia´vel compacta sem bordo, e sejam V,X1, · · · , Xr campos vetoriais tan-
gentes a`s folhas {s} × N , com s ∈ (−a, a)n. Dado um ponto y0 ∈ M , e um aberto
U = (−b, b)n × UN contendo y0, com 0 < b < a e UN aberto em N , defina a equac¸a˜o
diferencial estoca´stica

dxt =
r∑
i=1
Xi(xt) ◦ dBit + V (xt)dt.
x0 = y0.
Se K e´ um campo vetorial em M , podemos definir a pertubac¸a˜o da equac¸a˜o es-
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toca´stica acima, por
dyt =
r∑
i=1
Xi(y

t) ◦ dBit + V (yt)dt+ K(yt)dt.
y0 = y0.
Considerando coordenadas (u, v) sobre o aberto U , podemos representar a equac¸a˜o es-
toca´stica perturbada neste sistema de coordenadas. Assim, obtemos
du,it =
r∑
k=1
bik(u

r, v

r) ◦ dBkr + bi0(ur, vr)dt+ Kiu(ur, vr)dr,
dv,jt = K
j
v(u

t, v

t)dt,
com i = 1, 2, · · · , n e j = 1, 2, · · · ,m, onde ut = (u1t , · · · , unt ), vt = (v1t , · · · , vmt ), ut =
(u,1t , · · · , u,nt ), vt = (v,1t , · · · , v,mt ).
Considere pi(u, v) = u a projec¸a˜o na primeira varia´vel. Seja T  o primeiro tempo
no qual a soluc¸a˜o yt

, comec¸ando em y0, sai do aberto U e defina pi
(t) = pi(yt

) =
(pi1(t), pi

2(t), · · · , pin(t)).
Com esta terminologia, no Lema 3.1.1 vemos que, se τ  denota o primeiro tempo
tal que a soluc¸a˜o yt comec¸ando em y0 sai do aberto U e dada uma func¸a˜o diferencia´vel
f : M → R temos para todo p > 1[
E
(
sup
s≤t∧τ
|f(ys)− f(xs)|p
)] 1
p
≤ CtH(t),
onde H(t) = exp(C0(t
2 + t)) e C0, C sa˜o constantes que dependem da func¸a˜o f e dos
campos vetoriais K,V,X1, · · · , Xr. O Lema 3.1.1 apresenta uma primeira estimativa de
proximidade exponencial entre as soluc¸o˜es das equac¸o˜es diferenciais acima descritas.
Ainda mais sejam g : M → R func¸a˜o diferencia´vel, U o aberto como acima, e
ϕ : (−b, b)n × U0 → (−b, b)n × UN a carta local, com U0 aberto em Rm tal que para cada
s ∈ (−b, b)n fixo, ϕ(s, ·) : U0 → UN e´ um difeomorfismo. Enta˜o podemos definir a func¸a˜o
g˜ : (−b, b)n × U0 → R , por g˜ = g ◦ ϕ.
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Definamos Qg : (−b, b)n ⊆ Rn → R por
Qg(u) =
∫
N
g˜(u, v)dµ,
onde µ e´ uma medida invariante sobre N para o sistema na˜o perturbado. Denote por
pi : U → Rn, pi(u, v) = u a projec¸a˜o na primeira varia´vel, assim obtemos no Lema 3.1.2 a
seguinte estimativa
∫ (s+t)∧T 
s∧T 
g(yr

)dr =
∫ (s+t)∧T 
s∧T 
Qg(pi(r))dr + δ(g, , t),
onde T  denota o primeiro tempo que yt/ comec¸ando em y0 sai de U , τ
 = T / e tal que,
para qualquer p > 1 (
E sup
s≤t
|δ(g, , s)|p
) 1
p
≤ C√tq(− ln ) q2h(t, )
onde C e´ uma constante, e a func¸a˜o h(t, ) e´ cont´ınua e converge para zero quando → 0,
para todo q ∈ (0, 1).
Por outro lado, denote por M(α(t)) a folha {α(t)}×N e considere a seguinte equac¸a˜o
diferencial ordina´ria 
dαi
dt
(t) =
∫
Mα(t)
dpii(K)(α(t), u)dµαi(u).
α(0) = pi(y0).
onde α(t) = αt = (α1(t), · · · , αn(t)) e pi = (pi1, pi2, · · · , pin). Observe que estas equac¸o˜es
diferenciais sa˜o determin´ısticas.
O resultado principal do nosso trabalho, enunciado no Teorema 3.1.7, e´ o seguinte :
Seja T0 o primeiro tempo que α(t) sai de (−b, b)n. Enta˜o, para todo 0 < t < T0,
p > 1, existe uma constante C tal que[
E
(
sup
s≤t
‖pi(s ∧ T )− α(s ∧ T )‖p
)] 1
p
≤ Cq(− ln ) q2 .
Na demonstrac¸a˜o desta afirmac¸a˜o vemos que a constante C depende de t e , ainda
mais, que e´ cont´ınua e converge para zero quando  → 0, para q ∈ (0, 1). Segundo
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este resultado, a soluc¸a˜o α(t) se compara com a projec¸a˜o vertical da soluc¸a˜o da equac¸a˜o
diferencial estoca´stica perturbada, assim a u´ltima desigualdade reatrata o princ´ıpio de
me´dia no nosso caso.
Como consequeˆncia deste resultado, se temos F : M → Rn uma submersa˜o, tais
que as subvariedades F−1(a) sa˜o compactas sem bordo e difeomorfas a uma variedade N .
Com isto, fixado y0, podemos supor que os campos vetoriais V,X1, · · · , Xr sa˜o tangentes
a`s folhas F−1(a), a ∈ Rn, e seja K um campo vetorial sobre M . Com isto, podemos
considerar um aberto U da forma (−b, b)n ×N e obter um princ´ıpio de me´dias para este
caso.
Cap´ıtulo 1
Preliminares
Neste cap´ıtulo faremos uma listagem e introduziremos as notac¸o˜es para os resultados
que usaremos de ca´lculo estoca´stico e geometria simple´tica, assim como introduziremos o
princ´ıpio de me´dias sobre uma equac¸a˜o diferencial ordina´ria em R.
1.1 Equac¸o˜es estoca´sticas sobre variedades
Nesta sec¸a˜o apresentamos os requisitos ba´sicos para poder introduzir o estudo das
equac¸o˜es diferenciais estoca´sticas sobre Rn e a sua posterior generalizac¸a˜o para o caso
de variedades diferenciais M . As demonstrac¸o˜es dos resultados enunciados, assim como
as definic¸o˜es podem ser encontradas em muitos livros cla´ssicos, entre eles citamos K. D.
Elworthy [3], E. Hsu [9] , H. Kunita [11] e B. Oksendal [14].
Seja (Ω,F ,P) um espac¸o de probabilidade munido de uma filtrac¸a˜o F∗ = {Ft, t ≥ 0}
tal que F = limt↑∞Ft. Neste caso diremos que (Ω,F∗,P) e´ um espac¸o de probabilidade
filtrado. Assumiremos que
1) Os Ft sa˜o completos com respeito a P, isto e´ todo subconjunto de um conjunto de
medida nula esta´ contido em Ft.
2) F∗ e´ cont´ınua a direita, isto e´ Ft = ∩s>tFs, para todo t ∈ R≥0.
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1.1.1 EDE sobre Rn
Sejam σ = (σ1, σ2, · · · , σm) : Rn → M(n,m) e b : Rn → Rn func¸o˜es definidas sobre
Rn, onde M(n,m) e´ o espac¸o de matrizes n × m, e considere Wt = (W 1t , · · · ,Wmt ) um
movimento Browniano sobre Rm. Sejam x0 ∈ F0 uma varia´vel aleato´ria e τ um F∗-tempo
de parada. A equac¸a˜o integral
xt = x0 +
∫ t
0
σ(xt)dWt +
∫ t
0
b(xt)dt, 0 ≤ t < τ, (1.1.1)
e´ chamada de equac¸a˜o diferencial estoca´stica, onde a integral estoca´stica e´ no sentido de
Itoˆ. Denotamos a equac¸a˜o (1.1.1) pela expressa˜o mais familiar
dxt = σ(xt)dWt + b(xt)dt. (1.1.2)
No caso que σ∗ = (σ, b) e´ localmente Lipschitz, enta˜o a equac¸a˜o integral (1.1.2)
define um semimartingale x = {xt, 0 ≤ t < τ} sobre Rn, ate´ o tempo de parada τ . Neste
caso dizemos que xt e´ soluc¸a˜o da equac¸a˜o diferencial estoca´stica (1.1.2).
Observe que e´ poss´ıvel que a soluc¸a˜o da equac¸a˜o diferencial estoca´stica (1.1.2) pode
explodir num tempo finito, e´ por tal motivo que apressentamos a continuac¸a˜o teoremas
de existeˆncia e unicidade da soluc¸a˜o da equac¸a˜o diferencial estoca´stica ate´ seu tempo de
explosa˜o.
No caso que na˜o temos tempo de explosa˜o, temos o seguinte teorema:
Teorema 1.1.1 (Existeˆncia e unicidade). Suponha que σ e´ globalmente Lipschitz e x0
e´ quadrado integra´vel. Enta˜o a equac¸a˜o diferencial estoca´stica (1.1.2) possui uma u´nica
soluc¸a˜o x = {xt, 0 ≤ t}.
Demonstrac¸a˜o: Ver por exemplo E. Hsu [9], K. D. Elworthy [3], N. Ikeda e S. Watanabe
[10] e B. Oksendal [14]. 
A condic¸a˜o que a matriz σ seja globalmente Lipschitz implica que o crescimento de
σ seja no ma´ximo linear. No caso que σ seja localmente Lipchitz, a soluc¸a˜o pode explodir
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num tempo finito. Para pode enuncir o teorema de existeˆncia e unicidade da equac¸a˜o
diferencial estoca´stica (1.1.2) no caso que σ quando seja localmente Lipschitz deinimos
o tempo de explosa˜o de uma trajeto´ria num espac¸o me´trico localmente compacto M .
Denotemos por Mˆ = M ∪ {∂M} a compactificac¸a˜o de M por um ponto.
Um caminho x sobre M com tempo de explosa˜o e = e(x) > 0 e´ uma aplicac¸a˜o
cont´ınua x : [0,∞) → Mˆ tal que xt ∈ M para 0 ≤ t < e e xt ∈ ∂M para todo t ≥ e se
e <∞.
Agora apresentamos o teorema sobre a existeˆncia e unicidade da soluc¸a˜o da equac¸a˜o
diferencial estoca´stica (1.1.2) no caso que σ seja localmente Lipschitz.
Teorema 1.1.2. Suponha que σ seja localmente Lipchitz e x0 uma varia´vel aleato´ria sobre
Rn. Enta˜o existe uma unica soluc¸a˜o x = {xt, 0 ≤ t} da equac¸a˜o diferencial estoca´stica
(1.1.2) ate´ o seu tempo de explosa˜o e(x).
A t´ıtulo de comparac¸a˜o, dada uma func¸a˜o diferencia´vel f , pelo teorema fundamental
do ca´lculo temos que
df(x) = f ′(x)dx
ou o que e´ equivalente:
f(x)− f(a) =
∫ x
a
f ′(t)dt.
Note que, isto e´ falso no ca´lculo de Itoˆ , pois se isto fosse verdade, ter´ıamos que
f(Wt)− f(W0) =
∫ t
0
f ′(Ws)dWs (1.1.3)
o que equivale a
df(Wt) = f
′(Wt)dWt.
Mas, tomemos por exemplo f(x) = x2, e sabendo que
f(Wt) = W
2
t = 2
∫ t
0
WsdWs + t
que e´ equivalente a
df(Wt) = d(W
2
t ) = 2WtdWt + dt,
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diferente de (1.1.3). A aparic¸a˜o do temo extra dt como tambe´m do coeficiente 2, e´ devido
a uma regra ana´loga ao teorema fundamental do ca´lculo chamada de fo´rmula de Itoˆ.
Teorema 1.1.3 (Fo´rmula de Itoˆ). Seja X = {xt, t ≥ 0}, soluc¸a˜o da equac¸a˜o diferencial
estoca´stica
dxt = σ(xt)dWt + b(xt)dt,
e seja f ∈ C2(Rn). Enta˜o o processo f(xt) confere a equac¸a˜o
df(xt) = f
′(xt)dxt + 12σ
2
t f
′′(xt)dt
= σtf
′(xt)dWt + (btf ′′(xt) + 12σ
2
t f
′′(xt))dt.
Demonstrac¸a˜o : Ver E. Hsu [9]. 
Agora, consideremos a formulac¸a˜o de Stratonovich de equac¸o˜es diferenciais estoca´sticas
geradas por campos de vetores. Suponha que Vi, i = 0, 1, 2, · · · ,m sa˜o campos vetorais so-
bre Rn. Cada Vi pode ser vista como func¸o˜es Vi : Rn → Rn. Sejam V = (V1, V2, · · · , Vm),
W = (W 1t ,W
2
t , · · · ,Wmt ) e x0 como acima. Assim consideremos a equac¸a˜o diferencial
estoca´stica no sentido de Stratonovich
xt = x0 +
∫ t
0
V (xs) ◦ dWs +
∫ t
0
V0(xs)ds. (1.1.4)
Tambe´m podemos escrever a equac¸a˜o (1.1.4) em forma de somato´rias
xt = x0 +
m∑
i=1
∫ t
0
Vi(xs) ◦ dW is +
∫ t
0
V0(xs)ds. (1.1.5)
Denotamos a expressa˜o dada pela equac¸a˜o (1.1.5) por
dxt =
m∑
i=1
Vi(xs) ◦ dW is + V0(xs)ds, (1.1.6)
a qual e´ chamada de equac¸a˜o diferencial estoca´stica (no sentido de Stratonovich).
A grande vantagem desta formulac¸a˜o e´ a simplicidade da fo´rmula de Itoˆ :
Teorema 1.1.4 (Fo´rmula de Itoˆ). Seja x = {xt, t ≥ 0} soluc¸a˜o da equac¸a˜o diferencial
estoca´stica (1.1.6), e seja f ∈ C2(Rn). Enta˜o
f(xt) = f(x0) +
n∑
i=1
∫ t
0
Vif(xs) ◦ dW is + V0f(xs)ds.
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para 0 < t < τ.
Demonstrac¸a˜o : Ver E. Hsu [9], K. D. Elworthy [3], B. Oksendal [14]. 
A fo´rmula de Itoˆ nos permite estender facilmente, sem considerac¸o˜es sobre a geo-
metria, as equac¸o˜es diferenciais estoca´sticas de Rn para variedades diferencia´veis. Neste
caso usaremos a formulac¸a˜o de Stratonovich usando campos vetoriais.
1.1.2 EDE sobre variedades
Para isto, precisamos generalizar a definic¸a˜o de semimartingale sobre variedades.
Definic¸a˜o 1.1.5. Seja M uma variedade diferencia´vel e (Ω,F ,P) um espac¸o de probabi-
lidade com uma filtrac¸a˜o. Seja τ um tempo de parada. Um processo cont´ınuo x definido
sobre [0, τ) com valores sobre M e´ chamado de M-semimartingale se f(x) e´ um semimar-
tingale real com t ∈ [0, τ) para todo f ∈ C∞(M).
Segundo a fo´rmula de Itoˆ podemos observar que quando M = Rn, esta definic¸a˜o
equivale a` definic¸a˜o de semimartingale sobre Rn.
Consideremos agora V1, V2, · · · , Vm campos vetoriais sobre M , e seja x0 ∈ F0 uma
varia´vel aleato´ria com valores sobre M . A expressa˜o{
dxt =
m∑
i=1
Vi(xt) ◦ dW it + V0(xt)dt (1.1.7)
e´ chamada de uma equac¸a˜o diferencial estoca´stica sobre M com valor inicial x0.
Definic¸a˜o 1.1.6. Um M-semimartingale x definido ate´ o tempo de parada τ e´ dito soluc¸a˜o
da equac¸a˜o diferencial estoca´stica (1.1.7) ate´ o tempo de parada τ , com valor inicial x0,
se para todo f ∈ C∞(M),
f(xt) = f(x0) +
∫ t
0
m∑
i=1
Vif(xt) ◦ dW it +
∫ t
0
V0f(xt)dt, 0 ≤ t < τ. (1.1.8)
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Com a finalidade de garantir a existeˆncia e unicidade da soluc¸a˜o da equac¸a˜o diferen-
cial estoca´stica (1.1.8) sobre M , usamos o Teorema de Whitney para obter um mergulho
da variedade M sobre Rn, assim podemos considerar M como sendo uma subvariedade
fechada de Rn, com isto, os campos vetoriais Vi podem ser visto como func¸o˜es diferenciais
definidas sobre M com valores em Rn. Assim, podemos estender os campos vetoriais Vi
de M para campos vetorais V¯i em Rn usando o teorema da vizinhanc¸a tubular.
Considere agora a equac¸a˜o diferencial estoca´stica
xt = x0 +
m∑
i=1
∫ t
0
V¯i(xs) ◦ dW it +
∫ t
0
V¯0(xs)ds, (1.1.9)
que possui uma u´nica soluc¸a˜o sobre Rn ate´ seu tempo de explosa˜o e(x), enta˜o podemos
esperar que se x = {xt, 0 ≤ t} comec¸a em M e os campos vetorais V¯i sa˜o tangentes em
M , enta˜o xt permanece em M ate´ o seu tempo de explosa˜o.
Com tudo isto, temos a seguinte proposic¸a˜o
Proposic¸a˜o 1.1.7. Seja x = {xt, 0 ≤ t} a soluc¸a˜o da equac¸a˜o estendida (1.1.9) ate´ seu
tempo de explosa˜o e(x) com x0 ∈ M . Enta˜o, xt ∈ M para todo t ∈ [0, e(x)). Com isto
x = {xt, 0 ≤ t} e´ soluc¸a˜o da equac¸a˜o diferencial estoca´stica (1.1.7).
E´ poss´ıvel mostrar que a soluc¸a˜o independe do mergulho de M e da extensa˜o dos
campos vetoriais Vi de M , finalmente enunciamos o teorema de existeˆncia e unicidade
para a nossa equac¸a˜o diferencial estoca´stica.
Teorema 1.1.8. Existe uma u´nica soluc¸a˜o da equac¸a˜o diferencial estoca´stica (1.1.7) ate´
seu tempo de explosa˜o.
Demonstrac¸a˜o : Ver E. Hsu [9]. 
1.2 Desigualdades
Enunciamos algumas desigualdades cla´ssicas na teoria de equac¸o˜es diferenciais or-
dina´rias e na teoria de probabilidades.
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Lema 1.2.1 (Gronwall-Versa˜o 1). Seja x(t) uma func¸a˜o real, cont´ınua e na˜o negativa
sobre o intervalo [c, d] tal que
x(t) ≤ a(t) + b(t)
∫ t
c
K(t, s)x(s)ds
onde a(t), b(t), k(t, s) sa˜o func¸o˜es na˜o negativas e cont´ınuas para c ≤ s ≤ t ≤ d. Enta˜o
x(t) ≤ A(t) exp(B(t)
∫ t
0
K(t, s)ds)
onde : A(t) = sup
c≤s≤t
a(s) , B(t) = sup
c≤s≤t
b(s) e K(t, s) = sup
s≤α≤t
k(α, s).
Demonstrac¸a˜o: Ver S. Dragomir [7]. 
Lema 1.2.2 (Gronwall-Versa˜o 2). Sejam α : I → R e β : I → R func¸o˜es cont´ınuas
definidas num intervalo I = [a, b) com a < b. Suponha que β(t) ≥ 0, t ∈ I, e que
u : I → R e´ uma func¸a˜o cont´ınua que satisfaz
u(t) ≤ α(t) +
∫ t
0
β(s)u(s)ds (1.2.1)
para t ∈ I, enta˜o
u(t) ≤ α(t) +
∫ t
0
α(s)β(s) exp(
∫ t
s
β(r)dr)ds.
Demonstrac¸a˜o: Ver J. Dieudonne´ [5]. 
Proposic¸a˜o 1.2.3 (Desigualdade de Chebychev). Se a func¸a˜o ϕ : R → R e´ crescente
sobre (0,∞), ϕ(x) ≤ 0, ϕ(−x) = ϕ(x), enta˜o
P(|X| ≥ ) ≤ E(ϕ(X))
ϕ()
.
Demonstrac¸a˜o: Ver por exemplo B. Oksendal [14].
1.3 Introduc¸a˜o a` Geometria Simple´tica
Nesta sec¸a˜o apresentaremos uma breve introduc¸a˜o a geometria simple´tica. Para
uma refereˆncia mais abrangente desta teoria recomendamos por exemplo os livros V. I.
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Arnold [1], H. Hofer and E. Zehnder [8] e D. McDuff and D. Salamon [13]. Esses conceitos
sa˜o apresentados para se entender a estrutura dos resultados obtidos por Xue-Mei Li [16],
os quais sera˜o generalizados.
1.3.1 Mecaˆnica Hamiltoniana
Consideremos um sistema cujas configurac¸o˜es sa˜o descritas por pontos x em Rn os
quais se movimentam ao longo de trajeto´rias x(t). Se supormos que estes caminhos mini-
mizam alguma ac¸a˜o enta˜o dara´ lugar a um sistema de n-equac¸o˜es diferenciais de segunda
ordem chamadas as Equac¸o˜es de Euler-Lagrange do problema variacional. Mostramos que
estas equac¸o˜es podem ser transformadas em um sistema de 2n-equac¸o˜es Hamiltonianas
de primeira ordem.
Ao estudar a estrutura destes sistemas observamos que os conceitos de geometria
simple´tica lentamente emergem.
Seja L = L(t, x, v) uma func¸a˜o de classe C2 nas varia´veis (t, x1, x2, ..., xn, v1, v2, ..., vn)
onde identificamos v ∈ Rn = TxRn como um vetor tangente no ponto x ∈ Rn, o qual re-
presenta a velocidade x˙.
Considere o problema de minimizar a ac¸a˜o integral
I(x) =
∫ t1
t0
L(t, x, x˙)dt, (1.3.1)
sobre o conjunto dos caminhos x ∈ C1([t0, t1] ;Rn) que satisfazem as condic¸o˜es de fronteira
x(to) = x0 , x(t1) = x1.
A func¸a˜o L e´ chamada de Lagrangiano do problema variacional.
Definic¸a˜o 1.3.1. Um caminho x : [t0, t1] 7→ Rn e´ chamado mı´nimo se I(x) ≤ I(x + ξ)
para toda variac¸a˜o ξ ∈ C1([t0, t1] ,Rn) com ξ(t0) = ξ(t1) = 0; assim observamos que ξ
mante´m os extremos fixos.
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Lema 1.3.2. Um caminho minimal x : [t0, t1] 7→ Rn e´ uma soluc¸a˜o da equac¸a˜o de Euler-
Lagrange
d
dt
∂L
∂v
=
∂L
∂x
(1.3.2)
onde ∂L
∂v
= ( ∂L
∂v1
, ∂L
∂v2
, · · · , ∂L
∂vn
). Analogamente para ∂L
∂x
.
Demonstrac¸a˜o: Ver D. McDuff e D. Salamon [13]. 
Considere a condic¸a˜o de Legendre
det(
∂2L
∂vj∂vk
) 6= 0. (1.3.3)
Assim, com esta condic¸a˜o, o sistema (1.3.2) define um sistema regular de equac¸o˜es dife-
renciais ordina´rias de segunda ordem nas varia´veis x1, x2, · · · , xn.
Defina
yk =
∂L
∂vk
(x, v) , k = 1, 2, · · · , n, (1.3.4)
enta˜o
y˙k =
d
dt
∂L
∂vk
=
∂L
∂xk
desde que x seja uma soluc¸a˜o de (1.3.2). Esta mudanc¸a de varia´veis e´ chamada trans-
formac¸a˜o de Legendre, ver McDuff e Salamon [13].
Da condic¸a˜o (1.3.3) junto com o teorema da func¸a˜o impl´ıcita obtemos que v pode
ser localmente expressada como uma func¸a˜o das varia´veis t, x e y a qual denotamos por
vk = Gk(t, x, y). Por outro lado se definimos uma func¸a˜o chamado de Hamiltoniano:
H =
n∑
j=1
yjvj − L, (1.3.5)
e considere H como func¸a˜o de t, x e y, enta˜o
∂H
∂xk
= − ∂L
∂xk
,
∂H
∂yk
= Gk.
Assim, as equac¸o˜es de Euler-Lagrange sa˜o transformadas nas equac¸o˜es diferenciais Ha-
miltonianas
x˙ =
∂H
∂y
, y˙ = −∂H
∂x
. (1.3.6)
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Portanto, obtemos o seguinte resultado
Lema 1.3.3. Sejam x : [t0, t1] 7→ Rn um caminho diferencia´vel e y : [t0, t1] 7→ Rn as
novas varia´veis dadas por (1.3.4). Enta˜o x e´ uma soluc¸a˜o de (1.3.2) se e somente se as
func¸o˜es x e y satisfazem o sistema Hamiltoniano (1.3.6).
Observac¸a˜o 1.3.1. O processo anterior pode ser revertido sob a condic¸a˜o
det(
∂2H
∂yi∂yk
) 6= 0.
para o sistema Hamiltoniano (1.3.6).
1.3.2 Ac¸a˜o Simple´tica
Assuma que o Lagrangiano L satisfaz a condic¸a˜o de Legendre (1.3.3) e seja H(t, x, y)
o Hamiltoniano definido segundo (1.3.5). Considere x : [t0, t1] 7→ Rn um caminho dife-
rencia´vel, seja y : [t0, t1] 7→ Rn dada pela equac¸a˜o (1.3.4) com v = x˙ e denotamos
z(t) = (x(t), y(t)). Enta˜o a integral I(x) definida em (1.3.1) se transforma numa ac¸a˜o
integral φH(z) definida por
φH(z) =
∫ t1
to
(〈y, x˙〉 −H(t, x, y))dt (1.3.7)
onde 〈 , 〉 e´ o produto interno usual no Rn. Esta e´ a integral da forma de ac¸a˜o
ωH =
n∑
j=1
yjdxj −Hdt
ao longo do caminho z(t).
Lema 1.3.4. Uma curva z : [t0, t1] 7→ R2n e´ um ponto cr´ıtico de φH (com respeito a`s
variac¸o˜es com os extremos fixos) se e somente se satisfaz as equac¸o˜es Hamiltonianas
(1.3.6).
Demonstrac¸a˜o: Ver o Lema 1.8 do livro de D. McDuff e D. Salamon [13]. 
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1.3.3 Campos vetoriais Hamiltonianos e Variedades Simple´ticas
Definic¸a˜o 1.3.5. Uma estrutura simple´tica sobre uma variedade diferencia´vel M de di-
mensa˜o par e´ uma 2-forma ω sobre M tal que
1.) dω = 0, isto e´ a forma ω e´ fechada.
2.) ω e´ na˜o degenerada, isto e´ se u ∈ TxM e ∀v ∈ TxM tem-se ωx(u, v) = 0, enta˜o
u = 0.
O par (M,ω) e´ chamado de variedade simple´tica.
Exemplo: Considere M = R2n e ω0(u, v) = 〈Ju, v〉 com u, v ∈ R2n e 〈 , 〉 e´ o
produto interno euclidiano, onde
J =
 0 I
−I 0

sendo I a matriz indentidade de ordem n × n. Assim, o par (R2n, ω0) e´ uma variedade
simple´tica. 
O seguinte teorema afirma que localmente a estrutura simple´tica gerada pela 2-forma
diferencia´vel ω e´ equivalente a` 2-forma ω0.
Teorema 1.3.6 (Darboux). Seja ω uma 2-forma na˜o degenerada sobre uma variedade
M , dimM = 2n. Enta˜o dω = 0 se e so´ se em cada ponto p ∈ M existe uma carta local
(U,ϕ) tal que ϕ∗ω = ω0.
Demonstrac¸a˜o: Ver Teorema 3.15 de D. McDuff e D. Salamon [13] ou o Teorema 1 da
sec¸a˜o 1.3 de H. Hofer e E. Zehnder [8]. 
Neste caso TxM e´ um espac¸o vetorial simple´tico com relac¸a˜o a` forma bilinear ωx no
ponto x ∈M .
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Um exemplo de variedade simple´tica e´ (R2n, ω0), aqui ω0 e´ uma forma constante e
assim dω0 = 0.
Toda variedade diferencia´vel M de dimensa˜o finita e´ paracompacta portanto pos-
sui uma me´trica Riemanniana, mas nem toda variedade de dimensa˜o par admite uma
estrutura simple´tica.
Definic¸a˜o 1.3.7. Uma aplicac¸a˜o diferencia´vel f : M1 7→ M2 entre duas variedades
simple´ticas (M1, ω1) e (M2, ω2) e´ dita simple´tica se f
∗ω2 = ω1.
Quando M1 = M2 = M a estrutura simple´tica define um isomorfismo entre os
campos vetoriais X e as 1-formas diferencia´veis sobre M dada por
X 7→ ω(X, ·).
Em particular, se H : M 7→ R e´ diferencia´vel enta˜o dH e´ uma 1-forma sobre M e assim
junto com ω determina um campo vetorial XH dada pela identidade
ω(XH(x), ·) = dH(x), ∀x ∈M,
assim chamamos ao campo vetorial XH como campo vetorial Hamiltoniano.
Dado o campo vetorial Hamiltoniano XH , podemos definir o seu fluxo Hamiltoniano
ϕt pela equac¸a˜o
d
dt
ϕt(x) = XH(ϕt(x)).
1.4 O princ´ıpio de me´dias em EDO
Nesta sec¸a˜o apresentamos os preliminares para o princ´ıpio de me´dias em equac¸o˜es
diferenciais ordina´rias. O princ´ıpio de me´dias e´ um me´todo de aproximac¸a˜o a` uma equac¸a˜o
diferencial ordina´ria com uma pequena perturbac¸a˜o. Os enunciados e as demonstrac¸o˜es
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dos resultados aqui apresentados podem ser encontradas em M. I. Freidlin and A. D.
Wentzell [6].
Consideremos a seguinte equac¸a˜o diferencial ordina´ria em Rn : Z˙t = b(Zt , ξt),Z0 = x0, (1.4.1)
onde ξt, t ≥ 0, e´ uma func¸a˜o assumindo valores em Rm,  e´ um pequeno paraˆmetro e
b : U → Rn
b(x, y) = (b1(x, y), · · · , bn(x, y)),
com U aberto em Rn×Rm. Suponhamos que as func¸o˜es bi(x, y) na˜o crescem rapidamente
tais que permite que a soluc¸a˜o da equac¸a˜o (1.4.1) converge para Z0t ≡ x0 quando → 0,
uniformemente sobre intervalos de tempo finito.
Em muitas aplicac¸o˜es e´ de muito interesse estudar o desenvolvimento de Zt sobre
intervalos de tempo de ordem −1. No estudo de sistemas sobre intervalos da forma
[0, T −1], e´ conveniente fazer uma mudanc¸a de coordenadas tal que o intervalo de tempo
na˜o dependa do . Se fazemos Xt = Z

t/, enta˜o a equac¸a˜o para X

t assume a forma X˙t = b(Xt , ξt/),X0 = x0. (1.4.2)
O estudo deste sistema sobre um intervalo de tempo finito e´ equivalente ao estudo do
sistema (1.4.1) sobre intervalos de ordem −1.
Seja b(x, y) uma func¸a˜o cont´ınua e limitada em x e y, e tal que
|b(x1, y)− b(x2, y)| ≤ K |x1 − x2| .
Assumindo que o limite
lim
T→∞
1
T
∫ T
0
b(x, ξs)ds = b¯(x) (1.4.3)
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existe para x ∈ Rn, enta˜o a func¸a˜o b¯(x) e´ limitada e tambe´m satisfaz a condic¸a˜o de Lips-
chitz com a mesma constante K.
O deslocamento da trajetoria Xt sobre um tempo pequeno ∆ pode ser escrito como
segue
X∆ − x0 =
∫ ∆
0
b(Xs, ξs/)ds
=
∫ ∆
0
b(x0, ξs/)ds+
∫ ∆
0
[b(Xs, ξs/)− b(x0, ξs/)]ds
= ∆
(

∆
∫ ∆/
0
b(x0, ξs)ds
)
+ ρ(∆).
O coeficiente de ∆ na u´ltima igualdade converge para b¯(x) quando /∆→ 0, isto por
(1.4.3). O segundo termo satisfaz a desigualdade |ρ(∆)| < K∆2. Consequentemente, o
deslocamento da trajeto´ria Xt sobre intervalos de tempo pequeno difere do deslocamento
da trajeto´ria x¯t da equac¸a˜o diferencial ˙¯xt = b¯(x¯t),x¯0 = x0, (1.4.4)
por uma quantidade infinitamente pequena comparada a ∆ (com ∆ → 0), se /∆ → 0.
Se assumimos que o limite em (1.4.3) e´ uniforme em x, enta˜o no´s obtemos uma prova do
fato que a trajeto´ria Xt converge pra soluc¸a˜o da equac¸a˜o (1.4.4), uniformemente sobre
todo intervalo de tempo finito quando → 0.
A afirmac¸a˜o que a trajeto´ria Xt e´ pro´xima a x¯t e´ o que chamamos de Princ´ıpio
de Me´dias.
Podemos formular um princ´ıpio ana´logo numa situac¸a˜o mais geral, por exemplo,
consideremos o sistema  X˙t = b1(Xt , ξt ), X0 = x0ξ˙t = −1b2(Xt , ξt ), ξ0 = y0. (1.4.5)
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onde x ∈ Rn, ξ ∈ Rm, b1 e b2 sa˜o func¸o˜es diferencia´veis e limitadas sobre Rn+m com valores
em Rn e Rm respectivamente. A velocidade de movimento da varia´vel ξ possui ordem −1
quando → 0, daqui, os ξ sa˜o chamadas de varia´veis ra´pidas, o espac¸o Rm e´ dito o espac¸o
de movimento ra´pido e os x sa˜o chamadas de varia´veis lentas.
Considere o movimento ra´pido ξt(x) fixado sobre uma varia´vel lenta x ∈ Rn: ξ˙t = b2(x, ξt(x)),ξ0(x) = y0,
e suponhamos que o limite
lim
T→∞
1
T
∫ T
0
b1(x, ξs(x))ds = b¯1(x). (1.4.6)
existe. Por simplicidade, suponha que este limite seja independente do ponto inicial y0
da trajeto´ria ξs(x). O princ´ıpio de me´dias para o sistema (1.4.5) e´ a afirmac¸a˜o que sob
certas hipo´teses, o deslocamento no espac¸o do movimento lento pode ser aproximado pela
trajeto´ria do sistema de me´dias:  ˙¯xt = b¯1(x¯t),x¯0 = x0.
Da equac¸a˜o (1.4.2), o papel do movimento ra´pido e´ desempenhado por ξt = ξt/.
Neste caso a velocidade do movimento ra´pido na˜o depende das varia´veis lentas.
Exemplo 1.4.1 (Equac¸a˜o de Van der Pol). Consideremos
x¨+ (x2 − 1)x˙+ x = 0 (1.4.7)
que e´ a perturbac¸a˜o da equac¸a˜o do oscilador harmoˆnico
x¨+ x = 0. (1.4.8)
Considere a transformac¸a˜o canoˆnica da forma
x(t) = A(t) cos(ψ) , ψ = t+ ϕ(t)
x˙(t) = A˙ cosψ − A(t) sin(ψ)ψ˙.
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A partir desta transformac¸a˜o, obtemos a equac¸a˜o equivalente a` (1.4.7) A˙ =  sin(ψ)(1− A2 cos2(ψ))(A sin(ψ))ϕ˙ =  1
A
cos(ψ)(1− A2 cos2(ψ))(A sin(ψ)).
Definamos o operador de me´dias
〈∗〉 = 1
2pi
∫ 2pi
0
∗dt.
Assim, obtemos 〈
sin2(ψ)
〉
= 1/2
〈sin(ψ) cos(ψ)〉 = 0
〈sin(ψ) cos3(ψ)〉 = 0〈
sin2(ψ) cos2(ψ)
〉
= 1/8
obtendo a equac¸a˜o de me´dias 
˙ˆ
A = 
8
Aˆ(4− Aˆ2)
˙ˆϕ = 0.
(1.4.9)
No caso que Aˆ(0) = 2 que e´ o ponto fixo da equac¸a˜o acima enta˜o Aˆ(t) = 2 para todo t.
Daqui A = Aˆ para t = O(−1), assim temos uma aproximac¸a˜o asinto´tica do ciclo limite
do problema original, isto e´
x(t) ≈ 2 cos(t), t = O(−1).
Ainda mais, observando o sinal da derivada
˙ˆ
A para Aˆ > 2 e Aˆ < 2 o ciclo limite e´ esta´vel.
Portanto, tecnicamente encontramos uma aproximac¸a˜o asinto´tica do ciclo limite. O uso
de me´dias deste jeito pode ser formalizado para mostrar a existeˆncia de ciclos limites para
um  suficientemente pequeno. 
Cap´ıtulo 2
Introduc¸a˜o a` Teoria de Perturbac¸a˜o
sobre variedades simple´ticas
Apresentamos neste cap´ıtulo um princ´ıpio de me´dias sobre variedades simple´ticas.
Comec¸aremos enunciando o teorema de Liouville que garante a existeˆncia de uma fo-
lheac¸a˜o sobre a variedade simple´tica. Esta folheac¸a˜o nos revela a existeˆncia de um novo sis-
tema de coordenadas (simple´ticas) chamadas coordenadas ac¸a˜o-aˆngulo. Se consideramos
uma equac¸a˜o diferencial ordina´ria completamente integra´vel sobre a variedade simple´tica,
a sua representac¸a˜o neste novo sistema de coordenadas (ac¸a˜o-aˆngulo) fica mais simples,
permitindo dividi-la em dois movimentos, um movimento ra´pido (fast motion) sobre as
folhas e um movimento lento (slow motion). Esta divisa˜o em dois movimentos nos permite
introduzir um princ´ıpio de me´dias sobre variedades simple´ticas. Recomendamos para este
cap´ıtulo a leitura de V. Arnold [1].
Na u´ltima parte deste cap´ıtulo apresentaremos a versa˜o estoca´stica do princ´ıpio de
me´dias em variedades simple´ticas realizada por Xue-Mei Li [16] que generalizamos no
cap´ıtulo seguinte.
A finalidade deste cap´ıtulo, portanto e´ servir de base e comparac¸a˜o para os nossos
resultados.
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2.1 Sistemas Integra´veis
2.1.1 Teorema de Liouville
Seja (M,ω) uma variedade simple´tica. O espac¸o de todas as func¸o˜es diferencia´veis
sobre M possui uma estrutura de a´lgebra de Lie dada pelo colchete de Poisson
{F1, F2} = ω(XF1 , XF2) = dF1(XF2)
com F1, F2 ∈ C∞(M).
Definic¸a˜o 2.1.1. Uma func¸a˜o F : M → R e´ dita a integral primeira de um sistema
com func¸a˜o Hamiltoniana H se {H,F} = 0. Duas func¸o˜es F1 e F2 esta˜o em involuc¸a˜o se
{F1, F2} = 0.
Teorema 2.1.2 (Liouville). Seja M2n uma variedade simple´tica e F1, F2, · · · , Fn sa˜o
func¸o˜es em involuc¸a˜o, i.e. {Fi, Fj} = 0, i, j = 1, 2, · · · , n.
Seja
Ma = {x : Fi(x) = ai, i = 1, 2, · · · , n},
onde a = (a1, a2, · · · , an) ∈ Rn, o conjunto de n´ıvel das func¸o˜es Fi. Suponha que as
func¸o˜es Fi sa˜o independentes sobre Ma, (i.e : as 1-formas diferencia´veis dFi sa˜o linear-
mente independentes em cada ponto de Ma). Enta˜o :
1. Ma e´ uma variedade diferencia´vel, invariante sobre o fluxo de fase com func¸a˜o Ha-
miltoniana H = F1.
2. Se Ma e´ uma varidade compacta e conexa, enta˜o ela e´ difeomorfa ao Toro n-
dimensional
T n = {(ϕ1, ϕ2, · · · , ϕn) mod 2pi}
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3. O fluxo gerado pela func¸a˜o Hamiltoniana H determina um movimento condicio-
nalmente perio´dico sobre Ma, i.e, em coordenadas angulares φ = (ϕ1, ϕ2, · · · , ϕn)
temos
dφ
dt
= ω, ω = ω(a).
Demonstrac¸a˜o: Ver pa´g. 272 de V. I. Arnold [1]. 
2.1.2 Coordenadas ac¸a˜o-aˆngulo
Sejam F1, · · · , Fn func¸o˜es em involuc¸a˜o. Lembre que Ma = {x ∈ M : F (x) =
a}, com F = (F1, F2, · · · , Fn), e´ um toro n-dimensional, invariante em relac¸a˜o ao fluxo
soluc¸a˜o. Escolhendo coordenadas angulares ϕi sobre M tal que os fluxos com func¸a˜o
Hamiltoniana H = F1 toma uma forma simples
dϕ
dt
= ω(a),
ϕ(t) = ϕ(0) + ωt.
(2.1.1)
Sobre um aberto U de Ma as coordenadas (F, ϕ) definem um difeomorfismo de U com
T n×Dn, sendo Dn o disco n-dimensional. Nestas coordenadas, o fluxo soluc¸a˜o com func¸a˜o
Hamiltoniana H = F1 pode ser escrito como sendo
dF
dt
= 0,
dφ
dt
= ω(F ),
que e´ facilmente integra´vel,
F (t) = F (0), φ(t) = φ(0) + ω(F (0))t.
Em geral, o par (F, φ) podem na˜o gerar coordenadas simple´ticas, e´ por isto que nos
perguntamos o seguinte : ¨Existem func¸o˜es de F , isto e´, I = I(F ) com I = (I1, I2, · · · , In)
tal que o par (I, φ) gere coordenadas simple´ticas?¨.
Se isto for poss´ıvel, a estrutura simple´tica original ω e´ expressada pela fo´rmula usual
ω =
∑
dIi ∧ dϕi.
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As varia´veis I sa˜o chamadas de varia´veis de ac¸a˜o e as varia´veis φ sa˜o chamadas de
varia´veis aˆngulo.
Considerando a existeˆncia destas coordenadas I, enta˜o podemos expressar a equac¸a˜o
diferencial (2.1.1) na forma
dI
dt
= 0,
dφ
dt
= ω(I).
2.1.3 Coordenadas de ac¸a˜o-aˆngulo no caso R2
Consideremos a func¸a˜o Hamiltoniana H(p, q) nas coordenadas (p, q), assim neste
caso a varia´vel de ac¸a˜o pode ser calculada pela fo´rmula
I(a) =
1
2pi
A(a)
onde A(a) e´ a a´rea fechada pela curva Ma.
Exemplo 2.1.3. Consideremos o oscilador harmoˆnico H = 1
2
(c1)
2p2 + 1
2
(c2)
2q2. Assim a
curva dada por Ma, a ∈ R e´ a elipse com a´rea A(a) = 2piac1c2 .
Figura 2.1: Oscilador Harmoˆnico
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2.1.4 Coordenadas de ac¸a˜o-aˆngulo em R2n
Consideremos agora o espac¸o R2n = {(p, q)}, a func¸a˜o Hamiltoniana H(p, q) e n
integrais primeiras em involuc¸a˜o F1 = H,F2, · · · , Fn. Sejam γ1, γ2, · · · , γn a base para os
ciclos 1-dimensionais sobre o toro Ma ≈ S1 × S1 × · · · × S1. Podemos definir
Ii(a) =
1
2pi
∮
γ1
pdq, i = 1, 2 · · · , n.
Neste caso I1(F ), I2(F ), · · · , In(F ) sa˜o chamadas de varia´veis ac¸a˜o.
Se assumimos que det
(
∂I
∂a
)∣∣
a
6= 0, enta˜o numa vizinhanc¸a tubular do toro Ma o par
(I, φ) gera uma carta local, ainda mais, a transformac¸a˜o (p, q)→ (I, φ) e´ canoˆnica, isto e´
∑
dpi ∧ dqi =
∑
dIi ∧ dϕi.
2.2 Princ´ıpio de Me´dias
Os resultados apresentados nesta sec¸a˜o podem ser encontrados em V. I. Arnold [1].
Sejam (I, φ) as coordenadas ac¸a˜o-aˆngulo num sistema (na˜o perturbado) com func¸a˜o
Hamiltoniana H0(I).  I˙ = 0,φ˙ = ω(I), onde ω(I) = ∂H0
∂I
.
Consideremos o sistema perturbado I˙ = g(I, φ),φ˙ = ω(I) + f(I, φ), 0 <  << 1. (2.2.1)
O princ´ıpio de me´dias para o sistema (2.2.1) consiste em aproximar trajeto´rias de ordem
−1 ao sistema de me´dias:
J˙ = g¯(J) (2.2.2)
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onde g¯(J) = 1
(2pi)n
∫ 2pi
0
· · ·
∫ 2pi
0
g(J, φ)dφ1 · · · dφn, e´ definida na regia˜o n-dimensional G ⊆
Rn = {J = (J1, J2, · · · , Jn)}.
Vejamos em que sentido o sistema (2.2.2) e´ uma boa aproximac¸a˜o do sistema (2.2.1).
Exemplo 2.2.1. Consideremos o caso n = 1. Neste caso temos o sistema perturbado I˙ = g(ξ),ξ˙ = ω 6= 0 (2.2.3)
e o sistema de me´dias
J˙ = g¯(J) (2.2.4)
Enta˜o, para 0 < t < 1/, temos que, a soluc¸a˜o de (2.2.4), e´
J(t) = I(0) + g¯t.
Logo, escrevendo g = g¯ + g˜ em func¸a˜o de I e ξ temos que
I(t)− I(0) =
∫ t
0
g(ξ0 + ωt)dt
=
∫ t
0
(g¯ + g˜)(I, ξ)dt
=
∫ t
0
g¯dt+

ω
∫ ωt
0
g˜(ξ)dξ
= g¯t+ 
ω
h(ωt)
onde h(ξ) =
∫ ξ
0
g˜(ξ)dξ e´ perio´dico e portanto limitada, assim
|I(t)− J(t)| = |I(t)− I(ω)− g¯t|
=
∣∣ 
ω
h(ωt)
∣∣ < c
Assim, a variac¸a˜o de I com respeito ao tempo consiste de duas partes
a.) Uma oscilac¸a˜o de ordem  dependente de g¯.
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Figura 2.2: Evoluc¸a˜o e Oscilac¸a˜o
b.) Uma evoluc¸a˜o sistema´tica com velocidade g¯.
O princ´ıpio de me´dias e´ baseada na afirmac¸a˜o que em geral, o movimento do sistema
(2.2.3) pode ser divido numa evoluc¸a˜o (slow motion) e pequenas oscilac¸o˜es (fast motion).
Apresentamos o teorema justificando este princ´ıpio no caso particular que temos
uma u´nica frequeˆncia de oscilac¸a˜o.
Considere o sistema de n+ 1 equac¸o˜es diferenciais I˙ = g(I, φ),φ˙ = ω(I) + f(I, φ), φ mod 2pi ∈ S1, I ∈ G ⊂ Rn (2.2.5)
onde f(I, φ + 2pi) = f(I, φ) e g(I, φ + 2pi) = g(I, φ). Considere o sistema me´dio de n
equac¸o˜es:
J˙ = g¯(J), onde g¯(J) =
1
2pi
∫ 2pi
0
g(J, φ)dφ. (2.2.6)
O teorema seguinte mostra que o princ´ıpio de me´dias descreve corretamente a evoluc¸a˜o
sobre um longo intervalo de tempo [0, 1/]. Denotamos por (I(t), φ(t)) a soluc¸a˜o de (2.2.5)
com condic¸a˜o inicial (I(0), φ(0)), e por J(t) a soluc¸a˜o do sistema (2.2.6) com condic¸a˜o
inicial J(0) = I(0).
Teorema 2.2.2. Suponha que
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1.) As func¸o˜es ω, f e g sa˜o definidas por I numa regia˜o G limitada, e nesta regia˜o estas
mesmas sa˜o limitadas junto com suas derivadas de ate´ segunda ordem,
‖ω, f, g‖C2(G×S1) < C1.
2.) Na regia˜o G temos ω(I) > c > 0.
3.) Para 0 ≤ t ≤ 1/, um entorno de raio d do ponto J(t) pertence a G,
J(t) ∈ G− d
Enta˜o, para  muito pequeno
|I(t)− J(t)| < Cq, 0 ≤ t ≤ 1/,
com Cq > 0 constante.
Figura 2.3: Princ´ıpio de Me´dias
Demonstrac¸a˜o: Ver pa´g. 294 de V. I. Arnold [1]. 
O teorema acima garante a boa aproximac¸a˜o do nosso sistema de me´dias, dada pela
equac¸a˜o (2.2.6), com o sistema de equac¸o˜es perturbadas dadas pelas equac¸o˜es (2.2.5).
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2.3 Um princ´ıpio de me´dias para um sistema Hamil-
toniano estoca´stico
Nesta sec¸a˜o apresentamos sem demonstrac¸a˜o os resultados obtidos por Xue-Mei Li
[16].
Consideramos M2n uma variedade simple´tica. Seja {Hi}ni=1 uma familia de Hamil-
tonianos sobre M que formam um sistema completamente integra´vel, isto e´, os Hamilto-
nianos Hi esta˜o em involuc¸a˜o dois a dois e seus correspondentes campos vetoriais XHi sa˜o
linearmente independentes, e seja V um campo Hamiltoniano comutando com os campos
{XHi} no sentido que ω(XHi , V ) = 0.
Considere o sistema estoca´stico Hamiltoniano completamente integra´vel
dxt =
n∑
i=1
XHi(xt) ◦ dBit + V (xt)dt (2.3.1)
A soluc¸a˜o do sistema (2.3.1) preserva as energias Hi, para cada i = 1, 2, · · · , n.
Fixado um ponto y0 ∈M , consideremos uma perturbac¸a˜o do sistema (2.3.1) via um
campo vetorial K com  > 0:
dyt =
n∑
i=1
XHi(y

t) ◦ dBit + V (yt)dt+ K(yt)dt
yt = y0.
(2.3.2)
assim, a soluc¸a˜o do sistema (2.3.2) pode na˜o conservar as energias.
Assumiremos nesta parte que a seguinte condic¸a˜o e´ va´lida:
CONDIC¸AˆO (α) : Assumamos que ω(V,XHi) = 0. Seja y0 ∈ M um ponto regular
de H = (H1, H2, · · · , Hn) e U0 uma vizinhanc¸a de y0 que e´ o dominio das coordenadas de
ac¸a˜o-aˆngulo
ϕ−1 : U0 → D × T n, D aberto em Rn.
Sob estas hipo´tesses, observaremos inicialmente que as soluc¸o˜es dos sistemas dadas
pelas equac¸o˜es (2.3.1) e (2.3.2) esta˜o pro´ximas fracamente no sentido de comparac¸a˜o via
func¸o˜es f ∈ C∞(M).
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Se consideramos f : M → R, enta˜o denotamos por f¯ = f ◦ ϕ a representac¸a˜o de f
em T n ×D.
Lema 2.3.1. Seja τ o primeiro tempo de saida da soluc¸a˜o y

t no aberto U0. Enta˜o para
cada f ∈ C∞(M) temos[
E( sup
s≤t∧τ
|f(ys)− f(xs)|p)
]1/p
≤ C(t+ t2).
com C constante dependendo dos campos vetoriais e dos limites superiores das func¸o˜es
|df | , ∣∣∂2H¯i/∂Ii∂Ij∣∣ , ∣∣dV¯ ∣∣ , ∣∣K¯∣∣ sobre T n ×D.
O seguinte lema nos da´ uma alternativa sobre como um princ´ıpio de me´dias pode
ser encontrado segundo nossos sistemas estudados. Observe que para isso e´ necessa´rio
integrar em Ma, e´ por isso que precisamos que as variedades invariantes possuam volume
finito.
Lema 2.3.2. Seja g ∈ C∞(M) e considere ϕ−1 : U0 → D × T n as coordenadas de
ac¸a˜o-aˆngulo. Defina Qg : D ⊂ Rn → R como sendo
Qg(a) =
∫
Tn
g˜(a, z)dµ(z), (2.3.3)
a me´dia de g sobre o toro T n.
Considere Hi (s) = Hi(y

s/), H
(s) = (H1, · · · , Hn(s)). Enta˜o∫ (s+t)∧T 
s∧T 
g(yr/)dr =
∫ (s+t)∧τ
s∧τ
Qg(H(r))dr + δ(g, , t)
onde, [
E sup
s≤t
|δ(g, , s)|β
]1/β
≤ c(t)1/3
onde T  = τ .
Se consideramos algumas func¸o˜es especiais gi = ω(XHi , K), i = 1, 2, · · · , n, enta˜o
poderemos enunciar finalmente o princ´ıpio de me´dias para o sistema Hamiltoniano es-
toca´stico completamente integra´vel da equac¸a˜o (2.3.2).
2 Introduc¸a˜o a` Teoria de Perturbac¸a˜o sobre variedades simple´ticas 33
Teorema 2.3.3. Considere a equac¸a˜o diferencial estoca´stica (2.3.2) satisfazendo a condic¸a˜o
(α). Seja T o primeiro tempo de saida da soluc¸a˜o y

t/, comec¸ando de y0, sai de U0. Seja
Hi (t) = Hi(y

t/) e considere o sistema de equac¸o˜es determin´ısticas
d
dt
H¯i(t) =
∫
MH¯(t)
ω(XHi , K)(H¯(t), z)dµH¯i(z) (2.3.4)
com condic¸a˜o inicial H¯(0) = H(y0). Seja T0 o primeiro tempo de sa´ıda que H¯(t) sai de
U0. Enta˜o, para todo t < T0, β > 1, existe uma constante C > 0 tal que
E
(
sup
s≤t
∥∥H(s ∧ T )− H¯(s ∧ T )∥∥β)1/β ≤ C1/3.
Ainda mais, seja r > 0 tal que U = {x : ‖H(x)−H(y0)‖ ≤ r} ⊂ U0 e defina
Tδ = inf
t
{∣∣H¯(t)−H(y0)∣∣ ≥ r − δ}.
Enta˜o, para todo β > 1, δ > 0 existe uma constante C que depende de Tδ tal que
P(T  < Tδ) ≤ C(Tδ)δ−ββ/3.
Apresentados estes resultados, formularemos a sua generalizac¸a˜o no seguinte cap´ıtulo.
Cap´ıtulo 3
Um princ´ıpio de Me´dias para um
sistema estoca´stico sobre folheac¸o˜es
Neste cap´ıtulo apresentamos uma versa˜o do princ´ıpio de me´dias sobre folheac¸o˜es
geradas por imagem inversa de uma func¸a˜o diferencia´vel, geralizando assim os resultados
obtidos por Xue-Mei Li [16] no caso de variedades simple´ticas.
O princ´ıpio de me´dias vai ser obtido sobre uma vizinhanc¸a tubular de uma folha
compacta.
3.1 Caso M = (−a, a)n ×N
Consideremos inicialmente M = (−a, a)n × N , onde N e´ uma variedade compacta
sem bordo de dimensa˜o m, a > 0, assim dimM = n+m. Sejam V,X1, X2, · · · , Xr campos
vetoriais tangentes a`s folhas {s} ×N , s ∈ (−a, a)n.
Considere a equac¸a˜o diferencial estoca´stica
dxt =
r∑
i=1
Xi(xt) ◦ dBit + V (xt)dt.
x0 = y0
(3.1.1)
onde os B1, B2, · · · , Br sa˜o movimentos Brownianos unidimensionais independentes e
34
3 Um princ´ıpio de Me´dias para um sistema estoca´stico sobre folheac¸o˜es 35
y0 = (s0, n0) um ponto sobre M .
Observe que, segundo a escolha dos campos vetoriais, a soluc¸a˜o da equac¸a˜o diferen-
cial estoca´stica (3.1.1) pertence a` folha {s0}×N . Seja K um campo vetorial em M , com
isto defina a perturbac¸a˜o do sistema (3.1.1) como sendo
dyt =
r∑
i=1
Xi(y

t) ◦ dBit + V (yt)dt+ K(yt)dt.
y0 = y0.
(3.1.2)
para  > 0.
Considere U aberto em M , contendo y0, da forma (−b, b)n × UN com UN aberto
em N e 0 < b < a. Denote por ϕ : (−b, b)n × U0 → (−b, b)n × UN a carta local, com
U0 aberto em Rm. Denote por (u, v) as coordenadas de (−b, b)n × U0. Segundo estas
hipo´teses obtemos nossa versa˜o do Lema 2.3.1.
Lema 3.1.1. Seja τ  o primeiro tempo tal que a soluc¸a˜o yt , comec¸ando de y0, sai do
aberto U . Enta˜o, dada uma func¸a˜o diferencia´vel f : M → R temos[
E
(
sup
s≤t∧τ
|f(ys)− f(xs)|p
)] 1
p
≤ CtH(t),
onde H(t) = exp(C0(t
2 + t)) e C0, C sa˜o constantes que dependem da func¸a˜o f e dos
campos vetoriais K,V,X1, · · · , Xr.
Demonstrac¸a˜o:
Denotemos as soluc¸o˜es das equac¸o˜es diferenciais estoca´sticas (3.1.1) e (3.1.2) como sendo
xt = ϕ(ut, vt) e y

t = ϕ(u

t, v

t) respectivamente, e seja f˜ = f ◦ ϕ, enta˜o
|f(yt)− f(xt)| =
∣∣∣f˜(ut, vt)− f˜(ut, vt)∣∣∣
≤ C |ut − ut|+ C |vt − vt| .
Denote por ut = (u
1
t , · · · , unt ), vt = (v1t , · · · , vmt ), ut = (u,1t , · · · , u,nt ), vt = (v,1t , · · · , v,mt )
e K˜ = (Ku, Kv) com Ku = (K
1
u, · · · , Knu ) e Kv = (K1v , · · · , Kmv ). Dado que os campos
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vetoriais sa˜o tangentes a`s folhas, salvo o campo K, obtemos uma equac¸a˜o diferencial
estoca´stica sobre (−b, b)n ×N da forma
du,it =
r∑
k=1
bik(u

r, v

r) ◦ dBkr + bi0(ur, vr)dt+ Kiu(ur, vr)dr, (3.1.3)
dv,jt = K
j
v(u

t, v

t)dt, (3.1.4)
com i = 1, 2, · · · , n e j = 1, 2, · · · ,m. Observe que da equac¸a˜o (3.1.4) temos
sup
s≤t∧τ
|vs − vs| ≤  sup
s≤t∧τ
∫ s
0
|Kv(us, vs)| ds
≤ t sup
(−b,b)n×UN
|Kv| . (3.1.5)
Agora, da equac¸a˜o (3.1.3), calcularemos a seguinte estimativa. Para s < τ  temos :
u,is − uis =
r∑
k=1
∫ s
0
(bik(u

r, v

r)− bik(ur, vr)) ◦ dBkr+∫ s
0
(bi0(u

r, v

r)− bi0(ur, vr))dr + 
∫ s
0
Kiu(u

r, v

r)dr
Observando que o termo de correc¸a˜o de Stratonovich fica na forma seguinte :∫ s
0
(bik(u

r, v

r)− bik(ur, vr)) ◦ dBkr =
∫ s
0
(bik(u

r, v

r)− bik(ur, vr))dBkr
+
1
2
∫ s
0
(bik(u

r, v

r)
∂bik
∂v
(ur, v

r)− bik(ur, vr)
∂bik
∂v
(ur, vr))dr.
Enta˜o, passando para mo´dulo obtemos :∣∣u,vs − uis∣∣ ≤
∣∣∣∣∣
r∑
k=1
∫ s
0
(bik(u

r, v

r)− bik(ur, vr))dBkr
∣∣∣∣∣+
1
2
r∑
k=1
∣∣∣∣∫ s
0
(bik(u

r, v

r)
∂bik
∂v
(ur, v

r)− bik(ur, vr)
∂bik
∂v
(ur, vr))dr
∣∣∣∣
+
∣∣∣∣∫ s
0
(bi0(u

r, v

r)− bi0(ur, vr))dr
∣∣∣∣+  ∣∣∣∣∫ s
0
Kiu(u

r, v

r)dr
∣∣∣∣
Desde que as func¸o˜es bik sa˜o limitadas com derivadas tambe´m limitadas, enta˜o, existem
constantes K1, K2 tais que∣∣u,is − uis∣∣ ≤
∣∣∣∣∣
r∑
k=1
∫ s
0
(bik(u

r, v

r)− bik(ur, vr))dBkr
∣∣∣∣∣+
K1
∫ s
0
|vr − vr| dr +K2
∫ s
0
|ur − ur| dr +  sup
(−b,b)×N
|Ku| .s
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Assim , de (3.1.5) :
∣∣u,is − uis∣∣ ≤
∣∣∣∣∣
r∑
k=1
∫ s
0
(bik(u

r, v

r)− bik(ur, vr))dBkr
∣∣∣∣∣+K1s2 sup(−b,b)×N |Kv|
+K2
∫ s
0
|ur − ur| dr + sK3
com K3 = sup
(−b,b)n×N
|Ku|. Lembrando a desigualdade : |a+ b|p ≤ Cte(|a|p + |b|p), para
p ≥ 1, se p = 2 obtemos neste caso :
∣∣u,is − uis∣∣2 ≤ C
∣∣∣∣∣
r∑
k=1
∫ s
0
(bik(u

r, v

r)− bik(ur, vr))dBkr
∣∣∣∣∣
2
+ K¯1
2
2s4
+K22{
∫ s
0
|ur − ur| dr}2 + 2s2K23 . (3.1.6)
Onde K¯1 = K1 sup(−b,b)n×N |Kv|. Lembrando que :∫ s
0
|f | dr ≤ {
∫ s
0
|f |2 dr} 12 s 12 ,
temos enta˜o
∣∣u,is − uis∣∣2 ≤ C
∣∣∣∣∣
r∑
k=1
∫ s
0
(bik(u

r, v

r)− bik(ur, vr))dBkr
∣∣∣∣∣
2
+ K¯1
2
2s4
+K22s
∫ s
0
|ur − ur|2 dr + 2s2K23 .
Aplicando sup
s≤t∧τ
e logo aplicando a esperanc¸a E, obtemos
E sup
s≤t∧τ
∣∣u,is − uis∣∣2 ≤ CE sup
s≤t∧τ
∣∣∣∣∣
r∑
k=1
∫ s
0
(bik(u

r, v

r)− bik(ur, vr))dBkr
∣∣∣∣∣
2
+ K¯1
2
2t4
+K22 tE sup
s≤t∧τ
∫ s
0
|ur − ur|2 dr + 2t2K23
≤ CE sup
s≤t∧τ
∣∣∣∣∣
r∑
k=1
∫ s
0
(bik(u

r, v

r)− bik(ur, vr))dBkr
∣∣∣∣∣
2
+ K¯1
2
2t4
+K22 t
∫ t
0
E
(
sup
s≤r∧τ
|ur − ur|2
)
dr + 2t2K23 .
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Por outro lado, pela isometria de Itoˆ , E((
∫ t
0
HsdBs)
2) = E(
∫ t
0
H2sds) , obtemos que
E sup
s≤t∧τ
∣∣∣∣∣
r∑
i,k=1
∫ s
0
(bik(u

r, v

r)− bik(ur, vr))dBkr
∣∣∣∣∣
2
≤ C2
(
r∑
i,k=1
sup
s≤t∧τ
E
∣∣∣∣∫ s
0
(bik(u

r, v

r)− bik(ur, vr))dBkr
∣∣∣∣2
)
≤ C2
(
r∑
i,k=1
sup
s≤t∧τ
E
∫ s
0
(bik(u

r, v

r)− bik(ur, vr))2dr
)
Daqui, existem constantes α1, α2 e α¯1tais que :
C2
(
r∑
i,k=1
sup
s≤t∧τ
E
∫ s
0
(bik(u

r, v

r)− bik(ur, vr))2dr
)
≤ sup
s≤t∧τ
E
(
α1
∫ s
0
|vr − vr|2 dr + α2
∫ s
0
|ur − ur|2 dr
)
≤ α1 sup
s≤t∧τ
E
(∫ s
0
|vr − vr|2 dr
)
+ α2 sup
s≤t∧τ
E
(∫ s
0
|ur − ur|2 dr
)
≤ α1 sup
s≤t∧τ
E
(∫ s
0
(2s2K1)dr
)
+ α2
∫ t
0
E sup
s≤r∧τ
|ur − ur|2 dr
≤ α¯12t3 + α2
∫ t
0
E sup
s≤r∧τ
|ur − ur|2 dr.
Seja m(t) = E
(
sup
s≤t∧τ
|ur − ur|2
)
, assim substituindo todas as estimativas na desi-
gualdade (3.1.6), obtemos o seguinte, em func¸a˜o do m(t) :
m(t) ≤ α¯12t3 + α2
∫ t
0
m(r)dr + K¯1
2
2t4 +K2t
∫ t
0
m(r)dr +K23
2t2
m(t) ≤ (α¯12t3 + K¯122t4 +K232t2) + (α2 +K2t)
∫ t
0
m(r)dr
Usando a desigualdade de Gronwall (1.2.1) obtemos :
m(t) ≤ (α¯12t3 + K¯122t4 +K232t2) exp((α2 +K2t)t)
≤ C2t2(t2 + t+ 1) exp(C3(t2 + t))
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Portanto
E
(
sup
s≤t∧τ
|ur − ur|2
)
≤ C2t2(t2 + t+ 1) exp(C3(t2 + t)). (3.1.7)
Lembrando que, se X e´ uma varia´vel aleato´ria, usando a desigualdade de Ho¨lder
E(|X|p) 1p ≤ E(|X|2) 12
ou
E(|X|p) ≤ E(|X|2) p2 ,
aplicando a desigualdade anterior em (3.1.7) temos
E
(
sup
s≤t∧τ
|us − us|p
)
≤
[
E
(
sup
s≤t∧τ
|us − us|2
)] p
2
≤ [C2t2(t2 + t+ 1) exp(C3(t2 + t))]
p
2
≤ C¯ptp(t2 + t+ 1) p2 exp(C¯3p(t2 + t))
para certas constantes C¯ e C¯3. Agora, finalmente, da desigualdade :
|f(yt)− f(xt)|p ≤ C |v(yt)− v(xt)|p + C |u(yt)− u(xt)|p
podemos aplicar sup
s≤t∧τ
, e logo a esperanc¸a E, obtendo :
E
(
sup
s≤t∧τ
|f(ys)− f(xs)|p
)
≤ CE sup
s≤t∧τ
|vs − vs|p + CE sup
s≤t∧τ
|us − us|
≤ C1ptp + C¯ptp(t2 + t+ 1) p2 exp(C¯3p(t2 + t))
≤ Cptp (1 + (t2 + t+ 1) p2 exp(C¯3p(t2 + t))) .
Isto e´ :
E
(
sup
s≤t∧τ
|f(ys)− f(xs)|p
)
≤ Cptp
(
1 + (t2 + t+ 1)
p
2 exp(C¯3p(t
2 + t))
)
,
finalmente
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[
E
(
sup
s≤t∧τ
|f(ys)− f(xs)|p
)] 1
p
≤ Ct
(
1 + (t2 + t+ 1)
p
2 exp(C¯3p(t
2 + t))
) 1
p
[
E
(
sup
s≤t∧τ
|f(ys)− f(xs)|p
)] 1
p
≤ Ct exp(C0(t2 + t))
Para certas constantes C,C0. 
Observac¸a˜o 3.1.1. Os coeficientes que aparecem na equac¸a˜o diferencial estoca´stica
(3.1.3) dependem das varia´veis u e v, o que na˜o acontece quando o sistema era gerado por
campos vetoriais Hamiltonianos completamente integra´veis. Segundo o artigo de Xue-Mei
Li [16], tais coeficientes so´ dependem da var´ıavel ac¸a˜o. Ainda mais, e´ por tal motivo que
nossa estimativa neste caso e´ de ordem exponencial diferente da estimativa de Xue-Mei
Li que era polinomial. Isto mostra que, quando garantimos a existeˆncia das coordenadas
ac¸a˜o-aˆngulo podemos melhorar a nossa aproximac¸a˜o. E´ claro que, para a existeˆncia de tal
sistema de coordenadas, precisamos de mais ferramentas sobre a geometria da variedade,
assim como hipo´teses adicionais nos campos vetoriais que geram nosso sistema inicial
(na˜o-perturbado). 
Consideramos agora uma func¸a˜o g : M → R diferencia´vel. Seja U o aberto como
acima, e ϕ : (−b, b)n × U0 → (−b, b)n × UN a carta local, com U0 aberto em Rm tal que
para cada s ∈ (−b, b)n fixo, ϕ(s, ·) : U0 → UN e´ um difeomorfismo. Enta˜o podemos definir
a func¸a˜o g˜ : (−b, b)n × U0 → R , por g˜ = g ◦ ϕ.
Definamos Qg : (−b, b)n ⊆ Rn → R por
Qg(u) =
∫
N
g˜(u, v)dµ,
onde µ e´ uma medida invariante sobre N para o sistema na˜o perturbado. O objetivo agora
e´ comparar as func¸o˜es g e Qg no aberto U . Para isso, denote por pi : U → Rn, pi(u, v) = u
a projec¸a˜o na primeira varia´vel. Obtemos neste contexto a versa˜o generalizada do Lema
2.3.2.
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Lema 3.1.2. Sejam g e Qg como acima. Denote por T  o primeiro tempo que yt/
comec¸ando em y0 sai de U e τ
 = T /. Seja pi(t) = pi(yt/). Enta˜o∫ (s+t)∧T 
s∧T 
g(yr

)dr =
∫ (s+t)∧T 
s∧T 
Qg(pi(r))dr + δ(g, , t).
Tal que, para qualquer p > 1(
E sup
s≤t
|δ(g, , s)|p
) 1
p
≤ C√tq(− ln ) q2h(t, )
onde h(t, ) = 1−q
√
t+1−q
√
t(− ln ) 12 expC(ln +(− ln ) q2 t+(− ln )qt2)+1−q(− ln ) 12− 3q8 +
1−q
√
t(− ln ) 12− q2 e´ cont´ınua e converge para zero quando → 0, com q ∈ (0, 1).
Demonstrac¸a˜o:
A ideia da demonstrac¸a˜o e´ aproximar g(yr) por g(yr) sobre intervalos suficientemente
pequenos.
Fixados s e t, vamos considerar uma partic¸a˜o, para isso seja τ  o primeiro tempo
que yr sai de U . Para q ∈ (0, 1) defina a func¸a˜o f() = (− ln )−q/2. Assumamos que
0 <  < exp(−1) assim observe que 0 < f() < 1.
Definamos o incremento
∆t =
t+ s
f()
∧ τ  − s
f()
∧ τ 
Observe que o seguinte limite e´ va´lido:
lim
→0
δ
f()
= 0, ∀δ > 0. (3.1.8)
Seja N = N() = [(− ln )− q−12 ] + 1 que e´ de ordem (− ln )− q−12 , onde [x] e´ a parte
inteira de x. Observe que todos estes termos dependem das trajeto´rias em ω
Considere tn =
s

∧ τ  + n∆t, para 1 ≤ n ≤ N − 1, tal que
s

∧ τ  = t0 < t1 < · · · < tN−1 < s+ t

∧ τ .
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Dado g : M → R temos enta˜o
∫ (s+t)∧T 
s∧T 
g(yr

)dr = 
∫ s+t

∧τ
s

∧τ
g(yr)dr = 
N−1∑
n=0
∫ tn+1
tn
g(yr)dr + 
∫ s+t

∧τ
tN
g(yr)dr
Por outro lado, temos na somato´ria, que

N−1∑
n=0
∫ tn+1
tn
g(yr)dr = 
N−1∑
n=0
∫ tn+1
tn
[
g(yr)− g(Rr−tn(ytn ,Θtn(ω)))
]
dr
+ 
N−1∑
n=0
∫ tn+1
tn
g(Rr−tn(y

tn ,Θtn(ω)))dr
Daqui, obtemos a igualdade:∫ (s+t)∧T 
s∧T 
g(yu

)du = 
N−1∑
n=0
∫ tn+1
tn
[
g(yr)− g(Rr−tn(ytn ,Θtn(ω)))
]
dr︸ ︷︷ ︸
( A1)
+ 
N−1∑
n=0
∫ tn+1
tn
g(Rr−tn(y

tn ,Θtn(ω)))dr︸ ︷︷ ︸
( A2 )
+ 
∫ s+t

∧τ
tN
g(yr)dr︸ ︷︷ ︸
( A3 )
, (3.1.9)
onde Θt e´ o operador shift sobre o espac¸o de probabilidade canoˆnico (i.e : Θt(ω)(·) =
ω(· + t) − ω(t)), e {Rt(x, ω), t ≥ 0} e´ o fluxo soluc¸a˜o do sistema na˜o perturbado, com
ponto inicial x.
Agora, segundo a igualdade∫ (s+t)∧T 
s∧T 
g(yr

)dr =
∫ (s+t)∧T 
s∧T 
Qg(pi(r))dr + δ(g, , t),
faremos uma estimativa de δ(g, , t). Para isso, observe que
|δ(g, , t)| =
∣∣∣∣∣
∫ (s+t)∧T 
s∧T 
g(yr

)dr −
∫ (s+t)∧T 
s∧T 
Qg(pi(r))dr
∣∣∣∣∣
=
∣∣∣∣∣
∫ (s+t)∧T 
s∧T 
g(yr

)dr − ∆t
N−1∑
n=0
∫
Mpi(tn)
g(pi(tn), v)dµ
+∆t
N−1∑
n=0
∫
Mpi(tn)
g(pi(tn), v)dµ−
∫ (s+t)∧T 
s∧T 
Qg(pi(r))dr
∣∣∣∣∣
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onde Ms = {s} ×N , e µ e´ a medida invariante sobre N gerada pela equac¸a˜o (2.3.1), que
sempre existe por compacidade.
Daqui da igualdade (3.1.9) obtemos
|δ(g, , t)| =
∣∣∣∣∣(A1) + (A2) + (A3)− ∆t
N−1∑
n=0
∫
Mpi(tn)
g(pi(tn), v)dµ
+∆t
N−1∑
n=0
∫
Mpi(tn)
g(pi(tn), v)dµ−
∫ (s+t)∧T 
s∧T 
Qg(pi(r))dr
∣∣∣∣∣
≤ |(A1)|︸ ︷︷ ︸
(I)
+
∣∣∣∣∣(A2)− ∆t
N−1∑
n=0
∫
Mpi(tn)
g(pi(tn), v)dµ
∣∣∣∣∣︸ ︷︷ ︸
(II)
+ |(A3)|︸ ︷︷ ︸
(III)
+
+
∣∣∣∣∣∆t
N−1∑
n=0
∫
Mpi(tn)
g(pi(tn), v)dµ−
∫ (s+t)∧T 
s∧T 
Qg(pi(r))dr
∣∣∣∣∣︸ ︷︷ ︸
(IV)
(3.1.10)
Para concluir a demonstrac¸a˜o do Lema (3.1.2) usaremos os seguintes resultados
sobre cada uma das expresso˜es I, II, III e IV que aparecem na Equac¸a˜o (3.1.10):
Lema 3.1.3. A expressa˜o (I) definida na desigualdade (3.1.10) converge para zero quando
→ 0.
Demonstrac¸a˜o: Fazemos as contas em norma p. Se 1
q¯
+ 1
p
= 1, temos
[
E sup
s≤t
((A1))p
] 1
p
≤ 
[
E sup
s≤t
(
N−1∑
n=0
∫ tn+1
tn
∣∣g(yr)− g(Rr−tn(ytn ,Θtn(ω)))∣∣ dr
)p] 1p
≤ 
[
E sup
s≤t
(
N−1∑
n=0
(∫ tn+1
tn
dr
) 1
q¯
×
(∫ tn+1
tn
∣∣g(yr)− g(Rr−tn(ytn ,Θtn(ω)))∣∣p dr) 1p
)p] 1p
,
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usando a desigualdade de Ho¨lder e lembrando que ∆t < t
f()
temos
≤ 
E sup
s≤t
( N1∑
n=0
(∫ tn+1
tn
dr
) q¯
q¯
) 1
q¯
×
(
N−1∑
n=0
(∫ tn+1
tn
∣∣g(yr)− g(Rr−tn(ytn ,Θtn(ω)))∣∣p dr)
p
p
) 1
p
p
1
p
≤ 
E sup
s≤t
(N∆t) 1q¯ ( N1∑
n=0
(∫ tn+1
tn
∣∣g(yr)− g(Rr−tn(ytn ,Θtn(ω)))∣∣p dr)
) 1
p
p
1
p
≤ N 1q¯ ( t
f()
)
1
q¯
[
E sup
s≤t
(
N1∑
n=0
∫ tn+1
tn
∣∣g(yr)− g(Rr−tn(ytn ,Θtn(ω)))∣∣p dr
)] 1
p
≤ N 1q¯ ( t
f()
)
1
q¯
[
N1∑
n=0
E sup
s≤t
∫ tn+1
tn
∣∣g(yr)− g(Rr−tn(ytn ,Θtn(ω)))∣∣p dr
] 1
p
≤ N 1q¯ ( t
f()
)
1
q¯
[
N1∑
n=0
E sup
s≤t
∫ tn+1
tn
sup
tn≤u≤tn+1
∣∣g(yu)− g(Ru−tn(ytn ,Θtn(ω)))∣∣p dr
] 1
p
≤ N 1q¯ ( t
f()
)
1
q¯
[
N1∑
n=0
E sup
s≤t
∆t sup
0≤u≤∆t
∣∣g(yu)− g(Ru−tn(ytn ,Θtn(ω)))∣∣p
] 1
p
≤ N 1q¯ ( t
f()
)
1
q¯
[
N1∑
n=0
sup
s≤t
t
f()
E sup
0≤u≤∆t
∣∣g(yu)− g(Ru−tn(ytn ,Θtn(ω)))∣∣p
] 1
p
).
Por outro lado, pelo Lema 3.1.1, temos que
E
(
sup
0≤u¯≤∆t
∣∣g(yu¯)− g(Ru¯−tn(ytn ,Θtn(ω)))∣∣p) ≤ Cp( tf())pH( tf())p,
onde H(t) = exp(C0(t
2 + t)) que e´ uma func¸a˜o crescente.
Portanto,[
E sup
s≤t
((A1))p
] 1
p
≤ N 1q¯ ( t
f()
)
1
q¯
[
N1∑
n=0
sup
s≤t
t
f()
Cp(
t
f()
)pH(
t
f()
)p
] 1
p
≤ N 1q¯ ( t
f()
)
1
q¯
[
N
t
f()
Cp(
t
f()
)pH(
t
f()
)p
] 1
p
≤ C2N( t
f()
)2H(
t
f()
).
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Como N e´ de ordem (− ln )− q−12 , enta˜o obtemos que
[
E sup
s≤t
((A1))p
] 1
p
≤ C2(− ln )− q−12 ( t
f()
)2H(
t
f()
)
≤ Ct22 (− ln )
− q−1
2
(− ln )−q2
1
(− ln )−q2
H(
t
f()
)
≤ Ct2[(− ln )] 12 [(− ln )q] 12 [H( t
f()
)].
Agora, procuremos uma estimativa para H( t
f()
) :
H(
t
f()
) =  exp(C0(
t
f()
+
t2
f()2
))
≤ exp(C(ln + t
f()
+
t2
f()2
))
≤ exp(C(ln + (− ln ) q2 t+ (− ln )qt2)).
Se q ∈ (0, 1), o polinoˆmio dentro da exponencial tende para −∞, se → 0. Assim a
expressa˜o H( t
f()
)→ 0 quando  vai para zero. Com tudo isto e segundo o limite (3.1.8)
obtemos que[
E sup
s≤t
((A1))p
] 1
p
≤ Ct2[(− ln )] 12 [(− ln )q] 12 (H( t
f()
))
≤ Ct2[(− ln )] 12 [(− ln )q] 12 (expC(ln + (− ln ) q2 t+ (− ln )qt2)),
que converge para zero, quando → 0. 
Lema 3.1.4. A estimativa (II) dada na desigualdade (3.1.10) converge para zero quando
→ 0.
Demonstrac¸a˜o: Segundo (II):[
E sup
s≤t
∣∣∣∣∣(A2)− ∆t
N−1∑
n=0
∫
Mpi(tn)
g(pi(tn), v)dµ
∣∣∣∣∣
p] 1p
=
[
E sup
s≤t
∣∣∣∣∣
N−1∑
n=0
∫ tn+1
tn
g(Rr−tn(y

tn ,Θtn(ω)))dr − ∆t
N−1∑
n=0
∫
Mpi(tn)
g(pi(tn), v)dµ
∣∣∣∣∣
p] 1p
.
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Mas, fazendo uma mudanc¸a de varia´vel obtemos

N−1∑
n=0
∫ tn+1
tn
g(Rr−tn(y

tn ,Θtn(ω)))dr = 
N−1∑
n=0
∫ ∆t
0
g(Rr(y

tn ,Θtn(ω)))dr.
Com isto, obtemos que
[
E sup
s≤t
∣∣∣∣∣
N−1∑
n=0
∫ tn+1
tn
g(Rr−tn(y

tn ,Θtn(ω)))dr − ∆t
N−1∑
n=0
∫
Mpi(tn)
g(pi(tn), v)dµ
∣∣∣∣∣
p] 1p
=
[
E sup
s≤t
∣∣∣∣∣
N−1∑
n=0
∫ ∆t
0
g(Rr(y

tn ,Θtn(ω)))dr − ∆t
N−1∑
n=0
∫
Mpi(tn)
g(pi(tn), v)dµ
∣∣∣∣∣
p] 1p
≤ N sup
0≤n≤N
[
E sup
s≤t
∣∣∣∣∣
∫ ∆t
0
g(Rr(y

tn ,Θtn(ω)))dr − ∆t
N−1∑
n=0
∫
Mpi(tn)
g(pi(tn), v)dµ
∣∣∣∣∣
p] 1p
≤ N( t
f()
) sup
0≤n≤N
[
E sup
s≤t
∣∣∣∣∣ 1∆t
∫ ∆t
0
g(Rr(y

tn ,Θtn(ω)))dr −
N−1∑
n=0
∫
Mpi(tn)
g(pi(tn), v)dµ
∣∣∣∣∣
p] 1p
︸ ︷︷ ︸
Lei dos grandes Numeros
Usando o mesmo argumento da lei dos grandes nu´meros e a propriedade de Markov
dos fluxos, como en Xue-Mei Li, pa´g 814-815, temos que 1
t
∫ s+t
s
f(xr)dr converge para∫
M
f(z)dz quanto t → ∞, com taxa 1√
t
e a convergeˆncia e´ uniforme sobre intervalos
compactos de tempo em Lp para todo p > 1, assim com isto obtemos do anterior que
≤ N( t
f()
)C 1√
t
f()
≤ CN t
(− ln )− q2
1√
t
(− ln )− q2
≤ Ct(− ln ) 12
√
(− ln )− q2
t
≤ Ct(− ln )
1
2
(1− q
2
)
√
t
.
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Portanto
[
E sup
s≤t
∣∣∣∣∣(A2)− ∆t
N−1∑
n=0
∫
Mpi(tn)
g(pi(tn), v)dµ
∣∣∣∣∣
p] 1p
≤ C√t(− ln ) 12 (1− q4 ),
que converge para zero quando → 0. 
Lema 3.1.5. A estimativa (III) definida na desigualdade (3.1.10) converge para zero
quando  vai para zero.
Demonstrac¸a˜o: Temos que
(III) = |(A3)|
= 
∣∣∣∣∣
∫ s+t

∧τ
tN
g(yr)dr
∣∣∣∣∣
≤ C(( s+t

) ∧ τ  − tN)
≤ C∆t
≤ Ct 
f()
≤ Ct(− ln ) q2 ,
o que demonstra o lema. 
Lema 3.1.6. A estimativa (IV) dada na desigualdade (3.1.10) converge para zero quando
 vai para zero.
Demonstrac¸a˜o: Substituindo o valor de Qg na equac¸a˜o (IV) obtemos que∣∣∣∣∣∆t
N−1∑
n=0
∫
Mpi(tn)
g(pi(tn), V )dµ−
∫ (s+t)∧T 
s∧T 
Qg(pi(r))dr
∣∣∣∣∣ =∣∣∣∣∣∆t
N−1∑
n=0
∫
Mpi(tn)
g(pi(tn), v)dµ−
∫ (s+t)∧T 
s∧T 
∫
Mpi(r)
g(pi(r), v)dµ
∣∣∣∣∣ (3.1.11)
Denotemos por sn = tn e assim ∆sn = ∆tn e consideramos s0 < s1 < · · · < sn.
Assim ∆sn e´ de ordem O(
q−1), com isto obtemos da igualdade (3.1.11) que
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=
∣∣∣∣∣∆s
N−1∑
n=0
∫
Mpi(sn)
g(pi(sn), v)dµ−
∫ (s+t)∧T 
s∧T 
∫
Mpi(r)
g(pi(r), v)dµdr
∣∣∣∣∣
≤
N−1∑
n=0
∣∣∣∣∣∆s
∫
Mpi(sn)
g(pi(sn), v)dµ−
∫ (sn+1)∧T 
sn∧T 
∫
Mpi(r)
g(pi(r), v)dµdr
∣∣∣∣∣
≤ 2
N−1∑
n=0
∆sV ol(Mpi(sn)) sup
U
|g|
≤ C∆sN
≤ C∆tN
≤ Ct(− ln ) 12 .
Portanto conclu´ımos que∣∣∣∣∣∆t
N−1∑
n=0
∫
Mpi(tn)
g(pi(tn), v)dµ−
∫ (s+t)∧T 
s∧T 
Qg(pi(r))dr
∣∣∣∣∣ ≤ Ct(− ln ) 12 ,
o que conclui a demonstrac¸a˜o do lema. 
Agora, voltando ao lema principal, segue-se dos Lemas 3.1.3, 3.1.4, 3.1.5 e 3.1.6
finalmente que[
E sups≤t |δ(g, , t)|p
] 1
p ≤ Ct2[(− ln )] 12 [(− ln )q] 12 (expC(ln + (− ln ) q2 t+ (− ln )qt2))︸ ︷︷ ︸
CASO (I)
+
C
√
t(− ln ) 12 (1− q4 )︸ ︷︷ ︸
CASO (II)
+Ct(− ln ) q2︸ ︷︷ ︸
Caso (III)
+Ct(− ln ) 12︸ ︷︷ ︸
CASO (IV)
.
Portanto [
E sup
s≤t
|δ(g, , t)|p
] 1
p
≤ C√tq(− ln ) q2h(t, ),
onde
h(t, ) = 1−q
√
t+ 1−q
√
t(− ln ) 12 expC(ln + (− ln ) q2 t+ (− ln )qt2)+
1−q(− ln ) 12− 3q8 + 1−q√t(− ln ) 12− q2 ,
que e´ cont´ınua para t > 0 e converge para zero quando → 0, com q ∈ (0, 1). 
Observac¸a˜o 3.1.2. Podemos mudar a estimativa do Lema 3.1.2 se consideramos uma
outra func¸a˜o f com as seguintes condic¸o˜es
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1.) 0 < f() < 1.
2.) A func¸a˜o f satisfaz : lim
→0
δ
f()
= 0, para δ > 0.
No´s consideramos f() = (ln )−q/2 por questa˜o de ca´lculo. Observe que, segundo a
escolha da func¸a˜o f , tambe´m e´ modificado o tamanho do , isto e´, no nosso caso, para
que f() < 1, enta˜o consideramos  ∈ (0, exp (−1)). 
A continuac¸a˜o apresentamos o teorema principal do nosso trabalho.
Teorema 3.1.7. Seja T  o primeiro tempo no qual a soluc¸a˜o yt

, comec¸ando em y0, sai
do aberto U . Considere
pi(t) = pi(yt

) = (pi1(t), pi

2(t), · · · , pin(t)).
1. Seja α(t) = αt = (α1(t), · · · , αn(t)) a soluc¸a˜o do seguinte sistema de equac¸o˜es
diferenciais determin´ısticas
dαi
dt
(t) =
∫
Mα(t)
dpii(K)(α(t), v)dµαi(v) (3.1.12)
com condic¸a˜o inicial α(0) = pi(y0), sendo pi = (pi1, pi2, · · · , pin). Seja T0 o primeiro
tempo que α(t) sai de (−b, b)n. Enta˜o, para todo 0 < t < T0, p > 1, existe uma
func¸a˜o C = C(t, ) tal que[
E
(
sup
s≤t
‖pi(s ∧ T )− α(s ∧ T )‖p
)] 1
p
≤ C(t, )q(− ln ) q2 ,
onde, C(t, ) e´ cont´ınua e converge para zero quando → 0, para q ∈ (0, 1).
2. Seja r > 0 tal que U = {x : ‖pi(x)− pi(y0)‖ ≤ r} ⊂ (−b, b)n e defina
Tδ = inf{‖α(t)− pi(y0)‖ ≥ r − δ}.
Enta˜o, para qualquer p > 1, δ > 0, existe uma func¸a˜o cont´ınua C dependendo do
Tδ e do  tal que
P(T  < Tδ) ≤ C(Tδ, )pδ−ppq(− ln )
pq
2 .
Para qualquer q ∈ (0, 1).
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Figura 3.1: Princ´ıpio de Me´dias
Demonstrac¸a˜o:
Lembrando que a equac¸a˜o para yt e´ da forma
dyt = X0(y

t)dt+
r∑
i=1
Xi(y

t) ◦ dBit + K(yt)dt,
fazendo uma mudanc¸a no tempo, para o novo tempo t/ e usando a fo´rmula de Itoˆ para
os pii, se t < T0 ∧ T  :
pii (t) = pii(y

t

) = pii(y0) +
∫ t
0
dpii(K)(y

s

)ds.
Para i fixo, defina gi = dpii(K), neste caso so´ precisamos estimar
| pii (t)− αi(t)| =
∣∣∣∣∫ t
0
gi(y

s

)ds− αi(t)
∣∣∣∣ .
Usando a notac¸a˜o do lema anterior, a Equac¸a˜o (3.1.12) pode ser escrita da seguinte
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forma :  dαidt (t) = Qgi(αi(t))αi(0) = pii(y0).
para cada i = 1, 2, · · · , n. Assim, aplicando o lema anterior para as func¸o˜es gi temos,
para t < T , que
|pii (t ∧ T )− αi(t ∧ T )| ≤
∫ t∧T 
0
|Qgi(pi(s))−Qgi(α(s))| ds+ δ(gi, , t)
≤ C(g, ϕ)
∫ t
0
‖pi(s)− α(s)‖ ds+ δ(gi, , t).
Pelo Lema de Gronwall 1.2.2, obtemos o seguinte:
|pii (t ∧ T )− αi(t ∧ T )| ≤ δ(gi, , t) +
∫ t
0
δ(gi, , s)C(g, ϕ) exp(
∫ t
0
C(g, ϕ)dr)ds
≤ δ(gi, , t) + C(g, ϕ) exp(tC(g, ϕ))
∫ t
0
δ(gi, , s)ds
≤ δ(gi, , t) + C1(t) sup
s≤t
|δ(gi, , s)| t
≤ sup
s≤t
|δ(gi, , t)| (1 + tC1(t))
≤ (1 + tC1(t)) sup
s≤t
|δ(gi, , t)|
Portanto[
E
(
sup
s≤t
‖pi(s ∧ T )− α(s ∧ T )‖p
)] 1
p
≤ (1 + tC1(t))
[
E sup
s≤t
|δ(gi, , t)|p
] 1
p
≤ C(1 + tC1(t))
√
tq(− ln ) q2h(t, )
≤ C(t, )q(− ln ) q2
Onde C(t, ) = C(1 + tC1(t))
√
th(t, ) e´ uma func¸a˜o cont´ınua.
A segunda parte segue-se finalmente observando que, por definic¸a˜o Tδ e´ o primeiro
tempo que √√√√ n∑
i=1
|αi(Tδ)− pii(y0)|2 ≥ r − δ.
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Enta˜o, usando a desigualdade de Chebychev, obtemos as seguintes estimativas
P(T  < Tδ) ≤ P( sup
s≤Tδ∧T 
‖α(s)− pi(s)‖ > δ)
≤ δ−pE
(
sup
s≤t
‖pi(s ∧ T )− α(s ∧ T )‖p
)
≤ δ−p
(
C(t, )q(− ln ) q2
)p
≤ δ−pC(t, )ppq(− ln ) pq2
Concluindo assim a demonstrac¸a˜o do teorema. 
3.2 Caso particular de folheac¸a˜o gerada por uma sub-
mersa˜o
Consideremos uma func¸a˜o diferencia´vel F : M → Rn tal que F gera uma folheac¸a˜o
sobre M , cujas as folhas F−1(a) sa˜o difeomorfas a uma variedade compacta sem bordo N
de dimensa˜o n e sejam V,X1, X2, · · · , Xr, campos vetoriais tangentes a`s folhas F−1(a),
com a ∈ Rn. Fixado um ponto y0 ∈M , defina a equac¸a˜o diferencial estoca´stica (3.1.2) :
dxt =
r∑
i=1
Xi(xt) ◦ dBit + V (xt)dt.
x0 = y0.
Seja K um campo vetorial sobre M , assim defina a perturbac¸a˜o da equac¸a˜o diferencial
estoca´stica (3.1.1) :
dyt =
r∑
i=1
Xi(y

t) ◦ dBit + V (yt)dt+ K(yt)dt.
y0 = y0.
Denotemos por Ma = F
−1(a) e por µa a medida invariante sobre a folha Ma. Observe
que a soluc¸a˜o da equac¸a˜o diferencial estoca´stica (3.1.1) pertence a` folha M(F (y0)). Assim,
podemos considerar uma vizinhanc¸a U da forma (−b, b)n×UN , contendo y0 como na sec¸a˜o
anterior. Com estas hipo´teses obtemos o seguinte teorema :
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Teorema 3.2.1. Seja T  o primeiro tempo que a soluc¸a˜o yt

comec¸ando em y0 sai do U .
Defina
F i (t) = Fi(y

t/).
1.) Seja α(t) = αt = (α1(t), · · · , αn(t)) a soluc¸a˜o do seguinte sistema de equac¸o˜es
diferenciais determin´ısticas
dαi
dt
(t) =
∫
Mα(t)
dFi(K)(α(t), v)dµαi(v) (3.2.1)
com condic¸a˜o inicial α(0) = F (y0). Seja T0 o primeiro tempo que α(t) sai de
(−b, b)n. Enta˜o para todo t < T0 e p > 1, existe uma func¸a˜o C = C(t, ) tal que
[
E
(
sup
s≤t
‖F (s ∧ T )− α(s ∧ T )‖p
)] 1
p
≤ C(t, )q(− ln ) q2 ,
onde, C(t, ) e´ cont´ınua para t > 0 e converge para zero quando  → 0, para todo
q ∈ (0, 1).
2.) Seja r > 0 tal que U = {x : ‖F (x)− F (y0)‖ ≤ r} ⊂ (−b, b)n e defina
Tδ = inf{‖α(t)− F (y0)‖ ≥ r − δ}.
Enta˜o, para qualquer p > 1, δ > 0, existe uma func¸a˜o cont´ınua dependendo do Tδ e
do  tal que
P(T  < Tδ) ≤ C(Tδ, )pδ−ppq(− ln )
pq
2 .
Para qualquer q ∈ (0, 1).
Demonstrac¸a˜o: Podemos usar coordenadas (−b, b)n × F−1(·) na variedade M e do
Teorema 3.1.7, segue o resultado. 
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3.3 Exemplos
Exemplo 3.3.1. Consideremos o espac¸o R2 − {0}, o plano menos a origem. Considere o
campo vetorial V (x, y) = (−y, x), assim definamos a equac¸a˜o diferencial estoca´stica
dx(t) =
 0 −1
1 0
x ◦ dBt (3.3.1)
Observe que o campo vetorial V e´ tangente a`s circunfereˆncias de raio r sobre R2. Ainda
mais, fixado o raio r, definamos a imersa˜o isome´trica (canoˆnica)
j : S1(r)→ R2 − {0}
assim, nesta imersa˜o, o campo vetorial V e´ igual a` X(x)(e) = ∇〈j(x), e〉, com e ∈ R2.
Assim, o sistema (3.3.1) restrito para S1(r) e´ chamado de rotac¸a˜o Browniana.
Consideremos agora um outro campo vetorial K(x, y) = (x, y). Defina a perturbac¸a˜o
do sistema (3.3.1),  dx(t) = −y(t) ◦ dBt + x(t)dtdy(t) = x(t) ◦ dBt + y(t)dt (3.3.2)
Definamos a func¸a˜o F : R2−{0} → R+−{0}, F (x, y) = √x2 + y2. Observe que a func¸a˜o
F gera uma folhac¸a˜o sobre R2 − {0}, cujas folhas sa˜o circunfereˆncias de raio r, isto e´ ,
F−1{r} = S1(r), com r > 0.
Parametrizando R2 − {0} via coordenadas polares, neste caso temos a carta local
definida por ϕ(r, θ) = (r cos θ, r sin θ), para r > 0, e θ ∈ (0, 2pi). Considere um ponto
inicial (x0, y0) e seja (r0, θ0) = ϕ
−1(x0, y0).
Aplicando a fo´rmula de Itoˆ no sistema (3.3.2), para a func¸a˜o F acima definida, e
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observando que dF (V ) = 0, temos
F (x(t/), y(t/)) = F (x(0), y(0)) + 
∫ t/
0
dF (K)(x(t), y(t))dt
= F (x(0), y(0)) +
∫ t
0
dF (K)(x(s/), y(s/))ds
= F (x(0), y(0)) +
∫ t
0
r2(s/)ds
sendo r2(s/) o processo radial da soluc¸a˜o (x(t/), y(t/)).
Calculemos agora o sistema de me´dias. Observe que dF (x, y) = ( x√
x2+y2
, y√
x2+y2
),
assim dF (K)(x, y) = r, onde r denota o raio da circunfereˆncia, com centro na origem,
que conte´m o ponto (x, y). Neste caso, segundo o Teorema (3.2.1) obtemos o sistema
dα
dt
(t) =
∫
S1(α(t))
dF (K)(α(t), θ)dµS1(α(t))(θ)
α(0) = r0
(3.3.3)
Simplificando o sistema (3.3.3) e usando o fato que o integrando e´ constante em θ e usando
a medida normalizada de Lebesgue temos
dα
dt
(t) =
∫
S1(α(t))
α(t)dµS1(α(t))(θ)
= α(t)µ(S1(α(t)))
= α(t)
Finalmente obtemos
1
α(t)
dα(t) = dt.
Integrando
lnα(t)− lnα(0) = t.
Daqui
α(t) = α(0) exp t.
Segundo o nosso teorema principal, temos que
F (x(t/), y(t/)) ≈ r0 exp t.
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Isto significa que, a medida que o tempo avanc¸a, a soluc¸a˜o do sistema perturbado
(3.3.2) explode exponencialmente. 
Exemplo 3.3.2. Consideremos o espac¸o M = Rn+1 − {0}. Defina a equac¸a˜o diferencial
estoca´stica
dxt = X(xt) ◦ dBt. (3.3.4)
onde para cada x ∈ Rn+1, X(x) : Rn+1 → TxSn(‖x‖), isto e´, X e´ um a projec¸a˜o de
Rn+1 no espac¸o tangente no ponto x das esferas Sn(‖x‖), e Bt, t ≥ 0, e´ um movimento
Browniano sobre Rn+1. A equac¸a˜o diferencial estoca´stica (3.3.4) e´ chamada de sistema
Browniano gradiente.
Dado o ponto x = (x1, x2, · · · , xn+1) ∈M , podemos considerar os campos vetoriais
X i(x) = X(x)(ei)
com e1, e2, · · · , en+1 a base canoˆnica de Rn+1. Observe que segundo a definic¸a˜o de X(x),
temos que
X i(x) = X(x)(ei) = ei − xi‖x‖2 · x.
para cada i = 1, 2, · · · , n + 1. Assim a equac¸a˜o diferencial estoca´stica (3.3.4) pode ser
representada como
dxt =
n+1∑
i=1
Xi(xt) ◦ dBit. (3.3.5)
Defina a func¸a˜o F (x) = ‖x‖, observe que tal func¸a˜o F gera uma folhac¸a˜o de esferas
de dimensa˜o n no espac¸o Rn+1−{0}. Observe que, fixado x0, a soluc¸a˜o do sistema (3.3.5)
pertence a` esfera de raio ‖x‖.
Agora, consideremos o campo vetorial K(x) = x, com isto definimos a perturbac¸a˜o
do sistema (3.3.5) :
dyt =
n+1∑
i=1
Xi(y

t) ◦ dBit + K(yt)dt. (3.3.6)
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Ana´logamente ao exemplo anterior, segundo o Teorema (3.2.1), temos que a soluc¸a˜o do
sistema de me´dias e´ da forma
dα
dt
(t) = α(t)V ol(Sn(α(t)))
= α(t)
Com isto temos que α(t) = α(0) exp t. 
Exemplo 3.3.3. SejaM = (−1, 1)×S1, e carta local ϕ : (−1, 1)×(0, 2pi)→M . Considere
a equac¸a˜o diferencial nas coordenadas (u, v) ∈ (−1, 1)× (0, 2pi): dut = 0dvt = ω0(u, v)dt. (3.3.7)
Considere a perturbac¸a˜o do sistema (3.3.7) : dut = dtdvt = ω0(ut, vt)dt. (3.3.8)
sendo y0 = (u0, v0), e ω0(u, v) = uv. A soluc¸a˜o da equac¸a˜o diferencial (3.3.7) e´ da forma
ut = u0
vt = v0 expu0t.
Igualmente, a soluc¸a˜o da equac¸a˜o diferencial (3.3.8) e´
ut = u0 + t
vt = v0 expu0t exp
t2
2
.
Observe que
|ut − ut| = t
e tambe´m
vt − vt = v0 exp(u0t)
(
exp(
t2
2
)− 1
)
,
lembrando que exp(t)− 1 ≥ t para todo t ∈ R, enta˜o, da u´ltima igualdade obtemos
vt − vt ≥ v0 exp(u0t)
(
t2
2
)
,
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Considere a func¸a˜o diferencia´vel f : M → R, f(u, v) = v , temos
|f(ut, vt)− f(ut, vt)| ≥ v0 exp(u0t)
(
t2
2
)
,
mostrando assim que a estimativa exponencial obtida no Lema 3.1.1 e´ correta. 
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