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Abstract
This paper presents a data processing algorithm with machine learning for po-
larization extraction and event selection applied to photoelectron track images
taken with X-ray polarimeters. The method uses a convolutional neural net-
work (CNN) classification to predict the azimuthal angle and 2-D position of
the initial photoelectron emission from a 2-D track image projected along the
X-ray incident direction. Two CNN models are demonstrated with data sets
generated by a Monte Carlo simulation: one has a commonly used loss func-
tion calculated by the cross entropy and the other has an additional loss term
to penalize nonuniformity for an unpolarized modulation curve based on the
H-test, which is used for periodic signal search in X-ray/γ-ray astronomy. The
modulation curve calculated by the former model with unpolarized data has
several irregular features, which can be canceled out by unfolding the angular
response or simulating the detector rotation. On the other hand, the latter
model can predict a flat modulation curve with a residual systematic modula-
tion down to . 1%. Both models show almost the same modulation factors and
position accuracy of less than 2 pixel (or 240 µm) for all four test energies of
2.7, 4.5, 6.4, and 8.0 keV. In addition, event selection is performed based on
probabilities from the CNN to maximize the polarization sensitivity considering
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a trade-off between the modulation factor and signal acceptance. The developed
method with machine learning improves the polarization sensitivity by 10–20%,
compared to that determined with the image moment method developed previ-
ously.
Keywords: X-ray, photoelectric polarimeter, tracking algorithm, machine
learning, convolutional neural network
1. Introduction
Recent developments in micropattern gas detectors enable us to track an
electron with an energy down to 1 keV. These detectors can be used as X-
ray polarimeters by imaging a photoelectron track induced by an X-ray and
extracting the polarization from its initial direction. Since the photoelectric
effect is the dominant interaction for X-rays, the micropattern gas polarimeter
combined with an X-ray focusing optics is expected to achieve a much higher
sensitivity than the Bragg diffraction polarimeter [1] that is the only satellite-
borne polarimeter flown in space so far in the soft X-ray energy band less than
10 keV.
The differential cross section of K-shell photoelectrons in the non-relativistic
region is proportional to cos2(φ), where φ is the azimuthal angle with respect
to the X-ray electric vector [2]. The modulation amplitude, a, which is de-
fined as the ratio of sinusoidal amplitude to unmodulated offset derived from
the photoelectron angular distribution (or so-called the modulation curve), is
intrinsically 100% for perfectly linearly polarized X-rays. However, the observed
modulation amplitude declines due to imperfect angular reconstruction of pho-
toelectron track images which are curved by Coulomb scattering and are blurred
by electron diffusion (see Fig. 1 in Ref. 3). As accurate an angular reconstruc-
tion method as possible is preferred to achieve the modulation amplitude close
to 100%. The modulation amplitude for perfectly polarized X-rays is called the
modulation factor designated as µ. The observed modulation amplitude is then
give by a = apµ, where ap is the polarization degree of a source.
So far, two major reconstruction methods have been demonstrated: one is
with image moments (e.g. [3, 4]) and the other is based on the shortest path
problem in graph theory [5]. When applying the two methods to track images
from the polarimeter we have developed [6, 7], the results were found to be sim-
ilar [3]. Since both methods eventually use image moments to reconstruct the
initial photoelectron emission direction, it may show a limitation of the image
moments method, which is representative measure but with the loss of some in-
formation. Furthermore, image pre-processing to calculate image moments loses
a part of pixel information mainly due to image thresholding. Therefore, a fur-
ther improvement of the polarimeter sensitivity requires a novel reconstruction
algorithm which can deal with all the pixels of a track image.
An alternative approach to determine the initial direction and position of a
photoelectron track is to learn the image features automatically with a machine.
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Machine learning is a rapidly evolving field of computer science and can provide
many different approaches to make data-driven prediction by building a model
from sample inputs. Among them, convolutional neural networks (CNNs) have
generally shown an excellent performance in image recognition. For example,
CNNs achieve a low misclassification error rate for the Modified National Insti-
tute of Standards and Technology (MNIST) database [8] on handwritten digits
(see its official site1 for recent results).
This paper describes polarization extraction and track selection based on a
CNN. Section 2 briefly explains the CNN model developed for this work. We
describe results derived from a commonly used loss function combined with the
CNN model in Section 3.1 and a modified one for polarimetry in Section 3.2.
In addition, track selection with CNN-derived products is demonstrated in Sec-
tion 3.3. Lastly, we conclude the study in Section 4. Throughout this paper, all
errors are given at the 1σ confidence level unless otherwise stated.
2. Convolutional neural network
2.1. Overview
The main goal in this paper is to extract polarization information from 2-
D images of photoelectron tracks with a CNN. An artificial neural network
is made up of several layers, each of which contains a number of nodes. A
value of each node is computed as a bias plus a linear combination of (all or
a part of) nodes in the previous layer, followed by a nonlinear transformation
with a so-called activation function. The weights of the linear combination and
biases are free parameters and are optimized through training with an example
data set of input-output pairs by fitting outputs predicted from the network to
corresponding inputs; that is supervised learning.
Supervised learning is mainly categorized into two methods: regression com-
puting a continuous value and classification predicting a discrete label to which
an input belongs. In classification, the output layer contains votes (or probabil-
ities which are normalized votes) of each label and selects the largest vote (or
highest probability) to predict the label. In this work, multi-class classification
is employed because the highest probability is efficient in selecting good tracks
for polarization measurements, as described in detail later. In addition, classi-
fication is generally more robust to outliers than standard regression with the
least squares approach.
A CNN is a type of feed-forward artificial neural network where data pass
only in the forward direction from an input layer, through multiple hidden lay-
ers, and finally to an output layer, with no loops or cycles. The hidden layers
of a CNN contain a combination of three types of layers: convolutional, pool-
ing, and fully connected layers. The convolutional layer is a key component
of a CNN to automatically extract image features by performing a convolution
1http://yann.lecun.com/exdb/mnist/
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operation on an input with a weight matrix called a filter or kernel. The op-
eration is repeated by shifting the filter over an input image with a step size
called a stride. The pooling layer performs nonlinear downsampling to reduce
the size of the convolved images while maintaining their features. The fully
connected layer connects every node in one layer to every node in another layer,
or in mathematical words, multiplies the input nodes by a weight matrix and
then adds a bias vector. Following a single- or multi-set of the convolutional
and pooling layers, the fully connected layers take image features from the last
pooling layer and classify them into various classes (or regress from them to a
numerical value).
2.2. Network model
Figure 1 illustrates a schematic view of the CNN classification model that
we designed for X-ray polarimetry. The number of network parameters is 0.74
million. The input layer consists of 900 nodes corresponding to the 30× 30 pix-
els of a photoelectron track image. Since polarization measurements requires
at least the initial direction of photoelectron emission, the output layer should
have angular predictions. In addition, for imaging capability, the output layer is
preferred to include predictions for the initial photoelectron position or the X-
ray interaction point. Therefore, the output layer is designed to simultaneously
predict the three values: the initial azimuthal angle and 2-D position of pho-
toelectron emission. Each prediction is represented by a probability histogram
with 36 equal-width bins; for example, the probability distribution of the pre-
dicted angle ranging from -90 to 90 deg2 is divided by 36 bins each having a
width of 5 deg. Thus, the output layer has 36 bins× 3 predictions = 108 nodes
in total. Although the number of probability bins is arbitrary, its optimization
is out of scope for this work.
The hidden layers are constructed based on the Visual Geometry Group
(VGG) model [9], and are comprised of the convolution layers with the filer size
3 × 3 and stride 1 and the maximum pooling layers with the filter size 2 × 2
and stride 2, and the fully-connected layers. The VGG developers demonstrated
that multiple continuous convolution layers with a size of 3× 3 is more effective
than a single convolution layer with a wider kernel. All the layers except for
the pooling layers and last hidden layer utilize the rectified linear unit (ReLU
[10]) function as the activation function. The last fully-connected layer uses the
softmax function to compute each of the three probability distributions.
For each event, the actual initial direction and 2-D position of the photoelec-
trons in the training data are separately converted into a one-hot vector where
an element to which the answer belongs is 1 and all the other 35 elements are 0
to correspond with the bin size of the outputted probability histogram. In order
to evaluate a difference between each of the three probability distributions and
the one-hot answer vector, the cross entropy, H , between them is computed.
2Since the differential cross section of photoelectron emission is represented with a bimodal
sinusoid, a twofold angular distribution is sufficient enough to determine polarization.
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The sum of the three cross entropies is used as the loss function to evaluate the
fitting (or supervise the machine learning) and is minimized with an optimiza-
tion algorithm. In addition, L2 regularization, which is the sum of the square
of the weights, is added to H to suppress overfitting. The loss function, L, of
the network model is given by:
L =
∑
H + λ2
∑
w2, (1)
where w is a weight and λ2 is a hyperparameter, which is fixed at a constant
value set before the training process, for L2 regularization to control trade-off
between overfitting and training efficiency.
In order to train the CNN model (or optimize its weights and biases), we
employ the Adam optimizer [11], a commonly used type of stochastic gradient
descent. In addition, mini-batch training with a size of 360 images is performed
to efficiently find the minimum of L.
In general, a deeper feed-forward network can lead to better performance
(e.g. [12]). Although another set of convolution and pooling layers, or fully-
connected layers were added to the network in Fig. 1, the result did not signifi-
cantly change. In addition, wider networks were found to show no improvement.
2.3. Input data: photoelectron track images
Supervised machine learning requires a training data set containing input-
output pairs. In this case, the training set is a set of photoelectron track images
with initial direction and 2-D position. The photoelectric polarimeter that we
have developed can make a photoelectron track with 30× 30 pixels of a size of
121×121 µm [7]. Although, in actual experiment, we can easily regulate the X-
ray polarization direction, we cannot control the photoelectron direction which
is randomized according to the differential cross section, cos2(φ). Therefore, a
Monte Carlo simulation was performed to generate the training data.
The simulator designed and developed for the time projection chamber (TPC)
polarimeter [13] can reproduce the passage of X-rays and electrons through
dimethyl ether gas at a pressure of 190 Torr, and generate photoelectron track
images with the same dimensions as physical ones. It accounts for detector ef-
fects such as image blurring due to diffusion of drifting electrons to a readout
electrode, electron amplification by a gas electron multiplier (GEM), and image
elongation due to signal shaping with a time constant of 50 ns. The readout
scheme, which is triggered by the GEM cathode signal, is also simulated to
take a 2-D track image with the TPC technique, where signal charges are read
out by 1-D strip electrodes with continuous analog-to-digital converter (ADC)
sampling at a frequency of 20 MHz. The readout image size is 30 × 30 pixels,
each having an ADC value.
The simulated images can be offline processed in the same manner as ac-
tual images as described in § 3 of Ref. 14. The offline image processing mainly
includes deconvolution with the signal shaping response and then image thresh-
olding to perform the conventional angular reconstruction methods. Example
raw and corresponding processed images are shown in Fig. 2. The modulation
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Hidden layer # Layer name
Input
1 Conv-3-16
2 Conv-3-16
3 Conv-3-16
4 Conv-3-16
5 Maxpool-2
6 Conv-3-32
7 Conv-3-32
8 Conv-3-32
9 Maxpool-2
10 Conv-3-64
11 Conv-3-64
12 Maxpool-2
13 Conv-3-128
14 Maxpool-2
15 FC-512
16 FC-512
Output
Image size
30!30!1
30!30!16
30!30!16
30!30!16
30!30!16
15!15!16
15!15!32
15!15!32
15!15!32
8!8!32
8!8!64
8!8!64
4!4!64
4!4!128
2!2!128
512
36!3
Figure 1: Schematic view of the CNN model designed for polarization reconstruction. The
convolutional layer parameters are denoted as Conv-(square filter size)-(number of channels).
Maxpool-2 represents the max pooling layer with a 2 × 2 filter. FC-512 indicates the fully
connected layer with 512 nodes.
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factors derived from the processed images with the image moment method can
be reproduced with an absolute error of ±3% (or a relative error of ∼ 5%) in
the 2.7–8.0 keV energy range, where the polarimeter performance was evaluated
in detail with a synchrotron X-ray facility [14].
As input data to the network, we used the raw images elongated on the
vertical axis in Fig. 2 by the signal shaping process rather than the offline pro-
cessed images which were utilized for the angular reconstruction methods so far
reported. This is because the image processing loses some of image information
mainly by image thresholding which sets a charge amount to zero if it is be-
low a set threshold. Furthermore, deconvolution of the signal shaping response
makes the signal-to-noise ratio worse. Since a CNN is known as a robust model
that needs relatively little image pre-processing, only the linear normalization
is applied to our data sets so that the minimum and maximum values among
all the pixels in all the images are 0 and 1, respectively.
The actual initial direction and 2-D position of photoelectron emission to
supervise the network are individually discretized and grouped into 36 classes
corresponding to the outputs of the CNN model. For example, the class i
(i = 0, 1, · · · , 35) for the photoelectron direction constitutes angles ranging from
5i−90 to 5i−85 deg. The emission position is originally calculated as a relative
coordinate value in the detector coordinate system and is converted into a float
value in the image pixel coordinate with a 30×30 pixel size. Then, the emission
angle ranging from 30i/36 to 30(i + 1)/36 pixel is categorized as the class i.
When the emission position is located outside of the image frame, the position
class is floored/ceiled to 0/35.
Classification with imbalanced training data may result in poor performance
(e.g. [15]). In order to avoid the imbalanced learning problem, the training data
containing balanced angular classes were generated with the simulator by irra-
diation of unpolarized rather than polarized X-rays. In addition, a wide variety
of raw track images were created by setting the primary X-ray energy ranging
from 0.5 to 12 keV and irradiation distance from (or electron drift length to) the
readout electrode ranging from 0.45 to 1.55 cm, the increase of each parameter
makes a photoelectron track longer and more blurred, respectively. The X-ray
momentum direction was fixed parallel to the optical axis of the polarimeter,
while the X-ray polarization direction was set to be randomly distributed per-
pendicular to its momentum direction. The X-ray energy is randomly sampled
between 0.5 and 12 keV with weighting by inverse of detection efficiency to make
the resulting spectrum flatten. In this way, we generated 3,600,000 and 360,000
images for unpolarized X-rays as training and validation data sets, respectively.
In addition to the training and validation data sets, unpolarized and perfectly
polarized data sets each containing monochromatic (2.7, 4.5, 6.4, and 8.0 keV,
separately) X-rays were generated with the same simulator to test the network
model after training. The irradiation position for the test is limited to between
0.6 and 1.0 cm unlike the training and verification data sets. In addition, for
the polarized data, the X-ray polarization direction is inclined at φ = −45 deg
in the image coordinate defined in Fig. 2. These are because the polarized test
data set is a simulation to reproduce those actually observed with an X-ray
7
Figure 2: Typical photoelectron track images generated by the Monte Carlo simulation. The
left and right panels show raw and offline processed images, respectively. From top to bottom,
the incident X-ray energy is 2.7, 4.5, 6.4, and 8.0 keV. The vertical position is determined
with the readout strip position, while the horizontal one is measured with the time variation
of charge amounts induced by electrons drifting to the corresponding strips. The gray box
size in each pixel is proportional to the charge amount. The direction and start position of
the blue arrows indicate the initial angle and point of photoelectron emission, respectively.
The blue dashed curves show photoelectron trajectory. Compared to the processed images,
the corresponding raw images are elongated on the vertical axis due to signal shaping with a
time constant of 50 ns or 1 pixel size.
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Figure 3: Learning curve as a function of the number of epochs for the (gray solid) training
and (black dashed) validation images.
synchrotron radiation facility [14]. Each test data set at monochromatic energy
contains 360,000 track images. Only for comparison purposes with the machine
learning (ML) approach, the test raw images are processed in the conventional
way separately with the image moment (IM) and graph-based (GR) methods
to calculate the modulation factor.
3. Experiments
3.1. Basic model
We programmed the network model shown in Fig. 1 with Google TensorFlow
[16] version 1.8.0 and trained it with a NVIDIA GeForce GTX 1080 graphics
processing unit (GPU). At the beginning of training, all biases were set to
zero, while all weights were initialized to uniform random values dedicated to
the ReLU activation function according to Ref. 17. The hyperparameter λ2 in
Eq. (1) should be low to increase training efficiency without overfitting. It was
optimized with the grid search method ranging from 0.0001 to 0.0010 with step
0.0001 and was set to 0.0007 because overfitting appears if λ2 ≤ 0.0006.
We used the 3,600,000 images for training and performed stochastic mini-
batch training with a size of 360 images to efficiently find the minimum of the loss
function of Eq. (1) and suppress overfitting. After every epoch, which means an
iteration over all images in the training data set, we evaluated the cross entropy
(or goodness of fitting) with the 360,000 validation images. A learning curve
shown in Fig. 3 shows that training is successful without overfitting – the loss of
both training and validation data sets decreases and approaches to a constant
value as training progresses. The total computation time for 600 epochs with
the GPU is approximately 45 hours.
During training, we evaluated the network model after every epoch by in-
putting the validation data set and stored the one with the minimum of the
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loss. Figure 4 (a) shows the modulation curve created by predicted angles from
the best (or the lowest loss) model, which were saved at the epoch of 460, by
inputting the simulated test data sets of unpolarized 8.0 keV X-rays. For com-
parison, the modulation curve calculated with the IM method is also shown in
Fig 4 (a). Although a modulation curve for unpolarized X-rays is preferred to
be directionally uniform to simplify the polarimetry analysis (e.g. [18]), the
unpolarized modulation curve generated by the ML model shows an obvious
residual modulation with several irregular features. On the other hand, the IM
modulation curve is flat with a residual modulation amplitude, a, of 0.9± 0.2%,
which is derived by fitting it with a sinusoidal model of C{a cos[2(φ−φ0)]+ 1},
where C is a constant factor or unmodulated offset and φ0 is the polarization
angle. In a similar way, the polarized modulation curve shown in Fig 4 (b) is
not sinusoidal, while that obtained with IM shows a unimodal sinusoidal curve
with a = µ = 58.1± 0.2% and φ0 = −44.7± 0.1 deg.
Two methods are suggested to cancel out the systematic irregular modu-
lation and extract polarization information from the modulation curves. The
first method is unfolding the polarized modulation curve with the unpolarized
one. The simplest method of an unfolding is dividing the polarized curve by the
unpolarized one3. The divided modulation curve in Fig. 5 shows a unimodal
sinusoidal shape with µ = 69.2 ± 0.2% and φ0 = −45.3± 0.1 deg. A χ2 value
of the fit is 279.8 with 33 degrees of freedom (dof), indicating that there still
remain small residuals from the best-fit sinusoidal model because the division
method is only an approximate unfolding. To be more accurate, an unfolding
with a 2-d response function of the X-ray polarization angle vs. the predicted
one is needed.
The second method needs uniform rotation of polarimeter or satellite with
respect to the optical axis. In fact, the PRAXyS X-ray polarimetry mission
had a plan to rotate its satellite with rotations per minute of 10 to reduce a
residual modulation [20]. The rotation is simulated with the same unpolarized
data that the first method is applied to, by shifting predicted angles so that
the X-ray polarization angle, which is initially set to a random value, goes to
-45 deg in the modulation curve coordinate. The resulting modulation curve
is similar to Fig. 5 (b), but has smaller residuals from the best-fit sinusoidal
model with χ2/dof = 33.2/33. The modulation factor and polarization degree
are respectively 69.0±0.2% and −45.1±0.1 deg, which are consistent with those
determined with the first method.
Table 1 summarizes the fitting results for all the monoenergetic test data sets
with the different angular reconstruction methods including the conventional IM
and GR methods and more sophisticated ones described later. It shows that
machine learning can improve the modulation factors by ∼ 10% and ∼ 20% in
the lower and higher energy ranges, respectively.
3Similar method to the so-called Crab ratio to unfold a spectral response function [19],
which divides a source spectrum by the Crab spectrum observed with the same detector.
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Figure 4: Modulation curves created with angles predicted by machine learning (ML, black)
and reconstructed by image moments (IM, gray) for comparison. Panel (a) represents modu-
lation curves for the unpolarized test data with an X-ray energy of 8.0 keV. Panel (b) is the
same as (a), but for the perfectly linearly polarized test data with an instrinsic polarization
angle of -45 deg.
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Figure 5: Unfolded modulation curve for 8.0 keV X-rays. The black solid histogram is created
by dividing the polarized curve by the unpolarized one shown in black in Fig. 4. The gray
dashed curve is the best-fit sinusoidal model with a modulation factor of 69.2% and a phase
of -45.3 deg.
Table 1: Best-fit parameters of the sinusoidal curve model to modulation curves
generated with the different angular reconstruction methods.
Energy Method Unpolarized Polarizeda
(keV) µ (%) χ2 b µ (%) φ0 (deg) χ2 b
2.7 IMc 0.4± 0.2 23.1 23.4± 0.2 −45.1± 0.3 41.4
GRd 2.4± 0.2 49.2 22.6± 0.2 −47.7± 0.3 57.5
BML dive 26.0± 0.3 −44.3± 0.4 363
BML rotf 25.7± 0.2 −45.0± 0.3 41.9
MMLg 0.8± 0.2 147 24.9± 0.2 −45.7± 0.3 162
MML divh 24.8± 0.3 −44.9± 0.4 59.2
MML roti 24.0± 0.2 −44.5± 0.3 30.1
4.5 IM 0.6± 0.2 145j 42.0± 0.2 −44.6± 0.2 173j
GR 1.4± 0.2 221j 41.0± 0.2 −43.8± 0.2 283j
BML div 46.8± 0.3 −45.0± 0.2 347
BML rot 47.3± 0.2 −45.2± 0.2 44.2
MML 0.8± 0.2 106 47.6± 0.2 −44.9± 0.1 145
MML div 47.0± 0.3 −44.6± 0.2 49.3
MML rot 47.5± 0.2 −44.8± 0.1 35.6
6.4 IM 0.8± 0.2 45.8 54.3± 0.2 −44.6± 0.1 34.1
GR 1.3± 0.2 114 52.6± 0.2 −44.2± 0.1 119
BML div 62.6± 0.3 −45.2± 0.1 403
BML rot 62.3± 0.2 −45.0± 0.1 22.5
MML 1.1± 0.2 57.5 62.5± 0.2 −45.3± 0.1 96.3
MML div 62.2± 0.3 −44.9± 0.1 29.6
MML rot 62.3± 0.2 −45.0± 0.1 18.8
8.0 IM 0.9± 0.2 56.8 58.1± 0.2 −44.7± 0.1 39.7
GR 0.3± 0.2 81.1 58.9± 0.2 −45.0± 0.1 101
BML div 69.2± 0.2 −45.3± 0.1 278
BML rot 69.0± 0.2 −45.1± 0.1 33.2
MML 0.6± 0.2 53.8 68.9± 0.2 −45.2± 0.1 101
MML div 68.9± 0.2 −45.0± 0.1 43.7
MML rot 69.1± 0.2 −45.0± 0.1 31.3
a Perfectly polarized data containing X-rays with a polarization angle of -45 deg.
b All degrees of freedom for the χ2 test are 33.
c Image moment (IM) method with processing parameters adjusted by actual data
[3].
d Graph-based (GR) method with parameters adjusted by actual data [3].
e Basic machine learning (BML) method with the division approach.
f BML method with the polarimeter rotation technique.
g Modified machine learning (MML) method
h MML method with the division approach for the response unfolding.
i MML method with the polarimeter rotation technique.
j Relatively poor fit due to difficulty in accurately simulating photoelectron tracks
with an energy of ∼ 4.5 keV, where the track range is comparable to the electron
diffusion size.
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Figure 6: Cumulative distribution of the distance between predicted and true positions for
different monochromatic X-rays. HPDs for (solid) 2.7, (dashed) 4.5, (dotte) 6.4, and (dash-
dotted) 8.0 keV X-rays are 1.9, 1.6, 1.5, and 1.6 pixel size (or 240, 190, 180, and 200 µm in
the actual size), respectively.
In addition to the initial direction of the photoelectron, the developed net-
work is designed to simultaneously predict the initial position. A cumulative
distribution of the distance between predicted and true positions shown in Fig. 6
displays that half power diameters (HPDs) at 2.7, 4.5, 6.4, and 8.0 keV are 1.9,
1.6, 1.5, and 1.6 pixel (or 240, 190, 180, and 200 µm), respectively. The HPDs
decrease with increasing energy except for 8.0 keV. The exception is because
some of longer tracks have an interaction position that protrudes outside the
captured image frame. The machine-predicted HPDs are improved compared
with graph-based ones which are 2.3, 3.4, 3.2, and 3.7 pixel at 2.7, 4.5, 6.4, and
8.0 keV, respectively.
In order to evaluate result reproducibility provided by machine learning,
the network model is retrained 10 times in the same way but with different
randomized initial values. Although the irregular residual modulation pattern
varies with every training, the 8.0 keV modulation factors derived with the
uniform rotation method are scattered with the standard deviation of 0.1% and
the average value of 68.9%. The standard deviation for the other energies are
almost the same level. In addition, position accuracy is found to be unchanged.
Therefore, the developed network can reproduce the results within 0.1% for all
the energies.
3.2. Modified model to uniform predictions
Although machine learning can improve the modulation factors by 10–20%
as described in § 3.1, the unpolarized modulation curve is not flat. The non-flat
angular response can potentially cause the dependence of the modulation fac-
tor on the polarization angle. According to Ref. 18, if the polarization-angular
response depends on the difference of the polarization angle and the observed
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angle and thus becomes flat for unpolarized X-rays, the angular response func-
tion can be separated into two independent functions. One is the 2-D energy
response matrix used widely for spectral fitting. The other is the modulation
function which is a 1-d vector as a function of the intrinsic energy and can
be processed in the similar way as an effective area (or a so-called ancillary
response) function in the XSPEC spectral fitting package [21]. Therefore, in
order to simplify the polarimetry analysis and use the XSPEC heritage, the
modulation curve for unpolarized X-rays is preferable to be flat.
In order to obtain a uniform (flat) angular response for unpolarized X-rays,
a nonuniform penalty term should be added to the loss function. An additional
loss term must have a gradient (or be differentiable) with respect to individual
predictions, which are inputs to the operation to calculate a nonuniformity, to
perform backpropagation. However, the histogram process to create a modula-
tion curve and evaluate an angular uniformity is not continuously differentiable.
Therefore, an unbinned method to evaluate a uniformity is required.
So far, the most probable angle is employed as the angular class with the
highest predicted probability. However, this operation is also not continuously
differentiable. Instead, the circular mean of the angular probability distribution
is used as the predicted angle by calculating as follows:
ϕ¯j(pj,i) = atan2
(
Nc−1∑
i=0
pj,i sinϕi,
Nc−1∑
i=0
pj,i cosϕi
)
, (2)
where ϕ¯j is the circular mean angle of the j-th event in a mini-batch, Nc is the
number of angular classes, pj,i is a predicted probability in the i-th class for
the j-th event, and ϕi is the center angle of the i-th class (ϕi = pi(2i+ 1)/Nc).
It should be noted that ϕ ranges from -180 to 180 deg, while the predicted
angle φ ranges from -90 to 90 deg. This is because the circular mean is valid
for angles ranging from -180 to 180 deg. It is also worth noting that Eq. (2) is
differentiable with respect to the input pj,i because it consists of a combination
of trigonometric functions. The angle ϕ¯j is a continuous value unlike a discrete
angle predicted in the previous section.
As an unbinned method to evaluate a directional uniformity, the H-test has
been widely used for periodic signal search in X-ray/γ-ray astronomy [22]. The
H-test is based on the test statistics Z2m that is the sum of the Fourier powers
of the first m harmonics as given by:
Z2m(ϕ¯j) =
2
N
m∑
k=1



N−1∑
j=0
cos kϕ¯j


2
+

N−1∑
j=0
sin kϕ¯j


2

 , (3)
where N is the number of events considered. The null distribution of Z2m ap-
proaches a χ2 distribution with m× 2 degrees of freedom as N increases. The
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gradient of Eq. (3) with respect to ϕ¯j can be easily described as:
∂Z2m
∂ϕ¯j
=
4
N
m∑
k=1
k

− sinkϕ¯j

 N∑
j=1
cos kϕ¯j

+ cos kϕ¯j

 N∑
j=1
sin kϕ¯j



 . (4)
By using Z2m, the H statistics, HM described to avoid confusion with the cross
entropy H , is defined as:
HM = max
1≤m≤20
(Z2m − 4m+ 4) = Z2M − 4M + 4 ≥ 0, (5)
where M is m with the maximum of Z2m − 4m + 4. The H statistics is non-
negative because HM ≥ H1 = Z21 ≥ 0. Furthermore, the deviation of HM is
∂HM/∂ϕ¯j = ∂Z
2
M/∂ϕ¯j . Therefore, it can be used as the loss function penalizing
angular nonuniformity – learning with backpropagation proceeds by minimizing
it.
In the practical observation, spectral polarimetry with energy-resolved mod-
ulation curves will be conducted. Therefore, energy-resolved HM values are
calculated so that each modulation curve becomes flat. For that reason, the
mini-batch data containing 0.5–12 keV X-rays are separated by the incident X-
ray energy into 40 ranges, each having ∼ 0.3 keV width. Then, the mean value,
H¯M , of non-zero elements is calculated along the 40 energy ranges.
A modified loss function by adding the H statistics to the loss fuction in
Eq. (1) is given by
L =
∑
H + λ2
∑
w2 + λHH¯M , (6)
where the first and third terms respectively represent the classification perfor-
mance and the angular uniformity. λH is a hyperparameter for the H statistics
to control the trade-off between the two qualities and set to be 0.01. The hy-
perparameter λ2 is set to be the same value as in the previous learning, 0.007,
because the number of weights making up the network model is unchanged.
Machine learning is performed with the same manner and same training
and verification data sets as described in § 3.1, but with consideration of the
uniform angular predictions by replacing the loss function with Eq. (6) and with
a larger mini-batch size. The mini-batch size should be large enough to reduce
the statistical error of uniformity and is therefore set to be 18,000 limited by the
GPU memory size of 8 GB. Additionally, the training images with the total size
of 3,600,000 are sorted by irradiation position (or electron drift length) and then
are grouped into 200 mini-batches. This is because the predicted modulation
curve should be flat along the irradiation position as well as the incident X-
ray energy. Although energy- and position-sorted images are inputted, learning
efficiency becomes low due to biased track shapes in a mini-batch. Instead,
uniformity along energies is evaluated with energy-resolved HM in Eq. (6).
In the same way as described in § 3.1, the network model is learned, evaluated
after finishing every epoch, saved at the lowest loss, and tested by inputting the
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Figure 7: Same as Fig. 5 (a), but with the modified model with nonuniform penalty. The
dashed curves for polarized and unpolarized data show the best-fit sinusoidal model with a
constant offset, each having a modulation amplitude of 68.9 and 0.6%, respectively.
unpolarized and polarized monoenergetic test data sets. The machine learning
lasts for 1500 epochs or ∼ 110 hours because learning efficiency is lower than
that in the previous model. The 8.0 keV modulation curves in Fig. 7, which
are derived from predicted angles φ¯ = ϕ¯/2 with the circular mean in Eq. (2),
clearly illustrate that the residual modulation in the unpolarized data is much
suppressed. In addition, the polarized modulation is close to a unimodal si-
nusoid. However, the residual modulation still remains indicated by a reduced
χ2 value of ∼ 3, which is derived by fitting the sinusoidal curve model to the
modulation curve. The fitting results including those for the other energies are
listed in Table 1.
The residual systematic modulation can be canceled out by the division or
rotation method as already described in § 3.1. The best-fit parameters with
the two methods are also listed in Table 1. It shows that both models can
improve χ2. In particular, the divided modulation curves can be reproduced by
the sinusoidal curve model with reasonable χ2 because it is empirically known
that the division method becomes better approximation for response unfolding
as the denominator histogram is more featureless. The modulation factors are
degraded only by< 2% as an absolute difference, compared to those predicted by
the basic network model. The best-fit polarization degrees at the four energies
are scattered around the set polarization angle of -45 deg within < 1 deg. In
addition, it is also confirmed that the determination accuracy of the initial
photoelectron position is unchanged.
3.3. Track selection to improve sensitivity
Reduction of tracks, from which it is difficult to extract the initial photo-
electron angle, can improve the polarization sensitivity. So far, track eccentric-
ity and circularity were demonstrated to quantify track roundness and discard
16
0 0.05 0.1 0.15 0.20
2000
4000C
ou
nt
s
0 0.05 0.1 0.15 0.2
Maximum probability
20
40
60
80
M
od
ul
at
io
n 
fa
ct
or
 (%
)
Figure 8: (Top) Histogram of the maximum probability, pmax, of angular predictions for
each photoelectron track generated by 8.0 keV X-rays and (bottom) the modulation factor at
8.0 keV as a function of pmax. Each modulation factor in the bottom panel is derived from
the modulation curve consisting of ∼ 20, 000 tracks with the probability range indicated by
the horizontal line of each data point and is calculated with the polarimeter rotation method
in § 3.1.
round tracks (e.g. Refs. 3, 14, 23, 24). However, it is complicated to optimize
a cut region in the two (or more) parameter plane (or space). Instead, the
maximum value of the angular probability distribution, pmax, for each track
outputted from the network model is suggested.
The test data sets, which were processed with the modified network model
at the minimum loss and with uniform rotation along the optical axis in § 3.1,
are used to demonstrate track selection with pmax. As shown in Fig. 8, the mod-
ulation factors derived from modulation curves sorted by pmax monotonically
increase with pmax. Therefore, we set a threshold for pmax to separate valid
from invalid tracks and discard tracks with lower pmax.
In order to evaluate and optimize track selection with pmax, the figure of
merit, F , is defined in the same way as Ref. 3 as given by F ≡ µ√ε, where ε is
signal acceptance decreased by track selection and µ is the modulation factor of
selected events. As shown in Fig. 9, ε monotonically decreases with increasing
the threshold for pmax, while µ monotonically increases. We search for the
best selection condition where F for 8.0 keV X-rays is maximized by discarding
tracks in order of increasing pmax, and find that F with pmax > 0.0593, where
ε = 91.3% and µ = 73.8%, is improved by 2.0% compared to F with no track
selection. On the other hand, conventional track selection with eccentricity
derived from the corresponding processed image can also improve F by 0.03%.
The results for the other test energies are obtained in the same manner and
listed in Table 2. It shows that pmax is a better selector than eccentricity for all
the energies.
Table 2 also lists reduction rates of the observation time to achieve a given
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Figure 9: Figure of merit curve to maximize the polarimetry sensitivity for 8.0 keV X-rays as
a function of threshold for the maximum probability pmax. The dashed and dotted curves are
respectively the modulation factor µ and signal acceptance ε which are derived from images
with the maximum probability pmax above the set threshold. The solid curve represent the
figure of merit F ≡ µ√ε, where the peak at a threshold of 0.0593 indicates the maximum
polarimeter sensitivity.
polarimeter sensitivity, which increases with the square root of the observation
time if the background rate is negligible. The machine-learning-based method
for angular reconstruction and track selection can reduce the observation time
by ∼20–30%, compared to the conventional IM method.
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Table 2: Comparison of polarimeter sensitivity derived from the various angular reconstruction methods
combined with track selection.
Energy Method µ φ0 χ
2 a tb ε F c RT
d
(keV) (%) (deg)
2.7 IMe 23.4± 0.2 −45.1± 0.3 41.4 0 1 0.234 1
IM ecutf 27.7± 0.3 −45.2± 0.3 33.0 0.490 0.766 0.243 0.927
MML rotg 24.0± 0.2 −44.5± 0.3 30.1 0 1 0.240 0.951
MML rot ecuth 26.2± 0.2 −44.6± 0.3 29.2 0.431 0.860 0.242 0.935
MML rot pcuti 30.5± 0.3 −44.8± 0.3 31.0 0.0388 0.708 0.257 0.829
4.5 IM 42.0± 0.2 −44.6± 0.2 173 0 1 0.420 1
IM ecut 45.1± 0.2 −44.6± 0.2 181 0.550 0.896 0.427 0.967
MML rot 47.5± 0.2 −44.8± 0.1 35.6 0 1 0.475 0.782
MML rot ecut 50.2± 0.2 −44.7± 0.1 36.6 0.538 0.908 0.478 0.772
MML rot pcut 53.4± 0.2 −44.8± 0.1 38.7 0.0488 0.834 0.488 0.741
6.4 IM 54.3± 0.2 −44.6± 0.1 34.1 0 1 0.543 1
IM ecut 57.7± 0.2 −44.5± 0.1 30.7 0.705 0.908 0.550 0.975
MML rot 62.3± 0.2 −45.0± 0.1 18.8 0 1 0.623 0.760
MML rot ecut 62.6± 0.2 −45.0± 0.1 18.8 0.398 0.993 0.623 0.760
MML rot pcut 68.6± 0.2 −45.0± 0.1 21.3 0.0563 0.867 0.639 0.722
8.0 IM 58.1± 0.2 −44.7± 0.1 39.7 0 1 0.581 1
IM ecut 60.2± 0.2 −44.7± 0.1 43.7 0.710 0.946 0.585 0.986
MML rot 69.1± 0.2 −45.0± 0.1 31.3 0 1 0.691 0.707
MML rot ecut 69.2± 0.2 −45.0± 0.1 31.6 0.325 0.998 0.692 0.705
MML rot pcut 73.8± 0.2 −45.0± 0.1 36.4 0.0593 0.913 0.705 0.679
a All degrees of freedom for the χ2 test are 33.
b Threshold t of eccentricity for the IM method and the maximum probability pmax for the
MML method. Tracks below the threshold are discarded.
c Figure of merit, F ≡ µ√ε (higher is better), representing the polarimeter sensitivity.
d Reduction rate of the observation time to achieve a given polarimetry sensitivity, compared
to the IM method.
e Same as the IM method in Table 1
f IM method with track selection by using eccentricity.
g Same as the MML rot method in Table 1.
h MML rot method with track selection by using eccentricity.
i MML rot method with track selection by using pmax.
4. Summary and Discussion
We have developed angular and positional reconstruction of a photoelectron
track image for the TPC X-ray polarimeter by using supervised machine learn-
ing. Data sets for training, validation, and test are generated by the Monte Carlo
simulation we have developed. We test two CNN classifications; the VGG-based
model and the modified one with a penalty term for nonuniformity of angular
predictions. Although the former network outputs large residual modulation
for unpolarized X-rays (see Fig. 4), it can be canceled out by unfolding the re-
sponse or rotating the polarimeter. The resulting modulation factor is improved
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by ∼10–20% for all the energies, compared to the conventional reconstruction
methods. The latter network considers uniformity of angular predictions, and
therefore residual modulation for unpolarized X-rays is drastically reduced with
decreasing the modulation factor within 2% (see Fig. 7 and Table 1). In addi-
tion, we suggest track selection with the maximum probability of predictions to
further improve the polarimeter sensitivity.
The modified network with the nonuniform penalty still shows the residual
modulation, as indicated by the relatively large χ2 (for the MML method in Ta-
ble 1). The residual modulation may be reduced by increasing the mini-batch
size, though it is limited by the GPU memory size. Therefore, a GPU with
a larger memory size is preferable. Alternatively, a more recent network with
smaller memory consumption but deeper layers based on e.g. Inception [25]
and/or ResNet [26] architecture could increase the mini-batch size as well as
improve the modulation factor (see Ref. 27 for information on network archi-
tecture comparisons).
The developed method would be applicable to not only the other photoelec-
tric polarimeters, such as the Gas Pixel Detector (GPD) polarimeter [28, 29], but
also electron-tracking Compton polarimeters which are capable of determining
the initial emission direction of recoil electrons to improve Compton kinematics
reconstruction (e.g. [30, 31]). However, the GPD polarimeter takes track im-
ages in a hexagonal grid to reduce residual modulation, and therefore requires a
hexagonal convolution operation. A simple way demonstrated in Ref. 32, where
the CNN is applied to H.E.S.S. hexagonal images, is that the hexagonal con-
volution can be performed with a combination of available operations for the
square convolution.
5. Future work
Observed track images can be input to the network model trained by the
simulated images to extract polarization information. However, the residual
modulation is most likely to appear due to systematic effects induced by a real
polarimeter and an imperfect simulation. Although the residual modulation can
be canceled out with the division method or the rotation method, the modula-
tion factor is probably degraded compared to that derived from the simulated
data. Training with observed rather than simulated data should be better for
practical polarimetry observation.
The developed method needs the initial emission angle of each photoelec-
tron track, and therefore demands as accurate a simulator as possible to gen-
erate a realistic image with the known angle. However, the network model
can be potentially supervised with the modulation factor instead of the an-
gles. Our method calculates directional uniformity, which is a statistic of sam-
ples, and uses it for training of machine learning. The modulation factor is
also a sample statistic and can be derived from the Stokes parameters on an
event-by-event basis [33] without using a histogram to create a modulation
curve. The modulation factor, µ, can be alternatively represented by µ =
20
2√(∑N−1
i=0 cos ϕ¯i
)2
+
( ∑N−1
i=0 sin ϕ¯i
)2
/N =
√
2Z21/N , which ranges from 0 to
1. The polarization angle, ϕ0, can also be given by ϕ0 = atan2
(∑N−1
i=0 sin ϕ¯i,
∑N−1
i=0 cos ϕ¯i
)
/2.
These operations are differentiable and therefore are available for backpropaga-
tion to supervise machine learning. The cross entropy H in Eq. (6) can be
replaced with the two statistical values to represent the learning score, mean-
ing that the revised method can input an observed data set with known Stokes
parameters (or the polarization degree and angle) of incident X-rays – then a
simulator is no longer needed because the initial angle of each image is not
needed for training. The above revised method will be demonstrated and dis-
cussed elsewhere.
Acknowledgments
The authors would like to acknowledge helpful discussion with Keith Ja-
hoda on polarimeter development. This work was partially supported by JSPS
KAKENHI Grant Numbers JP17K18776 and JP16H02198.
References
References
[1] M. C. Weisskopf, G. G. Cohen, H. L. Kestenbaum, K. S. Long, R. Novick,
R. S. Wolff, Measurement of the X-ray polarization of the Crab Nebula,
ApJ208 (1976) L125–L128. doi:10.1086/182247.
[2] M. Gavrila, Relativistic K-Shell Photoeffect, Physical Review 113 (1959)
514–526. doi:10.1103/PhysRev.113.514.
[3] T. Kitaguchi, K. Black, T. Enoto, Y. Fukazawa, A. Hayato, J. E.
Hill, W. B. Iwakiri, K. Jahoda, P. Kaaret, R. McCurdy, T. Mizuno,
T. Nakano, T. Tamagawa, An optimized photoelectron track recon-
struction method for photoelectric X-ray polarimeters, Nuclear In-
struments and Methods in Physics Research A 880 (2018) 188–193.
doi:10.1016/j.nima.2017.10.070.
[4] R. Bellazzini, F. Angelini, L. Baldini, A. Brez, E. Costa, G. Di Persio,
L. Latronico, M. M. Massai, N. Omodei, L. Pacciani, P. Soffitta, G. Span-
dre, Novel gaseus X-ray polarimeter: data analysis and simulation, in:
S. Fineschi (Ed.), Polarimetry in Astronomy, Vol. 4843 of Proc. SPIE,
2003, pp. 383–393. doi:10.1117/12.459381.
[5] T. Li, M. Zeng, H. Feng, J. Cang, H. Li, H. Zhang, Z. Zeng, J. Cheng,
H. Ma, Y. Liu, Electron track reconstruction and improved modula-
tion for photoelectric X-ray polarimetry, Nuclear Instruments and Meth-
ods in Physics Research A 858 (2017) 62–68. arXiv:1611.07244,
doi:10.1016/j.nima.2017.03.050.
21
[6] J. K. Black, R. G. Baker, P. Deines-Jones, J. E. Hill, K. Ja-
hoda, X-ray polarimetry with a micropattern TPC, Nuclear Instru-
ments and Methods in Physics Research A 581 (2007) 755–760.
doi:10.1016/j.nima.2007.08.144.
[7] J. E. Hill, J. K. Black, T. J. Emmett, T. Enoto, K. M. Jahoda, P. Kaaret,
D. S. Nolan, T. Tamagawa, Design improvements and x-ray performance of
a time projection chamber polarimeter for persistent astronomical sources,
in: Society of Photo-Optical Instrumentation Engineers (SPIE) Conference
Series, Vol. 9144 of Society of Photo-Optical Instrumentation Engineers
(SPIE) Conference Series, 2014, p. 1. doi:10.1117/12.2057259.
[8] Y. Lecun, L. Bottou, Y. Bengio, P. Haffner, Gradient-based learning ap-
plied to document recognition, Proceedings of the IEEE 86 (11) (1998)
2278–2324. doi:10.1109/5.726791.
[9] K. Simonyan, A. Zisserman, Very Deep Convolutional Networks for Large-
Scale Image Recognition, ArXiv e-printsarXiv:1409.1556.
[10] V. Nair, G. E. Hinton, Rectified linear units improve restricted boltzmann machines,
in: Proceedings of the 27th International Conference on International
Conference on Machine Learning, ICML’10, Omnipress, USA, 2010, pp.
807–814.
URL http://dl.acm.org/citation.cfm?id=3104322.3104425
[11] D. P. Kingma, J. Ba, Adam: A Method for Stochastic Optimization, ArXiv
e-printsarXiv:1412.6980.
[12] G. Montu´far, R. Pascanu, K. Cho, Y. Bengio,
On the number of linear regions of deep neural networks, in: Proceedings
of the 27th International Conference on Neural Information Processing
Systems - Volume 2, NIPS’14, MIT Press, Cambridge, MA, USA, 2014,
pp. 2924–2932.
URL http://dl.acm.org/citation.cfm?id=2969033.2969153
[13] T. Kitaguchi, T. Tamagawa, A. Hayato, T. Enoto, A. Yoshikawa,
K. Kaneko, Y. Takeuchi, K. Black, J. Hill, K. Jahoda, J. Krizmanic,
S. Sturner, S. Griffiths, P. Kaaret, H. Marlowe, Monte-Carlo estimation
of the inflight performance of the GEMS satellite x-ray polarimeter, in:
Space Telescopes and Instrumentation 2014: Ultraviolet to Gamma Ray,
Vol. 9144 of Proc. SPIE, 2014, p. 91444L. doi:10.1117/12.2057334.
[14] W. B. Iwakiri, J. K. Black, R. Cole, T. Enoto, A. Hayato, J. E. Hill,
K. Jahoda, P. Kaaret, T. Kitaguchi, M. Kubota, H. Marlowe, R. McCurdy,
Y. Takeuchi, T. Tamagawa, Performance of the PRAXyS X-ray polarime-
ter, Nuclear Instruments and Methods in Physics Research A 838 (2016)
89–95. arXiv:1610.06677, doi:10.1016/j.nima.2016.09.024.
22
[15] H. He, E. A. Garcia, Learning from imbalanced data, IEEE Trans-
actions on Knowledge and Data Engineering 21 (9) (2009) 1263–1284.
doi:10.1109/TKDE.2008.239.
[16] M. Abadi, A. Agarwal, P. Barham, E. Brevdo, Z. Chen, C. Citro, G. S. Cor-
rado, A. Davis, J. Dean, M. Devin, S. Ghemawat, I. Goodfellow, A. Harp,
G. Irving, M. Isard, Y. Jia, R. Jozefowicz, L. Kaiser, M. Kudlur, J. Lev-
enberg, D. Mane, R. Monga, S. Moore, D. Murray, C. Olah, M. Schuster,
J. Shlens, B. Steiner, I. Sutskever, K. Talwar, P. Tucker, V. Vanhoucke,
V. Vasudevan, F. Viegas, O. Vinyals, P. Warden, M. Wattenberg, M. Wicke,
Y. Yu, X. Zheng, TensorFlow: Large-Scale Machine Learning on Heteroge-
neous Distributed Systems, ArXiv e-printsarXiv:1603.04467.
[17] K. He, X. Zhang, S. Ren, J. Sun, Delving deep into rectifiers:
Surpassing human-level performance on imagenet classification, CoRR
abs/1502.01852.
[18] T. E. Strohmayer, X-Ray Spectro-polarimetry with Photo-
electric Polarimeters, ApJ838 (2017) 72. arXiv:1703.00949,
doi:10.3847/1538-4357/aa643d.
[19] D. dal Fiume, M. Orlandini, S. del Sordo, F. Frontera, T. Ooster-
broek, E. Palazzi, A. N. Parmar, S. Piraino, A. Santangelo, A. Segreto,
The Broad Band Spectral Properties of Binary X-ray Pulsars, Advances
in Space Research 25 (3-4) (2000) 399–408. arXiv:astro-ph/9906086,
doi:10.1016/S0273-1177(99)00767-X.
[20] K. Jahoda, T. R. Kallman, C. Kouveliotou, L. Angelini, J. K. Black, J. E.
Hill, T. Jaeger, P. E. Kaaret, C. B. Markwardt, T. Okajima, R. Petre,
J. Schnittman, Y. Soong, T. E. Strohmayer, T. Tamagawa, Y. Tawara,
The Polarimeter for Relativistic Astrophysical X-ray Sources, in: Space
Telescopes and Instrumentation 2016: Ultraviolet to Gamma Ray, Vol.
9905 of Proc. SPIE, 2016, p. 990516. doi:10.1117/12.2234220.
[21] K. A. Arnaud, XSPEC: The First Ten Years, in: G. H. Jacoby, J. Barnes
(Eds.), Astronomical Data Analysis Software and Systems V, Vol. 101 of
Astronomical Society of the Pacific Conference Series, 1996, p. 17.
[22] O. C. de Jager, B. C. Raubenheimer, J. W. H. Swanepoel, A poweful test
for weak periodic signals with unknown light curve shape in sparse data,
A&A221 (1989) 180–190.
[23] F. Muleri, P. Soffitta, L. Baldini, R. Bellazzini, A. Brez, E. Costa,
S. Fabiani, F. Krummenacher, L. Latronico, F. Lazzarotto, M. Minuti,
M. Pinchera, A. Rubini, C. Sgro´, G. Spandre, Spectral and polarimetric
characterization of the Gas Pixel Detector filled with dimethyl ether, Nu-
clear Instruments and Methods in Physics Research A 620 (2010) 285–293.
arXiv:1003.6009, doi:10.1016/j.nima.2010.03.006.
23
[24] W. H. Baumgartner, T. Strohmayer, T. Kallman, J. K. Black, J. E.
Hill, J. H. Swank, K. M. Jahoda, GEMS x-ray polarimeter perfor-
mance simulations, in: Space Telescopes and Instrumentation 2012: Ul-
traviolet to Gamma Ray, Vol. 8443 of Proc. SPIE, 2012, p. 84434K.
doi:10.1117/12.927270.
[25] C. Szegedy, S. Ioffe, V. Vanhoucke, A. Alemi, Inception-v4, Inception-
ResNet and the Impact of Residual Connections on Learning, ArXiv e-
printsarXiv:1602.07261.
[26] K. He, X. Zhang, S. Ren, J. Sun, Deep Residual Learning for Image Recog-
nition, ArXiv e-printsarXiv:1512.03385.
[27] A. Canziani, A. Paszke, E. Culurciello, An Analysis of Deep Neural Network
Models for Practical Applications, ArXiv e-printsarXiv:1605.07678.
[28] E. Costa, P. Soffitta, R. Bellazzini, A. Brez, N. Lumb, G. Spandre, An
efficient photoelectric X-ray polarimeter for the study of black holes and
neutron stars, Nature411 (2001) 662–665. arXiv:astro-ph/0107486.
[29] R. Bellazzini, G. Spandre, M. Minuti, L. Baldini, A. Brez, L. La-
tronico, N. Omodei, M. Razzano, M. M. Massai, M. Pesce-Rollins,
C. Sgro´, E. Costa, P. Soffitta, H. Sipila, E. Lempinen, A sealed Gas
Pixel Detector for X-ray astronomy, Nuclear Instruments and Methods
in Physics Research A 579 (2007) 853–858. arXiv:astro-ph/0611512,
doi:10.1016/j.nima.2007.05.304.
[30] T. Tanimori, Y. Mizumura, A. Takada, S. Miyamoto, T. Takemura,
T. Kishimoto, S. Komura, H. Kubo, S. Kurosawa, Y. Matsuoka, K. Mi-
uchi, T. Mizumoto, Y. Nakamasu, K. Nakamura, J. D. Parker, T. Sawano,
S. Sonoda, D. Tomono, K. Yoshikawa, Establishment of Imaging Spec-
troscopy of Nuclear Gamma-Rays based on Geometrical Optics, Scientific
Reports 7 (2017) 41511. arXiv:1702.01483, doi:10.1038/srep41511.
[31] H. Yoneda, S. Saito, S. Watanabe, H. Ikeda, T. Takahashi, Develop-
ment of Si-CMOS hybrid detectors towards electron tracking based Comp-
ton imaging in semiconductor detectors, Nuclear Instruments and Meth-
ods in Physics Research A 912 (2018) 269–273. arXiv:1712.01506,
doi:10.1016/j.nima.2017.11.078.
[32] I. Shilon, M. Kraus, M. Bu¨chele, K. Egberts, T. Fischer, T. L. Holch,
T. Lohse, U. Schwanke, C. Steppa, S. Funk, Application of deep
learning methods to analysis of imaging atmospheric Cherenkov tele-
scopes data, Astroparticle Physics 105 (2019) 44–53. arXiv:1803.10698,
doi:10.1016/j.astropartphys.2018.10.003.
[33] F. Kislat, B. Clark, M. Beilicke, H. Krawczynski, Analyzing the data from
X-ray polarimeters with Stokes parameters, Astroparticle Physics 68 (2015)
45–51. arXiv:1409.6214, doi:10.1016/j.astropartphys.2015.02.007.
24
