We combine parallaxes from the first Gaia data release with the spectrophotometric distance estimation framework for stars in the fifth RAVE survey data release. The combined distance estimates are more accurate than either determination in isolation -uncertainties are on average two times smaller than for RAVE-only distances (three times smaller for dwarfs), and 1.4 times smaller than TGAS parallax uncertainties (two times smaller for giants). We are also able to compare the estimates from spectrophotometry to those from Gaia, and use this to assess the reliability of both catalogues and improve our distance estimates. We find that the distances to the lowest log g stars are, on average, overestimated and caution that they may not be reliable. We also find that it is likely that the Gaia random uncertainties are smaller than the reported values. As a byproduct we derive ages for the RAVE stars, many with relative uncertainties less than 20 percent. These results for 219 566 RAVE sources have been made publicly available, and we encourage their use for studies that combine the radial velocities provided by RAVE with the proper motions provided by Gaia. A sample that we believe to be reliable can be found by taking only the stars with the flag notification 'flag_any=0'.
one knows neither where it is nor how fast it is moving, even if the proper motion of the star is known.
The RAVE survey (Radial Velocity Experiment: Steinmetz et al. 2006 ) is a spectroscopic survey that took spectra for ∼500 000 stars. From these one could determine for each star its line-ofsight velocity and the structural parameters, such as its effective temperature (T eff ), surface gravity (log g) and metallicity ([M/H]). These can be used to derive the distances to stars, and since RAVE's fourth data release (Kordopatis et al. 2013 ) these have been provided by the Bayesian method that was introduced by Burnett & Binney (2010) , and extended by Binney et al. (2014) . Bayesian methods had previously been used for distance estimation in astrophysics for small numbers of stars of specific classes (Thorstensen 2003; Barnes et al. 2003) , and the Burnett & Binney method is similar to an approach that had previously been used to determine the ages of stars (Pont & Eyer 2004; Jørgensen & Lindegren 2005) . Closely related approaches have since been used by numerous studies (e.g., Serenelli et al. 2013; Schönrich & Bergemann 2014; Wang et al. 2016; Santiago et al. 2016; Schneider et al. 2017; Mints & Hekker 2017; Queiroz et al. 2017) . The method produces a probability density function (pdf) for the distance, and these pdfs were tested by, amongst other things, comparison of some of the corresponding parallax estimates to the parallaxes found by Gaia's predecessor Hipparcos (Perryman et al. 1997; van Leeuwen 2007) . RAVE's most recent data release was the fifth in the series (henceforth DR5), and included distance estimates found using this method (Kunder et al. 2017 ). The RAVE sample appears to be kinematically and chemically unbiased (Wojno et al. 2017 ).
Gaia's first data release (Gaia DR1, Gaia Collaboration et al. 2016b; Lindegren et al. 2016 ) includes parallaxes and proper motions for ∼2 000 000 sources. These were available earlier than full astrometry for the other ∼1 billion sources observed by Gaia, because the sources were observed more than twenty years earlier by the Hipparcos mission, and their positions at that epoch (and proper motions) appear in either the Hipparcos catalogue or the, less precise, Tycho-2 catalogue (Høg et al. 2000) , which used data from the Hipparcos satellite's star mapper. This means that the proper motions of the stars can be derived using this very long time baseline, which breaks degeneracies between proper motion and parallax that made the determination of these parameters for the other sources impossible. The resulting catalogue is known as the Tycho-Gaia Astrometric solution (TGAS: Michalik, Lindegren & Hobbs 2015) .
Since RAVE and TGAS use fundamentally different methods for deriving the distances to stars, it is inevitable that these have different precisions for different types of stars. The Burnett & Binney (2010) method relies, fundamentally, on comparing the observed magnitude to the expected luminosity. The uncertainty in distance modulus, which is roughly equivalent to a relative distance uncertainty, is therefore approximately independent of the distance to the star. The parallax uncertainty from TGAS, on the other hand, is independent of the parallax value, so the relative precision declines with distance -large distances correspond to small parallaxes, and therefore large relative uncertainties.
In Figure 1 we show the quoted parallax uncertainty from both TGAS and DR5 for the sources common to both catalogues. In the case of TGAS we use the quoted statistical uncertainties (see Section 6 for further discussion). We also divide this into the uncertainty for giant stars (DR5 log g < 3.5) and dwarfs (DR5 log g ≥ 3.5). We see that for TGAS this distinction is immaterial, while it makes an enormous difference for DR5. The DR5 parallax estimates tend to be less precise than the TGAS ones for dwarfs Histograms of the quoted random parallax uncertainties (σ ) from TGAS and those from RAVE DR5 for stars common to the two catalogues. We show histograms of the uncertainties for all stars (solid), and separately for giants (log g DR5 < 3.5) and dwarfs (log g DR5 ≥ 3.5). The y-axis gives the number of stars per bin, and there are 40 bins in total in both cases. The cut-off at 1 mas for the TGAS parallaxes is due to a filter applied by the Gaia consortium to their DR1. For RAVE sources we make the standard cuts to the catalogue described in Kunder et al. (2017) . TGAS parallaxes are more precise than RAVE's for dwarfs, but not necessarily for giants.
(which tend to be nearby because the survey is magnitude limited), but as precise, or more, for the more luminous giants, especially the more distant ones.
It is worth noting that TGAS provides only parallax measurements, not distance estimates and, as discussed by numerous authors at various points over the last century, the relationship between one and the other is non-trivial when one takes the uncertainties into account (e.g. Strömberg 1927; Lutz & Kelker 1973; Luri & Arenou 1997; Bailer-Jones 2015) . Astraatmadja & Bailer-Jones (2016) looked at how the distances derived from TGAS parallaxes depend on the prior probability distribution used for the density of stars, but did not use any information about a star other than its parallax.
For this reason, and because TGAS parallaxes have large relative errors for distant stars, when studying the dynamics of the Milky Way using stars common to RAVE and TGAS, it has been seen as advantageous to use distances from DR5 rather than those from TGAS parallaxes (e.g., Helmi et al. 2017; Hunt et al. 2016) . It is therefore important to improve these distance estimates and to check whether there are any systematic errors associated with the DR5 distance estimates. Kunder et al. (2017) discusses the new efforts in RAVE DR5 to reconsider the parameters of the observed stars. They provided new T eff values derived from the Infrared Flux Method (IRFM: Blackwell et al. 1979 ) using an updated version of the implementation described by Casagrande et al. (2010) . Also provided in a separate data-table were new values of log g following a re-calibration for red giants from the Valentini et al. (2017) study of 72 stars with log g values derived from asteroseismology of stars by the K2 mission (Howell et al. 2014 ). These were not used to derive distances in the main DR5 catalogue, and we now explore how using these new data products can improve our distance estimates.
In this study, we compare parallax estimates from TGAS and RAVE to learn about the flaws in both catalogues. We then include the TGAS parallaxes in the RAVE distance estimation, to derive more precise distance estimates than are possible with either set of data in isolation. It is also possible to derive ages for stars from the same efforts, indeed the use of Bayesian methods to derive distances was preceded by studies using them to determine ages (Pont & Eyer 2004; Jørgensen & Lindegren 2005) . RAVE DR4 included the age estimates derived alongside the distances, but these were recognised as only being indicative (Kordopatis et al. 2013) . In this study we show the substantial improvement that is possible using TGAS parallaxes and a more relaxed prior.
In Section 2 we describe the method used to derive distances. In Section 3 we compare results from DR5 to those from TGAS, which motivates us to look at improving our parallax estimates using other RAVE data products in Section 4. In Section 5 we explore the effect of varying our prior. In Section 6 we look at what we can learn about TGAS by comparison with these new parallax estimates. Finally, Sections 7, 8 and 9 demonstrate the improvements made possible by using the TGAS parallaxes as input to the Bayesian scheme.
BAYESIAN ESTIMATION
Since RAVE DR4, distances to the stars in the RAVE survey have been determined using the Bayesian method developed by Burnett & Binney (2010) . This takes as its input the stellar parameters T eff , log g and [M/H] determined from the RAVE spectra, and J, H and K s magnitudes from 2MASS (Skrutskie et al. 2006 ). This method was extended by Binney et al. (2014) to include dust extinction in the modelling, and introduce an improvement in the description of the distance to the stars by providing multi-Gaussian fits to the full probability density function (pdf) in distance modulus. 1 In this paper we extend this method, principally by including the parallaxes found by TGAS as input, but also by adding AllWISE W1 and W2 mid-infrared photometry (Cutri & et al. 2013 ). We will explore improvements made possible by using IRFM T eff values given in RAVE DR5, rather than T eff derived from the spectra. We expect that the IRFM values can be more precise than those from the RAVE spectra, which only span a narrow range in wavelength (8410-8795Å) Because the original intention of this pipeline was to estimate distances, we often refer to it as the 'distance pipeline'. In practice we are now often as interested in its other outputs as we are in the distance estimates. The pipeline applies the simple Bayesian statement
where in our case "data" refers to the inputs described above (and shown in Table 1 ) for a single star, and "model" comprises a star of specified initial mass M, age τ, metallicity [M/H], and location relative to the Sun (where Galactic coordinates l and b are treated as known and distance s is unknown), observed through a specified line-of-sight extinction, which we parametrise by extinction in the V-band, A V . The likelihood P(data|model) is determined assuming uncorrelated Gaussian uncertainties on all inputs, and using 1 While the distance estimates always use 2MASS (and, in this study, All-WISE) photometry, we will refer to them as 'RAVE-only' at various points in this paper, to distinguish them from those found using TGAS parallaxes as input too.
isochrones to find the values of the stellar parameters and absolute magnitudes of the model star. The isochrones that we use are from the PARSEC v1.1 set (Bressan et al. 2012) , and the metallicities of the isochrones used are given in Table 2 . P(model) is our prior which we discuss below, and P(data) is a normalisation constant which we can ignore. The assumption of uncorrelated Gaussian errors on the stellar parameters is one which is imperfect (see e.g. Schönrich & Bergemann 2014; Schneider et al. 2017 ), but it is the best approximation that we have available for RAVE. Putting this in a more mathematical form and defining the notation for a single Gaussian distribution
we have
where the prior
is described in Section 2.1, and the inputs O i , σ i are those given in Table 1 (the cases where any of these inputs are unavailable or not used can be treated as the case where σ i → ∞). The theoretical values of these quantities -
-are found using the isochrones and the relations between extinctions in different bands given in Section 2.1.
Once we have calculated the probability density functions P(model|data) for the stars we can characterise them however we wish. In practice, we characterise them by the expectation values and standard deviation (i.e., estimates and their uncertainties) for all parameters, found by marginalising over all other parameters.
For distance we find several characterisations of the pdf: expectation values and standard deviation for the distance itself (s), for distance modulus (µ) and for parallax . The characterisation in terms of parallax is vital for comparison with TGAS parallaxes.
In addition we provide multi-Gaussian fits to the pdfs in distance modulus because a number of the pdfs are multi-modal, typically because it is unclear from the data whether a star is a main sequence star or a (sub-)giant. Therefore a single expectation value and standard deviation is a poor description of the pdf. The multiGaussian fits to the pdfs in µ provide a compact representation of the pdf, and following Binney et al. (2014) we write them as
where the number of components N Gau , the means µ k , weights f k , and dispersions σ k are determined by the pipeline. To determine whether a distance pdf is well represented by a given multi-Gaussian representation in µ we take bins in distance modulus of width w i = 0.2 mag, which contain a fraction p i of the total probability taken from the computed pdf and a fraction P i from the Gaussian representation, and compute the goodness-of-fit statistic
where the weighted dispersioñ
is a measure of the overall width of the pdf. Our strategy is to represent the pdf with as few Gaussian components as possible, but if the value of F is greater than a threshold value (F t = 0.04), or the standard deviation associated with the model differs by more than 20 percent from that of the complete pdf, then we conclude that the representation is not adequate, and add another Gaussian component to the representation (to a maximum of 3 components, which we have found is almost always enough). We fit the multi-Gaussian representation to the histogram using the Levenberg-Marquandt algorithm (e.g. Press et al. 1986 ), which we apply multiple times with different starting points estimated from the modes of the distribution. In this way we can take the best result and therefore avoid getting caught in local minima. The relatively broad bins mean that we only use more than one Gaussian component if the pdf is significantly multi-modal, though this comes at the cost of reducing the accuracy of the fit when a peak is narrow. These multi-Gaussian fits were particularly important in previous RAVE data releases. In DR5 we found that a single Gaussian component proved adequate for only 45 percent of the stars, while around 51 percent are fit with two Gaussians, and only 4 percent require a third component. In Section 7 we show that the addition of TGAS parallaxes substantially reduces the number of stars for which more than one Gaussian is required.
The value of F is provided in the database as FitQuality_Gauss, and we also include a flag (denoted Fit_Flag_Gauss) which is nonzero if the standard deviation of the final fitted model differs by more than 20 percent from that of the computed pdf. Typically the problems flagged are rather minor (as shown in fig. 3 of Binney et al. 2014) .
The uncertainties of the RAVE stellar parameters are assumed to be the quadratic sum of the quoted internal uncertainties and the external uncertainties (Table 4 of DR5). The external uncertainties are those calculated from stars with SNR> 40, except in the case of the IRFM temperatures for which a single uncertainty serves for stars of every SNR since the IRFM temperatures are not extracted from the spectra. We discard all observations with a signal-to-noise ratio less than 10, or where the RAVE spectral pipeline returns a quality flag (AlgoConv) of '1', because the quoted parameters for these observations are regarded as unreliable.
For the 2MASS and AllWISE photometry we use the quoted uncertainties. We discard the AllWISE magnitudes if they are brighter than the expected saturation limit in each band, which we take to be W 1,sat = 8.1 mag, W 2,sat = 6.7 mag (following Cutri et al. 2012) .
When using the TGAS parallaxes, we consider only the quoted statistical uncertainties. We will show that these appear to be, if anything, slight overestimates of the uncertainty.
The posterior pdf (eq. 3) is calculated on an grid of isochrones at metallicities as given in Table 2 and ages spaced by δ log 10 (τ/yr) = 0.04 for τ < 1 Gyr and δ log 10 (τ/yr) = 0.01 for τ > 1 Gyr. For each of these isochrones we take grid points in initial mass M such that there is no band in which any magnitude changes by more than 0.005 mag. We then evaluate the posterior on an informed grid in log A V and distance, which is centred on the expected log A V from the prior at an estimated distance (given the observed and model J-band magnitude) and then the estimated distance (given each log A V value evaluated).
Where stars have been observed more than once by RAVE, we provide distance estimates for the quoted values from each spectrum. We provide a flag 'flag_dup' which is 0 if the spectrum is the best (or only) one for a given star, as measured by the signal-to-noise ratio, and 1 otherwise. Where one wishes to avoid double counting stars one should only use rows where this flag is 0. 2
Standard prior
For our standard results, we use the prior that was used for DR4 and DR5. We do this for consistency, and because we find that this provides good results. The prior reflects some elements of our existing understanding of the Galaxy, at the cost of possibly biasing us against some results that run counter to our expectations (for example, metal rich or young stars far from the plane). In Section 5 we consider alternative priors. Although the prior is described in Binney et al. (2014) , we describe it here for completeness, and to enable comparisons with alternative priors considered.
The prior considers all properties in our model, and can be written as
with the prior on initial mass being a Kroupa (2001) initial mass function (IMF), as modified by Aumer & Binney (2009) 
We describe extinction in terms of the value A V for the Johnson V band, and, since extinction is necessarily non-negative, we take our prior to be Gaussian in ln A V around an expected value which varies with the model star's position in the Galaxy, ln A pr V (s, l, b). To find the expected value A pr V (s, l, b) we start from an expected value at infinity, A pr V (∞, l, b), which we take from the Schlegel, Finkbeiner & Davis (1998) values of E(B − V), with a correction for high extinction sightlines following Arce & Goodman (1999) and Sharma et al. (2011) , leaving us with
We then determine the expected extinction at a given distance s in the direction l, b, which is some fraction of the total extinction along that line of sight. We take this to be the fraction of the total extinguishing material along that line of sight that lies closer than s in a 3D dust model of the Milky Way taken from Sharma et al. (2011) . For details of the model see Binney et al. (2014) . As in Binney et al. (2014) we take the uncertainty in ln A V to be √ 2. We can then write the prior on A V to be
Extinction varies between different photometric bands. For a given extinction value A V , from Rieke & Lebofsky (1985) we take the extinctions to be 
The other term in the prior is related to the probability of there being a star of a given τ, [M/H] and position. It also contains a factor of s 2 , to reflect the conical shape of the surveyed volume. 3 The prior on distance, [M/H] and age can then be written as:
where i = 1, 2, 3 correspond to a thin disc, thick disc and stellar halo, respectively and where r is the Galactocentric position of the star. We then have
Thin disc (i = 1):
Thick disc (i = 2):
Halo (i = 3):
P 3 (τ) ∝ uniform in range 10 ≤ τ ≤ 13.7 Gyr, (16)
where R signifies Galactocentric cylindrical radius, z cylindrical height and r spherical radius. We take R thin d = 2 600 pc, 3 This factor was stated by Burnett & Binney (2010) , but not directly noted by either Burnett et al. (2011 ) or Binney et al. (2014 , who simply stated the density profile associated with the prior on position. This oversight meant that Santiago et al. (2016) noted the absence of this factor as a difference between the Binney et al. (2014) values and their own, closely related, results. The factor of s 2 was, however, used in all of these studies. Binney et al. (2014) distance estimates where the minimum metallicity used was −0.9, which caused a distance underestimation for the more metal poor stars (Anguiano et al. 2015) . 
= 900 pc. These values are taken from the analysis of SDSS data in Jurić et al. (2008) . The metallicity and age distributions for the thin disc come from Haywood (2001) and Aumer & Binney (2009) , while the radial density of the halo comes from the 'inner halo' detected in Carollo et al. (2010) . The metallicity and age distributions of the thick disc and halo are influenced by Reddy (2010) and Carollo et al. (2010) . The halo component tends towards infinite density as r → 0, so we apply an arbitrary cut-off for r < 1 kpc -a region which the RAVE sample does not, in any case, probe. The normalizations N i were then adjusted so that at the Solar position, taken as R 0 = 8.33 kpc (Gillessen et al. 2009 ), z 0 = 15 pc (Binney, Gerhard & Spergel 1997) , we have number density ratios n 2 /n 1 = 0.15 (Jurić et al. 2008) , n 3 /n 1 = 0.005 (Carollo et al. 2010 ).
COMPARISON OF DR5 AND TGAS PARALLAXES
For RAVE DR5 the distance estimation used the 2MASS J, H, K s values, and the T eff , log g and [M/H] values calculated from RAVE spectra. The parallaxes computed were compared with the parallaxes obtained by the Hipparcos mission (Perryman et al. 1997) , specifically those found by the new reduction of van Leeuwen (2007) for the ∼5000 stars common to both catalogues. The parallaxes were compared by looking at the statistic
where sp and σ ,sp are the spectrophotometric parallax estimates and their uncertainties. In Kunder et al. (2017) the reference parallax ref and its uncertainty σ ,ref were from Hipparcos, but henceforth in this paper they will be from TGAS. A negative value of ∆, therefore, corresponds to an overestimate of distance from RAVE (compared to the reference parallaxes), and a positive value corresponds to an underestimate of distance. We would hope that the mean value of ∆ is zero and the standard deviation is unity (consistent with the uncertainties being correctly estimated). Here, as in Kunder et al. (2017) we divide the stars into dwarfs (log g ≥ 3.5) and giants (log g < 3.5), and further subdivide dwarfs into hot (T eff > 5500 K) and cool (T eff ≤ 5500 K). It is worth noting that this means that main-sequence turn-off stars are likely to be put in the 'dwarf' category. In Figure 2 we show a comparison between the DR5 parallaxes and the TGAS parallaxes described by this statistic (which we call ∆ DR5−TGAS in this case). The figures show kernel density estimates (KDEs: Scott 1992), which provide an estimate of the pdf of ∆ DR5 for each group, along with finely binned histograms (which are used to give a sense of the variation around the smooth KDE). These are generally encouraging for both cool dwarfs and giants, with a mean value that is close to zero (meaning that any parallax, and therefore distance, bias is a small fraction of the uncertainty), and a dispersion that is slightly smaller than unity (implying that the uncertainties of one or both measurements are overestimated).
For hot dwarfs there is a clear difference between the DR5 parallaxes and the TGAS parallaxes. The mean value of ∆ is 0.301, meaning that the systematic error in parallax is a significant fraction of the uncertainty, with the DR5 parallaxes being systematically larger than the TGAS parallaxes (corresponding to systematically smaller distance estimates from DR5).
The typical combined quoted uncertainty on the parallaxes for hot dwarfs is ∼ 1 mas, so this systematic difference is ∼ 0.3 mas, which is comparable to the size of the colour-dependent and spatially correlated uncertainties identified by Lindegren et al. (2016) . It was therefore not immediately obvious whether the difference seen here is due to a systematic error with the DR5 parallaxes, or with the TGAS parallaxes.
However, we have indications from Kunder et al. (2017) that the effective temperatures found by by the RAVE pipeline tend to be underestimates for T eff 5300 K. The effective temperatures determined using the IRFM are systematically higher than those found from the RAVE pipeline ( fig. 26 , Kunder et al. 2017) . If the effective temperature used in the distance estimation is systematically lower than the true value, then this will cause us to systematically underestimate the luminosity of the star, and thus underestimate its distance (overestimate its parallax). Therefore a systematic underestimate of T eff by the RAVE pipeline can explain the difference with the IRFM T eff values and the systematic difference with the TGAS parallaxes. This motivates us to investigate the IRFM temperatures in Section 4
for an improved estimate of T eff , and thus more accurate distance estimates.
We can investigate this more closely by looking at how an average value of ∆ DR5 (which we write as ∆ DR5 ) varies with T eff for dwarfs or with log g for giants. In Figure 3 we show the running average of this quantity in windows of width 200 K in T eff for dwarfs and 0.3 dex in log g for giants. For reference we also include the number density as a function of these parameters in each case.
The left panel of Figure 3 shows the value of ∆ DR5−TGAS (T eff ) for dwarfs. As we expect, we see that for T eff 5500 K we have a parallax offset of ∼0.3 times the combined uncertainty, which has a small dip around 7400 K 4 . The vast majority of what we termed 'cool dwarfs' are in the temperature range 4600 T eff < 5500 K, where TGAS and RAVE clearly agree nicely.
Below ∼ 4600 K the value of ∆ (T eff ) goes to very large values, corresponding to a substantial underestimate of distance by RAVE DR5. This was not clearly seen in Figure 2 because there are very few dwarfs in this temperature range. It is not clear what causes this, though it could occur if 1) there is a tendency to underestimate the T eff for these stars, which is not something which has been noted before; 2) stars with quoted log g values between the dwarf and giant branches have been given too high a probability of being dwarfs by the pipeline, and/or 3) the pipeline assigns too low a luminosity to stars near this part of the main sequence -possibly because many of them are still young and perhaps still settling onto the main-sequence (see Žerjal et al. 2017) .
The right panel of Figure 3 shows the value of ∆ DR5 (log g) for giants. In the range 2.2 log g 3.0 (which is a region with a high number of stars) we can see that the DR5 parallaxes more-or-less agree with those from TGAS. However, at high log g RAVE parallaxes are on average larger than those from TGAS (corresponding to an underestimate of the luminosity), whereas at low log g RAVE parallaxes are on average smaller than those from TGAS (i.e. the luminosity is overestimated). We will discuss this difference in Section 4.1.
It is worth emphasising that the effects we see here for low T eff or low log g are not ones that we would simply expect to be caused by the statistical uncertainties in the RAVE parameters (e.g., the stars with the lowest quoted log g values being only the ones scattered there by measurement error). The Bayesian framework compensates for exactly this effect, so the problem we are seeing is real.
USING OTHER RAVE DATA PRODUCTS FOR DISTANCE ESTIMATION
We now look at how the difference between parallaxes derived from RAVE and those from TGAS compare if we use T eff values derived from the IRFM, rather than those derived from the spectrum directly. We also include WISE photometry in the W1 and W2 bands in both cases (as discussed in Section 2). Figure 4 again shows the difference between the parallaxes we derive and those found by TGAS, divided into the same three categories. We can see that the disagreement for hot dwarfs is significantly reduced from that found for DR5, with a systematic offset Comparison of parallax estimates from RAVE DR5 and those from TGAS. We divide the stars into giants (log g < 3.5), cool dwarfs (log g ≥ 3.5 and T eff ≤ 5500 K) and hot dwarfs (log g ≥ 3.5 and T eff > 5500 K) and provide pdfs of ∆ (i.e. difference between spectrophotometric parallax and TGAS parallax, normalised by the combined uncertainty, see Eq. 17) in each case. The red lines show the kernel density estimate of this pdf in each case, with the finely-binned grey histogram shown to give a indication of the variation around this smooth estimate. The black dashed line is a Gaussian with mean 0 and standard deviation of unity. The means and standard deviations shown in the top right are for stars with −4 < ∆ DR5 < 4, to avoid high weight being given to outliers. Positive values of ∆ correspond to parallax overestimates (i.e. distance or luminosity underestimates). that is half that seen when using the spectroscopic T eff values. However we can also see that the agreement between the two values is now slightly less good than before for cool dwarfs and for giants.
We can explore this in more detail by, again, looking at how the average value of ∆ varies as we look at different T eff for all dwarfs. In Figure 5 we show how a running average, ∆ (T eff ), varies for dwarfs when we use the IRFM or the spectroscopic T eff values. 5 It is clear that whatever we choose as a T eff value, our parallax estimates differ dramatically from those from TGAS for dwarfs with T eff 4600 K, but there are very few dwarfs with these temperatures. For 4600 K T eff 5500 K the values found using the spectroscopically determined T eff values are better than those found using the IRFM values, while for T eff 5500 K the IRFM 5 Note that the ∆ values using the spectroscopic T eff values are now not those given in DR5, but new ones, found when we include the WISE photometry. These prove to be very similar to those found by DR5.
values are better. Even using the IRFM temperatures, the parallaxes found at T eff ∼ 6400 K are still somewhat larger than those found by TGAS.
Giants
We can now turn our attention to the giant stars. When we simply divide the stars into dwarfs and giants -as was done with Hipparcos parallaxes by Binney et al. (2014) and Kunder et al. (2017) , and with TGAS parallaxes in Figures 2 and 4 of this study -any biasses appear small. However, when we study the trend with log g, as in Figures 3 and 6 , we see that while the stars with log g 2.2 have RAVE parallaxes that are very similar to those from TGAS (with a moderate overestimate for log g < 3), the stars with lower log g values have RAVE parallaxes which seem to be systematically underestimated (corresponding to distance overestimates).
We can understand how this may have come about if we look Figure 2 , and again we divide the stars into giants (log g < 3.5), cool dwarfs (log g ≥ 3.5 and T eff,IRFM ≤ 5500 K) and hot dwarfs (log g ≥ 3.5 and T eff,IRFM > 5500 K) and provide pdfs of ∆ (Eq. 17) in each case -positive values of ∆ correspond to parallax overestimates (i.e. distance or luminosity underestimates). The main difference we can see is that the parallax estimates for hot dwarfs are substantially improved. 4000 4500 5000 5500 6000 6500 7000 7500 8000 Figure 3 (left panel), this is a running average of ∆ as a function of T eff for dwarfs (log g ≥ 3.5), but here we are using T eff values determined by the IRFM (blue) or from the RAVE spectra (green). Again we plot also show the number density of dwarfs as a function of T eff for reference. Use of the IRFM temperatures reduces the bias seen for hot dwarfs. Figure 3 (right panel), this is a running average of ∆ as a function of log g for giants (log g < 3.5), but here we are using T eff values determined by the IRFM (blue) or from the RAVE spectra (green). Again, the plot also shows the number density as a function of log g respectively for reference. Means are calculated for stars with −4 < ∆ < 4. Median parallax (solid line) and median parallax uncertainty (shaded region) for the RAVE pipeline using IRFM T eff values (blue) and TGAS (red) as a function of log g. The quoted parallax uncertainty from RAVE becomes much smaller than that from TGAS as log g becomes small. This means that when we use the TGAS parallaxes to improve the distance estimates, they will have little influence at the low log g end. . Running average of ( IRFM − TGAS )/σ ,IRFM as a function of log g for giants (log g < 3.5) -this statistic is similar to ∆ used elsewhere, but does not include the TGAS uncertainty. It therefore shows the typical systematic offset of the RAVE parallax estimates as a function of the quoted uncertainty. For the lowest log g, the two values are comparable.
at the comparison of the RAVE log g values with those found by GALAH (Martell et al. 2017) or APOGEE (Wilson et al. 2010) for the same stars -as presented in figs. 17 & 19 of Kunder et al. (2017) . In both cases there appears to be a trend that the other surveys find larger log g values for stars assigned RAVE log g 2. A systematic underestimate of the log g values of these stars would lead to exactly this effect. In Section 4.1.1 we will look at the asteroseismic recalibration of RAVE log g found by Valentini et al. (2017) , which also suggests that these log g values may be underestimated.
It is important to note that these low log g stars are intrinsically luminous, and therefore those observed by RAVE tend to be distant. This means they have relatively small parallaxes, and so the quoted TGAS uncertainties are a large fraction of true parallax, while those from RAVE are relatively small. Figure 7 illustrates this point by showing the median parallax and uncertainty for each method as a function of log g.
A consequence of this is that the combined parallax uncertainty used to calculate ∆ is dominated by that from TGAS. We illustrate this in Figure 8 , which shows the median value of the alternative statistic ( IRFM − TGAS )/σ ,IRFM , where IRFM is the parallax estimate using the IRFM T eff value, and σ ,IRFM is the corresponding uncertainty. 6 This shows that the systematic error for the lowest log g stars is comparable to the quoted statistical uncertainty.
This also means that when we include the TGAS parallaxes in the distance pipeline for these objects, it will typically have a rather limited effect, and so the bias that we see here will persist.
Asteroseismic calibration
The log g values given in the main table of RAVE DR5 have a global calibration applied, which uses both the asteroseismic log g values of 72 giants from Valentini et al. (2017) and those of the Gaia benchmark dwarfs and giants (Heiter et al. 2015) . This leads to an adjustment to the raw pipeline values (which were used in RAVE DR4, so we will refer to them as log g DR4 ) such that
A separate analysis by Valentini et al. (2017) which focussed only on the 72 giants with asteroseismic log g values, which are only used to recalibrate stars with dereddened colours 0.50 < (J − K s ) 0 < 0.85 mag, and found that for these stars a much more drastic recalibration was preferred, with the recalibrated log g value being log g AS = log g DR4 − 0.78 log g DR4 + 2.04
This has the effect of increasing the log g values for stars in the red clump and at lower log g -thus decreasing their expected luminosity and distance, and increasing their expected parallax. It has the opposite effect on stars at higher log g. It is clear, therefore, that this recalibration is in a direction required to eliminate the trend in ∆ with log g for giants seen in the right panel of Figure 3 . It is also worth noting that Kunder et al. (2017) compared log g AS to literature values and found a clear trend in the sense that log g AS was an overestimate for stars with literature log g < 2.3 , and an underestimate for literature log g > 2.8. 6 Because the TGAS uncertainty is far smaller than the RAVE uncertainty for dwarfs, the equivalent plot for them is very similar to that in Figure 5 . Figure 6 this is a running average of ∆ as a function of log g DR5 for giants where the log g values used come from the main DR5 calibration (blue; eq 18) or the asteroseismic calibration (red, Eq. 19). Note that the xaxis gives the DR5 log g value in each case -this is to enable a side-by-side comparison. In both cases we have used T eff values determined by the IRFM. The grey region indicates the range in log g over which the asteroseismic calibration appears to work reasonably well for the reference stars considered by Kunder et al. (2017) . The running averages are computed for over a width of 0.3 in log g. The plot also shows the number density as a function of log g respectively for reference. Means are calculated for stars with −4 < ∆ < 4. Using the asteroseismically calibrated log g values for stars clearly improves the distance estimates for log g DR5 2.5, which is the point where the two values are equal, but makes them worse for log g DR5 2.5.
In Figure 9 we show ∆ as a function of log g DR5 for stars using the recalibrated log g AS values given by Valentini et al. (2017) (along with those when using the DR5 log g values for reference). We use the DR5 log g value on the x-axis to provide a like-for-like comparison, and the grey region in Figure 9 is equivalent to the range 2.3 < log g AS < 2.8. It is clear that the asteroseismically calibrated log g values improve the distance estimation for stars with low log g values -even beyond the range of log g values where these log g values disagree with other external catalogues (as found by Kunder et al. 2017 ) -though it should be noted that these stars (with 0.50 < (J − K s ) 0 < 0.85 mag) represent a small fraction of the stars with these low log g values.
However, for gravities greater than log g DR5 2.5 (which is the point where log g AS = log g DR5 ), the asteroseismic calibration makes the log g values significantly worse in the sense that the spectrophotometric parallaxes are underestimates (i.e. the distances are typically overestimated). Inspection of the comparison of RAVE DR5 log g values to those from GALAH or APOGEE in Kunder et al. (2017) appears to indicate that those with log g DR5 ≈ 3 are split into two groups (one with higher log g found by the other surveys, one with lower) -i.e. these are a mixture of misidentified dwarfs/sub-giants and giants. The asteroseismic calibration is blind to this difference, and it seems likely that it does a reasonable job of correcting the log g values for the giants, at the cost of dramatically underestimating the log g values for the dwarfs/sub-giants at the same log g DR5 .
The Valentini et al. (2017) catalogue comes with an entry 'flag_050' which is true if the difference between log g DR5 and log g AS is less than 0.5, and it is recommended that only stars with this flag are used. This sets a upper limit of log g DR5 3.5 for sources where the asteroseismic calibration can be applied. Our work here implies that the asteroseismic calibration should not be used for sources with log g DR5 2.7. 
Outliers
We have ∼1000 stars for which the quoted parallaxes from RAVE and TGAS differ by more than 4σ. We will refer to these as 'outliers'. We would only expect ∼12 such objects if the errors were Gaussian with the quoted uncertainties. In Figure 10 we show pdfs indicating how these stars are distributed in quoted T eff,IRFM , log g, and [M/H]. They cover a wide range of these parameters, and no clear problematic area is evident. They do tend to have relatively low T eff values, and constitute a relatively large fraction of stars with quoted [M/H] values towards either end of the full range. We also show the distribution of these stars in terms of S/N, and we can see that while they tend to have relatively low S/N values, they are certainly not limited to such stars. We have also looked at the values of the AlgoConv quality flag, which is provided with RAVE parameters, and find that the outliers are indicated as unreliable around the same rate as the rest of the sources. Around 26 percent of the outliers have flags 2 or 3, which indicate that the stellar parameters should be used with caution, as compared to ∼ 23 percent of all other sources, which suggests that this is not the problem. There is also no indication that they are particularly clustered on the sky.
There is some indication that the outliers tend to be problematic sources as labelled by the flags from Matijevič et al. (2012) , which are provided with DR5. These flags are based on a morphological classification of the spectra, and can indicate that stars are peculiar (e.g., have chromospheric emission or are carbon stars) or that the spectra have systematic errors (e.g., poor continuum normalisation). ∼20 percent of the outliers are flagged as binary stars, and ∼35 percent are flagged as having chromospheric emission (compared to ∼2 percent and ∼6 percent of all sources, respectively).
Similarly, ∼40 percent of the outliers are in the catalogue of stars with chromospheric emission from Žerjal et al. (2013, 2017) . The chromospheric emission can only have affected the RAVE distance estimates. However binarity can affect either the RAVE distance (by affecting the parameter estimates and/or observed magnitudes) or the TGAS parallaxes (by altering the star's path across the sky, thus changing the apparent parallax).
Metallicity
Finally we can look at the variation of ∆ with more than one stellar parameter. In Figure 11 we show the variation of ∆ in the Herzsprung-Russell (HR) diagram (T eff against log g) for all stars. We also show the variation of ∆ in the [M/H]-T eff plane for dwarfs and the [M/H]-log g plane for giants. In all cases we just show the statistics when we use the IRFM temperatures.
The HR diagram shows some areas where RAVE parallaxes appear to be particularly discrepant. We had already seen that low temperature dwarfs (T eff,IRFM 4500 K are have overestimed parallaxes. The sources with T eff,IRFM ∼ 5000 K and log g DR5 ∼ 4.2 have underestimated parallaxes. These sources are between the dwarf and subgiant branches, and it appears that they are typically assigned too high a probability of belong to the subgiant branch. These will be greatly improved when we include the TGAS parallax in our estimates. Sources at the upper edge of the giant branch (high quoted T eff for their quoted log g) also have very small RAVE parallaxes compared to those from TGAS, but these are a small fraction of giant stars.
There are no clear trends with metallicity for giants. For the dwarfs it is perhaps notable that there are significant parallax underestimates for metal poor stars at T eff ∼ 5200 K and parallax overestimates for both unusually metal poor and metal rich stars at T eff ∼ 6200 K. Again these do not comprise a particularly large fraction of all sources, and will be corrected when we include the TGAS parallax in our estimates. It is worth noting that selection effects mean that the more metal-poor stars (which tend to be further from the Sun in the RAVE sample) are likely to be higher temperature dwarfs, and (particularly) lower log g giants, and this affects any attempts to look at variation of ∆ with metallicity independent of the other stellar parameters.
Since the most metal-poor stars tend to be cool giants which, as we have noted, are assigned distances in our output that are systematically too large, a sample of our stars which focusses on the metal-poor ones will suffer from particularly serious distance overestimates. Any prior which (like our standard one) assumes that metal-poor stars are the oldest will have a similar overestimate for the stars that are assigned the oldest ages in the sample. Note, however, that the age estimates we provide are found using a prior which assumes no such age-metallicity relation (see Section 5.1), so the most metal-poor stars are not necessarily assigned the oldest ages in our catalogue.
Which to use?
It is clear that adopting the IRFM temperature estimates improves the distance estimates for stars that have T eff,Spec > 5500 K. Use of the IRFM temperatures does make the problems at low log g somewhat worse than they already were, but this is a smaller effect. We feel that switching from one temperature estimate to another at different points in the HR diagram would be a mistake, so we use the IRFM temperature in all cases. For ∼ 5000 sources there is no IRFM T eff available, so we do not provide distance estimates. Pixel sizes are adapted such that there is never fewer than ten stars in a pixel for which we show the median. For the variation with metallicity we have, as before, divided the stars into dwarfs and giants, to show the more relevant parameter in each case. The grey areas contain very few stars. Density contours are shown as a guide to the location of the majority of the sources in these plots (this shows signs of the pixelisation of these parameters produced by the fitting algorithm used in the RAVE spectroscopic pipeline).
For sources recognised as outliers (|∆| > 4) we assume that the RAVE parameters are unreliable, in the published catalogue these are flagged, and we provide distances estimated using only TGAS parallaxes and the 2MASS and WISE photometry. Similarly, we recognise that there is a systematic problem with dwarfs at T eff < 4600 K, so for these stars we exclude the RAVE T eff and log g from the distance estimation, and add an (arbitrary) 0.5 dex uncertainty in quadrature with the quoted RAVE uncertainty on metallicity.
We have seen that sources with log g DR5 < 2.0 show a systematic difference between our parallax estimates and those found by TGAS. This is probably due to a systematic underestimate of log g for these stars by RAVE. We will determine distances to these stars in the same way as to the others, but they will be flagged as probably unreliable. While the asteroseismic recalibration clearly helps for these stars, it is not helpful at high log g, and is applicable to a dwindling fraction of sources as we go to lower log g. We therefore do not attempt to use this recalibration in our distance estimates, though it certainly indicates the direction we must go to improve the RAVE log g estimates.
ALTERNATIVE PRIORS
It would be very troubling if our results were strongly dependant on our choice of prior. We therefore explore the effect of our prior by considering alternative forms. We will call our standard prior 'Standard', and describe the differences from this prior. We consider four main alternative forms: (i) 'Density' prior. As Standard except that we set the prior on [M/H] and τ to be uniform, with a maximum age of 13.8 Gyr. The minimum and maximum metallicities are effectively set by the isochrone set used (Table 2) . 7 This leaves the density profile, initial mass function (IMF) and dust model unchanged.
(ii) 'Age' prior. As Standard except that the age prior is the same for all components and simply reflects the assumption that the star formation rate has declined over time, following the same functional form as for the thin disc in the Standard prior i.e., P(τ) ∝ exp(0.119 τ/Gyr) for τ ≤ 13.8 Gyr,
(iii) 'SB14' prior. As Standard, except that we set the prior on [M/H] and τ identically for all components, following Schönrich & Bergemann (2014) . This is uniform in [M/H] over the metallicity range set by the isochrones, and such that
if τ > 13.8 Gyr 1 if 11 Gyr ≤ τ ≤ 13.8 Gyr
where 
In Figure 12 we compare the values of ∆ that we derive under all of these priors, in each case using the sets of input parameters described in Section 4.4, and excluding sources where we ignore the RAVE parameters.
It is clear from the left-hand panel of Figure 12 that the priors make a very limited difference for the dwarfs, except at the low T eff end, where contamination by giants is becoming more important.
The right-hand panel of Figure 12 shows that for giants, a prior that is uniform in both [M/H] and stellar age -i.e., the Density Figure 3 , this is the running average of ∆ as a function of T eff for dwarfs (left lower) and log g for giants (right lower) when using the alternative priors described in Section 5. In general, the RAVE distance estimates are reasonably robust to a change of prior.
prior -provides even worse results for the low log g giants than the Standard prior. The other priors provide very similar results to one another at low log g, but differ somewhat at the higher log g endthe two priors where P([M/H]) is a function of position (Standard and Chabrier) tend to have lower ∆ values, i.e. greater distances to these stars derived from RAVE.
We have also explored the effect of changing the power-law slope of the halo within our Standard prior (Eq. 16) to either P 3 (r) ∝ r −3.9 or P 3 (r) ∝ r −2.5 (compared to the usual r −3.39 ). The results were essentially indistinguishable from those using the Standard prior, even if we isolate the metal-poor stars. Similarly, a decrease of 50 percent for the thin and thick disc scale heights has almost no effect -the mean and standard deviations of the ∆ values for a given population of stars (as shown in e.g., Figure 4 ) change by ∼0.001 at most.
Choice of prior
In the interests of consistency with past studies, we use the Standard prior when producing our distance estimates. However, it is clear that this choice of prior imposes a strong relationship between age and metallicity. Therefore we also provide age estimates (Section 8) using our 'Age' prior. The results presented in this section make it clear that results using this prior are roughly as reliable as those from our Standard prior, at least in terms of typical parallax error.
USING RAVE PARALLAXES TO LEARN ABOUT TGAS
In Section 4 we used the TGAS parallaxes to investigate the RAVE distance estimation, but we can turn this around and use the RAVE distance estimation to learn about TGAS. TGAS is an early release of Gaia data and is therefore expected to contain strong systematic errors (Gaia Collaboration et al. 2016b; Lindegren et al. 2016) . Various studies have looked at these systematic errors (including the Gaia consortium itself: Arenou et al. 2017) , by comparison to distances derived for RR Lyrae stars (Gould, Kollmeier & Sesar 2016) , red clump stars (Davies et al. 2017; Gontcharov & Mosenkov 2017) or eclipsing binaries (Stassun & Torres 2016) or, in the case of Schönrich & Aumer (2017) , using a statistical approach based on the correlations between velocity components produced by distance errors. Our approach allows us to study a large area in the southern • where TGAS parallaxes appear to be systematically larger than those from RAVE. When looked at in ecliptic coordinates this area can be seen to run from ecliptic pole to ecliptic pole, and is therefore likely to be related to Gaia's scanning law (Arenou et al. 2017 ).
sky using many sources, spanning a wide range in colour, without any assumptions about kinematics. In Figure 13 we plot the average difference between the TGAS parallax and that from this study, binned on the sky. Zonal differences are unlikely to be produced by any particular issues with the RAVE distance estimation, but may be related to the way in which the sky has been scanned by Gaia. We can clearly see a stripe showing a substantial difference at l ∼ 280 • , which corresponds to a stripe near the ecliptic pole, as can seen when this diagram is shown in ecliptic coordinates. A similar figure was shown in Arenou et al. (2017, fig. 28 ), using the RAVE DR4 parallax estimates, where this feature was attributed to the "ecliptic scanning law followed early in the mission", and it was noted that a corresponding feature can be found in the median parallaxes of quasar sources. This is also likely to be related to the anomaly reported by Schönrich & Aumer (2017) .
We can also look again at the width of the distribution of ∆. As we have seen already, the width of the distribution of ∆, when comparing TGAS and DR5, is less than unity. In Figure 14 we show this width for all stars in our new RAVE-only parallax estimates, and it is again less than unity. This indicates that the uncertainties of one or other measurements have been overestimated. When we divide the distribution by quoted TGAS parallax uncertainty (Figure 15) we can see that the problem is particularly acute for sources with small quoted TGAS uncertainties.
As discussed in Lindegren et al. (2016) , uncertainties in the final TGAS catalogue are designed to be conservative, and have been 'inflated' from the formal uncertainties derived internally. This was to take account of uncertainties that are not allowed for in the formal calculation (such as contributions from uncertainties in Gaia's calibration and attitude). The scheme used was derived from a comparison to the (independent) Hipparcos parallaxes, and the quoted uncertainties were determined from the formal uncertainties using the formula
where ς ,TGAS is the formal parallax error derived internally, a = 1.4 and b = 0.2 mas. Gould et al. (2016) looked at the reported parallaxes of RR Lyrae stars in TGAS, and used the known period-luminosity relationship for these stars to provide an independent estimate of the uncertainties in parallax. They found that for these sources a = 1.1, b = 0.12 mas provides a better description of the true TGAS uncertainties, and therefore recommended that the TGAS parallax estimates should be reduced to a value σ ,TGAS,sc given by the formula
with α = 0.79 and β = 0.10. They investigated this by looking at how the sum of values of (their equivalent to) ∆ 2 varied as they increased the number of values that they summed over (ordered by nominal parallax uncertainty). This was done in the expectation that it should increase linearly with slope unity. For ease of plotting we consider the closely related statistic
where the sum is over the n sources with the lowest quoted TGAS uncertainty. This should have a constant value of unity as we sum over increasing numbers of sources.
In Figure 16 we show that, if we use the quoted uncertainties for both RAVE and TGAS, χ 2 red remains smaller than unity for all stars. If we use the prescription from Gould et al. (2016) then we come closer to unity when we consider all stars, but χ 2 red is clearly less than unity where the sum is over the stars with lower σ ,TGAS . This suggests that the Gould et al. prescription gives uncertainties that are still overestimated for stars with small σ ,TGAS and underestimated for those with large σ ,TGAS . Figure 16 also shows two alternative scenarios. We show χ 2 red corresponding to the best values of α and β (assuming that the RAVE uncertainties are correct), which are α = 0.95 and β = 0.20, which corresponds to b = 0. Even when we do this (i.e, set the minimum uncertainty from TGAS to zero), the combined uncertainty for the stars with the lowest TGAS uncertainties is clearly too large. We therefore also consider the effect of arbitrarily reducing the RAVE uncertainties according to the formula
and find that a value of γ = 0.86 (while keeping the quoted TGAS uncertainties) produces results that are roughly as good as the results we find when deflating the TGAS uncertainties. It is worth noting that, like the TGAS uncertainties, the RAVE stellar parameter uncertainties were designed to be conservative (Kunder et al. 2017) . It is possible that the RAVE uncertainties tend to be overstated, particularly if the quoted external uncertainty estimates are overstated for most stars. While it certainly would not produce a systematic overestimate that was well described by eq 27, it could affect our estimates in a more complicated and subtle way. We are therefore not in a position to determine for sure whether it is the RAVE uncertainties or TGAS uncertainties (or both) that are overestimated. We would note that a comparison of DR5's parallax estimates to those from Hipparcos did not suggest underestimated uncertainties in either instance (Kunder et al. 2017, fig 25) . We add that the dispersion in ∆ is smaller than unity for both giants and dwarfs, considered independently. We conclude that our results are consistent with the TGAS uncertainties being underestimated, though probably not in quite the same way as the prescription of Gould et al. (2016) . We will not attempt to correct for any overestimates of uncertainty when calculating the combined RAVE+TGAS estimates below.
COMBINED DISTANCE ESTIMATES
A fundamental element of Bayesian analysis is the updating of the probability of a hypothesis (for example, the hypothesised distance to a star) as more evidence becomes available. TGAS parallaxes provide new evidence regarding these distances, so we are required to take it into account when determining the distances. We can think of this as either an additional piece of input data, or as a prior on parallax for each star (in addition to the prior on distance implied by Equation 13) -the two statements are equivalent. In previous sections we have investigated the properties of the RAVE distance pipeline in the absence of TGAS parallaxes, and developed an understanding of the problems with each dataset. We now incorporate the new evidence from these parallax measurements to obtain more accurate distance estimates than either can provide in isolation. We do this by including them in the set of inputs (O i , σ i ) in Equation 3. It can be expected that the impact of the TGAS parallaxes will be greatest at T eff values below the turnoff where there is serious ambiguity whether a star is on the main sequence or ascending the giant branch -an uncertainty which is reflected in the bimodal pdfs which we are forced to represent using multi-Gaussian fits (Eq. 4).
We have seen that the parallax estimates (from RAVE alone) for stars with log g values less than ∼2.0 appear to be particularly biassed in the sense that they are systematically lower than those found by TGAS. It is very likely that this is due to the RAVE log g values in this range being systematically underestimated, as is also suggested by a comparison to the log g values found by GALAH or APOGEE surveys for the same stars. We noted in Section 4.1 that the TGAS parallax uncertainties for these stars are significantly larger than those found from the RAVE distance pipeline. Therefore we can not expect that our distance estimates for these stars are significantly de-biassed by including the TGAS parallax in the estimate.
In Figure 17 we show the average value of ∆ (again as a function of T eff,IRFM for dwarfs and log g DR5 for giants) for the combined parallax estimates, with the RAVE-only distance estimates (also using the IRFM temperatures) shown for comparison. One must be very careful not to over-interpret these plots for several reasons (e.g., the RAVE+TGAS parallaxes are obviously not independent of the TGAS ones; the uncertainties for RAVE+TGAS, which enter the calculation of ∆, are generally much smaller than those of RAVE alone), but they clearly indicate that the difference at low log g values is not removed when we include the TGAS parallax information.
Improvement
Including the TGAS parallaxes in our distance estimation inevitably leads to an improvement in the formal uncertainties. From the discussion of the previous sections, we can claim with some confidence that, outside a few regions of parameter space (e.g., low log g, the stripe near the ecliptic pole), the combination does not introduce significant systematic errors into one dataset or the other.
We can make a naïve estimate of how the uncertainties will decrease when we combine the two datasets by approximating that the uncertainties from the RAVE-only distance pipeline (σ ,Sp ) are Gaussian, in which case we have a new expected uncertainty in parallax σ ,exp given by
Because the RAVE uncertainties are significantly non-Gaussian, we do significantly better than this is some regions of the HR diagram. This can be seen in Figure 18 , which shows the parallax uncertainty we find divided by that which we would naively expect. This is also reflected in the reduced number of stars for which the multiGaussian representations are required to describe the distance pdf (lower panel of Figure 18 ). In Figure 19 we show how the fractional distance uncertainty varies over the HR diagram, both with and without TGAS parallaxes. It is clear that the main improvement is for dwarfs, and for stars in the regions of the HR diagram where parallax information can break uncertainties regarding whether a star is a giant or a dwarf.
When we include TGAS parallaxes, the median fractional distance uncertainty (excluding stars with log g DR5 < 2.0) falls to 15 percent, from 31 percent using spectrophotometric information alone. For dwarfs the median uncertainty is just 10 percent, while for giants it is 19 percent. The full pdfs of fractional distance uncertainty are shown in Figure 20 .
The improvement over TGAS alone is shown in terms of Figure 17 . The variation of the average value of ∆ (Eq. 17) as a function of T eff for dwarfs (log g ≥ 3.5, left) and as a function of log g for giants (log g < 3.5, right). The T eff values come from the IRFM. In blue and labelled RAVE+TGAS we show our combined parallax estimates -we also show the RAVE only estimates (using IRFM T eff values, in green and labelled RAVE, and as shown in Figures 5 and 6 ) to guide the eye. For low log g giants, TGAS parallax uncertainties are too large to have a significant effect on the bias seen in RAVE. Average NGau Figure 18 . The top panel shows the variation over the HR diagram of the ratio of the actually quoted uncertainty on the parallax when combining TGAS and RAVE data and the expected parallax uncertainty (Eq.28) assuming Gaussian uncertainties. The T eff values come from the IRFM. In the region between the dwarf and giant branches and in the red clump the improvement on naive expectations is particularly clear. The lower panels provide an explanation: they show the number of Gaussian components required to represent the pdf in distance modulus (Eq. 4) without TGAS parallaxes (left) and with them (right). Without the TGAS parallaxes we require a multi-Gaussian representation in ∼45 percent of cases, whereas with TGAS we only need it in ∼23 percent of cases.
parallax uncertainty in Figure 21 . In this case it is the giants for which the greatest improvement is found (again excluding stars with log g DR5 < 2.0). The median TGAS uncertainty is 0.32 mas for either giants or dwarfs, while the median uncertainty for RAVE+TGAS is 0.20 mas for giants, and 0.24 mas for dwarfs. Using our combined estimates and the TGAS proper motions, . Average fractional distance uncertainties across the HR diagram when we ignore TGAS (left) and when we use the TGAS parallax information (right). The improvement is particularly dramatic for cooler dwarfs and stars with T eff ∼ 6000 K, log g ∼ 2.5. The T eff values come from the IRFM. For low log g giants, the inclusion of TGAS parallaxes has little effect.
we can convert this distance uncertainty into a velocity uncertainty. We take a simple Monte-Carlo approach to do this -for each star we sample from the multi-Gaussian pdf in distance modulus, and from Gaussians in proper motion and radial velocity with the quoted uncertainties. We again assume that the Sun is 8.33 kpc from the Galactic centre and 15 pc from the Galactic plane. If we characterise the resulting pdf in terms of a median value and a standard deviation (i.e. uncertainty) in each Galactocentric velocity component, we get the distribution of uncertainties shown in Figure 22 . The introduction of TGAS parallaxes to our distance estimates improves the velocity accuracy by, on average, ∼ 40 percent in each direction. Finally we would like to estimate how we could correct our distance estimates to be unbiassed. Since we don't know the true values we will do this under the assumption that the TGAS values are unbiassed. We make the further approximation that -at a given T eff value for dwarfs or log g value for giants -we can simply multiply all our RAVE+TGAS parallaxes by a correction factor corr such that they are unbiassed. For values of corr ≈ 1 it follows that the equivalent factor for distances is corr s ≈ 2 − corr . We find the value of corr by requiring that our statistic ∆ is zero if we compare corr RAVE+TGAS and TGAS Figure 23 shows the value of corr we find as a function of T eff value for dwarfs and log g for giants. The dwarfs require systematic changes of less than 1 percent in parallax (or distance) for all but the hottest stars. The giants seem to require systematic changes of more than 10 percent in parallax at log g < 2.0, up to around 35 percent at . Parallax uncertainties when using the RAVE pipeline with TGAS parallaxes. The dotted curve is the pdf for all stars using just TGAS. The solid lines show the pdfs for all sources (black), and separate ones for giants (2.0 < log g < 3.5, red) and dwarfs (log g ≥ 3.5, blue). The dashed lines show the median values in each case which can be compared to the median TGAS uncertainty for these stars, which is 0.32 mas (essentially independently of whether stars are dwarfs or giants). This median is 0.25 mas for all stars (24 percent smaller than TGAS), 0.15 mas for giants (54 percent smaller) and 0.29 mas for dwarfs (9 percent smaller).
the lowest log g values. For these low log g stars, the approximation corr s ≈ 2 − corr becomes poor.
AGE ESTIMATES
The classical method for determining the age of a star is by comparing the luminosity of an F or G star to that expected for stars of its colour on the main-sequence or turning off it. This is only pos- Estimated parallax correction factors (corr ) for the RAVE+TGAS combined parallax estimates as a function of T eff for dwarfs (log g ≥ 3.5, upper) and log g for giants (log g < 3.5, lower). Values are calculated in as a running average over a window of width 200 K or 0.3 dex. If we multiply all the RAVE+TGAS values in this window by corr , then ∆ is, on average zero. sible if an independent estimate of its distance (e.g., a parallax) is available. By including TGAS parallaxes in the RAVE pipeline we are making precisely this comparison, with additional information and a sophisticated statistical treatment. We can therefore expect that the ages we derive are as reliable as any currently available for main-sequence stars.
While the original aim of this pipeline was to determine the distances to stars, an inevitable byproduct is that we also constrain the other 'model' properties described in Section 2, i.e., initial mass M, age τ, metallicity [M/H] and line-of-sight extinction A V . We can also produce new estimates of the other properties of the stars, such as T eff and log g, which we discuss below.
Here we look at the improved estimates of τ that are made possible by including TGAS parallaxes. Age estimates from this pipeline were included in RAVE DR4 (in terms of log τ), but came with the strong caveat that the prior used (the Standard prior -see our Section 2.1) included a fixed relationship between metallicity and age (metal-poor stars are assumed to be old, metal-rich stars younger). In our case, we have now seen that we can use a prior without any explicit age-metallicity relationship and still produce reasonable results (at least in terms of parallaxes - Figure 12 ). This gives us some confidence that we will not go too badly wrong using this prior when deriving ages.
We would expect that the addition of the TGAS parallax measurements provides us with substantial leverage when determining the ages of stars, and in Figure 24 we quantify this. It is clear that, particularly at the low-uncertainty end, we do have a substantial improvement in precision. Without TGAS only 1.5 percent of stars have fractional age uncertainties lower than 0.3, while with TGAS this increases to over 25 percent. In Figure 25 we show where in the HR diagram the stars with the smallest age uncertainties are found. As one would expect, they are primarily found near the main-sequence turnoff -it is in this region that stars evolve quickly with age, and it is therefore possible to get an age estimate with small uncertainties even with imperfect observations. It is clear from Figure 17 that there are still some biasses in the distance estimates for dwarfs with 6000 T eff 7000 K (i.e. in the main-sequence turnoff region), though Figure 23 suggests that these are only at the 1 percent level. It is reasonable to ask whether this implies a bias in the age estimates. We can not know for sure, because we do not know what causes the bias. We have investigated the possible biasses by running the pipeline having either artificially decreased the input log g values by 0.4 dex or artificially decreased the input parallaxes by 50 µas. Either change results in parallax estimates that are biassed in the opposite sense to that seen with the real data for these stars. In both cases the changes in stellar ages are small compared to the uncertainties. The change in input log g produces a typical change of ∼ 0.5 Gyr (or 5 to 10 percent) but with no trend to higher or lower ages (i.e. no clear bias). The change in input produces a smaller typical change of ∼ 0.2 Gyr (or ∼4 percent) with a bias in the sense that cooler stars (with T eff ∼ 6000) have slightly lower ages than those originally quoted, by ∼ 0.1 Gyr (or ∼2 percent). These are negligible for most purposes, but it is entirely possible that other biasses in the analysis (for example in the metallicities or the stellar isochrones) have larger impacts on the age estimates. The study of the complex interplay of these different factors is beyond the scope of this paper.
We must caution that these age estimates are extremely hard to verify from external sources. A relatively small number of sources have age estimates from asteroseimology studies or because they are part of clusters with known ages, and these are sources for which we have large age uncertainties. We can gain confidence from the facts that 1) the method we are using to determine distances and ages has been carefully tested with pseudo-data for accuracy by, amongst others, Burnett & Binney (2010) ; and 2) the application of this method to these data to find distances has been rigorously tested against TGAS parallaxes in this study, and we have found that it is generally successful (except for log g < 2.0 stars, where we believe that the problem lies in the quoted log g values).
In a forthcoming paper (Wojno et al., MNRAS submitted) we will use these age estimates to isolate young and old populations in the RAVE catalogue and study their properties. This will demonstrate the improvement over past studies (Wojno et al. 2016 ) in understanding the relationship between age, metallicity and velocity of stars in the Solar neighbourhood which is made possible by the TGAS parallaxes.
STELLAR PARAMETERS
The Bayesian pipeline takes log g and T eff as inputs to the likelihood calculation, taken either directly from the spectroscopic pipeline or from the IRFM. It also, inevitably (if usually implicitly) determines a posterior probability distribution for these parameters. The increased information that we now have about the stars (primarily from TGAS) means that these posterior probability distributions are significantly better estimates of the stellar parameters than those we input. In future these may be used to provide estimates for use in the pipeline that determines the chemical abundances, and may be used without giving any input from the spectroscopic pipeline other than metallicity. Because the intention is to provide estimates of these stellar parameters, rather than take them as input, we refer to this as the reverse pipeline, though it is fundamentally the same Output from the 'reverse pipeline', which finds the T eff and log g values of the stars using the Bayesian method described in this paper. Pixels are coloured by median metallicity, and overlaid contours show the density (with a logarithmic scaling in density between contours).
machinery. The use of parallaxes to improve estimates of log g is far from new (e.g. Bensby, Feltzing & Lundström 2003) , and here we simply extend it in much the same way as is being planned within the Gaia consortium (e.g. Bailer-Jones et al. 2013) . Figure 26 shows the HR diagram using the best estimates of T eff and log g from the Bayesian pipeline (referred to as T eff,PJM , log g PJM ). We show the density of stars in this plane using a contour (showing a strong red clump) and colour regions of the diagram by the median metallicity of stars in that region. This can cause artifacts in regions with few stars, such as above the main sequence. It is worth noting that the sources with log g DR5 < 2 do not have their log g values significantly shifted. This is because the TGAS parallaxes are too uncertain to have much of an effect (see Figure 7) . Future Gaia data releases will have smaller parallax uncertainties, so this approach is a viable one to improve the log g values for these stars after Gaia DR2, on 25th April 2018.
We caution that the stars found in regions of the HR diagram away from typical isochrones (e.g. above the main sequence) are likely to have rather untrustworthy parameters from our pipeline. This because our framework is not designed to deal with unusual objects such as binaries (which naturally lie above the main sequence in the colour-magnitude version of the HR diagram). The large majority of these stars are flagged in DR5 using the Matijevič et al. (2012) approach (for example, ∼900 of the ∼1000 found above the Figure 27 . Comparison of parameters from RAVE-on, DR5, and the reverse pipeline to those from high-resolution field stars studies (as described in the text). Note that the y-axis labels are placed at the top of the figure (i.e., ∆T eff , ∆ log g). The differences are given in the sense, e.g., log g DR5 −log g ext . The solid red lines indicate the mean values, the dashed red lines are placed one standard deviation either side. In each case the reverse pipeline parameters show less bias and less spread. main sequence with T eff,PJM < 5500 K are flagged), and therefore flagged in our catalogue.
The clean appearance of this HR diagram is to a large extent by construction, because stellar models are used to determine a star's place on the diagram. For a true test of the reliability of this method we must look at comparisons to external catalogues. Kunder & RAVE Collaboration (2017) were the first to highlight the decrease in scatter in the T eff and log g values from the reverse pipeline as compared to the RAVE pipeline alone. Figures 27, 28 & 29 show a more detailed comparison in the T eff and log g parameters from RAVE DR5, RAVE-on (found from the RAVE spectra using a data driven approach by Casey et al. 2017 ) and those presented here compared to high-resolution spectroscopy parameters. First, Figure 27 shows the 67 stars presented here that could , and 28 except it uses parameters from APOGEE for the comparison to parameters from DR5, and the reverse pipeline. We do not compare RAVE-on with APOGEE, as RAVE-on uses the RAVE-APOGEE overlap stars as part of their training sample. Again, we find that the scatter and bias are substantially reduced.
be matched with high-resolution field star studies from Schlaufman & Casey (2014); Ishigaki et al. (2013) ; Roederer et al. (2014) , from open and globular clusters Blanco 1 (Ford et al. 2005) , 47 Tuc (Cordero et al. 2014; Koch & McWilliam 2008; Carretta et al. 2009 ), Pleiades (Funayama et al. 2009 ), NGC 2632 (Yang et al. 2015) and IC 4651 (Carretta et al. 2004; Pasquini et al. 2004) , as well as from the Gaia-ESO survey (Gilmore et al. 2012) .
The difference in log g between these studies and those presented here is 0.0 ± 0.42 dex, as compared to −0.08 ± 0.83 dex and −0.11 ± 0.92 dex from RAVE-on and RAVE DR5, respectively. Upon selecting the 53 stars with SNR > 40, the difference in log g is reduced to 0.03 ± 0.38 dex, as compared to −0.06 ± 0.72 dex and 0.00 ± 0.83 dex from RAVE-on and RAVE DR5, respectively.
The scatter in T eff is also improved when adopting the temperatures presented here. The difference in T eff between the highresolution studies and those presented here is 75 ± 282 K as compared to 51 ± 420 K and 86 ± 410 K from RAVE-on and RAVE DR5, respectively. Using the stars with SNR > 40, the difference in T eff is 81 ± 262 K as compared to 45 ± 372 K and 87 ± 390 K from RAVE-on and RAVE DR5, respectively. Figure 28 shows how the T eff and log g parameters from RAVE DR5, RAVE-on and those presented here compare to those from Galah DR1, a high-resolution (R∼28 000) spectroscopic survey.
From 1379 overlap stars, the difference between Galah log g and that presented here is 0.12±0.26 dex, compared to 0.0±0.40 dex from RAVE-on and 0.3±0.54 dex from RAVE DR5. The 753 overlap stars with the best RAVE stellar parameters (i.e., AlgoConv = 0 and SNR > 40) the difference between Galah log g and that presented here is 0.11±0.22 dex, compared to −0.03±0.33 dex from RAVE-on and 0.37 ± 0.42 dex from RAVE DR5.
Lastly, we present a comparison of the stellar parameters presented here to APOGEE (R∼22 500, Figure 29 ). Note that we do not compare RAVE-on with APOGEE, as RAVE-on uses the RAVE-APOGEE overlap stars as part of their training sample. From 183 overlap stars, we find the difference between APOGEE log g and that presented here is 0.07 ± 0.20 dex, compared to −0.11± 0.49 dex from RAVE DR5. The difference between APOGEE T eff and that presented here is −24±124 K, compared to −58±210 K from RAVE DR5. The 146 overlap stars with AlgoConv = 0 and SNR > 40 have a difference in log g between APOGEE and that presented here of 0.08 ± 0.19 dex, compared to −0.06 ± 0.39 dex from RAVE DR5. The difference between APOGEE T eff and that presented here is −23 ± 101 K, compared to −69 ± 116 K from RAVE DR5.
Therefore, from a variety of different high-resolution studies, we conclude that the scatter in log g is a factor of 2 smaller when using surface gravities from the reverse pipeline as compared to both RAVE-on and RAVE DR5 parameters. Also for stars with low SNR (< 40), the gravities and temperatures from the reverse pipeline are reliable, equal to or even better than the gravities and temperatures determined from the high SNR stars in RAVE DR5 and RAVE-on.
It is our plan to use this method in an iterative fashion with the RAVE spectroscopic pipeline to improve the accuracy of our stellar parameters and therefore the RAVE abundance estimates. We anticipate that the results will be released as part of RAVE DR6.
CONCLUSIONS
We have produced new distance, age and stellar parameter estimates for stars common to RAVE and TGAS which reflect new measurements of parallax and T eff (from TGAS and the infra-red flux method, respectively). This allows us to produce distance estimates that are better than those that either RAVE or TGAS can achieve in isolation. It also allows us to make age estimates which have better than 30 percent precision for 25 percent of the stars in our sample, and estimates of the stellar parameters which are roughly twice as accurate as from RAVE spectra alone (when compared to external catalogues).
RAVE is the spectroscopic survey with the largest number of sources in common with TGAS, and therefore this dataset has the largest number of sources with both radial velocities from spectroscopy and proper motions from space astrometry. The improve-ment in distance uncertainty due to this study provides a substantial decrease in the uncertainty on the 3D velocities of these stars. When combined with our age estimates, this gives new insight into the history of our Galaxy.
We have carefully tested the RAVE distance pipeline and the TGAS parallaxes against one another. From this comparison we can draw several conclusions:
(i) The RAVE DR5 parallaxes were overestimated for dwarfs with T eff 5500 K and underestimated for giants with log g 2.0 dex. This corresponds to a T eff underestimate in the former case, and a log g underestimate in the latter. We can (mostly) correct for the former by using the Infrared Flux Method (IRFM) temperatures provided with DR5, but correcting for the latter is beyond the scope of this study.
(ii) When we use the IRFM T eff values to find spectrophotometric parallaxes, the two parallax estimates agree well in the vast majority of cases, with systematic differences that are substantially smaller than the statistical ones.
(iii) A comparison as a function of position on the sky indicates that the TGAS parallaxes appear to be overestimated by ∼ 0.3 mas in a region of the sky near Galactic coordinates (l, b) = (100 • , 0 • which is also near the ecliptic pole (see also Arenou et al. 2017; Schönrich & Aumer 2017) .
(iv) The small random differences between the RAVE-only parallax estimates and the TGAS parallaxes, and the fact that this is found for many stellar types, suggests that the TGAS random uncertainties are overestimated by ∼ 0.2 mas.
We provide flags with our distance estimates, as indicated in Table 3 . To use a 'clean' set of stars we recommend that users take only stars with the flag 'flag_all=0'. This yields a set of 137 699 stars.
As with previous distance estimates from RAVE, we characterise the output pdf from our distance pipeline by the expectation value and uncertainty in distance, distance modulus, and parallax, and by a multi-Gaussian pdf in distance modulus. This last option provides the most complete description of what the distance pipeline finds, though it is clearly less important here than it was before TGAS parallaxes became available (Fig 18) .
The apparatus we have used for this study is applicable to data from any spectroscopic survey. It is our intention to apply it to data from the APOGEE survey in the near future.
We will also produce distance estimates for RAVE stars that do not have TGAS parallaxes, using the AllWISE photometry and IRFM temperatures. These will have smaller systematic errors than the DR5 distances, particularly for hot dwarfs, because of the use of IRFM T eff values. All of these distance estimates will be made available through the RAVE website (http://dx.doi. org/10.17876/rave/dr.5/033 and http://dx.doi.org/10. 17876/rave/dr.5/034 for the distance estimates for sources with and without TGAS parallaxes, respectively). For TGAS sources they constitute a substantial improvement in distance and, therefore, velocity uncertainty over previous data releases. It is our hope that the new, more precise age and distance estimates are of great value in characterising the dynamics and history of our Galaxy. 
