Abstract. In this paper we study boundary value problems for higher order elliptic differential operators in divergence form. We establish well posedness for problems with boundary data in Besov spacesḂ p,p s , p ≤ 1, given well posedness for appropriate values of s and p > 1. We work with smoothness parameter s between 0 and 1; this allows us to consider inhomogeneous differential equations.
Introduction
In [Bar16b] , we studied higher order boundary value problems for elliptic differential operators L of the form
of arbitrary even order 2m, for variable bounded measurable coefficients A. In particular, we studied the fully inhomogeneous Dirichlet problem |B|´B H. We refer the reader to [Bar16b, Section 1.1] for a more extensive discussion of the historical significance of these function spaces. Here we will merely mention that the spacesẆA p m−1,s (∂Ω) andṄA p m−1,s−1 (∂Ω) are commonly studied spaces of boundary data with fractional orders of smoothness (that is, smoothness parameters between zero and one). The theory of boundary value problems with data in integer smoothness spaces (that is, in Lebesgue or Sobolev spaces) is extensive; however, this theory is tightly focused on homogeneous differential equations L u = 0 rather than the inhomogeneous equations L u = div mḢ considered here, and to study inhomogeneous problems we generally must consider boundary data in fractional smoothness spaces. The spacesẆ Moreover, these spaces are well adapted to the theory of operators with rough coefficients; see [BM16b, Remark 10.9 ]. We refer the reader also to [JK95, AP98] for some early appearances of weighted Sobolev norms´Ω|∇ m u(x)| p dist(x, ∂Ω) p−1−ps dx, [MMS10] for well posedness results given explicitly in terms of weighted Sobolev norms, and [Bar16b, Section 1.1] for a discussion of the significance of averaged norms.
The main result of the present paper is the following theorem extrapolating well posedness from p > 1 to p ≤ 1. In Section 1.1, we will combine this result with known results from the literature to derive new well posedness results.
d be a Lipschitz domain with connected boundary. Let L be an operator of the form (1.1), defined in the weak sense of formula (1.5), associated to coefficients A that satisfy the bound
and the Gårding inequality
Suppose that there exists a σ − and q − with
is well posed. Let M be the primary Lipschitz constant of Ω. Suppose that there are some constants M 0 , σ + , and q + such that
and such that, if T is a bounded simply connected Lipschitz domain with primary Lipschitz constant at most M 0 , and if u ∈Ẇ
where C 1 depends only on q + , σ + , L, and the (full) Lipschitz character of T . Finally, suppose that there are positive numbers σ + and q + that satisfy
and if σ + = σ + then q + = q + , such that the Dirichlet problem
Figure 1.1. Theorem 1.8: On the left, we show the acceptable values of (s, 1/p), given (σ − , 1/q − ) and ( σ + , 1/ q + ). In the middle, we show the acceptable values of (σ − , 1/q − ) and ( σ + , 1/ q + ), given (s, 1/p). Finally, on the right, we show the acceptable values of (σ + , 1/q + ), given ( σ + , 1/ q + ).
is well posed. If Ω is unbounded we impose the additional assumption that the problems (1.12) and (1.16) are compatibly well posed in the sense of [Bar16b, Lemma 1.22].
Then there exist numbers p and s that satisfy the condition
and for every such s and p the Dirichlet problem (1.2) is well posed, where C depends only on λ, Λ, the Lipschitz character of Ω, p, s, q ± , σ ± , q + , σ + , C 0 , M 0 , and C 1 . Similarly, suppose that A satisfies the bound (1.9) and the local Gårding inequality
Let M 0 , q ± , σ ± , q + , and σ + satisfy the conditions (1.11), (1.13) and (1.15). Suppose that the two Neumann problems
are compatibly well posed. Suppose that there is some M 0 > M such that, if T is a bounded simply connected Lipschitz domain with primary Lipschitz constant at most M 0 , and if u ∈Ẇ
where C 1 depends only on q + , σ + , L, and the Lipschitz character of T . Then for any p and s that satisfy the bounds (1.17), the Neumann problem (1.3) is well posed, where C has the same dependencies as before.
We will define the primary Lipschitz constant of Ω in Definition 2.1. The problems (1.12) and (1.16) (or the two problems (1.19)) are compatibly
m,av (Ω) that is a solution to both of the problems (1.12) and (1.16) (or both of the problems (1.19)). Compatibility of solutions is not trivial; the main result of [Axe10] is an example of a second order operator L such that the Dirichlet problems
are both well posed, but for which
Here T p ∞ is the tent space defined in [CMS85] .
The proof of Theorem 1.8 (see in particular Section 3) uses many techniques from the proofs of [DK90, Lemma 1.6] and [PV92, Theorem 9.6]. Both of these papers treat specific operators L (the Lamé system in [DK90] , the biharmonic operator in [PV92] ) and establish well posedness of the homogeneous Dirichlet problem with boundary data in the Hardy spaceḢ We now turn to the history of the boundary value problems
for some appropriate spaces X and Y, with 0 < s < 1 and with p ≤ 1.
In [MM04] , well posedness was established in the case L = ∆ (that is, for Laplace's and Poisson's equations) in Lipschitz domains for 1 − κ < s < 1 and In [MMW11] , well posedness of the Dirichlet problem (1.21) for the biharmonic operator L = ∆ 2 was established in three-dimensional Lipschitz domains, again for 1 − κ < s < 1 and (d − 1)/(d − 2 + κ + s) < p ≤ 1. In Section 1.1.2, we will establish well posedness results for the two-dimensional biharmonic problems and the three-dimensional Neumann problem, working from Theorem 1.8 and known results of [MM13a] ; the results for the three-dimensional Dirichlet problem derived in the same way are essentially equivalent to those of [MMW11] .
If Ω is a two dimensional V M O domain, then well posedness of the biharmonic Dirichlet problem for 0 < s < 1 and 1/(1 + s) < p ≤ 1 was established in [MM13b, Theorem 6.35 ]. (The case of C 1 domains was also considered in [MM04] ; in that case the parameter κ may be taken to be 1 and so the range of well posedness is
We turn to the case of variable coefficients. In [BM16b] , Mayboroda and the author of the present paper investigated well posedness in the case where N = m = 1, where A is real and t-independent in the sense that A(x ′ , t) = A(x ′ , s) for all s, t ∈ R and all x ′ ∈ R d−1 , and where Ω is upper half space, or more generally a Lipschitz graph domain Ω = {(x ′ , t) :
Lipschitz function ψ. In this case, the Dirichlet problem (1.2) is well posed whenever 1 − κ < s < 1 and There is some constant c such that, if 1 < p < ∞ and 0 < s < 1, and if
then the Dirichlet problem (1.2) is well posed. We remark that by Definition 2.1, if r is small enough then
where M is the primary Lipschitz constant of Ω mentioned in Theorem 1.8. Combined with Theorem 1.8 (for p ≤ 1), [Bar16b, Lemma 1.22] (for 1 < p < 1/(1 − ε), and [Bar16b, Lemma 1.21] (for 1/ε < p ≤ ∞), we have the following well posedness result. Theorem 1.24. Fix some ε with 0 < ε < 1/2. Then there is some δ 0 > 0 such that, if A is bounded and satisfies the ellipticity condition (1.10), if Ω is a bounded simply connected Lipschitz domain with primary Lipschitz constant M , and if then the Dirichlet problem (1.2) is well posed whenever
, then the Dirichlet problem (1.2) is well posed whenever 0 < s < 1 and 
and the biharmonic Neumann problem
are both well posed.
Here A θ is the symmetric constant coefficient matrix such that To the author's knowledge, the results of Theorem 1.31 are new. Turning to the case of the three-dimensional Dirichlet problem, as mentioned above, well posedness of the Dirichlet problem Theorem 1.33. Let N ≥ 1 be an integer, and for each 1 ≤ j ≤ N , let θ j ∈ R; in the case of the Neumann problem we additionally require −1/(d − 1) < θ j < 1. Let Ω ⊂ R 2 or Ω ⊂ R 3 be a bounded simply connected Lipschitz domain, and let κ j be as in Theorem 1.25. Let 0 < δ < κ = min j κ j . Let L be an operator of the form (1.1), with m = 2 and defined in the weak sense of formula (1.5), associated to coefficients A. Then there is some ε > 0 such that, if sup
then the Dirichlet problem (1.2) and the Neumann problem (1.3), with m = 2, are well posed whenever
1.2. Outline of the paper. The paper is organized as follows. We will prove Theorem 1.8 in Sections 2-4. In Section 2 we will begin the proof of Theorem 1.8; we will establish uniqueness of solutions, provide some preliminary arguments, and will construct a solution to L u = div mΦ in Ω providedΦ is supported in a Whitney ball. In Section 3 we will bound u; it is this section that contains most of the technical arguments of the paper. In Section 4 we will pass from dataΦ supported in a Whitney ball to dataḢ supported in all of Ω. Finally, in Section 5, we will resolve some differences between well posedness results as stated in the literature, and the well posedness results required by Theorem 1.8; the results of Section 5 were used in Section 1.1.1 above.
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Preliminaries
We will take our notation for multiindices and our definitions of function spaces and Lipschitz domains from [Bar16c], and our notions of elliptic operators and well posedness from [Bar16b] . We remark that throughout the paper, C will denote a positive constant whose value may change from line to line. We say that A ≈ B if A ≤ CB and B ≤ CA.
There remains to define the primary Lipschitz constant mentioned in Theorem 1.8. In this section we will begin the proof of Theorem 1.8. We begin by establishing uniqueness of solutions. This follows from well posedness of the problems (1.12), (1.14) or (1.19) and certain embedding and interpolation results of [Bar16b] . Proof. If Ω is bounded, then the numbers r = p, ω = s, q = q − and σ = σ − satisfy the conditions of [Bar16b, Lemma 3.7] . Thus, by [Bar16b, Corollary 3.8], solutions to the problems (1.2) and (1.3) are unique.
Otherwise, let q and σ Figure 2. 1. By the given bounds on q ± and σ ± , we have that 0 < σ < s and 1 < q < ∞, and furthermore 0 < θ < 1.
By the interpolation result [Bar16b, Lemma 1.22], we have well posedness of the Dirichlet or Neumann problem (1.2) or (1.3) with p = q, s = σ. Observe that q, σ, and ω = s, r = p satisfy the conditions of [Bar16b, Lemma 3.7] even if Ω is unbounded. The conclusion follows from [Bar16b, Corollary 3.8].
We now recall the following theorem; this theorem will be useful throughout the paper. In the interior case Ω = B(x, 2r), the result may be found in • 1 Theorem 2.3. Let L be an operator of the form (1.1), defined in the weak sense of formula (1.5), of order 2m and associated to coefficients A that satisfy the bound (1.9) and the ellipticity condition (1.10). Suppose that L u = div mḢ in B(x, 2r) for some x ∈ R d and some r > 0. If 0 ≤ j ≤ m, 0 < p < ∞, and 0 < q ≤ 2, then
for some constant C depending only on p, q, the dimension d, the constants λ and Λ in the bounds (1.9) and (1.10), and the Lipschitz character of Ω.
Let Ω ⊂ R d be a Lipschitz domain, let x ∈ ∂Ω, and let u ∈Ẇ 
As a consequence we have the following equivalence between the averaged normṡ W q,σ m,av (T ) and unaveraged norms.
Lemma 2.4. Let T be an open set. If 0 < q ≤ 2 and σ ∈ R, then
for allΨ ∈ L q,σ av (T ), where C depends only on q and σ. Conversely, suppose that u ∈Ẇ 2 m,loc (T ) (that is, suppose that ∇ m u is locally square-integrable in T ). Let 0 < q ≤ ∞ and let σ ∈ R. Let L be an operator of the form (1.1), defined in the weak sense of formula (1.5), associated to coefficients A that satisfy the bounds (1.9) and (1.10). Suppose that L u = div mḢ in T for some
for some constant C depending only on q, σ and the quantities mentioned in Theorem 2.3.
Proof. It is straightforward to establish that
for any 0 < a < 1, with comparability constants depending only on a, q and σ. By Hölder's inequality, if q ≤ 2 then the inequality (2.5) is valid. Conversely, by Theorem 2.3,
It may easily be shown (see [Bar16c, Section 3]) that
dist(x, ∂T ) q−1−qσ dx for any 0 < a < 1, and so the proof is complete.
We now establish existence of solutions. By [Bar16b, Lemma 4.1], we need only consider the case of homogeneous boundary dataḟ = 0 orġ = 0.
We begin by considering boundary value problems for the differential equation L u = div mΦ , whereΦ is supported in a Whitney ball.
Lemma 2.6. Let L, Ω, p, s, q − , and σ − satisfy the conditions of Theorem 1.8. LetΦ ∈ L 2 (Ω) and suppose that suppΦ ⊂ B(x 0 , dist(x 0 , ∂Ω)/2) for some x 0 ∈ Ω. Let u ∈Ẇ q−,σ− m,av (Ω) be the solution to the problem (1.12) or (1.19). Let 0 < h < 1, and let Γ(
where C depends on h, p, s, q − , σ − and the standard parameters.
Proof. We have that p ≤ 2. Thus, by the bound (2.5),
. If x ∈ Ω and B(x, dist(x, ∂Ω)/2) ∩ Γ(x 0 ) = ∅, then there is some y such that
and so x ∈ Γ(x 0 ) = Γ 2h/(3+h) (x 0 ). Because q − > p, we may use Hölder's inequality to see that
The exponent (σ − − s)pq − /(q − − p) − 1 is negative, and in particular is less than −d. Applying the definition of Γ(x 0 ) yields that (for δ = dist(x 0 , ∂Ω)),
. But becauseΦ is supported in B(x 0 , δ/2), we have that
for any σ ∈ R and any 0 < q ≤ ∞, and sô
as desired.
We now come to the remaining region.
Lemma 2.8. Suppose that the conditions of Theorem 1.8 are valid and let p, s be as in Theorem 1.8. LetΦ and u be as in Lemma 2.6. If h > 0 is small enough (depending only on the Lipschitz character of Ω and not on the choice of x 0 ), then
.
We will prove this lemma in the next section, and complete the proof of Theorem 1.8 in Section 4.
Proof of Lemma 2.8
We will begin (Section 3.1) by treating the case where x 0 is far from ∂Ω; we will treat the more useful but much more intricate case of x 0 near ∂Ω in Section 3.2.
Throughout this section we will let δ = dist(x 0 , ∂Ω).
3.1. The case of x 0 far from ∂Ω. If ∂Ω is bounded but Ω is not, we must consider the case where δ = dist(x 0 , ∂Ω) ≥ diam ∂Ω.
Recall that if x ∈ Ω \ Γ(x 0 ), then dist(x, ∂Ω) < h|x − x 0 |. An elementary argument involving the triangle inequality yields that |x − x 0 | <
Thus, we wish to bound u in a ball. We begin with the following lemma.
Lemma 3.2. Let Ω ⊂ R d be an open set, let s < σ, and let 0 < p ≤ 2. Suppose that
By the bound (2.5), and because p ≤ 2,
By [Bar16b, Lemma 3.7], and because diam V ≤ 14R, we have that
. If x ∈ Ω and B(x, dist(x, ∂Ω)/2) ∩ B(x 0 , R) = ∅, then we may show using the triangle inequality that dist(x, ∂Ω) ≤ dist(x, ∂B(x 0 , 7R)) and so dist(x, ∂Ω) = dist(x, ∂V ). Thus,
Let u + ∈Ẇ q+,σ+ m,av (Ω) be the solution to the problem (1.16) or (1.19). Because Ω is unbounded, by assumption u + = u. By Lemma 3.2 withΨ = ∇ m u, q = q + and σ = σ + , we have that
By assumption u Ẇ
(Ω) , and so by the bound (2.7) we have thatˆΩ
By Lemma 2.6 and the inclusion (3.1), we have that Lemma 2.8 is valid whenever dist(x 0 , ∂Ω) ≥ diam ∂Ω.
3.2.
The case of x 0 near ∂Ω. Throughout this section we will assume that δ = dist(x 0 , ∂Ω) < diam ∂Ω. (If Ω is a Lipschitz graph domain then diam ∂Ω = ∞ and so this is true for all x 0 ∈ R d ; if Ω is bounded then this is true for all x 0 ∈ Ω.) Let Ξ = Ω \ Γ(x 0 ). Observe that Ξ is a set of points lying near ∂Ω and far from x 0 . We wish to cover Ξ by simply connected regions T ⊂ Ω with primary Lipschitz constant M 0 , and then use well posedness of the problem (1.14) or (1.20) in T to bound u in T .
We define the regions T as follows. 
if Ω is a Lipschitz domain, then either Ω = V for some Lipschitz graph domain V or there is some c 0 > 0 and some r Ω > 0 such that, if z ∈ ∂Ω, then there is a Lipschitz graph domain V such that B(z, r Ω /c 0 )
Choose some z ∈ ∂Ω. In the coordinates associated with the Lipschitz graph domain V , we write z = (z ′ , t 0 ).
and it is straightforward to establish that if M < M 0 then
Let B be the ball with center on the axis of K such that ∂B is tangent to ∂K and such that
We let We now cover Ξ by tents of this form.
Lemma 3.5. Let Ω be a Lipschitz domain, let x 0 ∈ Ω with dist(x 0 , ∂Ω) < diam ∂Ω, and let Ξ be as given above. If h > 0 is small enough, depending only on the Lipschitz character of Ω and not on our choice of x 0 ∈ Ω, then there exist constants C 1 > 0, C 2 > 0 and a (finite or countable) set of points {z j } ⊂ ∂Ω such that the following conditions hold.
• Ξ ⊂ j T (z j , |z j − x 0 |/2C 1 ).
• if x ∈ Ξ then x ∈ T (z j , |z j − x 0 |/C 1 ) for at most C 2 values of j.
• If k is an integer, then 2 k ≤ |z j − x 0 | ≤ 2 k+1 for at most C 2 values of j.
• T (z j , |z j − x 0 |/C 1 ) ⊂ Ω for all j, and so u is defined in T (z j , |z j − x 0 |/C 1 ). •
Proof. We may ensure T (z j , |z j − x 0 |/C 1 ) ∩ B(x 0 , δ/2) = ∅ by choosing C 1 large enough that T (z, ρ/C 1 ) ⊂ B(z, ρ/2) for all z ∈ ∂Ω and all ρ > 0.
Let x ∈ Ξ = {x ∈ Ω : dist(x, ∂Ω) ≤ h|x − x 0 |}. An elementary argument involving the triangle inequality shows that, if z ∈ ∂Ω with |x − z| = dist(x, ∂Ω),
and we may choose z j such that
for at most C 3 values of j, for some large constant C 3 ; thus, |z j − x 0 | ≈ 2 k for at most C 2 = C 3 C 4 values of j, where C 4 ≥ 1.
It remains to choose C 1 large enough that
for any such j.
If Ω is a Lipschitz graph domain then V = Ω and there is nothing to do. Otherwise, observe that |z j − x 0 | < 2 diam ∂Ω. We may choose C 1 large enough that T (z, 2 diam ∂Ω/C 1 ) ∩ Ω = T (z, 2 diam ∂Ω/C 1 ) for all z ∈ ∂Ω. This completes the proof.
Thus, given the above choices of C 1 and h, if dist(x 0 , ∂Ω) < diam ∂Ω then the right-hand side of
is meaningful and the inequality is valid. We need only bound the sum on the right hand side. Fix some such j. Let R = |z j − x 0 |/C 1 , and let T µ = T (z j , µR) and T µ = T (z j , µR) for any 1/2 ≤ µ ≤ 1. Recall that T 1 ⊂ Ω and thatΦ = 0 in T 1 . We wish to bound the integral over T 1/2 . By Hölder's inequality and because p < q + ,
Evaluating the second integral, we have that
We wish to bound the right-hand side.
Lemma 3.7. If x ∈ T 1/2 and 3/4 ≤ µ ≤ 1, then dist(x, ∂Ω) ≈ dist(x, ∂T µ ).
Proof. Observe that T 1 ⊂ Ω, and so if x ∈ T 1/2 and 1/2 ≤ µ ≤ 1 then dist(x, ∂Ω) ≥ dist(x, ∂T µ ). Conversely, suppose that x ∈ T 1/2 and 3/4 ≤ µ ≤ 1. Then either dist(x,
, and so dist(x, ∂Ω) ≤ C dist(x, ∂T µ ) for all x ∈ T 1/2 and all 3/4 ≤ µ ≤ 1, as desired.
We now wish to apply the bounds (1.14) and (1.20) to bound the right hand side. Thus, we must show that u ∈Ẇ q+, σ+ m,av (T µ ) for some 3/4 ≤ µ ≤ 1. Because u ∈Ẇ q−,σ− m,av (Ω), we have that u ∈Ẇ 2 m,loc (T µ ) for any 0 < µ < 1. Furthermore, L u = 0 in T µ , and so by Lemma 2.4,
Observe that
As in Section 3.1, let u + ∈Ẇ q+,σ+ m,av (Ω) be the solution to the problem (1.16) or (1.19). By [Bar16b, Corollary 3.8] or by assumption, we have that u = u + and so u ∈Ẇ q+,σ+ m,av (Ω). If σ + = σ + and q + = q + , then by the bound (2.5),
and so for almost every µ ∈ (3/4, 5/6) we have that
Thus, we may apply the bounds (1.14) or (1.20) to u in T µ . If σ + < σ + , then by Lemma 3.2 with p = q + , s = σ + , and because T 5/6 ⊂ B(z j , CR), we have that
and we may still apply the bounds (1.14) or (1.20). Thus, ifṪr Ω m−1 u = 0 and the inequality (1.14) is valid, then (3.10)
IfṀ To complete the bounds on ∇ m u in T 1/2 , we must bound the respective right hand sides.
Lemma 3.12. Let 0 < σ < 1 and let 1 < q < ∞, and let T be a bounded simply connected Lipschitz domain.
Ifḟ ∈ẆA q m−1,σ (∂T ), and if ∇ τḟ ∈ L q (∂T ), where ∇ τ denotes the gradient along ∂T , then
Proof. Recall from [Bar16c, Section 2.2] that if 0 < σ < 1 and q ≥ 1, then
We may assume without loss of generality that´∂ Tḟ dσ = 0. By rescaling, it suffices to prove this theorem in the case where diam T = 1. Recall thatẆ q 1 (∂T ) denotes a homogeneous Sobolev space. Let W q 1 (∂T ) denote the inhomogeneous Sobolev space with norm
where ( · , · ) σ,q denotes the real interpolation functor of Lions and Peetre defined in, for example, [BL76, Chapter 3]. By standard properties of interpolation spaces,
Lemma 3.13. Let z ∈ ∂Ω and ρ > 0, and let
Proof. By the duality characterization ofṄA 
Recall the region T = T (z, ρ) of formula (3.4). Observe that T is also a bounded, simply connected Lipschitz domain. Furthermore, if x ∈ T , then ∂T ∩∂ T = ∂T \∂V and so dist(x, ∂T \ ∂V ) ≈ dist(x, ∂ T ). Let
Claim 3.14. We claim that Φ ∈Ẇ 
Because q ≥ 1, arguing analogously to the proof of the bound (2.5), we may show that
and so the proof is complete. We now must establish the claim; that is, we must bound
where B(x, T ) = B(x, a dist(x, ∂ T )) for some 0 < a < 1. Let 0 < η < 1. Let
We now consider T 2 . Let ∆ = {x
, and if Q and R are distinct cubes in G then Q and R have disjoint interiors.
Let 
If a and η are small enough, then
which by the above remarks is at most
Finally, we come to T 3 . Observe that T 3 ⊂ T \ T is a region lying near ∂ T . We may write T 3 ⊂ ∪ R∈H R, where H is a collection of pairwise-disjoint cubes in R
and by [Bar16c, Lemma 3.6],
This completes the proof.
By Lemma 3.12 or Lemma 3.13, we may bound the integrands on the right hand sides of formulas (3.10) and (3.11); evaluating the integrals yields the bound
Because q + ≤ 2, we may use Hölder's inequality to see that
We now apply [Bar16a, Lemmas 9 and 16]; these lemmas are boundary Caccioppoli inequalities, with Dirichlet or Neumann boundary conditions. This yields the bound
where P = 0 ifṪr Ω m−1 u = 0, and where P is an arbitrary polynomial of degree m − 1 (and so ∇ m−1 P is an arbitrary constant array) ifṀ
We must now bound ∇ m−1 ( u − P ) in T 7/8 . We will use the following lemma.
Lemma 3.16. Let Ω be a Lipschitz domain and let T = T (z, ρ) for some z ∈ ∂Ω and some ρ > 0 small enough that T (z, (8/7)ρ) ⊂ Ω and ∂T ∩ ∂V = ∂T ∩ ∂Ω. Let v be a function defined in T and let
Proof of Lemma 3.16. Let x T be the vertex of the cone T (z, ρ), and let S = {ω ∈ R d : |ω| = 1, x T + sω ∈ T for some s > 0}. Then there is some a(ω) and b(ω) so that T = {x T + sω : ω ∈ S, a(ω) < s < b(ω)}. Thus,
where dσ(ω) denotes surface measure on the unit sphere in R d . If ω ∈ S and τ ≥ 0 then there is a unique µ(ω) > 0 such that
The second term on the right hand side is at most
where dσ(x) denotes surface measure on ∂V + (0, τ ). Let I denote the first term. If q > 1, then by Hölder's inequality,
If σ > 0 and q ′ > 0, then the second integral ds converges. Evaluating, we see that
If q = 1 and σ > 0, then q − 1 − qσ = −σ < 0 and it is straightforward to show that this inequality is still valid.
Observe that if a(ω) < s < b(ω), then s ≈ ρ and s − a(ω) ≈ dist(x T + sω, ∂Ω). Thus,
IfṪr 
IfṀ Ω A u = 0, then averaging over a range of τ yields that
for an open set U ⊂ T 7/8 with dist(U, ∂Ω) ≥ R/C. Choosing P appropriately and applying the Poincaré inequality, we see that the bound (3.17) is still valid. Because q − ≤ 2, by the bound (2.5) we have that
By the bounds (3.6) and (3.17), we have that
Recall that for any k ≥ 0, there are at most C points z j with 2 k ≤ |z j − x 0 | ≤ 2 k+1 . Thus, the sum may be bounded by a convergent geometric series, and we have that
(Ω) . Thus, by the bound (2.7),
This completes the proof of Lemma 2.8.
Proof of Theorem 1.8
Let G be a grid of Whitney cubes in Ω; then Ω = ∪ Q∈G Q, the cubes in G have pairwise-disjoint interiors, and if Q ∈ G then the side-length ℓ(Q) of Q satisfies
where the comparability constants depend on p, s, and the comparability constants for Whitney cubes in the relation ℓ(Q) ≈ dist(Q, ∂Ω). Choose someḢ ∈ L 2) or (1.3) . This completes the proof of Theorem 1.8.
Known results in the notation of the present paper
In Section 1.1, we described new well posedness results arising from Theorem 1.8 and from known results from [MMS10] and from [MMW11, MM13a] . However, the results of [MMS10] and [MMW11, MM13a] were stated not in terms of the spaces L Let Ω ⊂ R d be a bounded Lipschitz domain and let L be an elliptic differential operator of order 2m of the form (1.1), defined in the weak sense of formula (1.5), associated to coefficents A that satisfy the ellipticity conditions (1.9) and (1.10).
Then there is some c > 0 such that, if 0 < s < 1, 1 < p < ∞, and and that a bound on min(s, 1 − s, 1/p, 1 − 1/p) (rather than the more complicated condition (5.2)) is more convenient to apply in the context of Theorem 1.8. In this section we will derive the following well posedness result.
Theorem 5.4. Let Ω and A be as in Theorem 5.1. Suppose furthermore that ∂Ω is connected. If 1 < p < ∞, 0 < s < 1 and the condition (5.2) is satisfied, then the Dirichlet problem (1.2) is well posed.
A standard patching argument shows that if Ω is a bounded Lipschitz domain anḋ Tr 
