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Abstract. Let S be a semitopological semigroup. The wap−
compactification of semigroup S, is a compact semitopological semi-
group with certain universal properties relative to the original semi-
group, and the Lmc− compactification of semigroup S is a univer-
sal semigroup compactification of S, which are denoted by Swap
and SLmc respectively. In this paper, an internal construction of
the wap−compactification of a semitopological semigroup is con-
structed as a space of z−filters. Also we obtain the cardinality of
Swap and show that if Swap is the one point compactification then
(SLmc − S) ∗ SLmc is dense in SLmc − S.
1. Introduction
A semigroup S which is also a Hausdorff topological space is called a
semitopological semigroup, if for each s ∈ S, λs : S → S and rs : S → S
are continuous, where for each x ∈ S, λs(x) = sx and rs(x) = xs. No-
tice that if only rs, for each s ∈ S, is continuous, S is called a right
topological semigroup. Throughout this paper S is a semitopological
semigroup. Generally, the Stone-Cˇech compactification βS of space S
is defined in two approaches:
i) as the spectrum of CB(S), the C∗−algebra of bounded complex val-
ued continuous functions on S,(see [2]), or
ii) the collection of all z-ultrafilters on S, (see [5]).
Generally βS is not a semigroup. A necessary and sufficient condi-
tion for βS to be a semigroup naturally is that CB(S) should be an
m−admissible algebra. If S is realized as a discrete semigroup, then
CB(S) will be an m−admissible algebra and as a result, βS will be a
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semigroup. This semigroup, as the collection of all ultrafilters on S, has
a known operation attributed to Glazer. Capability and competence
of ultrafilter approach are illustrated clearly in [4], [5], [7] and [13]. It
is well known that ultrafilters play a prominent role in the Stone-Cˇech
compactification of discrete semigroups, see [3], [5] and [7]. It is natural
to study the semigroup compactification of a semitopological semigroup
as a collection of z-filters, see [11] for more details. This approach sheds
a new light on studying the this kind of compactifications. By getting
help from what has been done in [11], has been tried to introduce some
new subjects about semigroup compactification through z-filters, that
was not applicable without this objects until now. See [8],[10] and [12].
This paper by getting ideas from what filters do in the Stone-Cˇech
compactification, has been prepared. Indeed, ideas are taken from [3]
and it has been used in [9].
In Section 2, semigroup compactification has been introduced briefly
and m-admissible subalgebras of Lmc(S) and wap(S) have been ex-
plained; then semigroup compactification is rebuilt as a collection of
z-filters, and some Theorems and Definitions of [9] are presented.
In Section 3, regarding to [9], the wap-compactification as a quotient
space of the Lmc- compactification is described, and we obtain the
cardinal of the wap-compactification under some conditions and present
some examples in this area.
2. Preliminary
A semigroup compactification of S is a pair (ψ,X), where X is a
compact, Hausdorff, right topological semigroup and ψ : S → X is
continuous homomorphism with dense image such that for all s ∈ S,
the mapping x 7→ ψ(s)x : X → X is continuous. The last property
say that ψ[S] is in the topological center of X [2, Definition 3.1.1].
Let F be a C∗-subalgebra of CB(S) containing the constant functions.
Then the set of all multiplicative means of F , called the spectrum of
F , denoted by SF , equipped with the Gelfand topology, is a compact
Hausdorff topological space. Given F is left translation invariant if
Lsf = f ◦ λs ∈ F for all s ∈ S and f ∈ F . Then F is called m-
admissible too if the function s 7→ (Tµf(s)) = µ(Lsf) is in F for all
f ∈ F and µ ∈ SF . If so, SF under the multiplication µν = µ ◦ Tν
for µ, ν ∈ SF , equipped with the Gelfand topology, makes semigroup
compactification (ε, SF) of S, called the F -compactification, where ε :
S → SF is the evaluation mapping. Also ε∗ : C(SF) → F is an
isometric isomorphism and f̂ = (ε∗)−1(f) ∈ C(SF) for f ∈ F is given
by f̂(µ) = µ(f) for all µ ∈ SF . For more details see [2, Section 2].
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A function f ∈ CB(S) is left multiplicative continuous if and only if
Tµf ∈ CB(S) for all µ ∈ βS = S
CB(S), then
Lmc(S) =
⋂
{T−1µ (CB(S)) : µ ∈ βS},
and Lmc(S) is the largest m-admissible subalgebra of CB(S). Then
(SLmc, ε) is the universal compactification of S, see [2, Definition 4.5.1
and Theorem 4.5.2].
A function f ∈ CB(S) is said to be weakly almost periodic if RSf =
{f ◦rs : s ∈ S} is relatively compact (i.e., σ(CB(S), CB(S)
∗)) in CB(S).
The set of all weakly almost periodic functions on S is denoted by
wap(S),( see 4.2.1 in [2].)
Theorem 2.1. Let S be a semitopological semigroup and f ∈ CB(S).
The following statements are equivalent:
(i) f ∈ wap(S).
(ii) limm→∞limn→∞f(smtn) = limn→∞limm→∞f(smtn) whenever {sm}
and {tn} are sequences in S such that all the limits exist.
Proof. See Theorem 4.2.3 in [2]. 
Theorem 2.2. Let S be a semitoplogical semigroup. There is a com-
pact semigroup Swap and a continuous homomorphism ε : S → Swap
such that
i) Swap is a semitoplogical semigroup,
ii) ε(S) is dense in Swap, and
iii) the pair (Swap, ε) is maximal with respect to these properties in
the sense that φ is a continuous homomorphism from S to a compact
semigroup T , and (T, φ) satisfies (i) and (ii) with φ replacing ε and T
replacing Swap, then there is a continuous homomorphism η from Swap
onto T such that η ◦ ε = φ. Moreover, a function f ∈ CB(S) extends
to Swap if and only if f is weak almost periodic.
Proof. See Theorem 2.5 in [3]. 
Lemma 2.3. (i) Let S be a semitopological semigroup, and let f, g ∈
wap(S) be such that Range(f) ⊆ R and Range(g) ⊆ R. Define h by
h(s) = max{f(s), g(s)} for each s ∈ S. Then h ∈ wap(S).
(ii) If S is a compact semitopological semigroup, then wap(S) = CB(S).
Proof. See Lemma 2.8 in [3]. 
Now we quote some prerequisite material from [11] for the description
of (SLmc, ε) in terms of z−filters and some Definitions and Theorems
of [9] is explained that we need. For f ∈ Lmc(S), Z(f) = f−1({0}) is
called zero set for all f ∈ Lmc(S) and we denote the collection of all
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zero sets by Z(Lmc(S)). For an extensive account of ultrafilters, the
readers may refer to [4], [5] and [7].
Definition 2.4. A ⊆ Z(Lmc(S)) is called a z−filter in Lmc(S) if
(i) ∅ /∈ A and S ∈ A,
(ii) if A,B ∈ A, then A
⋂
B ∈ A, and
(iii) if A ∈ A, B ∈ Z(Lmc(S)) and A ⊆ B then B ∈ A.
A z−filter is a z−ultrafilter if it is not contained properly in any
other z−filters. The collection of all ultrafilters in Lmc(S) is denoted
by zu(S). If p, q ∈ zu(S), then the following statements hold.
1) If B ∈ Z(Lmc(S)) and for all A ∈ p, A ∩B 6= ∅ then B ∈ p,
2) if A,B ∈ Z(Lmc(S)) such that A∪B ∈ p then A ∈ p or B ∈ p, and
3) let p and q be distinct z−ultrafilters, then there exist A ∈ p and
B ∈ q such that A ∩B = ∅.( See Lemma 2.3 in [11]).
For x ∈ S, we define x̂ = {Z(f) : f ∈ Lmc(S), f(x) = 0}. Let
Z(h) ∈ Z(Lmc(S)) and Z(h) /∈ x̂. Then M = {f̂ ∈ C(SLmc) : f(x) =
0} is a maximal ideal in C(SLmc) and so ĥ /∈ M . Thus there exists a
f̂ ∈M such that Z(f̂)∩Z(ĥ) = ∅. Thus x̂∪ {Z(h)} has not the finite
intersection property, and so x̂ is a z−ultrafilter.
The space zu(S) is equipped with a topology whose base is {(Â)c :
A ∈ Z(Lmc(S))}, where Â = {p ∈ zu(S) : A ∈ p}, is a compact space
which is not Hausdorff in general. By Lemma 2.7. in [11], for each
p ∈ zu(S) there exists µ ∈ SLmc such that
⋂
A∈p ε(A) = {µ}, and also
for each µ ∈ SLmc there exists p ∈ zu(S) such that
⋂
A∈p ε(A) = {µ}.
We say p ∈ zu(S) converges to µ ∈ SLmc if µ ∈
⋂
A∈p ε(A).
Now, we define the relation ∼ on zu(S) such that p ∼ q if and only if⋂
A∈p
ε(A) =
⋂
B∈q
ε(B).
It is obvious that ∼ is an equivalence relation on zu(S) and denote [[p]]
as the equivalence class of p ∈ zu(S). So for each p ∈ zu(S) there is a
unique µ ∈ SLmc such that
[[p]] = {p ∈ zu(S) :
⋂
A∈p
ε(A) = {µ}},
in fact, [[p]] is the collection of all z−ultrafilters in Lmc(S) that con-
verge to µ ∈ SLmc. Let zu(S)
∼
be the corresponding quotient space with
the quotient map π : zu(S) → zu(S)
∼
. For every p ∈ zu(S), define p˜ by
p˜ =
⋂
[[p]], put A˜ = {p˜ : A ∈ p} for A ∈ Z(Lmc(S)) and R = {p˜ :
p ∈ zu(S)}. It is obvious that {(A˜)c : A ∈ Z(Lmc(S))} is a basis for
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a topology on R, R is a Hausdorff and compact space and also SLmc
and R are homeomorphic (see [11]). So we have R = {Aµ : µ ∈ SLmc},
where Aµ = p˜ and Aε(x) = x̂ for x ∈ S. For all x, y ∈ S, we define
Aε(x) ∗ Aǫ(y) = {Z(f) ∈ Z(Lmc(S)) : Z(Tε(y)f) ∈ A
ε(x)}.
It has been shown that Aε(x)∗Aε(y) = Aε(xy), for each x, y ∈ S, see [11].
Now, let {xα} and {yβ} be two nets in S, such that limαε(xα) = µ and
limβε(yβ) = ν, for µ, ν ∈ S
Lmc. We define
Aµ ∗ Aν = limα(limβ(A
ε(xα) ∗ Aε(yβ))).
This Definition is well-defined and (R, e) is a compact right topological
semigroup, where e : S → R is defined by e[x] = x̂. Also the mapping
ϕ : SLmc → R defined by ϕ(µ) = p˜, where
⋂
A∈p ε(A) = {µ}, is an
isomorphism (see [11]).
The operation “·” on S extends uniquely to (R, ∗). Thus (R, e) is a
semigroup compactification of (S, ·), that e : S → R is an evaluation
map. Also e[S] is a subset of the topological center ofR and clR(e[S]) =
R. Hence SLmc and R are topologically isomorphic and so SLmc ≃ R.
For more details see [11].
A z−filter A on Lmc(S) is called a pure z−filter if for some z-
ultrafilter p, A ⊆ p implies that A ⊆ p˜. For a z−filter A ⊆ Z(Lmc(S)),
we define
(i) A = {p˜ ∈ SLmc : There exists a z − ultrafilter p such that A ⊆ p},
(ii) A◦ = {A ∈ A : A ⊆ (ε(A))◦}.
Definition 2.5. Let A and B be two z−filters on Lmc(S) and A ∈
Z(Lmc(S)). We say A ∈ A+B if and only if for each F ∈ Z(Lmc(S)),
ΩB(A) ⊂ F implies F ∈ A, where ΩB(A) = {x ∈ S : λ
−1
x (A) ∈ A}.
Let A and B be z−filters in Lmc(S) then A + B is a z−filter, and
we define A⊙B =
⋂
A+ B. So A⊙B is a pure z−filter generated by
A+ B.
In this paper, Q denote rational numbers with natural topology. Also
we replace ε(A) with A for simplicity.
Now we describe some Definitions and Theorems of [9] that applied in
next sections.
Definition 2.6. Let Γ be a subset of pure z−filters in Lmc(S). We
say f : Γ →
⋃
Γ is a topological choice function if for each L ∈ Γ,
L ⊆ (f(L))◦.
Theorem 2.7. Let Γ be a set of pure z−filters in Lmc(S). Statements
(a) and (a′) are equivalent, statements (b) and (b′) are equivalent and
statement (c) is equivalent to the conjunction of statements (a) and
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(b).
(a) Given any topological choice function f for Γ, there is a finite sub-
family F of Γ such that S = SLmc =
⋃
L∈F(f(L))
◦.
(a′) For each p˜ ∈ SLmc there is some L ∈ Γ such that L ⊆ p˜.
(b) Given distinct L and K in Γ, there exists B ∈ K◦ such that for
every A ∈ Z(Lmc(S)) if S − (B)◦ ⊆ (A)◦ then A ∈ L.
(b′) For each p˜ ∈ SLmc there is at most one L ∈ Γ such that L ⊆ p˜.
(c) There is an equivalence relation R on SLmc such that each equiva-
lence class is closed in SLmc and Γ = {
⋂
[p˜]R : p˜ ∈ S
Lmc}.
Proof. See Theorem 3.2 in [9]. 
Let Γ ⊆ Z(Lmc(S)) be a set of pure z−filters. We define
A∗ = {L ∈ Γ : L
⋂
A 6= ∅},
for each A ∈ Z(Lmc(S). Then { (A∗)c : A ∈ Z(Lmc(S))} is a base for
the topology τ on Γ and τ is called quotient topology on Γ generated
by { (A∗)c : A ∈ Z(Lmc(S))}. Let R be an equivalence relation on
SLmc and let Γ = {∩[p˜]R : p˜ ∈ S
Lmc}. Then for every A ∈ Z(Lmc(S)),
we have A∗ = {∩[p˜]R : p˜ ∈ A}. It has been shown that, if S
Lmc/R be a
Hausdorff space then with the quotient topology on Γ, Γ and SLmc/R
are homeomorphic (i.e. Γ ≈ SLmc/R).( See Theorem 3.5 in [9].)
Theorem 2.8. Let Γ be a set of pure z−filters in Lmc(S) with the
quotient topology. There is an equivalence relation R on SLmc such
that SLmc/R is Hausdorff, Γ = {∩[p]R : p ∈ S
Lmc}, and Γ ≈ SLmc/R
if and only if both of the following statements hold:
(a) Given any topological choice function f for Γ, there is a finite sub-
family F of Γ such that S =
⋃
L∈F(f(L))
◦,
(b) Given distinct L and K in Γ, there exist A ∈ L◦ and B ∈ K◦ such
that whenever C ∈ Γ, for each H, T ∈ Z(Lmc(S)) either S − (A)◦ ⊆
(H)◦then H ∈ C or S − (B)◦ ⊆ (T )◦then T ∈ C.
Proof. See Theorem 3.9 in [9]. 
Remark 2.9. i) Γ is called a quotient of SLmc if and only if Γ is a
set of pure z−filters in Lmc(S) with the quotient topology satisfying
statements (a) and (b) of Theorem 2.8. Let Γ be a quotient of SLmc,
then by Theorem 2.7, for each p˜ ∈ SLmc there is a unique L ∈ Γ such
that L ⊆ p˜. Then γ : SLmc → Γ by γ(p˜) ⊆ p˜ is a quotient map. We
define e : S → Γ by e(s) = γ(ŝ),( see Corollary 3.12 of [9].)
ii) Let Γ be a quotient of SLmc. If for each A and B in Γ there is
some C ∈ Γ with C ⊆ A ⊙ B, we define +˙ on Γ by A+˙B ∈ Γ and
A+˙B ⊆ A ⊙ B. Then e is a continuous homomorphism from S to Γ,
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Γ is a right topological semigroup, e[S] is dense in Γ, and the function
λe(s) is continuous for every s ∈ S,( see Theorem 3.15 in [9].)
Theorem 2.10. Let Γ be a set of pure z−filters with the quotient
topology. The following statements are equivalent:
(a) There exists a continuous function h : S −→ Γ such that Γ is a
Hausdorff compact space, h[S] is dense in Γ and
(i) for each s ∈ S, s ∈
⋂
h(s) and
(ii) for distinct L and K in Γ, there exists B ∈ K◦ such that for each
A ∈ Z(Lmc(S)) if S − (B)◦ ⊆ (A)◦ then A ∈ L.
(b) Γ is quotient of SLmc.
(c) Γ is quotient of SLmc, Γ is a Hausdorff compact space and e[S] is
dense in Γ.
Proof. See Theorem 3.16 in [9]. 
3. Weakly Almost Periodic Compactificatin as a Quotient
Space
In this section, Swap is described as a space of pure z−filters. We
obtain, in Theorem 3.13, a description of Swap as a space of pure filters
which is internal to the set of pure filters. In this section assume
f̂ = (ε∗)−1(f) ∈ C(SLmc) for f ∈ Lmc(S).
Lemma 3.1. Let Γ be a quotient of SLmc, T be a compact Hausdorff
space, and let f : S → T be a continuous function with a continuous
extension f˜ : SLmc → T . Statements (a) and (d) are equivalent. If
{sˆ : s ∈ S} ⊆ Γ, then all four statements are equivalent:
(a) f has a continuous extension to Γ.(that is, there exists g : Γ → T
such that g ◦ e = f).
(b) For each L ∈ Γ,
⋂
{clT (f [A]) : L − Ac 6= ∅, A ∈ Z(Lmc(S))} 6= ∅.
(c) For each L ∈ Γ, card(
⋂
{clTf [A] : L−Ac 6= ∅, A ∈ Z(Lmc(S))}) =
1.
(d) For each L ∈ Γ, f˜ is constant on L.
Proof. To see that (a) implies (d), note that g◦γ is continuous extension
of f and hence g ◦ γ = f˜ .
To see that (d) implies (a), define g by g(γ(p˜)) = f˜(p˜). Since f˜ constant
on L for each L ∈ Γ, g is well defined . Therefore g ◦ γ = f˜ and γ is
a quotient map. This implies g is continuous.
Now assume that {sˆ : s ∈ S} ⊆ Γ so that for all s ∈ S, e(s) = sˆ. That
(c) implies (b) is trivial.
To see that (a) implies (c), we show that⋂
{clTf(A) : L− Ac 6= ∅, A ∈ Z(Lmc(S))} = {g(L)}.
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Since below diagram commutes,
S
f
→ T
ε
↓
g
↑
SLmc
γ
→ Γ,
(i.e. f = g ◦ γ ◦ ε).
Hence for each A ∈ Z(Lmc(S)), we have
cl
T
f(A) = clTg ◦ γ ◦ ε(A) = g ◦ γ(ε(A))
= g ◦ γ(A) = g(γ(A)).
Also if L − Ac 6= ∅, then there exists p˜ ∈ L ∩ A, ( it is obvious that
A
c
⊆ Ac ⊆ Ac hence if p˜ /∈ Ac then p˜ ∈ A). So
clTf(A) = g(γ(A)) = {g(γ(r˜)) : r˜ ∈ A}.
Since p˜ ∈ A
⋂
L so g(L) = g(γ(p˜)) ∈ clTf(A). Also for each K ∈ Γ
if K 6= L then there exists A ∈ Z(Lmc(S)) such that A
⋂
K = ∅, and
this conclude that g(K) /∈ clT f(A). Hence
⋂
{clTf(A) : L − Ac 6= ∅} = {g(L)}.
To see that (b) implies (a). Choose for each L ∈ Γ some g(L) ∈⋂
{clTf(A) : L−Ac 6= ∅}. It is obvious that g ◦ e = f . To see that g is
continuous, we show that f˜ is constant on L, for each L ∈ Γ. Let p˜ ∈ L
and A ∈ Z(Lmc(S)), if p˜ ∈ A then L−Ac 6= ∅ and so g(L) ∈ clTf(A).
Since clTf(A) = f˜(A) so
⋂
p˜∈A f˜(A) = {f˜(p˜)}. This conclude that
g(L) = f˜(p˜) and g ◦ γ = f˜ . γ is a quotient map and f˜ is continuous
hence g is continuous. 
Lemma 3.2. Let Γ be a quotient of SLmc such that {sˆ : s ∈ S} ⊆ Γ,
(T,+) be a compact Hausdorff right topological semigroup, and f be
a continuous homomorphism from S to T such that lf(x) is continuous
for each x ∈ S. Let
⋂
{clTf(A) : L − Ac 6= ∅, A ∈ Z(Lmc(S))} 6= ∅
for each L ∈ Γ. Let L+˙K ∈ Γ for each L,K ∈ Γ. Then there is a
continuous homomorphism g : Γ→ T such that g ◦ e = f .
Proof. Since f(S) = H is a compact right topological semigroup, so
(H, f) is a semigroup compactification of S. By Lemma 3.1, g : Γ→ T
exists, g is continuous and g ◦ e = f . If f˜ : SLmc → T be extension
of f : S → T , then f˜ is a continuous homomorphism and the below
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diagram commutes,
SLmc
γ
−→ Γ
f˜
ց
g
ւ
T
(i.e. g ◦ γ = f˜).
Hence for each L,K ∈ Γ, there exist p˜, q˜ ∈ SLmc such that γ(p˜) = L
and γ(q˜) = K. Now we have:
g(L+˙K) = g(γ(p˜)+˙γ(q˜))
= g(γ(p˜ ∗ q˜)) γ is a homomorphism
= f˜(p˜ ∗ q˜)
= f˜(p˜) + f˜(q˜) f˜ is a homomorphism
= g ◦ γ(p˜) + g ◦ γ(q˜)
= f˜(p˜) + f˜(q˜)
= g(L) + g(K),
and so g is a homomorphism. 
We use the set Q+ of positive rational in the definition, but any other
dense subsets of the positive reals would do.
Definition 3.3. (a) ϕ is a topological W − nest in S if and only if
(1) ϕ : Q+ → Z(Lmc(S)),
(2) S ∈ Range(ϕ) and ∅ /∈ Range(ϕ),
(3) if r, s ∈ Q+ and r < s then (ϕ(r))◦ ⊆ ϕ(r) ⊆ (ϕ(s))◦, and
(4) there do not exist r and υ in Q+ and sequences < tn >∞n=1 and
< sn >
∞
n=1 in S such that r < υ and whenever k < n, tnsk ∈ (ϕ(r))
◦
and tksn /∈ ϕ(υ).
(b) W(S)={ϕ : ϕ is a topological W − nest in S}.
Lemma 3.4. (a) If f ∈ wap(S), a ∈ clCf(S), and for r ∈ Q
+,
ϕ(r) = {s ∈ S :| f(s)− a |≤ r},
then ϕ ∈ W(S). Also if f̂(p˜) = a for some p˜ ∈ SLmc, then p˜ ∈ (ϕ(r))◦
for each r ∈ Q.
(b) Let ϕ ∈ W(S), then f(s) = inf{r ∈ Q+ : s ∈ ϕ(r)} is a continuous
function.
(c) If ϕ ∈ W(S) and f is defined on S by f(s) = inf{r ∈ Q+ : s ∈
ϕ(r)}, then f ∈ wap(S). Further, if p˜ ∈ SLmc and p˜ ∈
⋂
r∈Q+ ϕ(r) then
f̂(p˜) = 0.
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(d) Let f ∈ wap(S), a ∈ clCf(S) and r > 0. Then
B = {x ∈ S : |f(x)− a| ≤ r} ∈ Z(wap(S)).
Also let f̂(p˜) = 0 for some p˜ ∈ SLmc. Then p˜ ∈ (f−1([0, r]))◦ for every
r > 0.
Proof. (a) Condition (3) is immediate, (2) holds since f is bounded. To
see that (1), it is obvious that for each s ∈ S, g(s) = min(| f(s)− a |
−r, 0) is continuous, and
Z(g) = {s ∈ S : g(s) = 0} = {s ∈ S :| f(s)− a |≤ r}.
Therefore ϕ(r) = Z(g) ∈ Z(Lmc(S)). To see that (4) holds, sup-
pose we have such r, υ, < tn >
∞
n=1 and < sn >
∞
n=1. Then the se-
quences < sn >
∞
n=1 and < tn >
∞
n=1 so that limn→∞limk→∞f(tnsk) and
limk→∞limn→∞f(tnsk) exist. Then limn→∞limk→∞ | f(tnsk)− a |≥ υ
while limk→∞limn→∞ | f(tnsk)− a |≤ r, a contradiction.
If there exists r ∈ Q such that p˜ /∈ (ϕ(r))◦ then for every s ∈ Q∩ (0, r)
we have p˜ /∈ (ϕ(s)) and this is a contradiction.
(b) Let there exists a net {sα} in S such that limαsα = s in S and
limαf(sα) 6= f(s). By thinning, there exists ǫ◦ > 0 such that
(f(s)− ǫ◦, f(s) + ǫ◦)
⋂
{f(sα) : α > β} = ∅
for some β. Pick r1, r2 ∈ Q
+ such that
(f(s)− ǫ◦ < r1 < f(s) < r2 < f(s) + ǫ◦),
so ϕ(r1) ⊆ ϕ(r2), ϕ(r1) 6= ϕ(r2) and U = ε
−1((ϕ(r1))
c
⋂
(ϕ(r2))
◦) is
a non empty open set in S. Since s ∈ U so there exists η such that
for each α > η, f(sα) ∈ U and so r1 < f(sα) < r2 and this is a
contradiction.
(c) By (b), f is defined every where and is bounded and continuous.
Suppose f /∈ wap(S), so pick sequences < tn >
∞
n=1 and < sn >
∞
n=1 such
that
limn→∞limk→∞f(tnsk) = x
and limk→∞limn→∞f(tnsk) = y with x > y. Let ǫ =
x−y
3
. By thinning
the sequences we may assume that whenever k < n, f(tnsk) < y+ǫ and
f(tksn) > x−ǫ. Pick r < υ in Q
+ such that y+ǫ < r < υ < x−ǫ. Then
for k < n, tnsk ∈ ϕ(r) and tnsk /∈ ϕ(υ). Hence ϕ /∈ W(S), and this is
a contradiction. The last conclusion holds since each neighborhood of
p˜ includes points sˆ with f(s) arbitrarily close to 0.
(d) It is obvious. 
Definition 3.5. Define an equivalence relation on SLmc by p˜ ≡ q˜ if
and only if f̂(p˜) = f̂(q˜) whenever f ∈ wap(S).
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We observe that ≡ is trivially an equivalence relation on SLmc and
let [p˜] be the equivalence class of p˜ ∈ SLmc. We shall be interested in
the z−filters
⋂
[p˜] where p˜ ∈ SLmc. Consequently, we want to know
when A ∈
⋂
[p˜] in terms of p˜.
Lemma 3.6. Let p˜ ∈ SLmc and let A ∈ Z(Lmc(S)). The following
statements are equivalent.
(a) [p˜] ⊆ (A)◦.
(b) There exist f ∈ wap(S) and δ > 0 such that {s ∈ S :| f(s)−f̂(p˜) |≤
δ} ⊆ A.
(c) There exist f ∈ wap(S) and δ > 0 such thatRange(f) ⊆ [0, 1], f̂(p˜) =
0, and f−1([0, δ]) ⊆ A.
Proof. That (c) implies (b) is trivial. To see that (b) implies (a), let
q˜ ∈ [p˜]. Then f̂(p˜) = f̂(q˜) so B = {s ∈ S :| f(s) − f̂(p˜) |≤ δ} ⊆ A.
Hence [p˜] ⊆ (A)◦.
To see that (a) implies (c), suppose the conclusion fails and let
G = {f ∈ wap(S) : Range(f) ⊆ [0, 1] and f̂(p˜) = 0}.
For each f ∈ G and each δ > 0, let B(f, δ) = f−1([0, δ])− A and let
L = {B(f, δ) : f ∈ G and δ > 0}.
Given f and g in G, δ > 0 and γ > 0 , let µ = min{δ, γ} and define
h by h(s) = max{f(s), g(s)}. Then Range(h) ⊆ [0, 1] and by Lemma
2.3, h ∈ wap(S). To see that ĥ(p˜) = 0, suppose that {sα} be a net in S
such that {sα} converges to p˜ in S
Lmc, since h(s) = |f(s)−g(s)|
2
+ f(s)−g(s)
2
so
ĥ(p˜) = limαh(sα)
= limα
| f(sα)− g(sα) |
2
+
f(sα)− g(sα)
2
=
| f̂(p˜)− ĝ(p˜) |
2
+
f̂(p˜)− ĝ(p˜)
2
= 0.
Thus h ∈ G and B(h, µ) ⊆ B(f, δ)
⋂
B(g, γ). Therefore L has the finite
intersection property. Pick r˜ ∈ SLmc such that r˜ ∈
⋂
f∈G, δ>0B(f, δ).
Then r˜ /∈ (A)◦ and so r˜ /∈ [p˜]. Pick g ∈ wap(S) such that ĝ(p˜) 6= ĝ(r˜).
Let
b = sup{| ĝ(q˜)− ĝ(p˜) |: q˜ ∈ SLmc},
and pick n ∈ N such that n > b. Define ϕ as in Lemma 3.4 with
a = ĝ(p˜). Then ϕ ∈ W(S) and ϕ(n) = S. Define µ(t) for t ∈ Q+ by
12 M. A. TOOTKABONI
µ(t) = ϕ(nt). Then trivially µ ∈ W(S). Define f on S by
f(s) = inf{t ∈ Q+ : s ∈ µ(t)}
= inf{t ∈ Q+ : s ∈ ϕ(nt)}
= inf{t ∈ Q+ :| g(s)− a |≤ nt}
= inf{t ∈ Q+ :|
1
n
g(s)−
1
n
a |≤ t}
= |
1
n
g(s)−
1
n
a | .
By Lemma 3.4, f ∈ wap(S). Since µ(1) = S, Range(f) ⊆ [0, 1]. Given
t ∈ Q+, µ(t) = {s ∈ S :| g(s)− ĝ(p˜) |≤ nt} so p˜ ∈ µ(t). Thus f̂(p˜) = 0.
Also
f̂(r˜) =| ĝ(r˜)− ĝ(p˜) | /n > 0.
Thus r˜ /∈ B(f, f̂(r˜)/2) is a contradiction. 
Theorem 3.7. Let Γ be a set of pure z−filters in Lmc(S). Statement
(a) below is equivalent to the conjunction of statements (b),(c) and (d)
and implies that Γ is a Hausdorff compact space and e[S] is dens in Γ.
(a) Γ = {
⋂
[p] : p ∈ SLmc}.
(b) For ϕ ∈ W(S) and L ∈ Γ, if L
⋃
Range(ϕ) has the finite intersec-
tion property, then Rang(ϕ) ⊆ L.
(c) Given distinct L and K in Γ, there exists ϕ ∈ W(S) such that
Range(ϕ) ⊆ L but Range(ϕ) \ K 6= ∅.
(d) For each topological choice function f for Γ , there is a finite sub-
family F of Γ such that S = SLmc =
⋃
L∈F(f(L))
◦.
Proof. We show first that (a) implies (b),(c) and (d), so we assume (a)
holds. Observe that if p˜, q˜ ∈ SLmc and p˜ /∈ [q˜], then for some f ∈
wap(S), f̂(p˜) 6= f̂(q˜). Since f̂ is continuous, there is a neighborhood
of p˜ missing [q˜], that is, each [q˜] is closed in SLmc. Thus by Theorem
2.7 condition (d) holds.
To establish (b), let ϕ ∈ W(S) and let L ∈ Γ and assume L
⋃
Range(ϕ)
has the finite intersection property. Pick p˜ ∈ SLmc such that pure
z−filter generated by L
⋃
Range(ϕ) contained in p˜. Let K =
⋂
[p˜].
Suppose that Range(ϕ) − K 6= ∅, pick q˜ ∈ [p˜] and r ∈ Q+ such that
q˜ /∈ ϕ(r). Define f as in Lemma 3.4(c), then f̂(p˜) = 0 while f̂(q˜) ≥ r,
a contradiction.
To establish (c), let L and K be distinct members of Γ and pick p˜
and q˜ in SLmc such that L =
⋂
[p˜] and K =
⋂
[q˜]. Pick f ∈ wap(S)
such that f̂(p˜) 6= f̂(q˜) and let a = f̂(p˜). Define ϕ as in Lemma 3.4.
Let ǫ =| f̂(p˜) − f̂(q˜) | and pick ν ∈ Q+ such that ν < ǫ. Then
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q˜ /∈ (ϕ(ν))◦ so ϕ(ν) /∈ K. Further, if r˜ ∈ [p˜], then f̂(r˜) = a. Since
r˜ ∈ (ϕ(ν))◦ for every ν ∈ Q+ therefore ϕ(ν) ∈ r˜, [9, Lemma 2.8] , and
so Range(ϕ) ⊆ r˜. Therefore Range(ϕ) ⊆ L.
Now we assume that (b),(c) and (d) hold and prove (a). Since (d)
holds, by Theorem 2.7 each p˜ ∈ SLmc contains some L ∈ Γ. It suffices,
therefore, to show that if p˜ ∈ SLmc and L ∈ Γ with L ⊆ p˜, then
L =
⋂
[p˜]. To this end , let p˜ ∈ SLmc and let L ∈ Γ with L ⊆ p˜.
Let q˜ ∈ [p˜] and suppose L \ q˜ 6= ∅. By condition (d), pick K ∈ Γ
such that K ⊆ q. Pick ϕ as guaranteed by condition (c). Note that if
we had Range(ϕ) ⊆ q˜, we would have K
⋃
Range(ϕ) having the finite
intersection property and would thus have Range(ϕ) ⊆ K, by condition
(b) and this is a contradiction with (c). Thus we pick r ∈ Q+ such
that q˜ /∈ ϕ(r). Define f as in Lemma 3.4. Then f̂(q˜) ≥ r while
f̂(p˜) = 0, a contradiction . Thus L ⊆
⋂
[p˜]. To see that
⋂
[p˜] ⊆ L, let⋂
[p˜] ⊆ (A)◦ and suppose that L − (A)◦ 6= ∅. Pick q˜ ∈ SLmc such that
L
⋃
{B ∈ Z(Lmc(S)) : S − (A)◦ ⊆ (B)◦} ⊆ q˜ and pick f ∈ wap(S)
such that f̂(p˜) 6= f̂(q˜). Let a = f̂(p˜) and define ϕ as in Lemma 3.4(c).
Then Range(ϕ) ⊆ p˜, by Lemma 3.4(a), so L
⋃
Range(ϕ) has the finite
intersection property so by condition (b), Range(ϕ) ⊆ L. But then
Range(ϕ) ⊆ q˜ so f̂(p˜) = f̂(q˜), a contradiction.
Now assume that (a) holds. To show that Γ is a Hausdorff compact
space and e[S] is dense in Γ is suffices, by Theorem 2.10, to show that
Γ is a quotient of SLmc, that is, that conditions (a) and (b) of Theorem
2.8 hold. Since condition (a) of Theorem 2.8 and condition (d) of this
Theorem are identical, it suffices to establish condition (b) of Theorem
2.8. To this end, let L and K be distinct members of Γ and pick p˜ and q˜
in SLmc such that L =
⋂
[p˜] and K =
⋂
[q˜]. Pick f ∈ wap(S) such that
f̂(p˜) 6= f̂(q˜). Let ǫ =| f̂(p˜) − f̂(q˜) |, let A = {s ∈ S :| f(s) − f̂(p˜) |≤
ǫ/3} and B = {s ∈ S :| f(s)− f̂(q˜) |≤ ǫ/3}. Then A,B ∈ Z(Lmc(S)),
[p˜] ⊆ (A)◦ and [q˜] ⊆ (B)◦ so A ∈ L◦ and B ∈ K◦. Let C ∈ Γ and
pick r ∈ SLmc such that C =
⋂
[r]. If | f̂(r)− f̂(p˜) |≤ 2ǫ/3, then C ⊆
S −B ⊆ S−(B)◦ ⊆ (H)◦ implies thatH ∈ C for eachH ∈ Z(Lmc(S)),
and if | f̂(r)− f̂(p˜) |≥ ǫ/3 then C ⊆ S −A ⊆ S − (A)◦ ⊆ (T )◦ implies
T ∈ C for each T ∈ Z(Lmc(S)). 
We want to show that Γ = {
⋂
[p˜] : p˜ ∈ SLmc} is Swap. In order to
use Remark 2.9, we need that for each L and K in Γ there exists C ∈ Γ
with C ⊆ L+K. For such C, we have L+K ⊆ C. By [9, Lemma 2.10],
we have, if L =
⋂
[p˜] and K =
⋂
[q˜], then p˜ ∗ q˜ ∈ L+K. Since for
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distinct C and D in Γ, C
⋂
D = ∅, our only candidate for C in Γ with
C ⊆ L+K is thus
⋂
[p˜ ∗ q˜].
Lemma 3.8. If for all p˜, q˜ and r˜ in SLmc, q˜ ≡ r˜ implies (q˜∗ p˜) ≡ (r˜∗ p˜),
then for all p˜ and q˜ in SLmc,
⋂
[q˜ ∗ p˜] ⊆
⋂
[q˜] +
⋂
[p˜].
Proof. Let p˜ and q˜ be in SLmc and let [q˜ ∗ p˜] ⊆ (A)◦. We show that
A ∈
⋂
[q˜]+
⋂
[p˜]. To this end, we let r˜ ∈ [q˜] and show that for each F ∈
Z(Lmc(S)), Ω⋂[p˜](A) ⊆ F implies F ∈ r˜,(i.e. A ∈ ∩[q˜] ). Since r˜ ∈ [q˜]
we have by assumption that (r˜ ∗ p˜) ≡ (q˜ ∗ p˜). Thus [r˜ ∗ p˜] ⊆ (A)◦. Pick,
by Lemma 3.6, f ∈ wap(S) and δ > 0 such that Range(f) ⊆ [0, 1],
f̂(r˜∗ p˜) = 0 and f−1([0, δ]) ⊆ A. Let B = f−1([0, δ/2]). Then B ∈ r˜+ p˜
and so for each F ∈ Z(Lmc(S)), Ωp˜(B) ⊆ F implies that F ∈ r˜. For
s ∈ S, define gs by gs(t) = f(st) = f ◦ λs(t). Then gs ∈ wap(S) and
for γ > 0, g−1s ([0, γ]) = λ
−1
s (f
−1([0, γ]). Now given s ∈ Ωp˜(B), we have
g−1s ([0, δ/2]) ∈ p˜ so ĝs(p˜) ≤ δ/2. Thus
{t ∈ S :| gs(t)− ĝs(p˜) |≤ δ/2} ⊆ g
−1
s ([0, δ/2])
so, by Lemma 3.6, g−1s ([0, δ/2]) ∈
⋂
[p˜]. Since g−1s ([0, δ/2]) ⊆ (f ◦
λs)
−1([0, δ]) we have
Ωp˜(B) ⊆ {s ∈ S : (f ◦ λs)
−1([0, δ]) ∈
⋂
[p˜]}.
Since f−1([0, δ]) ⊆ A,
Ωp˜(B) ⊆ {s ∈ S : λ
−1
s (A) ∈
⋂
[p˜]}.
So for each H ∈ Z(Lmc(S)),
Ω∩[p˜](A) = {s ∈ S : λ
−1
s (A) ∈
⋂
[p˜]} ⊆ H
implies H ∈ r˜, and this conclude H ∈
⋂
[r˜], hence A ∈
⋂
[r˜] +
⋂
[p˜].
Now we can conclude⋂
[r˜] +
⋂
[p˜] =
⋂
B∈
⋂
[r˜]+
⋂
[p˜]
(B)
⊆
⋂
[q˜∗p˜]⊆(B)◦
B
= [q˜ ∗ p˜]
and this implies that⋂
[q˜ ∗ p˜] ⊆
⋂
[q˜] +
⋂
[p˜].

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Lemma 3.9. Let p˜, q˜ ∈ SLmc and let A ∈ Z(Lmc(S)). If [q˜∗ p˜] ⊆ (A)◦,
then for each B ∈ Z(Lmc(S)), {t ∈ S : [q˜] ⊆ r−1t (A)} ⊆ B implies
B ∈ p˜.
Proof. Let [q˜ ∗ p˜] ⊆ (A)◦, and pick by Lemma 3.6, f ∈ wap(S) and
δ > 0 such that Range(f) ⊆ [0, 1], f̂(q˜ ∗ p˜) = 0 and f−1([0, δ]) ⊆ A.
Let B = f−1([0, δ/3]). Then B ∈
⋂
[q˜ ∗ p˜] ⊆ q˜ ∗ p˜ so, in particular, for
each T ∈ Z(Lmc(S)), Ωp˜(B) ⊆ T implies T ∈ q˜.
Given t ∈ S, define gt ∈ wap(S) by gt(s) = f ◦ rt(s) = f(st). Then
for γ > 0, g−1t ([0, γ]) = r
−1
t (f
−1([0, γ])). Note that if g−1t ([0, δ/2]) ∈ q˜,
then ĝt(q˜) ≤ δ/2 so that
{s ∈ S :| gt(s)− ĝt(q˜) |< δ/2} ⊆ g
−1
t ([0, δ])
and hence by Lemma 3.6, g−1t ([0, δ]) ∈
⋂
[q˜]. Thus it suffices to show,
with D = f−1([0, δ/2]), that for each H ∈ Z(Lmc(S)),
{t ∈ S : [q˜] ⊆ r−1t (D)} ⊆ H
implies H ∈ p˜.( Because {t ∈ S : [q˜] ⊆ r−1t (D)} ⊆ {t ∈ S : q˜ ∈
r−1t (D)}.) Suppose instead that there exists H ∈ Z(Lmc(S)) such
that {t ∈ S : q˜ ∈ r−1t (D)} ⊆ H and H /∈ p˜. Hence there exists
an z−ultrafilter p ⊆ Z(Lmc(S)) such that H /∈ p and by [9, Lemma
2.5(10)], for each F ∈ Z(Lmc(S)), Hc ⊆ F implies that F ∈ p. So for
each F ∈ Z(Lmc(S)), Hc ⊆ {t ∈ S : q˜ /∈ r−1t (D)} ⊆ F implies that
F ∈ p.
Let t1 ∈ E = {t ∈ S : q˜ /∈ r
−1
t (D)}. Inductively pick
sn ∈ r
−1
p˜ ((B)
◦) ∩
n⋂
k=1
(S − r−1tk (D))
(if r−1p˜ ((B)
◦) ∩
⋂n
k=1(S − r
−1
tk
(D)) = ∅ then
ε−1(r−1p˜ ((B)
◦)) ⊆
n⋃
k=1
r−1tk (D)
and so q˜ ∈
⋃n
k=1 r
−1
tk
(D) =
⋃n
k=1 r
−1
tk
(D) is a contradiction.) and
tn+1 ∈ E ∩
n⋂
k=1
(λ−1sk (B))
◦.
(E ∩
⋂n
k=1(λ
−1
sk
(B))◦ 6= ∅, because p˜ is a closure point of E and interior
point of
⋂n
k=1(λ
−1
sk
(B))◦.)
Then, if k ≤ n we have sntk /∈ D so that f(sntk) ≥ δ/2. Also,
if n < k then sntk ∈ B so that f(sntk) ≤ δ/3. Thus, thinning the
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sequence < tn >
∞
n=1 and < sn >
∞
n=1 so that all limits exist, we have
limk→∞limn→∞f(sntk) ≥ δ/2 while limn→∞limk→∞f(sntk) ≤ δ/3 so
that f /∈ wap(S). 
Theorem 3.10. For all p˜ and q˜ in SLmc⋂
[q˜ ∗ p˜] ⊆
⋂
[q˜] +
⋂
[p˜].
Proof. Let p˜, q˜ and r˜ be in SLmc and assume q˜ ≡ r˜. By Lemma 3.8
it suffices to show that (q˜ ∗ p˜) ≡ (r˜ ∗ p˜). Suppose instead we have
f ∈ wap(S) such that f̂(q˜∗ p˜) 6= f̂(r˜∗ p˜) and let ǫ =| f̂(q˜∗ p˜)− f̂ (r˜∗ p˜) |.
Let
A = {s ∈ S :| f(s)− f̂(q˜ ∗ p˜) |≤ ǫ/3}
and let
B = {s ∈ S :| f(s)− f̂(r˜ ∗ p˜) |≤ ǫ/3}.
By Lemma 3.6, [q˜ ∗ p˜] ⊆ (A)◦ and [r˜ ∗ p˜] ⊆ (B)◦, in particular B ∈ r˜ ∗ p˜.
By Lemma 3.9, for each T ∈ Z(Lmc(S)),
{t ∈ S : [q˜] ⊆ r−1t (A)} ⊆ T
implies that T ∈ p˜. Since [q˜] = [r˜], we have for each T ∈ Z(Lmc(S)),
{t ∈ S : r˜ ∈ r−1t (A)} ⊆ T
implies that T ∈ p˜. Let C = ε−1(r−1p˜ ((B)
◦)) ⊆ Ωp˜(B) (see [9, Lemma
2.7],) and let D = {t ∈ S : r˜ ∈ r−1t (A)}. Let t1 ∈ D. Inductively let
sn ∈ C ∩ (
⋂n
k=1 r
−1
tk
(A)) and let tn+1 ∈ D∩ (
⋂n
k=1(λ
−1
sk
(B))◦). Thinning
the sequence < tn >
∞
n=1 and < sn >
∞
n=1 we get
| limn→∞limk→∞f(sktn)− f̂(q˜ ∗ p˜) |≤ ǫ/3
and
| limk→∞limn→∞f(sktn)− f̂(r˜ ∗ p˜) |≤ ǫ/3,
a contradiction. 
Theorem 3.11. Let Γ = {
⋂
[p˜] : p˜ ∈ SLmc}. Then Γ is a semitopolog-
ical semigroup.
Proof. Let p˜ ∈ SLmc and let L =
⋂
[p˜]. We need only show λL is con-
tinuous. Suppose not and pick q˜ ∈ SLmc such that λL is not continuous
at
⋂
[q˜], and pick A ∈
⋂
[p˜∗ q˜] such that [p˜∗ q˜] ⊆ (A)◦ and λ−1L (γ((A)
◦))
contains no neighborhood of
⋂
[q˜]. Pick δ > 0 and f ∈ wap(S) such
that Range(f) ⊆ [0, 1], f̂(p˜ ∗ q˜) = 0 and f−1([0, δ]) ⊆ A.
FILTERS AND THE WEAKLY ALMOST PERIODIC COMPACTIFICATION 17
We show first that for all D ∈ (
⋂
[q˜])◦ there is some t ∈ D such that
p˜ ∈ {s ∈ S : f(st) ≥ δ/2}.
Suppose instead we have D ∈ (
⋂
[q˜])◦ such that for all t ∈ D,
p˜ /∈ {s ∈ S : f(st) ≥ δ/2}
and so by [9, Lemma 2.5(12)], for all t ∈ D and for every F ∈
Z(Lmc(S)),
{s ∈ S : f(st) < δ/2} ⊆ F
implies that F ∈ p˜. Since γ((D)◦) is not contained in λ−1L (γ((A)
◦)),
pick r˜ ∈ SLmc such that D ∈ (
⋂
[r˜])◦ and A /∈
⋂
[p˜ ∗ r˜]. Now if
f̂(p˜ ∗ r˜) < δ, we would have, with µ = δ − f̂(p˜ ∗ r˜),
{s ∈ S :| f(s)− f̂(p˜ ∗ r˜) |< µ} ⊆ A
and hence A ∈
⋂
[p˜ ∗ r˜] by Lemma 3.6. Thus f̂(p˜ ∗ r˜) ≥ δ. Thus
{s ∈ S : f(st) ≥ 2δ/3} ∈ p˜ ∗ r˜.
Let B = {s ∈ S : f(st) ≥ 2δ/3} and let
C = ε−1(r−1r˜ ((B)
◦)) ⊆ Ωr˜(B) = {s ∈ S : λ
−1
s (B) ∈ r˜}.
Then for each F ∈ Z(Lmc(S)), C ⊆ F implies that F ∈ p˜. Let s1 ∈ C,
and, inductively, let
tn ∈ D ∩ (
n⋂
k=1
(λ−1sk (B))),
and let
sn+1 ∈ C ∩ (
n⋂
k=1
{s ∈ S : f(stk) < δ/2}).
Then, after thinning we have
limn→∞limk→∞f(sktn) ≤ δ/2
while
limk→∞limn→∞f(sktn) ≥ 2δ/3.
This contradiction establishes the claim.
Let E = f−1([0, δ/3]) and let F = ε−1(r−1∩[q˜]((E)
◦)). Then E ∈ ∩[p˜∗q˜]
so, by Theorem 3.10, for each T ∈ Z(Lmc(S)), F ⊆ T implies that
T ∈ ∩[p˜] and hence T ∈ p˜. Pick s1 ∈ F . Inductively, ∩
n
k=1λ
−1
sk
(E) ∈
(∩[q˜])◦ so pick tn ∈ ∩
n
k=1λ
−1
sk
(E) such that p˜ ∈ {s ∈ S : f(stn) ≥ δ/2}.
Pick
sn+1 ∈ F ∩
n⋂
k=1
{s ∈ S : f(stk) ≥ δ/2}.
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Again, after thinning we obtain
limn→∞limk→∞f(sktn) ≥ δ/2
while limk→∞limn→∞f(sktn) ≤ δ/3. 
The next theorem says that {∩[p˜] : p˜ ∈ SLmc} is Swap.
Theorem 3.12. Let Γ = {∩[p˜] : p˜ ∈ SLmc}. Then
(1) e is a continuous homomorphism from S to Γ,
(2) Γ is a compact Hausdorff semitopological semigroup,
(3) e(S) is dense in Γ, and
(4) if (T, ϕ) satisfies (1) and (2), with T replacing Γ and ϕ replacing e,
there is a continuous homomorphism η : Γ→ T such that η ◦ e = ϕ.
Proof. Statements (1), (2) and (3) follow from Remark 2.9, Theorem
3.7, 3.10 and 3.11. (Theorem 3.10 need to show that the hypotheses of
Remark 2.9 are satisfied.)
Let (T, ϕ) satisfy (1) and (2). We first show there is a continuous
η : Γ → T such that η ◦ e = ϕ. By Lemma 3.1 it suffices to show for
this that for each p˜ ∈ SLmc, ϕ˜ is constant on [p˜], where ϕ˜ : SLmc → T
is the continuous extension of ϕ : S → T . Suppose instead that we
have p˜ ≡ q˜ with ϕ˜(p˜) 6= ϕ˜(q˜). Since T is completely regular, pick
f ∈ C(T ) such that f(ϕ˜(p˜)) 6= f(ϕ˜(p˜)). By Lemma 2.3(ii), f ∈ wap(T ).
Consequently f ◦ ϕ ∈ wap(S).(Given < tn >
∞
n=1 and < sn >
∞
n=1 in S
such that limn→∞limk→∞f ◦ ϕ(tnsk) and limk→∞limn→∞f ◦ ϕ(tnsk)
exist, we have
limn→∞limk→∞f ◦ ϕ(tnsk) = limn→∞limk→∞f(ϕ(tn)ϕ(sk))
= limk→∞limn→∞f(ϕ(tn)ϕ(sk))
= limk→∞limn→∞f ◦ ϕ(tnsk)).
f ◦ ϕ˜ is a continuous extension of f ◦ ϕ to SLmc so f ◦ ϕ˜ = f̂ ◦ ϕ.
But then f̂ ◦ ϕ(p˜) 6= f̂ ◦ ϕ(q˜) so that p˜ is not equivalent with q˜, a
contradiction.
To complete the proof, we show that η is a homomorphism. Since ϕ˜
is a homomorphism also since η ◦ γ is a continuous extension of ϕ, we
have η ◦ γ = ϕ˜. Thus, given p˜ and q˜ in SLmc, we have
η(∩[p˜]+˙ ∩ [q˜]) = η(∩[p˜ ∗ q˜])
= η ◦ γ(p˜ ∗ q˜)
= ϕ˜(p˜ ∗ q˜)
= ϕ˜(p˜)ϕ̂(q˜)
= η ◦ γ(p˜)η ◦ γ(q˜)
= η(∩[p˜])η(∩[q˜]).
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
Theorem 3.13. Let Γ be a set of pure z−filter. There exist an oper-
ator ∗ on Γ and a function h : S → Γ satisfying conditions (a)(i) and
(ii) of Theorem 2.10 such that (Γ, ∗, h) is Swap if and only if Γ satisfies
conditions (a), (c) and (d) of Theorem 3.7.
Proof. (Sufficiency) By Theorem 3.7, Γ = {∩[p˜] : p˜ ∈ SLmc} so Theo-
rem 3.12 applies.
(Necessity) By Theorem 2.10, Γ is a quotient of SLmc. Thus by
Remark 2.9, the function γ : SLmc → Γ defined by γ(p˜) ⊆ p˜ is (well
defined and) a quotient map. By condition (a)(i), for each s ∈ S,
s ∈ ∩h(s). That is, h(s) ⊆ ŝ. Then h(s) = γ(ŝ) = e(s) so h = e.
Define an equivalence relation R on S by pRq if and only if γ(p˜) =
γ(p˜). It suffices to show that p˜Rq˜ if and only if p˜ ≡ q˜. For then we
get Γ = {∩[p˜] : p˜ ∈ SLmc} and Theorem 3.7 applies. To this end,
let p˜, q˜ ∈ SLmc and assume p˜Rq˜. Suppose p˜ ≡ q is not true and pick
f ∈ wap(S) such that f̂(p˜) 6= f̂(q˜). By Theorem 2.2, there exists
g ∈ C(Γ) such that g ◦ e = f . Then g ◦ γ is continuous extension of
f to SLmc. (For s ∈ S, (g ◦ γ)(ŝ) = g(e(s)) = f(s).) Thus g ◦ γ = f̂ .
Since p˜Rq˜, then f̂(p˜) = g(γ(p˜)) = g(γ(q˜)) = f̂(q˜), contradiction. Now
assume that p˜ ≡ q˜ and suppose that γ(p˜) 6= γ(q˜). Pick g ∈ C(Γ) such
that g(γ(p˜)) 6= g(γ(q˜)). Define f ∈ C(S) by f(s) = g(e(s)). Then,
since f extends continuously to Γ, f ∈ wap(S) by Theorem 2.2. But,
as above g ◦ γ = f so f̂(p˜) 6= f̂(q˜), a contradiction. 
We now proceed to apply our results to a determination of size of
Swap.
Definition 3.14. Let A ⊆ S. We say A is an unbounded subset of S
if
A ∩ S∗ 6= ∅,
where S∗ = SLmc − S. Also a sequence in S is unbounded if range of
sequence is unbounded.
Lemma 3.15. Let A ∈ Z(Lmc(S)). Then
a) Let there exist p˜ and q˜ in S∗ such that A ∈ p˜+ q˜. Then there exist
one-to-one sequences {tn} and {sn} in S such that {sktn : k ≤ n} ⊆ A.
b) Let there exist one-to-one unbounded sequences {tn} and {sn} in
S such that {sktn : k ≤ n} ⊆ A. Then there exist p˜ and q˜ in S
∗ such
that p˜ ∗ q˜ ∈ A.
Proof. (a) Pick p˜ and q˜. Let B = Ωp˜(A) = {s ∈ S : λ
−1
s (A) ∈ p˜}. Then
q˜ ∈ B and since q˜ /∈ S, B is unbounded. Let {sn} be a one-to-one
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sequence in B. For each n, we have
⋂n
k=1 λ
−1
sk
(A) ∈ p˜ and is hence
unbounded. Pick tn ∈
⋂n
k=1 λ
−1
sk
(A) such that tn /∈ {tk : k < n}.
(b) It is obvious. 
Lemma 3.16. Let S be a commutative semitopological semigroup and
let p˜ ∈ S∗− clSLmc(S
∗ ∗S∗). Then for each q˜ ∈ SLmc−{p˜} there exists
f ∈ wap(S) such that Range(f) = [0, 1], f̂(p˜) = 1 and f̂(q˜) = 0.
Consequently [p˜] = {p˜}.
Proof. Pick A ∈ (p˜)◦ such that A ∩ clSLmc(S
∗ ∗ S∗) = ∅. Pick B ∈ (p˜)◦
such that q˜ /∈ B. Then there exists f ∈ Lmc(S) such that f̂ |A∩B = 1,
f̂((A)c) ⊆ [0, 1), f̂ = 0 on clSLmc(S
∗ ∗ S∗) ∪ {q˜} and f(S) = [0, 1].
It suffices to show that f ∈ wap(S). Suppose, instead, we have
sequences {tn} and {sn} such that limk→∞limn→∞f(sktn) = 1 and
limn→∞limk→∞f(sktn) = 0. We may assume by thinning that {tn}
and {sn} are one-to-one and then,
{sktn : k ≤ n for all sufficiently large n, k ∈ N} ⊆ A
so if {sn} and {tn} be unbounded sequences, by Lemma 3.15(b), A ∩
(S∗ ∗ S∗) 6= ∅ and this is a contradiction.
If {sn} or {tn} be bounded in S and limits are exist then limits are
equal. 
Theorem 3.17. Let S be a Hausdorff non-compact commutative semi-
topological semigroup and assume A ∈ Z(Lmc(S)) be an unbounded
set such that
(i) card(SLmc) =card(A) and
(ii) A ∩ clSLmc(S
∗ ∗ S∗) = ∅.
Then card(Swap) =card(SLmc).
Proof. It is obvious that card(Swap) ≤card(SLmc). By Lemma 3.16, for
each p˜ ∈ A, [p˜] = {p˜}. Therefore card(Swap) ≥ card(A) = card(SLmc).

Example 3.18. Let S be a dense subsemigroup of ((1,+∞),+). Then
card(Swap) = card(SLmc). Since clSLmc((1, 2]∩ S) is infinite. Let p˜, q˜ ∈
clSLmc((1, 2] ∩ S)− S then there exist two nets {xα} and {yβ} in (1, 2]
such that xα → p˜ and yβ → q˜. This implies that p˜∗q˜ /∈ clSLmc((1,
3
2
]∩S).
Therefore
S∗ − clSLmc(S
∗ ∗ S∗) 6= ∅.
It is obvious card(clSLmc((1, 2]∩ S)) = card(clSLmc [2,+∞) ∩ S) and so
card(clSLmc((1, 2] ∩ S)) = card(S
Lmc).
Now let A = (1, 2]∩S, then A satisfy in assumptions of Theorem 3.17.
Thus by Theorem 3.17, card(Swap) =card(SLmc).
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Lemma 3.19. Let S be a semitopological semigroup and let
p˜ ∈ S∗ − clSLmc(S
∗ ∗ SLmc).
Then for each q˜ ∈ SLmc − {p˜} there exists f ∈ wap(S) such that
Range(f) = [0, 1] and f̂(p˜) = 1 and f̂(q˜) = 0. Consequently [p˜] = {p˜}.
Proof. Pick A ∈ (p˜)◦ such that A∩clSLmc(S
∗∗SLmc) = ∅. Pick B ∈ (p˜)◦
such that q˜ /∈ B. Then there exists f ∈ Lmc(S) such that f̂ |A∩B =
1, f̂((A)c) ⊆ [0, 1), f̂ = 0 on clSLmc(S
∗ ∗ SLmc) ∪ {q˜} and f(S) =
[0, 1]. It suffices to show that f ∈ wap(S). Suppose, instead, we have
sequences {tn} and {sn} such that limk→∞limn→∞f(sktn) = 1 and
limn→∞limk→∞f(sktn) = 0. We may assume by thinning that {tn}
and {sn} are one-to-one and that,
{sktn : k ≤ n for all sufficiently large n, k ∈ N} ⊆ A,
so if {sn} and {tn} be unbounded sequences, by Lemma 3.15(b), A ∩
(S∗ ∗ S∗) 6= ∅ and this is a contradiction.
Let {sn} and {tn} are bounded sequences in S or {sn} be a bounded
sequence and {tn} be an unbounded sequence in S, then
limk→∞limn→∞f(sktn) = limn→∞limk→∞f(sktn).
Now let {sn} be an unbounded sequence and {tn} be a bounded se-
quences in S, so there exist two nets {sα} ⊆ {sn : n ∈ N} and
{tβ} ⊆ {tn : n ∈ N} such that sα → u ∈ S∗ and tβ → t ∈ S.
Therefore
limk→∞limn→∞f(sktn) = limαlimβf(sαtβ)
= limαf(sαt)
= f̂(ut)
= 0.
and
limn→∞limk→∞f(sktn) = limβlimαf(sαtβ)
= limβ f̂(utβ)
= 0.
Thus f ∈ wap(S) and this complete proof. 
Theorem 3.20. Let S be a Hausdorff non-compact semitopological
semigroup and assume A ∈ Z(Lmc(S)) be an unbounded set such that
(i) card(SLmc) =card(A) and
(ii) A ∩ clSLmc(S
∗ ∗ SLmc) = ∅.
Then card(Swap) =card(SLmc).
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Proof. It is obvious that card(Swap) ≤card(SLmc). By Lemma 3.19, for
each p˜ ∈ A, [p˜] = {p˜}. Therefore card(Swap) ≥ card(A) = card(SLmc).

Theorem 3.21. Let S be a semitopological semigroup. Let Swap be
the one point compactification and card(S∗) > 1. Then S∗ ∗ SLmc is
dense in S∗.
Proof. Let Swap be the one point compactification so [p˜] = S∗ for each
p˜ ∈ S∗. Let p˜ ∈ S∗ − clSLmc(S
∗ ∗ SLmc) then for each q˜ ∈ SLmc − {p˜}
there exists f ∈ wap(S) such that Range(f) = [0, 1] and f̂(p˜) = 1
and f̂(q˜) = 0, by Lemma 3.19. Consequently [p˜] = {p˜}. This is a
contradiction. So S∗ − clSLmc(S
∗ ∗ SLmc) = ∅. 
Example 3.22. Let G be the linear group Sl(2,R). For this group
Gwap = the one-point compactification,( see [1] and [6]), and so card(Gwap) =
card(G) while card(GLmc) = card(GLUC) = 22
κ(G)
, where GLUC is the
maximal ideal space of the C∗−algebra of bounded left norm continu-
ous function on G and κ(G) = ω (in this case) is the compact covering
number of G, i.e., the minimal number of compact sets needed to cover
G. Thus [p˜] = G∗ for each p˜ ∈ G∗ = GLUC − G = GLmc − G. Hence
G∗GLUC = G∗GLmc is dense in G∗, by Theorem 3.21.
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