SPARQL is the standard language for querying RDF data. In this article, we address systematically the formal study of the database aspects of SPARQL, concentrating in its graph pattern matching facility. We provide a compositional semantics for the core part of SPARQL, and study the complexity of the evaluation of several fragments of the language. Among other complexity results, we show that the evaluation of general SPARQL patterns is PSPACE-complete. We identify a large class of SPARQL patterns, defined by imposing a simple and natural syntactic restriction, where the query evaluation problem can be solved more efficiently. This restriction gives rise to the class of well-designed patterns. We show that the evaluation problem is coNP-complete for well-designed patterns. Moreover, we provide several rewriting rules for well-designed patterns whose application may have a considerable impact in the cost of evaluating SPARQL queries.
INTRODUCTION
The Resource Description Framework (RDF) [Manola and Miller 2004 ] is a data model for representing information about World Wide Web resources. Jointly we address three main areas. We first provide a streamlined version of the core fragment of SPARQL with precise algebraic syntax and a formal compositional semantics. One of the delicate issues in the definition of a semantics for SPARQL is the treatment of optional matching and incomplete answers. The idea behind optional matching is to allow information to be added if the information is available in the data source, instead of just failing to give an answer whenever some part of the pattern does not match. This feature of optional matching is crucial in semantic Web applications, and more specifically in RDF data management, where it is assumed that every application has only partial knowledge about the resources being managed. We formalize the semantics of SPARQL by using partial mappings between variables in the patterns and actual values in the data source. This formalization allows us to deal with partial answers in a clean way. Our formalization is based on the extension of some classical relational algebra operators to work over sets of partial mappings.
A fundamental issue in every query language is the complexity of query evaluation and, in particular, what is the influence of each component of the language in this complexity. As a second contribution, we present a thorough study of the complexity of the evaluation of SPARQL graph patterns. In this study, we consider several fragments of SPARQL built incrementally, and present complexity results for each such fragment. Among other results, we show that the complexity of the evaluation problem for general SPARQL graph patterns is PSPACE-complete, and that this high complexity is obtained as a consequence of unlimited use of nested optional parts.
Given the high complexity of the evaluation problem for general SPARQL graph patterns, an important question is whether one can find interesting classes of patterns where the query evaluation problem can be solved more efficiently. Our third contribution is the identification of a large class of patterns with the previous characteristic, and defined by a simple and natural syntactic restriction. This class of patterns is obtained by forbidding a special form of interaction between variables appearing in optional parts. We call well-designed patterns the patterns satisfying this condition. We show that some counterintuitive outcomes may be obtained when evaluating nonwell-designed patterns. For instance, we have mentioned that the intuition behind the optional matching is to allow information to be added if the information is available, but not to reject if the information is not present. We formalize this intuition and show that it does hold for well-designed patterns but fails in the nonwell-designed case.
Well-designed patterns form a natural fragment of SPARQL that is very common in practice. Furthermore, well-designed patterns have several interesting features. We show that the complexity of the query evaluation problem for well-designed patterns is considerably lower, namely coNP-complete. We also prove that the property of being well designed has important consequences for the optimization of SPARQL queries. We present several rewriting rules for well-designed patterns whose application may have a considerable impact in the cost of evaluating SPARQL queries, and prove the existence of a normal form for well-designed patterns based on the application of these rewriting rules. association of operators. A SPARQL graph pattern expression is defined recursively as follows.
(1) A tuple from (I ∪ L ∪ V ) × (I ∪ V ) × (I ∪ L ∪ V ) is a graph pattern (a triple pattern). (2) If P 1 and P 2 are graph patterns, then expressions (P 1 AND P 2 ), (P 1 OPT P 2 ), and (P 1 UNION P 2 ) are graph patterns (conjunction graph pattern, optional graph pattern, and union graph pattern, respectively). (3) If P is a graph pattern and R is a SPARQL built-in condition, then the expression (P FILTER R) is a graph pattern (a filter graph pattern).
A SPARQL built-in condition is constructed using elements of the set I ∪ L ∪ V and constants, logical connectives (¬, ∧, ∨), inequality symbols (<, ≤, ≥, >), the equality symbol (=), unary predicates like bound, isBlank, and isIRI, plus other features (see Prud'hommeaux and Seaborne [2008] for a complete list). In this article, we restrict to the fragment where the built-in condition is a Boolean combination of terms constructed by using = and bound, that is:
(1) If ?X , ?Y ∈ V and c ∈ I ∪ L, then bound(?X ), ?X = c and ?X =?Y are built-in conditions. (2) If R 1 and R 2 are built-in conditions, then (¬R 1 ), (R 1 ∨ R 2 ) and (R 1 ∧ R 2 ) are built-in conditions.
Let P be a SPARQL graph pattern. In the rest of the article, we use var(P ) to denote the set of variables occurring in P . In particular, if t is a triple pattern, then var(t) denotes the set of variables occurring in the components of t. Similarly, for a built-in condition R, we use var(R) to denote the set of variables occurring in R.
Semantics of SPARQL Graph Pattern Expressions
To define the semantics of SPARQL graph pattern expressions, we need to introduce some terminology. A mapping μ from V to U is a partial function μ : V → U . Abusing notation, for a triple pattern t we denote by μ(t) the triple obtained by replacing the variables in t according to μ. The domain of μ, denoted by dom(μ), is the subset of V where μ is defined. Two mappings μ 1 and μ 2 are compatible when for all ?X ∈ dom(μ 1 ) ∩ dom(μ 2 ), it is the case that μ 1 (?X ) = μ 2 (?X ), that is, when μ 1 ∪ μ 2 is also a mapping. Intuitively, μ 1 and μ 2 are compatibles if μ 1 can be extended with μ 2 to obtain a new mapping, and vice versa. Note that two mappings with disjoint domains are always compatible, and that the empty mapping μ ∅ (i.e., the mapping with empty domain) is compatible with any other mapping.
Let 1 and 2 be sets of mappings. We define the join of, the union of, and the difference between 1 and 2 as 16:6
• J. Pérez et al. Based on the previous operators, we define the left outer-join as 1 1 2 = ( 1 1 2 ) ∪ ( 1 2 ).
Intuitively, 1 1 2 is the set of mappings that result from extending mappings in 1 with their compatible mappings in 2 , and 1 2 is the set of mappings in 1 that cannot be extended with any mapping in 2 . The operation 1 ∪ 2 is the usual set-theoretical union. A mapping μ is in 1 2 if it is the extension of a mapping of 1 with a compatible mapping of 2 , or if it belongs to 1 and cannot be extended with any mapping of 2 . These operations resemble relational algebra operations over sets of mappings (partial functions).
We are ready to define the semantics of graph pattern expressions as a function [[ · ] ] D which takes a pattern expression and returns a set of mappings. We follow the approach in Gutierrez et al. [2004] defining the semantics as the set of mappings that matches the dataset D. For the sake of readability, the semantics of filter expressions is presented in a separate definition.
Definition 2.2. The evaluation of a graph pattern P over an RDF dataset D, denoted by [[P ] ] D , is defined recursively as follows.
(
1) If P is a triple pattern t, then [[P ]] D = {μ | dom(μ) = var(t) and μ(t) ∈ D}.
(2) If P is (P 1 AND P 2 ), then [[P ] 
The idea behind the OPT operator is to allow for optional matching of patterns. Consider pattern expression (P 1 OPT P 2 ) and let μ 1 be a mapping in [ Thus, operator OPT allows information to be added to a mapping μ if the information is available, instead of just rejecting μ whenever some part of the pattern does not match. This feature of optional matching is crucial in semantic Web applications, and more specifically in RDF data management, where it is assumed that every application has only partial knowledge about the resources being managed.
The semantics of filter expressions goes as follows. Given a mapping μ and a built-in condition R, we say that μ satisfies R, denoted by μ |= R, if:
(1) R is bound(?X ) and ?X ∈ dom(μ); (2) R is ?X = c, ?X ∈ dom(μ) and μ(?X ) = c; (3) R is ?X =?Y , ?X ∈ dom(μ), ?Y ∈ dom(μ) and μ(?X ) = μ(?Y ); (4) R is (¬R 1 ), R 1 is a built-in condition, and it is not the case that μ |= R 1 ; (5) R is (R 1 ∨ R 2 ), R 1 and R 2 are built-in conditions, and μ |= R 1 or μ |= R 2 ; (6) R is (R 1 ∧ R 2 ), R 1 and R 2 are built-in conditions, μ |= R 1 and μ |= R 2 .
Definition 2.3. Given an RDF dataset D and a filter expression (P FILTER R),
In the rest of the article, we usually represent sets of mappings as tables where each row represents a mapping in the set. We label every row with the name of a mapping, and every column with the name of a variable. If a mapping is not defined for some variable, then we simply leave empty the corresponding position. 
Simple Algebraic Properties
We say that two graph patterns P 1 and P 2 are equivalent, denoted by
The following lemma states some simple algebraic properties of AND and UNION operators. These properties are direct consequence of the semantics of AND and UNION, both based on set-theoretical union.
LEMMA 2.5. The operators AND and UNION are associative and commutative and the operator AND distributes over UNION. That is, if P 1 , P 2 , and P 3 are graph patterns, then it holds that: -(P 1 AND P 2 ) ≡ (P 2 AND P 1 ); -(P 1 UNION P 2 ) ≡ (P 2 UNION P 1 ); -(P 1 AND (P 2 AND P 3 )) ≡ ((P 1 AND P 2 ) AND P 3 ); -(P 1 UNION (P 2 UNION P 3 )) ≡ ((P 1 UNION P 2 ) UNION P 3 ); -(P 1 AND (P 2 UNION P 3 )) ≡ ((P 1 AND P 2 ) UNION (P 1 AND P 3 )).
The previous lemma permits us to avoid parentheses when writing sequences of either AND operators or UNION operators. This is consistent with the definitions of Group Graph Pattern and Union Graph Pattern in Prud'hommeaux and Seaborne [2008] . We use Lemma 2.5 to simplify the notation in the following sections.
On the Semantics of SPARQL by the W3C
The definition of a formal semantics for SPARQL has played a key role in the standardization process of the language. In the conference version of this article (see Pérez et al. [2006a] ), we presented one of the first formalizations of a semantics for a fragment of the language (we have included in Section 5 a discussion about other approaches to formalize the semantics of SPARQL). Currently, the official specification of SPARQL [Prud'hommeaux and Seaborne 2008] , that is a W3C Recommendation since January 2008, formalizes a semantics based on our work [Pérez et al. 2006a [Pérez et al. , 2006b Arenas et al. 2007] . Nevertheless, the semantics that we present in this article has some differences with the standard semantics. We review them in this section.
Set semantics versus bag semantics. The official specification of SPARQL uses a bag (multiset) semantics for the evaluation of graph patterns. Specifically, the evaluation of a graph pattern is a set of mappings together with a cardinality function that states how many duplicates of a mapping occurs in the evaluation. In the technical report [Pérez et al. 2006b ], we formalize a semantics for SPARQL by considering bags of mappings. That work was the starting point of the bag semantics for SPARQL currently adopted by the W3C. In this article, we have decided to follow the same path as in the study of relational query languages, and we have focused on the set-based formalization of SPARQL. Although in practice SQL has a bag semantics, the study of relational algebra with set semantics has shown to be of fundamental importance in the development and implementation of SQL. We expect that the same will happen in the context of SPARQL.
It should be pointed out that the complexity results that we present in the following sections rely on the assumption that the evaluation of a SPARQL pattern is a set of mappings. We left for future work the extension of these results to the bag-semantics case.
FILTER evaluation. One of the main differences between the formalization presented in this article and the official specification is the evaluation of builtin conditions. The standard SPARQL language uses three values to evaluate a condition: true, false, and error. In this article, we have adopted a standard two-valued semantics for a query language. An example in which this issue makes a difference is the evaluation of a condition with unbounded variables. For instance, if μ is a mapping and ?X is a variable such that ?X / ∈ dom(μ), then according to our definition μ |= (?X = a) and, thus, μ |= ¬(?X = a). Therefore, we assign value true to the expression ¬(?X = a). On the other hand, the SPARQL standard specification assigns value error to both (?X = a) and ¬(?X = a). Thus, if D is an RDF graph and P a pattern such that μ
, while according to the official specification, the mapping μ is not in the evaluation of pattern (P FILTER ¬(?X = a)) over D.
Although this difference between the two semantics could be considered important, it does not play a substantial role in any of the results presented in this article. In fact, we have not used this difference to obtain any of the complexity and optimization results presented in the following sections.
Evaluation of FILTER in OPT expressions. The standard semantics of SPARQL has mostly adopted a compositional form of evaluation in the spirit of our work. However, there is still a single case in which a SPARQL expression must be evaluated in a noncompositional way according to the standard semantics. This happens when the righthand side of an OPT operator is a FILTER expression, that is, for expressions of the form (P 1 OPT (P 2 FILTER R)). As an example, consider the following pattern.
Notice that the variable ?Y mentioned in the condition ?Y =?Z does not occur in the lefthand side of the FILTER expression. Under our compositional semantics, the preceding expression is evaluated unambiguously by following the parentheses, that is, expression ((?X , b, ?Z ) FILTER ?Y =?Z ) is evaluated first.
To evaluate expression (1) according to the official SPARQL semantics, one has to follow a different process, since in this case the FILTER condition must be used as a left-outer join condition when evaluating OPT [Prud'hommeaux and Seaborne 2008] . In other words, the evaluation of (1) over a graph D is given by
Although this mismatch could be considered a significant difference, it was recently shown in Angles and Gutierrez [2008] that in terms of expressiveness, the compositional semantics of SPARQL that we use in this article is equivalent to the noncompositional semantics proposed by the W3C. It should be pointed out that we do not use this difference to obtain any of the complexity results shown in the following section. In particular, we focus in Section 4 on the class of well-designed patterns that only consider safe FILTER expressions, that is, FILTER expressions of the form (P FILTER R) where all the variables that occur in R also occur in P , excluding expressions like (1).
COMPLEXITY OF EVALUATING GRAPH PATTERN EXPRESSIONS
A fundamental issue in every query language is the complexity of query evaluation and, in particular, what is the influence of each component of the language in this complexity. In this section, we address these issues for graph pattern expressions.
As is customary when studying the complexity of the evaluation problem for a query language [Vardi 1982 ], we consider its associated decision problem. We denote this problem by Evaluation and we define it as follows.
INPUT
: An RDF dataset D, a graph pattern P and a mapping μ.
It is important to notice that the evaluation problem that we study considers the mapping as part of the input. In other words, we study the complexity by measuring how difficult it is to verify whether a given mapping is a solution for a pattern evaluated over an RDF dataset. This is the standard decision problem considered when studying the complexity of a query language [Vardi 1982] , as opposed to the computation problem of actually listing the set of solutions (finding all the mappings). To focus on the decision problem allows us to obtain a fine-grained analysis of the complexity of the evaluation problem, classifying the complexity for different fragments of SPARQL in terms of standard complexity classes. Also notice that the pattern and the dataset are both inputs for EVALUATION. Thus, we study the combined complexity of the query language [Vardi 1982] .
In this section, we present a thorough analysis of the complexity of the evaluation problem for SPARQL graph patterns. In particular, we show that the unlimited use of the optional operator leads to high complexity, namely PSPACEcompleteness. Let us give some intuition about the reasons for this high com-
is not compatible with μ . Thus, the evaluation of (P 1 OPT P 2 ) implicitly refers to a universal quantification (for every mapping μ ) and a negation (μ is not compatible with μ). In particular, this shows that evaluating a nested optional pattern (P 1 OPT (P 2 OPT P 3 )) implies a quantifier alternation. It is well known that the alternation of quantifiers in some problems related to propositional logic and first-order logic leads to PSPACE-completeness, and this fact is used in the proof of Theorem 3.3 to show the PSPACE-completeness of the evaluation problem for SPARQL patterns including the OPT operator. In this section, we also consider some fragments of SPARQL that do not use the OPT operator, and show that the evaluation problem can be solved more efficiently for these fragments.
We start this study by considering the fragment consisting of graph pattern expressions constructed by using only AND and FILTER operators. This simple fragment is interesting as it does not use the two most complicated operators in SPARQL, namely UNION and OPT. Given an RDF dataset D, a graph pattern P in this fragment, and a mapping μ, it is possible to efficiently check whether μ ∈ [[ P ]] D by using the following algorithm. First, for each triple t in P , verify whether μ(t) ∈ D. If this is not the case, then return false. Otherwise, by using a bottom-up approach, verify whether the expression generated by instantiating the variables in P according to μ satisfies the FILTER conditions in P . If this is the case, then return true, else return false. Thus, we conclude the next theorem. We continue this study by adding the UNION operator to the AND-FILTER fragment. It is important to notice that the inclusion of UNION in SPARQL is one of the most controversial issues in the definition of this language. In the following theorem, we show that the inclusion of UNION operator makes the evaluation problem for SPARQL considerably harder. THEOREM 3.2. EVALUATION is NP-complete for graph pattern expressions constructed by using only AND, FILTER, and UNION operators.
PROOF. It is straightforward to prove that EVALUATION is in NP for the case of graph pattern expressions constructed by using only AND, UNION, and FILTER operators. To prove the NP-hardness of EVALUATION for this case, we show how to reduce in polynomial time the satisfiability problem for propositional formulas in CNF (SAT-CNF) to our problem. An instance of SAT-CNF is a propositional formula ϕ of the form C 1 ∧ · · · ∧ C n , where each C i (i ∈ [1, n] ) is a clause, that is, a disjunction of propositional variables and negations of propositional variables. Then the problem is to verify whether there exists a truth assignment satisfying ϕ. It is well known that SAT-CNF is NPcomplete [Garey and Johnson 1979] .
In the reduction from SAT-CNF, we use a fixed RDF dataset D = {(a, b, c)}. Assume that x 1 , . . . , x m is the list of propositional variables mentioned in ϕ. For each x i (i ∈ [1, m]), we use SPARQL variables ?X i , ?Y i to represent x i and ¬x i , respectively. Then for each clause C in ϕ of the form
we define a graph pattern P C as
and we define a graph pattern P ϕ for ϕ as (P AND ((P C 1 AND · · · AND P C n ) FILTER R)), 
) is a conjunction in the FILTER condition of Q ϕ , we obtain that ?X i / ∈ dom(ν) and thus σ (x i ) = 0. Hence, since ¬x i is a literal in the clause C and σ (x i ) = 0, we have that σ satisfies C. We have shown that for every clause C in ϕ, it holds that σ satisfies C and, thus, σ satisfies ϕ. This shows that ϕ is satisfiable.
To prove the reverse implication, assume that ϕ is satisfiable. We need to show that μ ∈ [[ P ϕ ]] D . Let σ be a truth assignment that satisfies ϕ. Consider a mapping ν constructed from σ as follows. 
This concludes the proof of the theorem.
We study now the problem when the OPT operator is added to the AND-FILTER fragment. The OPT operator is probably the most complicated in graph pattern expressions and, definitively, the most difficult to define. The following theorem shows that the inclusion of OPT to the AND-FILTER fragment makes the evaluation problem even harder compared with the AND-FILTER-UNION fragment. PROOF. The membership in PSPACE is given by Algorithm 1. Given a mapping μ, a (general) pattern P , and an RDF dataset D, the algorithm verifies
In the procedure, we use pos(P, D) to denote the set of mappings ν such that dom(ν) ⊆ var(P ) and for every variable ?X ∈ dom(ν), it holds that ν(?X ) is a value in D.
It is easy to see that the procedure is correct (it is essentially applying the definition of the semantics of every SPARQL operator). Given that the size needed to store the name of a variable in var(P ) is O(log |P |) and the size needed to store an element of D is O(log |D|), we obtain that the size of a mapping in pos(P, D) is O(|P | · (log |P | + log |D|)). Thus, given that the depth of the tree of recursive calls to Eval is O(|P |), we have that procedure Eval can be implemented by using a polynomial amount of space. It should be pointed out that this shows that the evaluation problem for general graph patterns (constructed by using AND, FILTER, UNION, and OPT) is in PSPACE. Thus, in particular, we obtain that the evaluation problem is in PSPACE for pattern constructed by using only AND, FILTER and OPT operators.
To prove the PSPACE-hardness of EVALUATION for the case of graph pattern expressions constructed by using only AND, FILTER, and OPT operators, we show how to reduce in polynomial time the Quantified Boolean Formula problem (QBF) to our problem. An instance of QBF is a quantified propositional formula ϕ of the form
where ψ is a quantifier-free formula of the form [Garey and Johnson 1979] .
In the reduction from QBF, we use a fixed RDF dataset. It is easy to see that ψ is satisfiable if and only if there exists a mapping
In particular, for each mapping μ, there exists a truth assignment Then we define P ϕ as
Next we show that we can use graph expression P ϕ to check whether ϕ is valid. 
More precisely, we show that ϕ is valid if and only if
We note that ν 0 (? 
Thus, from the previous discussion we conclude that there exist mappings ν 00 and ν 01 such that μ 00 , ν 00 are compatible, μ 01 , ν 01 are compatible, and
Similarly, there are two mappings in [[P 2 ]] D which are compatible with ν 1 .
Thus, given that (3) holds, we conclude that there exist mappings ν 10 and ν 11 such that μ 10 , ν 10 are compatible, μ 11 , ν 11 are compatible, and
If we continue in this fashion, we conclude that for every i ∈ [2, m − 1] and n 1 · · · n i ∈ {0, 1} i , and for the following mappings in
In particular, for every
Hence, if σ n 1 ···n m is a truth assignment defined as σ n 1 ···n m (x) = ν n 1 ···n m (?X ) for every variable x in ψ, then σ n 1 ···n m satisfies ψ. Next we show this implies that ϕ is valid.
To prove that ϕ is valid, consider the following tree.
Given that for every n 1 · · · n m ∈ {0, 1} m , it holds that σ n 1 ···n m satisfies ψ and
we have that every path from the root to a leaf in the preceding tree represents a satisfying assignment for ψ. Thus, we conclude that ϕ is valid from the fact that for every i ∈ [1, m] and
D is similar to the previous proof.
The following result shows that the combination of OPT and UNION is also an important source of complexity when evaluating SPARQL patterns.
THEOREM 3.4. EVALUATION is PSPACE-complete for graph pattern expressions constructed by using only AND, UNION, and OPT operators.
PROOF. Membership in PSPACE follows from the proof of Theorem 3.3 (procedure Eval in that proof considers operators AND, FILTER, UNION, and OPT). To prove the PSPACE-hardness of EVALUATION, we use a reduction from QBF similar to the one used in the proof of Theorem 3.3. In that proof, we encode a quantified propositional formula ϕ of the form ∀x 1 ∃ y 1 ∀x 2 ∃ y 2 · · · ∀x m ∃ y m ψ, with a pattern that uses AND and FILTER operators to encode the satisfiability of ψ, and uses OPT and AND operators to encode the quantifier alternation. We show here how to encode the satisfiability of ψ by using the UNION operator instead of the FILTER operator.
Formula ψ is a quantifier-free formula of the form Notice that procedure Eval in the proof of Theorem 3.3 shows that the evaluation problem for general graph patterns is in PSPACE. Then as a corollary of the two previous theorems we obtain that, in general, the evaluation problem for SPARQL is PSPACE-complete. COROLLARY 3.5. EVALUATION is PSPACE-complete.
When verifying whether
it is natural to assume that the size of P is considerably smaller than the size of D. This assumption is very common when studying the complexity of a query language. In fact, it is named data complexity in the database literature [Vardi 1982] , and it is defined as the complexity of the evaluation problem for a fixed query. More precisely, for the case of SPARQL, given a graph pattern expression P , the evaluation problem for P , denoted by EVALUATION(P ), has as input an RDF dataset D and a mapping μ, and the problem is to verify whether μ
THEOREM 3.6. EVALUATION(P ) is in LOGSPACE for every graph pattern expression P .
PROOF. Consider the procedure Eval in the proof of Theorem 3.3. Given that the size needed to store a mapping in pos(P, D) is O(|P |·(log |P |+log |D|)), this bound becomes O(log |D|) when P is considered to be fixed. Thus, given that the depth of the tree of recursive calls to Eval is a fixed constant if P is considered to be fixed, we obtain that Eval can be implemented by using logarithmic space in this case.
An important question is whether one can find interesting classes of graph patterns, constructed by imposing simple and natural syntactic restrictions, such that one can obtain lower complexity bounds for the evaluation problem on these classes. In the following section, we introduce a first such restriction.
A Simple Normal Form for Graph Patterns
Recall that two graph patterns P 1 and P 2 are equivalent, denoted by
In Lemma 2.5, we show that AND distributes over UNION. The following lemma states that OPT and FILTER also distribute over UNION. The proof of this lemma can be found in the Appendix.
LEMMA 3.7. Let P 1 , P 2 , and P 3 be graph pattern expressions and R a built-in condition. Then:
The application of Lemmas 2.5 and 3.7 allows to translate every graph pattern into an equivalent one where UNION is the outermost operator. More precisely, we say that a pattern P is UNION-free if P is constructed by using only operators AND, OPT, and FILTER. Then we have the following proposition.
PROPOSITION 3.8. Every graph pattern P is equivalent to a pattern of the form
where
Notice that we omit the parentheses in the expression (4) given the associativity of UNION.
PROOF. By induction on the structure of P . If P is a triple pattern, then the property trivially holds. Assume that the property holds for patterns P 1 and P 2 , that is, there exist expressions (P
is UNION-free, and (4) each pattern P 2 i (i ∈ {1, . . . , n}) is UNION-free. Next we show that the property holds for (P 1 UNION P 2 ), (P 1 AND P 2 ), (P 1 OPT P 2 ), and (P 1 FILTER R), where R is a built-in condition.
It is easy to see that the property holds for P = (P 1 UNION P 2 ). Thus, we consider first the case of P = (P 1 AND P 2 ). By induction hypothesis and Lemma 2.5, we have that
Second, if P = (P 1 FILTER R), then we conclude from Lemma 2.5, Lemma 3.7, and induction hypothesis that
Finally, assume that P = (P 1 OPT P 2 ). By induction hypothesis and Lemma 3.7, we conclude that P is equivalent to the graph pattern expression 
2 |= R and, thus, μ 1 = μ 2 by induction hypothesis. This concludes the proof of the claim.
Let i ∈ {1, . . . , m}. Next we show that the condition of the proposition holds for (P
. . , ?Z n are variables that are mentioned neither in P 1 i nor in P 2 . Moreover, for every j ∈ {1, . . . , n}, let Q j be the graph pattern (P 1 i OPT (P 2 j AND (?X j , ?Y j , ?Z j ))), and assume that Q is the graph pattern (Q 1 AND · · · AND Q n ). Next we show that (P 1 i OPT P 2 ) is equivalent to
We note that the previous formula is of the form (4), from which we conclude that the proposition holds for (P 
and, thus, μ belongs to the evaluation of (5) 
Moreover, given that ?X j , ?Y j and ?Z j are mentioned neither in P 1 i nor in P 2 , we have that ?X j ∈ dom(μ), that is, ¬ bound(?X j ) holds for μ. Given that the previous conditions hold for every j ∈ {1, . . . , n}, we conclude that μ belongs to the evaluation of (5) over D.
(⇐) Assume that D is an RDF dataset and μ belongs to the evaluation of (5) We have managed to lower the complexity of the AND-FILTER-UNION fragment by imposing a simple normal form. However, Theorem 3.3 implies that when the OPT operator is allowed in graph patterns, the complexity of the evaluation problem is PSPACE-hard even if we restrict to patterns in UNION normal form. In the following section, we introduce a simple and natural syntactic condition that patterns usually satisfy in practice. Under this condition, the complexity of the evaluation of graph patterns in UNION normal form is lower even if the OPT operator is allowed.
WELL-DESIGNED GRAPH PATTERNS
The exact semantics of graph pattern expressions has been extensively discussed on the mailing list of the W3C. One of the most delicate issues in the definition of a semantics for graph pattern expressions is the semantics of the OPT operator. The idea behind the OPT operator is to allow for optional matching of patterns, that is, to allow information to be added if it is available, instead of rejecting whenever some part of a pattern does not match. This intuition fails in some simple, but unnatural, examples. For instance, consider the graph pattern P = ((?X , name, john) OPT ((?Y, name, mick) OPT (?X , email, ?Z ))). (6) What is unnatural about graph pattern P is the fact that (?X , email, ?Z ) is giving optional information for (?X , name, john), but in P appears as giving optional information for (?Y, name, mick). For example, (B 2 , name, john) and (B 2 , email, john@ac.edu) are triples in the dataset D of Example 2.4, but the evaluation of P results in the set {{?X → B 2 }} (since [[(?Y, name, mick) ]] D = ∅) without giving information about the email of john.
A careful examination of the examples that produce conflicts reveals a common pattern: A graph pattern P mentions an expression P = (P 1 OPT P 2 ) and a variable ?X occurring both inside P 2 and outside P but not occurring in P 1 . In general, graph pattern expressions satisfying this condition are not natural.
To present the main definition of this section, we need to introduce some terminology. We say that a graph pattern Q is safe if for every subpattern 2 In the conference version of this article [Pérez et al. 2006a] , the proof of the existence of a UNION normal form uses the equivalence (P 1 OPT (P 2 UNION P 3 )) ≡ ((P 1 OPT P 2 ) UNION (P 1 OPT P 3 )) (see Proposition 1 in Pérez et al. [2006a] ). It was pointed out to us by M. Schmidt that the proof of this rule in Pérez et al. [2006a] is incorrect, and that this rule does not hold in general (see Schmidt et al. [2008] ). In the proof of Proposition 3.8, we use a corrected version of this rule (see expression (5)).
(P FILTER R) of Q, it holds that var(R) ⊆ var(P ). This safety condition is present in many database query languages. Definition 4.1. A UNION-free graph pattern P is well designed if P is safe and, for every subpattern P = (P 1 OPT P 2 ) of P and for every variable ?X occurring in P , the following condition holds.
if ?X occurs both inside P 2 and outside P , then it also occurs in P 1 .
For instance, pattern (6) given earlier is not well designed, while all the UNION-free patterns in Example 2.4 are well designed. We can extend Definition 4.1 to patterns in UNION normal form: We say that a pattern of the form
is a UNION-free well-designed graph pattern.
The pattern used to obtain a PSPACE lower bound in Theorem 3.3 is not well designed. In that proof, pattern P ϕ is defined as
and for every i ∈ [1, m − 1], there exists a variable that occurs in P i and in P i+1 that does not occur in Q i . Thus, an immediate question is whether the complexity of evaluating well-designed graph pattern expressions is lower than in the general case. We show in this section that this is indeed the case, and we prove a coNP upper bound for the case of well-designed graph patterns.
But not only that; in this section we also consider the problem of optimizing well-designed graph patterns. Since the beginning of the relational data model, several techniques for optimizing the evaluation of relational algebra expressions have been developed. In fact, one of the reasons why relational algebra is so extensively used to implement SQL is the existence of simple reordering and optimization rules for this language. Unfortunately, the development of this type of rules for SPARQL is limited by the presence of the OPT operator. However, we show in this section that well-designed patterns are suitable for reordering and optimization, demonstrating the significance of this class of queries from the practical point of view. We note first that the well-designed property can be checked efficiently by a straightforward procedure. Let P be a pattern. Then for every subpattern P of P of the form (P 1 OPT P 2 ), we construct three sets: sets V P 1 and V P 2 , containing the variables occurring in P 1 and P 2 , respectively, and set O P containing the variables that occur outside P . To construct V P 1 , we collect variables by making a bottom-up traversal of the subpatterns of P 1 . We repeat this procedure in P 2 to construct V P 2 . To construct O P , we make a bottom-up traversal of the entire pattern P , but not taking into consideration P . Having these three sets, we check whether V P 2 ∩ O P ⊆ V P 1 , that is, we check whether every variable that occurs inside P 2 and outside P also occurs inside P 1 , which is exactly the welldesigned condition. We must repeat this test for every OPT subpattern of P . Notice that the test for every OPT subpattern takes linear time in the size of P , and then, the entire process takes time proportional to the size of P times the number of OPT subpatterns of P . We can then state the following proposition.
PROPOSITION 4.2. Testing if a pattern P is well designed can be done in time O(|P |
2 ).
The rest of this section is organized as follows. In Section 4.1, we present a characterization of the evaluation of well-designed graph patterns based on the notions of reduction of patterns and subsumption of mappings. We then use this characterization to derive a coNP upper bound for the complexity of the evaluation problem for well-designed patterns. In Section 4.2, we further show that well-designed patterns are suitable for reordering and optimization. We present several optimization rules and define a normal form for well-designed patterns.
Complexity of Evaluating Well-Designed Patterns
Intuitively, if we delete some optional parts of a pattern P to obtain a new pattern P , the mappings in the evaluation of P over a dataset D could not be more informative than the mappings in the evaluation of P over D. In other words, the optional matchings of a pattern must only serve to extend solutions with new information, but not to reject solutions if some information is not provided. We formalize this intuition and show, in Lemma 4.3, that the intuition is indeed correct for the case of well-designed graph patterns. We then use this lemma to develop a characterization of the evaluation of well-designed graph patterns.
We say that a mapping μ is subsumed by a mapping μ , denoted by μ μ , if μ and μ are compatible and dom(μ) ⊆ dom(μ ), that is, μ is subsumed by μ if μ agrees with μ in every variable for which μ is defined. For sets of mappings and , we write if for every mapping μ ∈ , there exists a mapping μ ∈ such that μ μ . We say that a pattern P is a reduction of a pattern P , if P can be obtained from P by replacing a subformula (P 1 OPT P 2 ) of P by P 1 , that is, if P is obtained by deleting some optional part of P . For example, P = (t 1 AND (t 2 OPT (t 3 AND t 4 ))) is a reduction of P = ((t 1 OPT t 2 ) AND (t 2 OPT (t 3 AND t 4 ))) since P can be obtained from P by replacing (t 1 OPT t 2 ) by t 1 . The reflexive and transitive closure of the reduction relation is denoted by . Thus, for example, if P = (t 1 AND t 2 ), then P P since P is a reduction of P and P is a reduction of P . We note that if P P and P is well designed, then P is well designed. If P P and P = P , then we say that P is a proper reduction of P , denoted by P P . We can now state the result that formalizes the intuition mentioned at the beginning of this section. LEMMA 4.3. Let P be a UNION-free well-designed graph pattern, and P a pattern such that P P . Then
Before proving the lemma, we show that it does not hold for patterns that are not well designed. Consider dataset D = {(1, a, 1), (2, a, 2), (3, a, 3)} and nonwell-designed pattern P = ((?X , a, 1) OPT ((?Y, a, 2) OPT (?X , a, 3))).
The evaluation of P results in the set {{?X → 1}}. By deleting the optional part (?X , a, 3) of P , we obtain the reduction P = ((?X , a, 1) OPT (?Y, a, 2)) of P . The evaluation of P results in the set {{?X → 1, ?Y → 2}}. Thus, we have that
PROOF OF LEMMA 4.3. The proof is by induction on the structure of P . In the basis case, we have that P is a triple pattern and, thus, P = P and the property trivially holds. For the inductive step, we need to consider three cases. In all these cases, we need to show that if P P and μ
(1) If P = (P 1 AND P 2 ), then P = (P 1 AND P 2 ) for P 1 P 1 and P 2 P 2 . Thus, 
Let ?X be a variable in dom(μ 1 ) ∩ dom(μ 2 ). We need to show that μ 1 (?X ) = μ 2 (?X ). Given that ?X ∈ var(P 1 ) and ?X ∈ var(P 2 ), we have that for every pattern O P 1 , it is the case that ?X ∈ var(O) (otherwise we would obtain a contradiction with the fact that P = (P 1 AND P 2 ) is well designed). Then given that P 1 P 1 we also have that ?X ∈ var(O) for every pattern O P 1 . Therefore, by using the following claim, we conclude that ?X ∈ dom(μ 1 ).
CLAIM 4.4. Given a dataset D, a well-designed pattern Q, and a variable ?X ∈ var(Q), if for every pattern O Q we have that
The proof of this claim can be found in the Appendix. Using a similar argument, we obtain that ?X ∈ dom(μ 2 ) and, thus, given that μ 1 is compatible with μ 2 , μ 1 μ 1 and μ 2 μ 2 , we have that μ 1 (?X ) = μ 1 (?X ) = μ 2 (?X ) = μ 2 (?X ).
(2) Suppose that P = (P 1 OPT P 2 ). We need to consider two cases. First, assume that P P 1 . By induction hypothesis, we have that
and we conclude that there exists
Second, assume that P = (P 1 OPT P 2 ) with P 1 P 1 and 
Given that P is well designed, we have that P is well designed. Recall that a well-designed pattern is safe by definition and, thus, for every ?X ∈ var(R) and O P 1 , it is the case that ?X ∈ var(O). Therefore, by using Claim 4.4, we conclude that var(R) ⊆ dom(μ We have mentioned that, when evaluating an optional part of a pattern, one is trying to extend mappings with optional information. Another intuition behind the OPT operator is that, when a pattern has several optional parts, one wants to extend the solutions as much as possible, that is, one does not want to lose information when the information is present. We formalize this intuition with the notion of partial solution for a pattern. Informally, a partial solution for a pattern P is a mapping that is an exact match for some P such that P P . We show then, in Proposition 4.5, that the evaluation of a welldesigned graph pattern P is exactly the set of maximal partial solutions for P with respect to , that is, the solutions that retrieve as much information as possible. This proposition gives us an alternative characterization of the evaluation of well-designed graph patterns.
Given a pattern P , define and(P ) to be the pattern obtained from P by replacing every OPT operator in P by an AND operator. For example, if P = ((t 1 OPT t 2 ) AND (t 2 OPT (t 3 AND t 4 ))), we have that and(P ) = ((t 1 AND t 2 ) AND (t 2 AND (t 3 AND t 4 ))). Notice that, by the semantics of the OPT operator, for every (not necessarily well designed) pattern P and every dataset D, we have that [[and(P ) 
A mapping μ is a partial solution for a pattern P over a dataset D if μ ∈ [[and(P )]] D , for some P P . Partial solutions and the notion of subsumption of mappings give us the following characterization of the evaluation of welldesigned graph patterns.
PROPOSITION 4.5. Given a UNION-free well-designed graph pattern P , a dataset D, and a mapping μ, we have that μ ∈ [[ P ]] D if and only if μ is a maximal (with respect to ) partial solution for P over D.

PROOF. (⇒) The proof goes by induction on P . For the basis case, suppose P is a triple pattern t. Given that dom(μ) = var(t) for every μ ∈ [[ P ]] D , we have that each μ ∈ [[ P ]] D is a maximal (with respect to ) partial solution for P over D.
For the inductive step, we need to consider three cases.
(1) Suppose that P = (P 1 AND P 2 ). If
By induction hypothesis, μ 1 and μ 2 are maximal partial solutions for P 1 and P 2 , respectively. Thus, μ is a partial solution for P = (P 1 AND P 2 ), and we only need to show that μ is maximal. Suppose that there is a partial solution μ for P such that μ μ . We need to show that μ = μ to prove that μ is maximal. Given that μ is a partial solution for P , we have that μ ∈ [[(and(P 1 ) AND and(P 2 ))]] D for some P 1 P 1 and P 2 P 2 , and μ = μ 1 ∪ μ 2 for μ 1 and μ 2 partial solutions for P 1 and P 2 , respectively. By maximality of μ 1 and μ 2 , we have that μ 1 μ 1 and μ 2 μ 2 , and, hence, μ = μ 1 ∪ μ 2 μ 1 ∪ μ 2 = μ, which implies that μ = μ.
(2) Suppose that P = (P 1 OPT P 2 ). We need to consider two subcases.
By induction hypothesis, μ 1 and μ 2 are maximal partial solutions for P 1 and P 2 , respectively, implying that μ is a partial solution for P . To prove the maximality of μ, suppose that there is a partial solution μ for P such that μ μ . We need to prove that μ = μ . Now, we have that either μ ∈ [[(and(P 1 ) AND and(P 2 ))]] D for P 1 P 1 and P 2 P 2 , or μ ∈ [[and(P 3 )]] D for some P 3 P 1 . In the former case, we proceed exactly as in (1) to prove that μ = μ. For the latter case, we have that μ is a partial solution for P 1 and then by the maximality of μ 1 we obtain μ μ 1 μ, which also implies that μ = μ.
by induction hypothesis we know that μ is a maximal partial solution for P 1 . Furthermore, since P 1 P , we obtain that μ is a partial solution for P . Now, suppose that there is a partial solution μ for P such that μ μ . Again we need to show that μ = μ to prove the maximality of μ. This implies that there is a variable ?X ∈ dom(μ) ∩ dom(ν) such that μ(?X ) = ν(?X ). Given that μ 2 is compatible with both μ and ν, we have that ?X ∈ dom(μ 2 ) and, therefore, we have that ?X ∈ var(P 2 ) since dom(μ 2 ) = var(P 2 ) (given that μ 2 ∈ [[and(P 2 )]] D ). Since ν ∈ [[ P 2 ]] D , we know that ?X ∈ var(P 2 ), and we conclude that there is a subpattern (O 1 OPT O 2 ) of P 2 such that ?X ∈ var(O 2 ) and ?X ∈ var(O 1 ). But this contradicts the fact that P is well designed since ?X ∈ var(P 1 ) (given that ?X ∈ dom(μ) and
μ |= R. By induction hypothesis, μ is a maximal partial solution for P 1 and, hence, μ is a partial solution for P . Now suppose that there is a partial solution μ for P such that μ μ , again we need to show that μ = μ . Now, μ ∈ [[and(P 1 )]] D for P 1 P 1 , that is, μ is a partial solution for P 1 . Thus, by maximality of μ as a partial solution for P 1 , we conclude that μ μ. (1) μ is not a partial solution for P or, (2) μ is a partial solution for P but it is not maximal. We first show that it can be tested in polynomial time whether a mapping is a partial solution for a pattern.
CLAIM 4.7. Given a UNION-free well-designed pattern P , a dataset D, and a mapping μ, it can be tested in polynomial time whether μ is a partial solution for P over D.
The proof of the claim can be found in the Appendix.
We now provide a nondeterministic polynomial-time algorithm to test
The algorithm first checks in polynomial time whether μ is not a partial solution for P over D (condition (1)), and if this is the case, it returns true. Otherwise, the algorithm guesses a mapping μ , and then checks, in polynomial time, whether μ is also a partial solution for P over D such that μ μ and μ μ (condition (2)). If this is the case, then the algorithm returns true since μ is not a maximal partial solution for P .
To complete the proof, we show that EVALUATION is coNP-hard for welldesigned graph patterns. We provide here a simple polynomial-time reduction from the complement of the 3-COLORABILITY problem for graphs. An instance of 3-COLORABILITY is an undirected graph G = (N , E) , and the problem is to verify whether there exists a function f : N → {0, 1, 2} such that, for every (u, v) ∈ E it holds that f (u) = f (v). If such a function exists for G, then we say that G is 3-colorable. It is well known that 3-COLORABILITY is an NP-complete problem [Garey and Johnson 1979] .
In the reduction we use a fixed dataset. In the hardness part of the previous proof, we use a pattern including only AND and OPT operators. Thus, we also have the following result.
COROLLARY 4.8. EVALUATION is coNP-complete for well-designed graph pattern expressions constructed by using only AND and OPT operators.
The characterization of the evaluation of well-designed graph patterns in Proposition 4.5 can be extended to patterns in UNION normal form. For a well-designed pattern in UNION normal form P = (P 1 UNION P 2 UNION · · · UNION P n ), a mapping μ, and a dataset D, it holds that μ ∈ [[ P ]] D if and only if μ is a maximal partial solution (with respect to ) for some P i (1 ≤ i ≤ n). Then the evaluation problem for well-designed patterns in UNION normal form is still in coNP: To test whether μ is not in [[P ] ] D , we only have to check whether μ is not a partial solution for every P i (condition (1) in the proof of Theorem 4.6), and for every i such that this test fails, we have to guess a mapping μ i that shows that μ is not a maximal partial solution for P i (condition (2) in the proof of Theorem 4.6). Thus, we have the following corollary.
COROLLARY 4.9. EVALUATION is coNP-complete for well-designed graph pattern expressions in UNION normal form.
Optimization of Well-Designed Patterns
Due to the evident similarity between certain operators of SPARQL and relational algebra, a natural question is whether the classical results of normal forms and optimization for relational algebra are applicable in the SPARQL context. The answer is not straightforward, at least for the case of optional patterns and its relational counterpart, the left-outer join. The classical results about outer-join query reordering and optimization by Galindo-Legaria and Rosenthal [1997] are not directly applicable in the SPARQL context because they assume constraints on the relational queries that are rarely satisfied in SPARQL. The first and most problematic issue is the assumption on predicates used for joining/outer-joining relations to be null-rejecting [GalindoLegaria and Rosenthal 1997] . A predicate p is null-rejecting if it evaluates to false (or undefined) whenever a null value is used in p. In SPARQL, those predicates are implicit in the variables that graph patterns share and, by the definition of compatible mappings, they are never null-rejecting. In fact, people who have developed algorithms for translating SPARQL queries into relational algebra and SQL queries (e.g. Cyganiak [2005] ) have used NULL to represent unbound variables, IS NULL in predicates for joining/outer-joining, and COALESCE for merging the values of different columns into a single column. These features are explicitly prohibited in Galindo-Legaria and Rosenthal [1997] since they may imply a violation of the null-rejecting requirement (see the related work for further discussion on these topics). Since the application of classical results is not straightforward, it would be desirable to develop specific techniques in the SPARQL context. In what follows, we show that the property of being well designed has important consequences for the study of normalization and optimization for SPARQL. PROPOSITION 4.10. Let P 1 , P 2 , and P 3 be graph pattern expressions and R a built-in condition. Consider the rewriting rules.
((P 1 OPT P 2 ) FILTER R) −→ ((P 1 FILTER R) OPT P 2 ) (7) (P 1 AND (P 2 OPT P 3 )) −→ ((P 1 AND P 2 ) OPT P 3 ) (8) ((P 1 OPT P 2 ) AND P 3 ) −→ ((P 1 AND P 3 ) OPT P 2 ) (9)
Let P be a UNION-free well-designed pattern, and assume that P is a pattern obtained from P by applying either rule (7), or rule (8), or rule (9). Then P is a UNION-free well-designed pattern equivalent to P .
PROOF. It is straightforward to prove that the application of rules (7), (8), and (9) preserve the property of being well designed. Thus, we only show here that the application of these rules does not affect the evaluation of the pattern. 
Consider now case (a). We know that μ 1 ∪ μ 2 |= R (since μ = μ 1 ∪ μ 2 and μ |= R). Next we show that also μ 1 |= R, and then
Given that ((P 1 OPT P 2 ) FILTER R) is well designed, if a variable ?X occurs in R and in P 2 , then ?X also occurs in P 1 . Moreover, ?X occurs in every pattern O P 1 , and then, by Claim 4.4, it holds that ?X ∈ dom(μ 1 ) for every μ 1 ∈ [[ P 1 ]] D . We conclude that, for every ?X such that ?X ∈ var(R) and ?X ∈ dom(μ 2 ), it holds that ?X ∈ dom(μ 1 ). Therefore, from μ 1 ∪ μ 2 |= R, we obtain that μ 1 |= R.
We show now that Next we show that it is also the case that μ |= R, and, thus, μ ∈ [[((P 1 OPT P 2 ) FILTER R)]] D . As in the previous part of the proof, using the fact that the pattern ((P 1 OPT P 2 ) FILTER R) is well designed and Claim 4.4, it can be shown that, for every variable ?X such that ?X ∈ var(R) and ?X ∈ dom(μ 2 ), it holds that ?X ∈ dom(μ 1 ). Then given that μ 1 and μ 2 are compatible and μ 1 |= R, we conclude that μ 1 ∪ μ 2 |= R and, thus, μ |= R. 
is not compatible with μ 3 , we have that either μ 2 is not compatible with μ 3 , or μ 1 is not compatible with μ 3 . If μ 2 is not compatible with μ 3 , then there is nothing to prove. Thus, assume that μ 1 is not compatible with μ 3 . Then there exists a variable ?X such that ?X ∈ dom(μ 1 ), ?X ∈ dom(μ 3 ), and μ 1 (?X ) = μ 3 (?X ). This last statement implies that ?X ∈ var(P 1 ) and ?X ∈ var(P 3 ). Given that pattern (P 1 AND (P 2 OPT P 3 )) is well designed, and given that ?X ∈ var(P 1 ) and ?X ∈ var(P 3 ), we obtain that ?X ∈ var(P 2 ). Furthermore, we know that for every pattern O P 2 , it is the case that ?X ∈ var(O), otherwise we would obtain a contradiction with the fact that (P 1 AND (P 2 OPT P 3 )) is well designed. Hence, by applying Claim 4.4, we conclude that ?X ∈ dom(μ 2 ). Thus, given that ?X ∈ dom(μ 1 ), μ 1 and μ 2 are compatible mappings and μ 1 (?X ) = μ 3 (?X ), we obtain that μ 2 is not compatible with μ 3 . That was to be shown.
Rule (9) Follows from rule (8) and the commutativity of the AND operator.
It is worth mentioning that the previous rules are not applicable to nonwell-designed graph patterns. For example, consider dataset D = {(1, a, 1), (2, a, 2), (3, a, 3)} and nonwell-designed pattern P = ((?X , a, 1) AND ((?Y, a, 2) OPT (?X , a, 3))).
The evaluation of P results in the empty set of mappings. If we apply rule (8) to P , we obtain pattern P = (((?X , a, 1) AND (?Y, a, 2)) OPT (?X , a, 3) ). The evaluation of P results in the set {{?X → 1, ?Y → 2}} and, thus, we have that
We say that a UNION-free graph pattern P is in OPT normal form if either: (1) P is constructed by using only the AND and FILTER operators, or (2) P = (O 1 OPT O 2 ), with O 1 and O 2 patterns in OPT normal form. For example, consider a pattern: t 1 AND t 2 ) FILTER R 1 ) OPT (t 3 OPT ((t 4 FILTER R 2 ) AND t 5 ))) OPT (t 6 FILTER R 3 )), where every t i is a triple pattern, and every R j is a built-in condition. Then P is in OPT normal form. The following theorem shows that for every well-designed graph pattern, an equivalent pattern in OPT normal form can be efficiently obtained.
THEOREM 4.11. For every UNION-free well-designed pattern P , an equivalent pattern in OPT normal form can be obtained after O(|P |
2 ) applications of rules (7) through (9).
PROOF. Let α 1 , α 2 , . . . , α k be an enumeration of the subpatterns of P of the form either (P 1 AND P 2 ), or (P 1 FILTER R), or (P 1 OPT P 2 ). For instance, let P be pattern ((((t 1 OPT t 2 ) AND (t 3 AND (t 4 AND (t 1 OPT t 2 ))))) FILTER R), where t 1 , t 2 , t 3 , t 4 are triple patterns and R is a built-in condition. Then the following sequence is an enumeration of the subpatterns of P of the form mentioned before: α 1 = (t 1 OPT t 2 ), α 2 = (t 1 OPT t 2 ), α 3 = (t 4 AND (t 1 OPT t 2 )), α 4 = (t 3 AND (t 4 AND (t 1 OPT t 2 ))), α 5 = (((t 1 OPT t 2 ) AND (t 3 AND (t 4 AND (t 1 OPT t 2 ))))), and α 6 = P . Consider, for every subpattern α of the form (O 1 OPT O 2 ), a measure d (α) defined as follows: d (α) is the number of patterns β of the form either (Q 1 AND Q 2 ), or (Q 1 FILTER R), such that α is a subpattern of β in P . In other words, d (α) represents the number of AND and FILTER operators in a traversal of the parse tree of P from α to the root. In the preceding example, d (α 1 ) = 2 and d (α 2 ) = 4.
For the entire pattern P , define measure D(P ) as the sum of the measures d (α) for every OPT subpattern α of P . In the example previous, we have that D(P ) = 6. By a simple induction argument, it can be shown that P is in OPT normal form if and only if D(P ) = 0. Also notice that d (α) is linear in the size of P , and then, measure D(P ) is quadratic in the size of P . Now, the application of every one of the rules (7) through (9) to a pattern P decreases D(P ). Specifically, if P is obtained from P by applying one of the rules (7) through (9), then D(P ) < D(P ). From this last argument plus the fact that D(P ) is quadratic in the size of P , we conclude that a pattern P such that P ≡ P and D(P ) = 0, can be obtained from P after O(|P | 2 ) applications of rules (7) through (9). This concludes the proof of the theorem.
The application of rules (7) through (9) may have a considerable impact in the cost of evaluating graph patterns. One can measure this impact by analyzing the intermediate sizes of the sets of mappings produced when evaluating a pattern. By the semantics of the OPT operator, when evaluating an expression of the form (P 1 OPT P 2 ) over a dataset D, the number of mappings obtained is at least the number of mappings obtained when evaluating P 1 over D. In other words, the application of the OPT operator never implies a reduction in the size of the intermediate results in the evaluation of a graph pattern expression. In contrast, it is clear that operators AND and FILTER may imply a reduction in the size of intermediate results. Thus, for optimization purposes, it would be convenient to perform all the AND and FILTER operations first, delaying the OPT operations to the last step of the evaluation. A pattern in OPT normal form has its operators ordered in a way that the bottom-up evaluation of the pattern follows exactly this strategy: All AND and FILTER operations are executed prior to the execution of the OPT operations.
RELATED WORK
As we mentioned before, this article is an extended and revised version of Pérez et al. [2006a] . Our first goal in Pérez et al. [2006a] was to introduce a formal semantics for SPARQL. At the time when Pérez et al. [2006a] was published, there were two main proposals for the semantics of graph pattern expressions. The first was an operational semantics, consisting essentially in the execution of a depth-first traversal of parse trees of graph patterns, and the use of the intermediate results to avoid some computations. At that time, this approach was followed by ARQ [ARQ 2006 ] (a language developed by HPLabs), and by the W3C when evaluating graph pattern expressions containing nested optionals [Seaborne 2006 ]. For instance, the computation of the mappings satisfying (A OPT (B OPT C)) was done by first computing the mappings that match A, then checking which of these mappings match B, and for those who match B checking whether they also match C [Seaborne 2006 ]. The second approach, compositional in spirit and the one advocated in Pérez et al. [2006a] , extended classical conjunctive query evaluation [Gutierrez et al. 2004] , and was based on a bottom-up evaluation of parse trees of graph pattern expressions, borrowing notions of relational algebra evaluation [Cyganiak 2005; Harris and Shadbolt 2005] plus some additional features.
Our second goal in Pérez et al. [2006a] was to study some fundamental properties of the compositional semantics proposed in that paper. In particular, we provided in Pérez et al. [2006a] some complexity bounds for the evaluation problem for graph pattern expressions, and we compared our compositional semantics with the depth-first traversal semantics mentioned earlier. In fact, the notion of well-designed pattern was proposed in Pérez et al. [2006a] as a simple condition under which the semantics mentioned before coincide.
Currently, the official specification of SPARQL [Prud'hommeaux and Seaborne 2008] , endorsed by the W3C, formalizes a semantics based on our work [Pérez et al. 2006a [Pérez et al. , 2006b Arenas et al. 2007 ]. Thus, the motivation of this article is different from the motivation of Pérez et al. [2006a] . In the first place, a more thorough analysis of the complexity of the evaluation problem for graph pattern expressions is given in this article. Special attention is paid to the proofs of the complexity lower bounds, which were not provided in Pérez et al. [2006a] . These proofs help in identifying cases where graph pattern expressions are difficult to evaluate. In the second place, since graph patterns tend to satisfy the well-designed condition introduced in Pérez et al. [2006a] , in this article we study the complexity of the evaluation problem for this class of graph pattern expressions. In particular, we prove that the evaluation problem for welldesigned graph pattern expressions is coNP-complete. It should be noticed that no complexity bounds for this problem were provided in Pérez et al. [2006a] . The coNP upper bound shows that the notion of well-designed pattern is a promising direction for further research, as these expressions can be evaluated more efficiently than general graph patterns (assuming that coNP = PSPACE). In fact, in this article we also show that well-designed patterns are suitable for reordering and optimization, and provide several rewriting rules whose application may have a considerable impact in the cost of evaluating SPARQL queries.
In the rest of this section, we continue with the review of the related work. In Section 5.1, we discuss previous work on the semantics of SPARQL. In Section 5.2, we consider other proposals for query languages for RDF. Finally, in Section 5.3, we consider the related work on complexity and optimization of classical query languages. Cyganiak [2005] presents a relational model of SPARQL. The author uses modified versions of the standard relational algebra operators (join, left-outer join, projection, selection, etc.) to model SPARQL SELECT clauses. The central idea in Cyganiak [2005] is to make a correspondence between SPARQL queries and relational algebra queries over a single relation Triple (subject, predicate, object) , that stores RDF graphs in the form of triples. The author discusses some drawbacks of using classical relational algebra operators to define the semantics of SPARQL and identifies cases in which his formalization does not match the SPARQL official specification. Additionally, a translation system between SPARQL and SQL is also outlined in Cyganiak [2005] . The system extensively use COALESCE and IS NULL/IS NOT NULL operators to accurately resemble some SPARQL features. With different motivations, but similar philosophy, Harris and Shadbolt [2005] present an implementation of a simple fragment of SPARQL in a relational database engine. They use relational algebra operators similar to the ones used in Cyganiak [2005] .
Semantics of SPARQL
As noted in Cyganiak [2005] , the treatment of null values is the major problem encountered when trying to specify the semantics of SPARQL using standard relational algebra. Since mappings must be modeled as relational tuples, null values need to be used to model unbounded variables in graph pattern evaluation. Zaniolo introduces in Zaniolo [1984] a formal algebra to deal with null values in relational databases. The author interprets null values as standing for "no information," as opposed with the more complex "unknown" and "nonexistent" interpretations [Imielinski and Lipski 1984] . In Zaniolo [1984] , a relation with null values is defined as a set of tuples of not necessarily the same arity that possibly contain null values in some of its components. The author then defines operations over those relations with nulls that generalize the standard relational algebra operations. The treatment of null values in Zaniolo [1984] matches the treatment of unbounded variables in SPARQL. Thus, the operators over sets of mappings introduced in Section 2 can be easily modeled within the framework of Zaniolo [1984] . Although the formalization in Zaniolo [1984] can be used to define the SPARQL semantics, we follow a simplified approach formalizing only what is strictly necessary in the SPARQL context, and thus simplifying the subsequent study of the language.
de Bruijn et al. [2005] study the semantics of the conjunctive fragment of SPARQL (graph patterns using only the AND operator, plus SELECT clause) from a logical point of view. It slightly differs from the definition in Prud'hommeaux and Seaborne [2008] on the issue of blank nodes. Although de Bruin et al.'s definition allows blank nodes in graph patterns, it is similar to our definition (where blanks nodes are not allowed in patterns). In their approach, blanks play the role of "nondistinguished" variables, that is, variables that are not presented in the answer.
In Polleres [2007] , Polleres studies the problem of translating SPARQL queries into Datalog queries. Based on our previous work [Pérez et al. 2006a ], the author proposes three different semantics: (1) bravely-joining, (2) cautiously-joining, and (3) strictly-joining semantics. These semantics are obtained by strengthening the notion of compatible mappings, and thus strengthening the conditions under which unbound variables are joined. Strictly-joining semantics essentially resembles the inner-join condition of SQL, allowing a simple translation into Datalog. Bravely-joining semantics coincide with the semantics presented in Section 2. To translate bravely-joining semantics into Datalog, a special predicate BOUND(·) is needed to test whether a variable is bounded to a nonnull value. As a result, the translation generates a program with disjunctions in the bodies of the rules that extensively uses ¬BOUND(·). The program is then transformed into Datalog by using standard techniques [Polleres 2007 ].
Semantics of RDF Query Languages
There are several works on the semantics of RDF query languages which tangentially touch the issues addressed in the definition of SPARQL. Gutierrez et al. [2004] discuss the basic issues of the semantics and complexity of a conjunctive query language for RDF, which underlies the basic evaluation approach of SPARQL. Haase et al. [2004] present a comparison of functionalities of pre-SPARQL query languages, many of which served as inspiration for the constructs of SPARQL. Another in-depth comparison of RDF query languages (including SPARQL), in terms of their constructs and evaluation methods, can be found in Furche et al. [2006] . Nevertheless, neither Haase et al. [2004] nor Furche et al. [2006] presents formal semantics for the languages compared.
The idea of having an algebraic query language for RDF is not new. In fact, there are several proposals. Chen et al. [2005] present a set of operators for manipulating RDF graphs, Frasincar et al. [2004] study algebraic operators on the lines of the RQL query language [Karvounarakis et al. 2002] , and Robertson [2004] introduces an algebra of triadic relations for RDF. Although these authors show the power of having an algebraic approach for querying RDF, it is not clear how to model SPARQL using the frameworks introduced by them.
Finally, Serfiotis et al. [2005] study RDFS query fragments using a logical framework, presenting results on the classical database problems of containment and minimization of queries for a model of RDFS. They concentrate on patterns using the RDFS vocabulary of classes and properties in conjunctive queries, making the overlap with our fragment and approach almost empty.
Complexity and Optimization
A natural question is whether some of the complexity lower bounds of Section 3 can be obtained by first mapping a known query language Q into SPARQL graph patterns, and then using complexity lower bounds for the evaluation of Q-queries. The first natural candidate is relational algebra/SQL. To the best of our knowledge, there is no complexity study of the fragment of relational algebra/SQL including outer-join, outer-union, and IS NULL (IS NOT NULL) in join, outer-join, and selection predicates. Thus, we cannot directly obtain complexity bounds from relational algebra. Although the complexity of querying incomplete databases has been extensively studied for different settings and interpretations of null values (refer to Abiteboul et al. [1991] ), to the best of our knowledge, there is no complexity study for the fragment of the relational algebra with null values introduced in Zaniolo [1984] that corresponds to the fragment of SPARQL studied in this article. Another natural question is whether one can obtain the PSPACE-hard lower bounds of Theorems 3.3 and 3.4 directly from the lower bound for the evaluation of firstorder logic queries. The answer again is negative since, in the fragment of SPARQL we consider, we do not allow projection and then existential quantification cannot be simulated. On the contrary, the complexity bounds for SPARQL presented in Section 3 can be used to derive results for extensions (or fragments) of known query languages (e.g., relational algebra/SQL plus outerjoin and outer-union, and the relational algebra with null values presented in Zaniolo [1984] ).
We now discuss previous work related with well-designed graph patterns. The notion of join-tree [Beeri et al. 1983] has been widely used for studying optimization of conjunctive queries. Let T = (N , E) be a tree such that every node a ∈ N is labeled with set of variables V (a). Tree T is a join-tree if and only if, for every path (a 1 , a 2 , . . . , a n ) in T , and every ?X ∈ V (a 1 ) ∩ V (a n ), it holds that ?X ∈ V (a i ) for every i ∈ {1, . . . , n}. It turns out that the join-tree condition can be used to test whether a SPARQL graph pattern is well designed. Consider the parse tree T P of a UNIONfree graph pattern P . For example, Figure 1 . Now, consider tree J P constructed by recursively labeling the nodes of T P as follows. For a subpattern P of P , its label V (P ) is:
(1) var(P ) if P is either a triple pattern t or a built-in condition R; (2) V (P 1 ) ∪ V (P 2 ) if P = (P 1 AND P 2 ); (3) V (P 1 ) ∪ V (R) if P = (P 1 FILTER R); (4) V (P 1 ) if P = (P 1 OPT P 2 ). It is straightforward to show that a pattern P is well designed if and only if P is safe and its associated labeled tree J P is a join-tree. For example, Figure 1(b) shows the labeled tree J P for the pattern P of Figure 1 (a). J P is not a join-tree since both paths from the node with label {?Y, ?Z } to the nodes with label {?Z , ?V }, violate the condition for join trees. Therefore, P is not well designed. The well-designed condition for graph patterns was initially motivated by a variation of this join-tree condition. We decide to keep Definition 4.1 for simplicity.
Although the notions of well-designed pattern and join-tree are related, the optimization results for the evaluation of relational join queries based on join-trees cannot be used for general well-designed patterns. The optimization of relational join queries via join-trees rests in the fact that joins are associative and commutative, and thus queries can be reordered in several ways without affecting the output. These properties are violated by welldesigned patterns since these patterns are constructed by using AND, OPT, and FILTER operators, and, for example, OPT is neither associative nor commutative.
There is an important amount of work on the problem of optimizing the evaluation of conjunctive queries [Chandra and Merlin 1977; Yannakakis 1981; Beeri et al. 1983; Gottlob et al. 2001 ] (see also Abiteboul et al. [1995] ). All these results can be almost directly used to optimize the evaluation of the conjunctive fragment of SPARQL graph patterns, that is, patterns constructed by using only the AND operator. As we have mentioned, the OPT operator can be simulated by using the relational algebra/SQL outer-join operator plus some additional features to deal with null values. What is not straightforward in this case is the application of classical outer-join optimization results to OPT graph patterns. The classical results about outer-join query reordering and optimization by Galindo-Legaria and Rosenthal [1997] are not directly applicable in the SPARQL context. In Galindo-Legaria and Rosenthal [1997] , two restrictions are imposed on queries containing outer-joins: (a) all predicates used for joining and outer-joining relations must be null-rejecting, (b) predicates used in outer-joins must mention only two relations. A predicate p is null-rejecting if it evaluates to false (or undefined) whenever a null value is used in p. For example, a predicate like A = B OR A IS NULL, used in the WHERE clause of an SQL query, is not null-rejecting since it evaluates to true if A is a null value. Another type of queries that violate the null-rejecting condition are "queries that coalesce values from multiple sources into a single column and then compute predicates on the coalesced column" [Galindo- Legaria and Rosenthal 1997] . Both IS NULL and COALESCE are explicitly prohibited in Galindo-Legaria and Rosenthal [1997] , although both features are needed to accurately map SPARQL into relational algebra/SQL. Therefore, in general, SPARQL queries violate restriction (a) just given. Regarding restriction (b), the predicates used for outer-joining graph patterns in SPARQL are implicit in the variables that the patterns share, and then several parts of a graph pattern could be mentioned when performing an outer-join. In Bhargava et al. [1995] , Braghava et al. relax restriction (b) by using hypergraphs to study the reorderability of outer-join queries. However, the restriction of predicates being null-rejecting is still imposed in Bhargava et al. [1995] . Then a possible way to optimize SPARQL queries is to map SPARQL graph patterns into relational algebra/SQL queries, check whether some of the IS NULL and COALESCE operations generated are not necessary or do not violate the null-rejection condition, and then apply the optimization rules in Galindo-Legaria and Rosenthal [1997] and Bhargava et al. [1995] . In our work, we follow an alternative approach by developing specific rules for reordering and optimizing the fragment of well-designed SPARQL graph patterns.
CONCLUSIONS
The query language SPARQL has been in the process of standardization since 2004. In this process, the semantics of the language has played a key role. A formalization of a semantics is beneficial on several grounds: help identify relationships among the constructors that stay hidden in the use cases, identify redundant and contradicting notions, study the expressiveness and complexity of the language, help in optimization, etc.
In this article, we provide such a formal semantics for the graph patternmatching facility, which is the core of SPARQL. We isolate a fragment which is rich enough to present the main issues and favor a good formalization. Furthermore, we study several properties of SPARQL. We present a thorough analysis of the complexity of the evaluation of graph patterns showing, among other results, that unlimited use of optional parts in graph patterns could lead to high complexity, namely PSPACE. In this respect, we introduce the class of welldesigned graph patterns, where the query evaluation problem can be solved more efficiently. This class is defined by imposing a simple and natural syntactic restriction on optional parts. We also prove that well-designed patterns are suitable for reordering and optimization, and provide several rewriting rules whose application may have a considerable impact in the cost of evaluating SPARQL queries.
APPENDIX A. PROOFS
A.1 Proof of Lemma 3.7
(1) To prove that ((P 1 UNION P 2 ) OPT P 3 )) ≡ ((P 1 OPT P 3 ) UNION (P 2 OPT P 3 )), we consider two cases. First, we show that for every RDF dataset D, we have that 
This concludes the proof of the equivalence of ((P 1 UNION P 2 ) OPT P 3 ) and ((P 1 OPT P 3 ) UNION (P 2 OPT P 3 )).
(2) Clearly, for every RDF dataset D and built-in condition R, we have that
Thus, we only need to show that for every RDF dataset D and builtin condition R, it is the case that [[((
A.2 Proof of Claim 4.4
The proof is by induction on the structure of pattern Q. If Q is a triple pattern, then the property trivially holds. For the inductive step, first suppose that Q = (Q 1 AND Q 2 ). Since ?X ∈ var(Q ) for every Q Q, we have that ?X ∈ var(Q 1 ) for every 
Since Q is safe, if ?X ∈ var(Q) then ?X ∈ var(Q 1 ), and, thus, we have that ?X ∈ var(Q 1 ) for every Q 1 Q 1 . By induction hypothesis, we have that ?
A.3 Proof of Claim 4.7
To prove the claim, we show that the following properties hold for every mapping μ, pattern P , and dataset D. Let R μ = {P P | dom(μ) = var(P )}.
(a) If R μ is not empty, then there exists an element P μ ∈ R μ such that P μ P for every P ∈ R μ , that is, P μ is a minimum (with respect to ) element of R μ . (b) Deciding whether R μ is empty can be done in polynomial time in the size of P and μ. Moreover, if R μ is not empty, pattern P μ can be constructed in polynomial time in the size of P and μ. Using these properties and Theorem 3.1, it is straightforward to see that we can test in polynomial time whether μ is a partial solution for P over D: we first check whether R μ is not empty, and if this is the case, we construct P μ and check in polynomial time (Theorem 3.1) whether μ ∈ [[and(P μ 
Throughout the proof, we use the following terminology. Given a pattern P , we say that α 1 , . . . , α k is an OPT-enumeration for P if α 1 , . . . , α k is an enumeration of all the subpatterns of P of the form (P 1 OPT P 2 ). For example, if P = ((t 1 OPT t 2 ) AND (t 2 OPT (t 1 OPT t 2 ))), then α 1 = (t 1 OPT t 2 ), α 2 = (t 2 OPT (t 1 OPT t 2 )) and α 3 = (t 1 OPT t 2 ) is an OPT-enumeration for P . Fix an OPT-enumeration α 1 , . . . , α k for a pattern P . We say that I ⊆ {1, . . . , k} is consistent with α 1 , . . . , α k if for every i, j ∈ {1, . . . , k}, if i ∈ I , α j = (P 1 OPT P 2 ) and α i is a subpattern of P 2 , then j ∈ I . Given I ⊆ {1, . . . , k} consistent with α 1 , . . . , α k , define P I as a reduction of P obtained by replacing every subpattern α j = (P 1 OPT P 2 ) by P 1 if j ∈ {1, . . . , k} \ I . Intuitively, the indexes in I represent the OPT subpatterns of P that were not reduced when obtaining P I . Following the previous example, the set {2, 3} is consistent with the OPT-enumeration α 1 = (t 1 OPT t 2 ), α 2 = (t 2 OPT (t 1 OPT t 2 )) and α 3 = (t 1 OPT t 2 ) of P = ((t 1 OPT t 2 ) AND (t 2 OPT (t 1 OPT t 2 ))), and P {2,3} = (t 1 AND (t 2 OPT (t 1 OPT t 2 ))). Similarly, we have P {1,2} = ((t 1 OPT t 2 ) AND (t 2 OPT t 1 )), and P {1} = ((t 1 OPT t 2 ) AND t 2 ). We note that {1, 3} is not consistent with the previous OPT-enumeration.
For every P P , there exists a unique I P ⊆ {1, . . . , k} such that P = P I P . Furthermore, given two reductions P 1 and P 2 of P , we have that P 1 P 2 if and only if I P 1 ⊆ I P 2 , and, if P 1 P 2 denotes the maximal (with respect to ) element of {P | P P 1 and P P 2 }, then I P 1 P 2 = I P 1 ∩ I P 2 . For instance, in the example of the previous paragraph we have that P {2,3} P {1,2} = P {2} = (t 1 AND (t 2 OPT t 1 )).
We now proceed with the proof. Let D be a dataset, P a well-designed pattern, and μ a mapping, and let R μ and P μ be as defined earlier.
(a) For the sake of contradiction, assume that R μ = ∅ and R μ does not have a minimum element with respect to . Then given that R μ = ∅ and R μ is finite, we know that R μ has at least two distinct minimal elements P 1 , P 2 ∈ R μ , that is, for every P ∈ R μ , we have that P P 1 and P P 2 . In particular, we have that P 1 P 2 and P 2 P 1 . Next we show that var(P 1 P 2 ) var(P 1 ). On the contrary, assume that var(P 1 P 2 ) = var(P 1 ). Then given that var(P 1 P 2 ) = var(P 1 ) = dom(μ), we have that P 1 P 2 ∈ R μ , which contradicts the minimality of P 1 since P 1 P 2 P 1 (given that P 1 P 2 P 2 and P 1 , P 2 are distinct minimal elements of R μ ). In the same way, we conclude that var(P 1 P 2 ) var(P 2 ). Therefore, given that var(P 1 ) = dom(μ) = var(P 2 ), there exists a variable ?X such that ?X ∈ dom(μ) and ?X / ∈ var(P 1 P 2 ). Hence, if α 1 , . . . , α k is an OPT-enumeration for P , then there exist i, j ∈ {1, . . . , k} such that (1) α i = (O 1 OPT O 2 ), i ∈ I P 1 , i ∈ I P 1 P 2 , ?X ∈ var(O 2 ) and ?X / ∈ var(O 1 ), and (2) α j = (Q 1 OPT Q 2 ), j ∈ I P 2 , j ∈ I P 1 P 2 , ?X ∈ var(Q 2 ) and ?X / ∈ var(Q 1 ). Given that i ∈ I P 1 and i ∈ I P 1 P 2 , we have that i ∈ I P 2 (since I P 1 P 2 = I P 1 ∩ I P 2 ), and given that j ∈ I P 2 and j ∈ I P 1 P 2 , we have that j ∈ I P 1 . Thus, we conclude that i = j . Next we show that the existence of i and j leads to a contradiction.
First note that α j is not a subpattern of α i : (1) α j is not a subpattern of O 1 since ?X / ∈ var(O 1 ) and ?X ∈ var(Q 2 ), and (2) α j is not a subpattern of O 2 since I P 2 is consistent with the OPT-enumeration of P and j ∈ I P 2 but i / ∈ I P 2 . Moreover, we also have that α i is not a subpattern of α j : (1) α i is not a subpattern of Q 1 since ?X / ∈ var(Q 1 ) and ?X ∈ var(O 2 ), and (2) α i is not a subpattern of Q 2 since I P 1 is consistent with the OPT-enumeration of P and i ∈ I P 1 but j / ∈ I P 1 . Therefore, we only need to consider the case where α i is not a subpattern of α j and α j is not a subpattern of α i . In this case, we conclude that P is not well designed since α i = (O 1 OPT O 2 ), ?X ∈ var(O 2 ), ?X ∈ var(O 1 ) and ?X ∈ var(α j ), which contradicts the hypothesis of the claim. This concludes the proof of part (a). (b) In order to prove this part of the claim, we present an algorithm that has as input a pattern P and a mapping μ, and returns P μ if R μ is not empty, and null otherwise. To simplify the exposition of the algorithm, we need to introduce some terminology. Let α 1 , . . . , α k be an OPT-enumeration for P , and assume that the pattern α i = (P 1 OPT P 2 ) is such that P 2 does not contain OPT operators. Then we denote by P −i the reduction of P obtained by replacing (P 1 OPT P 2 ) by P 1 . Notice that for such an i, the set {1, . . . , k} \ {i} is consistent with α 1 , . . . , α k , and P −i = P {1,... ,k}\{i} .
Algorithm 2. FindMin (μ: mapping, P : pattern) P := P let E := α 1 , . . . , α k be an OPT-enumeration for P while there exists α i = (P 1 OPT P 2 ) in E, with P 2 not containing OPT operators and dom(μ) ⊆ var((P ) −i ) do P := (P ) −i update E to be an OPT-enumeration for P if var(P ) = dom(μ) return P else return null Algorithm 2 shows the procedure FindMin that given a pattern P and a mapping μ, returns P μ if R μ is not empty, and null otherwise. To prove the correctness of FindMin, we show first that, if R μ = ∅, the property P μ P is an invariant of the while loop. It is straightforward to prove that before the first iteration the property holds. Now, assume that P μ P and that α 1 , . . . , α k is an OPT-enumeration for P . Let α i = (P 1 OPT P 2 ) be an OPT subpattern of P such that P 2 does not contain OPT operators and dom(μ) ⊆ var((P ) −i ). We have to show that P μ (P ) −i . First note that, since P μ P and dom(μ) ⊆ var((P ) −i ) we obtain that P μ = P (otherwise P μ is not minimum in R μ ) and, thus, P μ P . Moreover, from P μ P we know that there exists a set I μ {1, . . . , k} consistent with α 1 , . . . , α k such that P μ = (P ) I μ . Now we show by contradiction that P μ (P ) −i . Assume then that P μ (P ) −i . Thus, since P μ P and P 2 does not contain OPT operators, we have that P 2 is necessarily a subpattern of P μ . This last fact implies that i ∈ I μ . Consider now the set I μ \ {i} and the pattern (P ) I μ \{i} . For the sake of simplicity, and slightly abusing notation, call (P μ ) −i to the pattern (P ) I μ \{i} . It is clear that (P μ ) −i P μ , and then by the minimality of P μ in R μ , we have that var((P μ ) −i ) dom(μ). Thus we have that there exists a variable, say ?X , such that ?X ∈ dom(μ) = var(P μ ), ?X ∈ var(P 2 ), but ?X / ∈ var((P μ ) −i ). Now, since we are assuming that dom(μ) ⊆ var((P ) −i ), we have that ?X ∈ var((P ) −i ). Moreover, since ?X ∈ var((P ) −i ), ?X / ∈ var((P μ ) −i ), and P μ = (P ) I μ , there necessarily exists j ∈ {1, . . . , k} such that j / ∈ I μ and α j = (O 1 OPT O 2 ), ?X ∈ var(O 2 ) but ?X / ∈ var(O 1 ). Next we show that the existence of j leads to our desired contradiction.
First note that α i is not a subpattern of α j : (1) α i is not a subpattern of O 1 since ?X / ∈ var(O 1 ) and ?X ∈ var(P 2 ), and (2) α i is not a subpattern of O 2 since I μ is consistent with the OPT-enumeration of P and j / ∈ I μ . Moreover, since P 2 does not contain OPT operators, we also have that α j is not a subpattern of P 2 . Therefore, we only need to consider two cases. -α j is a subpattern of P 1 . In this case. we conclude that P is not well designed since ?X ∈ var(O 2 ), ?X ∈ var(O 1 ) and ?X ∈ var(P 2 ). -α j is not a subpattern α i , and α i is not a subpattern of α j . In this case, we conclude that P is not well designed since ?X ∈ var(O 2 ), ?X ∈ var(O 1 ) and ?X ∈ var(α i ). Since P P , in both cases we obtain a contradiction with the fact that P is well designed. We have shown that P μ P is an invariant provided that R μ = ∅. We now use this invariant to prove the correctness of FindMin. We show first that, when the loop halts, if R μ = ∅ then P = P μ . On the contrary, assume that P = P μ . Given that R μ = ∅, we know that the invariant P μ P holds. Thus, given that P = P μ , we have that P μ P which contradicts the termination of the loop. We show now that when the loop halts, if R μ = ∅ then dom(μ) = var(P ). On the contrary, assume that dom(μ) = var(P ), then P ∈ R μ which contradicts the fact that R μ = ∅. We have shown that, when the loop halts, if R μ = ∅ then P = P μ , and if R μ = ∅ then dom(μ) = var(P ). Then FindMin returns P μ if R μ = ∅, and returns null otherwise. (c) (⇐) If R μ = ∅ and μ ∈ [[and(P μ )]] D , then μ is a partial solution for P since P μ P . (⇒) Assume that μ is a partial solution for P . Then there exists P P such that μ ∈ [[and(P )]] D . Thus, since P and P are safe we have that var(P ) = dom(μ) and, hence, R μ is not empty. Therefore, from (a) we have that R μ has a minimum (with respect to ) element P μ . In particular, we have that P μ P , which implies that [[and(P ) ]] D ⊆ [[and(P μ )]] D , since var(P ) = dom(μ) = var(P μ ), the only operators in and(P ) and and(P μ ) are AND and FILTER, and every filter condition in and(P μ ) is also present in and(P ). We deduce that μ ∈ [[and(P μ 
