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Given a metric continuum X , let 2X and C(X) denote the hyperspaces of all nonempty
closed subsets and subcontinua, respectively. For A, B ∈ 2X we say that B does not block A
if A ∩ B = ∅ and the union of all subcontinua of X intersecting A and contained in X − B
is dense in X . In this paper we study some sets of blockers for several kinds of continua.
In particular, we determine their Borel classes and, for a large class of locally connected
continua X , we recognize them as cap-sets.
© 2011 Elsevier B.V. All rights reserved.
In this paper we introduce the notion of a blocker in hyperspaces. We present some examples and develop a general
theory on blockers. Borel classes of some families of blockers are evaluated. For locally connected continua X which are not
separated by ﬁnite subsets the sets that block all subcontinua form a cap-set in the hyperspace 2X ; if X is an Euclidean
cube of dimension  3 the family of connected blockers is a cap-set in C(X). These latter results show that blockers appear
as important and natural phenomena in hyperspaces.
All continua in the paper are metric and nondegenerate. For a continuum X , we consider the following hyperspaces
2X = {A ⊂ X: A is closed and nonempty},
Cn(X) =
{
A ∈ 2X : A has at most n components},
C(X) = C1(X), C∞(X) =
⋃{
Cn(X): n ∈ N
}
,
Fn(X) =
{
A ∈ 2X : A has at most n points}
and
F (X) =
⋃{
Fn(X): n ∈ N
}
.
These hyperspaces are considered with the Hausdorff metric H .
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654 A. Illanes, P. Krupski / Topology and its Applications 158 (2011) 653–659Deﬁnition 0.1. Given two elements A, B ∈ 2X , we say that B blocks A (we also say that B is a blocker for A) provided that
for each continuous path α : [0,1] → 2X such that α(0) = A and α(1) = X , there exists t < 1 such that α(t) ∩ B 	= ∅. Given
a subspace H of 2X , we say that B blocks H (or B is a blocker for H) if B blocks each element A ∈ H. The family of all
blockers for H will be denoted by B(H).
If a path α : [0,1] → 2X satisﬁes B ∩⋃α([0,1)) = ∅ then α is said to omit B .
1. General properties of blockers
The following proposition contains some basic facts about blockers.
Proposition 1.1.
(a) If A, B ∈ 2X and A ∩ B 	= ∅, then B blocks A;
(b) If B ∈ 2X and intX (B) 	= ∅, then B ∈ B(2X );
(c) If A, B, D ∈ 2X , B ⊂ D and B blocks A, then D blocks A;
(d) If A, B, E ∈ 2X , A ⊂ E, B ∩ E = ∅ and B blocks E, then B blocks A;
(e) If K ⊂ H ⊂ 2X , then B(H) ⊂ B(K); if Ht ⊂ 2X , t ∈ T , then B(⋃t∈T Ht) =⋂t∈T B(Ht);
(f) If B ∈ 2X and X − B is disconnected, then B ∈ B(C(X));
(g) If B ∈ 2X , X − B has at least m components and m > n, then B ∈ B(Cn(X));
(h) if B ∈ 2X and X − B is the disjoint union of inﬁnitely many nonempty pairwise disjoint open subsets, then B ∈ B(2X ).
Proof. We only prove (d) and (h), the rest of the properties being easy to show. Take A, E and B as in (d) and suppose
that B does not block A. Then there exists a map α : [0,1] → 2X such that α(0) = A, α(1) = X and α omits B . The map
β : [0,1] → 2X given by β(t) = E ∪ α(t) is continuous, satisﬁes β(0) = E , β(1) = X and it omits B . This contradicts the fact
that B blocks E .
Now, let B be as in (h) and suppose that there exists A ∈ 2X such that B does not block A. By (a), A ∩ B = ∅. Suppose
that X − B = U1 ∪ U2 ∪ · · · , where the sets U1,U2, . . . are nonempty, pairwise disjoint, open subsets of X . We claim that
A ∩ Un 	= ∅ for each n. Suppose, to the contrary, that there exists m ∈ N such that A ∩ Um = ∅. Let α : [0,1] → 2X be
a map such that α(0) = A, α(1) = X and α omits B . Since α is continuous and α(1) = X , there exists s ∈ [0,1) such
that α(s) ∩ Um 	= ∅. Consider the sets J = {t ∈ [0,1): α(t) ⊂⋃{Un: n 	= m}} and K = {t ∈ [0,1): α(t) ∩ Um 	= ∅}. Then J
and K are open disjoint subsets of [0,1), 0 ∈ J , s ∈ K and, since α(t) ⊂⋃{Un: n  1} for each t ∈ [0,1), we obtain that
[0,1) = J ∪ K which contradicts the connectedness of [0,1). Thus, for each n ∈ N we can choose a point an ∈ A∩Un and take
a limit point a of the set {a1,a2, . . .}. Since the sets Un are open and pairwise disjoint, a /∈⋃{Un: n ∈ N}. Hence a ∈ A ∩ B ,
a contradiction. 
Example 1.2. Let X be the sin( 1x )-continuum.
Let B = ([0,1] × {−1,1}) ∩ X and A = ([0,1] × {0}) ∩ X . Then B does not block A. This shows that the condition (h)
in Proposition 1.1 cannot be changed to: X − B has inﬁnitely many components. Notice that B ∈ B(F (X)). This shows that
B(2X ) 	= B(F (X)).
Given A, B ∈ 2X such that A ⊂ B , an order arc from A to B is a continuous function α : [0,1] → 2X such that α(0) = A,
α(1) = B and s < t implies that α(s) ⊂ α(t). It is known [9, Theorem 15.3] that, if A ⊂ B , then there exists an order arc
from A to B if and only if each component of B intersects A. This fact implies that if A ∈ Cn(X) and α is an order arc
from A to B , then α(t) ∈ Cn(X) for each t ∈ [0,1], n = 1,2, . . . ,∞.
The following proposition shows several alternative ways to deﬁne blockers. In particular, it follows by (d) that blockers
can be described without using the structure of hyperspaces.
Proposition 1.3. Let A, B ∈ 2X be such that A 	= X. Then the following statements are equivalent.
(a) B does not block A;
(b) There exists an order arc β from A to X omitting B;
(c) There exists a sequence {An}∞n=1 of elements in 2X such that for each n ∈ N, An ⊂ An+1 , each component of An+1 intersects An,
A = A1 , clX (⋃{An: n ∈ N}) = X and (⋃{An: n ∈ N}) ∩ B = ∅;
(d) A ∩ B = ∅ and clX (⋃{D ∈ C(X): D ∩ A 	= ∅ and D ∩ B = ∅}) = X ;
(e) There exists a subcontinuum E of 2X such that A, X ∈ E and for each C ∈ E − {X}, C ∩ B = ∅.
Proof. (a) ⇒ (b). Suppose B does not block A. Let α : [0,1] → 2X be a map such that α(0) = A, α(1) = X , omitting B . To
see that (b) is satisﬁed, deﬁne β : [0,1] → 2X by β(t) =⋃{α(s): s ∈ [0, t]}.
(b) ⇒ (c). Let β be as in (b) and deﬁne An = β( n ).n+1
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(d) ⇒ (c). Let {p1, p2, . . .} be a dense subset of X . For each n ∈ N, let Dn ∈ C(X) be such that Dn ∩ A 	= ∅, Dn ∩ B = ∅
and Dn intersects the 1n -ball centered at pn . Then clX (
⋃{Dn: n ∈ N}) = X . For each n ∈ N, let An+1 = A ∪ D1 ∪ · · · ∪ Dn and
A1 = A. Then the sequence {An}∞n=1 satisﬁes the properties in (c).
(c) ⇒ (a). Let {An}∞n=1 be as in (c) and A0 = A. For each n ∈ N, let αn : [1− 1n ,1− 1n+1 ] → 2X be a reparameterized order
arc from An−1 to An . Deﬁne α : [0,1] → 2X to be the common extension of all the maps αn that satisﬁes α(1) = X . Then α
is continuous, α(0) = A, α(1) = X and α omits B .
(e) ⇒ (a). Let E be as in (e). Consider an order arc Ω : [0,1] → C(E) from {A} to E such that Ω(s)  Ω(t), if s < t .
Let t0 = min{t ∈ [0,1]: X ∈ Ω(t)}. Then 0 < t0. For each t ∈ [0, t0], put α(t) = ⋃{E: E ∈ Ω(t)}. Then α is continuous
(see [9, 11.5]), α(0) = A, α(t0) = X . Suppose that there exists t ∈ [0, t0) with α(t) ∩ B 	= ∅. Then there exists E ∈ Ω(t) ⊂ E
such that E ∩ B 	= ∅. This implies that E = X and X ∈ Ω(t) which contradicts the choice of t0 and proves that α(t) ∩ B = ∅
for each t ∈ [0, t0). Therefore, B does not block A. 
Corollary 1.4. B(C∞(X)) = B(F (X)) and B(Cn(X)) = B(Fn(X)) for each n ∈ N.
The next theorem can be proved by using Proposition 1.3(d) and the fact that components of an open subset in a locally
connected continuum are arcwise connected. This result shows that blockers resemble closed separators.
Theorem 1.5. Let X be a locally connected continuum and a set B ∈ 2X have the empty interior. Then:
(a) B ∈ B(Cn(X)) if and only if X − B has at least (n + 1) components;
(b) B ∈ B(2X ) if and only if X − B has inﬁnitely many components;
(c) B(C∞(X)) = B(2X ).
Question 1.6. Does the equality in Theorem 1.5(c) characterize the local connectedness of X? That is, suppose that X is a
continuum such that B(C∞(X)) = B(2X ). Must X be locally connected?
Given a ﬁnite graph G , S.B. Nadler Jr., deﬁned the disconnection number [11, Deﬁnition 9.14], dn(G), of G by
dn(G) = min{m ∈ N: each subset S of G with card(S) =m separates G}.
A dendrite is a locally connected continuum containing no simple closed curves. A continuum X is said to be hereditarily
indecomposable provided that for every A, B ∈ C(X), either A ∩ B = ∅ or A ⊂ B or B ⊂ A.
Examples 1.7.
(a) Let X be a ﬁnite graph. Then
B(2X)= {B ∈ 2X : card(B) = ∞}
and
B(C(X))= {B ∈ 2X : card(B) dn(X)};
(b) Let X be a dendrite, E its set of end points and K0 the set of points p ∈ X such that X − {p} has inﬁnitely many
components. Then
B(2X)= {B ∈ 2X : B ∩ K0 	= ∅ or card(B − E) = ∞};
(c) If X is a tree with set E of end points, then
B(C(X))= {B ∈ 2X : B − E 	= ∅};
(d) If X is hereditarily indecomposable, then
B(C(X))= {B ∈ 2X : B ∩ K 	= ∅ for every composant K of X}.
Proof. (a) If B is a ﬁnite subset of X , then X − B has a ﬁnite number of components and B /∈ B(2X ) by Theorem 1.5(b).
Now, let B be an inﬁnite subset of X . If B has a nondegenerate component, then intX (B) 	= ∅ and B ∈ B(2X ). Suppose then
that B is totally disconnected. Since B is inﬁnite, there exists an edge J of X such that B ∩ J is inﬁnite. Partitioning J if
necessary, we may assume that J is an arc with end points v and w . Then the components of J − (B ∩ J ) which do not
contain v or w are components of X − B . Thus X − B has inﬁnitely many components. Hence, B ∈ B(2X ).
The formula for B(C(X)) follows from the deﬁnition of dn(X) and Proposition 1.1(c).
(b) First, take B ∈ B(2X ) and suppose that B − E is ﬁnite. By Theorem 1.5(b), the set C of components of X − B is
inﬁnite. Given U ∈ C , take points x ∈ U and y /∈ clX (U ). Then the arc xy joining x and y in X intersects bdX (U ) ⊂ B . Hence,
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Given U ∈ D, let C(U ) be the component of X − {p} containing U . Suppose that there exist U , V ∈ D such that U 	= V and
C(U ) = C(V ). Since C(U ) is arcwise connected, there exists an arc α in C(U ) such that α ∩ U 	= ∅ and α ∩ V 	= ∅. Then
the sets {p} ∪ U ∪ α and {p} ∪ V ∪ α are connected and their intersection is the set {p} ∪ α, which is disconnected. This
contradicts [11, Theorem 10.10] and proves that the family {C(U ): U ∈ D} is inﬁnite. Therefore, p ∈ K0 which shows one
inclusion in (b).
In order to prove the opposite inclusion, let B ∈ 2X . If B ∩ K0 	= ∅, then B ∈ B(2X ) by Proposition 1.1(c) and Theo-
rem 1.5(b). Suppose B ∩ K0 = ∅ and card(B − E) = ∞. Choose a sequence {pn}∞n=1 of distinct points of B − E such that
lim pn = p, for some p ∈ B . Let D = {p, p1, p2, . . .}. In order to see that B ∈ B(2X ) it is enough to show that D ∈ B(2X ).
We check that X − D has inﬁnitely many components. Suppose, to the contrary, that X − D has a ﬁnite number of compo-
nents C1, . . . ,Cm . Note that intX (D) = ∅, so D ⊂ bdX (C1) ∪ · · · ∪ bdX (Cm). Thus, we may assume that bdX (C1) has inﬁnitely
many points of D . Given i ∈ {2, . . . ,m}, by the hereditary unicoherence [11, Theorem 10.10], clX (C1)∩ clX (Ci) is a connected
subset of D , so clX (C1) ∩ clX (Ci) contains at most one point. Hence, there exists a point p j ∈ bdX (C1) ∩ (D − E) such that
p j /∈ clX (C2 ∪ · · · ∪ Cm). Choose a point x ∈ C1. By [11, Theorem 10.9], the arc xp j is contained in C1 ∪ {p j}. Since p j /∈ E ,
there are two points u, v ∈ X such that p j ∈ uv − {u, v}. We may assume that xp j ∩ vp j = {p j} and vp j ∩ D = {p j}. Then
the connected set vp j − {p j} is contained in Ck for some k ∈ {2, . . . ,m} and p j ∈ clX (Ck), a contradiction.
(c) and (d) are easy to prove. 
Example 1.8. Denote by pq the convex segment with end points p and q in the Euclidean plane R2. The dendrite
X =
⋃{
(0,0)
(
1
n
,
1
n2
)
: n ∈ N
}
shows that ﬁnite graphs are not the only continua X for which B(2X ) = {B ∈ 2X : card(B) = ∞}.
2. A function related to blockers
For an open, proper subset G of a continuum X and p ∈ G deﬁne
CG(p) = clX
(⋃{
A ∈ C(X): p ∈ A ⊂ G}).
The continuum CG(p) is a closure (in X ) of the composant of p in G . Notice that a set B blocks {p} if and only if
CX−B(p) 	= X or p ∈ B (Proposition 1.3(d)). Thus, B ∈ B(F1(X)) if and only if CX−B(p) 	= X for each p ∈ X − B .
Theorem 2.1. A continuum X is locally connected if and only if, for each open, proper subset G of X , the map CG :G → C(X) is
continuous.
Proof. Suppose that X is locally connected. It is easy to see that for each p ∈ G , CG (p) is the closure in X of the component
of G containing p. This implies that CG(p) is locally constant and then it is continuous.
Now, suppose that X is not locally connected. Then there exists a point p ∈ X such that X is not connected im kleinen
at p. This implies that there exist an open subset U of X , a sequence of distinct components {Cn}∞n=1 of U and a sequence
of points {pn}∞n=1 in U such that lim pn = p ∈ U , pn ∈ Cn and p /∈ Cn for each n ∈ N. Let V , W be open subsets of X
such that p ∈ V ⊂ clX (V ) ⊂ W ⊂ clX (W ) ⊂ U . We can assume that pn ∈ V for each n ∈ N. Let C be the component of
clX (U ) that contains p and take B = bdX (V ) ∩ C , G = X − B . Note that p ∈ G . For each n ∈ N, let Dn be the component
of clX (W ) containing pn . Then Dn ⊂ Cn and Dn ∩ C = ∅. By [11, Theorem 5.6], we have Dn ∩ bdX (W ) 	= ∅. Notice that
Dn ⊂ CG(pn). Thus, CG(pn) ∩ bdX (W ) 	= ∅. On the other hand, let A ∈ C(X) be such that p ∈ A and A ⊂ G . In the case that
A  V , the intersection A ∩ V is a nonempty proper open subset of A. Let E be the component of A ∩ V containing p.
By [11, Theorem 5.6], there exists a point x ∈ bdA(A ∩ V )∩ clA(E). Since E ⊂ clX (V ), we have clA(E) ⊂ C . Hence, x ∈ A ∩ C ∩
bdX (V ) = A ∩ B , a contradiction. We have shown that A ⊂ V . This proves that CG (p) ⊂ clX (V ). Since CG(pn) ∩ bdX (W ) 	= ∅
for each n ∈ N and CG(p) ∩ bdX (W ) = ∅, we get that the sequence {CG(pn)}∞n=1 does not converge to CG(p). 
A continuum X is said to be a Kelley continuum provided that if p ∈ X , A ∈ C(X) and {pn}∞n=1 is a sequence in X such
that p ∈ A and lim pn = p, then there exists a sequence {An}∞n=1 in C(X) such that lim An = A and pn ∈ An for each n ∈ N.
Given a continuum X and a metric space Y , a function f : Y → 2X is said to be lower semicontinuous, provided that for each
sequence {yn}∞n=1 in Y converging to a point y ∈ Y , f (y) ⊂ lim inf f (yn) = {x ∈ X : every neighborhood of x in X intersects
all but ﬁnitely many sets f (yn)}.
Theorem 2.2. A continuum X is a Kelley continuum if and only if for each open, proper subset G of X , the map CG :G → C(X) is lower
semicontinuous.
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sequence in G converging to a point p ∈ G . Let p ∈ A ∈ C(X) and A ⊂ G . There exists a sequence {An}∞n=1 in C(X) such
that lim An = A and pn ∈ An for each n ∈ N. We may assume that An ⊂ G for each n ∈ N. Then A = lim An ⊂ lim infCG(pn).
Hence, CG (p) ⊂ lim infCG (pn) and CG is lower semicontinuous.
Now, suppose that X is not a Kelley continuum. Then there exist p ∈ X , A ∈ C(X) and a sequence {pn}∞n=1 in X such
that lim pn = p ∈ A and no sequence {An}∞n=1 in C(X) with pn ∈ An , for each n ∈ N, converges to A. Given n ∈ N, let
En ∈ C(X) be such that pn ∈ En and H(A, En) = min{H(A, E): E ∈ C(X) and pn ∈ E}. Since {En}∞n=1 cannot converge to A,
there exists a convergent subsequence {Enk }∞k=1 such that lim Enk 	= A. Let E0 = lim Enk and 4ε = H(A, E0). We may assume
that H(E0, Enk ) < ε and d(p, pnk ) < ε for each k ∈ N. So, H(Enk , A)  3ε for each k ∈ N. Let U = N(ε, A) = {x ∈ X : there
exists a ∈ A such that d(a, x) < ε}. If Dk is the component of clX (U ) containing pnk , H(A, Enk ) H(A, Dk) by the deﬁnition
of Enk . Thus, 3ε  H(A, Dk). Taking a subsequence, if necessary, we may assume that lim Dk = D for some D ∈ C(X). Then
D ⊂ clX (U ) ⊂ N(2ε, A), p ∈ D and 3ε  H(D, A). This implies that A  D .
Let G = X − bdX (U ). Given k ∈ N and F ∈ C(X) such that pnk ∈ F ⊂ G , since pnk ∈ U , we have F ⊂ U and F ⊂ Dk .
It follows that CG(pnk ) ⊂ Dk . Thus, lim infCG (pnk ) ⊂ lim inf Dk = lim Dk = D . On the other hand, p ∈ A ⊂ U implies that
A ⊂ CG (p). Therefore, CG(p)  lim infCG(pnk ). We have shown that CG is not lower semicontinuous. 
3. Borel classes of blockers
Theorem 3.1. B({A}) is an Fσ -subset of 2X for any continuum X and A ∈ 2X − {X}.
Proof. Fix a Whitney map μ : 2X → [0,1] with μ(X) = 1 [9, Theorem 13.4]. For each n ∈ N, let B′n({A}) be the family of all
sets B ∈ 2X such that there exists D ∈ 2X for which there exists an order arc from A to D , μ(D) = nn+1 and D ∩ B = ∅. Since
B′n({A}) are open subsets of 2X , it suﬃces to show that
2X − B({A})=⋂{B′n({A}): n ∈ N}.
Suppose that B ∈⋂{B′n({A}): n ∈ N}. Then, for each n ∈ N, there exists Dn ∈ 2X such that A ⊂ Dn , each component of Dn
intersects A, μ(Dn) = nn+1 and Dn ∩ B = ∅. For each n ∈ N, deﬁne An+1 = A ∪ D1 ∪ · · · ∪ Dn and let A1 = A. Then the
sequence {An}∞n=1 satisﬁes the condition in Proposition 1.3(c). Thus, B ∈ 2X − B({A}). We have shown that
⋂{B′n({A}):
n ∈ N} ⊂ 2X − B({A}). The other inclusion is obvious. 
Theorem 3.2. Let X be a continuum with a countable basis U of open sets. If C is the family of all ﬁnite unions of closures of elements
of U , then
B(2X)=⋂{B({C}): C ∈ C − {X}},
whence B(2X ) is an Fσδ-subset of 2X .
Proof. As before, the only nontrivial inclusion to show is⋂{B({C}): C ∈ C − {X}}⊂ B(2X).
So let B ∈⋂{B({C}): C ∈ C −{X}} and suppose that B does not block a set A ∈ 2X −{X}. This implies that A ∩ B = ∅. By
the compactness of A, there exists C ∈ C such that A ⊂ C and C ∩ B = ∅. By Proposition 1.1(c), B /∈ B({C}), a contradiction.
Therefore, B ∈ B(2X ). 
Question 3.3. Can the Borel class Fσδ in Theorem 3.2 be reduced for each continuum X?
Examples 3.4. Let X be a ﬁnite graph or a dendrite with closed set of end points. Then B(2X ) is a Gδ-subset of 2X .
Proof. If X is a dendrite with closed set E of end points, then for each point p ∈ X , X − {p} has a ﬁnite number of
components. By Examples 1.7(b), B(2X ) = {B ∈ 2X : card(B− E) = ∞}. For each n ∈ N, let B′n(X) = {B ∈ 2X : card(B− E) n}.
Clearly, B′n(X) is an open set of 2X and B(2X ) =
⋂{B′n(X): n ∈ N}. Therefore, B(2X ) is a Gδ-subset of 2X . The case when X
is a ﬁnite graph is similar. 
Theorem 3.5. If the set of points of connectedness im kleinen of a continuum X is dense in X, then B(C(X)) is an Fσ -subset of 2X .
Proof. Let μ :C(X) → [0,1] be a Whitney map with μ(X) = 1. For each k ∈ N, let B′k(C(X)) be the family of all sets B ∈ 2X
for which there exists A ∈ C(X) such that μ(A) = kk+1 and A ∩ B = ∅. Clearly, B′k(C(X)) is an open subset of 2X . We are
going to show that
2X − B(C(X))=⋂{B′ (C(X)): k ∈ N}.k
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C(X) such that μ(Ak) = kk+1 and Ak∩B = ∅. Since limμ(Ak) = μ(X), lim Ak = X . By the hypothesis, there is a subcontinuum
A0 ⊂ X − B with intX (A0) 	= ∅. Hence, there exists K ∈ N such that Ak ∩ A0 	= ∅ for each k K . Applying Proposition 1.3(c)
to the sequence of continua A0, A0 ∪ AK , A0 ∪ AK ∪ AK+1, . . . , we obtain that B /∈ B({A0}) and B /∈ B(C(X)). 
4. Characterizations of families of blockers
A subset Y of a space Z is said to be homotopy dense in Z if there is a homotopy G : Z × [0,1] → Z such that G(z,0) = z
for each z ∈ Z and G(Z × (0,1]) ⊂ Y . If a metric separable space Z is an A(N)R , then a homotopy dense subset Y also is an
A(N)R [10, p. 267]. Recall that for a locally connected nondegenerate continuum X the hyperspace 2X is a Hilbert cube [7]
and Cn(X) is an AR for each n ∈ N [13]. The hyperspaces F (X) and C∞(X) are AR ’s. If, additionally, X contains no free arcs,
Cn(X) is also a Hilbert cube (see [7] for n = 1 and [2] for n > 1).
Theorem 4.1. Let X be a locally connected continuum. Then:
(a) B(2X ) and B(Cn(X)) are homotopy dense AR’s in 2X ; the families B(2X ) ∩ Cn(X) and B(Cn(X)) ∩ Cn(X) are homotopy dense
AR’s in Cn(X) (n = 1,2, . . . ,∞);
(b) If each ﬁnite subset separates X into at most ﬁnitely many components, then 2X − B(2X ) is a homotopy dense AR in 2X ;
(c) If no ﬁnite subset separates X into more that n components, then 2X − B(Cn(X)) is a homotopy dense AR in 2X ;
(d) If X is the cube [0,1]k, k ∈ {3,4, . . . ,ω}, then Cn(X) − B(Cn(X)) is a homotopy dense AR in Cn(X) (n = 1,2, . . . ,∞); if X =
[0,1]2 , then C∞(X) − B(C∞(X)) is a homotopy dense AR in C∞(X).
Proof. We can assume that X is metrized by a convex metric d. To get (a) we use the expansion deformation G : 2X ×
[0,1] → 2X such that G(A, t) is the closed ball (in the metric d) about A of radius t , for t > 0 and G(A,0) = A, or its
restriction to hyperspaces Cn(X) which make the respective families to be homotopy dense in corresponding hyperspaces
by Proposition 1.1(b) (notice that G(A, t) is a continuum if A is a continuum and the restriction of G to Cn(X) maps the
hyperspace into Cn(X)).
To show (b) and (c), observe that Theorem 1.5(c) implies that F (X) ⊂ 2X − B(2X ) in case (b) and F (X) ⊂ 2X − B(Cn(X))
in case (c). Now it suﬃces to apply a deformation G ′ : 2X × [0,1] → 2X with values in F (X) for t > 0 (see [4]).
In case (d), one can use a deformation G ′′ : 2X ×[0,1] → 2X through connected ﬁnite graphs [8] (see also [12]) restricted
to Cn(X). Graphs do not separate cubes of dimension  3 or separate [0,1]2 into ﬁnitely many components, so they are
members of Cn(X) − B(Cn(X)) or they belong to C∞(X) − B(C∞(X)), respectively, by Theorem 1.5. 
Recall that an Fσ -subset C of a Hilbert cube Q is a σ Z -set in Q if the identity map of Q is uniformly approximated by
maps of Q into Q − C .
A subset C of Q is a cap-set in Q if there is a homeomorphism of Q onto the Hilbert cube [0,1]ω sending C onto the
pseudoboundary ∂([0,1]ω) = {(xi) ∈ [0,1]ω: there exists j ∈ N such that x j ∈ {0,1}}. If a homeomorphism between Q and
[0,1]ω maps C onto the set σ = {(xi) ∈ [0,1]ω: x j = 0 for almost all j}, then C is an f-d cap-set. Basic information on (f-d)
cap-sets can be found in [1,10] and speciﬁcally, in [2–6].
Theorem 4.2. Let X be a locally connected continuum.
(a) If no ﬁnite subset separates X, then B(C(X)) is a cap-set in 2X .
(b) If X is the cube [0,1]k, k ∈ {3,4, . . . ,ω}, then B(C(X)) ∩ C(X) is a cap-set in C(X).
Proof. By Theorems 3.5 and 4.1, B(C(X)) is a σ Z -set in 2X . The family B of all closed subsets of X with nonempty
interiors is a cap-set in 2X [5, p. 271]. A σ Z -set which contains a cap-set in a Hilbert cube is a cap-set [10, p. 331]. Since
B ⊂ B(C(X)), part (a) follows.
To get (b) recall that the family of all subcontinua of X with nonempty interiors is a cap-set in the Hilbert cube C(X) =
C([0,1]k) [5, Theorem 3.3]. Finally, apply Theorems 3.5 and 4.1 as in the previous case. 
Examples 4.3. We dwell on Examples 3.4.
(a) If X is a ﬁnite graph, then B(2X ) = 2X − F (X) is a Gδ-set of 2X . Actually, it is known that F (X) is a boundary set (in
the sense of Curtis) in 2X (it is even an f-d cap-set in 2X ), so B(2X ) is homeomorphic to l2 [4,6].
(b) If X is a dendrite with the closed set E of end points, then B(2X ) is a Gδ-subset of 2X . Since, by Theorem 3.5, the set
W = 2X − B(2X ) is a homotopy dense σ Z -set in the Hilbert cube 2X , it is a boundary set in 2X [3, p. 211], thus B(2X )
is homeomorphic to l2.
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W = {B ∈ 2X : card(B − E) < ∞}=⋃
k,n
Zk,n
where
Zk,n =
{
B ∈ 2X : B − E ⊂ X − Nk and card(B − E) n
}
and Nk denotes the open ball in X about E of radius
1
k . Since dim E = 0, each set Zk,n is a closed, ﬁnite-dimensional
subset of 2X , so W is strongly countable-dimensional and contains the f-d cap-set F (X). Hence W also is an f-d cap-set
in 2X .
(c) If X is a tree, then B(C(X)) = 2X − Z , where Z is a ﬁnite set. Thus, B(C(X)) is an open subset of 2X homeomorphic to
the Hilbert cube minus a ﬁnite set.
Acknowledgements
The authors wish to thank the participants at the Second Workshop on Continuum Theory and Hyperspaces held in
Querétaro, México, in 2008, for useful discussions on the topic of this paper.
References
[1] C. Bessaga, A. Pełczyn´ski, Selected Topics in Inﬁnite-Dimensional Topology, PWN, Polish Scientiﬁc Publishers, 1975.
[2] D. Curtis, Growth hyperspaces of Peano continua, Trans. Amer. Math. Soc. 238 (1978) 271–283.
[3] D. Curtis, Boundary sets in the Hilbert cube, Topology Appl. 20 (1985) 201–221.
[4] D. Curtis, Hyperspaces of ﬁnite subsets as boundary sets, Topology Appl. 22 (1986) 97–107.
[5] D. Curtis, M. Michael, Boundary sets for growth hyperspaces, Topology Appl. 25 (1987) 269–283.
[6] D. Curtis, N.T. Nhu, Hyperspaces of ﬁnite subsets which are homeomorphic to ℵ0-dimensional linear metric spaces, Topology Appl. 19 (1985) 251–260.
[7] D. Curtis, R.M. Schori, Hyperspaces of Peano continua are Hilbert cubes, Fund. Math. 101 (1978) 19–38.
[8] H. Gladdines, J. van Mill, Hyperspaces of Peano continua of Euclidean spaces, Fund. Math. 142 (1993) 173–188.
[9] A. Illanes, S.B. Nadler Jr., Hyperspaces: Fundamentals and Recent Advances, Monogr. Textbooks Pure Appl. Math., vol. 216, Marcel Dekker, Inc., New
York, Basel, 1999.
[10] J. van Mill, The Inﬁnite-Dimensional Topology of Function Spaces, North-Holland, 2002.
[11] S.B. Nadler Jr., Continuum Theory, An Introduction, Monogr. Textbooks Pure Appl. Math., vol. 158, Marcel Dekker, Inc., New York, NY, 1992.
[12] A. Samulewicz, The hyperspace of hereditarily decomposable subcontinua of a cube is the Hurewicz set, Topology Appl. 154 (2007) 985–995.
[13] M. Wojdysławski, Rétractes absolus et hyperspaces des continus, Fund. Math. 32 (1939) 184–192.
