ABSTRACT. In [1, 2] the classical equiconvergence theorem of Walsh was extended by the application of summability methods in order to enlarge the disk of equiconvergence to regions of equisummability. A further generalization was achieved in [3] , where sequences of Hadamard products of a fixed power series with interpolatory polynomials were considered. The aim of this paper is to continue this work by investigating commutators of interpolatory polynomials and Hermite interpolatory polynomials.
Introduction
Let g be a function holomorphic in the disk D^ := {z G C : \z\ <i^}for some R > 1, let L n (-]g) be the Lagrange interpolatory polynomial to g in the (n + l)-st roots of unity, and denote by S^ the n-th partial sum of the power series expansion of g about 0. Then the classical equiconvergence theorem of J. L. Walsh [8, p. 153] states that
lim[L n (z;g)-S°n (z)]=0
n-+oo compactly in B#2 (i.e., uniformly on compact subsets of D^).
In [1, 2] the first author applied certain summability methods in order to enlarge the disk of equiconvergence to regions of equisummability. Roughly speaking, one of his results may be stated as follows. If A is a summability method which sums the geometric series 7(2:) = S^Lo z u to 1/(1 -z) compactly in an open set S containing the unit disk D, then the sequence (L n (' ;g) -S£) is compactly A-summable to 0 in a certain open set £. This set £ always contains the disk D^2, and it depends on S and the singularities of g.
Recently, the first two authors [3] generalized this result by replacing the "test function" 7 by an arbitrary power series /, and by considering the sequence (S^ * (L n (-\g) -SfO), where * denotes the Hadamard product of two power series.
The aim of this paper is to extend their result in two directions. In [5] , Lou considered commutators of interpolatory polynomials, namely where m = q(n + 1) -1 for some q e N, a,/3 G 'DR, and L n {']a,g) denotes the Lagrange interpolatory polynomial of g in the roots of the equation ^n+i _ a n+i = ^ ie^ Ln ( w . a^) =g( w ), if a ^ 0, and L n (zi0,g) = S^z) (z E C). We will generalize Lou's result by applying summability methods A to the sequence (5^ * JD^WG ; a, jS)). Furthermore, we will generalize a theorem of Cavaretta, Sharma, and Varga [4] concerning Hermite interpolation. This paper will be arranged as follows. In the first part, we give some notations and preliminaries concerning Hadamard products and summability methods. In the second part, we state our main results concerning commutators of interpolatory polynomials as considered by Lou [5] , and Hermite interpolatory polynomials. The third part contains the proofs of the main results, and in the fourth part, we make some remarks on the existence of summability methods. Obviously, the radius of convergence of F * G is at least RFRGFurthermore, we need the Hadamard multiplication theorem in the version of the second author [6] which gives a lower estimate for the region of holomorphy of F * G. To state his result, we introduce the following notations. For arbitrary sets A, B C C, a e C and k e N, we set 
and if
and for j = 1,... ,p.
Note that the condition (fi, /, 1) coincides with the condition (O, /). For the existence of such summability methods, we refer to Section 4.
Statement of results

Commutators of interpolatory polynomials.
Let G C C be a region containing the disk D^ := {z G C : |z| < R} for some i^ >. 1, and let g G H(G). We will generalize this result by applying summability methods A of the form (fl, /) to the sequence (Z}^(-,a,/3)). For that purpose, we define the sets fi:=fi(G,n):=nri(K^) fc n). Remark. If D R / C ft 7 for some R' > 0, then £ D D^, where R is defined by (2.1). Therefore, Corollary 2.1 also generalizes all results mentioned in the remarks after Theorem 2.1. where ipj : C -> C is defined by ipj(z) \= z j .
Hermite interpolation.
Theorem 2.2. If A satisfies the condition (£l,f,p) for some Q and f, then there holds for every g G H(G)
A -lim Dl^(z) = 0 compactly in £JJ(G, fi).
Remarks, (i)
If D^/ C fJ for some iZ' > 0, then £# D D^, where (ii) For the existence of summability methods A satisfying the condition (fi, /,p), we refer to Lemma 4.3. 
Corollary 2.2. // A satisfies the condition (S) for some open set S D D, and if ft' C C is an open set containing 0, then there holds for every f G 11(0,') and every geH(G)
A
Proofs of main theorems
We recall the well-known interpolation formula of Hermite In particular, we obtain for a = 0
3)
Proof of Theorem 2.1. We divide the proof into several steps. where (f)f(x;u,w) is given by (1.1). Putting (3.5), (3.6), and (3.7) together, we obtain Since 0 G ft, E is a compact set, and therefore, it is easy to see that also K is a compact set. We show that K C G. For that purpose let c 0 G. Proof of Theorem 2.2. Let 1 < r < R. Then it is well-known that Now we obtain from (3.3) and (3.10)
where Now the assertion follows by proceeding as in Steps 3 and 4 of the proof of Theorem 2.1 with some simple modifications.
^|Q(-i)«^+« s / (n+1H1 (|)
Some remarks on the existence of summability methods
Finally, we state some results on the existence of summability methods considered in Section 1.2. At first, we remark that most of the classical summability methods for analytic continuation of power series (Euler's methods, Borel's method, Lindelof 's method, etc.) satisfy the condition (5) for certain regions 5 which contain the unit disk D, and which are star-shaped with respect to 0. The next two lemmas can be deduced from the proof of the lemma in [3] . We remark that fi' * 5 = S f , if fi' = C \ {1}, or if fi' = C \ [l,oo) and S is star-shaped with respect to 0.
Furthermore, there is no converse of Lemma 4.2, i.e., there exist summability methods A satisfying the condition (£2, /) for some ft and some / such that A does not satisfy any condition (5) . For example, if we set X := (0,00), x* := 00, and J x for x > 0 and n = 0, 1 0 otherwise, then (j)f(x\u,w) = 0 for every power series / with /(0) = 0, so that A satisfies the condition (C, /). But A does not satisfy any condition (5), since (/)(x]w) = x -> 00 (x->x*).
The last result in this section gives a sufficient condition for a summability method A to satisfy the condition (££,/,p), and it generalizes Lemma 4.2. By Theorem H, /*7js is holomorphic in fl'*^-= Hi^o e 271 " 2^^7 , and therefore, Gj S G i^ft' * Oj) for s = 0,1,..., j -1. This implies g j3 G #(^' (j) ) for 5 = 0,1,... J -1, and thus Fj G #(%))• Finally, the assertion (4.1) easily follows from (4.2) and Theorem H which completes the proof.
