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Abstract
We compute the maximal right/left/symmetric rings of quotients of finite-dimensional incidence and
graph algebras. We show that these rings of quotients are Morita equivalent to incidence algebras and path
algebras, respectively, with respect to simpler, well determined partially ordered sets and finite quivers,
respectively.
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0. Introduction
Breaking away from the classical rings of quotients a more general kind of ring of quotients
was introduced by Utumi [18] leading him to the notion of the maximal ring of quotients. This
concept had been studied by Johnson [8] in the case of a nonsingular ring. For a noncommutative
ring R, there are a maximal right ring of quotients Qrmax(R) and a maximal left ring of quotients
Qlmax(R). The conditions under which these two rings of quotients coincide were determined
by Utumi in [19] using as a tool a maximal symmetric ring of quotients. However Utumi did
not undertake any systematic study of this ring of quotients. The maximal symmetric ring of
quotients appeared later in a work of Schelter [13], where it is considered in the framework of
torsion theories on rings. The first systematic study of the maximal symmetric ring of quotients
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has been used in several papers, see, for instance, [2,3,7].
In this paper, we undertake a complete study of the maximal right, left and symmetric rings of
quotients of finite-dimensional incidence algebras and path algebras over a field F . The right and
left maximal rings of quotients of finite-dimensional incidence algebras are well-known [1,9], so
we will focus our attention on the maximal symmetric ring of quotients of incidence algebras of
finite ordered sets X and path algebras of finite quivers Γ without oriented cycles. The case of
locally finite quivers will be considered elsewhere.
Both incidence algebras and path algebras are important examples of nonsingular rings. So
their maximal right and left rings of quotients are von Neumann regular and right (respectively
left) self-injective rings by Johnson’s theorem [8]. Indeed, for our examples it turns out that
Qlmax(R) and Qrmax(R) are finite-dimensional semisimple algebras, in fact a finite direct product
of matrix algebras over the base field F . It is tempting to conjecture that the maximal symmetric
ring of quotients of these algebras will be at least a hereditary ring. This is the case for a path
algebra by Proposition 4.8 and [14, Theorem 4.9]; however it is not always satisfied for finite-
dimensional algebras. We will present examples of incidence algebras I (X,F ), with X finite,
where Qσ(I (X,F )) is not hereditary (Example 2.6(2)).
Now we summarize the contents of this paper. In Section 1 we review various known facts
on rings of quotients and we observe that for a full idempotent e in any unital ring R we have
Qσ(eRe) ∼= eQσ (R)e. Then we give basic definitions on incidence algebras I (X,F ) of finite
partially ordered sets X, recall the computation of their maximal right rings of quotients [1,9]
and present a first connection between incidence algebras and path algebras [5]. Given a finite
partially ordered set Γ0 there is a natural finite quiver Γ without oriented cycles and a surjective
algebra homomorphism Φ :FΓ → I (Γ0,F ) which is an isomorphism if and only if I (Γ0,F )
is hereditary which in turn is equivalent to Γ0 being a tree in the sense of partially ordered sets.
In Section 2 we compute the maximal symmetric ring of quotients of an incidence algebra of
a finite partially ordered set X and we show that Qσ(I (X,F )) = I (Xσ ,F ) for a certain finite
pre-ordered set Xσ . Using the above computation, the basic ring of Qσ (I (X,F )) is determined
as I (X˜σ ,F ), where X˜σ is the partially ordered set associated to the pre-ordered set Xσ . Us-
ing this we determine when Qσ (I (X,F )) is a hereditary algebra and give an example where
I (X,F ) is not hereditary but Qσ (I (X,F )) is hereditary and an example where Qσ(I (X,F ))
is not hereditary (and thus I (X,F ) is not hereditary either). Section 3 contains the computation
of the maximal left ring of quotients of a finite-dimensional path algebra FΓ which is obtained
from the result for incidence algebras, by using the embedding of FΓ in certain incidence alge-
bra. In Section 4 we look at the concept of localizations of path algebras with respect to a set T of
arrows, which turns out to be a special case of the general process of universal localization [14].
Finally we compute Qσ(FΓ ) and we show that it is the localization of FΓ with respect to the set
of the so-called straight arrows. The basic algebra of Qσ (FΓ ) is a path algebra corresponding
to a certain quotient quiver of Γ (see Proposition 4.6).
1. Preliminaries
Throughout let R be a unital associative ring. For any subset X ⊆ R we define its right anni-
hilator as rR(X) = {r ∈ R | Xr = 0}. The left annihilator R(X) is defined analogously.
Definition 1.1. Let I be a left ideal of R, we say that I is an essential left ideal if for any nonzero
left ideal J we have I ∩ J = 0. We denote by Iel the set of essential left ideals of R.
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Definition 1.2. We say that a left ideal I of R is a dense left ideal of R if, for every y ∈ R, we
have rR(Iy−1) = 0. We denote by Idl the set of all dense left ideals of R.
For any ring R we define the left singular ideal of R as
Zl (R) =
{
x ∈ R | R(x) ∈ Iel
}
.
We say that R is a left nonsingular ring if Zl(R) = 0. A right and left nonsingular ring is said
to be a nonsingular ring.
Lemma 1.3. [17, VI, Corollary 6.7] R is left nonsingular ring if and only if Idl = Iel.
Definition 1.4. Let Q be an overring of R, then Q is said to be a left ring of quotients of R if
given p,q ∈ Q, with p = 0, there exists a ∈ R satisfying ap = 0 and aq ∈ R. Utumi in [18]
defines the maximal left ring of quotients of R, written Qlmax(R), as the largest left quotient ring
of R.
Utumi [18] proved that the maximal left ring of quotients always exists. He also showed that
the maximal left ring of quotients is a closure operation on rings and that
Qlmax
(∏
i∈I
Ri
)
∼=
∏
i∈I
Qlmax(Ri).
Moreover, we have that, by [3, Theorem 1.8], if R is a unital ring and e is a full idempotent,
that is ReR = R, then eQlmax(R)e ∼= Qlmax(eRe) and hence Qlmax(Mn(R)) ∼= Mn(Qlmax(R))
[3, Proposition 2.4]. This implies that the maximal left rings of quotients of two Morita equiva-
lent rings are Morita equivalent too.
We define the maximal symmetric ring of quotients of R as
Qσ(R) =
{
q ∈ Qlmax(R) | qJ ⊆ R for some J ∈ Idr
}
.
Observe that Qσ(R) always exists, since Qlmax(R) always exists, and is isomorphic to a sub-
ring of Qlmax(R) and also to a subring of Qrmax(R). In fact as we see below (Proposition 1.5),
Qσ(R) = {q ∈ Qrmax(R) | Jq ⊆ R for some J ∈ Idl}.
Now consider the quadruples (f, g, I, J ) where I ∈ Idl, J ∈ Idr, f : I → R is a left R-module
homomorphism, g :J → R is a right R-module homomorphism, and they satisfy the compatibil-
ity rule
(x)fy = xg(y)
for all x ∈ I , y ∈ J . Such a pair of R-homomorphisms is said to be compatible.
The next result characterizes the elements of Qσ(R) through these compatible morphisms.
Proposition 1.5. [11, Proposition 2.1] Let R be any ring, then Q = Qσ(R) satisfies the following
properties:
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(ii) If q ∈ Q then there exist I ∈ Idl and J ∈ Idr such that Iq, qJ ⊆ R.
(iii) Let J and I be as in (ii) and q ∈ Q. If Iq = 0 or qJ = 0 then q = 0.
(iv) Let J and I be as in (ii). If f : I → R and g :J → R are a compatible pair of
R-homomorphisms, then there exists a unique q ∈ Q such that xq = (x)f and qy = g(y)
for all x ∈ I and for all y ∈ J .
Furthermore, if Q′ is a ring satisfying these properties then there is an isomorphism from Q
to Q′ that is the identity on R.
As the maximal ring of quotients, its symmetric version is also a closure operation on rings
[11, Theorem 2.5] and
Qσ
(∏
i∈I
Ri
)
∼=
∏
i∈I
Qσ(Ri).
In general it is not true that Qσ (eRe) is isomorphic to eQσ (R)e for an idempotent e in R.
Proposition 1.6. Let R be any unital ring. Then, for every full idempotent e ∈ R we have that
Qσ(eRe) ∼= eQσ (R)e.
Proof. From [3, Lemma 1.7] we have that if e is a full idempotent, then eQσ (R)e is a two-sided
ring of quotients of eRe. So we have that eQσ (R)e ⊆ Qσ(eRe). We only have to prove that
for every pair of compatible eRe-homomorphisms f : I → eRe and g :J → eRe, there exists
an element q ∈ eQσ (R)e such that xq = (x)f and qy = g(y) for every x ∈ I and y ∈ J . Set
I = RI ⊕ R(1 − e) and J = JR ⊕ (1 − e)R. By [3, Proposition 1.3] I and J are left and right
dense ideals of R, respectively. Now construct the following R-homomorphisms
f :RI ⊕R(1 − e) → R,∑
rixi + t 
→∑ ri(xi)f, g :JR ⊕ (1 − e)R → R,∑yj sj + t ′ 
→∑g(yj )sj .
Using [3, Theorem 1.8] we have that f and g are well-defined left and right R-homomor-
phisms, respectively. Now let x =∑ rixi + t ∈ I and y =∑yj sj + t ′ ∈ J , then
(x)f y =
(∑
ri(xi)f
)(∑
yj sj + t ′
)
=
(∑
ri(xi)f
)(∑
yj sj
)
because t ′ ∈ (1 − e)R and (xi)f ∈ eRe. Now from the fact that f and g are a compatible pair of
R-homomorphisms, we have that(∑
ri(xi)f
)(∑
yj sj
)
=
(∑
rixi
)(∑
g(yj )sj
)
= xg(y).
Thus, we have that
(x)f y = xg(y)
for every x ∈ I and y ∈ J . Hence by Proposition 1.5 there exists an element q ∈ Qσ (R) such
that xq = (x)f and qy = g(y) for every x ∈ I and y ∈ J . We have that q(1 − e) = 0 and
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f and g, respectively. Thus we have that Qσ(eRe) ∼= eQσ (R)e. 
Corollary 1.7. If R and S are Morita equivalent rings, then Qσ(R) and Qσ(S) are also Morita
equivalent rings. Moreover, Qσ(Mn(R)) ∼= Mn(Qσ (R)) for all n ∈ N.
Proof. Since R and S are Morita equivalent rings we have that S ∼= eMn(R)e for some full
idempotent e of Mn(R). Then, it follows from Proposition 1.6 that Qσ (S) ∼= eQσ (Mn(R))e.
Thus, it is enough to prove that Qσ(Mn(R)) ∼= Mn(Qσ (R)) for all n ∈ N to see that Qσ(R)
and Qσ (S) are also Morita equivalent rings. Let {ei,j } be the standard set of matrix units in
Mn(R). Set e = e1,1, that is a full idempotent. Then Qσ(R) ∼= Qσ(eMn(R)e) ∼= eQσ (Mn(R))e
by Proposition 1.6. By [10, Theorem 17.5] we have Qσ (Mn(R)) ∼= Mn(eQσ (Mn(R))e), so the
result follows. 
Lemma 1.8. Let R be a right nonsingular ring having a minimal essential right ideal I and let
S be an overring which is a left ring of quotients of R. Then Qlmax(R) ∼= Qlmax(S) and, in case
IS is a dense right ideal of S, one has Qσ(R) ∼= {q ∈ Qσ(S) | qI ⊆ R}.
Proof. The first isomorphism follows since taking the maximal left ring of quotients is a closure
operation on rings [18].
Now suppose that IS is a dense right ideal of S. Viewing the isomorphism Qlmax(R) ∼=
Qlmax(S) as an equality, we get {q ∈ Qσ(S) | qI ⊆ R} ⊆ {q ∈ Qlmax(R) | qI ⊆ R} = Qσ(R).
Conversely, if q ∈ Qσ(R) then qI ⊆ R, which implies that qIS ⊆ S and hence, that q ∈
Qσ(S). 
Now we are going to introduce some basic concepts and notation about incidence alge-
bras [15]. Throughout let (X,) be a finite pre-ordered set.
If (X,) is a pre-ordered set, we can define an equivalence relation on X by
x ∼ y ⇔ x  y and y  x,
for x, y ∈ X. Let [x] be the equivalence class of x ∈ X under this equivalence relation. Thus,
X˜ = {[x] | x ∈ X} is a partially ordered set (poset) with relation
[x] [y] ⇔ x  y.
We say that (X˜,) is the poset associated to (X,).
In order to construct the diagram of a pre-ordered set (X,), we put a < b in case a  b but
a = b and we fix a set A(X) of representatives under the above equivalence relation. Then we
write:
(a) a b whenever a, b ∈ X and a ∼ b with a = b,
(b) an arrow a → b whenever a, b ∈A(X), a < b and {c ∈A(X) | a < c < b} = ∅.
Example 1.9. (a) Let X be the pre-ordered set X = {1,2,3,4} and relations generated by
{1 2,2 1,2 3,2 4}.
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X =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
3
1 2
4
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
(b) Let X be the partially ordered set X = {1,2,3,4} and relations generated by
{1 2,1 3,2 4,3 4}.
We represent the partially ordered set X by the following diagram:
X =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
2
1 4
3
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Now we are ready to define the incidence algebra of a finite pre-ordered set.
Definition 1.10. Let X be a finite pre-ordered set, and F any commutative ring with unit. We
define the incidence algebra of X over F as
I (X,F ) = {f :X ×X → F | f (x, y) = 0 if x  y},
with algebraic operations given by
(f + g)(x, y) = f (x, y)+ g(x, y),
(f · g)(x, y) =
∑
xzy
f (x, z)g(z, y),
(λ · f )(x, y) = λ · f (x, y)
for every f,g ∈ I (X,F ),λ ∈ F and x, y, z ∈ X.
For every i, j ∈ X we define
gi,j (x, y) =
{1 if x = i, y = j,
0 otherwise.
Then {gi,j } are matrix units, whose linear span is MX(F ), the algebra of matrices indexed by
X ×X, and we have:
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ring with unit. Then I (X,F ) is isomorphic to a subring of MX(F ), namely the linear span of the
matrix units gi,j such that i  j .
A basic idempotent in an artinian ring R is an idempotent of the form e = e1 +· · ·+ en, where
the ei ’s are orthogonal primitive idempotents of R such that {e1R, . . . , enR} is a complete set of
isomorphism classes of principal indecomposables. A basic ring of R is a ring of the form eRe,
where e is a basic idempotent of R. The following is well-known.
Proposition 1.12. Let X and Y be finite pre-ordered sets and F a field. The incidence algebras
I (X,F ) and I (Y,F ) are Morita equivalent if, and only if, the associated posets X˜ and Y˜ are
isomorphic. In particular, the basic algebra of I (X,F ) is I (X˜,F ).
The structure of the maximal left ring of quotients of I (X,F ) is given below:
Theorem 1.13. (Cf. [1, Theorem 2].) Let F be a field and X be a finite poset. For each z ∈
Min(X), let nz be the number of elements x ∈ X such that z x.
(i) I (X,F ) is a left nonsingular ring.
(ii) The maximal left ring of quotients of I (X,F ) is isomorphic to
∏
z∈Min(X)
Mnz(F ).
Proposition 1.14. (Cf. [16, Corollary 2].) Let F be a field and X be a finite poset. Then the
minimal essential right ideal D of I (X,F ) is given by:
D =
⊕
z∈Max(X)
D(z),
where
D(z) = {f ∈ I (X,F ) | f (x, y) = 0 for all (x, y) with y = z}= {∑
iz
λigi,z
∣∣∣ λi ∈ F
}
.
Throughout F is a field. Let Γ be a finite quiver, i.e., a finite oriented graph, where Γ0 is the
set of vertices, and Γ1 is the set of arrows between vertices.
We denote by s :Γ1 → Γ0 (source) and r :Γ1 → Γ0 (range) the maps where s(α) = i and
r(α) = j when α : i → j is an arrow from the vertex i to the vertex j .
Definition 1.15. An oriented path in the finite quiver Γ is either an ordered sequence of arrows
p = α1 · · ·αn with s(αi+1) = r(αi) for 1  i < n, or the trivial path ei for i ∈ Γ0. We denote
by Γ∗ the set of all the paths of Γ . Given any nontrivial path p = α1 · · ·αn we put s(p) = s(α1)
and r(p) = r(αn), and of course we set r(ei) = s(ei) = i. A nontrivial path p is said to be an
oriented cycle if r(p) = s(p).
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tiplication on two basis elements is the composition of the paths in case they are composable
and 0 otherwise. Notice that Γ0 is a set of orthogonal idempotents satisfying
∑
i∈Γ0 ei = 1. See[4, Chapter III] and [6] for more information about path algebras.
Moreover, we can give a presentation of incidence algebras of finite posets as path algebras
with relations (see [5]). Indeed, given a poset Γ0 we construct a quiver Γ with Γ0 as a set of
vertices and with an arrow from v to w if and only if v < w and there is no u ∈ Γ0 such that
v < u < w. Now let J the two-sided ideal of FΓ generated by all the differences p − q where
p,q ∈ Γ∗ with r(p) = r(q) and s(p) = s(q). Then it follows that FΓJ ∼= I (Γ0,F ). Observe that
J = 0 if and only if Γ0 is a tree which in turn is equivalent to I (Γ0,F ) being a hereditary algebra
[12, Lemma on p. 106].
2. The maximal symmetric ring of quotients of an incidence algebra
Our main goal is to determine the maximal symmetric ring of quotients of I (X,F ), where
X is a finite poset. As we will see, this leads us to the consideration of certain pre-ordered sets.
Throughout X is a finite poset and F is any field.
Definition 2.1. We say that two elements x, y in a partially ordered set X are connected if for
some positive integer n, there exist elements x = x0, x1, . . . , xn = y in X with xi  xi+1 or
xi+1  xi for i = 0,1, . . . , n− 1.
Connectedness of elements of X is an equivalence relation and we call the equivalence class
of an element x ∈ X its connected component. The partially ordered set X can be written as
the disjoint union of its connected components X = X1 ∪ · · · ∪ Xn (partially ordered sets by
themselves). Then it is clear that I (X,F ) ∼= I (X1,F ) × · · · × I (Xn,F ). Thus we may suppose
that X is connected.
Given any a ∈ Min(X) we denote by Xa = {i ∈ X | a  i} the poset with the restricted order
relation. Then for every incidence algebra R = I (X,F ) we can naturally define an embedding
of R into its maximal left ring of quotients
Φ : I (X,F ) ↪→
∏
a∈Min(X)
I (Xa,F ) ↪→
∏
a∈Min(X)
Qlmax
(
I (Xa,F )
)∼= ∏
a∈Min(X)
Mna (F ),
where na = |Xa| for every a ∈ Min(X), as Φ(∑ij αi,j gi,j ) = (∑aij αi,j gi,j )a∈Min(X).
Definition 2.2. Let X be a partially ordered set. For every i ∈ X we define Maxi (X) = {z ∈
Max(X) | i  z}, and Mini (X) = {k ∈ Min(X) | k  i}.
Theorem 2.3. Let X be a finite poset, let F any field. We have that Qσ(I (X,F )) = I (Xσ ,F ),
with Xσ = (X,) a pre-ordered set with
i  j ⇔ Maxj (X) ⊆ Maxi (X) and Mini (X) ⊆ Minj (X).
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Lemma 1.8. Indeed, it is clear that S is a left ring of quotients of R. Let D =⊕z∈Max(X) D(z)
be the minimal essential right ideal of I (X,F ) (Proposition 1.14) then we have that Φ(D)S =∏
a∈Min(X) Da where Da = span{gi,z | a  i  z where z ∈ Maxa(X)} is the minimal essential
right ideal of I (Xa,F ) for every a ∈ Min(X), and hence Φ(D)S is an essential right ideal of S.
Thus, we have that Qσ (I (X,F )) gets identified with {q = (qa) ∈∏a∈Min(X) Qσ (I (Xa,F )) |
qΦ(D) ⊆ Φ(I (X,F ))}.
Now we will describe Qσ(I (Xa,F )) for every a ∈ Min(X). Given any a ∈ Min(X) we have
that Qlmax(I (Xa,F )) ∼= M|Xa |(F ) (Theorem 1.13) and that Da is the minimal essential right
ideal of I (Xa,F ) and hence it is clear that Qσ (I (Xa,F )) = {q = (qi,j ) ∈ M|Xa |(F ) | qi,j = 0
whenever Maxj (X)  Maxi (X)}. Thus, we get that Qσ(I (Xa,F )) ∼= I ((Xa)σ ,F ) as desired.
It is important to remark that q = (qa) ∈∏a∈Min(X) I ((Xa)σ ,F ) belongs to Φ(I (X,F )) if
and only if qa(i, j) = 0 whenever i  j and qa1(i, j) = qa2(i, j) whenever a1, a2  i  j . In
particular, Φ(D(z)) = {d = (da) ∈ Φ(I (X,F )) | da(i, j) = 0 whenever j = z} for every z ∈
Max(X).
Now we claim that an element q = (qa) ∈ ∏a∈Min(X) I ((Xa)σ ,F ) satisfies qΦ(D(z)) ⊆
Φ(I (X,F )) for every z ∈ Max(X) if and only if qa(i, j) = 0, whenever i  j , and qa1(i, j) =
qa2(i, j) whenever i  j and a1, a2 ∈ Mini (X).
Indeed, assume that qΦ(D(z)) ⊆ Φ(I (X,F )) for every z ∈ Max(X), and suppose that
i  j . Let a ∈ Min(X) with a  i and a  j . If Maxj (X)  Maxi (X) then qa(i, j) = 0 since
qa ∈ I ((Xa)σ ,F ). So assume that Maxj (X) ⊆ Maxi (X). Since i  j there is a1 ∈ Mini (X)
such that a1 /∈ Minj (X). Let z ∈ Maxj (X) ⊆ Maxi (X) and consider Φ(gj,z) ∈ Φ(D(z)), so
we have that qΦ(gj,z) ∈ Φ(I (X,F )) by hypothesis. Observe that (Φ(gj,z))a1 = 0, but since
qΦ(gj,z) ∈ Φ(I (X,F )) we must have that (qΦ(gj,z))a(i, z) = (qΦ(gj,z))a1(i, z) so that 0 =
(qΦ(gj,z))a1(i, z) = (qΦ(gj,z))a(i, z) = qa(i, j), as desired. Now assume that i  j and that
a1, a2 ∈ Mini (X). Take z ∈ Maxj (X) and observe that since i  j we have that al  i, j  z for
l = 1,2. Thus, we have that
qa1(i, j) =
(
qΦ(gj,z)
)
a1
(i, z) = (qΦ(gj,z))a2(i, z) = qa2(i, j),
as desired.
Conversely, let gj,z ∈ D(z) for some z ∈ Max(X). Then we have that (Φ(gj,z))a = 0 except
for those a ∈ Min(X) with a  j  z. Suppose a  j  z and let i ∈ X with a  i, and hence
we have (qΦ(gj,z))a(i, z) = qa(i, j). Thus, since qa(i, j) = 0 whenever i  j we have that
(qΦ(gj,z))a(i, z) = 0 when i  z. Finally let i ∈ X, take a1, a2 ∈ Mini (X) and z ∈ Maxi (X).
Now given any j ∈ X with j  z, consider gj,z ∈ D(z) and we have that
qa1(i, j) =
(
qΦ(gj,z)
)
a1
(i, z) = (qΦ(gj,z))a2(i, z) = qa2(i, j).
If i  j then qa1(i, j) = qa2(i, j) = 0 by hypothesis. If i  j , then a1, a2  j and i  z so
a1, a2  i, j  z and qa1(i, j) = qa2(i, j), so we are done.
Now the statement of the theorem follows in a straightforward way from the above claim. 
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X =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 5
3 4
2 6
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
then R = I (X,F ) ∼=
⎛
⎜⎝
F 0 F F F F
0 F F F F F
0 0 F F F F
0 0 0 F F F
0 0 0 0 F 0
0 0 0 0 0 F
⎞
⎟⎠ .
The maximal right ring of quotients is Qrmax(R) ∼= M5(F )×M5(F ) and the maximal left ring
of quotients Qlmax(R) ∼= M5(F ) × M5(F ), hence Qrmax(R) ∼= Qlmax(R).
By Theorem 2.3 the maximal symmetric ring of quotients is the incidence algebra associated
to the pre-ordered set
Xσ =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 5
3 4
2 6
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
thus Qσ(R) = I (Xσ ,F ) ∼=
⎛
⎜⎝
F 0 F F F F
0 F F F F F
0 0 F F F F
0 0 F F F F
0 0 0 0 F 0
0 0 0 0 0 F
⎞
⎟⎠ .
This is an example of a ring R such that its maximal left and right rings of quotients are
isomorphic, but its maximal symmetric ring of quotients is not isomorphic to them.
One way to determine whether the maximal symmetric ring of quotients of an incidence al-
gebra I (X,F ) is a hereditary ring is looking at its associated basic algebra. It is well known that
Qσ(I (X,F )) and its associated basic algebra are Morita equivalent. Therefore, in the case that
the associated basic algebra is hereditary it follows that Qσ(I (X,F )) also is hereditary.
Corollary 2.5. The basic algebra of Qσ (I (X,F )) is isomorphic to I (X˜σ ,F ), where X˜σ is the
poset associated to Xσ .
Proof. This is a direct consequence of Theorem 2.3 and Proposition 1.12. 
Example 2.6. (1) Consider the next partially ordered set:
X =
⎛
⎜⎜⎜⎝
2 3 5
1 4 6
⎞
⎟⎟⎟⎠ .
X is not a tree, and hence I (X,F ) is not a hereditary ring (see [12, Lemma, p. 106]). We have
that Qσ(I (X,F )) = I (Xσ ,F ), where Xσ is the pre-ordered set
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⎛
⎜⎜⎜⎝
2 3 5
1 4 6
⎞
⎟⎟⎟⎠ .
Now we consider its associated partially ordered set
X˜σ =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
[5]
[1]
[6]
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Since I (X˜σ ,F ) is hereditary, because X˜σ is a tree, it follows that I (Xσ ,F ) is hereditary. In
particular, Qσ(I (X,F )) = I (Xσ ,F ) is a hereditary ring.
(2) Consider the partially ordered set:
X =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
5
2
1 4
3
6
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
X is not a tree, and hence I (X,F ) is not a hereditary ring. In this case Xσ = X, so we have
that Qσ(I (X,F )) = I (Xσ ,F ) = I (X,F ), and hence Qσ(I (X,F )) is not a hereditary ring.
3. The maximal left ring of quotients of a path algebra
In this section we show that every path algebra can be viewed as a subalgebra of an inci-
dence algebra, but in general FΓ is not itself an incidence algebra. Then we are going to use all
the known techniques about incidence algebras for the computation of the maximal left ring of
quotients of a finite-dimensional path algebra.
Throughout this section Γ is a finite quiver without oriented cycles, and F is a field.
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p  q ⇔ there exist γ,η ∈ Γ∗ such that γ · p · η = q.
Observe that two nontrivial paths p = α1 · · ·αn and q = β1 · · ·βm where αi,βj ∈ Γ1 are equal
if only if n = m and αi = βi for every i ∈ {1, . . . , n}. Therefore, it is easy to verify the following
lemma.
Lemma 3.1. Let Γ be a finite quiver without oriented cycles, then the set Γ∗ with the above order
is a finite partially ordered set.
Definition 3.2. Let Γ be a finite quiver. A vertex a ∈ Γ0 is said to be a source if r−1(a) = ∅. We
denote by Γ so0 the set of all the sources of Γ . A vertex b ∈ Γ0 is said to be a sink if s−1(b) = ∅.
We denote by Γ si0 the set of all the sinks of Γ .
We define the following partially ordered sets Γ so∗ = {p ∈ Γ∗ | s(p) ∈ Γ so0 } and Γ si∗ = {q ∈
Γ∗ | r(q) ∈ Γ si0 } with the induced order from Γ∗. Observe that, equivalently, for every p,q ∈ Γ so∗ ,
we have that
p  q ⇔ there exist η ∈ Γ∗ such that p · η = q.
Now we define the following injective F -algebra homomorphism
Φ :FΓ → I(Γ so∗ ,F ),
α 
→
∑
p∈Γ so∗
r(p)=s(α)
gp,pα,
for every α ∈ Γ∗. It is known that FΓ has a minimal left dense ideal D = span{p ∈ Γ so∗ }, and
hence Φ(D) = span{Φ(p) = ges(p),p | p ∈ Γ so∗ }.
Lemma 3.3. Let Γ be a finite quiver without oriented cycles, and let F be any field. Then we have
that the embedding Φ :FΓ → I (Γ so∗ ,F ) makes I (Γ so∗ ,F ) into a left ring of quotients of FΓ .
Proof. First for every a ∈ Γ so0 we define Γ a∗ = {p ∈ Γ∗ | s(p) = a}, that is a poset with the
restricted order, hence we get naturally the isomorphism I (Γ so∗ ,F ) ∼=
∏
a∈Γ so0 I (Γ
a∗ ,F ). So we
consider the embedding Φ :FΓ →∏a∈Γ so0 I (Γ a∗ ,F ). Observe that x = (xa) ∈∏a∈Γ so0 I (Γ a∗ ,F )
belongs to Φ(FΓ ) if given a1, a2 ∈ Γ so0 then xa1(p1,p1α) = xa2(p2,p2α) for every p1 ∈ Γ a1∗ ,
p2 ∈ Γ a2∗ and α ∈ Γ∗ with s(α) = r(p1) = r(p2).
Now let 0 = x = (xa) ∈∏a∈Γ so0 I (Γ a∗ ,F ), so there exist a1 ∈ Γ so0 and p,q ∈ Γ a1∗ such that
xa1(p, q) = 0. For t ∈ Γ so∗ we have
(
Φ(t)x
)
a
(i, j) =
{
xa(t, j) if i = ea, t  j,
0 otherwise,
E. Ortega / Journal of Algebra 303 (2006) 225–243 237for every a ∈ Γ so0 . Thus it is clear that Φ(t)x ∈ Φ(FΓ ) for every t ∈ Γ so∗ and, in particular,
Φ(p)x = 0. 
Proposition 3.4. Let Γ be a finite quiver without oriented cycles, and let F be any field. Then
we have that
Qlmax(FΓ )
∼= Qlmax
(
I
(
Γ so∗ ,F
))∼= ∏
a∈Γ so0
Qlmax
(
I
(
Γ a∗ ,F
))∼= ∏
a∈Γ so0
Mna (F ),
where for every a ∈ Γ so0 we define na = |{p ∈ Γ so∗ | s(p) = a}|.
Proof. The result follows from Lemmas 3.3, 1.8 and Theorem 1.13. 
Example 3.5. (1) Let Γ be the next finite quiver
Γ =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
3
1
α
β
2
η
γ
4
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Since Γ so∗ = {e1, α,αη,αγ,β,βγ,βη}, by Proposition 3.4 we have that Qlmax(FΓ ) ∼=
M7(F ).
(2) Let Γ be the next finite quiver
Γ =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1
α
4
3
β
η
2
γ
5
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Since Γ so∗ = Γ 1∗ unionsq Γ 2∗ = {e1, α,αβ,αη} unionsq {e2, γ, γβ, γ η} by Proposition 3.4 we have that
Qlmax(FΓ )
∼= M4(F ) × M4(F ).
4. The maximal symmetric ring of quotients of a path algebra
Let Γ be a finite quiver without oriented cycles, and let F be any field. We have that every
arrow α ∈ Γ1 can be interpreted as the following FΓ -homomorphism of finitely generated pro-
jective right FΓ -modules:
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x 
→ αx.
Then, given a set of arrows T ⊆ Γ1, we define the universal localization of FΓ with re-
spect to T as the universal localization of FΓ with respect to the set of FΓ -homomorphisms
{α : er(α)FΓ → es(α)FΓ | α ∈ T } (see [14, Theorem 4.1]).
Now, given T ⊆ Γ1 a subset of arrows of Γ , we add a new set of arrows T  := {α | α ∈ T }.
Those new arrows satisfy s(α) = r(α) and r(α) = s(α) for every α ∈ T . So we define the
following finite quiver Γ(T ) := (Γ0,Γ1 ∪ T ). By notation, (α) = α for every α ∈ T .
Definition 4.1. Let Γ be a finite quiver, and T ⊆ Γ1 be a subset of arrows. We define the local-
ization of FΓ over T , written (FΓ )T , as the path algebra FΓ(T ) with the relations αα = es(α)
and αα = er(α) for every α ∈ T . In other words, the localization of FΓ over T is isomorphic to
the quotient algebra FΓ(T )
I
, where I is the ideal generated by {αα − es(α)}α∈T∪T  .
We can naturally extend  to every path p = α1 · · ·αn with αi ∈ T for every i ∈ {1, . . . , n},
as p = αn · · ·α1 and to the trivial paths as (ev) = ev for every v ∈ Γ0. Hence we have that
p · p = es(p) and p · p = er(p).
Lemma 4.2. Let Γ be a finite quiver, and let (FΓ )T be the localization of the path algebra
FΓ with respect to a set T ⊆ Γ1. Then, given any F -algebra R containing a set of orthogonal
idempotents {Ev}v∈Γ0 and a set {Sα}α∈Γ1∪T  with
Sα ∈ Es(α)REr(α)
for every α ∈ Γ1 ∪ T  and
SαSα = Es(α)
for every α ∈ T ∪T , there exists a unique F -algebra homomorphism Φ : (FΓ )T → R such that
Φ(ev) = Ev for every v ∈ Γ0 and Φ(α) = Sα for every α in α ∈ Γ1 ∪ T .
Proof. Trivial from the well-known universal property of path algebras. 
Proposition 4.3. Let Γ be a finite quiver, F any field and T ⊆ Γ1 a subset of arrows. Then
(FΓ )T is the universal localization with respect to T .
Proof. For every α ∈ T , the morphism α ⊗ Id(FΓ )T has inverse
(α ⊗ Id(FΓ )T )−1 : es(α)(FΓ )T → er(α)(FΓ )T ,
es(α)p 
→ αp.
We only have to prove that for every morphism Φ :FΓ → S such that
α ⊗Φ IdS :Φ(er(α))S → Φ(es(α))S
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ϕ ◦ ι. This follows from Lemma 4.2. 
Now, let Γ be a finite quiver, and let T ⊆ Γ1 be a subset of arrows. We define the following
equivalence relation: For every two vertices a, b ∈ Γ0
a ∼T b ⇔
{
a = b or
∃p = α1 · · ·αn with αi ∈ T ∪ T  with s(p) = a and r(p) = b.
For every a ∈ Γ0 let [a]T = {b ∈ Γ0 | a ∼T b} be the equivalence class of a, and let CT (Γ ) be
a complete set of representatives of the equivalence classes of Γ0. Observe that a ∼T b implies
that ea(FΓ )T ∼= eb(FΓ )T as right FΓ -modules, thus we get the following result.
Corollary 4.4. Let Γ be a finite quiver, without oriented cycles, T ⊆ Γ1 and let F be any field.
Then the idempotent
e =
∑
a∈CT (Γ )
ea
is full in (FΓ )T . In particular, e(FΓ )T e is Morita equivalent to (FΓ )T .
Definition 4.5. Let Γ be a finite quiver without oriented cycles. Then α ∈ Γ1 is said to be a
straight arrow if r−1(r(α)) = {α} and s−1(s(α)) = {α}. We denote by SΓ1 the set of all straight
arrows of Γ1. Moreover, a straight path is a nontrivial path α1 · · ·αn such that αi ∈ SΓ1 for every
i ∈ {1, . . . , n}. We denote the set of all straight paths by SΓ∗.
Let Γ be a finite quiver, and let T ⊆ Γ1 be a subset of arrows, we define the quiver ΓT :=
(
Γ0
T
, Γ1
T
), as the quiver where the set of vertices is the set of the equivalence classes Γ0
T
= {[a]T |
a ∈ Γ0} and the set of arrows is Γ1T = Γ1 \T , where s(α) = [s(α)]T and r(α) = [r(α)]T for every
α ∈ Γ1
T
. Observe that Γ
T
is the quiver obtained from Γ deleting the arrows of T and identifying
the source and range of each of those arrows.
Proposition 4.6. Let Γ be a finite quiver without oriented cycles, F any field and let T ⊂ SΓ1.
Then F Γ
T
∼= e(FΓ )T e where e =∑a∈CT (Γ ) ea .
Proof. Let us define the F -algebra homomorphism Φ :F Γ
T
→ e(FΓ )T e such that, for every
path p = α1 · · ·αn of ΓT we have that Φ(α1 · · ·αn) = β0α1β1α2 · · ·βn−1αnβn where β0 is the
unique path (with arrows in T ) that joins the representative of s(α1) in CT (Γ ) with s(α1), βn is
the unique path (with arrows in T ) that joins r(αn) with its representative in CT (Γ ), and βi is the
unique path (with arrows in T ) that joins r(αi) and s(αi+1) for every i ∈ {1, . . . , n− 1}.
Now Φ is clearly injective, and given p = α1 · · ·αn a path of Γ(T ) if we set
αi =
{
e[r(αi )]T if αi ∈ T ∪ T ,
αi otherwise,
for every i ∈ {1, . . . , n}, then we get that Φ(α1 · · ·αn) = p, thus Φ is surjective. 
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Γ =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 6
3
α
4
β
5
2 7
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
We have that SΓ1 = {α,β} and then
Γ
SΓ1 =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
[1] [6]
[3]
[2] [7]
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Thus we have that (FΓ )SΓ1 is Morita equivalent to F
Γ
SΓ1 .
We have seen in Lemma 3.3 that the incidence algebra I (Γ so∗ ,F ) is a left ring of quotients
of the path algebra FΓ . We have used this result to compute its maximal left ring of quotients.
Now, we shall use the same argument to compute the maximal symmetric ring of quotients of a
finite-dimensional path algebra.
First notice that FΓ has a minimal dense (essential) right ideal given by D = span{Γ si∗ }.
Proposition 4.8. Let Γ be a finite quiver without oriented cycles and let F be any field. Then
Qσ(FΓ ) is isomorphic to the universal localization of FΓ with respect to SΓ1.
Proof. As we have noticed in the proof of Lemma 3.3 there is a natural isomorphism
I (Γ so∗ ,F ) ∼=
∏
a∈Γ so0 I (Γ
a∗ ,F ). Given any a ∈ Γ so0 we define
Φa :FΓ → I
(
Γ a∗ ,F
)
,
q 
→
∑
p∈Γ a∗
r(p)=s(q)
gp,pq .
By Proposition 1.14 we know that I (Γ a∗ ,F ) has a minimal essential right ideal given by
Da = span{gt,z | a  t  z where z ∈ Max(Γ a∗ )} for every a ∈ Γ so0 . We claim that Da ⊆
Φa(D)I (Γ
a∗ ,F ), where D is the minimal dense right ideal of FΓ , and hence Φ(D)I (Γ so∗ ,F )
is a right essential ideal of I (Γ so∗ ,F ). Indeed, it is enough to see that each generator of Da be-
longs to Φa(D)I (Γ a∗ ,F ). Observe that the maximal elements of the poset Γ a∗ are those paths
p such that r(p) ∈ Γ si and s(p) = a. Then given any z ∈ Max(Γ a∗ ) and t ∈ Γ a∗ with t  z0
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∑
p∈Γ a∗ gp,pq and hence we get
gt,z = gt,tq = Φa(q)gtq,tq ∈ Φa(D)I (Γ a∗ ,F ), as desired.
Thus, using Lemma 1.8 we have that Qσ (FΓ ) = {x ∈ Qσ (I (Γ so∗ ,F )) = I ((Γ so∗ )σ ,F ) |
xΦ(q) ∈ Φ(FΓ ) for every q ∈ Γ si∗ }. It is easy to see that the pre-order  in (Γ so∗ )σ is given
by: p  q if and only if either p  q in Γ so∗ or p = qη where η = η1 · · ·ηn with ηi ∈ Γ1 and
s−1(s(ηi)) = {ηi} for every i ∈ {1, . . . , n}.
Now we claim that Qσ(FΓ ) is the subalgebra of I ((Γ so∗ )σ ,F ) consisting of those functions
x which satisfy the following three conditions:
(1) x(p,pη) = x(q, qη) whenever p,q ∈ Γ so∗ and η ∈ Γ∗ with r(p) = r(q) = s(η).
(2) x(pη,p) = 0 whenever η is not a straight path.
(3) x(pη,p) = x(qη, q) whenever p,q ∈ Γ so∗ and η ∈ SΓ∗ such that r(p) = r(q) = s(η).
First observe that x ∈ I ((Γ so∗ )σ ,F ) belongs to Φ(FΓ ) if and only if x(p,q) = 0 if p  q
and x(p,pη) = x(q, qη) for every p,q ∈ Γ so∗ and η ∈ Γ∗ with r(p) = r(q) = s(η).
Now let x ∈ I ((Γ so∗ )σ ,F ) such that xΦ(D) ⊆ Φ(FΓ ). We have to show that (1)–(3) are
satisfied. Let us take p ∈ Γ so∗ and η ∈ Γ∗ with r(p) = s(η). Then for every t ∈ Γ si∗ with r(η) =
s(t) we have that xΦ(t) ∈ Φ(FΓ ) and
x(p,pη) = (xΦ(t))(p,pηt) = (xΦ(t))(q, qηt) = x(q, qη),
for every q ∈ Γ so∗ with r(q) = s(η). Thus, condition (1) is satisfied.
Now let η ∈ Γ1 with s−1(s(η)) = {η}, and suppose that there exists α ∈ Γ1 with r(α) = r(η)
and α = η. Then let p,q ∈ Γ so∗ with r(p) = s(η) and r(q) = s(α) and let t ∈ Γ si∗ with r(η) =
r(α) = s(t). We have that
x(pη,p) = (xΦ(ηt))(pη,pηt) = (xΦ(ηt))(qα, qαt) = 0.
Thus, we have that η must be a straight arrow, and hence (2) is satisfied.
Finally let p,q ∈ Γ so∗ and let η ∈ SΓ∗ such that r(p) = r(q) = s(η). Then for every t ∈ Γ si∗
with r(η) = s(t) we have that
x(pη,p) = (xΦ(ηt))(pη,pηt) = (xΦ(ηt))(qη, qηt) = x(qη, q).
Thus, (3) is satisfied.
Conversely, let x ∈ I ((Γ so∗ )σ ,F ) satisfying (1)–(3). Then we check that xΦ(t) ∈ Φ(FΓ ) for
every t ∈ Γ si∗ . Indeed, let p,q ∈ Γ so∗ such that p  q , so we have that (xΦ(t))(p, q) = x(p, q)
if q = qt for a q ∈ Γ so∗ , otherwise is 0. If x(p,q) = 0 it follows that either p  q or p =
qη for a η ∈ SΓ∗ (because x ∈ I ((Γ so∗ )σ ,F ) and x satisfies condition (2)), but each of these
conditions contradicts that p  q . Finally let p,q ∈ Γ so∗ with r(p) = r(q) = s(t), then we have
that (xΦ(t))(p,pt) = x(p,p) = x(q, q) = (xΦ(t))(q, qt), as desired.
Notice that if η is a straight path, then Φ(η) = ∑p∈Γ so∗ ,r(p)=s(η) gp,pη is invertible in
Qσ(FΓ ) ⊆ I ((Γ so∗ )σ ,F ), with inverse Φ(η)−1 =
∑
p∈Γ so∗ ,r(p)=s(η) gpη,p . Also, by proper-
ties (1)–(3), every element x ∈ Qσ (FΓ ) can be written as x = Φ(a) + Φ(b)−1, where a =∑
p∈Γ∗ λpp and b =
∑
q∈SΓ∗ βqq are uniquely determined elements of FΓ (here λp,βq ∈ F ,
for all p,q). From that, using Proposition 4.3, one easily gets an induced homomorphism of
algebras Φ˜ : (FΓ )SΓ1 → Qσ (FΓ ) which is an isomorphism. 
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Γ =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
2
β
1
α
γ
4
3
η
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Since there are no straight paths on Γ we have that Qσ(FΓ ) = FΓ .
(2) Let Γ be the following quiver:
Γ =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 6
3
α
4
β
5
2 7
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
We have that SΓ1 = {α,β}, and then Qσ(FΓ ) is Morita equivalent to the path algebra F ΓSΓ1 ,
where
Γ
SΓ1 =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
[1]T [6]T
[3]T
[2]T [7]T
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
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