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Apresentaremos, neste trabalho, a distribuição exata do pro-
duto de variáveis aleatórias independentes que têm distribuição 
beta weibullizada. besta maneira, estamos dando nossa colaboração 
para aumentar o número de trabalhos que envolvem esta distribuição, 
que segundo Johnson e Kotz [10, pg.52] sao poucos. 
Uma razão para este fato, talvez seja que tal distribuição é 
pouco conhecida. No entanto, uma variável aleatória beta weibulli 
zada Z é obtida a partir de uma variável beta padrão 
e cuja importância em Estatística é indiscut!vel. 
c z 1 C> o, 
Dividimos nosso trabalho em três capítulos, tal que no capí-
tulo I, damos uma relação dos resultados obtidos por nós, tais 
corno as funções hipergeométricas G e H usadas para expressar -
mos as funções densidades de probabilidades e as funções de dis-
tribuições acumuladas. 
O método utilizado na determinação da distribuição do produ-
to, além das funções G e H , foi a transformada inversa de MeUin 
com a ajuda da teoria dos resíduos que são apreSentados no capítu 
lo II , onde damos também algumas noções sobre variáveis comple -
xas. 
No capitulo III, á apresentada a distribuição exata do prod~ 
to de variáveis aleatórias betas weibullizadas em termos das fun-
çoes G e H e também em formas computáveis, através de funções 
especiais tais como as funções gama, beta, psi e zeta que sao 
apresentadas no capítulo I juntamente com outros resultados de in 
i i. 
teres se. 
Usando G e H, encontramos a distribuição do produto de va-
riáveis aleatórias que possuem funções densidades com a mesma for 
ma funcional mas can parârretros diferentes. De maneira geral, é possí 
vel encontrar expressões em formas computáveis para G e H através 
da teoria dos resíduos, o que não foi feito no caso mais geral d~ 
vide ao elevado grau de dificuldades encontradas, mas o fizemos em 
casos particulares não menos importantes. 
Para expressarmos a distribuição do produto em termos de sé-
ries, isto é, em formas computáveis, utilizamos o fato de que uma 
variável aleatória beta weibullizada é obtida de uma beta na__fotma 
padrão. Isto é, conhecemos o seu r-ésirno momento natural. Além dis 
so, as variáveis que compÕem o produto são .independentés. Desta 
forma conhecemos também o r-ésimo momento natural do produto de-
las. A partir disso, usamos a transformada inversa de Mellin e a 
teoria dos resíduos para atingir nossos objetivos. 
Esse mesmo método foi anteriormente utilizado por Springer 
e Thornpson, Lomnicki, e outros, para a obtenção da distribuição 
do produto de outras variáveis aleatórias, dentre as quais desta-
camos as uniformes, as monorniais e as betas que são casos partic~ 
lares de beta weibullizada e também consideradas nesse trabalho. 
Assim, uma das finalidades do nosso trabalho é apresentar a 
-utilização de momentos naturais, transformada inversa de Mellin e 
a teoria dos resíduos, como técnica para a obtenção de distribui-
ções de variáveis aleatórias. 
CAP1TULO I 
RESULTADOS UTILIZADOS 
Nesse primeiro capítulo, daremos uma relação dos resultados 
utilizados por nós e que também são encontrados na bibliografia 
indicada no final desse trabalho. 
1.1 ~ FUNÇÕES ESPECIAIS 
No Capítulo III, as funções especiais abaixo relacionadas são 
muito importantes. Elas são: 
a) Função Gama (Integral de Euler) 
(1.1.1) 
' 
R(a) > O 
onde R(a) é a parte real de a. 
Por integração parcial em (1.1.1) podemos escrever 
(1.1.2) f(a + 1) = ar(a) 
Para n = inteiro positivo, temos 
(1.1.3) r(n) = (n-1)! 
b) Função Gama (de Weiérstrass) 
(1.1.4) r (e<) = 
onde -y 0,5772156649 ... 




e a constante de Euler. 
= r• (e<) 
r(ct) 
d) Função Zeta Generalizada (de Riemann) 
(1.1.6) I; (s,v) = E 
r=O 
1 
(v+r) 5 ' 
v 'f 0,-1,-2, ... 
e) Relação entre as funções Psi e Zeta 
(1.1.7) 1/J(a+s) n+1 = (-1) (n~) l;(n+l, a+s) 
f) Função Beta 
~" t"'- (1-t) - 1 dt, R(ct) >O , (1.1.8) B(","l = fo1 l- B R(B) > O 
onde R(a) e R(S) sao as partes reais de a e S respectivamente. 
g) Relação entre as funções Gama e Beta 
2 
(l.l.9) B(<>,M = f(a)f(ê) 
r (a + ê) 
1.2 - FUNÇÕES HIPERGEOM€TRICAS 
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Daremos agora, uma relação de funções hipergeométricas que 
serao usadas no Capítulo III, para expressarmos as funções densi-
dades e acumuladas do produto de v.a.'s independentes betas wei-
bullizadas; ou sejam: 
a) Função Hipergeométrica de Gauss 
00 (a)n(b)n 
(1.2.1) 2F1 (a,-b,c;z) = E zn r=O n!(c)n 
onde c ;' o ou inteiro negativo, I z I < 1 ; z = 
z =-1 e R(c-a-b+1) > O; e ainda 
(l.l.2) 
f(a+n) 
r (a) = a(a+1) ••• (a+n-1) ; 
b) Função G (de Meijer) 
(1.2.3) Gm,n [ z p,q 
= 2;i L 
a 1 , ... , an, an+ 1 , • · · , ap l 
bl, ••• ,bm' bm+l'"""'bq J 
m n 
rr r(b.+s) rr r(1-a.-s) 
·=1 J . =1 J 
q p 
rr r(1-b.-s) rr r(a.+s) 
j=m+1 J j=n+1 J 
= 




onde i = 1-1 e L é um contorno propriamente escolhido, e ainda 
(i) z I' o 
(ii) 1 < m ~ q, O ~ n ~ p; m,n,q,p sao inteiros positivos. 
(111) Produto vazio é igual a 1. 
(i v) Os números complexos a. 
J 
e sao tais que nunhum 
pelo de f(b.+s), j = 1,2, .•• ,rn coincide com algum pelo 
J 
de f(l-aj-s), j = l, ••• ,n. 
(v) L é, por exemplo, um contorno que separa os pontos 
-s = b. +v, j = l, ••• ,m; v= 0,1, ••• 
J 
e -s = a.-1-v J ' 
j = l, .•. ,m: v= 0,1, .••. 
c) Função H (de Barnes-Mellin) 
(1.2.4) If"•n p,q 
(a1,a1); • • ·; (an'"n); (an+1'"n+1); • • ·; (ap,ap)J 
(b1,S1) ; ••• ; (bm,Sm); (bm+1'Bm+l) ; ••• ; (bq,Bq) 
= 
m n 
t rr r(b .+s .s) rr f(1-a .-ajs) 1 '=1 J J =1 J -s = z ds 2ni q p rr ri1-a.-S.s) rr r(a.+a.s) 
j=m+1 J J j=n+l J J 
onde i = /-1 e L -e um contorno propriamente escolhido, e ainda 
(i) z;'O 
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(ii) 1 ~ m ~ q, O 2 n ~ p; m,n,q,p sao inteiros positivos. 
(iii) a.j (j=l, ••• ,p), sj (_j=l, ••• ,q) são números positivos e 
aj(j=l, ... ,p), bj(j=l, •.. ,q) sao números complexos tais 
que aj (bh+v) ;' Bh (aj-1-À) para v,À = 0,1,. .. ; h=1, ••• m; 
j= l, ..• ,n. 
(iv) Produto vazio é igual a 1. 
(v) L é, por exemplo, um contorno que separa os pontos 
-s = (b.+v)/B., j = l, •.. ,m;v=O,l, ... e -s=(aJ.-1-V)/aJ., 
J J 
j = l, ••• ,m; v= 0,1, ••• 
d) Relação entre as funções H e G 
Quando a 1 = = Bq = 1, a função H defi 
nida em (1.2.4) é dada por: 
(1.2.5) !f",n z P ~ (a1 ,1); ••• ;(a ,1)] p,q (bl,l); ••• ;(bq,l) 
e) Um caso particular da função G 
(1.2.6) X 
6 
1.3 - DISTRIBUIÇÕES CONTÍNUAS 
Apresentaremos a seguir as funções densidades das distribui-
çoes de particular interesse nesse trabalho, que são: beta weibul 
lizada, beta, rnonomial e uniforme. 
a) Distribuição Beta Weibullizada 
A função densidade de probabilidade de uma variável aleató -
ria z com distribuição beta weibullizada é dada por: 
(1.3.1) f (z) = O<z<l. 
onde c > O , p > O , 
b) Distribuição Beta 
A função densidade de probabilidade de uma variável aleató-
ria z com distribuição beta (na forma padrão) é dada por: 
(1.3.2) f(z) = "'-:?-1-::;- zP-1 (1-z)q-1 B(p,q) 
onde p > O e q > o. 
c) Momentos de uma v.a. beta 
' 
o < z < 1 
o r-ésimo momento natural de uma v.a. Z com distribuição 
beta é dado por: 
(l. 3. 3) = r (p+q)f (p+r) 
f(p)f(p+q+r) 
d) Distribuição Monornial (função-potência) 
A função densidade de uma v.a. Z rnonomial é dada por: 
(1.3.4) f (z) p-1 = p z ' o < z < 1 
onde p > O. 
e) Distribuição Uniforme 
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A função densidade de uma v.a. Z uniforme no intervalo (0,1) 
-e dada por: 
(1.3.5) f(z) = 1 , O < z < 1 
1.4 - OUTROS RESULTADOS 
Usaremos,ainda, os seguintes resultados: 
a) Integral de uma forma logarítmica 
(1.4.1) n~ xm+l (m+l): 












e B são funções de 
n = o, 1, ... 
t e A (i) = 
8 
c) Função densidade da n-ésima estatistica de ordem 
Sejam x 1 ,x2 , ••• ,xn variáveis aleatórias independentes e i-
denticamente distribuídas com função distribuição acumuladas F e 
função densidade f, as quais são positivas e contínuas para 
a<x < b e zero em outro caso, e sejam Y1 ,Y2 , ••• ,Yn estatísti 
cas de ordem. Então a função densidade gn(yn) de Yn é dada por 
' (1.4.3) 
' 
a < y < b 
n 
e.o.c. 
d) Função densidade da Amplitude Amostra! 
Considerando o item (c) acima, seja y = y - y 
n 1 
amostral. A função densidade de Y é dada por: 
a amplitude 





[F(y+z)-F(z)]n-2 f(z)f(y+z)dz , 
a O < y < b-a 
, em outro caso 
e) Função densidade de uma transformação de variável 
Seja X uma variável aleatória com função densidade fx con 
tínua em R. Seja a transformação um a um dada por Y = h(x). A 
função densidade de Y é dada por 
y E T 
onde T é a imagem de h . 
CAP1TULO II 
NOÇÕES DE VARIÂVEIS COMPLEXAS 
Apresentaremos aqui, alguns teoremas e definições sobre va -
riáveis complexas assim como a Transformada Inversa de Mellin,q~e 
formalizam os métodos utilizados na determinação da distribuição 
de probabilidades do produto de variáveis betas weibullizadas. 
2.1 - VARIÂVEIS COMPLEXAS 
Nesta secçao, daremos os elementos de variáveis comp~s que 
compoern a teoria dos resíduos usada na resolução do nosso proble-
ma. 
DEFINIÇÃO 2.1.1: Diz-se que a função g(s) da variável complexa s 
é analítica num ponto s
0
, se a sua derivada g' (s) existe não só 
em como também em todo ponto s de uma vizinhança de s . 
o 
DEFINIÇÃO 2.1.2: Um ponto singular de uma função g(s) é um ponto 
do plano complexo onde a função g(s) deixa de ser analítica. 
DEFINIÇÃO 2.1.3: Se existe uma vizinhança de um ponto singular s 
o 
de uma função analítica g(s), exceto no próprio ponto s 0 , então 
s 0 se diz ponto singular isolado ou singularidade isolada de g(s). 
Sendo s
0 
uma singularidade isolada de uma função g(s)exis 
te um número positivo r, tal que g(s) é analítica em cada 'ponto 
s para o qual O < \s - s 0 \ < r. Nessa vizinhança a função é re-
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presentada pela série de Laurent. 
00 bl b2 n 
= (2.1.1) g (s) E an (s-s
0
) + + ( s-s ) 2 + ... (s-s ) 
n=O o o 
onde os coeficientes sao dados por: 
__ g,_,_,( 5'::>,..-,- ds 
( ) n+l s-s 
o 
' 








tal que Ll e L2 sao dois contornos fechados contendo s • o 
Em particular, nos interessa a definição do coeficiente b 1 
dad~ abaixo. 
DEFINIÇÃO 2.1.4: o coeficiente (2.1.1) é cham!!. 
do de resíduo de g(s) no ponto singular isolado s
0 
e é dado por 
(2.1.2) 2!i t g(s)ds 
onde L é um contorno fechado que inclui s
0 
tal que g(s) é ana 
lítica sobre L e no interior de L. 
TEOREMA DO RES!OUO (2.1.1}: Seja L um contorno fechado tal que 
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uma função g(s) é analítica sobre e dentro de L, exceto em um 
número finito de singularidades isoladas s1 ,s2 _, ... ,~ interiores aL.Se 
R1 ,R2 , .•• ,~ são os resíduos de g(s) nessas singularidades, en-
tão 
(2.1.3) 
onde a integral é calculada no sentido positivo (anti-horário} ao 
longo de L • 
A demonstração desse teorema e dada, por exemplo, em [ 2 
' 
pg. 147] ou 1 ' pg. 122] • 
Na série de Laurent, dada em (2.1.1), a série de potênciasne 
gativas de (s-s
0
) é chamada de parte principal de g(s) em torno 
de s • 
o 
A estrutura da parte principal tem grande influência sobre o 
comportamento da função na proximidade do ponto singular, como ve 
remos a seguir. 
DEFINIÇÃO 2.1.5: Suponha que a parte principal em (2.1.1) conte-
nha somente um número finito de termos; então existe um inteiro m 
tal que os coeficientes bm+l'brn+2 , ••• são todos nulos e 








a (s-s ) 
n o 
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quando O < I s-s
0 
I < r, para algum número positivo r, onde bm 'I O. 
O ponto singular isolado s
0 
é então chamado pelo de ordem rn da 
função g (s) • 
OBS: 1) Um pelo de ordem m=l é chamado polo simples. 
2) Quando a parte principal de g(s) em torno de s 0 tem uma 
infinidade de termos, o ponto é chamado de ponto singular 
essencial da função. 
Para determinarmos pelos e seus resíduos de maneira mais pr~ 
tica enunciaremos o teorema seguinte. 
TEOREMA 2.1.2: Suponhamos que uma função g(s) satisfaça as se-
guintes condições: para algum inteiro positivo m existe um va-
lar ~(s0 ), diferente de zero, tal que a função 
(2.1.5) j2l (s) 
é analítica em g(s) tem um pelo de ordem m 
Seu resíduo em é dado por 









Para a demonstração desse teorema, ver [ 2 , pag 149]. 
em 





m = 1,2, ••• 




) # O. 
Uma função de particular interesse em nosso trabalho é a 
função Gama. Usando a definição (1.1.4), ou seja, 
(2.1.8) 
vemos que f(s) ê analítica em toda parte no plano complexo exce-
to em 5 = o,-1,-2, .•• , que são pelos simples de r(s). 
2.2 -A TRANSFORMADA DE MELLIN 
Abaixo daremos as definiçÕes de Transformada de Mellin e 
Tranformada Inversa de Mellin que são de grande importância na de 
terminação da distribuição de probabilidades do produto de variá-
veis aleatórias. 
DEFINIÇÃO 2.2.1: A TRANSFORMADA DE MELLIN de uma função f(z), pa 
ra z > O , e definida por 
(2.2.1) I
oo 
s-1 g(s) = 
0 
z f(z)dz 
para R(s) > O. 
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DEFINIÇÃO 2.2.2: Se a função g(s) e a transformada de Mellin da 
função f(z), e s é uma variável complexa, então f(z) 
TRANSFORMADA INVERSA DE MELLIN e é dada por 
(2.2.2) f (z) ~ 1 2Tri z g(s)ds l -s ' R(s) > O 
onde i ~ 1-1 , L -e um contorno propriamente escolhido e 
a parte real de s. 
é a 
R(s) é 
DEFINIÇÃO 2.2.3: Seja f(z) a função densidade de probabilidadede 
uma variável aleatória Z > O. Então o (s-1)-ésimo momento natu ~ 
ral de z é dado por: 





Fazendo uma analogia entre esta Última definição e a trans -
formada de Mellin, vemos que 
(2.2.4) 
isto é, g(s) é a tranSformada de Mellin da função densidade f(z) 
da variável aleatória z. 
Analogamente, a transformada inversa de Mellin nos dá a fun-
çao densidade f(z) de Z se conhecemos g(s) isto é, o (s-1)-é-
sirno momento da variável Z. 
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No capítulo III, utilizaremos a transformada inversa de Mel-
lin para a determinação da função densidade de 
n 
z = rr z., 
i=l 1 
tal 
que a variável aleatória z 1 , i= 1,2, •.• ,n, tem distribuição be 
ta weibullizada e portanto conhecemos o seu (s-1)-ésirno momento. 
Também faremos uso da teoria dos resíduos para a resolução 
da integral de (2.2.2). 
CAPITULO III 
DISTRIBUIÇÃO EXATA DO PRODUTO DE VARIÂVEIS 
ALEAT6RIAS BETAS WEIBULLIZADAS 
3 • O ~- INTRODUÇÃO 
Johnson e Kotz [10 1 comenta que quase nada foi feito com res 
peito a distribuição beta weibullizada que é obtida da variável 
aleatória 
padrão. 
z tal que, para algum c c' z tem distribuição beta 
Os poucos trabalhos existentes tratam da distribuição do pro 
duto e do quociente de variáveis aleatórias tais como uniformes, 
monorniais e betas que são casos particulares de beta weibullizada. 
Em relação a v.a.'s uniformes temos, por exemplo, os trabalhos de 
Gray e Obell [ 7 1, Rahman [ 171, Rider [ 21] e Sakarnoto [24]. · Com 
respeito a v.a. 1 s monorniais podemos citar Rider [23] e sobre 
v .a.' s betas temos os trabalhos de Jambunathan [ 8 ] , Mathai [ 14 ] 
e Springer e Thornpson [27]. 
Apresentaremos, neste capítulo, a distribuição exata do pro-
duto de n > 2 v.a. independentes betas weibullizadas, em termos 
da função H e também em forma de séries computáveis. 
3.1- "DISTRIBUIÇÃO DO PRODUTO DE V.A. INDEPENDENTES BETAS WEIBUL-
LIZADAS11 
Nesta secção encontraremos a distribuição do produto, em ter 
mos da função H, para quaisquer parâmetros das v.a. 1 s. Este re-
sultado será apresentado no teorema 3.1.1. Apresentaremos também 
17 
um caso particular desse resultado. 
Usando a teoria dos resíduos é possível encontrar, de manei-
ra geral, expressões para a função H em termos de séries gue são 
computáveis (funções gama, psi e zeta para as quais existem sub-
rotinas para computação). Essa teoria não foi aplicada neste caso 
mais geral, devido a complexidade na determinação dos pelos, mas 
o faremos em capítulos subsequentes para casos especiais que tam-
bém apre-sentam um certo grau de dificuldade. 
TEOREMA 3.1.1: Sejam z1 , z2 , ••. ,zn v.a.•s independentes betas wei 
bullizadas de parâmetros p. > o , q. > o 
~ ~ 
e 




c. (z.~) ~ ci 
~ ~ 
c 1 > O. Ou seja, z1 
O< z. < 1 
~ 
com p. > O , q, > O e c.; > O , \:fi= 1,2, ••• ,n. 




z ~ n zi. 
i=l 
Então_ a função densidade . f ( z) de Z 
(3.1.3) f (z) 
n 
n r<p.+q1) i=l ~ . .n,O z ~ --"c"'--- H 
n n,n 
rr f(p. > 
i=l ~ 
-e 
, o < z < 1 
e a função distribuição acumulada F(z), de z é 
o < z < 1 
DEMONSTRAÇÃO: 
Temos que o (s-1)-ésimo momento de Z, g(s), é dado por 




















momento, dado por (1.3.3), então 
(3.1.6) 
n 
g(s) = TI 
i=1 
s-1) r (p. + q. l (p. + c< l. l. l. .... 
Usando a transformada inversa de Mellin (2.2.2), a função den 
sidade de z é 
n 
(3.1. 7) 
TI r (p. + q 1 J i=l l. 1 
f ( z) = -==::----- -
n 21Ti 
TI r<p1 i i=l 
~ r(p. + ";1> 
i=l l. i 
n ds 
TI f(p. +q. + s-1) 
i=l 1 1 ci 
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onde L é um contorno que inclui os pelos de 
n s ... l / n s-1 n r(p. +-) n r(p. +q. + -) 
i=l 1 ci i=l 1 1 ci 
Usando a função H, definida em (1.2.4), ternos que a função 
densidade f(z) de z é dada por (3.1.3). 
A função distribuição acumulada F(z) de z é dada por 
n 
n r(p.+q.) 





F(z) = fz f(t)dt 
. o 
n 1 1 
t n r(p.--+- s) 1 i=l 1 0 i 0 i 2ni n 1 1 n r(p.+q.--+-s) i=l 1 1 ci ci 
n 1 1 n r(p.--+-s) 
1 i=l 1 ci 0 i 
z 2ni n 1 1 L n r(p.+q.--+-s) 
i=l 1 1 ci ci 
[ t -sdt ds 
r ( 1-s) 
r(2-s) 
e por (1.2.4) temos que F(z) é dada por 3.1.4. 
3.1.1 - CASO PARTICULAR 
-s 
z ds 
Da função H podemos conseguir a função G, U.2.5); mas tanto 
para H quantó para G, nem sempre existem resultados em formas 
computáveis. Alguns casos especiais são apresentados no livro de 
Mathai e Saxena [ 15 ,pg. 61}, como por exemplo ver(l.2.6). 
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Assim, usando (1.2.5), (1.2.6), (3.1.3) e para n = 2; c 1 = 1 , 
i = 1,2, temos que a função densidade de z é dada por: 
, o < z < 1 
3. 2 - "PRODUTO DE BETAS WEIBULLIZADAS COM PARI\METROS 
c = c" 1 
Agora apresentaremos a distribuição do produto de betas wei-
bullizadas com parâmetros p, q e c, em termos da função G e 
também em séries, no teorema 3.2.1. Casos particulares dos resul-
tados obtidos serão apresentados no final desta secção. 
TEOREMA 3. 2.1 - Sejam z 1 , z 2 , ••• , zn v.a. 's independentes com dis-
tribuição beta weibullizada com parâmetros p i = p, q 1 = q e c 1 = 
=c, '1111 = 1,2, •• .,n. Ou seja,. z1 tem função densidade dada por: 






onde p > O , q > O e c > O. 
n 
Então a função densidade de Z = TI z1 1=1 
, O < z1 < 1 
-e dada por: 
(3.2.2) f(z) ~c 
e a função acumulada é 





q , ... ,q]. 
o < z < 1 
o , o • o , o 
[c 1-p,q , ... ,q]• O< z < 1 l 0, ••• ,0, -p 
Para expressarmos f(z) e F(z) em séries, consideraremos 
dois casos, ou sejam: Caso 1 com q ~ inteiro positivo e o caso 
2 com q = inteiro positivo. Esta consideração é necessária para 
a determinação de pelos. 
CASO 1: (q ~ inteiro positivo) 
Para q t inteiro positivo, a função densidade f (z) de z é 
(3.2.4) f(z) ~ c 
e a função acumulada F(z) é 
(3.2.5) F(z) ~ l: 
r=O 
1 



































CASO 2: (q =inteiro positivo) 
' 
m > 1 
Para q = inteiro positivo, a função densidade f(z) é 
q-1 
(3.2.10) f(z) =c[ TI 
j=1 
q-1 
























( p+ J. ) n] l: 7::':1=-,.,,. l: (n-1): i=O k=O 
(-log: zc)v o 
'("+ )k-v+l ' v. l p 
(n-1-k) 
AO i = lim 
(n-1-k) A. 
t-+ -i 1 
A(m) m-1 (m-1) A(m-l-r) 8 (r) = l: Oi Oi Oi r=O r 
A(O),= A. = 1 




B= 0 logAi i at 
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< z < 1 
' 
m > 1 
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DEMONSTRAÇÃO: 
Temos que o (s-1)-ésimo momento de z, g(s), é dado por 
{3.1.6)· fazendo pi = p , q 1 = q e c 1 =c, Vi= 1,2, ••• ,n. 
Usando a transformada inversa de Mellin 1 (2.2.2), a função den 
sidade de Z é 













onde L e um contorno que inclui os pelos de 
(3.2.17) 
Fazendo 





podemos escrever {3.2.17) como sendo 




onde L é um contorno _que inclui os pelos de 





Usando a funç_ão G, (1.2.3), temos que a função densidade f (z) 
de Z é dada por (3.2.2). 
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A função distribuição acumulada F(z), de -z, e dada por 
(3.2.20) F(z) = Jzo f(y)dy 
= c J: Ycp-ct-1 dy dt 
f(p-t) dt 
rn(a+t) r(p-t+1) 
e por (1.2.3), temos que F(z) pode ser escrita como (3.2.3). 
Para demonstrarmos (3.2.4), (3.2.5), (3.2.10) e (3.2.11) de-
vemos considerar (3.2.18). Usando a teoria dos residuos devemosde 
terminar os pelos de (3.2.19). Para tanto, consideraremos o caso 
1, com q ~ inteiro positivo e ·o caso 2, com q = inteiro positiv~ 
CASO 1: q ~ inteiro positivo 
Neste caso, q ~ inteiro positivo e os pelos de (3.2.19) sao: 
t = -r , 'Jr = 0,1,2, .... 
todos de ordem n • 
Usando o teorema do residuo (2.1.3) e por (3.2.18) temos 







Rr = (n 1): 
1 























(m~1) (m-1-i) Ao r ~ 
rn(t+r+1) 
Z
c)j ( n-1-j) 
Ao r 
B (i) 
O r ' m > 
r-1 




e usando ( 1.1. 5 ) , temos 
B (O) = B - a 1og A r r - at r 
r-1 
= n w(t+r+1) - n E 
j=O 
1 
7( t~+C:rj') - n W ( q+t) 
sendo que para K = 1,2, ... ,m-l, usando (1.1.6), temos 
e 
- n(-1)k+1 (k!)ç(kt1, q+t) 
B(k) = lim 











-;:-:-.,- - ç (k+1, q-r)] 
( . ) k+ 1 J-r 
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portanto, substituindo-se (3.2.22) em (3.2.21) temos que a função 
densidade de f(z) de Z é dada por (3.2.4) 
A função distribuição acumulada F(z) e dada por 
F(z) = J: f(y)dy 







(n-1-j) Jzo Ao r 
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usando (1.4.1), temos que F(z) pode ser escrita como em (3.2.5). 
CASO 2: q = inteir·o positivo 
Neste caso, q = inteiro positivo e há cancelamento das gamas 
em (3.2.19), ou seja 
(3.2.23) rn !tl 1 
--:,.---"-"'--- = -=..-=---n q-1 
r (q+tl rr (t+i)n 
i=O 
cujos pelos sao 
t=-i, 'rli=O,l, ..• ,q-1 
todos de ordem n • 





f(z) =c [ n 
j=1 
l 
(n 1) : 
n-1 
lim a 1 
t-+-r ~tn 
































= lim A(n-1-k) 
t-~--i . ]. 















, m > 1 














( . . ) m+1 J-~ 
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portanto, substituindo (3.2.25) em (3.2.24}, temos que a função 
densidade de Z é dada por (3.2.10) 
= c 









7( n;;:_:-,1') '! E k=O 
e por (1.4.1) podemos escrever F(z) como sendo (3.2.11). 
3.2.1 -CASOS PARTICULARES 
Apresentaremos aqui, 3 casos particulares de v.a. beta weibul-
lizada que são uniforme, monomial {função-potência) e beta. 
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As distribuições dos produtos serao dados em corolários de-
correntes do teorema 3.2.1. 
3, 2 .1.1 - VARIÂVEIS UNIFORMES 
Quando p = q = c = 1, a função densidade de zi dada por 
(3.2.1) pode ser escrita como (1.3.5), ou seja 
f. (z.) = 1 , O < z. < 1 
~ ~ ~ 
ou seja, z1 , Vi= l,=, ..• ,n tem distribuição uniforme no inter 
valo (0,1). O corolário seguinte apresenta a distribuição de 
n 
z = n zi 
i=l 
COROLARIO 3.2.1.1- Sejam z1 , z 2 , •.• ,zn v.a.'s independentes u-
niformemente distribuidas no intervalo (0,1). Então a função den-
n 
sidade de z = TI Z. é dada por 
i=1 1 
(3.2.1.1.1) f(z) = Gn,O 
n,n ~ 1, ... ,1J 1_10g z)n-1 z = (n-l): , O< z < 1 o 1 o o o I o 
Esse resultado também foi apresentado por Sakamoto [24] 
e Gray é Odell[ 71. A .função acumulada F(z),de Z, é 
1 ~ 0,1, ... ,0] n-1 (3.2.1.1.2) f(z) =z~~1,n+l z = z l: O, ••• ,0,-1 v=O (-1og z)v v! , o < z < 1 
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DEMONSTRAÇÃO: 
Usando (3.2.2) e (3.2.10), fazendo p = g =c= 1 
por (3.2.12) que 
e tendo 
. (O) 
Ao o = A (O) = A = 1 o o 
e 
(3.2.1.1.3) (n-1-k) Ao o = 
r o. k = ll, k = 
0,1,2, •.• ,n-2 
n-1 
temos que a função densidade de Z é dada por (3.2.1.1.1). 
Por (3.2.3), (3.2.11), (3.2.1.1.3) e com p = g =c= 1 te-
mos que a função acumulada de Z e dada por (3.2.1.1.2). 
3.2.1.2 - VARIÂVEIS MONOMIAIS 
Quando c = 1 I q = 1 e p > O, a função densidade de zi 
dada por (3.2.1) pode ser escrita por (1.3.4), ou seja 
' 
o < 
ou seja 1,2, ... ,n tem distribuição rnonomial. A distri z1 , 't/in= 
buição de Z = TI Z1 1=1 
é apresentada no próximo corolário. 
COROLÂRIO 3.2,1.2.- Sejam z 1 , 
distribuição monomial. Então a 
dada por: 
z 2 , ••• , z v.a.•s independentes com n n 
função densidade de z = rr zi é 
i=l 
(3.2.1.1.4) f(z) n = p 1, .. • ,1] n p-1 (-1og z)n-1 = p z -'--=-"-""--




Esse resultado foi apresentado por Springer - Thornpson [ 26 ] , 
Ri der [2 3 ] e Rahman [17 ] • 
A função acumulada de Z 
(3.2.1.1.5) _ n p n,l F (z)- p z Gn+l,n+l 
DEMONSTRAÇÃO: 
-e dada por: 
I. 1-p,1, ... 1l 
r 0, ... ,0,-pJ 
n-1 
= zP E 
v=O 
v [p(-1og z)] 
,o < z < l 
' 
Por ( 3. 2. 2) , ( 3. 2.10) , ( 3. 2 .1.1. 3) , com c = 1, q = 1 e p > O, 
temos que a função densidade de Z é dada por (3.2.1.1.4). 
Por (3.2.3), (3.2.11), (3.2.1.1.3) com c = 1, q = 1, e p >O 
temos que a função acumulada de Z é dada por (3.2.1.1.5). 
3,2.1.3 - VARIÂVEIS BETA 
Quando c = 1, p > o e q > o, a função densidade de zi 
dada por (3.2.1) pode ser escrita por (1.3.2 ), ou seja 
' 
Vi= 1,2, .•• ,n tem distribuição beta. No corolário seguinte,apr~ 
n 
taremos a distribuição de z = rr zi 
i=l 
COROLARIO 3.2.1.3- Sejam z 1 , z 2 , ••• ,zn v.a.'s 
distribuição beta. Então a função densidade de 
independentes 
n 




termos da função G , é dada por: 
(3.2.1.1.6) f(z) - rn(p+q) 
rn(p) 
A função acumulada é 
(3.2.1.1.7) F(z) 
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q I o o o I q 
O, ..• ,0, 
].o<z<1 
1-p, q , ..• ,q] 
0, ... ,0, - p 
, o < z < 1 
Para expressarmos f(z) e F(z) em séries, devemos conside-
rar dois subcasos, ou sejam: subcaso l,com q ~inteiro positivo~ 
subcaso 2, com q = inteiro positivo. 
SUBCASO 1: (q f inteiro positivo) 
Para q # inteiro positivo a função densidade de z é 
(3.2.1.1.8) f(z) = rn (p+q) 
rn(p) 
e a função acumulada de Z 


















A (n-1-j) (. 0 ) r+p Or J • z 
X E 
v= O v! (r+p) j-v+l 
o < z < 1 
onde (n-1-k) Ao r e dado por (3.2.6). 
SUBCASO 2: (q = inteiro positivo) 
Para q = inteiro positivo a função densidade de Z 
q-1 







e a função acumulada de Z é 
(3.2.1.1.11) F(z) 
onde (n-1-k) -A oi e 
DEMONSTRAÇÃO: 
q-1 







(p+j) n J E --;-:::'1'-;-;-..- E (n-1)! i~o k~o 
(-109: z) v o < 
, ("+ )k-v-1 ' v. 1 p 
por (3.2.12). 
• 
z < 1 
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Por (3.2.2) e (3.2.3), com c= 1 temos que a função densida 
de e a função acumulada de z sao dados por (3.2.1.1.6) e (3.2.1.1. 7), 
respectivamente. 
Em termos de séries, considerando o subcaso 1 com q 'I inteiro 
positivo, ternos por (3.2.4) e (3.2.5) que a função densidade e a 
função acumulada de Z -sao dadas por (3.2.1.1.10) e (3.2.1.1.11), 
respectivamente. 
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Considerando o subcaso 2 com q = inteiro positivo, temos por 
(3.2.10) que a função densidade de z é dada por (3.2.1.1.10) e 
usando (3.2.11) temos que a função acumulada de Z -e dada por 
(3.2.1.1.11). 
Esses resultados também foram apresentados por Springer e 
Thompson [ 27] e Mathai [ 14] . Ver também Rathie e Kauffrnan[20}. 
3. 3 - "PRODUTO DE BETAS WEIBULLIZADAS COM PARÂMETROS pi' qi = q, c .• ~ 
A distribuição do produto de n betas weibullizad~s com pa-
râmetros e Vi= 1,2, •.. ,n será dada no teore-
ma 3.3.1 seguinte, em termos da função H e também em.série. 
Para a expressão em série consideraremos dois casos, ou se-· 
jam: caso 1 com q =inteiro positivo, pie c 1 , Vi= l, ... ,n, e 
o caso 2 com q f inteiro positivo, pie c 1 =c, Vi= 1,2, ••• ,n. 
A restrição c. = c, no caso 2,é necessária para que a deter , 
minação dos pelos não se torne por demais complicada. 
TEOREMA 3.3.1- Sejam z1 , z2 , ••• ,zn v.a.'s independentes tal que 





r (pi +q) 
r (p1 ) r (q) 
tem função densidade dada 
onde p1 > O , q > O e c1 >O , Vi= 1,2, ••• ,n. 
n 
Então a função densidade de Z = TI Zi é dada por 
i=1 
n 1 1 1 1 (p +g-- -). . (p +g-- -) 1 c'c , .•. ,.n c'c 
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(3. 3.2) f(z) = 
n r (p.+gl 
i=l l 
n 




1 ..!..) (pn -c, c 
n n 
e a função distribuição acumulada de Z e dada por: 
n 
rr r (p.+g) 
i=l l. n,l 
1 1 1 1 (0' 1) ; (p1+g- -,-) ; ". ;(p +g--,-) 
c1 c1 n cn cn (3.3.3) F(z) 




Para expressarmos f(z) e F(z) em séries, consideraremos dois 
casos, ou sejam: o caso 1 com q = inteiro positivo, pi > O e 
c. > O, e o caso 2 com q ~ inteiro positivo, p. > O 1 . 1 e c= c>O. i 
CASO 1: (q = inteiro positivo) 
Para q =inteiro positivo, pi >O e ci >O, Vi= 1,2, ..• ,n 
a função densidade de f(z) de Z, e dada por 
n g-1 
r rr rr (p. +j) 1 
( 3 , 3 , 4 ) f ( z ) = ....=i_='C~__,_j =-0"---1 - ~ 
rr (..!..) g 1 k=1 
i=l ci 
s -1 (~ -1-v) 
k v ) (-log z)v Aak ' 
1 o < Z < 1 
e a função distribuição acumulada F(z), de -z, e dada por: 
sk - 1 s -1 
E ( k ) 
v=O v 
v a.k+l v (1og z) r 
x(-1) (v!)z E 

















( S -1-v) ~k 
~o) = ~ = -m=--=-1-""s-
TI (s+ai) i 
i=1 
i;ék 
a 11, = as 1og ~ 1 
CASO 2: (g F inteiro positivo) 
, u > 1 
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o < z < 1 
Para q ~inteiro positivo, pi >O ·e c 1·=c >O, \fi= 1,2, ... ,n, 
a função densidade f(z), de z , é dada por 
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n. -1 Ct· +i 
(3. 3.10) f (z) 
k Pr r 
= c{ E E E 
)rr-v 
E 
z ]rr- v1 v-1 
(v-1)! ~1 (v-1) (-1 )v-1-~ A (t) + ~ ogz jrO r=1 j=1 v=1 i=O 
mk.-1 mk.-1-u c(u)) ' 
( J ) (-1og z) J jkO 
u 
,o < z < 1 
e a função distribuição acumulada F(z), de Z, é dada por 
(3.3.11) F(z) 
k 















a.rr-v+1+i+1 v-1-t z J E 
r1 
__ __,("1""---"z'-) --~~-- + 










(a2k +B-j + 1 
onde 
1 
r =O · 1 
m -1 
Kj "\c .-1 
E ( J ) 
u=O u 
C(u) jkO 
(3.3.12) Ul AjrO = 1im 





(log z) 2 






AjrO B(x) jrO ' 
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~ > 1 
:v . . [u~1 ~1 t~/ ("mut+ s~ ~~ r (ajrt + s)J 
(o) r (a. +1+,+s+l) ( )-I-(. ) J ~ ( 3. 3.14) A. =A. = -::--..,J-"rr-"--'v"-"----"m"'''-'u=r"-JJ..!•:=r,!_ ___ ::..::c..... ____ ...=_ __ 
Jr Jr ~ 1 ] ~ 1 1 n. h-1 ] 1- v- v- Jrr-
TI (9+a. v+1+s) TI TI TI (a. h+l+s+t) 9=0 )rr- k=1 h9< t=O JIT" 
[ ~· X TI k=1 
e 
(3.3.15) B. Jr 
a 
=--as 
onde para ~ > 2 
(3.3.16) 
a -a. -n jrr-1 jrr - jrr-1 
lim 




e n. 1 , n. 2 , ... ~n. 1 )r )r )rr- sao inteiros não-negativos e para todo 
fixado r, ajri- amrh ~±v, v= O,l, ... ,j#m; 
isto é, os a's podem diferir por inteiros. 


















s +-a - B + j jk 2k 












i,h = 1,2, ... ,r, 
u > 1 
f(a.+s) ~ 
r (alj +B+s)j 
Djk as cjk 0 jk0 




pi > o qi = q e c. > o ' Vi = 1,2, ... ,n ' ~ 
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n 
e usando (3.1.6), temos que o (s-1)-ésimo momento de Z = IT z 1, i=l 
g(s), é dado por 
(3.3.21) 
n 
g(s) - rr 
i=l 
r(p,+q}r(p,- JL + ~) 
...... ...... ci ci 
r (p. >r (p.+q- JL + ~) 
L ~ c1 c 1 
Usando a transformada inversa de Melinn (2.2.2), temos que a 
função densidade de Z é dada por 
n 
rr r(p1 + q) 
( 3. 3. 22} f ( z) ~ -"'i~=:1:-----­
n 





i=l ~ 0 i 0 1 
n l s 
rr r(p.+q--+-) 
i=l 1 0 i 0 i 






-> rr r(p. + q -0 i i=l 1 
ds 
Usando a função H, definida em (1.2.4), temos que a função 
densidade f(z) de Z é dada por (3.3.2}. 
A função distribuição acumulada F(z) de Z e dada por 
(3. 3.24) F(z} ~ J:f(t)dt 
n n 1 rr r(p. +q) rr r(p.-- + ~) 
r i=l J._ 1 I i=l 1 0 i c i -s dt ds = 21Ti t n n 1 s rr r(p. > I! r(p.+q--+-} 
i=l 3. L i=l 1 0 i 0 i o 
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n n 
.l + ~) rr np.+q) rr f(p. -
i=l ~ 1 
f 
i=l ~ c. C, f(l-s) 1 1 -s ds = o z 2lTi z n n _!_+~) r(2-s) rr r(pi l rr r(p. +q-
i=l L i=l ~ ci ci 
e por (1.2.4) temos que F(z) é dada por (3.3.3). 
Para demonstrarmos (3.3.4'), (3.3.5), (3.3.10) e (3.3.11) usa 
remos a teoria dos residuos, sendo que para determinarmos os pc-
los de (3.3.23) é necessário considerarmos dois casos distintos , 
ou sejam: o caso 1, com q = inteiro positivo, p1 > O e c 1 > O, 
~i= 1,2, ... ,n e o caso 2, com 
c 1 =c> O, Vi= 1,2, ... ,n. 
CASO 1: (q = inteiro positivo) 
q f inteiro positivo , p. > O 
1 
e 
Para q =inteiro positivo, f(z} dada em (3.3.22) pode ser 
escrita como sendo 
n q-1 
(3.3.25) f(z) = [ TI rr (p. +j ll 
i=l j=O 1 
n q-1 
rr rr (p1+j)J i=1 j=O 
= 
1 
J 2rri z 
-s 
L 
1 I z-s 
2rr i .L 
1 ds q-1 n 1 rr TI (p.- + s +j) 
i=l j=O 1 c i c i 
----~.-~1~--------- ds n q-1 
rr rr (s-1+c.pi+c.j) 
i=l j=O ~ ~ 
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Seja a.k representar cipi + cij - 1 para algum i e j fi 
xos. 
Seja 8k ~ 1 representar o número de vezes que ak ocorre, 
para k = 1,2, •.• ,m tal que s1 + s2 + •.. + Srn = nq e m = 1,2, 
... ,nq. 
Então podemos escrever (3.3.25) como sendo 
n q-1 
I rr rr (pi+j)] 
I 
i=l j=O 1 1 (3.3.26) f(z) = 2ni. ds n (_!_)q] m ak I rr rr (s+ak) 
i=l c i L i=l 
onde L é um contorno que inclui os pelos de 
(3.3.27) 
que sao 
s =- a.k, ~k = 1,2, ••. ,m 
de ordens Bk' Vk = 1,2, .•. ,m , respectivamente. 
Pelo teorema do .resíduo (2.1.3) e por (3.3.26), temos que 
n q-1 
(3.3.28) f(z) = 




















Bk a k -s lim z {(s+ak) B -1 m B s -T- (X as k TI (s+at) ll k 
!!:=1 
B -1 
a k -s 
lim { z } B -1 s -T- (X as k m st k rr (s + a!!:) 
!!:=1 
t;'k 
B -1 k ( v ) (-1og 
(Sk-1-v) 
Z) v A Ok 
lim 
S-T-CXk 
( B -1-v) ~k 
A(u-1-r) 8 (u) Ok Ok 
• 
' 
u > 1 
~O) 1 
m B 



















l: (s+alt) a~. 
1.=1 
lt;'k 
(-1)r+1(r!) m -(r+1) l: (ak - "I.) Blt 
1.=1 
l.;tk 
substituindo (3.3.29) em (3.3.28)' temos que 
função densidade f(z), de Z, é dada por (3.3.4) 
A função distribuição acumulada F(z), dez, é dada por 
F (z) = Lz f(y)dy 
n q-1 
[ rr rr (pi+j)] ~-1 a -1 <~-1-v) [z a i=l j=O m 1 l: k J k v = l: ( v >Aok y (-1og y) dy n (Bk-1)! 





e usando (J .. '4"_D_), temos que F(z) -e dada por (3.3.5). 
CASO 2: (q F inteiro positivo) 
Para q #inteiro positivo e c1 =C, Vi= 1,2, ... ,n, e usan 
do a transformação t = JL a função densidade c , f (z) 
(3.3.22) pode ser escrita por 
n n 1 
dada 
(3.3.30) f(z) = 
I rr r(p.-~'qll f 
-
-'i.::=:=1 __ ,_ 1 c·~ 
n 27Tl. 
rr r(p. - - + t) 
(zc)-t ---=,i=;o1=-._' __ c __ _ 
n 1 
dt 
I rr r(pi)J L 
i=l 
rr r(p.+q--+tl 
i=l ~ c 






c i=l ~ 
...!... + t) 
c 
em 
que requer uma outra representação para a determinação de seus P2 
los. Para tanto será usado o resultado apresentado por Mathai e 
Saxena [151 pg. 171]. 





...!... + t) 
c 
n 
TI r(p. + q -l + t) 









~ = q 
Ainda podemos escrever (3.3.32) como sendo 








n = rn+t+p 





f(a. + t) 
f(a 1j+~+t) 
k Pr 
TI TI f(a. 1 +t)f(a. 2 +t) ••. f(a. +t) r-1 ._1 Jr )r )rr =~~~--------~------~----
m 
n r(a1 J. + ~ + t) j=l 
' rn = k. p r 
onde, para r > 2 , ternos que 
(3.3.35) 




tal que njrl' 
todo fixado 
njr2' • • • ,njrr-1 sao inteiros não-negativos e para 
r, o .. - cxmrh Jr1 
+ f - v, v = O, 1, ••• ; j f m ; i ,h = 
= 1,2, ..• ,r; isto é, os a's podem diferir por inteiros. 










r (a. + B + t) 
J 
qk -'"k. 
n (a2k + s + t - j) J j=l 
e o ~ 3 é dado por: 
(3.3.37) ~ r(amH+j + t) j=l r (a 3j + B + t) 
Desta forma, admitimos que: 
(a) em fi 1' (3.3.34)' nenhuma das gamas se 
t = t' •q k 
cancelam 
(b) em fi2' (3. 3. 36)' há cancelação, resultando fatores 
denominador 
no 
(c) em fi 3' (3.3.37), as gamas se cancelam tendo alguns fato 
res no numerador. 
(d) e ainda em 62 temos 
.(i) O<m..<~ 
- l<J 
~j; j = 1,2, ... ,qk, k = 1,2, •.. ,Q. 1 ; sao 
inteiros não-negativos 
(i i) o < i' < ~ 
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todos 
(iii) a.21 + S- k '1- a 2 j + B- v; i,j = 1,2, ••• , 9..' ;i;lj; 
k,v=l,2, ••. ,máx {q.} 
j J 
Admitimos ainda que nenhum dos pelos de ~l coincide com al-
gum dos pelos de ~2 ou algum dos zeros de 6 3 e nenhum dos pc-
los de A2 coincide com algum dos zeros de 6 3 . Pela rearrumação 
das gamas em (3.3.33) esta pressuposição pode sempre ser conside-
rada. 
Em ll1 , dado por ( 3. 3. 34) , os po.los residem no numerador e 
para determiná-los, consideramos, sem perda de generalidade·, que 
a.1>a.2> ••• Jr - Jr - > o;jrr 
Então, para fixados j e r , temos que: 
os pelos de ordem 1 vem da equaçao 
a.jrr + t + i = O para i= O,l, ..• ,n. 1 Jrr-
os pelos de ordem 2 vem da equaçao 
ajrr-l + t + i = O para i= O,l, ••. ,n. 2 -1 Jrr-
e assim sucessivamente, temos que: 
os pelos de ordem r vem da equação 
ajrl + t + i = o para i= 0,1, ... 
Os residuos , i= O,l, ... ,n. 1 -1, correspondentes aos Jrr-
-los de ordem 1, sao dados por: 
r 
lirn (t+a. +i) rr r(a. +t) 








rr (a. +t+j) j=O Jrr 
TI f(ajrs- ajrr 
r-1 6 6 (zc)-t 
rr r <a . +t) • --;;;-2"--'3 -----
s=l Jrs rn 
rr r(a. 1 + s j=l J + t) 
s=l =~~----------------------
m 








rr r<a1 . + S- aJ'rr- i) j=l J 
i= O,l, ..• ,m 1-1 r- e r > 2 
e 





t+-(a.. +i) Jrr 
1!.' 6' ( c) J 02 03 z 
R1i = --------~~m~--------------------
(-1)i(i!) n r("1 . +e- "J· 11 - i) j=1 J 






Em geral, o resíduo C?rrespondente ao pelo de ordem v , 
Vv = 1,2, ... ,r, é dado por 
(3. 3. 38) R.= 1im ( 1), 
VJ. ~( +') v-1 • 






{(t + "jrr-v+1 +i) v = 
(v-1)! t+ -("j=-v+1+i) atv-1 
k Pu r 
[ rr n n r ("mus + t) I ~' qk 
X 
u=l rn-1 s=l [ n n 1 
m k;,1 j=1 [ n r("1 .+e +t li (t + "2k + e j=1 J 
• 
- j)~j I 
p 




rv(e>, + 1+ i+t+ 1) Jrr-v 
{ i 1 
k '!., u 
n rr rr 
u=l m=l s=l 
r '"mus + t) l 
rr (8+<>. + 1 +t) Jrr-v 
e=O 
r-v 
[ rr r '"jrs + t)] 
s=l 
-~~~·~u~)Lf~(~·~,r~)~-----------------------------------­x 
v-1 v-1 n. -1 )rr-h m [ rr rr 
k=1 h=k 
rr '"·rr-h+l+t+s)][ n r(a1J.+S+t)J s=O J J=1 
v 
~· qk 
x[ E E 
p ------~1~~~--:J[ TI r(am+"+J'+t) t ---"'-"-"-' -'--'-----] ( z c ) - } 
k=l j=l (t + a2k + S- j) ~j j=1 r (a 3 j + S + t) 
(l' 1+1 (zc) )rr-v+ 





v-1 zc)v-1-t ( t ) (-log 
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onde é dado a se9uir, convencionando-se que n = oo para jrO 
todo j = 1,2, ... ,pr ; r= 1,2, ... ,k. 
Temos que 
A(~) 
= lim A~~) jrO 
t-+- (ajrr-v+l+i) Jr 
e 
A(~) ~-1 ,~-1) A (~-1-x)B (x) 
= l: ~ > l jrO 
x=O X jrO jrO -
tal que 
e 
rv(a. v+l+i+t+l) ~~ ~ ~ r(a +t)J~r;;" r(a. +t~ )rr- lu=l IIFl s=l rnus s=l JrS 
·~----------------·~(m~,~u~)z~~(~·~r~)~~--~~~-----------=- x 
~. l j[ 1 v-1 njrr-h-l J l; (8+a. _ +l+t) v; IT ·IT (a. -h+l+t+s) t=O Jrr v k=l h=k s=O )rr 
qk t) 
x n [ ~. rr l )~j ][j~l f(am+t+j + j k=l j=l (t+a2k+a - j 
Bjr a log Ajr = "ãS 
k qk u 
=v •(a. +l+i+t+l) + l: ~ l: Jrr-v u=l m=l s=l 
(m,u)~(j,r) 
r-v 
r (a 3 j + a+ 
•<a + t) + mus 















n. -1 Jrr-h _1 t' 
p 
+ E ~(a+"+. j~l m • J 
e como 
E (a. h+l+t+s) - E j~l Jrr- k~l 








E {a -a -i)-
mus jrr-v+l 
+ 
_Q, I q k 
E E 
u=l rn=l s=l 
(m;m);f(j ,J;) 
p 
k~l j~l (a. +1-i+a2k+S-j) Jrr-v . 










~(a 3 . + S- a. +l - i) +v ~(l) + J )rr-v 
i-l v ~(a. - etjrr-v+l - i) - E Jrs (9 - i) 9=0 
v-l n. -1 )rr-h 1 E E (ajrr-h+l i + - a.jrr-v+l -h=k s~o 
- a -i) -jrr-v+l 
s) 
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u=l m=l s=l 
(rn,u)r'(j,r) 
~(a -a -i)-
mus jrr-v+l . 
~-i 1 ~k l: l: 
k=1 j=1 (a. +1 - i + a2k + 8 - j Jrr-v 
p p 
+ 
+ l: ~(a +"+.-a. +1-i)- l: ~(a 3 .+s-a. +1-i) + j=l rn ~ J )rr-v j=l J )rr-v 
+v ~(1) + ~(n. 1 + n. z+ ... +n. -i) + )r )r Jrr-v 
+ ~(n. 2 + n. 3+ ... +n. -i)+ ... +~(n. -i)+ Jr Jr )rr-v )rr-v 
1 1 1 .,-.,-----=1'----;-+ v [ 1 + 2 + ••• + rl + (v-1)[ (i+1) + ••• + (i+n. +1) 1 + )rr-v 
+ + 1 ... (i + njrr-v+l + ••• + njrr-1) 
ainda que 
B(x) ax 
= Jr atx { Bjr ) para X > 1 
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e B(x) = jrO lim t+-(a. +i) jrr-v+l 
Usando ( 1.1.6 }, podemos escrever 
B(x) 
jrO 
k qu u 
= (-l)x x! { r .r r 





ç(x+l, a. -a. -i) + 
mus. )rr-v+l-
a -jrr-v+l 1 _ j)-(x+1) + 
p 
+ r 




ç(x+l, a.)j + B- a.jrr-v+l- i) + 
+v ç(x+l,l) + ç(x+l, n. 1 + n. 2+ ••• +n. -i) + )r Jr Jrr-v 
+ ç(x+1, n. 2+ ••• +n. -i)+ .•• +ç(x+l,n. -i)}+ Jr Jrr-v )rr-v 




x+l +. • .+ 
+ (v-1)[ 1 (i+1 )x+1 
+ .•• + 
1 
1 I + 
x+1 
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+ ~·· + l 
(i + njrr-v+l + ••• + 
Em ~2 , dado por (3.3.36), os pelos s~o 
t = j - a 2k - B ; Vk = 1,2, ••. ,~' , Vj = 1,2, ... ,qk 
de ordem 
"'kj" 
Portanto temos q1 + q2 + ••• + qi' pelos. 








t-+ -a -B+j 2k 
'\ -1 ~· 
a j {[ rr ""-I! 




r (a. + t) p 
_ _.... ___ 1 l rr 
r (alj + B+ t) j=l 
(k,j)l'(h,g) 






c "2k + B - j 
~ _o.:( z~) ____ _ 
('\;j - 1) : 
'\;·-1 






onde C (u) jkO é dado a seguir, convencionando-se que njrO = oo pa-








C (u) ~ jkO 
~ 
lim 
t + -a2k - B + j 
C (u) jk 
u-1 (u-1) C(u-1-s) 0 (s) E 
'kO 'kO 
s=O s J 1 




cjk TI TI jk h~1 g~l (t + a2k + B - g) hg 
m 




r <a1 j+B+tl 
p [ rr 
j~l 
f(am+Hj + t) 


















t+-a. -S+j 2k 
q . 
t' h . -1 
l: l: (-~ ) (a2h- a2k + J - g) 









l: 1jJ(a3. j=1 J 
+ s + t) 
m 
+ l: ~(a. j=1 J 
l: 1jJ(a1J' - a2k + j) + l: ~(am+t+J' - a2k - S + j) -j=1 j=1 
Temos ainda que 
D (x) = jk para X > 1 
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e 
D(x) = jkO lim t-+-a. -S+j 2k 
D (x) jk 
Usando (1.1.6), podemos escrever 
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D (x) jkO 
~· qh 
" E ~ (~ - ~2k + j - g)-(x+l) + 
h=l g=l ng 2h 
m 






Em ~ 3 , dado por (3.3.37), nao se tem pelos. 
Utilizando o teorema do resíduo, a função densidade f(z), de 
z, e dada por: 
n 
[ rr r<p. +qll k Pr r n. -1 ~· qk i=l ~ Jrr-v f(z) = c o [ E E E E Rvi + E E ~jl n 
r=l j=l v=l i=O k=l j=l [ ][ r(pi)]. 
i=l 
1 Q < Z < 1 
que pode ser escrita corno em (3.3.10), usando (3.3.38) e (3.3.39). 
' 







[ rr f(pi+q)] 
i=1 
n 








-1 k pr r n. )rr-v 1 
r r r r 
r=1 j=1 v=l i=O (v-1): 
a. 1+i (yc) Jrr-v+ (-1og 
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+ r r =-=1"'7 r <"kJ ) c<u) ( c) ~k (-log y ) } dY ~· ~ "kj-1 .-1 Iz +8-j c "kj -1-u k=1 j=1 {"Jçj 1) ! u=O u JkO y 
o 
e usando (1.4.1), temos que F(z) pode ser escrita como em (3.3.11). 
3.3.1- CASOS PARTICULARES 
'Apresentaremos agora, 2 casos particulares dos resultados o~ 
tidos anteriormente que são a distribuição do produto de monomi-
ais (função-potência) e a dO produto de betas. 
Os resultados serão apresentados em corolários decorrentes do 
teorema 3.3.1. 
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3.3.1.1 - VARIÂVEIS MONOMIAIS 
Quando c1 =1, q=l e p1 >0, 'o'i = 1,2, ... ,n; a função densida-
de de z 1 dada por (3.3.1), pode ser escrita como em (1.3.4), ou· 
seja 
(3.3.1.1.1) , O < z1 < 1 
ou seja, z 1 , ~i= 1;2, ••• ,n tem distribuição monomial. 
No próximo corolário é apresentada a distribuição de 
n 
Z=IT Z .. 
i=l ~ 
COROLARIO 3.3.1.1- Sejam z 1 ,z2 , .•. ,Zn v.a.'s independentes tal 
que z., Vi= 1,2, •.. ,n, 
1 
tem função densidade dada por (3.3.L.l.l). 
n 




i=l l. n,n 
·n n 
= ( rr p. > E 
lk-1 
z 




a função acumulada de z é dada por: 
n 
(3.3.1.1.3) F(z) = ( IT pi)z 
1=1 
' 
o < z < 1 
= 
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n n z~ 
~ 
< rr pil l: n ' i=~ k~1 
TI (pi-pk) 
~-~1 
o < z < 1 
lFk 
DEMONSTRAÇÃO: 
Por (3.3.2), (3.3.4), fazendo c. = 1 , q = 1 e p. > O 
' ' 
' 
Vi= 1,2, ... ,n, usando (1.2.5) e tendo, pelas considerações fei 
tas na demonstração do Caso 1 do Teorema 3.3.1, que: 
a) rn = 1,2, .•. ,n 
b) 61 + 62 + ••• + 6m ~ n 
c) ak = pk-1 , pois j = O quando q = 1 
Agora ak aparece uma só vez, isto é, Sk = l, Vk=l,2, ... ,n. 
d) Como consequência de (a), (b) e (c) e por (3.3.8) e (3.3.9), 
temos que 
~O) ~ 1\: ~ 1 n 





Bk ~-l: (t + pi -
~-~1 
t;o'k 
e ainda, usando (3.3.6) e 
(3.3.1.1.4) A~:) ~ lim 
t .. 1-~ 
1)-1 
(3.3.7)' temos que 





e portanto a função densidade de Z pode ser escrita por 
(3.3.1.1.2). 
Por (3.3.3), ( 1.2.5 ) , (3.3.5), considerando ci. = 1, q = 1 
e p1 > O, Vi= 1,2, .•• ,n e ainda por (3.3.1.1.4) temos que a 
função acumulada de Z e dada por (3.3.1.1.3). 
3.3.1.2 - VARIÂVEIS BETAS 
Quando c 1 = 1, q > O e p. > O, Vi= 1,2, ••• ,n, ~ a função 
densidade de z1 dada por (3.3.1), pode ser escrita como em 
(1.3.2), ou seja 
q-1 
' 
ou seja, zi, Vi = 1,2, ••. ,n tem distribuição beta .. 
No corolário a seguir, apresentaremos a distribuição de 
n 
z rr zi' onde z. - beta. = e urna v.a. 
i=l ~ 
COROLARIO 3.3.1.2- Sejam z1 ,z 2 , •.• ,zn v.a.
1 s independentes tal 
que z., Vi = 1,2, ... ,n, tem função densidade dada por (3.3.1.2~1). 
~ 
Então, em termos de função G, a função densidade de 
dada por 
n [ rr r (p1+q) 1 i=l (3.3.1.2.2) f(z) = -"~n::----




rr z1 é i=1 
,O<z<l 
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e a função acumulada de Z é dada por 
n 
[ rr r (p1+q) I i=l (3.3.1.2.3) F(z) = ~==::--­
n 
[ rr r(p. >I 
i=l ~ 
z Gn, 1 [ n+l,n+l 2 
O,p1+q-l, ••• ,pn+q-1J 
p 1 -l, ... , pn-1,-1 
1 Q < Z < 1 
Para expressarmos f(z) e F(z) em séries, temos que conside 
rar dois subcasos, ou sejam: 
SUBCASO 1 (q = inteiro positivo) 
Se q = inteiro positivo, a função densidade f(z) de Z é da-
da por (3.3.4) e a função acumulada F(z) é dada por (3.3.5), lem-
brando que para c. = 1 
~ 
temos ak = p.+j-1, Vi= 1,2, •.. ,n; 
·~ 
= 1,2, ... ,q-l; 'd'k = 1,2, •.• ,m. 
SUBCASO 2 : (q f inteiro positivo) 
Vj = 
Se q F inteiro positivo, a função densidade f(z) de Z é 
dada por (3.3.10) e a função acumulada F(z) é dada por (3.3.11) , 
lembrando que para c 1 = 1, temos aj = pj-1 , Vi= l, ..• ,n, v. = J 
=1,2, .•• ,n. 
DEMONSTRAÇÃO: 
Por (3.3.2) e (3.3.3), fazendo c 1 = 1, \:fi= 1,2, ... ,n eu-
sando ( 1.2.5), temos que a função densidade f(z) e a função acu-
mulada F(z) são dadas por (3.3.1.2.2) e (3.3.l.2.3) respectivame~ 
te. 
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Em termos de séries, temos que o subcaso 1 com q = inteiro 
positivo é um caso particular do caso 1 do teorema 3.3.1, lembran 
do que para = l temos ak = p.+j-1, Vi = 1,2, ••. ,·n; , 
2, ... ,q-l, isto éJa função densidade f(z) ea função 
F(z) são dadas por {3.3.4) e (3.3.5) respectivamente. 
Vj = 1, 
acumulada 
o subcaso 2, com q f inteiro positivo, é um caso particular 
do caso 2 do Teorema 3.3.1, com a restrição que para c= 1 ternos 
aj = pj-1, Vj = 1,2, ••. ,n. Então a função densidade f(z) e a 
função acumulada F(z) são dadas por (3.3.10) e (3.3.11) respect! 
vamente. 
Resultados sobre distribuição do produto de variáveis betas 
sao apresentados por Springer e Thompson [ 27] e Mathai [ 14] (Ver 
também Rathie e Kauffman [20] e Rider [22]). 
3.4 - APLICAÇÕES 
Rahman [ 17] comenta que em engenharia de produção de alta pr~ 
cisão com limites de especificação próximos, o errO aleatório do 
processo de produção tem distribuição aproximadamente uniforme. Em 
tal situação, é interessante voltar a atenção para o erro máximo 
em vez do erro médio. 
Suponha agora que. a produção está sendo levada a efeito por 
k máquinas semelhantes tal que os erros máximos nas unidades do 
produto manufaturado por elas sao e 1 ,e 2 , ... ,ek respectivamente. 
Os valores máximos obtidos em amostras aleatórias das unidades pro 
duzidas pelas máquinas são estimadores de máxima verossimilhança 
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de e1 ,e 2 , ••• ,ek e sao usados para testar a hipótese de que os 
ei, i= l, ••. ,k são conjuntamente iguais a algum eo dado pelos 
limites de especificação. 
Um teste estatístico indicado para esta hipótese e o produto 
dos valores amostrais máximos. 
Analogamente, a amplitude amostra! é outra estatística usada 
em controle de qualidade, e é sabido que para esta estatística é 
conveniente usar a média geométrica. 
Apresentaremos, a seguir, a distribuição do produto dos er-
ros máximos e da média geométrica das amplitudes amostrais. 
3, 4,1 - DISTRIBUIÇÃO DO PRODUTO DE k VALORES ~IMOS 
Seja X a variável aleatória que representa o erro·do pro-
cesso de produção. Vamos supor sem perda de generalidade que X é 
uniformemente distribuída no intervalo (0,1). 
Retira-se uma amostra de tamanho n de cada população, isto 
e, de cada máquina, sendo Y1 ,Y2 , •.. ,Yn as estatísticas de ordem 
correspondentes a cada amostra. Então a função densidade gn(yn) 
da n-ésima' estatística Yn é dada por (1.4.3), ou seja 
(3.4.1.1) o < y < 1 
n 
onde F (x.) é a função acumulada e f (x) é a função densidade de X. 
Ou seja, 
' (3.4.1.2) 








onde Y. é a n-ésirna estatística de ordem da amostra de 
w 
tama-
nho n proveniente da máquina i, \li = 1, 2, .•• ,k. Então a função 
densidade de z, usando (3.2.1.1.4), é dada por: 





z (-1og z) 
' 
o < z < 1 
Este resultado também foi apresentado por Rider [ 211. · 
3.4.2 - DISTRIBUIÇÃO DA MEDIA GEOMETRICA 
Como visto anteriormente, seja X a v.a. erro do processo de 
produção; X é uniformemente distribuída no intervalo {0,1). 
Uma amostra de tamanho n é retirada de cada população, sendo 
Y1 ,Y2 , •.. ,Yn as estatísticas de ordem correspondente a cada amos 
tra. Então a função densidade de probabilidade h(t} da amplitude 
amostral T = Yn- Y1 , usando (1.4.4), é dada por 




isto e, T tem distribuição beta de parãmetros (n-1) e 2. 
A média geonnétrica de k arnpli tudes amostrais é dada por 
(3.4.2.2) 
onde Ti' i = 1,2, ... ,k, é a amplitude amostral proveniente da i-
ésima máquina .. 
A função dern.sidade de 
dada por 
(3.4.2.3) f(u) 














1 Q < U < 1 
tal que, usando (3.2.12), (3.2.14) e usando o fato de que i-= 0,1, 
(k-1-r) -A01 e dado por 
(k-1-r) 
Ao o = 
(-1)k-1-r k(k+1) ••• (2k-2-r) 
12k- (r+1) 
se i = o 
(3.4.2.4) 
(k-1-r) k-1-r (-1) k(k+1) .•• (2k-2-r) i 1 A01 = se = (-1 )2k- (r+l) 
' -~ 
.:(_ "-) 
Este resultado também foi apresentado por Rider ]. 
Mas, estamos querendo ~ distribuição de z = lJ-u, cuja fun-
çao densidade, usando (1.4.5), é dada por 
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' 
o < z < 1 
e.o.c. 
Seja 
(3.4.2.6) z = g(u) =lyu 
então 
(3.4.2. 7) -1 g (z) 
e 
(3.4.2.8) 
então a função densidade de z e dado por 




ki k 1 
-T.z':-i-n- - k-1 k)r A (k-1-r) (k-1)! E ( r ) (-1og z Oi ' 
r= O 
o < z < 1 
é dado por (3.4.2.4). 
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