Abstract-Robotic hands embedding human motor control principles in their mechanical design are getting increasing interest thanks to their simplicity and robustness, combined with good performance. Another key aspect of these hands is that humans can use them very effectively thanks to the similarity of their behavior with real hands. Nevertheless, controlling more than one degree of actuation remains a challenging task.
Abstract-Robotic hands embedding human motor control principles in their mechanical design are getting increasing interest thanks to their simplicity and robustness, combined with good performance. Another key aspect of these hands is that humans can use them very effectively thanks to the similarity of their behavior with real hands. Nevertheless, controlling more than one degree of actuation remains a challenging task.
In this paper, we take advantage of these characteristics in a multi-synergistic prosthesis. We propose an integrated setup composed of Pisa/IIT SoftHand 2 and a control strategy which simultaneously and proportionally maps the human hand movements to the robotic hand. The control technique is based on a combination of non-negative matrix factorization and linear regression algorithms. It also features a real-time continuous posture compensation of the electromyographic signals based on an IMU. The algorithm is tested on five healthy subjects through an experiment in a virtual environment. In a separate experiment, the efficacy of the posture compensation strategy is evaluated on five healthy subjects and, finally, the whole setup is successfully tested in performing realistic daily life activities.
I. INTRODUCTION
State of the art robotic and prosthetic hands are still far from bridging the gap with the human hand. The biomechanical complexity together with the advanced skills of the human sensory-motor system represent a big challenge for the development of new mechatronic solutions capable of the simultaneous, proportional and fluid movements and interactions of the human hand. Aiming to fill this gap, two main trends of research exist for robotic hand design. On one side, many hands are designed trying to match the many functions of human hands through complex design, including ingenious combinations of multiple motors and sensors. Noteworthy examples are [1] [2] . These hands span a large range of movements and grasp shapes, but typically they have the drawback of being expensive and fragile. Furthermore, the problem of controlling them is in general very complex because of the large number of inputs that have to be managed. This makes them very hard to control for a human operator [3] To overcome these limitations other hands were proposed following a minimalistic approach [5] [6] . The main tools enabling their design are under-actuation [7] , compliant mechanics [8] , and a human-aware approach to system design [9] . These hands typically are characterized by a strongly simplified design and control interface, at the cost of a lower range of movements w.r.t. fully actuated hands. Among these hands, Pisa/IIT SoftHand+ was recently proposed [10] . SoftHand+ is a heavily under-actuated robotic hand, implementing two degrees of actuation, inspired by the most common human hand postures (namely postural hand synergies) as found in [11] and [12] .
It is the authors' opinion that the reduced dimension of the actuation space, combined with the bio-inspired design, should make this class of under-actuated and soft hands a valuable candidate for applications where a human user is an active part of the planning and control loop, spanning from tele-operation, to prosthetics, to human grasp studies and rehabilitation robotics. The aim of this paper is to make a first step in the direction of developing a multi-synergistic prosthetic hand. We introduce a setup, composed of Pisa/IIT SoftHand 2 ( Fig. 1) , evolution of Pisa/IIT SoftHand+ [10] , and a low cost myoelectric off-the-shelf input device, Myo Armband from Thalmic Labs [13] . In order to fully take advantage of the discussed characteristics of the robotic hand, we map proportionally and simultaneously the operator hand posture to the robotic system. We propose to achieve this goal through a controller which combines linear regression and non-negative matrix factorization (see subsection I-A for a detailed state of the art). Furthermore, we propose to use the arm posture acquired through the IMU provided by the Myo Armband, to compensate for the artifacts found in electromyographic (EMG) signals due to limb position [14] . While other works have investigated the use of IMU data to increase the accuracy of classifiers [15] [16] , to the best of our knowledge this is the first study that investigates the use of an IMU to directly compensate the EMG signals.
Experimental results are provided in order to demonstrate the effectiveness of the whole system, including a quantitative study of the algorithm in a real-time virtual environment with five subjects, and a qualitative study where an operator intuitively executes a set of realistic daily life activities.
A. State of the art in multi-DoF control
Myoelectric interfaces have been widely used to control assistive devices, and in particular upper-limb prostheses. However, myoelectric control of multiple degrees of freedom remains an open problem. The control strategy typically implemented in multi-DOF prostheses consists in the proportional control of a single DOF at a time with the possibility of switching between DOFs by a co-contraction signal. In the attempt to control multiple DOFs without the need for switching, a vast variety of classification-based approaches have been proposed [17] . Despite the good performance in classifying and control reached by these methods, they have strong limitations in terms of naturalness of control. Natural movements that involve two or more DOFs should be obtained by controlling the joints simultaneously and proportionally, but a classifier can only detect one function at time. By enriching the training set, it was shown that it is possible to achieve the simultaneous activation of multiple classes [18] . However, this approach can lead to a deterioration of classification accuracy and more complicated training sessions. For this reason, we focus our attention on a different class of control algorithms.
The use of regression techniques is an interesting alternative. These methods are applied to the simultaneous and proportional control of multiple DOFs, e.g. artificial neural networks (ANN) in [19] , linear regression (LR) in [20] and non-negative matrix factorization (NMF) in [21] . Among the regression methods for EMG control, NMF presents several advantages. Besides being computationally efficient and requiring little user training, the non-negativity of the NMF approaches is in agreement with the fact that the firing rates of motor neurons can either increase or decrease but must always remain positive [22] . Also, it has been shown that the online performance of NMF is generally comparable or better than ANN and LR [23] .
II. SETUP
Following the principle introduced in [10] , we designed SoftHand 2 with a transmission system encompassing just one tendon, pulleys and two motors, each end of the actuation tendon is pulled by one of the two motors. Fig.  2 (a) presents a sketch of SoftHand 2 , with the two motors underlined. SoftHand 2 inherits excellent grasp adaptability from Pisa/IIT SoftHand [24] , which shares the first degree of actuation. Furthermore, thanks to the novel degree of actuation, Pisa/IIT SoftHand 2 can reach additional postures useful in daily life activities, such as grasping thin objects and pushing a button. Fig. 2 (b) shows in the center the hand rest position and along the two axes the postures resulting from the application of the two degrees of actuation. Fig. 3 presents the whole setup, composed of the robotic hand Pisa/IIT SoftHand 2 , the EMG system Myo armband, and a mechanical interface used to connect the robotic hand to the operator's arm. Myo armband, by Thalmic Labs, is a wearable device that features eight stainless steel EMG sensors and a nine-axis IMU, which consists of a threeaxis accelerometer, a three-axis gyroscope, and a three-axis magnetometer. The EMG signals are sampled at a frequency of 200Hz, while the sampling frequency for the IMU data is 50Hz. The acquired data is streamed to a computer via Bluetooth communication. The choice of this device was driven by (i) the portability of the device and (ii) the onboard inclusion of an IMU, taking also in consideration its relatively low cost. The Myo also contains a vibro-tactile feedback device that the authors aim to integrate in the testing framework in the near future. In this work, the Myo armband is worn by each subject around the thickest part of the right forearm (approximately in the first proximal third of the forearm) where the electrodes can sense the activity of the main extrinsic hand muscles.
III. CONTROL ALGORITHM

A. Gesture choice
Many studies show that humans are able to correct content errors in the mapping between the desired hand position and the actual position of an avatar of their own hand. However a substantial amount of similarity eases the operator task of controlling the system [25] , [26] . Following this idea, to test the Pisa/IIT SoftHand, the operator interface was a dedicated handle, as shown in Fig. 4 . The user operates the handle lever with a motion that is somewhat similar to the first grasp synergy that the SoftHand implements as its degree of actuation. This interface was demonstrated to be very easy and intuitive, as shown e.g. in [27] .
The problem of controlling the SoftHand 2 is more complex because of the device nature; in fact, in order to operate two synergies, two different commands have to be generated. Following the same idea, we decided to adopt a myoelectric interface that enables the user to operate the SoftHand 2 in a natural and intuitive way. While being an effective strategy for intuitive control, this control method also represents a step towards the conversion of the SoftHand 2 to a multisynergistic hand prosthesis. Instead of opting for any set of independent hand movements that allowed the control of the 2 DOF hand, we selected the hand movements that most closely matched the movements performed by the SoftHand 2.
B. EMG Filtering and Posture Compensation
Normalized EMG signals q i , i ∈ {1 . . . 8} are acquired at 200Hz from the operator forearm, as depicted in Fig. 3 and 
where N is number of samples in the moving window and q f ,i (t) is the MAV of q i at time t. In this work, a moving window with N = 40 (200ms) is used. In order to avoid undesired movement of the robotic hand when changing forearm posture with respect to gravity, a posture compensation technique was applied to the EMG signals. Note that along with the normalized EMG signals, Myo Armband also provides the orientation, in the form of quaternions, of the sensor frame F with respect to an inertial reference frame F . The angle γ between the Z axis of F (forearm longitudinal axis, pointing proximally) and the Z axis of F (vertical axis with opposite direction with respect to gravity) is computed from the quaternion readings.
From the training data, an average µ i of each filtered EMG signal q f ,i is computed in 2 different postures: γ = 0 and γ = 
where x i (t) is affected by the changes in posture, and thus the compensated and non compensated signals coincide, when cos γ (shown in green) is close to 0, the EMG activity detected by sensor 2 during rest phases may cause unwanted activations of the robotic hand, thus the compensation is desirable.
C. NMF
Non-negative matrix factorization (NMF) is a method for the factorization of a matrix A ∈ IR m×T , into two matrices S ∈ IR m×n and U ∈ IR n×T , with the requirement that the three matrices, A, S and U, can only have non-negative entries, i.e. A ≈ SU.
The elements of S and U can be determined by optimizing an error function J between A and SU. The most commonly used cost function J is
where || · || 2 denotes the 2-norm. This optimization problem can be solved using a supervised approach [22] that exploits information on the intended movement during the training phase, allowing more robust and repeatable results. The matrix A is defined as
where the activation level for each movement, a k (t) with k ∈ {1 . . . m}, is described by a value between 0 (relaxed state) and 1 (maximum intensity), and represents the activation intensity of movement k that is requested of the user during the training phase at the time instant t. Four different control movements (m = 4) are used, which correspond to two different directions for each degree of freedom. The matrix S can be used to find an estimate of the activation intensityâ(t) by computing the product with the MAV of the filtered EMG signals (vector u(t))
. . . . . . . . .
To obtain the two control signals needed, y 1 (t) and y 2 (t), it is sufficient to find, for each degree of freedom, the difference of the activation intensities that correspond to opposite directions
D. NMF + LR
During preliminary tests with NMF, we noticed that when a subject had to perform movements characterized by a high intensity of the muscular activity in the attempt of activating one DOF in a certain direction, the component related to the same DOF, but with opposite direction, was often activated as well. This results in a restriction of the control signals, as also shown by the experimental results in Sec. IV and V. In an attempt to solve this issue, we propose here to augment NMF algorithm adding a LR-based layer.
The NMF method previously described was compared to a cascade of NMF and LR. In particular, two regression models were trained for each DOF, for a total of four models. The models were trained on the output of the NMF algorithm
whereâ (t) is the vector of the estimated activation levels for the four movements at the instant t and B ∈ IR mxm contains the weight vectors. Given a training-set composed of T time instances, the entries of B were found by solving the equation
Once the elements of B are found, the product B T S can be calculated offline during the training phase and the new estimateâ (t) can be computed in real-time with no additional computational cost with respect toâ(t). Similar to the previous case, to obtain the two control signals needed, it is sufficient to find, for each degree of freedom, the difference of the activation intensities that correspond to opposite directions
IV. EXPERIMENTS
To test the effectiveness of the whole system, three different on-line tests were performed by healthy naive subjects. First, a target acquisition experiment was performed to assess and compare NMF and the here proposed NMF+LR. Then, a balance experiment was executed, to evaluate the effectiveness of the proposed posture compensation. Finally, one of the subjects performed additional qualitative tests composed of a set of daily activity tasks. Each subject provided written informed consent.
All tests were designed to evaluate performance on-line. Indeed many studies in the literature show how the offline performance of a myoelectric control algorithm has little predictive value with respect to its on-line control performance [19] [23]. 
A. Target Acquisition Experiment
To compare NMF and NMF+LR within the proposed setup, five subjects performed a target acquisition task in a virtual environment. Both algorithms were trained on the same training-set, consisting of 60 seconds of EMG acquisition during which each subject had to replicate the four hand postures shown in Fig. 2(b) with increasing muscle activation. During the task, the control signals extracted by the EMGs were used to control the position of a cursor (blue sphere) on the screen (see Fig. 6 ). Prior to the test, it was verified that the subjects were able to perform the main movements at full range with and without compensation (positions (0, 1), (1, 0), (0, −1) and (−1, 0) on the screen). To complete the test, the subjects were asked to reach a fixed target (red sphere) as quickly as possible, and to keep the cursor on it until it disappeared. This happened after 500 consecutive milliseconds in which the two spheres overlapped. If the target was not acquired during the first 10s, the attempt was regarded as a failure and the red sphere disappeared. After a target disappeared, another target appeared after 4s of rest. Target were presented at a distance of 50%, 75% and 100% of the total range, with angles of 0, 8 with respect to the vertical (see Fig. 7 ). The targets were presented in random order to each subject.
To assess the performance of the subjects, four outcome measures as described in [19] were used: acquisition rate, path efficiency, completion time and overshoot.
B. Balance Experiment
A balance experiment was also performed by five healthy subjects to assess the performance of the EMG compensation strategy. The whole setup was worn on the subjects' right forearm using the wearable mechanical interface of Fig. 3 . The subjects were asked to perform the training procedure for the control algorithm two times, keeping the forearm horizontal (γ = π 2 ) and vertical (γ = 0) respectively. The parameters for the compensation were then extracted as described in III-B.
Using the virtual environment described in the previous experiment, the control signals extracted from the EMGs were mapped to the position of the cursor. The control range was mapped to a circular area of radius 1 on the screen (Fig.  6 and Fig. 7) . Prior to the test, it was verified that the subjects were able to perform the main movements at full range with and without compensation , keeping the forearm in three different orientations (γ ≈ 0, γ ≈ 
C. Qualitative Test
One subject participated in the qualitative test. During the test, the subject was presented with some realistic tasks and was let free to accomplish them in the way he considered the most efficient. The tasks focused on activities of daily living and bi-manual coordination. They included grasping a banknote, switching the lights off, firmly grasping a hammer, placing an egg in an egg carton, grasping an apple and extracting a credit card from a wallet.
V. RESULTS & DISCUSSION
A. Target Acquisition Experiment Table I summarizes the performance of the control schemes during the target acquisition task, for the various performance metrics, averaged across all users. The NMF+LR method outperformed the NMF method in terms of acquisition rate (with a p-value of p = 0.02), and produced significantly lower completion time (p = 0.04). No significant difference was found in terms of path efficiency, and NMF performed slightly better in terms of overshoot with respect to NMF+LR, although the difference was not statistically significant (p > 0.1). Fig. 7 illustrates the average acquisition rate for each target. Each dot represents a target. Its color encodes the number of times that it was acquired, from 0 (black) to 5 (white). Subjects were able to acquire all the targets that were at a distance of 50% of the total range, for both NMF and NMF+LR. Instead with targets at a distance of 75% and 100% of the total range, the here proposed NMF+LR method performs much better.
These results show a reduction of acquisition rate obtained with the NMF algorithm w.r.t. some other results presented in the literature (as e.g. [22] [28] [29] ). This is probably due to the different hardware employed for EMG acquisition, which is less precise w.r.t. the ones used in the previously referred Fig. 7 . Graphical representation of the average acquisition rate for each target. Each dot represents a target and its color represents the number of times that the target was acquired, from 0% of the times (black) to 100% of the times (white). papers. This, however, does not affect the significance of these results, since both algorithms are tested here on such a setup.
B. Balance Experiment
The results of the balance experiment are shown in Table  II . When the forearm was kept in a vertical position (γ ≈ 0), the average distance between the cursor and the origin was kept low (< 10% of the total range) for both the compensated and the non-compensated conditions. No statistical difference between the two conditions was found in this case (p > 0.1). In the other conditions, i.e. when the forearm was kept respectively at a 45 • angle (γ ≈ ) from the horizontal plane, the non-compensated condition resulted in higher distances of the cursor from the origin (respectively > 10% and > 20% of the total range), while the compensated condition resulted in low distances (< 10% of the total range). Thus in all the considered cases the proposed compensation algorithm outperforms or is at least equivalent w.r.t. the non-compensated condition. Fig. 8 shows the ability of the proposed algorithm in mapping the operator hand posture to the robotic hand, for all four postures of Fig. 2(b) . Fig. 9 and 10 show the execution of some of the tasks during the qualitative test. In particular, Fig. 9 illustrates two different closures that can be used to accomplish the same task (grasping a banknote) in different ways. As shown in Fig.10 , during the test the subject was able to successfully switch buttons (a), grasp heavy objects (b), manipulate fragile objects (c) and grasp thin objects (d). Finally Fig. 11 shows photo-sequences of complex daily activities, which also involve bi-manual operations. Additional examples can be found on the video attachment, also available at [30] . 
C. Daily Life Activities
VI. CONCLUSIONS
In this paper, the online performance of two control algorithms based on NMF and NMF+LR techniques, were compared in order to choose a suitable candidate for the control of the SoftHand 2. A strategy to compensate for the influence of static postures on EMG signals was also implemented. The results of the balance experiment showed that when the compensation strategy was active, it allowed the subjects to maintain a rest command to the robotic hand while keeping their hand at rest in different positions. On the other hand, when the compensation strategy was not active, on average, unwanted commands as big as 25% of the total control range were generated by the subjects while keeping their hand at rest. Finally the whole setup was successfully tested by a healthy subject for the control of the SoftHand 2 in a realistic scenario to perform daily life activities. This new system will enable exploring the possibility of using the SoftHand 2 in prosthetics. Further work will be devoted in advancing the proposed setup both on hardware and control sides, with the long term goal of evolving Pisa/IIT SoftHand 2 into a multi-synergistic prosthetic device.
