Restoring boundary conditions are often used to drive Ocean General Circulation Models. As typically used, such conditions impose time lags and amplitude errors in the seasonal cycle of the model surface tracer fields. Restoring boundary conditions also damp out the high frequency components of the forcing with more damping for higher frequencies; thus models using such conditions systematically underrepresent high-frequency variability in the surface tracer fields. A solution to these problems is presented for use when the forcing field is known beforehand. It is shown that this new formulation significantly reduces the time lags associated with the traditional form of restoring boundary conditions and improves the model's representation of surface variability. The new condition has no run-time overhead and does not impose any additional restrictions on the ability of the model to deviate from observations. The results of using the new boundary condition in an oceanic general circulation model are shown for cases with both monthly and weekly forcing.
Introduction
made various physical arguments for forcing Ocean General Circulation Models (OGCMs) with "restoring" boundary conditions:
conditions. The restoring field §© must be known beforehand, but as it is typically based on observations this is a trivial restriction. This paper is organized as follows. Section 2 shows the derivation of the new restoring boundary condition. Readers more interested in the practical application of the new condition might wish to skip to section 3, which demonstrates the results of using the new condition in an OGCM. The results are discussed in section 4 and conclusions given in section 5.
Formulation of the boundary condition
The first step in formulating the new restoring boundary condition is to specify the objective of such a condition: a restoring boundary condition should minimize the difference between the model's tracer field and the observed tracer field. If such an objective is adopted then boundary conditions where the tracer is restored to observations arguably should be rejected out of hand; this is because, as shown below, they impose systematic differences between the model's tracer field and the observed tracer field and thus do not meet the stated objective.
a. Shorter restoring time scales
The idea that the stated objective can be reached simply by restoring with a short time scale, say 5 days rather than 30 days, perhaps deserves some discussion. There are two problems with this approach: 1) it changes the stability characteristics of the model's thermohaline circulation; 2) it improves the represen-tation of SST at the expense of a worse representation of surface heat fluxes and internal heat transport.
To see the first point note that the restoring time constant is related to
However, the stability of a model's thermohaline circulation is sensitive to £ (Zhang et al. 1993 , Power et al. 1994 , Mikolajewicz and Maier-Reimer 1994 , Rahmstorf and Willebrand 1996 , Pierce et al. 1995 ). Therefore, it is important to choose a value consistent with observations, which suggest that £ ranges from about 40W m for small-scale SST anomalies (Oberhuber 1988) to ! 2 W m for large scale SST anomalies (see Bretherton 1982 ) . Seager et al. (1996) , considering an average over scales found in an OGCM, suggests using a value restoring time scales of 37 days, 2 years, and 150 days, respectively. Using a short restoring time scale such as 5 days, then, is not in accord with observations, and will artificially skew the characteristics of a model's thermohaline stability.
The second point devolves out of the observation by Oberhuber (1988) that standard restoring boundary conditions predict zero surface heat flux when a model perfectly reproduces observed SST. Systematic surface heat fluxes (and therefore oceanic meridional heat transports), which are required for an accurate simulation of the climate, are then only possible if model SST deviates from observed SST. Picking the correct value of the restoring time scale with standard restoring boundary conditions therefore involves a compromise between accurate SST and accurate surface heat fluxes and meridional heat transport. This is not a problem with the improved restoring boundary condition, which has non-zero surface heat fluxes even if the model exactly reproduces observed SST.
b. Derivation of the improved boundary condition
Haney (1971) showed that the time evolution of ocean surface temperature §
where § represents internal oceanic physical processes that transport heat, such as advection, convection, and diffusion. The problem with applying this equation is that to be explicitly calculated as follows. Substituting Eq. 6 into Eq. 3 and rearranging the terms gives §
This is simply a linear first-order equation whose solution is:
where D is an integration constant. The order of the summation and integration can be switched and the
At this point the stated objective is invoked, which means minimizing any differences between § and § © . Therefore equate Eqs. 9 and 4 to give
The ¥ £ cancel as does the term
term goes to zero as time increases, which means the system "forgets" the initial conditions after many time periods
¡
. Equating the remaining two series term-by-term and rearranging,
Rewriting both sides of this equation in the form
where
. Equating the real and imaginary parts of this and taking the ratio gives 
c. Comparison of standard and improved conditions
The calculation of § © (Eq. 6) given the stated objective and assumption is now complete, using the expression for , care should be taken not to unrealistically amplify any high-frequency noise in the original data; amplitude correcting only components with frequency lower than an appropriately chosen cutoff is a simple way of doing this.
The altered components are then transformed back to the time domain and the sequence repeated until all points have been processed. There is no impact on model running time or efficiency since all the processing can be done before the actual model run is started. The restoring fields must be known beforehand, but as they are typically based on observations this is a trivial restriction.
Results of using the new restoring boundary condition
Shown here are the results of two sets of Ocean General Circulation Model runs using the new boundary condition. One set of runs was performed using monthly SST values, since this is a widely-used case.
The other set used weekly SST fields to show the effect of higher-frequency forcing components on the results.
All results were obtained with the GFDL Modular Ocean Model (MOM; Pacanowski et al. 1993 ) however the particular model used makes little difference to the effects of interest here. The model spans 75 S to 75 N with a resolution of 1.25 latitude by 2.5 longitude and 11 levels in the vertical. Figure 3 shows the model domain. Moderately smoothed bottom topography was used. A 75 minute time step was used at all depths and in both the tracer and stream function equations. The model tracer fields were initialized to observed values (Levitus 1982) and the model run for 115 years to obtain the results shown here. This is more than enough time for the surface layers to come to equilibrium with the forcing fields, which is the relevant point for this study.
a. Monthly forcing
In the control case for monthly forcing, standard restoring boundary conditions were used for both temperature and salinity with a restoring time scale of 30 days. Restoring values were taken directly from monthly observed climatology fields of sea surface temperature and salinity (da Silva et al. 1995) . At each time step the actual values of temperature and salinity were determined by linearly interpolating between the two nearest monthly values.
In the test case for monthly forcing, the new restoring boundary condition described in section 2 was used for temperature; the boundary condition for salinity was not changed. 
b. Weekly forcing
In the control case for weekly forcing, standard restoring boundary conditions with a relaxation time scale of 30 days were used for both salinity and temperature. For the test case, the improved boundary condition was used for temperature. Values were restored to weekly SST fields taken from NMC data for the year 1992. To avoid spurious amplification of high-frequency noise in the data, amplitude corrections from Eq. 14 were limited to the correction for Eq. 14 could mistakenly attribute changes in surface tracers to surface fluxes rather than to internal oceanic processes. It should be noted that this is a problem with standard restoring boundary conditions also, rather than a characteristic peculiar to the new boundary condition.
In practice this error is small in medium resolution or coarser models. This can be seen in Fig. 9 , which shows the distribution of errors in the amplitude of SST seasonal cycle between the model used in section 3 (which has a resolution of 1.25 latitude by 2.5 longitude) and the observations. Were the new boundary condition systematically misattributing to the forcing fields changes in the surface tracer that are actually due to internal ocean processes, then it would be expected that the new boundary condition would produce a wider scatter of errors than standard boundary conditions do. However the figure shows the converse is true; the new boundary condition has a somewhat smaller standard deviation of errors than the standard boundary condition in addition to reducing the systematic bias towards an overly-small seasonal cycle. Thus there is no evidence that the new boundary condition introduces any systematic errors due to the neglect of the internal ocean processes, at least at a resolution of 1.25 by 2.5 . A coarser version of the model with 2.5 by 5.0 resolution showed the same improvement. Nevertheless it would be prudent to check for this kind of error before applying the new condition to an eddy resolving model, especially in regions where advected eddies or "rings" are commonplace, or in a tropical Pacific model, where SST in the east is sensitive to regional wind patterns rather than just local fluxes.
It is also useful to point out a situation where the new boundary condition is especially applicable:
when both temperature and salinity are restored, but using different time scales. A limiting case of this is when salinity is driven from observed (not diagnosed) net precipitation minus evaporation fluxes. In such cases the effective time lag for temperature and salinity will be different, with the result that the instantaneous values of temperature and salinity will not correctly match up to produce the observed surface density. The improved boundary condition corrects for these different phase lags.
Conclusions
There are two possible ways of applying Haney (1971) restoring boundary conditions to an OGCM when supplied only with problems of time lag and reduced variability in the surface tracers. It is also superior to using standard restoring conditions with a very short restoring time scale, as such an approach artificially skews the stability characteristics of a model's thermohaline circulation.
The new boundary condition is appropriate for non eddy-resolving models and is of especial benefit when temperature and salinity are restored with different time scales, as it can compensate for the different time lags the two fields would experience with standard restoring boundary conditions. 
