We will apply the method of blocking Gibbs sampling to a problem of great importance and complexity { linkage analysis. Blocking Gibbs combines exact local computations with Gibbs sampling in a way that complements the strengths of both. The method is able to handle problems with very high complexity such as linkage analysis in large pedigrees with many loops; a task that no other known method is able to handle. New developments of the method are outlined, and it is applied to a highly complex linkage problem.
Introduction
For linkage analysis -the problem of estimating the relative positions of the genes on the chromosomes -many methods have been developed over recent years. Fast and exact methods for computation in Bayesian networks (e.g., pedigrees) (Cannings, Thompson & Skolnick 1976; Pearl 1986; Lauritzen & Spiegelhalter 1988; Shenoy & Shafer 1990; Lauritzen 1992) handle only small problems, as the computation is NP-hard. Markov chain Monte Carlo (MCMC) methods (Gelfand & Smith 1990; Thomas, Spiegelhalter & Gilks 1992; Gelman & Rubin 1992; Geyer 1992; Smith & Roberts 1993) have provided a good alternative as they are able to handle problems of very large size. Using these methods, computation time often exceeds any acceptable level when considering very large networks (e.g., pedigrees of thousands of individuals), and it is often di cult to decide whether the desired precision has been reached.
Linkage analysis represents a problem of high complexity that has been particularly hard to handle. Existing methods such as those implemented in the LINKAGE (Lathrop & Lalouel 1984; Lathrop, Lalouel, Julier & Ott 1985) and FASTLINK software packages (Cottingham Jr., Idury & Sch a er 1993; Sch a er, Gupta, Shriram & Cottingham Jr. 1994 ) are unable to handle even pedigrees with a moderately low number of loops ( 10), the computation time being exponential in the number of loops. Sequential imputation (Kong, Cox, Frigge & Irwin 1993; 
Exact Belief Updating
It has been shown (Shachter, Andersen & Szolovits 1991 ) that all exact methods for belief updating in Bayesian networks 1 can be viewed as variations on a single, general algorithm involving clustering of variables in a structure called a junction tree (Jensen, Lauritzen & Olesen 1990) . In this category also falls peeling (Elston & Stewart 1971; Lange & Elston 1975; Cannings, Thompson & Skolnick 1978) which is an exact method developed for belief updating in a particular type of Bayesian networks, viz. pedigrees. The junction tree is obtained from the Bayesian network in the following way, see the example in Figure 2. 
3.
4. : The transformation of a Bayesian network into a junction tree. In part (4), ovals represent cliques, and boxes represent separators.
1. First, in Figure 2 .1, we have the Bayesian network, a directed acyclic graph with a conditional distribution associated with each variable. Obviously, a pedigree can easily be represented as a Bayesian network.
2. The moral graph (Figure 2 .2) is obtained by adding undirected edges between all pairs of disconnected variables with common children and replacing directed edges by undirected ones.
1 For a de nition of Bayesian networks, see (Pearl 1991) . In the current implementation of blocking Gibbs, we have used an objectoriented version of the exact method of Lauritzen & Spiegelhalter (1988) which has been described by Jensen et al. (1990) and implemented in the expert-system shell HUGIN (Andersen, Olesen, Jensen & Jensen 1989) . In this scheme, belief updating is implemented through message passing in a junction tree.
The junction tree structure can be used as the basis for other kinds of computations, e.g., a random joint sample of the unobserved variables given observed variables (Dawid 1992) . This is what is used for sampling large sets of variables jointly in blocking Gibbs, and as seen from the above it requires that exact computations can be performed on the part of the pedigree containing these variables.
It should be mentioned here that it is not important which exact method is used. The authors selected this method for reasons of familiarity, but a similar method like, e.g., peeling could just as well have been used.
Gibbs Sampling
As previously mentioned, exact methods like the above can not be used for large problems with many loops. In these situations, MCMC methods can often be used.
A popular MCMC method is Gibbs sampling. n ) have been produced. These samples are then used to estimate the stationary distribution of the Markov chain induced by the Gibbs sampler.
It is seen that in the above scheme a variable can be sampled multiple times in each iteration as the blocks do not have to be disjoint.
The variant of Gibbs sampling that is usually seen, single-site Gibbs sampling, samples only one variable at a time as opposed to a set of variables. The singlesite Gibbs sampler is very easily implemented but may have severe problems. If the problem at hand is large and contains many loops, mixing may be too slow for practical purposes, or, due to multimodality (the division of the con guration space into multiple almost disconnected subspaces), the sampler can get stuck in a subspace. These are problems particularly apparent in linkage analysis where networks often are huge with large numbers of loops. Blocking Gibbs usually avoids these problems by sampling the majority of variables jointly.
The Blocking Gibbs Sampling Scheme
Blocking Gibbs is an attempt at implementing the general Gibbs sampling scheme where many variables are sampled jointly. As mentioned earlier, the blocks do not have to be disjoint but their union should contain all variables. We have various criteria that we want the blocks to ful ll:
1. The blocks should contain as many variables as possible. Their size is governed by memory capacity. The larger the blocks, the faster blocking Gibbs will converge. In the limit where the entire network is included in one block, we get exact simulation. In the opposite limit where only one variable is included in each block, we will get single-site Gibbs.
2. All variables should be sampled approximately equally often. 3. The blocking Gibbs sampler should be irreducible.
Criterion 1
To construct a block that contains as many variables as possible, we use the fact that conditioning on certain variables breaks loops in the network, creating a network with fewer loops. This network, given that enough variables are being conditioned upon and thus enough loops are broken, then becomes feasible for exact computation, allowing us to sample the variables of the block jointly.
We construct a block B by selecting a set of variables A that should not be part of the block. When sampling B we condition on the variables in A, breaking a su cient amount of loops. The variables in B are now sampled jointly using the random propagation method described by Dawid (1992) . When loops are broken, the storage requirements of the junction tree is reduced.
We want B to contain as many variables as possible. This can be obtained by making A as small as possible by selecting the variables for A that reduces the storage requirements of the junction tree the most. This can also be described by means of pseudo code. The optimal variable is found by computing for each variable v the reduction of storage requirements caused by the removal of v from the junction tree. The removal of a variable from the junction tree necessitates multiple changes in the junction tree structure to ensure that the junction tree property is still valid. Here is a small piece of pseudo code illustrating the changes when the variable v is removed from a junction tree, J T : delete v from all cliques and separators for each clique C i in C do:
for each neighboring clique C j of C i do:
if C j is a proper subset of C i do: delete C j , delete the separator connecting C j and C i , and reconnect all separators connected to C j to C i end if. end for. end for.
The algorithm can be illustrated with a few examples, see Figure 3 .
A: In Figure 3A , we see the initial junction tree also shown in Figure 2 . Figure 3B , variable a has been removed. The removal of a causes clique 1 to become a proper subset of clique 3. Thus, clique 1 and separator 2 can be deleted.
C: In Figure 3C , variable b has been removed. We see that clique 3 becomes a proper subset of clique 9. Thus, clique 3 and separator 6 can be removed. Separators 2 and 4 that were connected to clique 3 have now been connected to clique 9. This is shown in Figure 3D .
E: In Figure 3E , variable f has been removed. This causes clique 3 to become a proper subset of clique 1, and clique 9 to become a proper subset of clique 7.
In Figure 3F , rst, clique 3 and separator 2 have been deleted, and separators 4 and 6 are connected to clique 1. Then, clique 9 and separator 8 are deleted, and separators 6 and 10 are connected to clique 7.
We have been using the above method for selecting blocks in many di erent networks and empirical evidence suggests that in almost all cases the blocks contain more than 90% of the variables, allowing very fast mixing.
Criterion 2
We want variables to be sampled approximately equally often to ensure that we do not get situations where some variables are sampled many times in each iteration, and others are sampled only once. However, Criterion 1 urges us to remove the optimal (wrt. reduction of storage requirements) variables from most of the blocks, and as a result these variables are then sampled only one or a few times in each iteration, whereas the majority of variables are included in all blocks and thus sampled much more often. It seems that we must use the optimal variables for reducing storage requirements, letting Criterion 1 take priority over Criterion 2.
To ensure that the blocks have approximately the same size, we use a simple algorithm, here outlined with a piece of pseudo code. We want to construct N blocks, called B 1 ; : : : ; B N . A counter, c i , is associated with each variable, v i . c i counts how many times v i has been removed from any block. We have tentatively decided that all c i must not exceed = b N 2 c, thus forcing the optimal variables to be sampled at least b N 2 c times in each iteration. Again, S is the amount of storage available to the computer. In the following, the terms junction tree and block are 8 used interchangeably. A block is created from the initial junction tree by removing variables, i.e., the block is also a junction tree. 
Criterion 3
Reducibility may often be a problem, especially when using single-site Gibbs sampling. Only in simple cases such as diallelic pedigree analysis, irreducibility is almost always guaranteed (Sheehan & Thomas 1993) . However, for pedigree analysis with more than 2 alleles, irreducibility will often depend on the blocking of the variables. The simple example of pedigree analysis in Figure 4 is reducible with the single-site Gibbs sampler, due to the fact that it will be unable to switch between the con gurations (A = 12; B = 13) and (A = 13; B = 12). However, if blocking Gibbs was applied and A and B were sampled jointly, the problem would be irreducible. The reducibility problem of Figure 4 is very common in pedigrees, however, it does not appear in Figure 1 . In the present implementation of blocking Gibbs, the representation described by Kong (1991) was used. In this representation each variable represents an allele instead of a genotype, see Figure 5 .
When this representation is used, reducibility can occur in a number of special cases. First, e.g., if A has been typed to genotype 12, A f and A m must be sampled jointly to enable switching between con gurations (A f = 1; A m = 2) and (A f = 2; A m = 1). Second, if the penetrance probabilities are de ned such that one phenotype p 1 can correspond only to one homozygous genotype 11, and another phenotype p 2 can correspond only to a set of genotypes di erent from 11, then the pedigree in Figure 6 will be reducible with single-site Gibbs sampling. Again, the solution to the problem in Figure 6 is to sample the variables B f and B m jointly thus allowing switching between the con gurations (B f = 1; B m = 2) and (B f = 2; B m = 1). This problem appears with several individuals in Figure 1, e.g., individual 56 which has the disease phenotype forces non-diseased individual 54 to have one of the noncommunicating con gurations (54 f = 1; 54 m = 2) or (54 f = 2; 54 m = 1).
In general, many other situations like the above may occur and they are not always easily detected. At this point it is not clear whether a general method for nding these blocks will ever be found. The problem of nding the blocks corresponds to the very hard problem of nding the noncommunicating classes for Markov chain Monte Carlo methods rst discussed in (Lin, Thompson & Wijsman 1994) and more recently in (Jensen & Sheehan 1996) .
Finding the Starting Con guration
Finding the starting con guration is often a problem with MCMC methods. With single-site Gibbs sampling you have to nd a starting con guration for the entire network (except one variable), but with blocking Gibbs you have to nd a starting con guration for only the complement of the rst block (A 1 in Section 2.2). A 1 usually contains less than 10% of the variables, and these variables are usually located in di erent parts of the network making the problem of nding a legal con guration easier.
3 Linkage in the LQT Pedigree
In this section we will apply the blocking Gibbs method to the LQT pedigree in Figure 1 . We will describe this particular linkage problem and explain how linkage analysis problems are represented and handled with blocking Gibbs. Finally, we will compare various methods for estimating the recombination fractions and present results that show the fast convergence of blocking Gibbs.
The LQT Pedigree
The LQT pedigree originating from Professor Brian Suarez is a ected by the long QT syndrome. Blood samples have been collected from individuals 9, 13 and 17 through 59. Thus marker data are available for only these individuals. The marker data in Figure 1 are simulated by Professor Suarez to mimic close linkage (recombination fraction, close to 0). The marker is assumed to have 4 alleles with equal population frequencies. The LQT syndrome is assumed to be determined by 2 alleles with population frequencies 0:05 and 0:95, the disease allele being the rarest. The LQT pedigree was also examined by Kong (1991) .
Linkage Analysis with Blocking Gibbs
We represent the linkage problem in a way similar to the pedigree representations shown in Figures (2) Kong (1991) discussed the merits of representation (2) exempli ed in Figure 7 . This representation results in more variables but the conditional probability tables of Eq. (2) are simpler and require less storage space. The representation is easily represented with a Bayesian network and can be handled immediately by blocking Gibbs. Each of the components in (2) speci es a variable in a Bayesian network. The conditional distributions furthermore specify edges from parents (the conditioning variables) to a child. The pedigree in Figure 7 thus shows an example of the Bayesian network representation of (2).
The entire LQT pedigree is represented with a Bayesian net using the representation shown in Figure 7 . To perform linkage analysis with blocking Gibbs, we rst pick a suitable value for ( 0 ) such that all samples are produced conditional on this recombination fraction. Then a starting con guration is found, and blocking Gibbs can start. At each iteration, the number of recombinations (n r ) and non-recombinations (n nr ) are counted. A recombination has occurred if a pair of associated indicator-variables (e.g., Z A C;a and Z A C;d ) have di erent values, and a non-recombination if they have the same value. This simple counting scheme will be referred to as Method 1 in the following.
However, this scheme can be re ned. If, in Figure 7 , we examine the pair of indicator variables Z A C;a and Z A C;d and A f a is identical to A m a , we do not know which of these alleles has been inherited by A. This means that we do not know whether a recombination has occurred or not. Counting this case as either a recombination or a non-recombination corresponds to adding noise to the estimate. Therefore, leaving it out leads to a better estimate. In general, cases where the parent is homozygous at one of the loci should be left out. This re ned counting scheme will be referred to as Method 2 in the following. Currently, linkage analysis implementations using a MCMC method always use either Method 1 or 2.
However, Method 2 can be re ned even further. Consider the LQT pedigree of Figure 1 . For individuals with no o spring it is relatively easy to directly estimate the probabilities of recombination in each iteration. Considering individual 40, there are two recombination fractions to consider for this individual: one relating to the inheritance from the father, and one to the inheritance from the mother. For example, given that we know the values of the father's alleles at the disease locus (18 f d ; 18 m d ) and the marker locus (18 f a ; 18 m a ) we know the possible outcomes for the alleles of 40, 40 f a and 40 f d . We can easily calculate the probability of each of the outcomes, and the probability of recombination and non-recombination for each outcome. The probabilities of recombination for the outcomes are summed, and the probabilities of non-recombination are summed. After a normalization we have calculated the probability of a recombination occurring at individual 40's inheritance from individual 18. This computation can be performed for all individuals without o spring. For individuals with o spring, the recombination fractions are not independent and the calculation cannot be performed easily. However, in Figure 1 , 42% of the individuals have no o spring making the bene t of using this re ned scheme large. This counting scheme will be referred to as Method 3 in the following. Figure 8 an example con guration of individuals 18 and 20 is shown. In Table 1 the computation leading us to the probabilities of recombination is shown. First, given the con guration of the parents, the possible con gurations for the o spring (40) are found. We know that 40 has the genotype 24 at the marker locus, and as we know that allele 2 (at the marker locus a) must originate from the father 18 and allele 4 (also at the marker locus) must originate from the mother 20, and that individual 40 does not have the LQT disease, we have the three possible con gurations shown in the second row of Table 1. In the second column of the second row, the format of the con gurations is shown. For each of these con gurations we check whether we have a recombination at the inheritance from the father and/or at the inheritance from the mother. With con guration 1, we have a recombination when inheriting from the father, as the allele 1 (locus d) originates from the grandfather, and allele 2 (locus a) originates from the grandmother. With con guration 1, we have a non-recombination (i.e., no recombination) when inheriting from the mother, as both allele 2 (locus d) and allele 4 (locus a) originate from the grandfather.
Example of Method 3 In
Then, we compute the probability of each of these con gurations occurring. For the rst con guration this is found simply by multiplying the probability of one recombination and one non-recombination. The others are computed similarly. Finally, the probability of recombination from the father (18) is calculated by summing together the probability contributions from the con gurations where we saw a recombination when inheriting from the father, and dividing this number by the total sum of the probability contributions. Table 1: A table illustrating In Table 2 , the three methods have been compared on the LQT pedigree. For each method, 10 runs have been performed (at both 100 and 1,000 iterations). The same seed for random numbers was used for the ith run of each method to make Table 2 . We put 0 = 0:2 and 1 = 0:3 in this case. This value will in the following be referred to as the log-likelihood di erence as it is in e ect the di erence between the log-likelihoods at two values for . The lod score corresponds to these log-likelihood di erences in the following way :
lod score = log 10
where^ is the recombination fraction with the maximum likelihood. The relationship between the log-likelihood di erence in Table 2 and the lod score will be further elaborated later in this section. For now, it su ces to state that the log-likelihood di erences shown in Table 2 are used in the computation of the lod score, and as they become more precise, the lod score becomes more precise.
The standard deviation shown in the second column of Table 2 , S.D. (1), is computed by the autocorrelations method described by Geyer (1991) . This standard deviation expresses the variation between the dependent Markov chain samples. As the runs on the three methods are based on the same seed for random numbers, it is clearly seen that the standard deviation of the estimate can be lowered signi cantly by using the more advanced methods. Using Method 2 instead of Method 1 basically corresponds to removing noise from the Method 1 estimate, and thus obtaining a smaller standard deviation. Further noise is removed when Method 3 is applied. As Method 3 is clearly the optimal of the three methods, this method has been used in all subsequent runs.
Estimation of Recombination Fraction
The recombination fraction is estimated by using the number of recombinations n r , the number of non-recombinations n nr , and the calculated recombination fraction of bottom level individuals r 1 ; : : : ; r k by the means of Eq. 3. If M iterations have been performed with the blocking Gibbs sampler at a xed recombination fraction 0 , the likelihood ratio can be estimated with the following expression (n 
The lod-score can be found by maximizing this ratio over 1 and applying log 10 . Using methods presented by Meng & Wong (1996) , it is now possible to combine the results from two runs with di erent recombination fractions of some sampling scheme. We hereby present the rst results of using these methods in a practical application. The theory underlying the methods is described very well by Meng & Wong (1996) and will not be covered in detail here. We will only present the formulas that have been used in this paper, and the notation has been changed to better suit this application. Imagine, we have run 100 iterations at 0 = 0:1, and 100 iterations at 1 = 0:3. Now, if we want to compute L(0:3) L(0:1) , instead of using Eq. 3 and use only the run at 0:1, we can use both runs. As more information is included in the computation, it is expected that by using this method we will get better results. Meng & Wong (1996) discuss various methods for performing this estimation. We will compare two of these methods with Eq. 3.
Eq. 3 can be expressed as (where w i is observations found given i , and E 0 implies that we average over observations found given = 0 ): 
where (w) is an arbitrary function. Di erent choices of (w) is discussed by Meng & Wong (1996) . If (w) = 1 q0(wj 0) , Eq. 5 reduces to Eq. 4. As mentioned, we will look at two choices of (w):
1. = 1 p q0q1 . Using this , Eq. 5 looks as Eq. 6. This method will be referred to as the square-root method in the following (Meng & Wong (1996) denotes it the geometric-mean method).
2. = c s1q1+s0rq0 , where c is a constant and if n 0 is the number of observations with 0 , and n 1 is the number of observations with 1 , and n = n 0 + n 1 , then s 0 = n0 n and s 1 = n1 n . furthermore depends on the ratio r, which is computed in an iterative fashion. In Eq. 7, the iterative estimator is shown.
L ( Starting with an initial guess of r,r (0) , we calculate the estimate of r iteratively by using the previous estimate of r. Speci cally, at the (t + 1)st iteration, we compute:
h where l 0i = q1(w0ij 1) q0(w0ij 0) and l 1i = q1(w1ij 1) q0(w1ij 0) . These values need only be calculated one at the beginning of the algorithm. There is one problem with this method. When the samples are independent, we know the exact sample sizes, n 0 and n 1 . However, with dependent samples, such as with the blocking Gibbs sampler, n 0 and n 1 are no longer the true sample sizes, since the dependence between successive samples typically reduces the \e ective sample sizes" and thus using n 0 and n 1 may lead to simulation errors.
The square-root method is a new method by Meng & Wong (1996) but the iterative method is not new. It has been discussed in the area of physics by Bennett (1976) in the area of physics. The square-root method is an interesting addition, as it is sometimes desirable to have simple, non-iterative procedures that have good, not necessarily optimal, properties. Such a non-iterative estimator, for example, can be used as a starting value of the iterative method. As we will see in Table 3 , a non-iterative estimator can be better than the iterative when the samples are not independent.
The potential of the simple identify of Eq. 5 has been further investigated by Gelman & Meng (1994) , Gelman & Meng (1996) , and Meng & Schilling (1996 In Table 3 , results from runs with the three previously described methods are shown. 10 new runs have been performed for each of the methods and for 100 and 1,000 iterations. It is seen that the log-likelihood di erences found by combining the results from two runs with di erent 0 are consistently better than those obtained by using only the results of a single run.
It is also interesting to note that the non-iterative square-root method seems to be signi cantly closer to the exact value than the iterative method. This is probably due to the fact that the optimality of the iterative method was derived under the independence assumption, but the samples of the blocking Gibbs sampler are dependent. In such cases, Meng & Wong (1996) speculated that the square-root method can be better. This is a useful result, showing that the simple non-iterative estimator can be better than the more complex iterative method in cases where samples are dependent. Furthermore, with the blocking Gibbs sampler, the samples are much less dependent than with the single-site Gibbs sampler, indicating that the square-root method may be signi cantly better than the iterative method in this case.
Results
In this section, blocking Gibbs will be applied to the LQT pedigree, and the results are presented in Table 4 . In this table, the log-likelihood di erences for a number of pairs of recombination fractions have been found. Each element in the table represents the log-likelihood di erence for a pair of recombination fractions, e.g., Figure 9 . The maximum likelihood estimate of can be found in Figure 9 by nding the highest point on the graph, and the lod score can be read as the log-likelihood di erence of this point. Furthermore, the exact results have been plotted in Figure 9 , and can be compared with the estimates. Clearly, the estimates converge towards the exact results. At each log-likelihood di erence 10 runs 3 have been made and the values occurring in the table are the mean and the standard deviation of these runs.
From Table 4 it can be seen that the most likely recombination fraction is indeed 0. Adding the log-likelihood di erences together we nd the lod score to be approximately 8 thus providing strong evidence of tight linkage.
Furthermore, it can be seen that the accuracy of the estimates improves significantly when more iterations are performed. After 10,000 iterations the standard deviation is approximately 1% of the estimate for almost all of them, showing that very high precision can be obtained.
However, it can also be seen from Table 4 that the estimates do not seem to converge towards the exact results. From 1; 000 to 10; 000 iterations the estimates have not moved further towards the exact results, indicating that they do not converge towards them. The reason for this is that as explained previously, the estimator The log likelihood of (log L( )) has been plotted against . For 10, 100, and 1,000 iterations, the maximum likelihood estimate for is clearly 0:0, and it can be seen that the graphs converge towards the exact curve. Table 4 : The results of the blocking Gibbs sampler applied to the LQT linkage analysis. Each of the numbers specify the average of ten log-likelihood di erences, with either 10, 100, or 1,000 iterations. 0 and 1 are specied, and 0 is the recombination fraction used during the run. The Di . row speci es which log-likelihood di erence is shown in the column. The numbers in parentheses are the standard deviations over the 10 runs. The Exact row speci es the exact results. used in Table 4 , i.e., called simple 1 in Table 3 , is not optimal. Thus, even if an in nite number of iterations are performed, we will not be able to obtain better results with the method of Table 4 . However, better results can be obtained in several ways, see Table 5 . Here, we compare the results for the simple 1 and simple 2 methods with the square-root and iterative estimation methods, and a new method denoted simple 3 . The simple 3 method uses the runs used for Table 4 Using this method allows us to get better estimates than with simple 1 and simple 2 , as seen clearly in Table 5 . In fact, the results obtained with simple 3 are almost as good as those obtained with the square-root method. As expected, the square-root method is still the optimal, signi cantly better than the iterative method. Table 5 : A comparison of results with di erent estimation methods at 10,000 iterations. Again, the numbers in parantheses are averages over 10 runs.
Discussion
We have described a general method for inference in very large complex Bayesian nets and applied it successfully to a particularly hard problem in genetics, linkage analysis. The results in Table 4 documented that the algorithm converges towards the correct distribution and mixes fast. Single-site Gibbs sampling would have been totally useless applied to a problem of this size. The LQT pedigree is just within the limits of exact methods so we have been able to check the accuracy of the results.
The blocking Gibbs method has shown to be successful in this very hard case and it can easily be applied to larger problems. Due to the way the blocks are selected, the method scales well, and we expect multipoint linkage analysis to pose no further theoretical problems. It will merely make the storage requirements higher.
The major problem still remaining with the method is that we cannot yet prove that it is irreducible in the general case. This requires the construction of a general method for nding the noncommunicating classes of the Gibbs sampler such as discussed by Lin et al. (1994) and later by Jensen & Sheehan (1996) .
It is at this point uncertain, however, whether such a general method can be found. Further, the problem of detecting these classes may be NP-hard. If these classes were identi ed it would be possible to design blocks tailored to allow the blocking Gibbs sampler to jump between the classes, thus guaranteeing irreducibility of the sampler.
In practice, it is often possible to design these blocks by hand such as has been done in the case of the LQT pedigree, and the built-in robustness of the blocking Gibbs sampler, letting it sample usually more than 90% of variables jointly, will render it irreducible in most cases. Still, of course, this cannot be guaranteed in the general case.
Software
The rst author has implemented the blocking Gibbs method for pedigree analysis. It can be obtained by anonymous ftp from ftp.cs.auc.dk/pub/packages/block/current for the following architectures: Linux, MS-DOS, SPARC-Solaris, RS6000-AIX3.2.5, and SGI Irix64. The package can also be obtained from the associated homepage:
http://www.cs.auc.dk/~claus/block.html
