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A PARAMETRIC ESTIMATION OF TOTAL FACTOR PRODUCTIVITY AND ITS 
COMPONENTS IN U.S. AGRICULTURE 
 
As documented by several studies, productivity has been a major driver of U.S. farm output 
growth in the post-war period. The Economic Research Service of the U.S. Department of 
Agriculture (USDA/ERS) reports that total factor productivity (TFP) increased by 1.47% per 
year, explaining 97% of the annual growth in the level of U.S. farm output between 1948 and 
2013 (USDA, 2017). O’Donnell (2014) reports a 1.83% average change in the annual maximum 
attainable TFP level across the 48 contiguous states for 1960-2004. Using the same data set but a 
different methodology, O’Donnell (2012) estimates annual average increases in TFP ranging 
from 1.29% in Oklahoma to 3.12% in Oregon. Andersen, Alston, and Pardey (2012) provide a 
set of estimates of average annual agricultural productivity growth rates ranging from 1.13% to 
1.55% based on different models of state-level U.S. agricultural production for the period 1949-
2002. Acquaye, Alston, and Pardey (2003) report that U.S. agricultural productivity increased by 
1.90% per year over the period 1949-1991, reflecting an average output growth of 1.71% and a 
reduction in input use of 0.19%.1  
However, TFP change is a “measure of our ignorance” (Abramovitz, 1956), or a 
“residual” (Domar, 1961) that measures the unexplained portion of output change after 
accounting for the change in input use. Despite the central role of productivity growth in U.S. 
agriculture, and the concerted efforts to understand how to improve it over time,2 only a few 
                                                            
1 Earlier studies (e.g., Ball, Butault, and Nehring, 2001; Alston and Pardey, 1996; Huffman and Evenson, 1993; 
Ball, 1985) also provide evidence that agricultural productivity is a major driver of U.S. agricultural output growth. 
2 See Alston et al. (2000), Huffman and Evenson (2006), Alston et al. (2010), Fuglie and Heisey (2007), and Hurley, 
Rao, and Pardey (2014) for a literature review on the national estimated returns to productivity-enhancing 
investments in U.S. agriculture. Five studies attempt to identify the drivers of agricultural productivity in each 
continental state of the United States: Yee et al. (2002), Alston et al. (2011), and Jin and Huffman (2016) use a two-
step procedure to evaluate the effects of research, extension, and other variables on TFP indexes; Plastina and 
2 
 
studies have attempted to measure the contribution of technical change, technical efficiency 
change, allocative efficiency change, scale economies, and price effects to productivity growth. 
This is unfortunate, because as noted by O’Donnell (2012, p. 873), identifying the components of 
TFP change is critical for policy-makers to properly assess “… whether the payoffs from 
improving the rate of technical progress (e.g., through increased R&D expenditure) are more or 
less likely to outweigh the payoffs from improving levels of either technical efficiency (e.g., 
through education and training programs) or scale and mix efficiency (e.g., by using taxes and 
subsidies to change relative prices).”  
The studies that disaggregate TFP change in U.S. agriculture into more meaningful 
components include Capalbo (1988), Morrison Paul and Nehring (2005), Andersen, Alston and 
Pardey (2012), and O’Donnell (2012, 2014). Among them, only O’Donnell (2012) uses a 
nonparametric approach. He applies data envelopment analysis (DEA) to compute and 
decompose changes in TFP indexes3 for U.S. agriculture, and concludes that the main driver of 
TFP change over 1960-2004 was technical progress, that levels of technical efficiency have been 
stable and high, and that levels of scale-mix efficiency have been highly variable and relatively 
low. All other studies use variations of the (parametric) stochastic frontier approach (SFA).  
Using a translog cost function, Capalbo (1988) finds that the rate of technical change 
(1.74%) in U.S. agriculture over the period 1950-1982 is understated by the TFP growth rate 
(1.56%) calculated from index numbers, due to the effects of decreasing returns to scale. 
Morrison Paul and Nehring (2005), using both output and input distance functions on farm-level 
Corn Belt data, conclude that scale and scope (output diversification) economies are critical to 
                                                            
Fulginiti (2012) and Wang et al. (2012) incorporate R&D stocks and other variables directly into a cost function 
framework to estimate their effects on technical change. 
3 O’Donnell (2012) develops and implements a Lowe TFP index, which is a type of multiplicatively-complete index 
that can be written as the ratio of two indexes that have been attributed to Lowe (1823). 
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explain productivity and motivating growth patterns over 1996-2000. Based on a modified 
translog production function and state-level data constructed under the assumption of constant 
utilization rates in capital, Andersen, Alston, and Pardey (2012) conclude that omitting terms of 
trade and short-term seasonal growing conditions results in an upward cyclical bias in estimates 
of U.S. agricultural productivity. 
O’Donnell (2014) applies SFA to estimate output distance functions to compute and 
decompose a new TFP index4 into technical change, output-oriented technical efficiency change, 
and output-oriented scale-mix efficiency change. For the 17 states reported in Table 2 of 
O’Donnell (2014, p.196), technical change was the main driver of TFP change, and for 14 out of 
those states changes in the scale-mix efficiency change had a greater effect on TFP change than 
changes in technical efficiency. The econometric results in O’Donnell (2014) are based on the 
assumption that technology is extended output homothetic and homogeneous of degree r, and 
technical change is extended Hicks output neutral.  
The present study aims at improving our understanding of the contribution of the 
different components of TFP change to U.S. agricultural productivity, with the ultimate goal of 
helping policy makers identify effective ways to foster productivity growth. Using a similar 
dataset to the one used by O’Donnell (2012, 2014), but under a more flexible technological 
representation (the technology is not assumed to be output homothetic and technical change is 
not assumed output neutral as in O’Donnell, 2014), and using a novel estimation routine, the 
present study provides comparable parametric estimates of TFP changes by states and a more 
detailed disaggregation into its component parts. To analyze the sources of TFP changes, we 
develop a new estimation routine based on the cost function-based decomposition of TFP 
                                                            
4 O’Donnell (2014) develops and computes Fare-Primont TFP indexes, which are a type of multiplicatively-
complete indexes (Fare and Primont, 1995). 
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changes proposed by Bauer (1990) and the duality between input distance and cost functions. 
Although Bauer (1990) developed the theoretical framework to segregate technical efficiency 
change from allocative efficiency change in a frontier cost function framework, he was not able 
to estimate those effects separately, because estimates failed to be (Bauer 1990, footnote 11) 
“bounded by zero and one for two thirds of the observations in the sample.” Karagiannis, 
Midmore, and Tzouvelekas (2004), following a method developed by Karagiannis, Kumbhakar, 
and Tsionas (2004), attempted a similar decomposition of TFP change under the strong assumption 
that for one input, the observed usage exactly equaled its unobservable level in the cost-minimizing input 
mix (i.e., no technical inefficiency for the selected input). However, our study differs from theirs in 
two major ways.Our model does not assume that output prices equal marginal costs, which 
allows us to estimate the contribution of a markup component (Kumbhakar and Lozano-Vivas, 
2005) to TFP change. Second, we measure technical efficiency as a quadratic function of time 
with fixed state effects (Cornwell, Schmidt, and Sickles, 1990) rather than random effects, so we 
estimate time-varying efficiency levels for individual states without invoking strong 
distributional assumptions for technical efficiency or random noise. Kumbhakar and Lien (2009) 
decomposed TFP change into a markup component, technical change, and a scale component, 
but assuming time invariant technical efficiency, and not accounting for allocative inefficiency 
or an input price effect as we do.  
The study makes five specific contributions. The first contribution is methodological. We 
develop a new sequential primal-dual estimation routine to calculate TFP change, technical 
change, technical efficiency change, allocative efficiency change, input price effects, changes in 
output markup, and changes in returns to scale using a multi-output input distance function in the 
first stage, followed by a cost minimization routine in the second stage (based on the parameter 
estimates obtained in the first stage). The added complexity of the advocated new estimation 
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routine compared to the existing literature is needed (1) to avoid relying on strong assumptions 
of no technical inefficiency in the usage of one input of production, or time-invariant technical 
efficiency; (2) to segregate technical efficiency from allocative efficiency; (3) to estimate the 
contribution of a markup component to TFP change; and (4) to estimate an input price effect on 
TFP change. 
The second contribution consists of the estimation of the relative impacts of the 
components of TFP to changes in state-level agricultural productivity in the United States. This 
is the first paper to attempt a decomposition of TFP in U.S. agriculture by state using an input 
distance function. Strong evidence for the validity of the proposed estimation routine is provided 
by the unusually high correlation (99.3%) between our annual state-level estimates of TFP 
change with the USDA’s measures of change in TFP. This is a remarkable result, because our 
computations involve a method very different from the one used by the USDA. In particular, we 
first calculate each of the TFP components based on the estimated input distance function, and 
then obtain the changes in TFP as their sum. 
The third contribution consists of highlighting that although technical change tends to be 
the largest contributor to productivity growth, it bears a low and statistically insignificant 
correlation with TFP change on an annual basis, whereas annual changes in the markup effect 
and returns to scale are highly and significantly correlated with TFP changes. This result 
suggests that evaluating the effects of research, extension, and other variables on each of the 
components of our measure of TFP change (rather than solely on an aggregate TFP index) has 
the potential to shed light on the channels through which those variables affect agricultural 
productivity growth in the United States. Combining our correlation results across components 
of TFP change with the causal relationships analyzed in the literature (e.g., Yee et al., 2002; 
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Alston et al., 2011; and Jin and Huffman, 2016), our findings suggest that those drivers of 
agricultural productivity would  mostly generate changes in the markup effect and returns to 
scale, rather than in technical change. 
The fourth contribution is comprised of the conclusions stemming from the observation 
of the temporal pattern of estimated technical change, which shows a slowdown in the 1990s and 
2000s, and technical regress in the U.S. agricultural sector during the farm crisis of the 1980s. 
This is the first study to identify a period of technical regress in U.S. agriculture. 
The fifth contribution resides in highlighting the roles of technical efficiency and 
allocative efficiency changes in explaining TFP change through time. While technical efficiency 
shows a positive overall trend, allocative efficiency shows a negative overall trend, and their 
combined effect (i.e., the overall cost efficiency) slows down TFP growth. This finding calls into 
question the results of studies relying on a non-frontier cost function approach to evaluate the 
drivers of agricultural productivity by state (including Plastina and Fulginiti, 2012; and Wang et 
al., 2012), because they assume overall cost efficiency.  
The remainder of the paper is organized into a section delineating the theoretical 
framework, followed by an explanation of the empirical model, a section describing the data, and 
a section discussing the estimation method. Results are presented and discussed before the policy 
implications of the disruptive findings are highlighted in the concluding section.  
 
Theoretical Framework 
TFP change in a multi-output, multi-input framework is defined as the change in a conventional 
Divisia index: 
(1) 𝑇𝑇𝑇𝑇𝑇𝑇̇ = 𝑌𝑌?̇?𝑃 − ?̇?𝑋, 
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where 𝑌𝑌?̇?𝑃 ≡ ∑ 𝑅𝑅𝑛𝑛𝑛𝑛 𝑌𝑌?̇?𝑛; 𝑅𝑅𝑛𝑛 ≡ 𝑇𝑇𝑛𝑛𝑌𝑌𝑛𝑛 ∑ 𝑇𝑇𝑚𝑚𝑌𝑌𝑚𝑚𝑚𝑚⁄ ; ?̇?𝑋 ≡ ∑ 𝑠𝑠𝑜𝑜𝑜𝑜𝑜𝑜 ?̇?𝑋𝑜𝑜; 𝑠𝑠𝑜𝑜𝑜𝑜 ≡ 𝑤𝑤𝑜𝑜𝑋𝑋𝑜𝑜 ∑ 𝑤𝑤𝑖𝑖𝑖𝑖 𝑋𝑋𝑖𝑖⁄ ; 𝑇𝑇𝑛𝑛 is the price 
of the n-th output, 𝑌𝑌𝑛𝑛 is the quantity of the n-th output, 𝑅𝑅𝑛𝑛 is the share of the n-th output in total 
revenue, 𝑤𝑤𝑜𝑜 is the price of the j-th input, 𝑋𝑋𝑜𝑜 is the quantity of the j-th input, 𝑠𝑠𝑜𝑜𝑜𝑜 is the observed 
share of the j-th input in total (observed) cost, and a dot over a variable indicates percentage 
change through time.5 
Following Farrell (1957), the input-based overall measure of cost efficiency is: 
(2) 𝐸𝐸(𝑌𝑌,𝑤𝑤,𝑋𝑋; 𝑡𝑡) = 𝐶𝐶(𝑌𝑌,𝑤𝑤;𝑡𝑡)
𝐶𝐶𝑜𝑜(𝑤𝑤,𝑋𝑋;𝑡𝑡)
; 0 <  𝐸𝐸(𝑌𝑌,𝑤𝑤,𝑋𝑋; 𝑡𝑡) ≤ 1, 
where 𝐶𝐶(𝑌𝑌,𝑤𝑤; 𝑡𝑡) is a multi-output frontier cost function, Y is a vector of outputs, w is a vector of 
input prices, X is a vector of inputs, t denotes time, and 𝐶𝐶𝑜𝑜(𝑤𝑤,𝑋𝑋; 𝑡𝑡) is the observed total cost. The 
expression [1 − 𝐸𝐸(𝑌𝑌,𝑤𝑤,𝑋𝑋; 𝑡𝑡)] indicates the percent reduction in total cost that can be achieved 
by using the optimal input combination given the prevailing input prices . Overall cost efficiency 
can also be expressed as the product of technical efficiency, 𝑇𝑇𝐸𝐸(𝑌𝑌,𝑋𝑋; 𝑡𝑡), and allocative 
efficiency, 𝐴𝐴𝐸𝐸(𝑌𝑌,𝑤𝑤,𝑋𝑋; 𝑡𝑡) (Farrell, 1957): 
(3) 𝐸𝐸(𝑌𝑌,𝑤𝑤,𝑋𝑋; 𝑡𝑡) = 𝑇𝑇𝐸𝐸(𝑌𝑌,𝑋𝑋; 𝑡𝑡) × 𝐴𝐴𝐸𝐸(𝑌𝑌,𝑤𝑤,𝑋𝑋; 𝑡𝑡). 
Technical efficiency captures the proportional overuse of all inputs: the smaller the overuse, the 
closer to one will 𝑇𝑇𝐸𝐸(𝑌𝑌,𝑋𝑋; 𝑡𝑡) be. Allocative efficiency reflects the extent to which the inputs 
used approximate the cost-minimizing input bundle: the smaller the gap between the observed 
cost and the minimum cost, the closer to one will 𝐴𝐴𝐸𝐸(𝑌𝑌,𝑤𝑤,𝑋𝑋; 𝑡𝑡) be.  
After log-differencing equations (2) and (3), and defining the cost elasticity with respect 
to the n-th output as 𝜀𝜀𝐶𝐶𝑌𝑌𝑛𝑛(𝑌𝑌,𝑤𝑤; 𝑡𝑡) ≡
𝜕𝜕 ln𝐶𝐶(𝑌𝑌,𝑤𝑤;𝑡𝑡)
𝜕𝜕 ln𝑌𝑌𝑛𝑛
; the minimum-cost share of the j-th input as 
𝑠𝑠𝑜𝑜(𝑌𝑌,𝑤𝑤; 𝑡𝑡) ≡
𝜕𝜕 ln𝐶𝐶(𝑌𝑌,𝑤𝑤;𝑡𝑡)
𝜕𝜕 ln𝑤𝑤𝑗𝑗
; technical change as 𝑇𝑇𝐶𝐶 ≡ −𝜕𝜕 ln𝐶𝐶(𝑌𝑌,𝑤𝑤;𝑡𝑡)
𝜕𝜕𝑡𝑡
; the change in observed cost as 
                                                            
5 For variables observed at discrete intervals, these percent changes are approximated as: ?̇?𝑋 = ln𝑋𝑋𝑡𝑡 − ln𝑋𝑋𝑡𝑡−1. 
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 𝜕𝜕 ln𝐶𝐶𝑜𝑜(𝑤𝑤,𝑋𝑋;𝑡𝑡)
𝜕𝜕𝑡𝑡
≡ ∑ 𝑠𝑠𝑜𝑜𝑜𝑜�?̇?𝑤𝑜𝑜 + ?̇?𝑋𝑜𝑜�𝑜𝑜 ; returns to scale as 𝑅𝑅𝑇𝑇𝑅𝑅 ≡ 1/∑ 𝜀𝜀𝐶𝐶𝑌𝑌𝑛𝑛(𝑌𝑌,𝑤𝑤; 𝑡𝑡)𝑛𝑛 ; and the changes 
in cost-minimizing output quantities as 𝑌𝑌?̇?𝐶 ≡ 𝑅𝑅𝑇𝑇𝑅𝑅∑ 𝜀𝜀𝐶𝐶𝑌𝑌𝑛𝑛(𝑌𝑌,𝑤𝑤; 𝑡𝑡)𝑌𝑌?̇?𝑛𝑛𝑛 , equation (1) can be re-
expressed as (Bauer 1990): 
(4) 𝑇𝑇𝑇𝑇𝑇𝑇̇ = 𝑇𝑇𝐶𝐶 + 𝑇𝑇?̇?𝐸 + 𝐴𝐴?̇?𝐸 + (1 − 𝑅𝑅𝑇𝑇𝑅𝑅−1)𝑌𝑌?̇?𝐶 + �𝑌𝑌?̇?𝑃 − 𝑌𝑌?̇?𝐶� + ∑ �𝑠𝑠𝑜𝑜𝑜𝑜 − 𝑠𝑠𝑜𝑜(𝑌𝑌,𝑤𝑤; 𝑡𝑡)� ?̇?𝑤𝑜𝑜𝑜𝑜 . 
Improvements in technical efficiency and allocative efficiency (for a constant level of technical 
efficiency) imply that 𝑇𝑇?̇?𝐸 > 0 and 𝐴𝐴?̇?𝐸 > 0, respectively. 
In (4), the term (1 − 𝑅𝑅𝑇𝑇𝑅𝑅−1)𝑌𝑌?̇?𝐶 represents the scale effect. It measures the short-term 
changes in productivity stemming from changes in the scale of production (note that when the 
scale of operation is optimal this term becomes null, because 𝑅𝑅𝑇𝑇𝑅𝑅 = 1). The term �𝑌𝑌?̇?𝑃 − 𝑌𝑌?̇?𝐶� 
denotes the markup effect, as it captures the contribution of non-marginal cost-pricing to 
productivity change: the greater the market power to set output prices above marginal costs, the 
faster TFP will increase. Note that if 𝑇𝑇𝑛𝑛 =
𝜕𝜕𝐶𝐶(𝑌𝑌,𝑤𝑤;𝑡𝑡)
𝜕𝜕𝑌𝑌𝑛𝑛
, then 𝑌𝑌?̇?𝑃 = 𝑌𝑌?̇?𝐶, and the markup effect becomes 
null. Finally, the term ∑ �𝑠𝑠𝑜𝑜𝑜𝑜 − 𝑠𝑠𝑜𝑜(𝑌𝑌,𝑤𝑤; 𝑡𝑡)� ?̇?𝑤𝑜𝑜𝑜𝑜  is the input price effect. This term measures the 
influence of input price changes on productivity, weighted by the differences between the 
observed cost shares and the cost-minimizing shares. The input price effect equals zero if market 
prices equal shadow values for all inputs. 
 
Empirical Model 
To estimate the proposed decomposition of TFP changes, we exploit the duality between the 
input distance function 𝐷𝐷𝐼𝐼(𝑌𝑌,𝑋𝑋; 𝑡𝑡) and the cost function:6 
                                                            
6 This duality result requires the input requirement set to be non-empty, closed, and convex for each output. If all 
input prices are non-negative and some take on non-zero values, then the duality theorem also requires that inputs be 
weakly disposable. Under these assumptions, the input requirement set is completely characterized by the input 
9 
 
(5) 𝐶𝐶(𝑌𝑌,𝑤𝑤; 𝑡𝑡) ≡ min𝑋𝑋�∑ 𝑤𝑤𝑜𝑜𝑜𝑜 𝑋𝑋𝑜𝑜:𝐷𝐷𝐼𝐼(𝑌𝑌,𝑋𝑋; 𝑡𝑡) ≥ 1; 𝑤𝑤𝑜𝑜 > 0; 𝑗𝑗 = 1, … , 𝐽𝐽�. 
Using Farrell’s (1957) decomposition, technical efficiency and allocative efficiency can be 
expressed in terms of the distance function, as follows: 
(6) 𝑇𝑇𝐸𝐸(𝑌𝑌,𝑋𝑋; 𝑡𝑡) = 1 𝐷𝐷𝐼𝐼(𝑌𝑌,𝑋𝑋; 𝑡𝑡)⁄ , 
(7) 𝐴𝐴𝐸𝐸(𝑌𝑌,𝑤𝑤,𝑋𝑋; 𝑡𝑡) = 𝐷𝐷𝐼𝐼(𝑌𝑌,𝑋𝑋; 𝑡𝑡) × 𝐶𝐶(𝑌𝑌,𝑤𝑤; 𝑡𝑡) 𝐶𝐶𝑜𝑜(𝑤𝑤,𝑋𝑋; 𝑡𝑡)⁄ . 
 
Econometric Specification of the Input Distance Function 
To conduct the econometric estimation, the stochastic frontier input distance function for state s 
at time t is written as: 
(8) 1 ≡ 𝐷𝐷𝑠𝑠𝑡𝑡𝐼𝐼 (𝑌𝑌,𝑋𝑋; 𝑡𝑡) × exp (−𝑢𝑢𝑠𝑠𝑡𝑡 + 𝜗𝜗𝑠𝑠𝑡𝑡), 
where 𝑢𝑢𝑠𝑠𝑡𝑡 is a non-negative term measuring technical inefficiency, 𝑇𝑇𝐸𝐸𝑠𝑠𝑡𝑡 ≡ exp (−𝑢𝑢𝑠𝑠𝑡𝑡), and 𝜗𝜗𝑠𝑠𝑡𝑡 is 
a normal residual with zero mean and finite variance. Given this definition of technical 
inefficiency, (1 − 𝑇𝑇𝐸𝐸𝑠𝑠𝑡𝑡) measures the proportional reduction in input use that would yield the 
same level of output if technical inefficiency were eliminated. Since we are interested in 
estimating intertemporal changes in technical efficiency, we specify 𝑢𝑢𝑠𝑠𝑡𝑡 as in Cornwell, Schmidt, 
and Sickles (1990): 
(9) 𝑢𝑢𝑠𝑠𝑡𝑡 = 𝜌𝜌0𝑠𝑠 + 𝜌𝜌1𝑠𝑠𝑡𝑡 +
1
2
𝜌𝜌2𝑠𝑠𝑡𝑡2, 
where 𝜌𝜌0𝑠𝑠, 𝜌𝜌1𝑠𝑠, and 𝜌𝜌2𝑠𝑠 are state-specific parameters. 
The true input distance function is approximated with the following translog 
specification:  
                                                            
distance function (Fare and Primont, 1995, p. 21). After comparing output distance function results with input 
distance function results obtained from farm-level data for the U.S. Corn Belt, Morrison Paul and Nehring (2005, p. 
543) conclude that “…the input-oriented model is advantageous for the characterization of agricultural production 
and performance, although the primal productivity literature tends to focus on output-oriented (usually production 
function) models that limit consideration of output composition differences.” 
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(10) ln𝐷𝐷𝑠𝑠𝑡𝑡𝐼𝐼 (𝑌𝑌,𝑋𝑋; 𝑡𝑡) = 𝛽𝛽0 + ∑ 𝛼𝛼𝑛𝑛 𝑦𝑦𝑛𝑛𝑠𝑠𝑡𝑡𝑛𝑛 + ∑ 𝛽𝛽𝑜𝑜  𝑥𝑥𝑜𝑜𝑠𝑠𝑡𝑡𝑜𝑜 +
1
2
∑ ∑ 𝛼𝛼𝑚𝑚𝑛𝑛 𝑦𝑦𝑚𝑚𝑠𝑠𝑡𝑡 𝑦𝑦𝑛𝑛𝑠𝑠𝑡𝑡𝑛𝑛𝑚𝑚 +
1
2
∑ ∑ 𝛽𝛽𝑖𝑖𝑜𝑜  𝑥𝑥𝑖𝑖𝑠𝑠𝑡𝑡 𝑥𝑥𝑜𝑜𝑠𝑠𝑡𝑡𝑜𝑜𝑖𝑖 + ∑ ∑ 𝛿𝛿𝑛𝑛𝑜𝑜  𝑦𝑦𝑛𝑛𝑠𝑠𝑡𝑡 𝑥𝑥𝑜𝑜𝑠𝑠𝑡𝑡𝑜𝑜𝑛𝑛 + 𝛾𝛾(𝑡𝑡)�1 + ∑ 𝛼𝛼𝑛𝑛𝑛𝑛 𝑦𝑦𝑛𝑛𝑠𝑠𝑡𝑡𝑛𝑛 + ∑ 𝛽𝛽𝑜𝑜𝑛𝑛 𝑥𝑥𝑜𝑜𝑠𝑠𝑡𝑡𝑜𝑜 �, 
where m and n (i and j) index output (input) quantities, 𝑦𝑦𝑛𝑛𝑠𝑠𝑡𝑡 ≡ ln𝑌𝑌𝑛𝑛𝑠𝑠𝑡𝑡, and 𝑥𝑥𝑜𝑜𝑠𝑠𝑡𝑡 ≡ ln𝑋𝑋𝑜𝑜𝑠𝑠𝑡𝑡. By 
Young’s theorem, 𝛼𝛼𝑛𝑛𝑚𝑚 = 𝛼𝛼𝑚𝑚𝑛𝑛 and 𝛽𝛽𝑜𝑜𝑖𝑖 = 𝛽𝛽𝑖𝑖𝑜𝑜. The term 𝛾𝛾(𝑡𝑡) is a flexible index of technical 
change7 defined as: 
(11) 𝛾𝛾(𝑡𝑡) ≡ ∑ 𝜆𝜆𝑡𝑡𝑑𝑑𝑡𝑡𝑇𝑇𝑡𝑡=1 , 
where 𝑑𝑑𝑡𝑡 is an annual dummy variable (Baltagi and Griffin, 1988).8 The following regularity 
conditions are imposed on the input distance function in estimation:  
(a) homogeneity of degree one in input quantities:  
(12) ∑ 𝛽𝛽𝑜𝑜 = 1
𝐽𝐽
𝑜𝑜=1 , 
(13) ∑ 𝛽𝛽𝑖𝑖𝑜𝑜
𝐽𝐽
𝑜𝑜=1 = ∑ 𝛿𝛿𝑛𝑛𝑜𝑜 = ∑ 𝛽𝛽𝑜𝑜𝑛𝑛 = 0
𝐽𝐽
𝑜𝑜=1
𝐽𝐽
𝑜𝑜=1 ; 
(b) non-decreasing in inputs: 
(14) 𝜕𝜕 ln𝐷𝐷
𝐼𝐼(𝑌𝑌,𝑋𝑋;𝑡𝑡)
𝜕𝜕𝑥𝑥𝑗𝑗
= 𝛽𝛽𝑜𝑜 + ∑ 𝛽𝛽𝑖𝑖𝑜𝑜  𝑥𝑥𝑖𝑖𝑠𝑠𝑡𝑡𝑖𝑖 + ∑ 𝛿𝛿𝑛𝑛𝑜𝑜  𝑦𝑦𝑛𝑛𝑠𝑠𝑡𝑡𝑛𝑛 + 𝛾𝛾(𝑡𝑡) 𝛽𝛽𝑜𝑜𝑛𝑛 ≥ 0, 𝑗𝑗 = 1, … , 𝐽𝐽; 
(c) concave in inputs: 
(15) �
𝛽𝛽11 ⋯ 𝛽𝛽1𝐽𝐽
⋮ ⋱ ⋮
𝛽𝛽𝐽𝐽1 ⋯ 𝛽𝛽𝐽𝐽𝐽𝐽
� is a negative definite matrix; 
(d) non-increasing in outputs: 
(16) 𝜕𝜕 ln𝐷𝐷
𝐼𝐼(𝑌𝑌,𝑋𝑋;𝑡𝑡)
𝜕𝜕𝑦𝑦𝑛𝑛
= 𝛼𝛼𝑛𝑛 + ∑ 𝛼𝛼𝑚𝑚𝑛𝑛 𝑦𝑦𝑚𝑚𝑠𝑠𝑡𝑡𝑚𝑚 + ∑ 𝛿𝛿𝑛𝑛𝑜𝑜  𝑥𝑥𝑜𝑜𝑠𝑠𝑡𝑡𝑜𝑜 + 𝛾𝛾(𝑡𝑡)𝛼𝛼𝑛𝑛𝑛𝑛 ≤ 0,𝑛𝑛 = 1, … ,𝑁𝑁; 
(e) quasi-convex in outputs:  
                                                            
7 Note that 𝛾𝛾(𝑡𝑡) becomes an index of neutral technical change when 𝛼𝛼𝑛𝑛𝑛𝑛 = 𝛽𝛽𝑜𝑜𝑛𝑛 = 0. 
8 Using fixed-year effects mitigates the upward bias in productivity measurement due to the assumption of constant 
utilization rate maintained to create the capital quantity variable (Andersen, Alston, and Pardey, 2012). 
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(17) �
𝛼𝛼11 ⋯ 𝛼𝛼1𝑁𝑁
⋮ ⋱ ⋮
𝛼𝛼𝑁𝑁1 ⋯ 𝛼𝛼𝑁𝑁𝑁𝑁
� is a positive semi-definite matrix. 
The estimated model is obtained by imposing restrictions (12) and (13) in the model 
defined by (8)-(11) and rearranging, which yields 
(18) −𝑥𝑥1𝑠𝑠𝑡𝑡 = 𝛽𝛽0 + ∑ 𝛼𝛼𝑛𝑛 𝑦𝑦𝑛𝑛𝑠𝑠𝑡𝑡𝑁𝑁𝑛𝑛=1 + ∑ 𝛽𝛽𝑜𝑜  𝑥𝑥�𝑜𝑜𝑠𝑠𝑡𝑡
𝐽𝐽
𝑜𝑜=2 +
1
2
∑ ∑ 𝛼𝛼𝑚𝑚𝑛𝑛 𝑦𝑦𝑚𝑚𝑠𝑠𝑡𝑡 𝑦𝑦𝑛𝑛𝑠𝑠𝑡𝑡𝑁𝑁𝑛𝑛=1𝑁𝑁𝑚𝑚=1 +
1
2
∑ ∑ 𝛽𝛽𝑖𝑖𝑜𝑜  𝑥𝑥�𝑖𝑖𝑠𝑠𝑡𝑡 𝑥𝑥�𝑜𝑜𝑠𝑠𝑡𝑡
𝐽𝐽
𝑜𝑜=2
𝐽𝐽
𝑖𝑖=2 + ∑ ∑ 𝛿𝛿𝑛𝑛𝑜𝑜  𝑦𝑦𝑛𝑛𝑠𝑠𝑡𝑡 𝑥𝑥�𝑜𝑜𝑠𝑠𝑡𝑡
𝐽𝐽
𝑜𝑜=2
𝑁𝑁
𝑛𝑛=1 + 𝛾𝛾(𝑡𝑡)�1 + ∑ 𝛼𝛼𝑛𝑛𝑛𝑛 𝑦𝑦𝑛𝑛𝑠𝑠𝑡𝑡𝑁𝑁𝑛𝑛=1 +
∑ 𝛽𝛽𝑜𝑜𝑛𝑛 𝑥𝑥�𝑜𝑜𝑠𝑠𝑡𝑡
𝐽𝐽
𝑜𝑜=2 � − �𝜌𝜌0𝑠𝑠 + 𝜌𝜌1𝑠𝑠𝑡𝑡 +
1
2
𝜌𝜌2𝑠𝑠𝑡𝑡2� + 𝜗𝜗𝑠𝑠𝑡𝑡, 
where 𝑥𝑥1𝑠𝑠𝑡𝑡 ≡ ln𝑋𝑋1𝑠𝑠𝑡𝑡 is the logarithm of the numeraire input, and 𝑥𝑥�𝑜𝑜𝑠𝑠𝑡𝑡 ≡ ln �
𝑋𝑋𝑗𝑗𝑗𝑗𝑗𝑗
𝑋𝑋1𝑗𝑗𝑗𝑗
� is the logarithm 
of the j-th input factor ratio. In model (18), it is not possible to separately identify one of the 
state-specific intercepts (𝜌𝜌0𝑠𝑠) and three of the time dummy coefficients (𝜆𝜆𝑡𝑡);9 hence, the 
associated regressors are removed for estimation. Constraints (14)-(17) are imposed in the 
econometric estimation of regression (18), as explained in the “Econometric Estimation Method” 
section. 
To control for the potential endogeneity problem associated with having input quantities 
as regressors in the distance function, we postulate the following regression equation for each of 
the (𝐽𝐽 − 1) input ratios: 
(19) 𝑥𝑥�𝑜𝑜𝑠𝑠𝑡𝑡 = 𝜁𝜁0
𝑜𝑜 + ∑ 𝜑𝜑𝑛𝑛
𝑜𝑜  𝑦𝑦𝑛𝑛𝑠𝑠𝑡𝑡𝑁𝑁𝑛𝑛=1 + ∑ 𝜁𝜁𝑖𝑖
𝑜𝑜  ln𝑤𝑤𝑖𝑖𝑠𝑠𝑡𝑡
𝐽𝐽
𝑖𝑖=1 +
1
2
∑ ∑ 𝜑𝜑𝑚𝑚𝑛𝑛
𝑜𝑜  𝑦𝑦𝑚𝑚𝑠𝑠𝑡𝑡 𝑦𝑦𝑛𝑛𝑠𝑠𝑡𝑡𝑁𝑁𝑛𝑛=1𝑁𝑁𝑚𝑚=1 +
1
2
∑ ∑ 𝜁𝜁𝑖𝑖𝑖𝑖
𝑜𝑜 ln𝑤𝑤𝑖𝑖𝑠𝑠𝑡𝑡 ln𝑤𝑤𝑖𝑖𝑠𝑠𝑡𝑡
𝐽𝐽
𝑖𝑖=1
𝐽𝐽
𝑖𝑖=1 + ∑ ∑ 𝜍𝜍𝑛𝑛𝑖𝑖
𝑜𝑜  𝑦𝑦𝑛𝑛𝑠𝑠𝑡𝑡  ln𝑤𝑤𝑖𝑖𝑠𝑠𝑡𝑡
𝐽𝐽
𝑖𝑖=1
𝑁𝑁
𝑛𝑛=1 + 𝜗𝜗𝑠𝑠𝑡𝑡
𝑜𝑜 , 𝑗𝑗 = 2, … , 𝐽𝐽, 
                                                            
9 Three time dummies must be dropped because the regression has an intercept, and linear and squared time 
variables. Given our interest in technical change over the most recent years, we removed the first three time 
dummies. 
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and simultaneously estimate (18) and (19) as a system of 𝐽𝐽 equations.10 In this system, significant 
correlation between residuals (𝜗𝜗𝑠𝑠𝑡𝑡) and (𝜗𝜗𝑠𝑠𝑡𝑡
𝑜𝑜 ) provides evidence of endogeneity. That is, if at least 
one of the (𝐽𝐽 − 1) correlations between residuals 𝜗𝜗𝑠𝑠𝑡𝑡 and 𝜗𝜗𝑠𝑠𝑡𝑡
𝑜𝑜  is significant, the appropriate 
estimation consists of the system rather than the single regression. 
 
Recovering Technical Efficiency Change from the Econometric Estimates 
Non-negativity of the technical efficiency term 𝑢𝑢𝑠𝑠𝑡𝑡 is not imposed in estimation. Hence, to 
warrant the evaluation of all variables with respect to the frontier, it is imposed after estimation 
by adding and subtracting the estimated frontier intercept min{𝑢𝑢�𝑠𝑠𝑡𝑡} from the full fitted model 
obtained by taking logarithms in expression (8) (Cornwell, Schmidt, and Sickles, 1990):11 
(20) 0 = ln𝐷𝐷�𝑠𝑠𝑡𝑡𝐼𝐼∗(𝑌𝑌,𝑋𝑋; 𝑡𝑡) − 𝑢𝑢�𝑠𝑠𝑡𝑡∗ + ?̂?𝜗𝑠𝑠𝑡𝑡. 
In expression (20), a hat over a variable indicates its fitted value, ln𝐷𝐷�𝑠𝑠𝑡𝑡𝐼𝐼∗(𝑌𝑌,𝑋𝑋; 𝑡𝑡) ≡
ln𝐷𝐷�𝑠𝑠𝑡𝑡𝐼𝐼 (𝑌𝑌,𝑋𝑋; 𝑡𝑡) − min{𝑢𝑢�𝑠𝑠𝑡𝑡}  is the estimated frontier distance function for state s at time t, and 
𝑢𝑢�𝑠𝑠𝑡𝑡∗ ≡ 𝑢𝑢�𝑠𝑠𝑡𝑡 − min{𝑢𝑢�𝑠𝑠𝑡𝑡} ≥ 0 is the non-negative term corresponding to technical efficiency.  
Given term 𝑢𝑢𝑠𝑠𝑡𝑡 in equation (9), under specification (20) the estimate of (the logarithm of) 
technical efficiency consists of 𝑢𝑢�𝑠𝑠𝑡𝑡∗ = �𝜌𝜌�0𝑠𝑠 + 𝜌𝜌�1𝑠𝑠𝑡𝑡 +
1
2
𝜌𝜌�2𝑠𝑠𝑡𝑡2 − min �𝜌𝜌�0𝑠𝑠 + 𝜌𝜌�1𝑠𝑠𝑡𝑡 +
1
2
𝜌𝜌�2𝑠𝑠𝑡𝑡2��. 
Hence, state-specific estimates of technical efficiency change over time are obtained as:12 
                                                            
10 Alternatively, 𝑥𝑥𝑜𝑜𝑠𝑠𝑡𝑡 could be instrumented first and then deflated by 𝑥𝑥1𝑠𝑠𝑡𝑡. But since our goal is to obtain the best 
estimate of the input ratios in model (18), we directly instrument 𝑥𝑥�𝑜𝑜𝑠𝑠𝑡𝑡. This is also the reason why the proposed 
system includes equation (19) instead of the first-order conditions from the firm’s cost minimizing problem system, 
as in Tsionas, Kumbhakar, and Malikov (2015). 
11 Alternatively, 𝑢𝑢𝑠𝑠𝑡𝑡 could have been defined as a one-sided purely random error, or as a state-specific time-invariant 
non-negative effect. In the first case, the specific distribution assumed for the one-sided error has a direct effect on 
technical efficiency. In the second case, it seems unrealistic to restrict technical efficiency to remain constant 
through several decades. The selected specification does not involve an ad-hoc distributional assumption and allows 
for each state’s level of efficiency to change over time. 
12 The minimum estimated residual used to generate 𝑢𝑢�𝑠𝑠𝑡𝑡∗ ≥ 0 for each state and year corresponds to the minimum 
estimated error term across all states and years, min{𝑢𝑢�𝑠𝑠𝑡𝑡}. As a result, the term [min{𝑢𝑢�𝑠𝑠𝑡𝑡} − min{𝑢𝑢�𝑠𝑠𝑡𝑡−1}] vanishes 
and therefore it is omitted from equation (21). Note also that only the state-specific intercepts Γ0𝑠𝑠 ≡ (𝛽𝛽0 − 𝜌𝜌0𝑠𝑠) can 
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(21) 𝑇𝑇?̇?𝐸�𝑠𝑠𝑡𝑡 = ln�𝑇𝑇𝐸𝐸�𝑠𝑠𝑡𝑡� − ln�𝑇𝑇𝐸𝐸�𝑠𝑠𝑡𝑡−1� = −( 𝑢𝑢�𝑠𝑠𝑡𝑡∗ −  𝑢𝑢�𝑠𝑠𝑡𝑡−1∗ ) = −�𝜌𝜌�1𝑠𝑠 +
1
2
𝜌𝜌�2𝑠𝑠(2𝑡𝑡 − 1)�. 
 
Recovering the Cost-Minimizing Input Mix from the Econometric Estimates13 
The minimum cost to produce the observed output vector Y given the observed input price vector 
w and technology 𝐷𝐷𝐼𝐼(𝑌𝑌,𝑋𝑋; 𝑡𝑡) at time t, represented by 𝐶𝐶(𝑌𝑌,𝑤𝑤; 𝑡𝑡), is unobservable. However, it 
can be recovered as the solution to optimization (5) under the estimated technology 𝐷𝐷�𝐼𝐼∗(𝑌𝑌,𝑋𝑋; 𝑡𝑡). 
Noting that 𝑋𝑋�1𝑠𝑠𝑡𝑡 = 𝑒𝑒𝑥𝑥�1𝑗𝑗𝑗𝑗 and 𝑋𝑋�𝑜𝑜𝑠𝑠𝑡𝑡/𝑋𝑋�1𝑠𝑠𝑡𝑡 = 𝑒𝑒𝑥𝑥�
�𝑗𝑗𝑗𝑗𝑗𝑗, the minimization problem can be reformulated as 
(22) min
[𝑋𝑋�1𝑗𝑗𝑗𝑗,…,𝑋𝑋�𝐽𝐽𝑗𝑗𝑗𝑗]
∑ 𝑤𝑤𝑜𝑜𝑠𝑠𝑡𝑡 𝑋𝑋�𝑜𝑜𝑠𝑠𝑡𝑡
𝐽𝐽
𝑜𝑜=1 = min[𝑥𝑥�1𝑗𝑗𝑗𝑗,𝑥𝑥��2𝑗𝑗𝑗𝑗,…,𝑥𝑥��𝐽𝐽𝑗𝑗𝑗𝑗]
𝑤𝑤1𝑠𝑠𝑡𝑡 𝑒𝑒𝑥𝑥�1𝑗𝑗𝑗𝑗(1 + ∑
𝑤𝑤𝑗𝑗𝑗𝑗𝑗𝑗
𝑤𝑤1𝑗𝑗𝑗𝑗
 𝑒𝑒𝑥𝑥��𝑗𝑗𝑗𝑗𝑗𝑗𝐽𝐽𝑜𝑜=2 ), 
subject to the (efficient) distance function constraint 
(23) −𝑥𝑥�1𝑠𝑠𝑡𝑡 = ?̂?𝛽0 + ∑ 𝛼𝛼�𝑛𝑛 𝑦𝑦𝑛𝑛𝑠𝑠𝑡𝑡𝑁𝑁𝑛𝑛=1 + ∑ ?̂?𝛽𝑜𝑜  𝑥𝑥��𝑜𝑜𝑠𝑠𝑡𝑡
𝐽𝐽
𝑜𝑜=2 +
1
2
∑ ∑ 𝛼𝛼�𝑚𝑚𝑛𝑛 𝑦𝑦𝑚𝑚𝑠𝑠𝑡𝑡 𝑦𝑦𝑛𝑛𝑠𝑠𝑡𝑡𝑁𝑁𝑛𝑛=1𝑁𝑁𝑚𝑚=1 +
1
2
∑ ∑ ?̂?𝛽𝑖𝑖𝑜𝑜  𝑥𝑥��𝑖𝑖𝑠𝑠𝑡𝑡 𝑥𝑥��𝑜𝑜𝑠𝑠𝑡𝑡
𝐽𝐽
𝑜𝑜=2
𝐽𝐽
𝑖𝑖=2 + ∑ ∑ ?̂?𝛿𝑛𝑛𝑜𝑜  𝑦𝑦𝑛𝑛𝑠𝑠𝑡𝑡 𝑥𝑥��𝑜𝑜𝑠𝑠𝑡𝑡
𝐽𝐽
𝑜𝑜=2
𝑁𝑁
𝑛𝑛=1 + 𝛾𝛾�(𝑡𝑡)�1 + ∑ 𝛼𝛼�𝑛𝑛𝑛𝑛 𝑦𝑦𝑛𝑛𝑠𝑠𝑡𝑡𝑁𝑁𝑛𝑛=1 +
∑ ?̂?𝛽𝑜𝑜𝑛𝑛 𝑥𝑥��𝑜𝑜𝑠𝑠𝑡𝑡
𝐽𝐽
𝑜𝑜=2 � − min{𝑢𝑢�𝑠𝑠𝑡𝑡}. 
                                                            
be estimated econometrically. Hence, to identify the estimates of 𝛽𝛽0 and 𝜌𝜌0𝑠𝑠, and consequently the estimates 
involving 𝑢𝑢�𝑠𝑠𝑡𝑡∗ , we proceed as follows. First, we find the value (𝛽𝛽0 + 𝜆𝜆∗)� ≡ max𝑠𝑠𝑡𝑡[Γ�0𝑠𝑠 + 𝛾𝛾�(𝑡𝑡) − 𝜌𝜌�1𝑠𝑠𝑡𝑡 −
1
2
𝜌𝜌�2𝑠𝑠𝑡𝑡2], i.e., 
the largest estimated intercept across states and time. Then, we obtain ?̂?𝜆∗ as the level of 𝛾𝛾�(𝑡𝑡) for the state-time 
combination that yields (𝛽𝛽0 + 𝜆𝜆∗)� . Finally, we identify ?̂?𝛽0 as ?̂?𝛽0 = (𝛽𝛽0 + 𝜆𝜆∗)� −?̂?𝜆∗, which in turn allows us identify 
𝜌𝜌�0𝑠𝑠 as 𝜌𝜌�0𝑠𝑠 = ?̂?𝛽0 − Γ�0𝑠𝑠. 
13 Karagiannis, Kumbhakar, and Tsionas (2004) show that although the least-cost input vector 𝑋𝑋∗ (i.e., 𝐶𝐶(𝑌𝑌,𝑤𝑤; 𝑡𝑡) =
∑ 𝑤𝑤𝑜𝑜𝑜𝑜 𝑋𝑋𝑜𝑜∗) is not observable, any optimal input ratio in 𝑋𝑋∗, i.e. �𝑋𝑋𝑜𝑜 𝑋𝑋𝑖𝑖⁄ �
∗
, can be recovered numerically from the 
following system of equations using one input, say 𝑋𝑋1 , as the numeraire: �
𝑤𝑤𝑗𝑗
𝑤𝑤1
� �
𝑋𝑋𝑗𝑗 
𝑋𝑋1 
�
∗
= 𝜕𝜕𝜕𝜕𝑛𝑛𝐷𝐷
𝐼𝐼(𝑌𝑌,𝑋𝑋∗;𝑡𝑡)
𝜕𝜕 𝜕𝜕𝑛𝑛𝑋𝑋𝑗𝑗
∗
𝜕𝜕𝜕𝜕𝑛𝑛𝐷𝐷𝐼𝐼(𝑌𝑌,𝑋𝑋∗;𝑡𝑡)
𝜕𝜕 𝜕𝜕𝑛𝑛𝑋𝑋1∗
� . 
Finally, the optimal level of 𝑋𝑋1 can be recovered from the input distance function evaluated at �𝑋𝑋𝑜𝑜 𝑋𝑋1⁄ �
∗
 under the 
assumption of no technical inefficiency, i.e., 𝐷𝐷𝐼𝐼(𝑌𝑌,𝑋𝑋∗; 𝑡𝑡) ≡ 1. Their method was applied by Karagiannis, Midmore 
and Tzouvelekas (2004) under the strong assumption that for one input, the observed usage exactly equaled its 
unobservable level in the cost-minimizing input mix. When we applied the Karagiannis, Kumbhakar, and Tsionas 
(2004) method without the assumption used by Karagiannis, Midmore and Tzouvelekas (2004) it failed, because the 
second-order conditions for minimum costs were not satisfied for many observations; therefore, the associated 
optimal inputs maximized costs rather than minimized them. As a result, we developed the estimation routine 
described below to obtain the minimum-cost inputs needed to calculate the allocative efficiency and the price effect 
components. 
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By substituting this constraint into the objective function, the problem may be expressed as the 
following unconstrained minimization  
(24) min
[𝑥𝑥��2𝑗𝑗𝑗𝑗,…,𝑥𝑥��𝐽𝐽𝑗𝑗𝑗𝑗]
𝑤𝑤1𝑠𝑠𝑡𝑡 𝑒𝑒−𝑝𝑝�𝑗𝑗𝑗𝑗−𝑞𝑞�(𝑥𝑥�
�2𝑗𝑗𝑗𝑗,…,𝑥𝑥��𝐽𝐽𝑗𝑗𝑗𝑗)(1 + ∑ 𝑤𝑤𝑗𝑗𝑗𝑗𝑗𝑗
𝑤𝑤1𝑗𝑗𝑗𝑗
 𝑒𝑒𝑥𝑥��𝑗𝑗𝑗𝑗𝑗𝑗𝐽𝐽𝑜𝑜=2 ), 
where ?̂?𝑝𝑠𝑠𝑡𝑡 ≡ ?̂?𝛽0 + ∑ 𝛼𝛼�𝑛𝑛 𝑦𝑦𝑛𝑛𝑠𝑠𝑡𝑡𝑁𝑁𝑛𝑛=1 +
1
2
∑ ∑ 𝛼𝛼�𝑚𝑚𝑛𝑛 𝑦𝑦𝑚𝑚𝑠𝑠𝑡𝑡 𝑦𝑦𝑛𝑛𝑠𝑠𝑡𝑡𝑁𝑁𝑛𝑛=1𝑁𝑁𝑚𝑚=1 + 𝛾𝛾�(𝑡𝑡)[1 + ∑ 𝛼𝛼�𝑛𝑛𝑛𝑛 𝑦𝑦𝑛𝑛𝑠𝑠𝑡𝑡𝑁𝑁𝑛𝑛=1 ] −
min{𝑢𝑢�𝑠𝑠𝑡𝑡}, and 𝑞𝑞��𝑥𝑥��2𝑠𝑠𝑡𝑡 , … , 𝑥𝑥��𝐽𝐽𝑠𝑠𝑡𝑡� ≡ ∑ ?̂?𝛽𝑜𝑜  𝑥𝑥��𝑜𝑜𝑠𝑠𝑡𝑡
𝐽𝐽
𝑜𝑜=2 +
1
2
∑ ∑ ?̂?𝛽𝑖𝑖𝑜𝑜  𝑥𝑥��𝑖𝑖𝑠𝑠𝑡𝑡 𝑥𝑥��𝑜𝑜𝑠𝑠𝑡𝑡
𝐽𝐽
𝑜𝑜=2
𝐽𝐽
𝑖𝑖=2 +
∑ ∑ ?̂?𝛿𝑛𝑛𝑜𝑜  𝑦𝑦𝑛𝑛𝑠𝑠𝑡𝑡 𝑥𝑥��𝑜𝑜𝑠𝑠𝑡𝑡
𝐽𝐽
𝑜𝑜=2
𝑁𝑁
𝑛𝑛=1 + 𝛾𝛾�(𝑡𝑡)∑ ?̂?𝛽𝑜𝑜𝑛𝑛 𝑥𝑥��𝑜𝑜𝑠𝑠𝑡𝑡
𝐽𝐽
𝑜𝑜=2 . 
The solution to the unconstrained optimization (24) yields the estimated minimum cost 
?̂?𝐶(𝑌𝑌𝑠𝑠𝑡𝑡,𝑤𝑤𝑠𝑠𝑡𝑡; 𝑡𝑡) and the vector of optimal input ratio estimates [𝑥𝑥��2𝑠𝑠𝑡𝑡∗ , … , 𝑥𝑥��𝐽𝐽𝑠𝑠𝑡𝑡∗ ]. The input price effect 
is then calculated as 
(25) ∑ �𝑠𝑠𝑜𝑜𝑜𝑜 − ?̂?𝑠𝑜𝑜(𝑌𝑌,𝑤𝑤; 𝑡𝑡)� ?̇?𝑤𝑜𝑜
𝐽𝐽
𝑜𝑜=1 = ∑ �𝑠𝑠𝑜𝑜𝑜𝑜 − 𝑤𝑤𝑜𝑜𝑠𝑠𝑡𝑡 𝑋𝑋�𝑜𝑜𝑠𝑠𝑡𝑡
∗ (∑ 𝑤𝑤𝑖𝑖𝑠𝑠𝑡𝑡 𝑋𝑋�𝑖𝑖𝑠𝑠𝑡𝑡∗
𝐽𝐽
𝑖𝑖=1 )� �?̇?𝑤𝑜𝑜
𝐽𝐽
𝑜𝑜=1 , 
where ?̂?𝑠𝑜𝑜(𝑌𝑌𝑠𝑠𝑡𝑡,𝑤𝑤𝑠𝑠𝑡𝑡; 𝑡𝑡) = 𝑤𝑤𝑜𝑜𝑠𝑠𝑡𝑡 𝑋𝑋�𝑜𝑜𝑠𝑠𝑡𝑡∗ (∑ 𝑤𝑤𝑖𝑖𝑠𝑠𝑡𝑡 𝑋𝑋�𝑖𝑖𝑠𝑠𝑡𝑡∗
𝐽𝐽
𝑖𝑖=1 )�  is the estimated cost-minimizing j-th input 
share, and 𝑋𝑋�𝑜𝑜𝑠𝑠𝑡𝑡∗  is the estimated cost-minimizing level of the j-th input, which is recovered as 
(26) 𝑋𝑋�1𝑠𝑠𝑡𝑡∗ = 𝑒𝑒−𝑝𝑝�𝑗𝑗𝑗𝑗−𝑞𝑞�(𝑥𝑥�
�2𝑗𝑗𝑗𝑗
∗ ,…,𝑥𝑥��𝐽𝐽𝑗𝑗𝑗𝑗
∗ ), 
(27) 𝑋𝑋�𝑜𝑜𝑠𝑠𝑡𝑡∗ = 𝑒𝑒
−𝑝𝑝�𝑗𝑗𝑗𝑗−𝑞𝑞�(𝑥𝑥��2𝑗𝑗𝑗𝑗
∗ ,…,𝑥𝑥��𝐽𝐽𝑗𝑗𝑗𝑗
∗ )+𝑥𝑥��𝑗𝑗𝑗𝑗𝑗𝑗
∗
, 𝑗𝑗 = 2, … , 𝐽𝐽.  
 
Recovering Allocative Efficiency Change  
Taking the log difference of expressions (6) and (7) between two consecutive years, and 
rearranging the terms, allocative efficiency change is obtained as 
(28) 𝐴𝐴?̇?𝐸�𝑠𝑠𝑡𝑡 = −𝑇𝑇?̇?𝐸�𝑠𝑠𝑡𝑡 + �ln ?̂?𝐶(𝑌𝑌𝑠𝑠𝑡𝑡,𝑤𝑤𝑠𝑠𝑡𝑡; 𝑡𝑡) − ln ?̂?𝐶(𝑌𝑌𝑠𝑠𝑡𝑡−1,𝑤𝑤𝑠𝑠𝑡𝑡−1; 𝑡𝑡 − 1)� − [ln𝐶𝐶𝑜𝑜(𝑤𝑤𝑠𝑠𝑡𝑡 ,𝑋𝑋𝑠𝑠𝑡𝑡; 𝑡𝑡) −
ln𝐶𝐶𝑜𝑜(𝑤𝑤𝑠𝑠𝑡𝑡−1,𝑋𝑋𝑠𝑠𝑡𝑡−1; 𝑡𝑡 − 1)]. 
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Term 𝑇𝑇?̇?𝐸�𝑠𝑠𝑡𝑡 is recovered directly from the econometric estimates according to equation (21). The 
second term is computed as the solution to the cost-minimization problem (24) for state 𝑠𝑠 in 
years 𝑡𝑡 and (𝑡𝑡 − 1). Finally, the third term is calculated directly from the observed cost data. 
 
Recovering Technical Change  
Since technical change is defined as 𝑇𝑇𝐶𝐶 ≡ −𝜕𝜕 ln𝐶𝐶(𝑌𝑌,𝑤𝑤;𝑡𝑡)
𝜕𝜕𝑡𝑡
, here it is estimated as 
(29) 𝑇𝑇𝐶𝐶�𝑠𝑠𝑡𝑡 = −�ln ?̂?𝐶(𝑌𝑌𝑠𝑠𝑡𝑡,𝑤𝑤𝑠𝑠𝑡𝑡; 𝑡𝑡 + 1) − ln ?̂?𝐶(𝑌𝑌𝑠𝑠𝑡𝑡,𝑤𝑤𝑠𝑠𝑡𝑡; 𝑡𝑡)�. 
The minimum costs involved in this expression are computed by solving the cost-minimization 
problem (24) for state 𝑠𝑠, keeping input prices and output quantities constant at their year-𝑡𝑡 levels, 
while changing the (distance function) time component from 𝑡𝑡 to (𝑡𝑡 + 1).  
 
Recovering the Scale Effect and the Markup Effect  
Both the scale effect and the markup effect require the computation of the cost elasticity with 
respect to the n-th output, 𝜀𝜀𝐶𝐶𝑌𝑌𝑛𝑛(𝑌𝑌;𝑤𝑤; 𝑡𝑡) ≡
𝜕𝜕 ln𝐶𝐶(𝑌𝑌,𝑤𝑤;𝑡𝑡)
𝜕𝜕 ln𝑌𝑌𝑛𝑛
. Since there is no closed-form solution for 
this elasticity, it is estimated by means of the following numerical approximation 
(30) 𝜀𝜀?̂?𝐶𝑌𝑌𝑛𝑛(𝑌𝑌𝑠𝑠𝑡𝑡;𝑤𝑤𝑠𝑠𝑡𝑡; 𝑡𝑡) =
ln ?̂?𝐶�1.01×𝑌𝑌𝑛𝑛,𝑗𝑗𝑗𝑗;𝑌𝑌𝑙𝑙≠𝑛𝑛,𝑗𝑗𝑗𝑗;𝑤𝑤𝑗𝑗𝑗𝑗;𝑡𝑡�−ln ?̂?𝐶(𝑌𝑌𝑗𝑗𝑗𝑗;𝑤𝑤𝑗𝑗𝑗𝑗;𝑡𝑡)
ln�1.01×𝑌𝑌𝑛𝑛,𝑗𝑗𝑗𝑗�−ln𝑌𝑌𝑗𝑗𝑗𝑗
, 
where optimization (24) is used to calculate the first term in the numerator, after multiplying the 
n-th output quantity by 1.01 and leaving the other output quantities, input prices, and time 
unchanged. The second term is the same as the one calculated for expressions (28) and (29). 
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Given the elasticity estimate (30), and the definitions of returns to scale, 𝑅𝑅𝑇𝑇𝑅𝑅 ≡
1/∑ 𝜀𝜀𝐶𝐶𝑌𝑌𝑛𝑛(𝑌𝑌,𝑤𝑤; 𝑡𝑡)𝑛𝑛 , and of changes in cost-minimizing output quantities, 𝑌𝑌?̇?𝐶 ≡
𝑅𝑅𝑇𝑇𝑅𝑅 ∑ 𝜀𝜀𝐶𝐶𝑌𝑌𝑛𝑛(𝑌𝑌,𝑤𝑤; 𝑡𝑡)𝑌𝑌?̇?𝑛𝑛𝑛 , the scale
14 effect is estimated as  
(31) �1 − 𝑅𝑅𝑇𝑇𝑅𝑅� 𝑠𝑠𝑡𝑡−1� ?̇?𝑌�𝐶𝐶𝑠𝑠𝑡𝑡 = �
1
∑ 𝜀𝜀�𝐶𝐶𝐶𝐶𝑛𝑛(𝑌𝑌𝑗𝑗𝑗𝑗;𝑤𝑤𝑗𝑗𝑗𝑗;𝑡𝑡) 𝑛𝑛
− 1�  ∑ 𝜀𝜀?̂?𝐶𝑌𝑌𝑛𝑛(𝑌𝑌𝑠𝑠𝑡𝑡;𝑤𝑤𝑠𝑠𝑡𝑡; 𝑡𝑡) ?̇?𝑌𝑛𝑛𝑠𝑠𝑡𝑡𝑛𝑛 . 
Finally, recalling the multi-output index change definition, 𝑌𝑌?̇?𝑃 ≡ ∑ 𝑅𝑅𝑛𝑛𝑛𝑛 𝑌𝑌?̇?𝑛, the expression 
(32) �?̇?𝑌𝑃𝑃𝑠𝑠𝑡𝑡 − ?̇?𝑌�𝐶𝐶𝑠𝑠𝑡𝑡� = ∑ �𝑅𝑅𝑛𝑛𝑠𝑠𝑡𝑡 −
𝜀𝜀�𝐶𝐶𝐶𝐶𝑛𝑛(𝑌𝑌𝑗𝑗𝑗𝑗;𝑤𝑤𝑗𝑗𝑗𝑗;𝑡𝑡)
∑ 𝜀𝜀�𝐶𝐶𝐶𝐶𝑛𝑛(𝑌𝑌𝑗𝑗𝑗𝑗;𝑤𝑤𝑗𝑗𝑗𝑗;𝑡𝑡) 𝑛𝑛
�  ?̇?𝑌𝑛𝑛𝑠𝑠𝑡𝑡𝑛𝑛  
allows us to estimate the markup effect. 
 
Data 
The model is estimated by employing the official USDA panel dataset on agricultural production 
for the United States (USDA 2016, Table 23). The dataset is described in Ball, Hallahan, and 
Nehring (2004), and its main use is the calculation of TFP as the ratio of an index of output 
quantities to an index of input quantities. The panel was specifically developed to measure 
agricultural productivity; therefore, it seems natural to use it in the estimation of the U.S. 
agricultural input distance function. The present study is the first one to use the USDA panel 
dataset to calibrate a stochastic input distance function representation of U.S. agricultural 
technology.  
The dataset contains 𝑁𝑁 = 3 aggregate agricultural outputs (crops, livestock, and other 
farm outputs) and 𝐽𝐽 = 4 variable inputs (capital, labor, land, and materials) for each of the 48 
contiguous states over the period 1960-2004, i.e., 𝑇𝑇 = 45 annual observations. All quantities are 
                                                            
14 Fare, Grosskopf, and Lovell (1986) show that scale economies measured from a cost function are equivalent to 
those measured from the input distance function only if the output correspondence is convex; otherwise, scale 
economies can be measured with respect to the convex hull of the technology. 
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measured as transitive implicit Fisher quantity indexes, calculated with multilateral superlative 
price indexes with bases equal to unity in Alabama in 1996. The transitivity of the quantity 
indexes ensures that indexes are comparable across states and years. 
The crop output, 𝐻𝐻 ≡ 𝑌𝑌1, measures the aggregate production of grains, oilseeds, cotton, 
and tobacco. The livestock output, 𝑉𝑉 ≡ 𝑌𝑌2, is the aggregate production of livestock, dairy, 
poultry, and eggs. The other farm output, 𝑂𝑂 ≡ 𝑌𝑌3, measures the aggregate production of fruits, 
vegetables, nuts, and other miscellaneous outputs. The output quantity for each crop and 
livestock category consists of quantities of commodities sold off the farm, additions to inventory, 
and quantities consumed as part of final demand in farm households during the calendar year. 
Off-farm sales are defined in terms of output leaving the sector within the state, and sales to the 
farm sector in other states. 
Materials, 𝑀𝑀 ≡ 𝑋𝑋1, include fertilizers, pesticides, energy and other miscellaneous inputs. 
M is used as the numeraire input in expressions (18)-(19), (22)-(24), and (26)-(27). Capital, 𝐾𝐾 ≡
𝑋𝑋2, represents the service flows of durable equipment, and stocks of inventories. Labor, 𝐿𝐿 ≡ 𝑋𝑋3, 
is the quality-adjusted amount of hired and self-employed labor. Finally, land, 𝐴𝐴 ≡ 𝑋𝑋4, measures 
the service flows of real estate inventories.  
Since the present study follows a stochastic frontier approach, and states with very small 
levels of input utilization tend to determine the intercept of the input distance function frontier, 
the analysis is performed employing only the states that account for 1% or more of the U.S. total 
value of agricultural production over the sample period.15 On aggregate, the subset of 32 states 
                                                            
15 The states included in (excluded from) the analysis are Alabama, Arkansas, Arizona, California, Colorado, 
Florida, Georgia, Iowa, Idaho, Illinois, Indiana, Kansas, Kentucky, Michigan, Minnesota, Missouri, Mississippi, 
Montana, North Carolina, North Dakota, Nebraska, New York, Ohio, Oklahoma, Oregon, Pennsylvania, South 
Dakota, Tennessee, Texas, Virginia, Washington, and Wisconsin (Connecticut, Delaware, Louisiana, Massachusetts, 
Maryland, Maine, New Hampshire, New Jersey, New Mexico, Nevada, Rhode Island, South Carolina, Utah, 
Vermont, West Virginia, and Wyoming). 
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included in the study accounts for 93.3% of the total value of agricultural production in the U.S. 
over the period being analyzed. Summary statistics for outputs, inputs, value of production, and 
profits for those 32 states are reported in Table 1.  
 
Econometric Estimation Method 
Both the single-regression model (18) and the regression system (18)-(19) are estimated by 
means of Bayesian methods. As demonstrated by O’Donnell and Coelli (2005), Bayesian 
techniques are quite useful for the present type of application, because they allow us to impose 
the desired restrictions (14)-(17) and conduct corresponding inferences in a straightforward 
manner. In particular, to the best of our knowledge, it is not possible to impose restrictions (14) 
and (16) using classical statistical methods, and sampling theory inference under inequality 
constraints may be problematic (O’Donnell, Shumway, and Ball, 1999). Imposing restrictions 
(14)-(17) is critical for the proposed approach, as otherwise the solution to the optimization 
problem (24) need not yield the minimum cost. 
Another advantage of the Bayesian approach is that it yields full posterior distributions 
for the estimated parameters and functions of such parameters. This feature is especially useful 
here, because we are interested in the drivers of TFP rather than the original distance function 
parameters, and the Bayesian approach allows us to compute their posteriors in a straightforward 
manner (i.e., it is not necessary to use approximations like the delta method). Obtaining full 
posteriors is also useful when researchers try to characterize parameters or functions of 
parameters which may exhibit skewed posteriors (as when parameters are subject to restrictions). 
Bayesian estimations are performed with RStan (https://cran.r-
project.org/web/packages/rstan/vignettes/rstan.html), the R interface to Stan, in the R version 
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3.4.1 programming language and software environment (https://www.r-project.org). Stan 2.14.0 
is used to implement Hamiltonian Monte Carlo (HMC) sampling with the No-U-Turn sampler 
(Stan Development Team, 2016). To ensure proper posteriors, weakly informative proper priors 
are adopted for all of the estimated parameters following the typical parameterizations reported 
in Stan’s user’s guide (Stan Development Team, 2016), as described next. 
For the estimation of the single regression (18), the prior corresponding to the variance of 
the residuals, 𝜎𝜎𝜗𝜗2, consists of 𝜎𝜎𝜗𝜗 ∼ Cauchy(0, 2.5). In the case of regression system (18)-(19), the 
covariance matrix of residuals 𝜗𝜗𝑠𝑠𝑡𝑡 and 𝜗𝜗𝑠𝑠𝑡𝑡
𝑜𝑜  is computed as the product 
(33) 
⎣
⎢
⎢
⎢
⎡ 𝜎𝜎𝜗𝜗
2 𝜎𝜎𝜗𝜗𝜗𝜗𝐾𝐾
𝜎𝜎𝜗𝜗𝜗𝜗𝐾𝐾 𝜎𝜎𝜗𝜗𝐾𝐾
2
𝜎𝜎𝜗𝜗𝜗𝜗𝐿𝐿 𝜎𝜎𝜗𝜗𝜗𝜗𝐴𝐴
𝜎𝜎𝜗𝜗𝐾𝐾𝜗𝜗𝐿𝐿 𝜎𝜎𝜗𝜗𝐾𝐾𝜗𝜗𝐴𝐴
𝜎𝜎𝜗𝜗𝜗𝜗𝐿𝐿 𝜎𝜎𝜗𝜗𝐾𝐾𝜗𝜗𝐿𝐿
𝜎𝜎𝜗𝜗𝜗𝜗𝐴𝐴 𝜎𝜎𝜗𝜗𝐾𝐾𝜗𝜗𝐴𝐴
𝜎𝜎𝜗𝜗𝐿𝐿
2 𝜎𝜎𝜗𝜗𝐿𝐿𝜗𝜗𝐴𝐴
𝜎𝜎𝜗𝜗𝐿𝐿𝜗𝜗𝐴𝐴 𝜎𝜎𝜗𝜗𝐴𝐴
2 ⎦
⎥
⎥
⎥
⎤
= 𝜎𝜎𝜎𝜎𝜎𝜎T𝜎𝜎T, 
where 𝜎𝜎 is a diagonal matrix, Λ is the Cholesky factor of the correlation matrix, and superscript 
“T” denotes the transpose (i.e., the correlation matrix can be obtained as the product ΛΛT). The 
priors for matrix 𝜎𝜎’s parameters (𝜎𝜎𝜗𝜗, 𝜎𝜎𝜗𝜗𝐾𝐾, 𝜎𝜎𝜗𝜗𝐿𝐿, and 𝜎𝜎𝜗𝜗𝐴𝐴) are Cauchy(0, 2.5), whereas the prior 
for matrix Λ is a Cholesky LKJ Correlation Distribution with shape parameter 3 (Lewandowski, 
Kurowicka, and Joe, 2009). 
The priors for the regression coefficients subject to restrictions (14)-(17) are as follows. 
To impose quasi-convexity in outputs (i.e., condition (17)), the symmetric matrix of 𝛼𝛼𝑚𝑚𝑛𝑛 
coefficients in regression (18) is estimated analogously to a covariance matrix, i.e., 
(34) �
𝛼𝛼𝐻𝐻𝐻𝐻 𝛼𝛼𝐻𝐻𝐻𝐻 𝛼𝛼𝐻𝐻𝐻𝐻
𝛼𝛼𝐻𝐻𝐻𝐻 𝛼𝛼𝐻𝐻𝐻𝐻 𝛼𝛼𝐻𝐻𝐻𝐻
𝛼𝛼𝐻𝐻𝐻𝐻 𝛼𝛼𝐻𝐻𝐻𝐻 𝛼𝛼𝐻𝐻𝐻𝐻
� = 𝛷𝛷𝑁𝑁Υ𝑁𝑁Υ𝑁𝑁T𝛷𝛷𝑁𝑁T , 
where Φ𝑁𝑁 is an (𝑁𝑁 × 𝑁𝑁) diagonal matrix, and Υ𝑁𝑁 is the Cholesky factor of an (𝑁𝑁 × 𝑁𝑁) 
correlation matrix. The priors for the parameters in matrix Φ𝑁𝑁’s diagonal (𝜙𝜙𝐻𝐻, 𝜙𝜙𝐻𝐻, and 𝜙𝜙𝐻𝐻) are 
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Normal(0, 52), whereas the prior for matrix Υ𝑁𝑁 is a Cholesky LKJ Correlation Distribution with 
shape parameter 3. The advocated prior for the Cholesky factor matrix guarantees that the 
product (Υ𝑁𝑁Υ𝑁𝑁T) is a positive definite correlation matrix, which ensures that expression (34) 
satisfies condition (17). 
Restriction (16), i.e., that the distance function be non-increasing in outputs, is imposed 
by estimating the 𝛼𝛼𝑛𝑛 coefficients in regression (18) as 
(35) 𝛼𝛼𝑛𝑛 = − 𝜓𝜓𝑛𝑛2 − 𝑚𝑚𝑚𝑚𝑥𝑥𝑠𝑠,𝑡𝑡 �∑ 𝛼𝛼𝑚𝑚𝑛𝑛 𝑦𝑦𝑚𝑚𝑠𝑠𝑡𝑡𝑚𝑚∈{𝐻𝐻,𝐻𝐻,𝐻𝐻} + ∑ 𝛿𝛿𝑛𝑛𝑜𝑜  𝑥𝑥�𝑜𝑜𝑠𝑠𝑡𝑡𝑜𝑜∈{𝐾𝐾,𝐿𝐿,𝐴𝐴} + 𝛾𝛾(𝑡𝑡)𝛼𝛼𝑛𝑛𝑛𝑛�, 
for 𝑛𝑛 ∈ {𝐻𝐻,𝑉𝑉,𝑂𝑂}, with Normal(0, 52) priors for parameters 𝜓𝜓𝐻𝐻, 𝜓𝜓𝐻𝐻, and 𝜓𝜓𝐻𝐻. 
The approach used to guarantee concavity in inputs (i.e., condition (15)) is similar to the 
one used to impose quasi-convexity in outputs. That is, the matrix of 𝛽𝛽𝑖𝑖𝑜𝑜 coefficients in 
regression (18) is obtained as the product 
(36) �
𝛽𝛽𝐾𝐾𝐾𝐾 𝛽𝛽𝐾𝐾𝐿𝐿 𝛽𝛽𝐾𝐾𝐴𝐴
𝛽𝛽𝐾𝐾𝐿𝐿 𝛽𝛽𝐿𝐿𝐿𝐿 𝛽𝛽𝐿𝐿𝐴𝐴
𝛽𝛽𝐾𝐾𝐴𝐴 𝛽𝛽𝐿𝐿𝐴𝐴 𝛽𝛽𝐴𝐴𝐴𝐴
� = − 𝛷𝛷(𝐽𝐽−1)Υ(𝐽𝐽−1)Υ(𝐽𝐽−1)T 𝛷𝛷(𝐽𝐽−1)T . 
In this expression, Φ(𝐽𝐽−1) is a ((𝐽𝐽 − 1) × (𝐽𝐽 − 1)) diagonal matrix whose elements (𝜙𝜙𝐾𝐾, 𝜙𝜙𝐿𝐿, and 
𝜙𝜙𝐴𝐴) have Normal(0, 52) priors, and Υ(𝐽𝐽−1) is the Cholesky factor of an ((𝐽𝐽 − 1) × (𝐽𝐽 − 1)) 
correlation matrix with a prior consisting of a Cholesky LKJ Correlation Distribution with shape 
parameter 3. Note, however, that these priors only ensure quasi-concavity of the ((𝐽𝐽 − 1) × (𝐽𝐽 −
1)) input coefficient matrix (36), i.e., they do not guarantee concavity of the (𝐽𝐽 × 𝐽𝐽) input 
coefficient matrix (15). Since coefficients for the materials input 𝑀𝑀 (i.e., 𝛽𝛽𝑀𝑀𝑀𝑀, 𝛽𝛽𝑀𝑀𝐾𝐾, 𝛽𝛽𝑀𝑀𝐿𝐿, and 
𝛽𝛽𝑀𝑀𝐴𝐴) are not directly estimated, but recovered after estimation from the other input coefficients 
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by means of expression (13), concavity in inputs is enforced ex post, by discarding the HMC 
draws that fail to satisfy condition (15) for the full (𝐽𝐽 × 𝐽𝐽) matrix of [𝛽𝛽𝑖𝑖𝑜𝑜] coefficients.16 
The method used to impose condition (14), i.e., that the distance function be non-
decreasing in inputs, is analogous to the one underlying expression (35), so that 
(37) 𝛽𝛽𝑜𝑜 = 𝜓𝜓𝑜𝑜2 − 𝑚𝑚𝑚𝑚𝑛𝑛𝑠𝑠,𝑡𝑡 �∑ 𝛽𝛽𝑖𝑖𝑜𝑜  𝑥𝑥�𝑖𝑖𝑠𝑠𝑡𝑡𝑖𝑖∈{𝐾𝐾,𝐿𝐿,𝐴𝐴} + ∑ 𝛿𝛿𝑛𝑛𝑜𝑜  𝑦𝑦𝑛𝑛𝑠𝑠𝑡𝑡𝑚𝑚∈{𝐻𝐻,𝐻𝐻,𝐻𝐻} + 𝛾𝛾(𝑡𝑡)𝛽𝛽𝑜𝑜𝑛𝑛� , 𝑗𝑗 ∈ {𝐾𝐾, 𝐿𝐿,𝐴𝐴}, 
with Normal(0, 52) priors for parameters 𝜓𝜓𝐾𝐾, 𝜓𝜓𝐿𝐿, and 𝜓𝜓𝐴𝐴. But also due to the fact that the 
coefficient for the materials input 𝛽𝛽𝑀𝑀 is recovered after estimation from constraint (12) (i.e., 
𝛽𝛽𝑀𝑀 = 1 − 𝛽𝛽𝐾𝐾 − 𝛽𝛽𝐿𝐿 − 𝛽𝛽𝐴𝐴) rather than estimated directly, condition (14) for the materials input 𝑀𝑀 
is enforced ex post, by dropping any HMC draw that does not meet it. 
Finally, the priors for the unrestricted regression coefficients (i.e., the rest of the 
coefficients in equation (18), and all of the coefficients in equation (19)) are assumed to be 
Normal(0, 52). 
For both the single-equation model and the regression system model, the HMC procedure 
is conducted using four chains, each of them consisting of 10,000 iterations. The first 2,500 
iterations of each chain are discarded as a burn-in period. Out of the remaining 7,500 iterations, 
draws not meeting either condition (14) for the materials input 𝑀𝑀 or restriction (15) are also 
eliminated, as discussed earlier. The Gelman and Rubin (1992) test is then applied to check the 
convergence of the remaining part of the chains for each of the parameters. The Gelman and 
Rubin test checks the convergence of a parameter’s Markov chain to its posterior distribution, 
i.e., whether the parameter estimates are stationary, by comparing the variances of both within 
the chains and between the chains. The Gelman-Rubin test statistics are smaller than 1.01 for the 
models reported next, providing strong evidence of convergence for all parameters. Upon 
                                                            
16 Roughly only one in four sets of simulated parameters satisfied all required conditions to pursue our analysis. 
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convergence, 10,000 simulated values for a parameter are taken to be draws from the parameter’s 
posterior marginal distribution. For each state and year, the optimization problem (24) is solved 
for each of the 10,000 sets of simulated parameters, and the resulting values are used to obtain 
the posterior distribution for each of the components of the change in TFP, as well as the 
posterior for the TFP change itself. 
 
Results and Discussion 
Table 2 shows two sets of selected parameter estimates: Model 1 is estimated as specified in 
equation (18) from the single-equation input distance function model, whereas Model 2 is 
estimated as the four-equation system (18)-(19), consisting of the input distance function and the 
instrumented input quantity ratios.17 The descriptive statistics of the parameter estimates are 
quite similar in sign, magnitude and 95% credible intervals (CIs) across Models 1 and 2. Model 1 
is selected as the preferred model, because Model 2’s estimated cross-equation correlations 
between 𝜗𝜗𝑠𝑠𝑡𝑡 and 𝜗𝜗𝑠𝑠𝑡𝑡
𝑜𝑜  (j = K, L, A) are small, and each of the corresponding 95% CIs includes the 
null value. In the interest of space, all calculations in the remainder of the manuscript are 
therefore based on the parameter estimates from Model 1, and only the estimated medians (and 
related descriptive statistics) of the components of TFP change are presented. The estimated 
means are almost identical to the estimated medians. 
 
Technical Change (𝑇𝑇𝐶𝐶� ) 
                                                            
17 There are 219 parameters estimated in equation (18), and 9 parameters associated with the numeraire input 
(namely, ?̂?𝛽𝑀𝑀, ?̂?𝛽𝐾𝐾𝑀𝑀,  ?̂?𝛽𝐿𝐿𝑀𝑀, ?̂?𝛽𝐴𝐴𝑀𝑀, ?̂?𝛽𝑀𝑀𝑀𝑀, 𝛿𝛿𝐶𝐶𝑀𝑀, 𝛿𝛿𝐻𝐻𝑀𝑀, 𝛿𝛿𝐻𝐻𝑀𝑀, ?̂?𝛽𝑀𝑀Θ) to be recovered using the homogeneity conditions. 
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Estimates of annual technical change are summarized in Table 3. As expected, 𝑇𝑇𝐶𝐶�  values are 
consistent across states, reflecting the fact that technical change measures the change in the 
frontier input distance function, irrespectively of the location of the input distance functions for 
states outside the frontier. The average annual median 𝑇𝑇𝐶𝐶�  across all states over 1964-2004 is 
3.3%, but the median annual estimates range from -7.8% (Texas, 1987) to 14.1% (Texas, 1978). 
Figure 1 illustrates the evolution of 𝑇𝑇𝐶𝐶�  for California and Iowa, the top two agricultural 
producers in the sample (accounting, respectively, for 9.8% and 7.1% of the total value of 
agricultural production in the 48 contiguous states of the United States over the sample period). 
Several observations can be made from Figure 1. First, while the sample period is characterized 
by an average high and positive rate of technical progress, with average annual 𝑇𝑇𝐶𝐶� > 0 for all 
states, its temporal pattern is highly variable across decades. Second, our estimates indicate a 
clear slowdown in the rate of 𝑇𝑇𝐶𝐶�  over the sample period: from high rates of 𝑇𝑇𝐶𝐶�  in the 1970s to 
negative rates in the 1980s, and back again to positive rates but lower than in the late 1970s. 
Third, the timing of the technical regress18 (𝑇𝑇𝐶𝐶� < 0) shown by our estimates (1981-1992) 
coincides with the timing of the largest farm sector crisis in the United States in the post-war era, 
characterized by the highest bankruptcy rates ever recorded (Stam and Dixon, 2004). The same 
conclusions obtained from Figure 1 for California and Iowa apply to the other 30 states. This is 
the first study to show a period of technical regress in the U.S. farm sector during the farm crisis 
of the 1980s.  
 
                                                            
18 Technical regress, in the context of this study, reflects the increase in the minimum cost to produce the same level 
of output with input prices unchanged between two consecutive years. As suggested by an anonymous reviewer, 
technical regress can be caused by a  deterioration in knowledge and skill of input combination that yields the 
minimum cost without compromising the output levels. 
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Changes in Technical Efficiency (𝑇𝑇?̇?𝐸� ) 
Estimates of changes in technical efficiency are summarized in Table 4. The average annual 
median 𝑇𝑇?̇?𝐸�  across all states and years is 1.3%, with median annual estimates ranging from  
-0.6% (Arizona, 1964) to 3.6% (Arizona, 2004). All states show positive average median 𝑇𝑇?̇?𝐸� , 
indicating that their agricultural production systems have successfully managed to reduce the 
overuse of all inputs and get closer to the contemporaneous minimum cost frontier over the 
period 1964-2004. 
 
Changes in Allocative Efficiency ( 𝐴𝐴?̇?𝐸� ) 
Estimates of changes in allocative efficiency are summarized in Table 5. The average annual 
median 𝐴𝐴?̇?𝐸�  across all states and years is -2.7%, but the range of median annual estimates is quite 
wide, going from -40.7% (California, 1975) to 42.2% (Iowa, 1977). All states show negative 
average median 𝐴𝐴?̇?𝐸� , with magnitudes exceeding their corresponding 𝑇𝑇?̇?𝐸�  figures, which indicates 
that the overall cost efficiency in each state, as defined in (2), has declined over the sample 
period. The corollary of this finding is that observed costs have changed more slowly than 
minimum costs through time. 
 
Returns to Scale Component ((1 − 𝑅𝑅𝑇𝑇𝑅𝑅� −1) ?̇?𝑌�𝐶𝐶) 
The estimated annual contribution of scale economies to TFP change in U.S. agriculture 
averages 1.1% across the entire sample. However, annual estimates vary substantially, ranging 
from -27.7% (North Dakota, 1988) to 22.0% (Nebraska, 1982). All states except Illinois and 
North Dakota have benefited, on average, from changing their scale of production (Table 6). 
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Output Price Markup (𝑌𝑌?̇?𝑃 −  ?̇?𝑌�𝐶𝐶) 
The average annual contribution of non-marginal output cost-pricing to productivity change in 
U.S. agriculture is close to zero (0.1% across the entire sample). This finding is in line with what 
is expected from competitive markets. However, Table 7 shows that annual changes in the 
markup component range from -37.5% (North Dakota, 1988) to 28.7% (Illinois, 1975). Illinois is 
the state with the largest markup component, averaging 1.8% over the sample period, more than 
offsetting the negative effect of the returns-to-scale component (-0.9%). 
 
Input Price Effect (∑ (𝑠𝑠𝑜𝑜𝑜𝑜 − ?̂?𝑠𝑜𝑜(𝑌𝑌,𝑤𝑤; 𝑡𝑡))?̇?𝑤𝑜𝑜𝑜𝑜 )  
The input price effect hindered U.S. agricultural productivity growth by an average of 1.8% per 
annum. According to Table 8, all states experienced lower average productivity growth due to 
the input price effect over the sample period. All input prices followed increasing trends; hence, 
the sign of the effect is determined by the difference between observed input shares and cost-
minimizing input shares or, equivalently, the gap between observed input prices and shadow 
input prices. Such difference, in turn, can be linked to the existence of market distortions (such 
as crop insurance subsidies and sticky cash rents), and the use of hedonic prices instead of 
observed market prices for some of the inputs used in the construction of the price indexes.  
 
TFP Change (𝑇𝑇𝑇𝑇𝑇𝑇�̇) 
Table 9 shows the annual average TFP change estimates in column (g), obtained as a direct sum 
of its components (columns (a)-(f)), alongside the annual average TFP change calculated using 
the official USDA TFP indexes (column (h)). There are several indications strongly supporting 
the validity of the proposed methodology to evaluate changes in agricultural productivity in the 
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United States. First, as reported in column (i), the correlation coefficients between our annual 
estimates of TFP change and USDA’s TFP change estimates for each state in the sample exceed 
99.0% in all but three cases (Michigan, South Dakota, and Washington, with correlation 
coefficients of 98.8%, 98.5%, and 96.9%, respectively). Figure 2 illustrates the high correlation 
across the two sets of estimates for the entire sample.  
Second, the annual average values in columns (g) and (h) are very close, especially when 
considering that annual changes in USDA TFP indexes range from -57% (North Dakota, 1988) 
to 52% (Montana, 1986).  
Third, the overlap of our series of TFP change estimates by state with those of the USDA 
over the entire range of values taken by the latter is strikingly high. Figure 3 illustrates this point 
for two states with relatively “large” differences between the average TFP change reported in 
columns (g) and (h): Montana is the state with the highest percent difference (64.7%) between 
average annual estimates (panel a); South Dakota is the state with the highest absolute difference 
(1.00%) between annual average estimates (panel b). In both cases, our estimates are very close 
in magnitude to the USDA’s even in years with extreme values, and the overlap of the series is 
remarkable. For other states, where the difference between the average annual TFP change 
estimates is smaller, the overlap of the series is even higher than in Figure 3. 
From observation of Table 9, it is apparent that the major driving force behind 
agricultural productivity change in the U.S. was technical change. For all states, technical 
efficiency improved over the sample period, and for all states but two (Illinois and North 
Dakota), the returns to scale component also fostered agricultural productivity growth. For 20 
states (namely, Alabama, Arizona, Iowa, Illinois, Indiana, Michigan, Minnesota, Missouri, 
Mississippi, Montana, North Dakota, New York, Ohio, Oregon, Pennsylvania, South Dakota, 
27 
 
Tennessee, Virginia, Washington, and Wisconsin), technical efficiency change contributed more 
to agricultural productivity growth than the returns-to-scale component. Allocative efficiency 
declined in all states, and in all but 7 states (namely, Iowa, Illinois, Indiana, Michigan, Missouri, 
Ohio, and Pennsylvania) it was the major force hindering agricultural productivity growth over 
the sample period. For those 7 states, the input price effect had a stronger negative effect than 
allocative efficiency change on productivity. The markup effect is the component with the 
smallest average contribution to agricultural productivity in the United States. 
Figure 4 shows the correlation coefficients between annual changes in our TFP estimates 
and annual changes in each of their components, by year across all states. It is clear that the 
component with the overall highest correlation with TFP change is the markup effect, followed 
by the returns-to-scale component and allocative efficiency change. Technical change tends to 
have a low correlation19 with changes in TFP. This is a surprising result given the significant 
efforts that the agricultural economics profession20 has devoted to explaining how public 
agricultural R&D, extension and outreach, and infrastructure are the main drivers of agricultural 
productivity in the U.S: to some extent, these explanatory variables might partially explain the 
variability of the returns to scale component, but their connection to the markup component and 
changes in allocative efficiency seems more difficult to justify. Figure 5 confirms the weak 
correlation between our estimates of technical change and the changes in USDA’s TFP indexes 
for the entire sample (Panel a), and illustrates the relative volatility of our estimates of TFP 
change and our estimates of technical change (Panel b). Figure 6 complements Figures 4 and 5 
by comparing annual changes in technical change against annual changes in USDA’s TFP 
                                                            
19 The correlation between technical change and TFP change is -0.1286 across all years and states; the state-average 
across all years is -0.1423, and the year-average across all states (the series shown in Figure 4 Panel b) is 0.0124. 
20 See, for example, Huffman and Evenson (1992), Morrison Paul et al. (2001), Yee et al. (2002), Alston et al. 
(2011), Plastina and Fulginiti (2012), Wang et al. (2012), and Jin and Huffman (2016). 
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indexes for California and Iowa, the top 2 states in terms of total value of agricultural production 
over the sample period. 
The conclusion that technical change is the major driver of TFP growth but bears no 
significant correlation with TFP growth on an annual basis or over long periods of time is quite 
novel. More importantly, its profound implications for agricultural policy design beg for a 
revision of the literature on the major drivers of TFP change, in order to identify the channels 
through which research, extension, and other variables affect agricultural productivity growth in 
the United States. Combining our correlation results across components of TFP change with the 
causal relationships analyzed in the literature (e.g., Yee et al., 2002; Alston et al., 2011; and Jin 
and Huffman, 2016), it can be hypothesized that those drivers of agricultural productivity would 
mostly generate changes in the markup effect and returns to scale, rather than in technical 
change. 
 
Concluding Remarks 
Using a novel primal-dual parametric estimation routine, this study estimates agricultural TFP 
change in each state of the U.S. as the sum of its components: technical change, changes in 
technical and allocative efficiency, a markup effect, a scale effect, and an input price effect. This 
is the first study to present a detailed stochastic decomposition of TFP changes at the state level 
for U.S. agriculture. The underlying technology is represented by a flexible input distance 
function estimated using Bayesian methods. The novelty of the estimation routine developed 
here resides in the use of a cost-minimizing algorithm that incorporates all the information about 
the technology recovered through the input distance function. The added complexity of our 
approach is needed (1) to avoid relying on strong assumptions of no technical inefficiency in the 
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usage of one input of production, or time-invariant technical efficiency; (2) to segregate technical 
efficiency from allocative efficiency; (3) to estimate the contribution of a markup component to 
TFP change; and (4) to estimate an input price effect on TFP change. 
Our estimates of TFP change are not only very highly correlated with changes in USDA’s 
TFP indexes by state, but they also show a prominent overlap in terms of direction and 
magnitude of changes for all states. Technical change is the major driver of TFP change over the 
long run, and there is evidence that technical progress in the 1990s and 2000s was much slower 
than in the 1970s. This is a relevant result for policy makers, and begs the question of what is 
actually causing the slowdown in technical change. This is the first study to show technical 
regress in the agricultural sector during the farm crisis of the 1980s.  
Another novel result is that annual changes in TFP bear no significant correlation with 
annual rates of technical change, but instead are highly correlated with the markup effect, 
followed by the returns to scale component and allocative efficiency change. These findings 
suggest that evaluating the effects of research, extension, and other variables on each of the 
components of our measure of TFP change (rather than solely on an aggregate TFP index) can 
shed light on the actual channels through which those variables affect agricultural productivity 
growth in the United States, and therefore contribute to policy design. 
This study provides the basis for addressing more detailed questions about the drivers of 
each of the components of TFP change by state. The policy debate would benefit from a better 
understanding of what measures can be taken to contain the decline in allocative efficiency and 
the negative input price effect on agricultural productivity. 
The approach applied in this study focuses on overall input efficiency. An alternative 
approach focusing on output efficiency might yield different results. As with any stochastic 
30 
 
frontier approach, a major caveat of the present analysis is that the advantage of being able to 
distinguish noise from inefficiency comes at the cost of being unable to distinguish inefficiency 
from the effects of using inappropriate functional forms.  
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Table 1. Descriptive statistics for the states included in the analysis. 
Variable Unit Mean Standard Deviation Minimum Maximum Number of Observations 
Outputs:       
Crops quantity  million $ 1996 2,751,622  2,422,357  519,761  19,386,468  1,440 
Crops price index 1 in AL 1996 0.775  0.247  0.321  1.643  1,440 
Livestock quantity million $ 1996 2,323,096  1,579,522  462,920  8,497,604  1,440 
Livestock price index 1 in AL 1996 0.764  0.299  0.238  1.682  1,440 
Other Outputs quantity million $ 1996 282,380  297,577  54,717  2,660,367  1,440 
Other Outputs price index 1 in AL 1996 0.670  0.360  0.138  1.542  1,440 
Inputs            
Capital quantity million $ 1996 920,354  565,336  98,549  3,330,621  1,440 
Capital price index 1 in AL 1996 0.638  0.368  0.138  1.223  1,440 
Labor quantity million $ 1996 2,711,489  1,683,035  518,276  9,476,398  1,440 
Labor price index 1 in AL 1996 0.444  0.332  0.049  2.004  1,440 
Land quantity million $ 1996 948,195  801,524  286,453  5,155,293  1,440 
Land price index 1 in AL 1996 0.576  0.502  0.009  2.260  1,440 
Materials quantity million $ 1996 2,461,144  1,584,485  652,286  9,451,845  1,440 
Materials price index 1 in AL 1996 0.864  0.369  0.224  1.653  1,440 
Note: Quantities are Implicit Quantity Indexes. 
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Table 2. Parameter estimates from Models 1 and 2. 
 Model 1: 
Single equation 
Model 2: 
Input ratios Instrumented  
 Model 1: 
Single equation 
Model 2: 
Input ratios Instrumented 
Par. Mean (StDev) 
Median 
[Credible 
Interval] 
Mean 
(StDev) 
Median  
[Credible 
Interval] 
Par. Mean 
(StDev) 
Median  
[Credible 
Interval] 
Mean 
(StDev) 
Median  
[Credible 
Interval] 
𝛼𝛼𝐻𝐻 -0.0685 -0.0667* -0.0674 -0.0650* 𝛿𝛿𝐻𝐻𝐴𝐴 0.0629 0.0630* 0.0626 0.0627*  
(0.034) [-0.1391;-0.0112] (0.0345) [-0.1389;-0.0102]  (0.0062) [0.0505;0.075] (0.0065) [0.0495;0.0751] 
𝛼𝛼𝐻𝐻  -0.4342 -0.4398* -0.4296 -0.4362* 𝛿𝛿𝐻𝐻𝐴𝐴 0.0010 0.0010 0.0010 0.0010  
(0.0704) [-0.5588;-0.2786] (0.0732) [-0.5562;-0.2627]  (0.0023) [-0.0036;0.0052] (0.0023) [-0.0036;0.0057] 
𝛼𝛼𝐻𝐻 -0.0159 -0.0152 -0.0166 -0.0156 𝛼𝛼𝐻𝐻Θ <-0.001 -0.0005 -0.0002 -0.0006  
(0.0188) [-0.0553;0.0223] (0.0197) [-0.0582;0.0216]  (0.0128) [-0.0236;0.0258] (0.0126) [-0.0235;0.0261] 
𝛼𝛼𝐻𝐻𝐻𝐻 0.0028 0.0024* 0.0028 0.0024* 𝛼𝛼𝐻𝐻Θ -0.252 -0.2521* -0.2516 -0.2515*  
(0.0019) [0.0002;0.0074] (0.002) [0.0001;0.0075]  (0.0167) [-0.2844;-0.2192] (0.017) [-0.2845;-0.2177] 
𝛼𝛼𝐻𝐻𝐻𝐻 0.0011 0.0011 0.0010 0.0010 𝛼𝛼𝐻𝐻Θ 0.0018 0.0012 0.0023 0.0017  
(0.0016) [-0.0023;0.0042] (0.0016) [-0.0024;0.0043]  (0.0113) [-0.0189;0.0252] (0.0119) [-0.0193;0.0277] 
𝛼𝛼𝐻𝐻𝐻𝐻 -0.0003 -0.0002 -0.0004 -0.0002 𝛽𝛽𝐾𝐾Θ -0.2347 -0.2343* -0.2335 -0.2335*  
(0.0007) [-0.0023;0.0007] (0.0008) [-0.0024;0.0007]  (0.0346) [-0.3028;-0.1677] (0.0348) [-0.3025;-0.1651] 
𝛼𝛼𝐻𝐻𝐻𝐻 0.0157 0.016* 0.0154 0.0158* 𝛽𝛽𝐿𝐿Θ 0.1268 0.1270* 0.1297 0.1297*  
(0.0048) [0.0052;0.0243] (0.005) [0.0043;0.0243]  (0.0315) [0.0638;0.1872] (0.0333) [0.0647;0.1941] 
𝛼𝛼𝐻𝐻𝐻𝐻 -0.0003 -0.0002 -0.0003 -0.0002 𝛽𝛽𝐴𝐴Θ -0.1244 -0.1240* -0.1244 -0.1248*  
(0.0012) [-0.0032;0.0018] (0.0012) [-0.0032;0.0019]  (0.025) [-0.1733;-0.0755] (0.0251) [-0.1747;-0.075] 
𝛼𝛼𝐻𝐻𝐻𝐻 0.0013 0.0011* 0.0014 0.0011* 𝜎𝜎ln𝐷𝐷 0.0149 0.0149* 0.0150 0.0150*  
(0.0011) [0;0.0041] (0.0011) [0;0.0042]  (0.0003) [0.0143;0.0155] (0.0003) [0.0144;0.0157] 
𝛽𝛽𝐾𝐾   1.3307 1.3316* 1.3207 1.3217* Mean -0.2839 -0.2840* (100%^) -0.2853 -0.2839 (100%^)  
(0.0951) [1.1473;1.5134] (0.1) [1.1249;1.5149] 𝜆𝜆63:04 (0.028) [-0.3387;-0.2285] (0.0283) [-0.3411;-0.2303] 
𝛽𝛽𝐿𝐿 0.0493 0.0513 0.0528 0.0546 Corr.     0.0112 0.0094  
(0.0462) [-0.0506;0.1357] (0.0488) [-0.0529;0.1466] 𝜗𝜗𝑠𝑠𝑡𝑡 ,𝜗𝜗𝑠𝑠𝑡𝑡𝐾𝐾      (0.1026) [-0.183;0.2184] 
𝛽𝛽𝐴𝐴 -0.5334 -0.5342* -0.5281 -0.5291* Corr.     -0.0088 -0.0091  
(0.0959) [-0.718;-0.3437] (0.0988) [-0.7192;-0.3314] 𝜗𝜗𝑠𝑠𝑡𝑡 ,𝜗𝜗𝑠𝑠𝑡𝑡𝐿𝐿      (0.0752) [-0.1526;0.1397] 
𝛽𝛽𝐾𝐾𝐾𝐾 -0.0686 -0.0686* -0.0680 -0.0676* Corr.     0.0041 0.0023  
(0.0139) [-0.0964;-0.042] (0.0141) [-0.0963;-0.0414] 𝜗𝜗𝑠𝑠𝑡𝑡 ,𝜗𝜗𝑠𝑠𝑡𝑡𝐴𝐴      (0.0928) [-0.1717;0.1891] 
𝛽𝛽𝐿𝐿𝐿𝐿 -0.0025 -0.0021* -0.0026 -0.0021* Log 5267.6 5267.98* 9844.56 9844.82*  
(0.0021) [-0.0078;-0.0001] (0.0021) [-0.008;-0.0001] Likel. (10.07) [5247.01;5286.33] (15.13) [9813.98;9873.19] 
 𝛽𝛽𝐴𝐴𝐴𝐴 -0.0952 -0.095* -0.0949 -0.0946*      
 (0.0128) [-0.1206;-0.0704] (0.0131) [-0.1212;-0.0697]      
𝛽𝛽𝐾𝐾𝐿𝐿 -0.0022 -0.0021 -0.0023 -0.0021 Recov.          
(0.0032) [-0.0087;0.0039] (0.0033) [-0.009;0.004] Param.         
𝛽𝛽𝐾𝐾𝐴𝐴 0.0699 0.0702* 0.0693 0.0694* 𝛽𝛽𝑀𝑀 0.1534 0.1531 0.1546 0.1548  
(0.0106) [0.0488;0.09] (0.0109) [0.0482;0.0905]  (0.1109) [-0.062;0.3734] (0.1144) [-0.0703;0.3771] 
𝛽𝛽𝐿𝐿𝐴𝐴 0.0045 0.004 0.0047 0.0042 𝛽𝛽𝑀𝑀Θ 
 
0.2324 0.2328* 0.2283 0.2287* 
 (0.0039) [-0.0017;0.0131] (0.0041) [-0.0018;0.0137]  (0.0399) [0.1527;0.3095] (0.0403) [0.1482;0.307] 
𝛿𝛿𝐻𝐻𝐿𝐿 0.0025 0.0024 0.0026 0.0025 𝛽𝛽𝑀𝑀𝑀𝑀 -0.0221 -0.0210* -0.0222 -0.0212* 
 (0.0029) [-0.0029;0.0083] (0.0029) [-0.0029;0.0085]  (0.0092) [-0.0431;-0.0075] (0.0094) [-0.0438;-0.0074] 
𝛿𝛿𝐻𝐻𝐿𝐿 -0.0027 -0.0025 -0.0030 -0.0028 𝛽𝛽𝐿𝐿𝑀𝑀 0.0003 0.0001 0.0003 0.0001 
 (0.004) [-0.0112;0.0046] (0.0043) [-0.0118;0.0046]  (0.0023) [-0.0043;0.0054] (0.0024) [-0.0044;0.0055] 
𝛿𝛿𝐻𝐻𝐿𝐿 0.0015 0.0015 0.0016 0.0016 𝛽𝛽𝑀𝑀𝐴𝐴 0.0208 0.0205* 0.021 0.0207* 
 (0.0026) [-0.0037;0.0066] (0.0028) [-0.0039;0.007]  (0.0093) [0.003;0.0397] (0.0094) [0.0028;0.0398] 
𝛿𝛿𝐻𝐻𝐾𝐾 -0.0067 -0.0067 -0.0064 -0.0065 𝛽𝛽𝐾𝐾𝑀𝑀 0.0010 0.0005 0.001 0.0005 
 (0.0035) [-0.0134;0.0005] (0.0037) [-0.0134;0.0011]  (0.0084) [-0.0138;0.0192] (0.0084) [-0.0139;0.0191] 
𝛿𝛿𝐻𝐻𝐾𝐾 -0.0632 -0.0633* -0.0626 -0.0626* 𝛿𝛿𝐻𝐻𝑀𝑀 -0.0017 -0.0018 -0.002 -0.0021 
 (0.0064) [-0.0756;-0.0505] (0.0066) [-0.0755;-0.0494]  (0.0041) [-0.0096;0.0068] (0.0041) [-0.0099;0.0065] 
𝛿𝛿𝐻𝐻𝐾𝐾 -0.0013 -0.0015 -0.0016 -0.0016 𝛿𝛿𝐻𝐻𝑀𝑀 0.0030 0.0029 0.0030 0.0031 
 (0.0031) [-0.0071;0.0052] (0.0032) [-0.0078;0.0051]  (0.0078) [-0.0121;0.0184] (0.008) [-0.0124;0.0185] 
𝛿𝛿𝐻𝐻𝐴𝐴 0.0059 0.0059 0.0058 0.0058 𝛿𝛿𝐻𝐻𝑀𝑀 -0.0011 -0.0012 -0.0010 -0.0010 
 (0.0033) [-0.0005;0.0124] (0.0033) [-0.0005;0.0123]  (0.0034) [-0.0077;0.0056] (0.0034) [-0.0078;0.0057] 
* The 95% credible interval excludes zero.  
^For Mean 𝜆𝜆63:04, the percent of times the 95% credible interval of annual estimates excludes zero is shown within parentheses.   
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Table 3. Descriptive statistics of the Annual Median Estimates of Technical Change by State (in 
percent) 
State Mean Annual Median  Median of Annual Medians State 
Mean Annual 
Median  
Median of Annual 
Medians 
  (StDev of Annual Medians) 
[Range of Annual 
Medians]   
(StDev of Annual 
Medians) 
[Range of Annual 
Medians] 
AL 3.22 3.13 MS 3.19 2.98 
  (4.77) [-7.40; 12.91]   (4.64) [-6.95; 12.65] 
AR 3.19 3.14 MT 3.14 2.94 
  (4.74) [-7.33; 12.85]   (4.62) [-6.99; 12.46] 
AZ 3.17 2.95 NC 3.23 3.11 
  (4.65) [-7.01; 12.67]   (4.77) [-7.39; 12.92] 
CA 3.45 3.31 ND 3.05 2.85 
  (5.09) [-7.79; 13.83]   (4.49) [-6.73; 12.26] 
CO 3.34 3.14 NE 3.48 3.31 
  (4.9) [-7.39; 13.38]   (5.1) [-7.69; 13.81] 
FL 3.07 2.97 NY 3.36 3.12 
  (4.54) [-6.88; 12.49]   (4.92) [-7.36; 13.37] 
GA 3.32 3.10 OH 3.32 3.00 
  (4.89) [-7.46; 13.30]   (4.83) [-7.21; 13.1] 
IA 3.53 3.31 OK 3.29 3.09 
  (5.16) [-7.64; 13.94]   (4.85) [-7.42; 13.38] 
ID 3.10 3.00 OR 3.03 2.94 
  (4.54) [-6.93; 12.27]   (4.46) [-6.78; 12.01] 
IL 3.33 3.04 PA 3.35 3.18 
  (4.89) [-7.22; 13.18]   (4.92) [-7.42; 13.38] 
IN 3.28 3.07 SD 3.27 3.11 
  (4.8) [-7.11; 12.85]   (4.84) [-7.3; 13.08] 
KS 3.41 3.30 TN 3.09 2.82 
  (5.02) [-7.62; 13.69]   (4.6) [-7.04; 12.54] 
KY 3.18 2.98 TX 3.51 3.43 
  (4.69) [-7.17; 12.82]   (5.18) [-7.84; 14.13] 
MI 3.22 3.07 VA 3.11 2.94 
  (4.71) [-7.12; 12.8]   (4.61) [-7.14; 12.51] 
MN 3.42 3.32 WA 3.07 3.02 
  (5.04) [-7.56; 13.62]   (4.51) [-6.97; 12.17] 
MO 3.33 3.05 WI 3.44 3.29 
  (4.88) [-7.26; 13.28]   (5.05) [-7.59; 13.62] 
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Table 4. Descriptive statistics of the Annual Median Estimates of Technical Efficiency Change by 
State (in percent) 
State Mean Annual Median  Median of Annual Medians State 
Mean Annual 
Median  
Median of Annual 
Medians 
  (StDev of Annual Medians) 
[Range of Annual 
Medians]   
(StDev of Annual 
Medians) 
[Range of Annual 
Medians] 
AL 1.73 1.73 MS 1.80 1.80 
  (0.56) [0.78; 2.68]   (0.23) [1.40; 2.19] 
AR 1.06 1.06 MT 0.92 0.92 
  (0.07) [0.94; 1.18]   (0.07) [0.80; 1.04] 
AZ 1.52 1.52 NC 2.27 2.27 
  (1.26) [-0.60; 3.64]   (0.60) [1.26; 3.28] 
CA 1.18 1.18 ND 1.16 1.16 
  (0.21) [0.83; 1.53]   (0.27) [0.71; 1.61] 
CO 1.28 1.28 NE 0.80 0.80 
  (0.12) [1.08; 1.47]   (0.07) [0.68; 0.92] 
FL 1.16 1.16 NY 1.94 1.94 
  (0.09) [1.01; 1.31]   (0.38) [1.29; 2.59] 
GA 1.96 1.96 OH 1.34 1.35 
  (0.68) [0.81; 3.11]   (0.19) [1.02; 1.67] 
IA 0.80 0.80 OK 0.85 0.86 
  (0.26) [0.36; 1.24]   (0.34) [0.28; 1.42] 
ID 1.49 1.49 OR 1.48 1.48 
  (0.47) [0.70; 2.29]   (0.84) [0.05; 2.90] 
IL 0.90 0.90 PA 1.51 1.51 
  (0.57) [-0.05; 1.86]   (0.60) [0.49; 2.52] 
IN 1.29 1.29 SD 1.06 1.06 
  (0.36) [0.68; 1.89]   (0.14) [0.83; 1.29] 
KS 0.95 0.95 TN 1.20 1.20 
  (<0.01) [0.94; 0.95]   (0.57) [0.24; 2.16] 
KY 0.99 0.99 TX 0.66 0.67 
  (0.15) [0.74; 1.23]   (0.09) [0.51; 0.82] 
MI 1.54 1.54 VA 1.77 1.77 
  (0.35) [0.94; 2.14]   (0.69) [0.59; 2.94] 
MN 0.91 0.91 WA 1.71 1.71 
  (0.07) [0.8; 1.02]   (0.68) [0.56; 2.85] 
MO 1.02 1.02 WI 1.21 1.21 
  (0.12) [0.82; 1.22]   (0.29) [0.72; 1.69] 
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Table 5. Descriptive statistics of the Annual Median Estimates of Allocative Efficiency Change 
by State (in percent) 
State Mean Annual Median  Median of Annual Medians State 
Mean Annual 
Median  
Median of Annual 
Medians 
  (StDev of Annual Medians) 
[Range of Annual 
Medians]   
(StDev of Annual 
Medians) 
[Range of Annual 
Medians] 
AL -2.95 -2.28 MS -3.00 -2.52 
  (11.41) [-35.50; 30.54]   (9.76) [-30.51; 25.53] 
AR -3.25 -2.33 MT -2.65 -2.18 
  (10.14) [-34.46; 25.68]   (9.68) [-27.16; 13.49] 
AZ -2.98 -0.46 NC -2.93 -2.24 
  (10.86) [-32.23; 19.68]   (11.42) [-35.83; 30.62] 
CA -3.55 -2.82 ND -3.26 -2.00 
  (12.14) [-40.68; 33.59]   (9.38) [-26.57; 17.02] 
CO -3.01 -3.11 NE -3.05 -2.39 
  (11.17) [-31.04; 29.05]   (11.71) [-33.98; 30.74] 
FL -3.31 -1.37 NY -2.35 -1.43 
  (10.85) [-33.45; 24.21]   (12.53) [-40.01; 31.24] 
GA -2.78 -0.49 OH -1.86 -2.23 
  (11.56) [-35.74; 31.74]   (10.62) [-32.02; 30.80] 
IA -1.83 -2.29 OK -3.46 -4.59 
  (12.24) [-34.40; 42.21]   (10.82) [-31.2; 21.47] 
ID -3.10 -2.42 OR -2.64 -2.11 
  (9.85) [-27.48; 23.47]   (9.14) [-30.33; 18.74] 
IL -1.79 -2.56 PA -2.25 -1.22 
  (10.21) [-30.12; 32.56]   (10.73) [-34.40; 24.48] 
IN -2.01 -1.07 SD -3.25 -2.11 
  (10.18) [-28.3; 34.51]   (10.41) [-27.75; 22.32] 
KS -3.69 -4.15 TN -2.34 -1.76 
  (11.66) [-37.58; 24.23]   (10.41) [-31.14; 27.15] 
KY -2.50 -3.47 TX -3.28 -2.44 
  (10.05) [-35.29; 21.41]   (12.03) [-36.18; 24.4] 
MI -1.85 -0.44 VA -2.69 -2.21 
  (10.39) [-33.03; 30.88]   (10.54) [-29.5; 27.12] 
MN -2.37 -3.47 WA -3.60 -4.00 
  (11.72) [-35.02; 38.46]   (10.32) [-32.25; 29.66] 
MO -1.90 -1.99 WI -2.14 -2.85 
  (11.10) [-29.22; 32.67]   (11.73) [-36.46; 34.96] 
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Table 6. Descriptive statistics of the Annual Median Estimates of the Returns to Scale 
Component by State (in percent) 
State Mean Annual Median  Median of Annual Medians State 
Mean Annual 
Median  
Median of Annual 
Medians 
  (StDev of Annual Medians) 
[Range of Annual 
Medians]   
(StDev of Annual 
Medians) 
[Range of Annual 
Medians] 
AL 1.68 1.74 MS 1.36 2.29 
  (4.12) [-5.46; 15.40]  (3.74) [-7.19; 10.11] 
AR 2.71 2.67 MT 0.48 0.93 
  (4.44) [-6.19; 18.34]  (4.49) [-14.95; 11.95] 
AZ 1.26 1.75 NC 2.80 2.80 
  (5.57) [-14.74; 13.38]  (2.87) [-3.68; 9.08] 
CA 1.68 1.10 ND -0.09 0.23 
  (2.69) [-2.57; 9.89]  (5.92) [-22.73; 15.12] 
CO 1.60 1.70 NE 1.87 1.92 
  (4.83) [-7.71; 13.02]  (4.99) [-6.00; 22.01] 
FL 1.21 1.17 NY 0.20 0.39 
  (3.41) [-9.73; 8.18]  (2.53) [-5.94; 7.34] 
GA 2.03 2.46 OH 0.12 0.38 
  (4.00) [-6.65; 11.28]  (2.82) [-6.96; 6.61] 
IA 0.32 0.22 OK 1.61 0.44 
  (4.83) [-10.41; 10.70]  (5.18) [-10.72; 13.32] 
ID 2.03 1.55 OR 0.89 0.75 
  (3.16) [-3.65; 7.97]  (3.33) [-9.44; 12.77] 
IL -0.91 -0.94 PA 1.18 1.43 
  (3.25) [-9.48; 5.90]  (2.16) [-2.55; 6.02] 
IN 0.21 0.19 SD 1.04 0.23 
  (3.45) [-6.46; 7.61]  (5.16) [-10.27; 17.23] 
KS 1.54 1.41 TN 0.19 0.67 
  (5.42) [-10.36; 18.24]  (3.19) [-8.36; 9.08] 
KY 1.14 1.26 TX 1.76 2.29 
  (4.19) [-9.16; 12.97]  (5.88) [-13.53; 17.21] 
MI 0.51 1.11 VA 1.17 0.88 
  (2.64) [-6.61; 5.67]  (2.52) [-3.58; 11.33] 
MN 0.51 0.85 WA 1.67 0.97 
  (3.75) [-6.45; 9.72]  (4.61) [-9.62; 16.09] 
MO 0.51 0.99 WI 0.29 0.01 
  (3.49) [-7.18; 6.00]  (3.31) [-7.49; 7.60] 
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Table 7. Descriptive statistics of the Annual Median Estimates of the Markup Component by 
State (in percent) 
State Mean Annual Median  
Median of Annual 
Medians State 
Mean Annual 
Median  
Median of Annual 
Medians 
  (StDev of Annual Medians) 
[Range of Annual 
Medians]   
(StDev of Annual 
Medians) 
[Range of Annual 
Medians] 
AL -0.72 -0.16 MS -0.51 -0.03 
  (3.64) [-11.34; 8.72]   (6.60) [-16.13; 12.49] 
AR -0.77 -0.55 MT <0.01 0.32 
  (6.53) [-16.81; 19.02]   (9.67) [-37.46; 28.47] 
AZ -0.40 -1.45 NC -1.49 -0.78 
  (5.34) [-13.79; 13.95]   (4.88) [-14.18; 8.30] 
CA 0.34 0.31 ND 1.44 -0.24 
  (4.34) [-12.21; 8.21]   (13.58) [-37.50; 27.39] 
CO -0.16 0.53 NE -0.06 0.16 
  (2.64) [-13.14; 2.84]   (6.32) [-22.41; 10.04] 
FL 0.57 1.27 NY -0.06 0.42 
  (4.40) [-12.77; 9.79]   (2.19) [-6.58; 4.13] 
GA -0.67 0.06 OH 0.75 1.87 
  (4.75) [-14.92; 6.86]   (7.66) [-19.28; 15.54] 
IA 0.42 0.69 OK -0.55 -0.52 
  (7.51) [-22.82; 15.94]   (3.43) [-9.00; 5.85] 
ID -0.24 -0.29 OR 1.01 1.45 
  (3.94) [-9.14; 7.29]   (3.44) [-5.84; 8.50] 
IL 1.80 0.86 PA -0.01 0.28 
  (12.46) [-33.01; 28.72]   (2.83) [-4.93; 6.66] 
IN 0.87 1.90 SD -0.30 1.28 
  (9.58) [-32.15; 19.39]   (8.23) [-27.76; 13.23] 
KS -0.06 0.65 TN 0.26 0.57 
  (4.76) [-11.46; 9.54]   (5.64) [-18.15; 12.18] 
KY -0.41 -0.05 TX -0.48 -0.62 
  (6.28) [-23.10; 10.73]   (4.74) [-12.73; 8.57] 
MI 0.63 1.57 VA -0.23 -0.19 
  (4.63) [-9.57; 10.87]   (4.27) [-13.04; 8.32] 
MN 0.50 0.50 WA 0.24 -0.57 
  (7.9) [-18.64; 19.47]   (4.90) [-10.12; 14.13] 
MO 0.21 -1.10 WI 0.18 0.26 
  (7.17) [-19.33; 11.16]   (3.46) [-8.80; 8.40] 
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Table 8. Descriptive statistics of the Annual Median Estimates of the Input Price Effect by State 
(in percent) 
State Mean Annual Median  Median of Annual Medians State 
Mean Annual 
Median  
Median of Annual 
Medians 
  (StDev of Annual Medians) 
[Range of Annual 
Medians]   
(StDev of Annual 
Medians) 
[Range of Annual 
Medians] 
AL -2.21 -0.41 MS -1.71 -1.27 
  (9.44) [-39.63; 17.72]   (9.31) [-36.92; 24.98] 
AR -1.52 -0.68 MT -1.46 -0.99 
  (8.74) [-37.36; 15.08]   (7.08) [-27.55; 13.66] 
AZ -1.47 0.58 NC -2.37 -1.65 
  (8.65) [-33.49; 16.03]   (9.35) [-41.51; 19.47] 
CA -1.59 -0.21 ND -1.30 -2.02 
  (10.73) [-43.86; 21.42]   (7.79) [-27.8; 15.37] 
CO -2.09 -0.60 NE -1.80 -0.24 
  (9.85) [-39.25; 19.56]   (10.18) [-42.78; 19.04] 
FL -1.45 -1.63 NY -1.97 -0.85 
  (9.20) [-34.63; 22.11]   (10.63) [-39.07; 24.65] 
GA -2.64 -2.78 OH -2.01 -1.94 
  (9.38) [-39.62; 20.61]   (9.72) [-44.96; 12.98] 
IA -2.11 -2.10 OK -1.37 -1.43 
  (11.30) [-53.9; 15.69]   (8.58) [-31.37; 22.16] 
ID -1.58 -0.32 OR -1.38 -0.93 
  (8.01) [-30.89; 17.26]   (8.14) [-34.19; 13.46] 
IL -2.13 -1.85 PA -2.43 -1.40 
  (9.74) [-47.23; 12.49]   (9.48) [-37.27; 18.15] 
IN -2.05 -2.21 SD -1.17 -1.36 
  (9.77) [-48.18; 13.44]   (10.00) [-41.34; 17.88] 
KS -1.26 -0.58 TN -1.93 -2.43 
  (9.17) [-37.14; 17.1]   (9.16) [-35.12; 19.39] 
KY -1.49 -0.56 TX -1.41 -0.50 
  (8.31) [-31.27; 21.12]   (8.72) [-37.54; 18.58] 
MI -2.29 -4.21 VA -1.88 -1.49 
  (10.11) [-33.51; 17.78]   (8.04) [-31.33; 16.31] 
MN -1.70 -2.45 WA -1.34 -0.57 
  (11.43) [-48.37; 17.2]   (8.71) [-35.31; 17.1] 
MO -2.33 -1.23 WI -1.80 -1.81 
  (9.57) [-39.05; 14.44]   (11.16) [-47.22; 21.46] 
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Table 9. Average Annual Total Factor Productivity Change and Average Annual Changes in its 
Components by State, 1964-2004 (in percent) 
State Tech. 
Change 
 
 
(a) 
Tech. 
Effic. 
Change 
 
(b) 
Alloc. 
Effic. 
Change 
 
(c) 
Returns 
to Scale 
Comp. 
 
(d) 
Markup 
Effect 
 
 
(e) 
Input 
Price 
Effect 
 
(f) 
𝑇𝑇𝑇𝑇𝑇𝑇�̇  
Ours 
 
(g) 
𝑇𝑇𝑇𝑇𝑇𝑇�̇  
USDA 
 
(h) 
Correl. 
(g) and 
(h) 
 
(i) 
AL 3.22 1.73 -2.95 1.68 -0.72 -2.21 0.76 1.25  0.995  
AR 3.19 1.06 -3.25 2.71 -0.77 -1.52 1.42 1.84  0.998  
AZ 3.17 1.52 -2.98 1.26 -0.40 -1.47 1.10 1.53  0.995  
CA 3.45 1.18 -3.55 1.68 0.34 -1.59 1.51 1.66  0.999  
CO 3.34 1.28 -3.01 1.60 -0.16 -2.09 0.96 1.31  0.990  
FL 3.07 1.16 -3.31 1.21 0.57 -1.45 1.24 1.49  0.997  
GA 3.32 1.96 -2.78 2.03 -0.67 -2.64 1.22 1.61  0.997  
IA 3.53 0.80 -1.83 0.32 0.42 -2.11 1.13 1.79  0.994  
ID 3.10 1.49 -3.10 2.03 -0.24 -1.58 1.70 1.92  0.998  
IL 3.33 0.90 -1.79 -0.91 1.80 -2.13 1.20 1.86  0.999  
IN 3.28 1.29 -2.01 0.21 0.87 -2.05 1.59 2.11  0.999  
KS 3.41 0.95 -3.69 1.54 -0.06 -1.26 0.89 1.37  0.996  
KY 3.18 0.99 -2.50 1.14 -0.41 -1.49 0.90 1.46  0.997  
MI 3.22 1.54 -1.85 0.51 0.63 -2.29 1.76 2.28  0.988  
MN 3.42 0.91 -2.37 0.51 0.50 -1.70 1.27 1.84  0.996  
MO 3.33 1.02 -1.90 0.51 0.21 -2.33 0.84 1.52  0.996  
MS 3.19 1.80 -3.00 1.36 -0.51 -1.71 1.13 1.64  0.998  
MT 3.14 0.92 -2.65 0.48 0.00 -1.46 0.44 1.24  0.995  
NC 3.23 2.27 -2.93 2.80 -1.49 -2.37 1.52 1.74  0.998  
ND 3.05 1.16 -3.26 -0.09 1.44 -1.30 1.00 1.86  0.998  
NE 3.48 0.80 -3.05 1.87 -0.06 -1.80 1.25 1.77  0.995  
NY 3.36 1.94 -2.35 0.20 -0.06 -1.97 1.12 1.28  0.995  
OH 3.32 1.34 -1.86 0.12 0.75 -2.01 1.67 2.08  0.999  
OK 3.29 0.85 -3.46 1.61 -0.55 -1.37 0.38 0.93  0.997  
OR 3.03 1.48 -2.64 0.89 1.01 -1.38 2.38 2.57  0.999  
PA 3.35 1.51 -2.25 1.18 -0.01 -2.43 1.35 1.64  0.996  
SD 3.27 1.06 -3.25 1.04 -0.30 -1.17 0.65 1.65  0.985  
TN 3.09 1.20 -2.34 0.19 0.26 -1.93 0.47 0.99  0.998  
TX 3.51 0.66 -3.28 1.76 -0.48 -1.41 0.78 1.20  0.998  
VA 3.11 1.77 -2.69 1.17 -0.23 -1.88 1.26 1.67  0.996  
WA 3.07 1.71 -3.60 1.67 0.24 -1.34 1.75 1.55  0.969  
WI 3.44 1.21 -2.14 0.29 0.18 -1.80 1.18 1.56  0.990  
Average 3.27 1.30 -2.74 1.08 0.07 -1.79 1.18 1.63  0.995  
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Figure 1. Estimated Technical Change for California and Iowa (annual median and 95% 
credible interval), 1964-2004. 
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Figure 2. Comparison of TFP Change Estimates: Ours versus USDA. All states, 1964-2004. 
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Figure 3. Comparison of TFP Change Estimates in Selected States: Ours versus USDA.  
 
Panel a. Estimates of TFP Change for Montana. 
 
Panel b. Estimates of TFP Change for South Dakota.  
49 
 
Figure 4. Correlation Coefficients between Annual Changes in TFP (Ours) and Annual Changes 
in its Components by Year across All States, 1964-2004. 
 
Panel a. Correlations between Annual Changes in TFP (Ours) and Markup, Returns to Scale, and Input 
Price Effect. 
 
Panel b. Correlations between Annual Changes in TFP (Ours) and Technical Change, Technical Efficiency 
Change, and Allocative Efficiency Change.  
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Figure 5. Comparison of Estimates of Annual Technical Change (Ours) versus Annual TFP 
Change Estimates (Ours and USDA) for All States, 1964-2004. 
 
Panel a. Annual Technical Change (Ours) vs. Annual Percent Changes in TFP (USDA) for All States. 
 
 
Panel b. Average Annual Technical Change (Ours) and Average Annual TFP Change (Ours) across All 
States.  
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Figure 6. Comparison of Estimates of Annual Technical Change (Ours) versus Annual TFP 
Change Estimates (USDA) for Selected States, 1964-2004.  
 
Panel a. Technical Change Estimates (Ours) versus TFP Change Estimates (USDA) for California  
 
Panel b. Technical Change Estimates (Ours) versus TFP Change Estimates (USDA) for Iowa  
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