Network embeddings learn to represent nodes as low-dimensional vectors to preserve the proximity between nodes and communities of the network for network analysis. The temporal edges (e.g., relationships, contacts, and emails) in dynamic networks are important for network evolution analysis, but few existing methods in network embeddings can capture the dynamic information from temporal edges. In this paper, we propose a novel dynamic network embedding method to analyze evolution patterns of dynamic networks effectively. Our method uses random walk to keep the proximity between nodes and applies dynamic Bernoulli embeddings to train discrete-time network embeddings in the same vector space without alignments to preserve the temporal continuity of stable nodes. We compare our method with several state-of-theart methods by link prediction and evolving node detection, and the experiments demonstrate that our method generally has better performance in these tasks. Our method is further verified by two real-world dynamic networks via detecting evolving nodes and visualizing their temporal trajectories in the embedded space.
INTRODUCTION
Networks describe the relationships between entities, such as social relationships within a population, interactions between biological proteins, and co-occurrence relationships within words. Dynamic networks are very common in many application domains with entities and connections changing over time, such as email networks and instant messaging networks. Analyzing these networks can gain insight into evolution patterns in these domains. Recently, dynamic network analysis has received much attention, and many embedding-based approaches have been proposed for temporal link prediction [19] , node prediction [36] , and multi-label node classification [15] . Thus, utilizing embeddings to investigate network evolution is a promising research direction.
As illustrated in Figure 1 , a social network is evolving with the addition and deletion of nodes and edges over time. Each node represents a person, and each edge indicates one kind of events between two persons, such as friendship, contacts, and emails. The weight of an edge denotes how strong this relationship is or the frequency of communication (e.g., the number of emails or calls). Two most important factors in dynamic networks are the proximity between nodes and temporal continuity of stable nodes along the time, which should be preserved in network embeddings for effective network evolution analysis. For instance, node 1 and node Figure 1 : An illustration of a social network with the addition and deletion of nodes and edges over time. For example, node 7 disappears at t = T , and node 8 appears at t = T . The edge between node 1 and node 2 is deleted at t = 2, and a new connection between node 1 and node 5 is generated.
3 share the same neighbor nodes at t = 1 in Figure 1 , but this relation is decreased at t = 2 (i.e., proximity similarity). The neighbor nodes of node 4 at t = 1 and t = 2 are similar. Thus, the embedded vectors of node 4 at the two timesteps should be nearly the same (i.e., temporal similarity).
Previous methods for network embeddings, such as matrix factorization [2] , random walk [8, 23, 25] , deep neural network [3, 5, 20, 32] , and many others [9, 31] , generally focus on static networks to preserve the proximity between nodes. These methods fail to capture the temporal information in dynamic networks. Recently, continuous-time dynamic network embeddings [19] aim to learn continuous changes in temporal networks by temporal walk, which is a walking strategy with a time-ascending order. However, this method represents all network information into one embedding and cannot effectively capture the temporal changes of nodes over time, such as evolving node detection. DynamicTriad [36] seeks to train all graphs in a dynamic network jointly into a sequence of embeddings by imposing triad. However, the triad, a local proximity, only describes the local relation among up to three nodes, and can hardly capture high-order proximities between nodes.
In this paper, we attempt to learn discrete-time network embeddings for dynamic network, i.e., each node has the same number of low-dimensional vectors with the number of timesteps and both the proximity and temporal continuity of each node are preserved in the dynamic network embeddings. A direct method to solve this problem is to learn each graph separately by static network embedding methods, and then align all network embeddings into the same vector space by alignment methods [10] . However, it is challenging to align these embeddings due to nonlinear movements of evolving nodes, and such alignment error would reduce the performance of downstream tasks. Thus, we propose a novel dynamic network embedding method to learn a sequence of graphs in a dynamic network and generate continuous embedded vectors for stable nodes without embedding alignments. Dynamic network embeddings can capture neighbor node changes over time for evolution analysis. Generally, this paper has the following contributions:
• We propose a general dynamic network embedding method that incorporates random walk on dynamic networks into Bernoulli embeddings.
• Our method is more effective in link prediction when compared with other state-of-the-art techniques. Besides, we generate artificial dynamic networks to verify our method in capturing the temporal evolution of nodes and achieve the best performance.
• Our method can be used to analyze and visualize the trajectories of evolving nodes while preserving the temporal continuity of stable nodes over time.
RELATED WORK
With the rise of social networks (e.g., Facebook and Twitter) and big data (e.g., millions or billions of interaction records), network embedding methods have received considerable attention from both industrial and academic. The key point of network embeddings is to learn a low-dimensional vector representation for each node to preserve the proximity, which can be easily used for several application tasks, for instance, node classification [23] , link prediction [21] , node clustering [33] , anomaly detection [11] , and collaboration prediction [4] . Some network embedding methods are based on matrix factorization [2] , which constructs a k-step transition probability matrix to measure the node similarity at different scales. Inspired by a good performance of word2vec in natural language processing, some researchers incorporated random walk into the skip-gram model [17] to learn network embeddings, such as DeepWalk [23] and node2vec [8] . These methods use random walk to produce a series of node sequences and apply the skip-gram model to learn network representations. Struc2vec [25] focuses on the structural identities of nodes and constructs a weighted multilayer graph for random walk to capture the hierarchical structural similarity. Recently, some embedding methods based on deep neural networks have received considerable attention [3, 20, 32] to learn nonlinear mapping functions. To enhance the robustness of representations, Dai et al. employed generative adversarial network to capture latent features in network embeddings [5] .
Most previous network embedding methods only focus on static networks, but dynamic network embedding learning is a hot research topic. It is related to dynamic latent space models, such as a dynamic model accounting for friendships drifting over time [29] and a case-control approximate likelihood [24] . CTDNE [19] incorporates temporal information into existing network embedding methods based on random walk by introducing a time-series order. TNE [37] is a discrete-time dynamic network embedding method based on matrix factorization. DynGEM [12] is based on deep autoencoders combined with a layer expansion to generate embeddings of a growing network. DynamicTriad [36] focuses on the local structure called triad to learn the proximity information and evolution patterns. TIMERS [35] uses a SVD model to learn dynamic network embeddings incrementally based on the initialization of the previous graph. DepthLGP [15] tackles the issue of updating out-of-sample nodes into network embeddings by combining a probabilistic model with deep learning. Previous methods evaluate network embeddings only by static tasks, and the trajectories of evolving nodes have not received much attention. Therefore, one of our evaluations is evolving node detection, and we further visualize the trajectories of evolving nodes in the context of stable nodes for evolution pattern analysis.
PROBLEM DEFINITION
In this paper, we seek to solve the proximity and temporal representation problem of dynamic networks, i.e., each node has one embedded vector in each timestep. Recently, the exploration of word meaning evolution in natural language processing has received much attention, and the key is to understand how words change their meanings over time and mine the latent cultural evolution [14] . Kulkarni et al. proposed an insightful conception of aligning all word embeddings at different timesteps into one vector space before semantic shift analysis [13] . Instead of a linear transformation for the alignment, Eger and Mehler presented second-order embeddings to compare the difference of word meanings [6] . Moreover, it was shown in [1] and [34] that we can learn diachronic word embeddings in the same vector space jointly. Thus the alignment across of embeddings is simultaneous and accurate.
Inspired by these diachronic word embeddings, we propose a novel method to generate embeddings for dynamic networks. The definition of dynamic networks is given as follows: Definition 3.1 (Dynamic Networks). A dynamic network is a series of graphs Γ = {G 1 , ..., G T } and G t = (V t , E t ), where T is the number of graphs, V t is a node set and E t includes all temporal edges within the timespan [S t , S t +1 ]. Each e i = (u, v, s i ) ∈ E t is a temporal edge between the node u ∈ V t and the node v ∈ V t at the timestamp
A dynamic network can be constructed from temporal events, and different construction methods may have different applications, as discussed in Section 4.1. Our goal is to learn dynamic network embeddings M 1 , ..., M T and M t ∈ R |V t |×D , where |V t | is the number of nodes at timestep t and D is the dimension of embeddings. Thus, the concept of dynamic network embeddings is defined formally as follows: Definition 3.2 (Dynamic Network Embeddings). Given a dynamic network Γ = {G 1 , ..., G T }, dynamic network embeddings aim to project a node д ∈ V t into a low-dimensional vector space by a mapping function f : д → y
Thus, there is an embedding matrix M t ∈ R |V t |×D to represent the proximity and temporal properties for each graph G t . The dynamic network embeddings generally require the following characteristics:
• Proximity Preservation. The embeddings should preserve the proximity between nodes, i.e., if a node u and a node v have similar neighbor nodes at timestep t, y
u and y
should be located nearby in the vector space.
• Temporal Continuity. The embeddings should keep the temporal similarity of stable nodes, i.e., if a node u has similar neighbors at timestep t and t + 1, y
• Dimension Reduction. Although dynamic networks can be complex with thousands of nodes and temporal edges, the embeddings should be low-dimensional, i.e., D ≪ max |V t |. Therefore, the embeddings can be effectively applied to downstream machine learning tasks.
PROPOSED METHOD
Our method has three main steps. Firstly, we construct a dynamic network from temporal events. Then we apply random walk to generate node sequences matrix for each graph to keep the local proximity for each node in each timestep. Finally, we learn node representations from all node sequences of all timesteps jointly based on Bernoulli embeddings, as shown in Algorithm 1.
Dynamic Network Construction
The relationships between entities are generally described by timestamped events in real-world datasets, such as emails, calls, and interaction records. We first need to transform these temporal events into a dynamic network by constructing a sequence of graphs before learning its dynamic network embeddings. One strategy is the fixed time interval ω (e.g., hours, days, and weeks) for each timestep. Thus, each graph G t has a time window [S t , S t + ω) and S t is the earliest timestamp of timestep t. The temporal edge set of timestep t is
Since the events may be not evenly distributed over time, graphs would have different numbers of events. For example, one graph may contain one thousand temporal edges, while the other graph may only have one hundred temporal edges. The dynamic network embeddings learned from these graphs with non-uniform events may have a negative impact on downstream tasks, especially for sparse graphs. Thus, it would be better to choose different time intervals for different timesteps, and construct a dynamic network by a fixed number of events ε (the other strategy). The events can be generally described as follows (the number of events is N ):
Each graph G t has an event window (ε · (t − 1), ε · t] ⊂ [1, N ] , and the edge set of timestep t is defined as follows:
In this way, each graph has nearly the same number of events. However, the drawback is breaking the equivalent time interval, which may be important for some applications. We can select the fixed time interval or the fixed number of events depending on tasks when constructing dynamic networks.
The hard boundary may generate discontinuous network embeddings over time and lead to misleading evolution patterns. To address this issue, the window of each graph has an overlap γ ∈ [0, 1] with the previous graph, as shown in Figure 2 . For the fixed time interval, the time window ω > ∆t (non-overlapping time interval) and the overlap γ is defined as γ = (ω − ∆t)/ω. For the fixed number of events, the event window ε > ∆e (non-overlapping events) and the overlap γ is defined as γ = (ε − ∆e)/ε. In our experiment, we choose to adjust ε for the link prediction and evolving node detection tasks, and adjust ω for analyzing and visualizing the trajectories of evolving nodes.
Algorithm 1 Dynamic Network Embeddings
number of walks on each node r length of each walk L embedding size D context size cs negative sample size ns Output:
д ,V t ,cs,ns) end for end for
Sequential Random Walks
We use random walk to capture the proximity information of each graph and generate sequences of walks as the input for network embeddings learning. For each graph, we first choose a node as the root of a random walk, then the walk selects uniformly from the neighbors of the last node visited until the maximum length L of a node sequence is reached. The walking process will repeat r times for each node of each graph. Instead of repeating the walking process in each graph iteratively, our approach runs random walk on graphs parallelly to generate one node sequence matrix W t for each graph G t . In natural language processing, the context is composed of the words appearing to both the right and left of the given word. For the network, the context means the neighbors of the node, and the nodes before and after the node in the node sequence are the context of the node.
Dynamic Bernoulli Embeddings
We introduce the dynamic Bernoulli embedding method for latent representation learning of a dynamic networks (Algorithm 2). A node sequence w
L } is generated from the node j at timestep t by random walk. We define the context of v (t ) i in the node sequence as c
where the sum д α д x (t ) kд is a filter to select the context vector α д . With the shared context vector α д for all timesteps, we can train all embeddings in the same vector space and capture the evolution information across all timesteps.
To initialize embeddings M 1 , ..., M T and α, we use Gaussian priors with a diagonal covariance, and set parameters λ 1 and λ according to [28] .
To achieve better performance, we can use embeddings pretrained by static methods as the default value of M t to speed up the convergence of our model. To train dynamic network embeddings, we regularize the pseudo log likelihood with the log priors, and then maximize the likelihood to obtain a pseudo MAP estimation. Furthermore, we consider the contributions of positive context nodes and negative context nodes separately, and we define these two likelihoods L pos and L neд as follow:
where σ (·) is the sigmoid function to generate the probability. Considering negative context nodes are far more than positive context nodes, we use negative sampling to randomly select nodes except node д as negative context nodes to reduce the computation of L neд . We define the sampling distribution of negative context nodes is ϕ, and Equation 8 is redefined as:
In this paper, we set the unigram distribution [18] raised to the power of 0.75 as ϕ. We notice that y and α are the terms of Equation 4
which is included in Equation 7 and 9. Thus, we set a prior to α:
To penalize the consecutive embedding vector y (t −1) д and y (t ) д for drifting from each too far apart, we set the prior of y as:
Finally, we group all likelihoods as the optimization objective:
Overall, we use Stochastic Gradient Descent (SGD) [26] to fit Equation 12 with a proper learning rate.
Algorithm 2 DBE(y
(t ) д ,α д ,W (t ) д ,V t ,
cs,ns)
for each w
Minimize loss L(y, α) by SGD(y 
EXPERIMENTS
Our method is evaluated by the link prediction task and the evolving node detection task. The former is a classical method to assess the effectiveness in capturing dynamic changes of the proximity in adjacent timesteps. The latter focuses on detecting evolving nodes which are unstable and likely to change over time.
For the first task, we use eight datasets collected from Network Repository [27] and all datasets are temporal and real. Table 1 shows the statistics of these datasets.
For the second task, we generate several artificial dynamic networks. Each dynamic network has different numbers of nodes and edges. For the density of networks, we impose a power-law distribution on the node degree with different parameters.
There are 4 communities initially and the edges within the community are more than the edges between communities. Furthermore, to simulate the evolving trend of dynamic networks, we randomly choose 10% nodes in the network as evolving nodes and design the evolution strategies of nodes as follows:
• Evolving nodes can change more than two edges at each timestep, while the limit is two for stable nodes.
• Evolving nodes are gradually moved to another community by decreasing the number of edges within the community and increasing the number of edges with another community. The edges of stable nodes can be changed within the community. • The number of edges is generally stable for evolving nodes, i.e., the number of additions is nearly the same with the number of deletions.
Setup
Our approach is based on random walk and dynamic Bernoulli embeddings, and there are several hyperparameters for the construction of dynamic networks, random walk, and embedding learning. We fix some hyperparameters (i.e., D=128, L=80, r =10, cs=4, ns=10) as suggested in [19] and use the fixed event number strategy to construct dynamic networks for discrete-time embeddings methods (i.e., TNE, DynGEM, DynamicTriad and our method) in this section.
Baseline Methods
Our method is a discrete-time network embedding method, and we select the compared baseline methods from different categories. DeepWalk and node2vec are two representative static methods. For the evolving node detection task, we first apply them to learn each graph separately and use alignment methods [10] to align these embeddings into the same vector space. For dynamic network embedding methods, we select one continuous-time network embedding method (CTDNE) and three discrete-time network embedding methods (TNE, GynGEM, and DynamicTriad).
• DeepWalk [23] . This static method is based on random walk and the skip-gram model. Three hyperparameters are set as default (D = 128, r = 10, ns = 10) and the other two hyperparameters are selected from several values, L ∈ {40, 60, 80}, cs ∈ {6, 8, 10}.
• node2vec [8] . node2vec captures the diversity of connectivity patterns in a network and preserves high-order proximities between nodes. node2vec introduces two new hyperparameters for grid search compared with DeepWalk and we set p, q ∈ {0.25, 0.50, 1, 2} as mentioned in [8] .
• CTDNE [19] . This is a continuous-time network embedding method based on DeepWalk to capture temporal information by random walk in the chronological order. We set F s as a linear distribution and F t as a unbiased distribution as suggested in [19] .
• TNE [37] . This dynamic embedding method is based on matrix factorization to learn discrete-time network embeddings. We choose parameter λ ∈ {0.001, 0.01, 0.1, 1, 10}.
• DynGEM [12] . This model is based on deep auto-encoders to incrementally generates the embedding of the current graph with an initialization from the previous graph. We fix the parameters as suggested in [12] .
• DynamicTriad [36] . This model utilizes triad to capture the dynamic changes in networks. To report the best performance of this method, we set hyperparameters β 1 ∈ {0.1, 1, 10} and β 2 ∈ {0.1, 1, 10} alternatively. We repeat all experiments 10 times and report the average performance of each method.
Link Prediction
Link prediction is a common application to evaluate the performance of network embeddings. To generate the training data and testing data, we sort all temporal edges by the time-ascending order as suggested in [19] . Then we use the first 75% as the training data and the remaining 25% as the testing data (one graph). Static methods (DeepWalk and node2vec) use the whole training data as one graph to learn one network embedding, while the training data is further partitioned into a sequence of graphs for TNE, DynGEM, DynamicTriad, and our method. The number of timesteps are listed in Table 1 .
We compute the similarity between two nodes by the L2 distance in the current timestep to predict whether the two nodes exist one edge in the next timestep. To evaluate the performance by AUC, we use a logistic regression model as the classifier with 5-fold crossvalidation. Table 2 demonstrates that our method outperforms the other methods in most cases.
Evolving Node Detection
The structure of a real-world network changes over time. However, the network structure generally does not change sharply between adjacent timesteps and most nodes are stable in many timesteps. Dynamic network embeddings can be used to detect evolving nodes when their neighbors have changed significantly. Thus, we use the evolving node detection task to evaluate the proximity preservation and temporal continuity of network embedding methods in capturing evolution patterns.
For each timestep t, we calculate the distance between two embedded vectors y (t ) д and y (t +1) д in adjacent timesteps for each node д, and sort these distances by the descending order. The first 10% nodes with a large distance are called active nodes in the timespan [S t , S t +1 ], and this timestep is an active timestep for these active nodes. We further sort active nodes in all timesteps by the number of active timesteps, and choose the top 10% nodes with a large number of active timesteps as evolving nodes. Table 3 shows the performance of six methods by three metrics: MAP, MRR and TOP-K. CTDNE generates one final embedding for a continuous-time network, and cannot be used for this task. Our method achieves overall the highest gains against other state-ofthe-art methods.
Parameter Analysis
Many hyperparameters of our method have been evaluated by previous work [23, 28] , and we select two hyperparameters (i.e., ε and γ ) from dynamic network construction and the other two hyperparameters (i.e., r and cs) from network embedding learning for parameter analysis by evaluating the performance of our method in the link prediction task. Dynamic network construction. To construct dynamic networks, we need to specify the event window size ε and overlap ratio γ . Initially, we fix the other parameters (i.e., D=128, L=80, r =10, cs=4, ns=10), and then we evaluate the performance with different values of hyperparameters ε and γ by the link prediction task in two datasets, IA-ENRON and FB-FORUM. Table 4 demonstrates the performance of our method in the link prediction task is stable with different values of ε and γ .
Network embedding learning. We select two hyperparameters, r (i.e., the number of walks of each node) from random walk and cs (i.e., the context size) from Bernoulli embedding learning.
We fix the other hyperparameters (i.e., D=128, L=80, r =10, ε=8000, γ =0.5) and change the values of r and cs. Table 5 shows the performance of our method is stable when r = 10. However, if we fix cs = 4, the best performance with r = 10 achieves an average gain of 6.4% across the other values of cs for FB-FORUM. Thus, the hyperparameter cs is a little sensitive for the link prediction task and we can tune the value of cs to achieve better performance.
APPLICATIONS
To analyze evolution patterns of real-world dynamic networks, we visualize the trajectories of evolving nodes in 2D space by t-SNE [16] . A path with the color from light to dark (such as the light blue to the dark blue) shows the trajectory of an evolving node in a timespan and we draw the node every three timesteps. Note that the two dynamic networks in this section are regarded as undirected and we construct dynamic networks by the fixed time interval for evolution analysis.
Primary school dynamic network
The primary school data is collected from face-to-face contacts between students and teachers in a school locating in France during two school days in October 2009 [30] . This data contains 232 students from 10 classes, composed of 5 grades with each of the grades divided into two classes. There are 10 assigned teachers for 10 classes. We choose the first day to analyze its evolution patterns due to the similarity between two days. We create a dynamic network with 92 timesteps by a fixed time interval ∆t = 6 minutes and a window size ω = 60 minutes with an overlap ratio γ = 0.9. Figure 3 (a) shows the projection of students and teachers at 8:45 am (the first graph). We encode each class and teachers with different colors, total eleven colors. Figure 3(b) depicts the number of evolving nodes defined in Section 5.3 from 8:45 am to 17:05 pm. The evolution pattern is in line with the school schedule reported in [30] . Two peak points at 11:40 am and 14:45 pm are two breaks and the low part shows the lunchtime from 12:30 pm to 14:00 pm. Furthermore, few students are extremely active as shown in Figure 3(c) .
To analyze the trajectory of active students, we select Student 201 and Student 74 with higher active scores from 8:45 am to 17:05 pm in Figure 4 . Student 201 and Student 74 move from Class 2B to Class 5B and then back to Class 2B. Student 201 contacts with the students of Class 5B (e.g., Students 148, 170 and 218) during the lunch break (i.e., from 11:30 am to 13:30 pm), thus we infer they may be friends. We may also conclude that Class 2B and Class 5B share the lunch break, which can be verified from the school schedule. Moreover, we notice that Student 201 contacts with Student 72 after the lunchtime, while Student 74 contacts with Student 72 before the lunchtime. This shows that Student 201 and Student 74 do not have a direct relationship. However, they may be both the friend of Student 72. Based on the triad theory, they will be friends via Student 72.
Email communication dynamic network
The email communication network data is collected from a large European research institution composed of 42 departments [22] . The network data contains 986 nodes and 332,334 temporal edges across 803 days. We create a dynamic network with 74 timesteps by a fixed time interval ∆t = 7 days and a window size ω = 14 days with an overlap ratio γ = 0.5. The data provider hides all labels of departments for the consideration of personal privacy. To show the proximity of this network, we use DBSCAN [7] to cluster nodes based on the L2 distance, and generate 42 clusters. Figure 5 The number of evolving nodes at each timestep is provided in Figure 5(b) , and the number in each week is relatively stable except few weeks, such as week 10. Most nodes are stable (inactive), as most nodes have zero active weeks (timesteps) in Figure 5 (c). We focus on two evolution trajectories of Researcher 90 and Researcher 328 for detailed analysis in Figure 6 . Due to the lack of labels, neighbor nodes in the embedded space are colored in gray.
The neighbor nodes of Researcher 90 change over time and we notice Researcher 90 evolves between two groups. In the first few weeks, Researcher 90 has few neighbors, and the reason may be that Researcher 90 joined the institution as a new researcher. After week 51, Researcher 90 leaves his department to another.
Researcher 328 has few neighbors in the first few months. Researcher 90 and Researcher 328 have a similar evolution pattern at the beginning. After that, Researcher 328 moves from the outside of the department to the core position, while the contacts between Researcher 328 and others increases significantly. From the evolution trajectory of Researcher 328, he/she may become a leader or secretary in this department. 
CONCLUSION
In this paper, we have proposed a novel approach to capturing the changes of dynamic networks with proximity and temporal properties preserved. To evaluate our method, we compare our method with several state-of-the-art methods including static methods and dynamic methods with two tasks, link prediction and evolving node detection. The experiments demonstrate that our method achieves substantial gains and perform effectively in proximity and evolution analysis of dynamic networks. For future work, it is desirable to update nodes which never appear in the network incrementally instead of retraining. Most existing network embedding methods only focus on one noticeable facet of the network, while the network includes diverse facets in the real world. Thus, we would like to design a method to incorporate multiple-facet properties into network embeddings. 
