Gutjahr, Welzl and Woeginger found polynomial-time algorithms for a number of digraph homomorphism problems. These algorithms are based on the X-enumeration, the C k -extended X-enumeration and the X-graft construction. In this note we show how the last two methods can be combined to obtain new polynomial-time algorithms, which also work for list homomorphisms. In the process we are able to extend results of Bang-Jensen and Hell, dealing with homomorphisms to bipartite tournaments, to list homomorphisms.
Introduction
Given two digraphs, G and H, a homomorphism from G to H is a mapping f : V (G) → V (H) such that if xy is an arc of G, then f (x)f (y) is an arc of H. The existence of a homomorphism is denoted by G → H. The H-colouring problem is the decision problem that asks (for a fixed target digraph H) whether an input digraph G has a homomorphism to H. It is sometimes denoted by HOM H . Let G be an instance of the H-colouring problem such that to each vertex u ∈ V (G) there is assigned a list L(u) ⊆ V (H). The question of whether there is a homomorphism f : G → H, such that f (u) ∈ L(u) for each u ∈ V (G) is known as the list homomorphism problem and is denoted by LIST-HOM H .
One of the main problems driving this area of research has been whether HOM H (resp. LIST-HOM H ) exhibits a so-called dichotomy: every problem in HOM H (resp. LIST-HOM H ) is polynomial-time solvable or is NP-complete. A result of Ladner [17] states that if P = NP, then there exist problems in NP, that are neither in P nor NP-complete. Thus a dichotomy result will show that HOM H (resp. LIST-HOM H ) does not contain problems of such intermediate nature as predicted by Ladner's theorem. It is conjectured by Feder and Vardi [7] that all constraint satisfaction problems (of which HOM H and LIST-HOM H are special cases) satisfy such a dichotomy. Digraphs play a central role in this dichotomy. Feder and Vardi [7] also proved that every constraint satisfaction problem (CSP) is polynomially equivalent to a digraph homomorphism problem. Therefore, dichotomy holds for CSPs if and only if it holds for digraphs.
One approach to this problem relies on general relational structures (digraphs being relational structures with one binary relation) and so-called polymorphisms defined on them. A polymorphism on a digraph H is any homomorphism f : H k → H, k ≥ 2, where H k is the k-fold categorical product of H [13] . The polymorphisms form an algebra and the properties of this algebra are what is conjectured to determine whether the associated homomorphism problem is in P or is NP-complete. This approach was pioneered by individuals such as Bulatov, Cohen, Gyssens, Jeavons, and Krokhin [4, 15, 16] .
A digraph H is said to admit a weak near-unanimity function of arity k if there exists a polymorphism f : H k → H such that
• f (x, x, . . . , x) = x (idempotent)
• f (y, x, x, . . . , x) = f (x, y, x, . . . , x) = f (x, x, y, . . . , x) = · · · = f (x, x, x, . . . , y) (weakly nearly-unanimous)
While Feder and Vardi [7] conjecture that all constraint satisfaction problems exhibit a dichotomy, there is a strengthened version of their conjecture that states exactly when the division between P and NP-complete occurs [19] . This has come to be known as the Algebraic Dichotomy Conjecture.
Conjecture 1.1. If H is a digraph, and H admits a weak near-unanimity function of arity k, then HOM H is polynomial-time solvable. Otherwise (i.e. H does not admit a weak near-unanimity function of any arity), HOM H is NP-complete.
in polynomial-time by a method known as "the graft extension." Our aim here is to generalize this method. We will show that our method leads to polynomial-time problems that do not fit into Gutjahr, Welzl and Woeginger's framework. Therefore, in some sense, these are "new" polynomial-time problems.
An enumeration (h 1 , h 2 , . . . , h n ) of the vertices of a digraph H is called an Xenumeration (X-underbar enumeration) if the following property holds: if h i h j and h k h l are arcs of H, then min(h i , h k ) min(h j , h l ) is also an arc of H, where the minimum is taken with respect to the X-enumeration. These have also been called min orderings [6] .
Let H 1 be a loop-free digraph that has an X-enumeration, (h 1 , h 2 , . . . , h n ), and H 2 be any digraph. We form a new digraph H by deleting the vertex h n from H 1 and replacing it by the digraph H 2 : every vertex h i ∈ V (H 1 ) that is adjacent to (from) h n is now adjacent to (from) every vertex in H 2 . The digraph H is denoted by X-graft(H 1 ,H 2 ).
A variety of researchers have noticed that when H 1 has the X-property, then LIST-HOM H 1 is polynomial-time solvable (private communication from P. Hell; also see [3, 20] ). Further, when LIST-HOM H 2 is polynomial-time solvable, then LIST-HOM H is also polynomial-time solvable, where H = X-graft(H 1 ,H 2 ) [3, 20] .
An extension of the X-enumeration, to digraphs with directed cycles, was also discussed by Gutjahr, Welzl and Woeginger [10] . Let C k be a directed cycle on k vertices. Throughout the rest of the paper we label the vertices of C k , in cyclic order, as {0, 1, . . . , k − 1}. A digraph H is said to have the C k -extended X-property if the following holds.
• There exists a homomorphism f :
Therefore for each arc xy of H there exists a unique integer i ∈ {0, 1, . . . , k − 1} such that x ∈ V i and y ∈ V i+1 , where the subscripts are handled modulo k.
• There is a C k -extended X-enumeration; that is, an enumeration of the vertices of H such that each subgraph of H induced by
has the X-property with respect to this enumeration.
Note that an X-enumeration is actually a C 1 -extended X-enumeration. It was also shown by Gutjahr, Welzl and Woeginger that if a digraph H has the C k -extended X-property, then H-colouring is polynomial time solvable. Inherent in our algorithm of Section 3, is an algorithm that shows that LIST-HOM H is polynomial-time solvable when H is a digraph that has the C k -extended X-property. In [20] a result appears proving that a digraph that has the C k -extended X-property also admits a weak near-unanimity function of arity three. The argument used there may be transformed into the algorithm of Section 3. This was never noted in [20] , but helpful feedback from the reviewers of an earlier version of this manuscript helped make the connection. The fact that LIST-HOM H is polynomial-time solvable when H has the C k -extended X-property has been observed by others before (private communication from Rick Brewster), but we are not aware of a proof in the literature.
In the next section we will show how the graft extension above and the C kextended X-property can be combined to yield a C k -extended graft construction.
In proving our results use will be made of the consistency check algorithm [13] . Suppose that H is a fixed digraph. As input to the H-colouring problem we have a digraph G. In trying to find a homomorphism G → H, we may start the process by assigning a list L(v) = V (H) to each vertex v of G. These lists record possible images for the vertices of G and initially every vertex of H is a possible image for any given vertex of G. The algorithm we describe next processes each list L(v), v ∈ V (G), by removing any vertices from L(v) that cannot possibly be images of v.
The lists attached to each vertex of G are said to be consistent if for any arc uv of G the following two properties hold:
• for any x ∈ L(u), there exists y ∈ L(v) such that xy is an arc of H and
The goal of the consistency check (Algorithm 1.1) is to reduce the initial lists to ones that are consistent.
Algorithm 1.1 The Consistency Check

Input:
A digraph G with lists
Reduce the lists to
, and then, as long as changes occur, process each arc uv of G repeatedly as follows: remove from L * (u) any x for which no element y ∈ L(v) has xy an arc in H, and remove from L * (v) any b for which no a ∈ L * (u) has ab an arc in H.
The consistency check is said to succeed if L * (u) = ∅ for every u ∈ V (G) when the algorithm terminates, and to fail otherwise. It is known [13] that if H has an Xenumeration and the consistency check succeeds on an input G, then a homomorphism G → H can be found by choosing the smallest (with respect to the X-enumeration) element from each list.
The X-enumeration was the key to showing that oriented paths have polynomialtime solvable homomorphism problems [10] .
Another notion arising in the study of digraph homomorphisms is that of tree duality. A digraph H is said to exhibit tree duality when D → H if and only if there exists an oriented tree T such that T → D and T → H. That is, the non-existence of a homomorphism to H can be certified by the existence of an obstruction in the form of an oriented tree T having a homomorphism to D. The idea has also been generalized to obstructions that have bounded treewidth. A digraph H has treewidth-k duality when D → H if and only if there exists an oriented graph T of treewidth at most k such that T → D and T → H. Hell, Nešetřil, and Zhu [12] have shown that if H has bounded treewidth duality, then HOM H is polynomial-time solvable. Furthermore, it is also known that if a digraph H has the C k -extended X-property, then H has treewidth-2 duality [12] . This also shows that such an H defines a polynomial-time H-colouring problem. See [13] for more on this.
The techniques from [10] were also instrumental in showing that certain unicyclic locally semicomplete digraphs define polynomial-time solvable problems [3, 20] . It seems clear then that the techniques in [10] play an important role in the study of digraph homomorphisms.
We would also like to point out that two recent papers, [8] and [9] , also make use of vertex orderings (so-called max-min orderings) in deriving polynomial-time algorithms for certain digraph homomorphism problems.
In [1] it was shown that unicyclic bipartite tournaments define polynomial-time homomorphism problems. In the last part of this paper we will show that unicyclic bipartite tournaments can be seen to arise from the C 2 -extended graft construction.
The C k -extended Graft Construction
Let H be a digraph with the C k -extended X-property and G a digraph that is homomorphic to C k . This means that both G and H have homomorphisms to
Recall that the vertex set of C k is labelled cyclically as {0, 1, 2, . . . , k − 1}. Define the following partitions on the vertices of G and H:
Let v i = max{H i }, where the maximum is with respect to the X-enumeration on H,
We now define the C k -extended graft of H by G, which will be denoted by graft C k (H, G; f, g).
Here,
An example of this construction is shown next. Let G and H be the digraphs shown in Figure 1 . The vertices of G and H are labelled with the numbers 1, 2, 3, . . . , 11 and the labels a, b, c indicate homomorphisms from G and H to C 3 , where V (C 3 ) = {a, b, c} and A(C 3 ) = {ab, bc, ca}. Note that taking the vertices of H in the order 1, 2, 3, 4, 5 produces an X-enumeration of V (H) that is compatible with the homomorphism H → C 3 .
Here we have that
To produce graft C 3 (H, G; f, g), we delete vertices 3, 4, 5 from V (H) as well as any arcs incident with these vertices (the only arc that remains is 12). The "maximum" vertex in H a is 5, and vertex 5 is now replaced by vertices 8 and 11 (since they also mapped to a ∈ V (C 3 )). Similarly, vertex 3 is the maximum vertex in H b and it is replaced by vertices 6 and 9 and lastly, vertex 4 is the maximum vertex in H c and is replaced by vertices 7 and 10. Since 1, 2 / ∈ M we now add arcs from vertex 1 to both vertices 6 and 9 as well as arcs from vertex 2 to vertices 7 and 10.
In the next example ( Figure 2) we keep the digraph H the same as the one used in the first example, but use as G a path of length 2. The path of length 2 has three different homomorphisms to C 3 and each of these lead to a different instance of graft C 3 (H, P 2 ; f, g). That these are in fact different follows from the length of the longest path mapping to each graft C 3 (H, P 2 ; f, g) (length 2,3 and 4 respectively). Thus by simply changing the homomorphism of G to C k one may obtain different polynomial homomorphism problems.
The Polynomial-time Algorithm
The aim of this section is to show that the C k -extended graft construction produces digraph homomorphism problems that are polynomial-time solvable.
Let H be a digraph with the C k -extended X-property and G a digraph that is homomorphic to C k . This means that both G and H have homomorphisms to C k : 
We will assume that D is connected. If not, the discussion (and algorithm that follows) can be applied to each component of D.
Label the vertex set of C k cyclically by {0, 1, 2, . . . , k − 1}. Define the following partitions on the vertices of G and H:
Let v i = max{H i }, where the maximum is with respect to the X-enumeration on H, An example of graft C 3 (H, P 2 ; f, g) using different homomorphisms from P 2 to C 3 .
digraph by H ′ and the corresponding partition of
, as follows: Note that H ′ also has the C k -extended X-property: the arcs that were added in forming H ′ were added among the "maximum" vertices in each colour class
This means that having a homomorphism to C k is a necessary condition for D to have a homomorphism (list or otherwise) to H ′ . If D is connected and D → C k , then since the homomorphism is determined by the image of a single vertex, there are exactly k homomorphisms of D to C k :
For each j ∈ {0, 1, . . . , k − 1}, we define a consistency check, CC j , with input D, target H ′ and lists L j (u) for each u ∈ V (D), given by:
is defined as before. A homomorphism ψ : D → C k may now be found be mapping u ∈ V (D) to i ∈ {0, 1, . . . , k − 1} if and only if u ∈ D i . From the discussion before, it follows that, ψ has to be one of the k homomorphisms to C k , say ψ = h j , j ∈ {0, 1, . . . , k − 1}. This also implies that the partition of V (D) defined at the start of the proof will coincide with the partition of
where D j i is defined in the discussion before the start of the lemma. We note that φ(u) ∈ L j (u) for each u ∈ V (D), and that φ(u) can never be removed from L j (u) when executing CC j . That is CC j will succeed.
(⇐) Suppose that D → C k and that CC j , j ∈ {0, 1, . . . , k −1} succeeds. Consider the homomorphism h j : D → C k as well as the partition
, where the minimum is taken with respect to the X-enumeration of
, where the subscripts are handled modulo k. Since the graphs induced by
each have the X-property, φ is a list homomorphism [13] .
We would like to point out that Lemma 3.1 actually applies to any digraph H ′ that has the C k -extended X-property, and not just to the digraph H ′ that was constructed here.
Suppose that D → H ′ , and let CC j 1 , CC j 2 , . . . , CC jt be the list of successful consistency checks. At this point, given a successful consistency check CC j i , one may obtain a list homomorphism φ j i : D → H ′ by selecting the smallest vertex (with respect to the X-enumeration of H ′ ) from each list L * j i (u) for each u ∈ V (D) [13] . Finally, in an effort to construct a list homomorphism D → F , we attempt to extend at least one of the homomorphisms φ j i : D → H ′ , to F . If u ∈ V (D), and φ j i (u) ∈ M, then by the definition of F , φ j i (u) ∈ V (F ) and requires no further action. For every vertex u of D such that φ j i (u) ∈ M, φ j i (u) = v s for some s ∈ {0, 1, . . . , k − 1}. Let D
be the subgraph of D induced by the vertices u of D with φ j i (u) = v s for some s ∈ {0, 1, . . . , k − 1}. These vertices of D can be used to define an instance of LIST-HOM G , with input D
. We will say that CC j i extends to F if the list homomorphism defined above is successful. 
It may now be verified that φ is in fact a list homomorphism. As in the proof of Lemma 3.1, there is a homomorphism D → C k that equals one of the k homomorphisms to C k , say h j : Let D ′ be the subgraph of D induced by the vertices u ∈ V (D) such that ψ(u) ∈ V (G) and D
• be the subgraph of D induced by the vertices u ∈ V (D) such that L * j (u) = {v s } for some s ∈ {0, 1, . . . , k − 1} (that is, the vertices in D
• are forced to map to M by CC j ). The existence of the homomorphism ψ implies that D ′ is a YES instance of LIST-HOM G . We now show that
This implies that D
• is a subgraph of D ′ , so that D • is also a YES instance of LIST-HOM G . Therefore CC j extends to F .
(⇐) Suppose φ : D → H ′ is a list homomorphism and that CC j , j ∈ {0, 1, . . . , k − 1}, is successful and extends to F . Since CC j is successful, there is a particular list homomorphism 
. By the construction of F , it may now be verified that ψ is in fact a list homomorphism.
The discussion, and the two lemmas above, now imply the following algorithm for LIST-HOM F , where F = graft C k (H, G; f, g). D is the input digraph with lists L(u) ⊆ V (F ) for each u ∈ V (D). We will assume that D is connected (otherwise, apply the algorithm to each component of D). • If CC j fails, consider the next homomorphism h j+1 .
Test for the existence of a homomorphism
(c) Otherwise, if CC j succeeds, consider an instance of LIST-HOM G as defined above.
• If LIST-HOM G fails, consider the next homomorphism h j+1 .
(d) Otherwise LIST-HOM G succeeds, and we obtain a list homomorphism D → F . Therefore D is a YES instance of LIST-HOM F .
4. Either each CC j failed, or, every successful CC j failed to extend to F . Therefore D is a NO instance of LIST-HOM F .
The algorithm implies the following theorem.
Theorem 3.3. Let G and H be digraphs such that H has the C k -extended X-property, G is homomorphic to C k , and LIST-HOM G is polynomial-time solvable. Define F = graft C k (H, G; f, g), then LIST-HOM F is polynomial-time solvable.
Note that in executing the algorithm above, we may have to iterate as many as k times before finding the desired homomorphism, or showing that it doesn't exist. The parameter k is independent of the input and depends entirely on the target F .
At this point it is quite natural to ask the question: what about a T -extended graft construction for some digraph T = C k ? The problem with a construction like this lies with the number of homomorphisms to T that have to be considered in the algorithm. When T = C k , there are at most k homomorphisms that have to be tested to find a list assignment. If T contains a vertex of indegree (or outdegree) at least two (say v), and if the input digraph D contains a vertex of indegree t (say u), then there may be as many as 2 t possible ways of mapping u and its neighbours to v and its neighbours. In this case the number of homomorphisms that need to be tested may be exponential. The option exists to have T = P k (path of length k), but it turns out that if
This follows from the fact that G, H → P k implies that G, H → C t , with t ≥ k.
Some Properties of the C k -extended Graft Construction
In this section we discuss some properties of the C k -extended graft construction. We start with a lemma from [10] that will be useful in this section. In order to state the lemma, we need the notion of homomorphic equivalence. Two digraphs G and H are homomorphically equivalent if there exist homomorphisms G → H and H → G. Homomorphically equivalent digraphs result in homomorphism problems of the same complexity.
Lemma 4.1 (Gutjahr, Welzl and Woeginger [10] ). Let H be a digraph that has the C k -extended X-property. If H contains a directed cycle, then H is homomorphically equivalent to C k .
A digraph H is a core if and only if it does not admit a homomorphism to a proper subdigraph, that is, H is not homomorphically equivalent to a proper subdigraph.
The first theorem deals with the core of graft C k (H, G; f, g), where G is a directed cycle of length tk, t > 0. Recall from Section 2, that M denotes the set of "maximum" vertices of H with respect to the C k -extended X-enumeration. Theorem 4.2. Let H be an acyclic digraph with the C k -extended X-property. Define F = graft C k (H, C tk ; f, g), where t is a positive integer. The core of F is equal to C k if and only if there exists a directed path in H with initial and terminal vertices in M and internal vertices in H − M.
Proof. Both H and C tk have homomorphisms to C k . Label the vertex set of C k cyclically as {0, 1, . . . , k − 1}. Define H i , F i , and v i , 1 ≤ i ≤ k − 1, as in the definition of the C k -extended graft.
(⇒) Let the core of F be C k . This means that F contains a directed k-cycle, say C. Neither H, nor C tk contain a k-cycle. This means that
is the successor of u on C). Suppose that u ∈ F i . In order to complete the cycle C in F , there has to be a path in H − M from u + to some vertex x ∈ C tk . Note that x / ∈ F i , otherwise H would contain a k-cycle. Suppose that x ∈ F j , j = i. The path from u to x in F , may be transformed into a path in H be replacing u with v i and x by v j . This leads to the desired path.
(⇐) Suppose that there exists a path, P , in H from v i ∈ M to v j ∈ M, such that all internal vertices are in H − M. Note that v i = v j , otherwise H contains a k-cycle. Denote the successor of v i on P by v (which is also present in F ) into a k-cycle using the vertices of C tk . Therefore F contains a k-cycle, and by construction, F retracts to this k-cycle.
It is worth noting that in the proof above, we needed an H that does not contain a k-cycle. By Lemma 4.1, the only way to achieve this is to have H be acyclic.
The next theorem aims to show that our C k -extended graft construction can produce digraphs that do not have the C k -extended X-property of Gutjahr, Welzl and Woeginger [10] . That is, it leads to "new" problems that do not fit into their framework. Theorem 4.3. Let n ≥ 4 be an integer. Denote by H the digraph formed by taking a directed cycle of length n and reversing one arc. Let G be a directed cycle of length t(n − 2), t > 0. Then D = graft C n−2 (H, G; f, g) is a core and D does not have the C ℓ -extended X-property for any ℓ.
Proof. Let G, H and D be defined as above. Note that H is an oriented cycle of netlength n − 2 and that both H and G have homomorphisms to C n−2 . Label the vertex set of H cyclically by 0, 1, 2, . . . , n − 1 in such a way that 0(n − 1) is the arc that was reversed in forming H. One possible enumeration of V (H) that is compatible with its homomorphism to C n−2 is 0, n − 2, 1, n − 1, 2, 3, 4, . . . , n − 3. Let H i , G i with 0 ≤ i ≤ n − 2, and M be defined as in the definition of the extended graft construction. With this choice of H we will have M = {2, 3, 4, . . . , n − 2, n − 1} and V (D) = V (G) ∪ {0, 1}, where 0 and 1 are vertices of H. Also, the vertex 0 is adjacent to the vertex 1 as well as to t equally-spaced vertices of G, say x 1 , x 2 , . . . , x t . The vertex 1 is adjacent to x The vertex 0 is a source vertex in D, and so is not on any cycle in D. If we were to delete vertex 0, this would cause vertex 1 to become a source vertex, and so vertex 1 is not on a cycle in D either. This shows that the only cycle in D is the cycle G.
Let ρ : D → D be a retraction. The image of G under ρ must contain a cycle. By what was stated above, this cycle has to be G itself. This means that G must map to itself under ρ. The vertex 0 will have to map to a common in-neighbour of ρ(x 1 ), ρ(x 2 ), . . . , ρ(x t ). Since 0 is the only common in-neighbour of these vertices, ρ(0) = 0. Similarly, ρ(1) = 1. Therefore D is a core.
Assume that D has the C ℓ -extended X-property. Since G = C t(n−2) is a subgraph of D, Lemma 4.1 now implies that D is homomorphically equivalent to C ℓ . This contradicts the fact that D is a core (that is not equal to a directed cycle). Therefore D does not have the C ℓ -extended X-property for any ℓ.
We would like to point out that by taking the digraph H in Theorem 4.3 to be the oriented path with V (H) = {0, 1, 2} and E(H) = {01, 21}, one can show that D = graft C k (H, C tk ; f, g) (t > 0) is a directed cycle, C tk , together with a source vertex that dominates t vertices that are equally spaced around the cycle. Similarly, D = graft C k (H, P ℓ ; f, g), is a directed path, P ℓ , with a source vertex that dominates equally spaced vertices along the path. These digraphs are known to define polynomial homomorphism problems [2] . The construction in this paper, therefore, is an alternative proof of this fact.
Polynomial Bipartite Tournaments
A bipartite tournament, T A,B (with colour classes A and B) is an orientation of a complete bipartite graph. In [1] Bang-Jensen and Hell proved the following two lemmas.
Lemma 5.1 (Bang-Jensen and Hell [1] ). If T A,B is a bipartite tournament which contains exactly one directed cycle, then this cycle is a directed 4-cycle and T A,B can be obtained from the directed 4-cycle by adding a sequence of zero or more sources and sinks.
Note that "adding sources or sinks" means that the source (respectively sink) will be added in such a way that it is adjacent to (respectively from) all the vertices in exactly one of A or B, while respecting the bipartition (A, B).
Lemma 5.2 (Bang-Jensen and Hell [1] ). Let T A,B be a bipartite tournament for which the T A,B -colouring problem is polynomial-time solvable. Let T ′ (respectively T ′′ ) be a bipartite tournament obtained from T A,B by adding a source (respectively a sink) to the class A or B. Then T ′ -colouring (respectively T ′′ -colouring) is also polynomial-time solvable.
It follows from these two lemmas [1] that if T A,B contains at most one directed cycle, then T A,B -colouring is polynomial-time solvable. On the other hand if T A,B is a bipartite tournament that is a core and contains at least two directed cycles, then T A,B -colouring is NP-complete [1] .
We now show how Lemma 5.2 is actually a consequence of the C 2 -extended graft construction. In doing so we will actually show that LIST-HOM T A,B is polynomialtime solvable where T A,B is a bipartite tournament containing at most one directed cycle. This generalizes the result of Bang-Jensen and Hell [1] (stated in the previous paragraph) to list homomorphisms.
Let G = T A,B be a bipartite tournament containing at most one directed cycle, and let C 2 be a directed 2-cycle: V (C 2 ) = {a, b} and A(C 2 ) = {ab, ba}. Clearly G → C 2 (A → a and B → b). The choice of H in the C 2 -extended graft will depend on whether we want to add a source or a sink to G and also on whether this source or sink is added to colour class A or B. We will only discuss the case of adding a source/sink to class A. The other case is similar.
To add a source to class A, let H = P , where V (P ) = {x, y, z} and A(P ) = {xy, zy}. Let f : P → C 2 be a homomorphism where f (x) = a, f (y) = b and f (z) = a, here M = {y, z} (the ordering x, y, z is an X-enumeration of V (P )). To add a sink to class A, let H = P , where V (P ) = {x, y, z} and A(P ) = {yx, zy}. Let f : P → C 2 be a homomorphism where f (x) = a, f (y) = b and f (z) = a, again M = {y, z}. Both of these are illustrated in Figure 3 . Proof. Suppose that T A,B has at most one directed cycle. Then T A,B is constructed by adding a sequence of sources/sinks, recursively, to either a single vertex, or to a C 4 (Lemma 5.1). It is known that LIST-HOM K 1 (respectively LIST-HOM C 4 ) is solvable in polynomial time, where K 1 is the complete graph on one vertex. Adding sources and sinks using the C 2 -extended graft construction (as outlined above), and by appealing to Theorem 3.3 at each step of the recursive construction of T A,B , we see that LIST-HOM T A,B is solvable in polynomial time.
Setting L(u) = V (T A,B ) for every vertex u in the input digraph D, one obtains the result of Bang-Jensen and Hell [1] that T A,B -colouring is polynomially decidable if T A,B is a bipartite tournament with at most one directed cycle.
Conclusion
In this paper we describe a new construction of polynomial-time homomorphism problems that generalizes previous constructions of Gutjahr, Welzl and Woeginger [10] . The construction can produce both previously known polynomial problems [1, 2] and new polynomial problems, different than those discussed by Gutjahr, Welzl and Woeginger [10] . It also allowed us to generalize a result of Bang-Jensen and Hell [1] , dealing with homomorphisms to bipartite tournaments, to list homomorphisms.
