Abstract. We present a numerical method for computing the pure-point spectrum associated with the linear stability of coherent structures. Our method is based on the Evans function shooting and matching approach. The Grassmann representatives for the stable and unstable manifolds of the spectral problem suffice to construct the Evans function. Our idea is to fix a coordinate patch for the Grassmann representatives of each manifold and numerically compute in that representation. We are thus required to solve a nonlinear Riccati differential equation for each manifold. In practice the method is stable, robust, analytic in the spectral parameter and of complexity bounded by the order of the spectral problem. For large systems it represents a competitive method to that proposed by Humpherys and Zumbrun [21]. We demonstrate this by comparing the two methods in three applications: Boussinesq solitary waves, autocatalytic travelling waves and Ekman boundary layer.
Introduction
Our goal in this paper is to demonstrate that the natural coordinate representation for the Grassmannian manifold can be used to evaluate the Evans function (see Evans [17] , Alexander, Gardner and Jones [1] and Sandstede [30] ). The Evans function is a standard tool in shooting and matching techniques used to compute the spectra of linear differential operators posed on the real line. Such spectral problems might arise in the investigation of Schrödinger operators (Ledoux [23] ) and the linear stability of coherent structures such as travelling fronts to reaction diffusion systems: autocatalytic (Billingham and Needham [7] ) or combustion fronts (Terman [33] ), nerve impulses (Alexander, Gardner and Jones [1] ), neural waves (Coombes and Owen [13] ), and so forth.
Importantly our method is especially suited to large scale problems. These might emerge from high order systems, though specifically we envisage the scenario of multi-dimensional waves whose transverse structural information is projected onto a large but finite dimensional transverse basis. This generates a large linear spectral problem posed on the one-dimensional longitudinal coefficient function set.
Until recently, there has been a restriction on the order n of the system that could be investigated numerically using shooting-see Humpherys and Zumbrun [21] . This restriction manifests itself as follows. To determine eigenvalues and eigenfunctions by shooting, we construct the complex stable and unstable manifolds of the order n linear differential spectral problem with associated spectral parameter. The unstable manifold is the one whose basis of solutions decays to the left far-field; the basis solutions of the stable manifold decay to the right far-field. Typically in the subregion of the complex spectral parameter plane of interest, these manifolds have conjugate dimension-suppose hereafter the unstable manifold has dimension k while the stable manifold has dimension n − k. The goal in shooting is to pick the values of the spectral parameter for which the bases for the two manifolds are linearly dependent. Such values of the spectral parameter generate a solution to the spectral problem that spans both manifolds simultaneously thereby naturally satisfying the vanishing boundary conditions in both far-field directions. Such spectal parameter values are pure-point eigenvalues. The Evans function measures the linear dependency of the two sets of basis functions and is simply the determinant of the matrix whose columns are the k unstable and n − k stable basis functions.
However numerically, computing the basis solutions of either manifold is nontrivial. Consider for example the unstable manifold. The k basis solutions in general have distinct exponential growth rates. The basis solution with the fastest growth can be computed reliably. Numerical approximations to those with smaller growth rates bleed onto the attracting largest growth basis solution.
To resolve this problem, Allen and Bridges [3] and Brin [11] proposed the technique of representing the invariant subspaces by the respective exterior products of their basis functions (a standard technique for computing Lyapounov exponents and utilized analytically by Alexander, Gardner and Jones [1] ). This approach successfully cures the bleed problem as we need only integrate the single object which is the exterior power of the basis solutions which have a representation in higher dimensional Euclidean embedding spaces. It has been applied with great success (see Allen and Bridges [3] , Allen [2] or Bridges, Derks and Gottwald [9] ). The drawback with this method is that the dimension of the Euclidean embedding space is n!/k!(n − k)!. In the typical scenario k = n/2 and this dimension grows exponentially with the dimension of the invariant subspaces.
To overcome this dimensionality problem, Humpherys and Zumbrun [21] proposed using the method of continuous orthogonalization (Drury's method) to numerically compute the stable and unstable manifolds. Roughly the idea is as follows-we focus on the unstable manifold of dimension k. This submanifold of C n can be represented by k complex n-vectors, or simply an n × k matrix of rank k. The space of such k-frames of C n through the origin is known as the Stiefel manifold V(n, k). We can also use Gram-Schmidt to orthonormalize the k-frames, or equivalently use a QR-decomposition. If we equivalence by the positive definite R matrices we project V(n, k) onto the Stiefel manifold of orthonormal k-frames U(n, k)-the n × k representation matrix is now orthonormal. However whether we consider V(n, k) or U(n, k) we are still retaining redundant information needed to construct the Evans function, which recall measures the degree of intersection between the unstable and stable manifolds. We focus on two generic ways to equivalence by this redundant information.
Each k-frame of V(n, k) spans a k-plane: the space of k-planes of C n through the origin is known as the Grassmannian manifold Gr(n, k). Since each k-plane is invariant to any rank k matrix transformation, equivalencing by such matrices projects elements in V(n, k) onto Gr(n, k), and consequently Gr(n, k) ∼ = C (n−k)×k (see Griffiths and Harris [19] ). The method we propose in this paper is to project the unstable and stable manifolds of the spectral problem onto Gr(n, k) and Gr(n, n−k)
respectively, but choosing a preferred coordinatization (or coordinate patches for Gr(n, k) and Gr(n, n − k)). The Evans function can be reconstructed from the projected subspace information. Two ideas were key to this approach: the Möbius projection from the Stiefel manifold V(n, k) to the Grassmann manifold Gr(n, k) illuminated in Schiff and Shnider [31] and the minimal information required to compute the Evans function formulated by Greenberg and Marletta [18] .
The method of Humpherys and Zumbrun [21] can be viewed as an analogous projection from the Stiefel manifold of orthonormal k-frames U(n, k) to the Grassmannian manifold Gr(n, k), without fixing a preferred coordinatization (see Edelman, Arias and Smith [16] ). This generates the continuous orthogonalization method which is also a Drury-Oja flow (see Yan, Helmke and Moore [35] and Hairer, Lubich and Wanner [20, p. 136] ).
Our paper is organised as follows. In Section 2 we introduce Stiefel and Grassmann manifolds in detail. Then in Section 3 we show how the linear spectral problem projects onto the Grassmann manifold generating a Riccati flow. We also relate this approach to the continuous orthogonalization method proposed by Humpherys and Zumbrun [21] . We briefly review, from Alexander, Gardner and Jones [1] , the unstable and stable bundles required to construct the Evans function in Section 4. We show how to computationally construct the Evans function in practice in Section 5. We then implement and compare the Riccati method with the continuous orthogonalization method in Section 6 for three applications; in particular our third example is a sixth order system.
Grassmann and Stiefel manifolds
2.1. Definitions. A k-frame is a k-tuple of k ≤ n linearly independent vectors in C n . The Stiefel manifold V(n, k) of k-frames is the open subset of C n×k of all k-frames centred at the origin. The Stiefel manifold of orthonormal k-frames is Steenrod [30, p. 35] or Griffiths and Harris [19, p. 193] 
Since any two such matrices Y and Y represent the same element of Gr(n, k) if and only if Y = Y U for some U ∈ GL(k) (the k-dimensional subspace elements are invariant to rank k closed transformations mapping k-planes to k-planes), Gr(n, k) can be uniquely represented by a matrix of the form
where y i,j ∈ C for i = k + 1, . . . , n and j = 1, . . . , k. The set of such matrices is an open dense subset of Gr(n, k) and corresponds to a coordinate patch which is centred at C k 0 , the subspace with all the components y i,j = 0. With this choice we have a unique representation for Gr(n, k) given by
We can equivalence by any other k × k minor of Y to obtain an alternative unique representation and distinct coordinate patch for Gr(n, k).
Homogeneous manifolds.
The Stiefel manifold V(n, k) is isomorphic to the general linear group GL(n) equivalenced by the subgroup
Alternatively, any element of the general linear group GL(n) has a complex QR-decomposition, i.e. GL(n) ∼ = U(n) × T(n), where U(n) is the unitary group and T(n) is the group of upper triangular matrices. Hence we have U(n) ∼ = GL(n)/T(n). Further, the Stiefel manifold of orthonormal k-frames U(n, k) is the unitary group U(n) equivalenced by U(n−k), i.e. U(n, k) ∼ = U(n)/U(n−k). We can now also think of the Grassmann manifold Gr(n, k) as the Stiefel manifold U(n, k) equivalenced by
Further, every Y ∈ V(n, k) has the singular value decomposition:
where W ∈ U(n, k), V ∈ U(k) and Σ ∈ C k×k is the diagonal matrix with the k positive singular values of Y on the diagonal-let us denote the group of such matrices σ by S(k). Hence we have
In summary, we have the following commutative diagram:
2.4. Fibre bundles. The fibre bundle π : V(n, k)→Gr(n, k) is a principle fibre bundle. For each y in the base space Gr(n, k), the inverse image π −1 (y) is homeomorphic to the fibre space GL(k) which is a Lie group-see Montgomery [27, p. 151] . The projection map π is the natural quotient map sending each k-frame centered at the origin to the k-plane it spans-see Milnor-Stasheff [26, p. 56] . In fact, as we have already seen, it is a trivial fibre bundle as
where y = LU −1 and U ∈ GL(k). Note that with this particular decomposition, we have implicitly chosen the coordinatization (2) for the Grassmann manifold Gr(n, k).
Definition (Möbius projection map). The projection map π : V(n, k)→Gr(n, k) defined by
we shall call the Möbius projection map.
We could choose a different coordinate patch for Gr(n, k). For example, the representation and corresponding Möbius projection mapπ :
2.5. Plücker embedding. The Grassmann manifold Gr(n, k) can also be represented through the classical analytic Plücker embedding in the projective space the image of the Grassmannian under the Plücker embedding (6) is cut out by the linear system of quadrics given by the subspaces of quadratic forms prescribing decomposable forms on P k C n . The dimension of the image space and the intricacies of projecting onto the image cut by the Plücker relations has been one of the obstacles to using this approach to extend shooting methods to high order systems. Also recall that we can consider the Stiefel manifold as a fibre bundle V(n, k) = Gr(n, k) × GL(k). Our goal here is to characterize the induced decomposition of the tangent space T Y V(n, k) for Y ∈ V(n, k). We can decompose the tangent space T Y V(n, k) into horizontal and vertical subspaces (see Montgomery [27, p. 149 
Note that can additively decompose any given tangent vector
into two components
where ξ ∈ gl(k) and η ∈ C (n−k)×k . The component V h characterizes the horizontal subspace H Y (associated with the tangent space of the Grassmannian base space) while V ⊥ characterizes the vertical subspace V Y (associated with the fibres homeomorphic to GL(k)). We can canonically project onto either the horizontal or vertical subspaces by projecting onto the lower
For the Stiefel manifold of orthonormal k-frames U(n, k) = Gr(n, k) × U(k) there is an analogous tangent space decomposition except that ξ ∈ su(k) instead.
3.2. Riccati flow. Suppose we are given a vector field on the Stiefel manifold
where a ∈ C k×k , b ∈ C k×(n−k) , c ∈ C (n−k)×k and d ∈ C (n−k)×(n−k) are functions of x and Y . Now note that we can decompose V ∈ T Y V(n, k) into horizontal and vertical components given by
Using the decomposition (4) and the ansatz (8) for the vector field V we see that where we now think of a, b, c and d as functions of x, U and y. This system defines a coupled flow on Gr(n, k) × GL(k). Now let us suppose the vector field V is linear so that A = A(x) only. Then the the flow on the base space Gr(n, k) decouples from the flow evolving through the fibres GL(k). The flow on Gr(n, k) is governed by the Riccati differential system
Remarks.
(1) The governing Riccati vector field v(x, y) ≡ c(x) + d(x)y − ya(x) − yb(x)y is simply the push forward of the linear vector field V (x, Y ) = A(x)Y from V(n, k) to Gr(n, k) via the Möbius projection map π. We could have arrived at this result more quickly by computing the push forward directly. (2) If y ∈ Gr(n, k) satisfies the Riccati differential system (9) and W ∈ U(k)
then Q = I k y W satisfies the Drury-Oja equation
Hence the continuous orthogonalization flow considered by Humpherys and Zumbrun [21] , represents a flow on the Grassmann manifold with the coordinatization evolving according to the orthonormal flow (10).
Stable and unstable bundles
Consider the linear spectral problem on R:
We assume there exists a subdomain Ω ⊆ C containing the right-half complex plane, such that for λ ∈ Ω there exists exponential dichotomies on R − and R + with the same Morse index k in each case (see Sandstede [30] ). Following Alexander, Gardner and Jones [1] we use the hyperbolic tangent transformation ( ≡ d/dx)
to render the system (12) and (13) 
respectively. The key results here of Alexander, Gardner and Jones [1, p. 178] are as follows. For the vector bundle W u we can assign a Gauss map g λ : [−1, 1)→Gr(n, k) such that g λ : τ → Φ − (λ, τ ). Consequently, if G(n, k) denotes the universal bundle over Gr(n, k) then Φ − (λ) = g * λ G(n, k), i.e. the unstable bundle is the pull back of the universal bundle over Gr(n, k). For any simple closed contour C in Ω, Alexander, Gardner and Jones use this to construct the augmented unstable bundle associated with C, which is isomorphic to S 2 . They prove for the contour C, that the winding number of the Evans function image, the first Chern number of the augmented unstable bundle and the number of eigenvalues (counting multiplicity) of the underlying linear differential operator, are equal.
Practical computation
Let Y − (x) ∈ V(n, k) denote the matrix whose columns are solutions to (12) which span the unstable manifold section at x ∈ R − , and let Y + (x) ∈ V(n, n − k) denote the matrix whose columns are the solutions which span the stable manifold section at x ∈ R + .
Evans function.
The values of spectral parameter λ ∈ Ω for which the columns of Y − and columns of Y + are linearly dependent on R are pure-point eigenvalues. The Evans function D(λ) is the measure of the degree linear dependence between the two basis sets Y − and Y + , i.e. of the degree of transversal intersection between the unstable and stable manifolds:
However note that
Hence we can measure the degree of transversal intersection between the unstable and stable manifolds by matching the Grassmann representations (using that det U − and det L + are both nonzero; see the results of Alexander, Gardner and Jones discussed above in Section 4).
Definition (Modified Evans function). We define the Evans function by
where x * ∈ R is the matching point.
Note that here we chose to equivalence Y + by its lower rank (n − k) sub-block, but we are free to choose any rank (n − k) sub-block.
Riccati systems. To compute y
− (x * ; λ) we project π : Y − → y − from V(n, k) onto Gr(n, k). Hence we solve the Riccati differential problem (9) for y = y − , i.e.
where a, b, c and d are the sub-blocks of A(x; λ) commensurate with those in (8) .
To compute y + (x * ; λ) we projectπ : Y + → y + from V(n, n−k) onto Gr(n, n−k) as defined in (5). Consequently we solve the Riccati differential problem for y = y + :
(1) The fibre bundle projections from the Stiefel to Grassmann manifolds are naturally analytic in λ.
(2) The implicit alternative coordinatization for Gr(n, n−k) is preferred in two of our examples in Section 6 due to the structure of A. However in general, the optimal choice of coordinatization is an open question.
Initialization.
We construct the n × k matrix whose columns are the k eigenvectors of A(−∞; λ) corresponding to eigenvalues with a positive real part (see Humpherys and Zumbrun [21] for how to preserve analyticity with respect to the spectral parameter λ). The projection π : V(n, k)→Gr(n, k) of that matrix is the initial data for y − at x = − − for some suitably large value of − > 0. Then analogously, we construct the n × (n − k) matrix whose columns are the n − k eigenvectors of A(+∞; λ) corresponding to eigenvalues with a negative real part. The projectionπ : V(n, n − k)→Gr(n, n − k) of that matrix is the initial data for y + at x = + for suitably large + > 0.
Example systems
We present some numerical results and we compare the Riccati method with the continuous orthogonalization technique of Humpherys and Zumbrun [21] .
6.1. Boussinesq system. As the first test system, we consider the Boussinesq system studied by Humpherys and Zumbrun. The solitary waves of the 'good' Boussinesq equation
where ξ = x − ct and the wave speed c satisfies |c| < 1. These waves are known to be stable when 1/2 < |c| < 1 and unstable when |c| < 1/2. If we consider small perturbations about the travelling waveū we generate the eigenvalue problem
which can be written as a linear spectral problem of the form Y = A(ξ; λ)Y , where
When the spectral parameter λ lies in the right-half complex plane the eigenvalues of A(∞; λ) spectrally separate into two growth and two decay modes; hence k = 2. For the Riccati method we evolve y − from ξ = − to ξ * = 0, and y + from ξ = to ξ * = 0 by integrating the Riccati equations (15) and (16), respectively (using the Matlab solver 'ode23s' with = 8). We then evaluate the modified Evans function (14) .
For the continuous orthogonalization method, again the eigenvectors of A(∞; λ) are used to construct the initial conditions at ξ = ± . We identify Q(±∞; λ) ∈ C n×k for each λ as the Q-matrices obtained after applying a QR-factorization to Y − and Y + . Then we integrate the Drury-Oja equation (11) In Figure 1 we show the Evans function computed along the real axis from λ = 0 to λ = 0.2 for the unstable pulse with c = 0.4. The Riccati (left plot) and continuous orthogonalization (right plot) methods detect a zero of the Evans function near λ = 0.155, indicating an unstable eigenvalue there.
Function evaluation for the continuous orthogonalization vector field as well as for the Riccati vector fields (15) and (16) requires three matrix-matrix multiplications. However note that the matrices in the continuous orthogonalization vector field are n × k and n × (n − k), respectively, while the matrices in the Riccati vector fields have smaller dimension: (n − k) × k. To construct Figure 1 the Evans function was evaluated at forty distinct λ values between λ = 0 and λ = 0.2. For the continuous orthogonalization method this required 30 seconds, while the Riccati method needed 23 seconds (Matlab-implementation, CPU 2.4GHz; the absolute and relative tolerances were set to 10 −8 and 10 −6 , respectively). As in Humpherys and Zumbrun [21] , we show in Figure 2 the evaluation of the Evans function about the contour 0.16 + 0.05e 2πit , 0 ≤ t < 1. The interior of this contour contains the unstable eigenvalue around λ = 0.155. 6.2. Autocatalytic fronts. As a second example, we study travelling waves in a model of autocatalysis in an infinitely extended medium
Here u(x, t) is the concentration of the reactant and v(x, t) is the concentration of the autocatalyst. We suppose (u, v) approaches the stable homogeneous steady state (0, 1) as x → −∞, and the unstable homogeneous steady state (1, 0) as x → +∞. The diffusion parameter δ is the ratio of the diffusivity of the reactant to that of the autocatalyst and m is the order of the autocatalytic reaction. The speed of the co-moving reference frame is c. The stability of the travelling wave of velocity c can be deduced from the location of the spectrum of the eigenvalue problem Y = A(x, λ)Y with
whereū andv represent the travelling wave solution. The pulsating instability occurs when δ < 1 is sufficiently small and m is sufficiently large (see Metcalf, Merkin and Scott [25] and Balmforth, Craster and Malham [6] ). For δ fixed and m increasing, a complex conjugate pair of eigenvalues crosses into the right-half λ-plane signifying the onset of instability via a Hopf bifurcation. Figure 3 shows the onset of this instability for δ = 0.1 as m is increased from 8 to 9 (see Aparicio, Malham and Oliver [5] ). The figure shows the zero contour lines of the real and imaginary parts of the Evans function computed with the Riccati method. Solid lines correspond to zero contours of the real part of D(λ), dashed lines to the imaginary part of D(λ). We see that a complex-conjugate pair of eigenvalues crosses into the right-half plane, indicating the onset of instability.
Similar results can be obtained using the continuous orthogonalization method. However the matrices in the continuous orthogonalization vector field are twice as big (4 × 2) as the ones in the Riccati vector fields (2 × 2). As a consequence the Riccati method is considerably faster. As a test we evaluated the Evans function at one hundred distinct λ values Re(λ) = −0.04 + 0.008 · k, Im(λ) = −0.13 + 0.026 · l, k, l = 1, 2, . . . , 10. Our Matlab implementation required 86 seconds for the Riccati method and 112 seconds for the continuous orthogonalization method.
6.3. Ekman boundary layer. The third test system is a boundary layer flow over a flat plate which is infinitely extended in the x and y direction and rotates around the half infinite z-axis with a given rotational speed. Linear stability of the Ekman boundary layer has been investigated numerically in Allen and Bridges [4] and Allen [2] using the exterior product method. The flow is governed by the continuity equation u x + v y + w z = 0, and the Navier-Stokes equations in a corotating frame
Here R e , R o and E k denote the Reynolds, Rossby and Ekman numbers, respectively. After non-dimensionalization and setting R e = R o , E k = 1, the linear stability of the boundary layer is determined by the eigenvalues λ of the linear problem Y = A(z; λ)Y where (see Allen [2, p. 176 
The Boundary condition at z = ∞ is defined as follows. Let
T denote the stable subspace of A + (λ) = lim z→∞ A(z; λ). Then we set y( ; λ) = L + (U + ) −1 and integrate the Riccati equation (15) from z = to z * = 0 (note that we are choosing a different Grassmann coordinatization for the stable manifold than in the previous two examples). The boundary condition for the rigid wall at z * = 0 as given in Allen and Bridges [4] is 
We computed neutral curves, i.e. curves in the -γ plane where Re(λ) = 0, using the Riccati method to compute y + (z * , λ) ∈ C 3×3 and consequently the Evans function D(λ; z * ). For continuation of the curves we used the Matlab package MatCont which uses pseudo-arclength continuation (Dhooge, Govaerts and Kuznetsov [14] ). Figures 4 and 5 show the neutral curves which match those in Allen and Bridges [4] and Allen [2] . The integration of the Riccati system has been done with the Matlab ODE-solver 'ode23s' from z = 10 to z * = 0 (as in Allen and Bridges) with absolute and relative tolerances 10 −6 and 10 −4 . The stable subspace Y + was constructed by computing the eigenvalues of A + (λ) using the Matlab eigenvalue-solver 'eig' (we For comparison we also implemented the continuous orthogonalization method of Humpherys and Zumbrun [21] as well as the exterior product method described in Allen and Bridges (but without using analytic bases for Y + ). We tested the performance of all three methods, in each case evaluating the Evans function on a 20 × 20 grid for λ in the complex plane. In Figure 6 we present contour plots of |D(λ; 0)|, and see that all methods find a root at λ ≈ 0.002 − 0.117i (we plot the logarithm in case of the exterior product method). The computation times for a 2.4Ghz machine are as follows. The slowest method is the exterior product method with 1214 seconds. This method involves integrating a linear system of order 20. The continous orthogonalization method needed 343 seconds and our Riccati method 107 seconds (as discussed in the Boussinesq example, the continous orthogonalization method needs more multiplications than the Riccati method). Lastly, the continuation for the exterior product method was about 9 times slower than the Riccati method (while giving the same results).
Consequently, a characterization of the horizontal and vertical subspaces is
Note that equivalently we could characterize H Y by those vectors V ∈ T Y U(n, k) such that Y † V = 0. For more details see Edelman, Arias and Smith [16] , Bindel, Demmel and Friedman [8] and Hairer, Lubich and Wanner [20, Section IV.9].
A.2. Stiefel manifold. We consider the decomposition for the Stiefel manifold in two parts, firstly that V(n, k) = U(n, k) × S(k) × U(k), and subsequently that U(n, k) = Gr(n, k) × U(k). Here we can think of decomposing the tangent space T Y V(n, k) into three subspaces:
where N Y is a normal subspace and H Y and V Y are horizontal and vertical subspaces (17) . The subspace N Y denotes the subspace of T Y V(n, k) normal to the tangent space of T Y U(n, k) with respect to the inner product in n · k-dimensional Euclidean space (see Edelmann, Arias and Smith [16] ):
for all u, v ∈ C n×k . Since any element u ∈ N Y can be identified by the property u, v = 0 for all v ∈ T Y U(n, k), we have (see Hairer, Lubich and Wanner [20, p. 132 
Then H Y and V Y are the horizontal and vertical subspaces of the tangent space to U(n, k). We can decompose any vector V ∈ T Y V(n, k) into V = V h +V ⊥ +V N , where with 'sym' and 'skew' representing the symmetric and skew Hermitian components of any square matrix,
We think of V h + V ⊥ as spanning the tangent space of U(n, k) so that the projection of the vector V onto the normal space is π N (V ) = V N , while that onto the tangent space is π T (V ) = V h + V ⊥ . We now consider the natural singular value decomposition for Y ∈ V(n, k) = U(n, k) × S(k) × U(k) given by (3) in the form Y = W R, where W ∈ U(n, k) and R ≡ Σ V † ∈ S(k) × U(k). We can then decompose W ∈ U(n, k) = Gr(n, k) × U(k) so that W = QU with Q ∈ Gr(n, k) and U ∈ U(k) and overall we have Y = QU R . 
