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5 The spinor genus of the integral trace.
Guillermo Mantilla-Soler
Abstract
Let K be a number field of degree at least 3. In this article we show
that the genus of the integral trace form of K contains only one spinor
genus. Additionally we show that exactly 43% (resp. 29%, resp. 58%) of
quadratic (resp. real quadratic, resp. imaginary quadratic) fields have the
same property.
Introduction
Let K be a number field. The rational quadratic form x 7→ trK/Q(x2) has been
extensively studied by several authors, see for example [Ba], [BaLe], [C-P], [Ep],
[Ga], [Mau], [MiRe] and [S]. For arithmetic purposes, a finer invariant of a num-
ber field is its integral trace form i.e., the integral quadratic form obtained by
restricting trK/Q(x
2) to the maximal order in K. Recent applications of the inte-
gral trace form can be found in the work of Bhargava and Shnidman (see [BhSh])
where they count cubic orders using the shape, an invariant closely related to the
integral trace form. Some other applications of the integral trace on cubic fields
can be found in [Man] and [Man2]. Given a non-degenerate integral quadratic
form q, it is of great interest to study the number of spinor classes on its genus.
This is explained by the famous result of Eichler [Eich] which says that for an
indefinite form q of dimension of at least 3 the spinor genus and the isometry class
coincide. In this article we analyze the spinor genus of the integral trace form of
a number field. Our main theorem is the following:
Theorem (cf.Theorem 2.12). Let K be a non-quadratic number field. Then, the
genus of the integral trace form of K contains only one proper spinor genus.
In the case of quadratic fields it is not necessary true that the genus and the
proper spinor genus of the integral trace coincide, however they agree and differ
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for infinitely many quadratic fields. In fact, they coincide (resp. differ) for a
positive proportion of quadratic fields.
Theorem (cf.Theorem 3.10). For 43% (resp. 29%, resp. 58%) of quadratic (resp.
real quadratic, resp. imaginary quadratic) fields the genus and proper spinor genus
of the integral trace coincide.
§1 Definitions, notations and basic facts
1.1 Notation
We summarize here the most important notation used in the paper.
• For a ∈ Qp we have that vp(a) is the usual p-adic valuation. We will use A
to denote the adele ring over Q, and for a field K we will denote by GK the
absolute Galois group Gal(Ksep/K).
• Let a1, ..., an be elements of a ring R, which in practice will be a maximal
order on a number field or a local field, the R-isometry class of a quadratic
form a1x
2
1 + ... + a1x
2
1 will be denoted by 〈a1, ..., an〉. Whenever there is
a possible ambiguity in the ring of definition of an isometry between two
quadratic forms we will write ∼=R to make it clear that the forms are con-
sidered to be over R.
• The isometry class of the binary integral quadratic form 2xy over Z2, the
hyperbolic plane, will be denoted by H.
• Most of our notation for quadratic forms is adopted from [Ca] or [O]. Un-
explained terminology is either standard or can be found in either of the
aforementioned references.
1.2 Equivalences between integral quadratic forms
We briefly recall the standard notions of equivalence between integral quadratic
forms. As it is customary we use geometric language. Let V be a non-degenerate
quadratic space over Q with orthogonal (resp. special orthogonal) group O(V )
(resp. SO(V )) and let LV be the set of lattices of maximal rank inside V . Let
OA(V ) (resp. SOA(V )) be the adelic orthogonal (resp. special orthogonal) group.
The group OA(V ) acts on LV and the different notions of equivalence between
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lattices are just given by orbits in LV , under the restricted action, of certain
subgroups of OA(V ). By using the usual diagonal embedding we may view O(V )
as a subgroup of OA(V ). The notions of class, proper class and genus can all be
given in terms of the groups O(V ), SO(V ) and SOA(V ), however for the spinor
genus we need the group ΘA(V ) which we define next. Let Spin(V ) be the simply
connected linear algebraic group over Q that is the universal cover of the algebraic
group SO(V ). Explicitly, there is an exact sequence of algebraic groups
1→ µ2 → Spin(V )→ SO(V )→ 1.
By taking GQ-invariance in the geometric sequence induced by the above exact
sequence (see [KMRT, Proposition 22.15]), we get a connecting homomorphism
of Galois cohomology
SO(V )→ H1(Q, µ2) ∼= Q∗/(Q∗)2.
The obtained homomorphism θ : SO(V )→ Q∗/(Q∗)2 is the so called spinor norm.
By considering, at every prime p, the quadratic space Vp := V ⊗Q Qp we have, as
above, the local spinor norm
θp : SO(Vp)→ Q∗p/(Q∗p)2.
Putting all the local spinor norms together we have a group homomorphism1
θA : SOA(V )→
∏
p
Q∗p/(Q
∗
p)
2
with kernel denoted by ΘA(V ) := Ker(θA).
Definition 1.1. Let Λ be a lattice in LV . For a subgroup G of OA(V ) the orbit
of Λ under the action of G is denoted by G(Λ).
1. The class of Λ (resp proper class) is cl(Λ) := O(V )(Λ) (resp cl+(Λ) :=
SO(V )(Λ)).
2. The genus of Λ (resp proper genus) is gen(Λ) := OA(V )(Λ) (resp gen
+(Λ) :=
SOA(V )(Λ)).
3. The spinor genus of Λ (resp proper spinor genus) is spin(Λ) := O(V )ΘA(V )(Λ)
(resp spin+(Λ) := SO(V )ΘA(V )(Λ)).
1The image of ΘA is in fact contained in A
∗/A∗2.
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Given M ∈ LV we say that Λ and M are in the same class (resp. proper class,
genus, proper genus, spinor genus, proper spinor genus) if they belong to the same
orbit by the respective subgroup.
It is not difficult to see that gen(Λ) = gen+(Λ) for any lattice Λ (see [Ca,
Chapter 8 Corollary to Lemma 3.2]) so the following are immediate consequences
of the definitions:
cl(Λ) ⊆ spin(Λ) ⊆ gen(Λ)⊇ ⊇ =
cl+(Λ) ⊆ spin+(Λ) ⊆ gen+(Λ).
The relevance of spinor equivalence, see [Eich], comes from the fact that for
Λ indefinite and of dimension bigger than 2 we have that
cl+(Λ) = spin+(Λ) and cl(Λ) = spin(Λ).
The following criterion is a very useful tool to determine when an integral
lattice Λ has spin+(Λ) = spin(Λ) = gen(Λ).
Theorem 1.2. Let V be a non-degenerate quadratic space over Q, and let Λ be
an integral lattice in V . For a prime p let Λp := Λ⊗ Zp, and let θp be the spinor
norm on the Qp-quadratic space Vp := V ⊗Q Qp. Suppose that for all primes p we
have that2 θp(Λp) ⊇ Z∗p. Then, the genus of Λ contains only one proper3 spinor
genus.
Proof. See [Ca, §11, Corollary pg 213].
1.3 Outline of the proof
Let K be a number field with maximal order OK and let qK be its integral trace
form i.e., the integral quadratic form obtained by restricting x 7→ trK/Q(x2) to
OK . The maximal order OK is an integral lattice, with integral quadratic qK ,
in the quadratic space (K, trK/Q(x
2)). We will denote this lattice and quadratic
space by Λ and V , respectively. To obtain that spin+(Λ) = gen(Λ) it is enough
to show, thanks to Theorem 1.2, that for all prime p
θp(Λp) ⊇ Z∗p mod (Q∗p)2. (1)
2See [Ca, Chapter 11 §1 (1.20) and (1.21)] for the definition of θp(Λp).
3What Cassels calls spinor genus, [Ca, Chapter 11 §1], is what is usually called proper spinor
genus [O, Chapter X §102].
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For primes p that are at worst tamely ramified in K there is a Jordan decom-
position of the lattice Λp that allows us to verify (1); see Theorem 2.2 for details.
To obtain (1) for wild primes we use the following result together with standard
upper bounds on the p-adic valuations of the discriminant of a number field (see
Corollary 2.5).
Theorem 1.3. Let V be a non-degenerate rational quadratic space of dimension
n > 2. Let Λ be a full rank integral lattice of discriminant D, and suppose that p
is a prime such that θp(Λp) 6⊇ Z∗p mod (Q∗p)2. Then,
1. n(n− 1)/2 ≤ vp(D) if p is odd.
2. n(n− 3) + 2 ön+1
2
ù ≤ v2(D) if V is definite.
3. n(n− 1) ≤ v2(D) if V is indefinite.
Proof. See both Corollaries in page 214 of [Ca] and the proofs of [E-H, Theorem
4.2, Theorem 4.6].
Remark 1.4. It is worthwhile to point out that the initial step in the strategy
to show (1) is the same for every prime regardless of the ramification type. We
explain this by looking at the argument for an odd prime p. The common strategy
here is to use a diagonalization 〈α1, ..., αn〉 of the Zp-lattice Λp and obtain (1) from
information about the αi’s. In the case of at worst tame ramification we know
explicitly the values of the αi’s and from them we get (1) (see Theorem 2.2). On
the other hand, if the prime p is wild we can assume that vp(αi) 6= vp(αj) for
i 6= j, otherwise Λp contains an orthogonal factor Λ(p) with θp(Λp) ⊇ θp(Λp) ⊇
Z∗p mod (Q
∗
p)
2. In particular, we have that
vp(α1 · ... · αn) =
n∑
i=0
vp(αi) ≥ n(n− 1)/2.
This is precisely the idea behind Theorem 1.3.1, hence to obtain (1) we are only
left with the task to show that this inequality never occurs for 〈α1, ..., αn〉.
§2 The proof
As often happens, it is convenient to start with number fields with only tame ram-
ification. Afterwards we will proceed to the case of wild ramification. Throughout
this section all number fields are assumed to have degree bigger than 2.
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2.1 Local integral trace at a tame prime
In this section we describe the Jordan decomposition of the integral trace form
when localized at a prime with at worst tame ramification. For details and proofs
see [Man3]. Given L a number field and p a rational prime we denote by gp the
number of primes in OL lying over p. Furthermore,
Fp :=
gp∑
i=1
fi
where f1, ..., fgp are the inertia degrees of the prime p in L.
2.1.1 Jordan decomposition
The following result describes the Jordan decomposition of the localization of the
integral trace in terms of residue and inertia degrees. For details see [Man3].
Theorem 2.1. Let L be a degree n number field and let qL be its integral trace
form. Let p be a rational prime which is not wildly ramified in L. Then,
qL ⊗ Zp ∼=


〈1, ...., 1, αp〉︸ ︷︷ ︸
Fp
⊕
p⊗ 〈1, ..., 1, βp〉︸ ︷︷ ︸
n−Fp
if p 6= 2,
〈γ1, ...., γF2〉︸ ︷︷ ︸
F2
⊕
2⊗ (H⊕ ...⊕H)︸ ︷︷ ︸
n−F2
2
otherwise.
Where αp, βp, γi are some elements Z
∗
p that can be explicitly calculated in terms of
the ramification of the prime p at L.
Proof. See [EMP, Theoreme 1.3] and [Man3, Theorem 0.1].
2.1.2 Tame primes
Thanks to Theorem 2.1 we can easily deal with primes that at worst tamely
ramified. Recall that we denoted by V the quadratic space given by (K, trK/Q(x
2)),
where K is number field of dimension at least 3, and by Λ the integral lattice in
V given by the maximal order OK .
Theorem 2.2. Let p be a prime, and suppose that p is unramified or tame in K.
Then, θp(Λp) ⊇ Z∗p mod (Q∗p)2.
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Proof. Suppose first that p 6= 2. By Theorem 2.1 there are α, β ∈ Z∗p such that
Λp ∼= 〈1, 1, ..., 1, α〉
⊕〈p, p, ..., pβ〉
Since dimΛp ≥ 3 one of the factors in the above orthogonal decomposition has
dimension at least 2. Hence Λp contains a two dimensional orthogonal factor Λ
(p)
among the following 〈1, α〉, 〈p, pβ〉. If p = 2 then, again by Theorem 2.1, there
are α1, ..., αm ∈ Z∗2 such that
Λ2 ∼= 〈α1, ..., αm〉
⊕
2⊗ (H⊕ ...⊕H).
Thus Λ2 contains an orthogonal factor Λ
(2) of the form 2H or 〈α1, α2, α3〉. The
result follows from [Ca, XI, §3, Lemma 3.7, Lemma 3.8].
2.2 Wild primes
We first recall some classic bounds on the p-adic valuation of the discriminant of
a number field.
Discriminant bounds. Let n be the degree of K and Let DK be its dis-
criminant. Let p be a prime and suppose that e1, ..., eg are the ramification de-
grees of p with corresponding residue degrees f1, ..., fg. Let Fp :=
g∑
i=1
fi and
Mp = max{vp(ei)}. The following well known bounds on the discriminant can be
found in [S2, III, §6, Remark Proposition 13.].
Theorem 2.3.
vp(DK) ≤ n− Fp +
g∑
i=1
eifivp(ei),
where equality is obtained if Mp = 0.
Remark 2.4. Notice that Mp = 0 is another way to say that the prime p is either
unramified or tame in K. In such case vp(DK) = n−Fp follows immediately from
Theorem 2.1.
An immediate consequence of Theorem 2.3 is:
Corollary 2.5.
vp(DK) ≤ n(Mp + 1)− Fp.
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Odd primes. In the case of wild ramification it is convenient to separate the
cases p = 2 and p 6= 2. Recall that in this section we are always assuming that
that n ≥ 3.
Theorem 2.6. Let p ≥ 5 be a prime. Then, θp(Λp) ⊇ Z∗p mod (Q∗p)2.
Proof. If n < 5 then p is either unramified or tame, both cases covered in Theorem
2.2. Hence we may assume that 5 ≤ n. Under this assumption we have that
n ≤ 5n−32 ≤ pn−32 . Since pMp ≤ n it follows that Mp ≤ n−32 , thus vp(DK) ≤
n(n− 1)/2− Fp < n(n− 1)/2. The result follows from Theorem 1.3.(1)
Theorem 2.7. θ3(Λ3) ⊇ Z∗3 mod (Q∗3)2.
Proof. It is convenient to divide the problem in cases according to the degree n.
As in the proof of Theorem 2.6 we may assume that 3 has wild ramification in K
i.e., 1 ≤ M3.
• If 5 ≤ n ≤ 8 then M3 = 1. Thus, M3 ≤ n−32 which leads to the result in the
exact same way as in the proof of Theorem 2.6.
• If 9 ≤ n then n < 3n−32 . Since 3M3 ≤ n we see that M3 < n−32 and we argue
as before.
• Suppose n = 3. Since 3 is ramified then trK/Q(OK) ⊆ 3Z. Thus, af-
ter diagonalizing Λ over Z3 we get that Λ3 ∼= 〈3a1u1, 3a2u2, 3a3u3〉 where
each ui ∈ Z∗3 and the ai’s are positive integers. Notice that 3 is totally
ramified in K, hence by Theorem 2.3 we have that v3(DK) ≤ 5. It fol-
lows that there are i, j with i 6= j and such that ai = aj , otherwise
v3(DK) = a1+ a2+ a3 ≥ 1+2+3 = 6. Thus Λ3 contains a two dimensional
orthogonal factor Λ(3) of the form 〈3a, 3au〉, where a is a positive integer
and u ∈ Z∗3, and the result follows from [Ca, XI, §3, Lemma 3.7, Lemma
3.8.].
• Suppose n = 4. Since 3 is ramified then 3OK = B31B2 for some prime ideals
Bi’s of OK . It follows that Λ3 ∼= 〈1〉⊕Λ′3 where Λ′3 is the integral trace lattice
of a totally ramified cubic extension of Q3. By the same argument we used
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in the case n = 3 applied to Λ
′
3 we conclude that Λ
′
3 has an orthogonal
factor Λ(3) of the form 〈3a, 3au〉, and thus it is also an orthogonal factor of
Λ3 from which the result follows.
The case p = 2. Before dealing with the even prime we need an auxilliary
result.
Lemma 2.8. Suppose n 6= 4. Then,
v2(DK) ≤ n(n− 2)
with equality possible only in the case n = 3.
Proof. If n > 6 then 2n−3 > n ≥ 2M2, thus M2 < n − 3. Since 2M2 ≤ n we have
that M2 ≤ 2 if n = 5. In particular, for all n > 5 we have that M2 ≤ n − 3.
Thanks to Corollary 2.5 we have that v2(DK) ≤ n(n− 2)− F2 < n(n− 2). Now
suppose n = 3. If 2 is unramified the inequality is obvious. Otherwise 2 has
ramification degrees 1, 2 and residue degrees 1, 1 which by Theorem 2.3 implies
that v2(DK) ≤ 3 = n(n− 2).
Proposition 2.9. Suppose that K is not a totally real quartic field. Then,
θ2(Λ2) ⊇ Z∗2 mod (Q∗2)2.
Proof. Since n(n− 2) ≤ min{n(n− 3) + 2 ön+1
2
ù
, n(n− 1)} the result follows, in
the case n 6= 4, from Lemma 2.8 and Theorem 1.3. If n = 4, we have that M2 ≤ 2
and by Corollary 2.5 we see that v2(DK) ≤ 11. On the other hand since K is non
totally real Λ is indefinite and the result follows from Theorem 1.3.(3).
Remark 2.10. Most of the hard work in proving the main result comes when
dealing with the primes 2 and 3 for small values of n. In particular notice that
at this point we can already conclude that
gen(qK) = spin
+(qK)
for all number fields K that are either at worst tame at 2 or that are non-quartic
and totally real. Next we deal with this, the final case.
Theorem 2.11. θ2(Λ2) ⊇ Z∗2 mod (Q∗2)2.
9
Proof. We may assume that n = 4 and that M2 ∈ {1, 2}. If M2 = 1 then, by
Corollary 2.5, v2(DK) ≤ 7 < n(n−2) and we use the argument of Proposition 2.9.
Furthermore, if c := v2(DK) ≤ 8 the same argument applies hence we may assume
thatM2 = 2 and that 9 ≤ c. Therefore L := K⊗QQ2 is a totally ramified quartic
extension of Q2, with discriminant of valuation c ∈ {9, 10, 11}. There are 36 such
fields (see for instance [Jo]).The ring of integers of L is of the form OL = Z2[αL]
for some in αL ∈ OL. The table below consists of the minimal polynomial of αL
for each one of the 36 fields and their corresponding discriminant valuation c.
c = 9 c = 10 c = 11 c = 11 c = 11
x4 + 6x2 + 2 x4 + 2x2 − 9 x4 + 12x2 + 2 x4 + 6 x4 + 8x+ 10
x4 − 2x2 + 2 x4 + 2x2 − 1 x4 + 4x2 + 18 x4 + 22 x4 + 8x+ 6
x4 + 6x2 + 10 x4 + 6x2 − 9 x4 + 12x2 + 18 x4 + 14 x4 + 8x+ 14
x4 + 2x2 + 10 x4 + 6x2 − 1 x4 + 4x2 + 10 x4 + 30 x4 + 8x2 + 8x+ 22
x4 + 2x2 − 2 x4 − 6x2 + 3 x4 + 12x2 + 10 x4 + 26
x4 − 2x2 − 2 x4 + 6x2 + 3 x4 + 4x2 + 14 x4 + 10
x4 + 2x2 + 6 x4 − 2x2 + 3 x4 + 4x2 + 6 x4 + 18
x4 − 2x2 + 6 x4 + 2x2 + 3 x4 + 12x2 + 6 x4 + 2
• Suppose that the minimal polynomial of αL is of the form x4 + 2ax2 + b.
Out of the 36 polynomials in the above table, 32 are of this form and they
satisfy exactly one of the following
(i) v2(a) = 0, v2(b) = 1,
(ii) v2(a) = 0, v2(b) = 0,
(iii) v2(a) = 1, v2(b) = 1.
(iv) a = 0, v2(b) = 1.
In particular, unless a = 0 i.e, in case (iv), b/a ∈ Z2. Moreover, in case
(ii) we have that all the values of b satisfy that b ≡ −1 mod 4. The Gram
matrix of the trace form in the basis {1, αL, α2L, α3L} is given by

4 0 −4a 0
0 −4a 0 8a2 − 4b
−4a 0 8a2 − 4b 0
0 8a2 − 4b 0 −16a3 + 12ab

 ∼= 4


4 0 0 0
0 −4a 0 8a2 − 4b
0 0 4a2 − 4b 0
0 8a2 − 4b 0 −16a3 + 12ab


4By this we mean that the quadratic forms having such Gram matrices are equivalent.
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∼=


4 0 0 0
0 4a2 − 4b 0 0
0 0 −4a 8a2 − 4b
0 0 8a2 − 4b −16a3 + 12ab

 ∼=


4 0 0 0
0 4a2 − 4b 0 0
0 0 −4a −4b
0 0 −4b −4ab

.
The last form is Z2-isomorphic to


4 0 0 0
0 4a2 − 4b 0 0
0 0 −4a 0
0 0 0 −4 b
a
(a2 − b)

 for a 6= 0
and to 

4 0 0 0
0 −4b 0 0
0 0 0 −4b
0 0 −4b 0

 otherwise.
It follows that
Λ2 ∼=


¨
22, 22(a2 − b), 22(−a), 23(a2b−b2
2a
)
∂
if v2(a) = 0 and v2(b) = 1,〈
22, 23 (a
2−b)
2
, 22(−a), 23(a2b−b2
2a
)
〉
if v2(a) = 0 and v2(b) = 0,〈
22, 23 (a
2−b)
2
, 23(−a
2
), 23(a
2b−b2
2a
)
〉
if v2(a) = 1 and v2(b) = 1,¨
22, 23(−b
2
)
∂⊕ 23H if a = 0 and v2(b) = 1.
Notice that in case (i), since v2(a
2) < v2(b), we have that v2(a
2 − b) =
v2(a
2) = 0 i.e., a2 − b ∈ Z∗2. Similarly in case (iii) it follows from v2(b) <
v2(a
2) that (a
2−b)
2
∈ Z∗2. In case (ii) we also have that (a
2−b)
2
∈ Z∗2; this
follows since in this case all the values of b satisfy that b ≡ −1 mod 4.
• If the minimal polynomial of αL is of the form x4 + 8x+ 2b with v2(b) = 0,
three out of the remaining four polynomials in the table are of this form,
then similarly as above we have that
Λ2 ∼=
¨
22, 23(−b)∂ ⊕ 23H.
• Finally if the minimal polynomial of αL is x4 + 8x2 + 8x+ 22 then
Λ2 ∼=
Æ
22, 23(−3), 23, 23
Ç−773
3
å∏
.
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From the description above we see that Λ2 contains an orthogonal factor Λ
(2) of
one of the following forms: 23H or 〈2eu1, 2eu2, 2eu3〉 or 〈2eu1, 2eu2, 2e+1u3〉, where
all the u′is are in Z
∗
2. The result follows from [Ca, XI, §3, Lemma 3.8].
Theorem 2.12. Let K be a number field of degree at least 3. Then, the genus of
integral trace form qK contains only one proper spinor genus, thus it only contains
one spinor genus.
Proof. This follows from Theorems 2.6, 2.7, 2.11 and 1.2.
Corollary 2.13. Let K be a non totally real number field. Then, any integral
quadratic form that is equivalent to qK is properly equivalent to it.
Proof. The result is clear forK quadratic, just compose with complex conjugation
onK whenever the original isometry is not proper. For higher dimensions we have
cl(qK) ⊆1 spin(qK) ⊆ gen(qK)⊇ ⊇ =
cl+(qK) ⊆2 spin+(qK) ⊆3 gen+(qK).
where contaiments 1 and 2 are equalities by the celebrated result of Eichler
[Eich] and containment 3 is an equality by Theorem 2.12. It follows that all
the containments in the above diagram are equalities, in particular we have that
cl+(qK) = cl(qK).
§3 Quadratic fields
Our interest in the spinor genus of the trace began as the search for a tool to
understand when a pair of number fields have the same integral traces. Since
quadratic fields are completely characterized by their discriminants the question
about the isometry between their traces becomes trivial. However, since all the
methods applied above relied heavily on the assumption that the number fields
have dimension at least 3, it is interesting on its own to see if Theorem 2.12
remains valid in dimension 2. The following example shows that this is not always
the case.
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Example 3.1. Let K be the quadratic number field of discriminant 17. Then,
its integral trace form qK is equivalent to the form 〈2, 2, 9〉 which genus contains
two spinor genus; 〈2, 2, 9〉 and 〈1, 17〉.
Remark 3.2. The above example is minimal in the sense that for any quadratic
field K with discriminant d with |d| < 17 one has that spin(qK) = gen(qK).
It is natural to wonder for which quadratic fields K the conclusion of Theorem
2.12 does hold, and for which it does not. A simple way to construct quadratic
fields that satisfy Theorem 2.12 comes from Gauss’ genus theory(see [Cox, II
§6,§7]). Suppose that ∆ is an integer of the form ∆ = f 2D, where f is a positive
integer and D is a fundamental discriminant i.e., the discriminant of a quadratic
number field. We will denote by C∆ the narrow class group of the order of
conductor f in Q(
√
D).
Theorem 3.3 (Gauss). Let ∆ be an integer as above. The set of integral primi-
tive binary quadratic forms of discriminant ∆, under proper equivalence, has an
structure of abelian group isomorphic to C∆. Moreover the set of genus forms of
discriminant ∆ is also a group, and it isomorphic to C∆/C
2
∆.
Let K be a quadratic number field and let us say for simplicity that the discrim-
inant d of K is odd. The trace form qK is an integral primitive binary quadratic
form of discriminant −4d (see lemma below). Notice that −4d is also a funda-
mental discriminant. If the narrow class group C−4d has exponent at most 2 then,
by Gauss’ theorem, for every primitive binary quadratic form q of discriminant
−4d we have that cl+(q) = gen(q) thus spin+(q) = gen(q). In particular, if C−4d
has exponent at most 2 then
spin+(qK) = gen(qK)
for every quadratic field of discriminant d. Examples of this are given by the
quadratic fields Q(
√−3), Q(√5) and Q(√13). Using the following lemma one
can also construct examples of quadratic fieldsK with even discriminant for which
spin(q) = gen(q) e.g., K = Q(i).
Given a square free integer d we let Kd = Q(
√
d).
Lemma 3.4. Let d 6= 1 be a non-zero square free integer. If d ≡ 1 (mod 4) then
the trace form qKd is an integral primitive binary quadratic form of discriminant
−4d. Otherwise, the form 1
2
qKd is an integral primitive binary quadratic form of
discriminant −4d.
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Proof. Using the usual integral basis for OKd we see that the integral trace form
can be written in the form
qKd
∼=
Æ
2, 2,
1 + d
2
∏
whenever d ≡ 1 (mod 4) or as qKd ∼= 〈2, 0, 2d〉 whenever d ≡ 2, 3 (mod 4).
To find sufficient and necessary conditions on a quadratic field K to see when
the conclusion of Theorem 2.12 is valid over K Gauss’ genus theory is not enough.
However, the following generalization of Estes and Pall of Gauss’ result, see [EsPa,
Corllary 1], gives a sufficient criterium to find such K’s.
Theorem 3.5 (Estes,Pall). Let ∆ be an integer as above. The set of proper spinor
genera of integral primitive binary quadratic forms of discriminant ∆ forms a
group isomorphic to C∆/C
4
∆. Moreover, the set of proper spinor genera in a genus
is also a group isomorphic to C2∆/C
4
∆.
Simply put, proper spinor genus and genus coincide as long as C∆ does not
have elements of order 4 i.e., as long as C∆ has trivial 4-rank.
Definition 3.6. Let G be a finitely generated abelian group. Let p be a prime and
let n be a positive integer. The pn-rank of the group G is the non-negative integer
defined by
rkpn(G) = dimFp(G
p(n−1) ⊗Z Fp).
Proposition 3.7. Let d 6= 1 be a non-zero square free integer and let Gd be the
narrow class group C−4d. Then,
spin+(qKd) = gen(qKd)⇐⇒ rk4(Gd) = 0.
Proof. This follows clearly from Lemma 3.4 and Theorem 3.5.
Corollary 3.8. There are infinitely many quadratic fields, in fact a positive pro-
portion of them, that do not satisfy the conclusion of Theorem 2.12.
Proof. Let p be a prime such that p ≡ 1 (mod 8), and let Kp = Q(√p). Since
rk4(Gp) ≥ 1
(see [So, Proposition 2]) we have by Proposition 3.7 that
spin+(qKp) 6= gen(qKp).
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Similarly it can be shown that there is a positive proportion of quadratic
fields for which Theorem 2.12 is valid. An interesting problem arising from this
is whether such proportions can be made explicit. We formalize this question as
follows: Let T (X) be the number of square free integers d such that |d| < X
and such that the conclusion of Theorem 2.12 is valid for Kd. Let N(X) be the
number of square free integers d with |d| < X .
Question 3.9. Does the limit
lim
X→∞
T (X)
N(X)
exist? and if so, what is its value?
Going further one could even ask what proportion of real, resp. complex,
quadratic fields satisfy the conclusion of Theorem 2.12. We answer all these
questions explicitly:
Theorem 3.10. Let T±(X) be the number of square free integers d such that
0 < ±d < X and such that the conclusion of Theorem 2.12 is valid for Kd. The
values N±(X) are defined in a similar fashion. The following limits exist
α = lim
X→∞
T (X)
N(X)
, α+ = lim
X→∞
T+(X)
N+(X)
and α− = lim
X→∞
T−(X)
N−(X)
.
Furthermore, if φ(q) denoted the Euler q-series
∏
n≥1
(1− qn) then
α+ = φ(1/2) ≈ 0.29, α− = 2φ(1/2) ≈ 0.58 and α = α
+ + α−
2
≈ 0.43.
In other words, 43% (resp. 29%, resp. 58%) of quadratic (resp. real quadratic,
resp. imaginary quadratic) fields satisfy the conclusion of Theorem 2.12.
3.1 Proof of Theorem 3.10
Before proving Theorem 3.10 we need some preliminary results. The main tool
behind the above theorem is the recent work of Fouvry and Klu¨ners. For details
see [FoKl], and more specifically [FoKl2, Theorem 1.1].
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Theorem 3.11 (Fouvry, Klu¨ners). Suppose that in the following D runs over
fundamental discriminants. Then,
|{0 < −D < X,D ≡ 12 mod 16, rk4(CD) = 0}| = φ(1/2)
Ç
1
2π2
X + o(X)
å
|{0 < D < X,D ≡ 12 mod 16, rk4(CD) = 0}| = 2φ(1/2)
Ç
1
2π2
X + o(X)
å
|{0 < −D < X,D ≡ 8 mod 16, rk4(CD) = 0}| = φ(1/2)
Ç
1
2π2
X + o(X)
å
|{0 < D < X,D ≡ 8 mod 16, rk4(CD) = 0}| = 2φ(1/2)
Ç
1
2π2
X + o(X)
å
|{0 < −D < X,D ≡ 1 mod 4, rk4(CD) = 0}| = φ(1/2)
Ç
2
π2
X + o(X)
å
|{0 < D < X,D ≡ 1 mod 4, rk4(CD) = 0}| = 2φ(1/2)
Ç
2
π2
X + o(X)
å
.
Given K a number field and O an order in it we denote by P (O) (resp. P+(O))
the group of principal fractional O-ideals (resp. the group of of totally positive
principal fractional O-ideals).
Lemma 3.12. Let K be a real quadratic number field of odd discriminant and let
O be the order of conductor 2 in OK. Then the natural map
α : P (O)/P+(O) → P (OK)/P+(OK)
class(xO) 7→ class(xOK)
is an isomorphism.
Proof. Let ‹O be an order in K and let ǫ
O˜
be its fundamental unit. The group
P (‹O)/P+(‹O) is either trivial or isomorphic to the group of order 2, and the
former happens if and only if the norm of the fundamental unit N(ǫ
O˜
) is negative.
Since α takes the class of ǫO to the class of ǫ
m
OK
, where m := #(O∗K/O
∗), it
follows from the initial observation that it is enough to show that m is odd.
Let F := {γ ∈ OK : γOK ⊆ O} i.e, the conductor of O, which in this case is
2OK. Since 2 is unramified in K the group (OK/F)∗ is either trivial of order 3,
hence the same is true for its quotient group (OK/F)∗/(O/F)∗. Since the group
(O∗K/O
∗) can be injected in the group (OK/F)∗/(O/F)∗, see for instance [Ne, I,
§12 Theorem 12], we have that m | 3 and in particular m is odd.
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Given K a number field and O an order in it we denote by Pic(O) (resp.
Pic+(O)) the Picard group of O (resp. the narrow Picard group of O). If O is
the maximal order of K we denote Pic(O) (Resp. Pic+(O)) by Cℓ(K) (Resp.
Cℓ+(K).)
Proposition 3.13. Let K be a real quadratic number field of odd discriminant
and let O be the order of conductor 2 in OK. Then Pic(O)[2
∞] ∼= Cℓ(K)[2∞] if
and only if Pic+(O)[2∞] ∼= Cℓ+(K)[2∞]. In particular,
rk4(Pic
+(O)) = rk4(Cℓ
+(K))
whenever Pic(O)[2∞] ∼= Cℓ(K)[2∞] .
Proof. Consider the following commutative diagram: (here β and γ are defined
similarly to α in Lemma 3.12 )
1 // P (O)/P+(O)
α

// Pic+(O)
β

// Pic(O)
γ

// 1
1 // P (OK)/P
+(OK) // Cℓ
+(K) // Cℓ(K) // 1
It follows from the Snake lemma and from Lemma 3.12 that Ker(β) ∼= Ker(γ)
and that Coker(β) ∼= Coker(γ). On the other hand since γ is surjective (see[Ne,
I, §12 Proposition 9]), β is surjective as well. Since all the groups involved are
finite abelian we have that
γ(Pic(O)[2∞]) = Cℓ(K)[2∞] and β(Pic+(O)[2∞]) = Cℓ+(K)[2∞].
The first claim follows from the above equalities and from Ker(β) ∼= Ker(γ). Since
rk4(Pic
+(O)) = rk4(Cℓ
+(K)) whenever Pic+(O)[2∞] ∼= Cℓ+(K)[2∞] the second
claim follows from the first.
Lemma 3.14. Let d be a square free integer and let D = −4d. If d 6≡ 3 (mod 4)
then D is a fundamental discriminant, and every fundamental discriminant D ≡
0 mod 4 is of this form. If d ≡ 3 (mod 4) then −d fundamental and rk4(CD) =
rk4(C−d).
Proof. The first assertion is clear so we may assume that d ≡ 3 (mod 4) so
that C−d is the narrow class group of K = Q(
√−d), and −d = Disc(K) is the
discriminant of K. Since D = 22Disc(K), D is the discriminant of the order of
conductor 2 in K. Thanks to Proposition 3.13 it is enough to show that
ClD[2
∞] ∼= Cl−d[2∞]
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(where Clδ denotes the ideal class group of the order of discriminant δ). From
[Ne, I, §12 Theorem 12] we see that #ClD = 3ǫ#Cl−d where ǫ ∈ {0, 1}. Thus
ClD[2
∞] ∼= Cl−d[2∞].
For i = 1, 2, 3 we define the quantities T±i (X) by restricting the count T
±(X)
to only square free integers d ≡ i (mod 4).
Proposition 3.15. Suppose that in the following D is reserved for fundamental
discriminants. Then,
T+1 (X) = |{0 < −D < 4X, D ≡ 12 mod 16, rk4(CD) = 0}|
T−1 (X) = |{0 < D < 4X, D ≡ 12 mod 16, rk4(CD) = 0}|
T+2 (X) = |{0 < −D < 4X, D ≡ 8 mod 16, rk4(CD) = 0}|
T−2 (X) = |{0 < D < 4X, D ≡ 8 mod 16, rk4(CD) = 0}|
T+3 (X) = |{0 < −D < X, D ≡ 1 mod 4, rk4(CD) = 0}|
T−3 (X) = |{0 < D < X, D ≡ 1 mod 4, rk4(CD) = 0}| .
Furthermore,
T+1 (X) =
2φ(1/2)
π2
X + o(X), T−1 (X) =
4φ(1/2)
π2
X + o(X)
T+2 (X) =
2φ(1/2)
π2
X + o(X), T−2 (X) =
4φ(1/2)
π2
X + o(X)
T+3 (X) =
2φ(1/2)
π2
X + o(X), T−3 (X) =
4φ(1/2)
π2
X + o(X),
and
T+(X) =
6φ(1/2)
π2
X + o(X), T−(X) =
12φ(1/2)
π2
X + o(X).
Proof. The first part of the proposition follows from Proposition 3.7 and Lemma
3.14, and the second is obtained thanks to Theorem 3.11. Since T±(X) =
T±1 (X) + T
±
2 (X) + T
±
3 (X) the last part of the proposition follows.
Now we are ready to prove Theorem 3.10
Proof. Since N+(X) = 6
π2
X + o(X), N−(X) = 6
π2
X + o(X) and N(X) = 12
π2
X +
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o(X) Propositions 3.15 implies that
T+(X)
N+(X)
=
6φ(1/2)
π2
X + o(X)
6
π2
X + o(X)
T−(X)
N−(X)
=
12φ(1/2)
π2
X + o(X)
6
π2
X + o(X)
T (X)
N(X)
=
18φ(1/2)
π2
X + o(X)
12
π2
X + o(X)
,
from which the theorem follows.
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