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CLUSTER AUTOMORPHISMS AND QUASI-AUTOMORPHISMS
WEN CHANG AND RALF SCHIFFLER
Abstract. We study the relation between the cluster automorphisms and the quasi-
automorphisms of a cluster algebra A. We proof that under some mild condition,
satisfied for example by every skew-symmetric cluster algebra, the quasi-automorphism
group of A is isomorphic to a subgroup of the cluster automorphism group of Atriv,
and the two groups are isomorphic if A has principal or universal coefficients; here
Atriv is the cluster algebra with trivial coefficients obtained from A by setting all
frozen variables equal to the integer 1.
We also compute the quasi-automorphism group of all finite type and all skew-
symmetric affine type cluster algebras, and show in which types it is isomorphic to the
cluster automorphism group of Atriv.
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1. Introduction
There are several notions of automorphisms of cluster algebras in the literature. For
cluster algebras with trivial coefficients, cluster automorphisms were introduced in [2]
as Z-algebra homomorphisms that map a cluster to a cluster and commute with the
mutations at that cluster. In the same paper, the authors gave several characterizations
of cluster automorphisms and computed the cluster automorphism groups for finite and
affine types. This notion of automorphisms was later generalized to cluster algebras with
arbitrary coefficients in several ways as follows.
In [1], the authors defined cluster homomorphisms and constructed a category of
(rooted) cluster algebras, and in [7, 8], the resulting cluster automorphism groups were
studied. In this generalization, the cluster automorphisms are required to map the frozen
variables to frozen variables, and this notion turned out to be too restrictive to include
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important symmetries of cluster algebras, notably the twist map on Grassmannians of
[16].
Fraser introduced the less restrictive notions of quasi-homomorphisms and quasi-
automorphisms in [9]. The definition of a quasi-automorphism does not strictly require
that a cluster is mapped to a cluster, but allows for the flexibility that the image of a
cluster is a cluster up to rescaling each cluster variable by some coefficients. Fraser’s
definition is quite subtle, for example the set of all quasi-automorphisms does not form a
group in general, see Example 3.8. This led Fraser to construct the quasi-automorphism
group QAut0(A) by considering certain equivalence classes, the proportionality classes,
of quasi-automorphisms.
At this point the following questions are natural.
(1) How does the quasi-automorphism group relate to the cluster automorphism
group?
(2) Can one compute the quasi-automorphism groups of cluster algebras of finite
and affine types?
In order to state our answers to these questions, it will be convenient to introduce
some notation. Given a cluster algebra A, we denote by Atriv the cluster algebra with
trivial coefficients obtained from A by setting all frozen variables equal to the integer 1.
We denote by QAut0(A) the quasi-automorphism group of A and by Aut
+(A) the group
of (direct) cluster automorphisms of A. Let Aut+0 (A) be the quotient group of Aut
+(A)
by the subgroup of all automorphisms that fix each cluster variable, also known as the
subgroup of coefficient permutations.
We say that a cluster algebra A satisfies condition (⋆) if A is skew-symmetric, or A is
of finite type, or the exchange matrix of A is non-degenerate. Each of these conditions
guarantees that the exchange graph of A only depends on the principal part of the
exchange matrix B and not on the coefficient system.
Our main result regarding question (1) is the following.
Theorem 1.1 (Theorem 4.9). Let A be a cluster algebra. There is an isomorphism of
groups
QAut0(A)
∼= Aut+(Atriv)
in each of the following cases.
(1) A has principal coefficients and satisfies condition (⋆).
(2) A has universal coefficients.
(3) A is a surface cluster algebra with boundary coefficients.
In general, without imposing any conditions on the coefficients of the cluster algebra
A, we have the following injective group homomorphisms
Aut+0 (A) →֒ QAut0(A)
(⋆)
→֒ Aut+(Atriv),
where the first homomorphism always exists, see Proposition 4.3 and the second exists
if A satisfies condition (⋆), see Proposition 4.6. We give examples of finite type cluster
algebras for which these injective homomorphisms are not surjective. Thus the conditions
on the coefficients in the theorem above are necessary.
We then give an affirmative answer to question (2) and compute the quasi-automorphism
groups of all cluster algebras of finite type as well as for all cluster algebras of skew-
symmetric affine type, see Table 1 below.
In particular, we show the following.
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Dynkin type QAut0(A)
An(n > 2) Zn+3
A1 Z2
Bn Zn+1
Cn Zn+1
D4 Z4 ×G
D2n(n > 3) Z2n ×H
D2n+1 Z2n+1 × Z2
E6 Z14
E7 Z10
E8 Z16
F4 Z7
G2 Z4
Affine type QAut0(A)
A˜p,q(p 6= q) Hp,q
A˜p,p Hp,p ⋊G1
D˜4 Z×G2
D˜n−1(n > 6) H
E˜6 Z×G3
E˜7 Z×G1
E˜8 Z
Table 1. The quasi-automorphism groups for cluster algebras of finite
type (left), where G is a subgroup of S3 and H is a subgroup of Z2, and
for cluster algebras of affine type (right), where G1 is a subgroup of Z2,
G2 is a subgroup of S4, G3 is a subgroup of S3; the group Hp,q is defined
in equation (6.1), and the group H satisfies Z ⊆ H ⊆ G, where G is given
in equation (6.2).
Theorem 1.2. There is an isomorphism of groups
QAut0(A)
∼= Aut+(Atriv)
in each of the following cases.
(1) A is of finite type, but not type Dn with n even.
(2) A is of affine type A˜p,q, with p 6= q, type D˜n−1, for all n, or type E˜8.
(3) A is of rank 2.
For completeness, we also mention yet another notion of automorphisms introduced
by Saleh in [20] as automorphisms of the ambient field that restrict to a permutation of
the set of all cluster variables. The relation between Saleh’s notion and that of cluster
automorphisms above was studied in [3] and led to the open question of unistructurality
of cluster algebras, see also [4].
The paper is organized as follows. After recalling some basic notions about cluster
algebras in section 2, we review the definitions of the different automorphisms in sec-
tion 3. In that section, we also introduce weak cluster automorphisms, which lie between
cluster automorphisms and quasi-automorphisms. In section 4, we study the relations
between the different automorphism groups and prove Theorem 4.9. Sections 5 and 6
are devoted to the computation of the quasi-automorphism groups in finite and affine
types, respectively, and section 7 contains the rank 2 case.
2. Preliminaries on cluster algebras
We recall basic definitions and properties on cluster algebras in this section. Through-
out the paper, we use Z as the set of integers and use the notation [x]+ = max(x, 0) for
x ∈ Z.
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2.1. Labeled seeds versus unlabeled seeds. A labeled seed of rank n is a triple
Σ = (x,p, B), where
• x = (x1, . . . , xn) is an ordered set with n elements;
• p = (xn+1, . . . , xm) is an ordered set with m− n elements;
• B = (bxjxi) ∈ Mm×n(Z) is a matrix labeled by (x ⊔ p) × x, and it is extended
skew-symmetrizable, that is, there exists a diagonal matrix D with positive in-
teger entries such that DB is skew-symmetric, where B is a submatrix of B
consisting of the first n rows.
The ordered set x is the cluster of the labeled seed Σ. The elements of x are called
the cluster variables of Σ and the elements of p are called the coefficient variables of Σ.
We shall write bji for the element bxjxi in B for brevity. The n × n matrix B is called
the exchange matrix of Σ; its rows are called exchangeable rows, and the remaining rows
of B are called frozen rows. We always assume that both B and B are indecomposable
matrices, and we also assume that n > 1 for convenience.
Two labeled seeds Σ = (x,p, B) and Σ′ = (x′,p′, B′) are said to define the same
unlabeled seed if Σ′ is obtained from Σ by simultaneous relabeling of the ordered sets x
and p and the corresponding relabeling of the rows and columns of B.
In an unlabeled seed the cluster x and the coefficients p are sets that are not ordered.
We shall use the notation x = {x1, . . . , xn},p = {xn+1, . . . , xm} in an unlabeled seed
and the notation x = (x1, . . . , xn), p = (xn+1, . . . , xm) in a labeled seed.
For the remainder of the paper, our seeds will always be labeled seeds unless specified
otherwise.
2.2. Seed mutation. Given an exchangeable cluster variable xk, one may produce a
new labeled seed by a seed mutation.
Definition 2.1. The labeled seed µk(Σ) = (µk(x),p, µk(B)) obtained by mutation of
Σ in direction k is given by:
• µk(x) = (x \ {xk}) ⊔ {x
′
k} where
(2.1) xkx
′
k =
∏
16j6m
xj
[bjk]+ +
∏
16j6m
xj
[−bjk]+.
• µk(B) = (b
′
ji)m×n ∈Mm×n(Z) is given by
(2.2) b′ji =
{
−bji if i = k or j = k ;
bji + [−bjk]+bki + bjk[bki]+ otherwise.
It is easy to check that the mutation is an involution, that is µkµk(Σ) = Σ. Note that
in a seed mutation, the set p is not changed.
2.3. Base ring ZP and ambient field F. For a finite set p = {xn+1, . . . , xm}, let P
be the free abelian group (written multiplicatively) generated by the elements of p and
define an addition ⊕ in P by
(2.3)
∏
j
x
aj
j ⊕
∏
j
x
bj
j =
∏
j
x
min(aj ,bj)
j .
Then (P,⊕, ·) is a semifield called tropical semifield. Let ZP be its group ring and QP
its field of quotients. Let F = QP(x1, x2, . . . , xn) be the field of rational functions in n
independent variables with coefficients in QP. F is called the ambient field of the cluster
algebra.
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2.4. Cluster algebra. Recall that a tree is a graph without cycles. An n-regular tree
Tn is a tree in which each vertex has precisely n neighbors. We label the edges of Tn
by 1, . . . , n in such a way that the n edges emanating from each vertex receive different
labels.
A cluster pattern is an assignment of a labeled seed Σt = (xt,pt, Bt) with rank n to
every vertex t ∈ Tn, so that the seeds assigned to the endpoints of any edge labeled by
k are obtained from each other by the seed mutation in direction k. The elements of Σt
are written as follows:
(2.4) xt = (x1;t , . . . , xn;t) , pt = (xn+1;t , . . . , xm;t) , Bt = (b
t
ij) .
Since the frozen variables do not change under mutation, we have pt = pt′ for any
t, t′ ∈ Tn.
Given a cluster pattern on Tn with initial labeled seed Σ = (x,p, B), denote by
(2.5) X =
⋃
t∈Tn
xt = {xi,t : t ∈ Tn , 1 ≤ i ≤ n} ,
the set of all cluster variables in the cluster pattern. Note that the set X does not change
if we use unlabeled seeds instead of labeled seeds.
The cluster algebra A associated with the cluster pattern (or associated with the seed
Σ) is the ZP-subalgebra of the ambient field F generated by X . Thus A = ZP[X ]. The
elements xi,t ∈ X are called cluster variables, P is the coefficient semifield of A, and the
elements in P are called coefficients of A. The cluster algebra is called skew-symmetric
if its initial exchange matrix B is skew-symmetric. The cluster algebra is said to be
of geometric type if P is the tropical semifield defined in section 2.3. In this paper, all
cluster algebras are of geometric type.
2.5. Iced valued quiver. To the matrix B in a seed Σ = (x,p, B), one can associate
an iced valued quiver Q = Q(B), whose mutable vertices are labeled by cluster variables
in x, whose frozen vertices are labeled by the frozen variables in p, and whose arrows
and values are assigned by B (see Example 2.2, we refer to [14] for details). Then the
principal part B of the matrix B corresponds to the full subquiver Q of Q whose vertices
are the mutable vertices.
Example 2.2. Let B be the following matrix, where B is skew-symmetrizable with
skew-symmetrizing diagonal matrix D = diag{2, 2, 1, 1}.
B =
(
B
B′
)
=

0 1 0 0
−1 0 −1 0
0 2 0 2
0 0 −2 0
0 0 0 −1

The quiver corresponding to B is as follows, where we frame the frozen vertex.
Q(B) = 1 // 2 3
(2,1)oo //// 4 // 5
2.6. Special coefficient systems. In this subsection, we recall the definitions of several
special choices for the frozen variables p and the frozen rows of B.
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2.6.1. Trivial coefficients. A cluster algebra is said to have trivial coefficients if its initial
seed is of the form Σ = (x,p, B) with p = ∅ and B = B.
If A is an arbitrary cluster algebra with initial seed Σ = (x,p, B), we denote by Atriv
the cluster algebra defined by the initial seed Σtriv = (x, B). Thus Atriv is obtained from
A by setting all frozen variables to 1. We call Atriv the principal part cluster algebra of
A.
2.6.2. Principal coefficients. A cluster algebra A is said to have principal coefficients if it
has a seed ((x1, . . . , xn), (xn+1, . . . , x2n), B) such that B =
(
B
I
)
, where B is the principal
part of B and I is the n×n identity matrix. Principal coefficients were introduced in [13],
where it is shown that from the Laurent expansion of a cluster variable with principal
coefficients one can easily obtain the Laurent expansion of the ‘same’ cluster variable
with arbitrary coefficients.
2.6.3. Universal coefficients. We recall the definition of universal coefficients from [13].
Definition 2.3. Let A and A be cluster algebras of the same rank n over the coeffi-
cient semifields P and P, respectively, with the respective families of cluster variables
(xi;t)i∈[1,n],t∈Tn and (xi;t)i∈[1,n],t∈Tn . We say that A is obtained from A by a coefficient
specialization if
(1) A and A have the same exchange matrices Bt = Bt at each vertex t ∈ Tn;
(2) there is a homomorphism of multiplicative groups ϕ : P → P that extends to a
(unique) ring homomorphism ϕ : A → A such that ϕ(xi;t) = xi;t for all i and t.
In particular, a coefficient specialization from A to itself is a ring homomorphism
ϕ : A → A that fixes every cluster variable and is an endomorphism of the multiplicative
group P.
Definition 2.4. A cluster algebra A has universal coefficients if every cluster algebra
with the same family of exchange matrices (Bt) is obtained fromA by a unique coefficient
specialization.
Universal coefficients were constructed for the cluster algebras of finite type in [13]
and for surface type in [18, 19]. We give an example of finite type A2 which is different
from the one given in [13] in Example 3.16.
2.6.4. Gluing free coefficients. A seed Σ = (x,p, B) is said to be gluing free, if any two
frozen rows of B are different. It is not hard to see that a mutation of a gluing free seed
is still gluing free [7]. We say a cluster algebra is gluing free, if its seeds are gluing free.
The gluing free condition is important in the rest of the paper when we study the
cluster automorphism groups and the quasi-automorphism groups.
2.7. Exchange graph. The exchange graph of a cluster algebra is the n-regular graph
whose vertices are the unlabeled seeds of the cluster algebra and whose edges connect the
unlabeled seeds related by a single mutation. The exchange graph of a cluster algebra
is thus a quotient graph of the n-regular tree. It is conjectured by Fomin-Zelevinsky in
[11] that the exchange graph does not depend on the frozen part of the matrix. This
conjecture is proved for several types of cluster algebras which we list in the following
lemma.
Lemma 2.5. Let A be a cluster algebra with initial seed Σ = (x,p, B). Then the
exchange graph only depends on the exchange matrix B if one of the following three
conditions holds.
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(⋆1) A is of finite type [12];
(⋆2) A is skew-symmetric [6];
(⋆3) B is non-degenerate [15].
We shall say that the cluster algebra satisfies the condition (⋆) if one of the three condi-
tions holds.
3. Automorphisms, weak automorphisms and quasi-automorphisms
In this section, we recall the notions of cluster automorphisms [2, 7] and quasi-
automorphisms [9], and we also introduce the notion of weak automorphisms. We study
the relation between these notions in section 4.
3.1. Quasi-homomorphisms. In this subsection, we recall Fraser’s definition of quasi-
homomorphisms from [9]. We first need to recall the definition of y-variables from [13].
Definition 3.1. Let Σ = (x,p, B) be a seed with
(3.1) x = (x1, . . . , xn), p = (xn+1, . . . , xm), B = (bji).
Define y = (y1, . . . , yn) and yˆ = (yˆ1, . . . , yˆn) to be the n-tuples given by
(3.2) yi =
∏
n+1≤j≤m
x
bji
j and yˆi = yi
∏
1≤j≤n
x
bji
j .
The elements in y are called the Y -variables and the elements in yˆ the hatted Y-variables
of the seed Σ.
Now we recall the proportionality relation between two seeds; we do not use the
original definition but rather an equivalent condition, see [9, Proposition 2.3].
Definition 3.2. (1) Two elements x, y ∈ F are proportional, written x ≍ y, if the
quotient xy lies in P.
(2) Two clusters xt and xt′ are proportional, written xt ≍ xt′ , if xi;t ≍ xi;t′ for all
1 ≤ i ≤ n.
(3) Two labeled seeds Σt = (xt,pt, Bt) and Σt′ = (xt′ ,pt′ , Bt′) are proportional,
written Σt ≍ Σt′ , if for all 1 ≤ i ≤ n
xi;t ≍ xi;t′ , yˆi;t = yˆi;t′ and Bt = Bt′ .
Lemma 3.3. Let A be a cluster algebra that satisfies the (⋆) condition in Lemma 2.5,
then
(1) two clusters x and x′ are proportional if and only if they are equal;
(2) two seeds Σ and Σ′ are proportional if and only if they are equal.
Proof. (1) If x and x′ are proportional, we see that π(x) = π(x′) under the coefficient
specialization π from A to Atriv, which maps all the coefficients to 1. On the other hand,
since the cluster algebras we consider are of geometric type, the clusters determine the
seeds [15]. On the other hand, by Lemma 2.5 the algebras A and Atriv have the same
exchange graph, thus we have x = x′.
(2) This follows from the first part of the lemma. 
We are ready for the main definition of this subsection. Again, we do not use the
original definition but rather an equivalent condition, see [9, Proposition 3.2].
8 WEN CHANG AND RALF SCHIFFLER
Definition 3.4. Let A and A be two cluster algebras of the same rank n with co-
efficient semifields P and P and with ambient fields F and F , respectively. A quasi-
homomorphism is a field homomorphism Ψ: F → F such that Ψ(P) ⊂ P and there
exists a seed Σ = (x,p, B) of A and a seed Σ = (x,p, B) of A such that
(3.3) Ψ(Σ) ≍ Σ,
where Ψ(Σ) = (Ψ(x),Ψ(p), B) is the triple obtained by evaluating Ψ on Σ.
Remark 3.5. It is shown in [9] that if Ψ is a quasi-homomorphism then the condition
that Ψ(Σ′) is proportional to a labeled seed of A actually holds for every seed Σ′ in A.
The following result gives a useful interpretation of quasi-homomorphisms in terms of
matrices.
Lemma 3.6 ([9, Corollary 4.5]). Let A and A be two cluster algebras, and let Σ =
((x1, . . . , xn), (xn+1, . . . , xm), B) be a seed in A and Σ = ((x1, . . . , xn), (xn+1, . . . , xm),B)
a seed in A.
(a) If ψ : A→ A is a quasi-homomorphism such that ψ(Σ) ≍ Σ then there are integers
mij such that
(3.4) Ψ(xj) =
m∏
i=1
x
mij
i ,
for j = 1, . . . ,m. Moreover, the m×m integer matrix Mψ = (mij) satisfies
(3.5) B =MΨB.
(b) There exists a quasi-homomorphism ψ : A → A such that ψ(Σ) ≍ Σ if and only
if the principal parts of B,B agree, and the integer row span of B contains the integer
row span of B.
3.2. Quasi-automorphisms. In this subsection, we recall the definition and properties
of the quasi-automorphism group from [9].
Definition 3.7. Let A and A be two cluster algebras.
(1) Two quasi-homomorphisms Ψ1,Ψ2 from A to A are called proportional if
(3.6) Ψ1(Σ) ≍ Ψ2(Σ)
for some (hence every) seed Σ of A.
(2) A quasi-homomorphism Ψ from A to A is said to be a quasi-isomorphism if there
is a quasi-homomorphism Φ from A to A such that Φ ◦Ψ is proportional to the identity
map on A. In this case Ψ and Φ are quasi-inverses of one another.
(3) A quasi-automorphism of A is a quasi-isomorphism from A to itself. Let QAut(A)
denote the set of all quasi-automorphisms of A.
The following example shows that the set QAut(A) is not a group.
Example 3.8. Let A be the cluster algebra of type A2 with initial seed Σ = ((x1, x2),
(x3), B), where the matrix B and its corresponding quiver are as follows
B =
 0 1−1 0
3 0
 Q(B) = 3 ////// 1 // 2
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and where the framed vertex corresponds to the frozen variable. Mutating this seed in
direction 1 and 2 produces the seed Σ′ = ((x′1, x
′
2), (x3), B
′), where x′1 = (x2 + x
3
3)/x1
and x′2 = (x2 + x
3
3 + x1x
3
3)/x1x2 and
B′ =
 0 1−1 0
0 −3
 Q(B′) = 1 // 2 // //// 3 .
Define Ψ by
Ψ(x1) = x
′
1x
−3
3 , Ψ(x2) = x
′
2x
6
3 and Ψ(x3) = x
2
3.
Then Ψ(x1)/x
′
1 ∈ P and Ψ(x2)/x
′
2 ∈ P, and
Ψ(yˆ1, yˆ2) = Ψ(x
−1
2 x
3
3, x1) = (x
′−1
2 , x
′
1x
−3
3 ) = (ŷ
′
1, ŷ
′
2);
so Ψ(Σ) ≍ Σ′ and thus Ψ is a quasi-homomorphism.
Define a quasi-inverse Φ by
Φ(x′1) = x1x
6
3, Φ(x
′
2) = x2x
−3
3 and Φ(x3) = x
2
3.
Then ΦΨ(x1)/x1,ΦΨ(x2)/x2 ∈ P and
ΦΨ(yˆ1, yˆ2) = ΦΨ(x
−1
2 x
3
3, x1) = Φ(x
′
2
−1
, x′1x
−3
3 ) = (x
−1
2 x
3
3, x1) = (yˆ1, yˆ2).
This shows that Φ◦Ψ is proportional to the identity and thus Ψ is a quasi-automorphism.
Note that Ψ is not invertible in QAut(A). Indeed, if Ψ had an inverse Ψ−1 then
x3 = Ψ
−1Ψ(x3) = Ψ
−1(x23), which would imply Ψ
−1(x3) = x
1/2
3 but this is not an
element of P. Thus QAut(A) is not a group.
It is shown in [9] that the set of proportionality classes of quasi-automorphisms does
form a group under composition. This leads to the following definition.
Definition 3.9. The quasi-automorphism group QAut0A is the group of proportionality
classes of quasi-automorphisms of A.
Remark 3.10. For a matrix B, let Lat(B) denote the integer lattice generated by the
rows of B. Let A be a cluster algebra, and Σ,Σ′ be seeds in A. Then by Lemma 3.6, Ψ is
a quasi-automorphism of A with Ψ(Σ) ≍ Σ′ if and only if B = B′ and Lat(B) = Lat(B′).
The following lemma will be useful later.
Lemma 3.11. Let B =
(
B
M
)
be a (n +m) × n matrix and B′ = µω(B) =
(
B′
M ′
)
be a
matrix obtained from B after a sequence of mutations ω. If Lat(B) = Lat(B′) for every
matrix M with m = 1, then Lat(B) = Lat(B′) for every matrix M with m > 1.
Proof. Suppose m ≥ 1 and let β, β′ be any rows in M,M ′ respectively. Then our
assumption implies that β ∈ Lat(B′), and β′ ∈ Lat(B), and thus every row of M lies in
Lat(B′) and every row of M ′ lies in Lat(B). By our assumption, we also have every row
of B lies in Lat(B′) and every row of B′ lies in Lat(B). Therefore Lat(B) = Lat(B′). 
3.3. Cluster automorphisms and weak cluster automorphisms. In this subsec-
tion we recall the definition of cluster automorphisms. For cluster algebras with trivial
coefficients this definition is due to [2] and for cluster algebras with arbitrary coefficients
to [7]. We also introduce the notion of weak cluster automorphisms.
Definition 3.12. Let A be a cluster algebra.
(1) A Z-algebra automorphism f : A → A is called a cluster automorphism if there
exists a seed (x,p, B) such that
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(i) f(x) is a cluster,
(ii) f(p) = p as unordered sets,
(iii) f commutes with mutations, that is, for every x, x′ ∈ x,
(3.7) f(µx,x(x
′)) = µf(x),f(x)(f(x
′)).
(2) A Z-algebra automorphism f : A → A is called a weak cluster automorphism if
there exists a seed (x,p, B) such that conditions (i) and (iii) above are satisfied and
(ii’) f(p) ⊂ P.
Thus a weak cluster automorphism is allowed to map a frozen variable xn+i to an
arbitrary element of P, while a cluster automorphism must map frozen variables to
frozen variables. The following lemma is obvious.
Lemma 3.13. Every cluster automorphism is a weak cluster automorphism. 
We show that the converse of the lemma does not hold in Example 3.16 below.
It is shown in [2, Proposition 2.4] that the condition (3.7) holds for one cluster if and
only if it holds for every cluster. In our case, the cluster algebra is of geometric type, so
the clusters determine the seeds [15]. Denote by B and B′ the matrices of x and f(x)
respectively. We say B ∼= B′, if B′ is obtained from B by simultaneous relabeling of the
exchangeable rows and corresponding columns and the relabeling of the frozen rows.
If f is a cluster automorphism then B ∼= B′ or B ∼= −B′, and if f is a weak cluster
automorphism then we have the same relation for the principal parts of the matrices,
that is, B ∼= B′ or B ∼= −B′. For cluster automorphism with trivial coefficients, this is
shown in [2, Lemma 2.3] and the same proof generalizes to the other cases.
A cluster automorphism such that B ∼= B′ is called a direct cluster automorphism
and a cluster automorphism such that B ∼= −B′ is an inverse cluster automorphism.
Similarly, a weak cluster automorphism such that B ∼= B′ is called a direct weak cluster
automorphism and a weak cluster automorphism such that B ∼= −B′ is an inverse weak
cluster automorphism.
Definition 3.14. (1) Let Aut(A) be the group of all cluster automorphisms of A, and
let Aut+(A) be the subgroup of Aut(A) of all direct cluster automorphisms.
(2) Let WAut(A) be the group of all weak cluster automorphisms of A, and let
WAut+(A) be the subgroup of WAut(A) of all direct cluster automorphisms.
If two frozen rows in a matrix of a cluster algebra A coincide, then exchanging the
corresponding frozen variables induces a cluster automorphism of A. Note that the
cluster variables and the clusters are not changed under such a cluster automorphism.
Such an automorphism is called a coefficient permutation.
Denote by Aut0(A), Aut
+
0 (A), WAut0(A) and WAut
+
0 (A) the quotient groups of
Aut(A), Aut+(A), WAut(A) and WAut+(A) by the respective subgroup of all coeffi-
cient permutations. If A is a gluing free cluster algebra, then Aut0(A) ∼= Aut(A) and
Aut+0 (A)
∼= Aut+(A).
Remark 3.15. By definition, a cluster automorphism f maps a cluster to a cluster,
and induces an automorphism of the exchange graph as well as an automorphism of the
n-regular tree.
Example 3.16 (A week cluster automorphism that is not a cluster automorphism). Let
A be the cluster algebra of typeA2 given by the initial seed ((x1, x2), (x3, x4, x5, x6, x7), B),
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where the matrix B and its corresponding quiver are as follows
B =

0 1
−1 0
2 1
1 1
−1 0
0 −1
1 −1

Q(B) =
3
 ❃
❃❃
❃❃
❃❃
❃❃
4
    
  
  
  
 
5 1oo // 2
    
  
  
  

7
OO
6
The framed vertices in the quiver are frozen. Then the five cluster variables of A are
x1, x2, x
′
1, x
′
2, x
′′
1 , where
x′1 =
x23x4x7 + x5x2
x1
, x′2 =
x3x4x1 + x6x7
x2
, x′′1 =
x23x4x6x7 + x
3
3x
2
4x1 + x5x6x2
x1x2
.
Mutation at x1 produces the seed ((x
′
1, x2), (x3, x4, x5, x6, x7), B) with
B′ =

0 −1
1 0
−2 3
−1 2
1 0
0 −1
−1 0

Q(B′) =
3
❃
❃❃
❃❃
❃❃
❃❃
❃
❃❃
❃❃
❃❃
❃❃
❃
❃❃
❃❃
❃❃
❃❃
4

5 // 1

OO OO @@         
2oo

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Define a Z-algebra automorphism τ : A → A by
x1 7→ x2, x2 7→ x
′
1, x3 7→ x3x4x
−1
5 , x4 7→ x
−1
3 x
−1
4 x
2
5, x5 7→ x6, x6 7→ x7,
x7 7→ x
2
3x4.
A direct computation shows that τ is the following permutation of the 5 cluster variables
x1 7→ x2 7→ x
′
1 7→ x
′′
1 7→ x
′
2 7→ x1,
and it is a weak cluster automorphism of order 5. However τ is not a cluster automor-
phism since B′ ≇ ±B.
We define another Z-algebra automorphism σ : A → A by
x1 7→ x2, x2 7→ x1, x3 7→ x
−1
5 x6, x4 7→ x
2
5x
−1
6 , x5 7→ x3x4, x6 7→ x
2
3x4,
x7 7→ x7.
Another direct computation shows that σ is the following permutation
x1 ↔ x2, x
′
1 ↔ x
′
2, x
′′
1 ↔ x
′′
1,
and it is a weak cluster automorphism of order 2. Again, σ is not a cluster automorphism.
Note that τσ = στ−1, so 〈τ, σ〉 is the dihedral group D5. On the other hand, we have
WAut(A) = WAut0(A) ⊆ Aut(Atriv) ∼= D5, where the last isomorphism is computed in
[2]. Thus WAut(A) = 〈τ, σ〉 ∼= D5. On the other hand, Aut(A) = Aut0(A) = {id}.
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4. Cluster automorphism groups and quasi-automorphism groups
In this section, we consider the relations between the cluster automorphism groups
and the quasi-automorphism groups. First, we reveal the relations between these at the
matrix level.
Lemma 4.1. Let A be a cluster algebra of a cluster pattern t 7→ Σt over a coefficient
semifield P. Let Ψ : A → A be a quasi-automorphism with Ψ(Σt) ≍ Σt′ . Let MΨ;t be the
matrix in Lemma 3.6 satisfying Bt′ =MΨ;tBt. Then
(4.1) MΨ;t =
(
I 0
M1;t M2;t
)
,
where I is the identity matrix of rank n, M1;t is a (m− n)× n integer matrix, and M2;t
is a (m− n)× (m− n) integer matrix. Conversely, each matrix M of this form defines
a quasi-automorphism.
Moreover
(1) Ψ is a cluster automorphism if and only if M1;t = 0 and M2;t is a permutation
matrix for some (and thus every) t ∈ Tn;
(2) Ψ is a weak cluster automorphism if and only if M1;t = 0 and B2,t′ =M2;tB2,t for
every t ∈ Tn, where Bt =
(
Bt
B2,t
)
and Bt′ =
(
Bt′
B2,t′
)
.
In particular, there are injective maps given by inclusions of sets
Aut+(A) →֒WAut+(A) →֒ QAutA.
Proof. Recall that Ψ(xj,t) =
∏m
i=1 x
mij
i,t′ , for all 1 ≤ j ≤ m. Since Ψ is a quasi-
homomorphism, Ψ(xj;t) ≍ xj;t′ for all 1 ≤ j ≤ n, that is,
(4.2)
Ψ(xj;t)
xj;t′
=
∏m
i=1 x
mij
i,t′
xj;t′
∈ P.
Thus the top left block of the matrix M is the identity matrix and the block M1;t
determines the quotient in (4.2). On the other hand, if n + 1 ≤ j ≤ m, we have
Ψ(xj,t) =
∏m
i=1 x
mij
i,t′ ∈ P, since Ψ maps coefficient semifield to itself, whence the top
right block is the zero matrix.
(1) Note that M1;t = 0 if and only if Ψ(xt) is a cluster, M2;t is a permutation matrix
if and only if Ψ(p) = p as unordered sets. Moreover, under the above two conditions,
Ψ(yˆi;t) = yˆi;t′ is equivalent to the equality (3.7). Then comparing the definition of
quasi-homomorphisms and the definition of cluster automorphisms, we are done.
(2) A weak cluster automorphism maps cluster variables to cluster variables; this is
equivalent to M1;t = 0 and B2,t′ =M2;tB2,t for every t ∈ Tn. 
Remark 4.2. The matrix M2;t is determined by the action of Ψ on the coefficients
semifield P and therefore it is independent of t ∈ Tn. Thus the cases (1) and (2) of the
lemma imply that if Ψ is a cluster automorphism or a weak cluster automorphism then
the matrix MΨ,t does not depend on t ∈ Tn. In these cases, we shall denote the matrix
simply by MΨ. However, this is not true for the general quasi-homomorphism. For a
quasi-automorphism Ψ, it seems interesting to consider the relations between MΨ,t for
different t ∈ Tn. That is, consider the action of the seed mutations on the matrix MΨ,t.
Proposition 4.3. Let A = A(B) be a cluster algebra.
(1) There are injective group homomorphisms
Aut+0 (A) →֒WAut
+
0 (A) →֒ QAut0(A).
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(2) If A satisfies the (⋆) condition then there are injective group homomorphisms
Aut+0 (A) →֒WAut
+
0 (A) →֒ Aut
+(Atriv).
Proof. (1) This immediately follows from Lemma 4.1.
(2) The existence of the first homomorphism follows from part (1). To prove the
existence of the second, let Ψ ∈WAut+(A), Σ = (x,p, B) be a seed in A and denote by
Σ′ = (x′,p, B′) its image under Ψ. Then B ∼= B′. When we specialize all coefficients to
1, we see that Ψ induces a direct cluster automorphism Ψ on Atriv. Moreover, if Ψ is a
coefficient permutation then Ψ is the identity, and therefore the map Ψ 7→ Ψ induces a
group homomorphism WAut+0 → Aut
+(Atriv).
Now assume that Ψ′ ∈WAut+(A) is another weak automorphism such that Ψ = Ψ′.
Then, obviously, Ψ and Ψ′ induce the same automorphism on the exchange graph of
Atriv. But since A satisfies the (⋆) condition, Lemma 2.5 implies that A and Atriv have
isomorphic exchange graphs. In particular, Ψ−Ψ′ fixes each cluster variable and hence
Ψ = Ψ′ in WAut0(A). Thus the homomorphism Ψ 7→ Ψ is injective. 
In the case where the cluster algebra has universal coefficients, we have the following
result, which will be used in the proof of Theorem 4.9.
Proposition 4.4. Let A be a cluster algebra with universal coefficients. Then there are
injective group homomorphisms
Aut+(Atriv) →֒WAut
+
0 (A) →֒ QAut0(A).
Proof. The existence of the second homomorphism follows from Proposition 4.3 (1). To
show the existence of the first, let f ∈ Aut+(Atriv), Σ = (x, B) be a seed in A and
Σ′ = (x′, B′) its image under f . Then B ∼= B′. Choose two lifts Σ = (x,p, B) and
Σ′ = (x′,p, B′) of Σ and Σ′ in A. We consider a second copy of A which we denote
by A′ with the difference that we use Σ as the initial seed for A and Σ′ as the initial
seed for A′. Since both A and A′ have universal coefficients, there exist two coefficient
specializations Ψ: A → A′ and Ψ′ : A′ → A such that Ψ(Σ) = Σ′ and Ψ′(Σ′) = Σ.
Moreover, the composition Ψ′ ◦ Ψ is a coefficient specialization from A to itself that
fixes Σ. By the uniqueness of the coefficient specialization for universal coefficients,
we see that Ψ′ ◦ Ψ is the identity on A. Similarly, Ψ ◦ Ψ′ is the identity too. In
particular, Ψ is a Z-automorphism of A. Moreover, Ψ(x) = x′ is a cluster and Ψ(p) ∈ P.
Also Ψ commutes with mutations, since it maps all clusters to clusters. Thus Ψ is a
weak cluster automorphism and the mapping f 7→ Ψ defines a group homomorphism
Aut+(Atriv) → WAut
+
0 (A). This homomorphism in injective with left inverse given by
the map Ψ→ Ψ obtained by specializing all coefficients to 1. 
Example 4.5. One can show that the cluster algebra A in Example 3.16 has universal
coefficients, although this realization of universal coefficients is different from the one
given in [13]. We have seen WAut(A) = WAut0(A) is isomorphic to the dihedral group
D5 and in this case it is also isomorphic to Aut(Atriv), see [2].
Now we consider the relations between the quasi-automorphism group and the cluster
automorphism group.
Proposition 4.6. Let A be a cluster algebra that satisfies the (⋆) condition of Lemma
2.5, then we have injective group homomorphisms
Aut+0 (A) →֒ QAut0(A) →֒ Aut
+(Atriv).
Moreover, if A is gluing free, then Aut+(A) →֒ QAut0(A).
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Proof. We start by proving the existence of the first homomorphism. By Lemma 4.1,
the inclusion h : Aut+(A) →֒ QAut(A) is an injective map of sets. Since coefficient
permutations map each seed Σt to itself, and therefore are proportional to the identity
on A, the map h induces a homomorphism of groups h0 : Aut
+
0 (A) → QAut0(A). To
show that h0 is injective, suppose we have Ψ ∈ Aut
+
0 (A) such that h0(Ψ) = 1QAut0(A).
Thus h0(Ψ) is proportional to the identity, which implies Ψ(xi;t) = pi;txi;t with pi;t ∈ P,
for any 1 ≤ i ≤ n and t ∈ Tn. Since Ψ ∈ Aut
+(A), we see that (p1,tx1;t, · · · , pn,txn;t)
is a cluster of A. By our assumption, the (⋆) condition is satisfied, hence Lemma 3.3
implies that the two clusters are the same, and thus pi,t = 1 for all i, t. Therefore Ψ
preserves the cluster variables and thus Ψ is the identity in QAut0(A).
To show the existence of the second homomorphism, let Ψ ∈ QAut(A) and MΨ =(
I 0
M1 M2
)
be the matrix described in Lemma 4.1. Specializing all coefficients to 1,
we obtain a quasi-automorphism Ψtriv ∈ QAut(Atriv) with matrix MΨtriv = I. By
Lemma 4.1, we also have Ψtriv ∈ Aut
+(Atriv) and the rule Ψ 7→ Ψtriv gives a map
h : QAut(A) → Aut+(Atriv). Moreover Ψ is proportional to the identity on A if and
only if h(Ψ) is the identity on Atriv. Thus h induces an injective homomorphism
QAut0(A) →֒ Aut
+(Atriv).
Finally, the last statement of the lemma follows from the observation that if A is
gluing free then Aut+0 (A)
∼= Aut+(A). 
In general, the two injective homomorphisms of the previous proposition are not
surjective. We give two examples below; we also refer the reader to Example 6.9 in [9].
Example 4.7. LetA be the cluster algebra of typeA3 given by the seed Σ = ((x1, x2, x3),
(x4), B), where the matrix B and its quiver Q(B) are as follows
B =

0 1 0
−1 0 −1
0 1 0
0 0 1
 Q(B) = 1 // 2 3oo 4 .oo
After a sequence of mutations µ3µ1µ2 on Σ (the mutation order is µ2, µ1 and then µ3),
we obtain a new seed Σ′ = ((x′1, x
′
2, x
′
3), (x4), B
′), where
B′ =

0 1 0
−1 0 −1
0 1 0
0 0 −1
 Q(B′) = 1 // 2 3oo // 4 .
Since B ≇ B′ (or equivalently Q(B) ≇ Q(B′)), there is no direct cluster automorphism
on A which maps Σ to Σ′. However, since B = B′ and Lat(B) = Lat(B′), there exists
a quasi-automorphism which maps Σ to a seed proportional to Σ′. In fact the map
f :
{
xi 7→ x
′
i if i = 1, 2, 3;
x4 7→ x
−1
4
induces such a quasi-automorphism. Thus
Aut+0 (A) ≇ QAut0(A).
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Example 4.8. LetA be a cluster algebra ofD4 type with a seed Σ = ((x1, x2, x3, x4), (x5), B),
where
B =

0 1 1 −1
−1 0 0 0
−1 0 0 0
1 0 0 0
0 1 0 0
 . Q(B) =
5 // 2
1
]]❀❀❀❀❀❀❀❀
    
  
  
  
4 .oo
3
A permutation of the cluster variables x2 and x3, produces another seed Σ
′ = ((x1, x3, x2, x4), (x5), B
′),
where
B′ =

0 1 1 −1
−1 0 0 0
−1 0 0 0
1 0 0 0
0 0 1 0
 Q(B′) =
5 // 3
1
]]❀❀❀❀❀❀❀❀
    
  
  
  
4 .oo
2
The last row of B′ is not contained in the integer row span of B, thus Lat(B) 6=
Lat(B′), and there is no quasi-automorphism that maps Σ to a seed proportional to Σ′.
However, changing cluster variables x2 and x3 induces a direct cluster automorphism on
Atriv which maps Σ to Σ
′. Thus
QAut0(A) ≇ Aut
+(Atriv).
4.1. Main result. In view of Example 4.8 it is natural to ask under which conditions we
do have an isomorphism between the groups QAut0(A) and Aut
+(Atriv). The following
theorem gives three such conditions, showing that the groups are isomorphic for a large
class of cluster algebras.
Theorem 4.9. Let A be a cluster algebra. There is an isomorphism
QAut0(A)
∼= Aut+(Atriv)
in each of the following cases.
(1) A has principal coefficients and satisfies the (⋆) condition of Lemma 2.5.
(2) A has universal coefficients.
(3) A is a surface cluster algebra with boundary coefficients.
Proof. (1) We will show that the injective homomorphism h0 : QAut0(A) →֒ Aut
+(Atriv)
from Proposition 4.6 is surjective. Let Ψ ∈ Aut+(Atriv), let Σtriv be a seed in Atriv and
let Σ′triv = Ψ(Σtriv) be its image under Ψ. Also denote by x
′
j = Ψ(xj) the image of the
cluster variable xj ∈ Σ under Ψ. Since A satisfies the condition (⋆), Lemma 2.5 implies
that there are unique seeds Σ and Σ′ in A that specialize to Σtriv and Σ
′
triv, respectively,
when coefficients are sent to 1. Let B =
(
B
G
)
and B′ =
(
B′
G′
)
be the matrices of Σ and Σ′
respectively. It was shown in [17, Theorem 1.2] that, since A has principal coefficients,
the matrices G and G′ are both integer matrices with determinate ±1. In particular,
they are invertible and we can define the following matrix
M =
(
I 0
0 G′G−1
)
.
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According to Lemma 4.1, the matrixM defines a unique quasi-automorphism Ψ˜ mapping
Σ to Σ′ by
Ψ˜(xj) =
2n∏
i=1
(x′i)
mij = x′j
2n∏
i=n+1
(x′i)
mij .
Now, since the homomorphism h0 maps frozen variables to 1, we have h0(Ψ˜)(xj) = x
′
j =
Ψ(xj). Hence Ψ is in the image of h0 and thus h0 is surjective.
(2) According to Proposition 4.4 and Proposition 4.6 there are injective homomor-
phisms Aut+(Atriv) →֒ QAut0(A) and QAut0(A) →֒ Aut
+(Atriv), both of which are
induced by inclusions of sets. Thus QAut0(A)
∼= Aut+(Atriv).
(3) Cluster algebras from surfaces are skew-symmetric. Moreover, using our assump-
tion that the rank of a cluster algebra is at least two, it follows from [7, Proposition 3.10]
that the surface cluster algebra is gluing free. Therefore we can apply Proposition 4.6
which yields injective homomorphisms Aut+0 (A) →֒ QAut0(A) →֒ Aut
+(Atriv). On
the other hand, Theorem 3.18 in [7] shows that Aut+0 (A)
∼= Aut+(Atriv). Therefore
QAut0(A)
∼= Aut+(Atriv). 
Remark 4.10. Part (3) of the theorem has an interpretation in terms of the tagged
mapping class groupMG⊲⊳(S,M) of the surface (S,M) introduced in [2]. For all surfaces
with the exceptions of a sphere with four punctures, a once-punctured square, or a digon
with one or two punctures, we have Aut+(Atriv) ∼=MG⊲⊳(S,M) (this was conjectured in
[2] and proved in [5]). Thus we see that, unless (S,M) is one of these four exceptions, the
quasi-automorphism group of the cluster algebra of (S,M) with boundary coefficients is
isomorphic to the tagged mapping class group. This result recovers a very special case
of Fraser’s Theorem [9, Theorem 7.5].
5. Finite type
In this section we will show that QAut0(A)
∼= Aut+(Atriv) for finite type cluster
algebra A with arbitrary coefficients, except for type Dn with n even.
Let A be a cluster algebra of finite type and let Σ = (x,p, B) be a seed in A such
that the valued quiver Q of B is bipartite. Denote the sources of the quiver Q by
i1, · · · , is, and its sinks by is+1, · · · , in. Following [10], we define τ+ = µis · · ·µi1 and
τ− = µin · · ·µis+1 the compositions of seed mutations at sources and sinks respectively.
Since mutations at any two sources (sinks) commute with each other, the definition of
τ± is independent of the order of the mutations. Then the group generated by τ± is
a dihedral group which is considered in [10] to prove the periodicity conjecture of Y -
systems. This group is also closely related to the cluster automorphism groups, see for
example [2, 8]. We define τ = τ+τ−. It corresponds to the Auslander-Reiten translation
on the corresponding cluster category
Lemma 5.1. Let A be a cluster algebra of finite type with arbitrary coefficients and
assume that A is not of type D2ℓ. Let Σ = (x,p, B) and Σ
′ = (x′,p, B′) be bipartite
seeds of A such that B′ = B. Then Lat(B′) = Lat(B).
Proof. By Corollaries 3.3(1) and 3.6(2) of [8], there exists m ∈ Z such that τmΣ = Σ′. So
it suffices to show the statement for Σ′ = τ−1Σ. According to Lemma 3.11, it is sufficient
to consider the case where the matrix B has only one frozen row. Denote by α1, · · · , αn, β
the rows of B, and denote by α1, · · · , αn, β
′ the rows of B′. Let β = (b1, · · · , bn) and let
β′ = (b′1, · · · , b
′
n). Then we have to show β
′ ∈ Lat(B) and β ∈ Lat(B′).
Without loss of generality, we assume the vertex 1 is a source of Q. We will distinguish
several cases.
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Case I: Type An. Suppose first that n is even. We have
B =

0 1 0
−1 0 −1 0
0 1 0 1
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . . −1 0
. . . 1 0 1
0 −1 0

.
Let ei = (0, . . . , 0, 1, 0, . . . , 0) the i-th standard basis vector of Z
n. Then
ei =
{
−αi+1 + αi+3 − αi+5 · · · ± αn if i is odd;
−αi−1 + αi−3 − αi−5 · · · ± α1 if i is even.
Therefore Lat(B) = Zn. So Lat(B) = Zn = Lat(B′) and the result is true.
Now suppose that n is odd, say n = 2ℓ+ 1 ≥ 3. Then
B =

0 1 0
−1 0 −1
1
. . .
. . .
. . .
. . .
. . .
. . .
. . . 1
−1 0 −1
1 0

.
A direct calculation shows that
b′i =

−b1 + [b2 + [b1]+ + [b3]+]+ i = 1;
−bi − [bi−1]+ − [bi+1]+ i even;
−bi + [bi+1 + [bi]+ + [bi+2]+]+
+[bi−1 + [bi−2]+ + [bi]+]+ i odd and i 6= 1, n;
−bn + [bn−1 + [bn−2]+ + [bn]+]+ i = n.
So
β′ = −β −
ℓ∑
k=0
[b2k+1]+α2k+1 −
ℓ∑
k=1
[b2k + [b2k−1]+ + [b2k+1]+]+α2k.
Therefore β′ ∈ Lat(B) and β ∈ Lat(B′).
Case II: Type Bn. In this case we assume that β = (
b1
2 , · · · , bn) and β
′ = (b′1, · · · , b
′
n).
If n is odd, say n = 2ℓ+ 1 ≥ 3, we have
B =

0 2 0
−1 0 −1
1
. . .
. . .
. . .
. . .
. . .
. . .
. . . 1
−1 0 −1
1 0

.
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Then
b′i =

−12b1 + [b2 + [b1]+ + [b3]+]+ i = 1;
−bi − [bi−1]+ − [bi+1]+ i even;
−bi + [bi+1 + [bi]+ + [bi+2]+]+
+[bi−1 + [bi−2]+ + [bi]+]+ i odd and i 6= 1, n;
−bn + [bn−1 + [bn−2]+ + [bn]+]+ i = n.
So
β′ = −β −
[b1]+
2
α1 −
(
ℓ∑
k=1
[b2k+1]+α2k+1 + [b2k + [b2k−1]+ + [b2k+1]+]+α2k
)
.
If n is even, say n = 2ℓ, we have
B =

0 2 0
−1 0 −1
1
. . .
. . .
. . .
. . .
. . .
. . .
. . . −1
1 0 1
−1 0

.
Then
b′i =

−12b1 + [b2 + [b1]+ + [b3]+]+ i = 1;
−bi − [bi−1]+ − [bi+1]+ i even;
−bi + [bi+1 + [bi]+ + [bi+2]+]+
+[bi−1 + [bi−2]+ + [bi]+]+ i odd and i 6= 1, n;
−bn + [bn−1]+ i = n.
So
β′ = −β −
[b1]+
2
α1 −
(
ℓ−1∑
k=1
[b2k+1]+α2k+1 + [b2k + [b2k−1]+ + [b2k+1]+]+α2k
)
.
Case II: Type Cn. This case is similar to the proof of type Bn.
Case III: Type Dn, n = 2ℓ+ 1, ℓ > 2. We consider the exchange matrix
B =

0 1 1 1
−1 0 0 0
−1 0 0 0
−1 0 0 0 −1
1
. . .
. . .
. . .
. . .
. . .
. . .
. . . 1
−1 0 −1
1 0

.
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Then we have
b′i =

−b1 + [[b2]+ + [b1]+]+ + [[b3]+ + [b1]+]+
+[b4 + [b1]+ + [b5]+]+ i = 1;
−bi − [b1]+ i = 2, 3;
−bi − [bi−1]+ − [bi+1]+ i even and i > 4;
−bi + [bi+1 + [bi]+ + [bi+2]+]+
+[bi−1 + [bi−2]+ + [bi]+]+ i odd and 5 6 i 6 n− 1;
−bn + [bn−1 + [bn−2]+ + [bn]+]+ i = n.
So
β′ =− β − [b1]+α1 − [b2 + [b1]+]+α2 − [b3 + [b1]+]+α3
−
(
ℓ∑
k=2
[b2k+1]+α2k+1 +
ℓ∑
k=2
[b2k + [b2k−1]+ + [b2k+1]+]+α2k
)
.
Case IV: Type E7. We consider the exchange matrix
B =

0 1 1 1 0 0 0
−1 0 0 0 −1 0 0
−1 0 0 0 0 0 0
−1 0 0 0 0 −1 0
0 1 0 0 0 0 0
0 0 0 1 0 0 1
0 0 0 0 0 −1 0

.
Then we have
b1 = −b1 + [b2 + [b1]+[b5]+]+ + [b3 + [b1]+]+ + [b4 + [b1]+ + [b6]+]+
b2 = −(b2 + [b1]+ + [b5]+)
b3 = −(b3 + [b1]+)
b4 = −(b4 + [b1]+ + [b6]+)
b5 = −b5 + [b2 + [b1]+ + [b5]+]+
b6 = −b6 + [b4 + [b1]+ + [b6]+]+ + [b7 + [b6]+]+
b7 = −(b7 + [b6]+)
So
β′ =− β − [b1]+α1 − [b2 + [b1]+ + [b5]+]+α2 − [b3 + [b1]+]+α3
− [b4 + [b1]+ + [b6]+]+α4 − [b6]+α6 − [b7 + [b6]+]+α7.
Case V: For types E6, E8 and F4, the lattice Lat(B) is Z
6, Z8 and Z4 respectively,
so the result is true by the same argument as for type An with n even.
Case VI: The type G2 is a special case of Theorem 7.1. 
We are now ready for the main result of this section.
Theorem 5.2. Let A be a cluster algebra of finite type with arbitrary coefficients and
assume that A is not of type D2ℓ. Then
QAut0(A)
∼= Aut+(Atriv).
Moreover, if A is of type D2ℓ then
G⋊QAut0(A) ∼= Aut
+(Atriv),
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where G is a subgroup of the symmetric group S3, in type D4, and G is a subgroup of
Z2 = Z/2Z, in types D2ℓ with 2ℓ ≥ 6.
Proof. For the type A1 a direct computation shows that QAut(A) ∼= Z2 ∼= Aut
+(A). As-
sume now that n > 1. Proposition 4.6 yields an injective homomorphism QAut0(A) →֒
Aut+(Atriv). By Lemma 5.1 and Remark 3.10 this is an isomorphism unless A is of type
D2ℓ.
In type D2ℓ a similar calculation shows that the Auslander-Reiten translation τ can
again be lifted as a quasi-automorphism of A. However, there may be additional au-
tomorphisms of Atriv which are not induced by some power of τ
m, as we have seen in
Example 4.8. So we have 〈τ〉 ⊆ QAut0(A) ⊆ Aut(Atriv). By Table 1 in [2], we know
Aut(Atriv) ∼=
{
Z4 × S3 in type D4;
Zn × Z2 in types Dn with n > 4,
where the cyclic part is generated by the Auslander-Reiten translation τ . This completes
the proof. 
Example 5.3. For the cluster algebra of Example 4.8 we have
QAut0(A)
∼= Z4 × Z2 ∼= 〈τ〉 × 〈σ〉,
where τ is the Auslander-Reiten translation and σ fixes x1 and x3 and interchanges x2
and x4. On the other hand, Aut
+(Atriv) ∼= Z4 × S3, where the symmetric group S3
is given by all permutations of the variables x2, x3, x4. Since the symmetric group is a
semidirect product of Z3 and Z2 we have Z3 ⋊QAut0(A)
∼= Aut+(Atriv).
As an immediate corollary, we obtain the complete list of all quasi automorphism
groups of finite type cluster algebras.
Corollary 5.4. Let A be a cluster algebra of finite type. Then the quasi-automorphism
group QAut0(A) is listed in Table 1. Note that the group is a cyclic group, except for
type D.
Proof. This follows from Theorem 5.2, Table 1 in [2]. 
We close this section with the following result on lattices which is a consequence of
our arguments above.
Corollary 5.5. Let A be a cluster algebra of finite type and let Σ,Σ′ be two seeds such
that the principal parts of the exchange matrices are equal. Then the lattices of the
exchange matrices coincide.
Proof. This follows from Remark 3.10 and Theorem 5.2. 
6. Affine type
In this section we consider the quasi-automorphism groups for a cluster algebra A of
affine type, that is, the cluster algebras of types A˜p,q, (p > 1, q > 1), D˜n−1, (n > 5), E˜6,
E˜7 and E˜8. We proceed case by case.
Case I: Let A be a cluster algebra of type A˜p,q. Let Σ = (x˜,p, B) be a seed of A,
where the quiver of the exchange matrix B is as follows:
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2 // 3 // · · · // p
$$❍
❍❍
❍❍
❍❍
❍❍
❍
1
==④④④④④④④④④
!!❈
❈❈
❈❈
❈❈
❈❈
p+ 1.
p+ q // p+ q − 1 // · · · // p+ 2
::✈✈✈✈✈✈✈✈✈
The cluster automorphism group of Atriv is computed in [2]. Denote by Σtriv = (x =
(x1, · · · , xp+q), B) the initial seed of Atriv, which corresponds to Σ. Let Σ
′
triv = (x
′ =
(x′1, · · · , x
′
p+q), B
′) be a seed obtained from Σtriv by an ordered sequence of mutations
at x1, xp+q, xp+q−1, · · · xp+2. Let Σ
′′
triv = (x
′′ = (x′′1 , · · · , x
′′
p+q), B
′′) be a seed obtained
from Σtriv by an ordered sequence of mutations at x1, x2, · · · xp. Then there are two
cluster automorphisms r1 and r2 of Atriv which map Σtriv to Σ
′
triv and Σ
′′
triv respectively,
where the actions on the initial cluster variables are as follows:
r1 :
{
xi 7→ x
′
i+1 if 1 6 i 6 p+ q − 1;
xp+q 7→ x
′
1.
r2 :
{
x1 7→ x
′′
p+q;
xi 7→ x
′′
i−1 if 2 6 i 6 p+ q.
In fact if p 6= q, then
(6.1) Aut+(Atriv) ∼= Hp,q = 〈r1, r2|r1r2 = r2r1, r
p
1 = r
q
2〉,
see [2, section 3.3]. If p = q, then Aut+(Atriv) ∼= Hp,q ⋊ {1, σ}, where σ is induced by
the following permutation of the initial cluster variables:
σ :

x1 ↔ x1;
xp+1 ↔ xp+1;
xi ↔ xp+q+2−i if 2 6 i 6 p = q.
Now we show the r1 can be lifted as a quasi-automorphism of A. We shall consider
only the case where p is even and q is odd, since the other cases are similar. According
to Lemma 3.11, we may also assume that A only has one coefficient. Let B =
(
B
β
)
be
the initial matrix of A, where β = (b1, . . . , bp+q). Let B
′ =
(
B
β′
)
be the matrix of a
labeled cluster which is obtained from the labeled cluster x˜′ = µp+2 · · ·µp+qµ1(x˜) after
a relabeling 1 7→ p + q 7→ p + q − 1 7→ · · · 7→ 2 7→ 1. Denote the frozen row of B′
by β′ = (b′1, · · · , b
′
p+q). The cluster automorphism r1 maps x to x
′. Note that after
specializing the coefficient in x˜′ to 1, we get x′. So to show the existence of a lift of r1
in QAut0(A) which maps x˜ to x˜
′ After a direct calculation, we have
b′1 = b2 + [b1]+
b′i = bi+1 if 2 6 i 6 p− 1;
b′p = {bp+1}
b′p+1 = −{bp+2}
b′p+i = −{bp+i+1}+ [{bp+i}]+ if 2 6 i 6 q − 1;
b′p+q = −b1 + [{bp+q}]+
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where {bp+i}, 1 6 i 6 q, is inductively defined by
{bp+i} =
{
bp+q + [b1]+ if i = q;
bp+i + [{bp+i+1}]+ if 1 6 i 6 q − 1.
Finally, we have
β′ = −β + a1α1 + · · · + ap+q−2αp+q−2 + ap+qαa+q,
where the α are the rows of B and
a1 = bp+q + b
′
p+q;
a2k = −
k∑
i=1
(b2i−1 + b
′
2i−1) +
p/2∑
i=1
(b2i + b
′
2i)−
(q−1)/2∑
i=1
(bp+2i + b
′
p+2i)− bp+q − b
′
p+q
if 1 6 k 6 p/2;
a2k+1 = −
k∑
i=1
(b2i + b
′
2i) + bp+q + b
′
p+q if 1 6 k 6 p/2;
ap+2k =
k∑
i=1
(bp+2i−1 + b
′
p+2i−1)−
p/2∑
i=1
(b2i + b
′
2i) +
(q−1)/2∑
i=1
(bp+2i + b
′
p+2i) + bp+q + b
′
p+q
if 1 6 k 6 (q − 1)/2;
ap+2k+1 =
k∑
i=1
(bp+2i + b
′
p+2i)−
p/2∑
i=1
(b2i + b
′
2i) + bp+q + b
′
p+q
if 1 6 k 6 (q − 1)/2.
Similarly, the cluster automorphism r2 can also be lifted to QAut0(A). Therefore
QAut0(A)
∼= Hp,q ∼= Aut
+(Atriv) if p 6= q;
QAut0(A)
∼= Hp,q ⋊G ⊆ Aut
+(Atriv) if p = q,
where G is a subgroup of Z2.
Case II: Let A be a cluster algebra of type D˜n−1. Let Σ = (x˜,p, B) be a seed of A,
where the quiver of the exchange matrix B is
2 n− 1
1
cc❍❍❍❍❍❍
zz✈✈
✈✈
✈✈
// 4 · · ·oo // n− 3 n− 2oo
66♥♥♥♥♥♥
((PP
PPP
PPP
(n odd),
3 n
2 n− 1
vv♥♥♥
♥♥♥
1
cc❍❍❍❍❍❍
zz✈✈
✈✈
✈✈
// 4 · · ·oo n− 3oo // n− 2 (n even).
3 n
hhPPPPPPPP
It was shown in [2] that the direct cluster automorphism group Aut+(Atriv) of Atriv is
isomorphic to
(6.2) G =
〈
τ, σ, ρ1, ρn
∣∣∣∣∣∣
ρ2i = 1, τρi = ρiτ (i = 1, n)
τσ = στ, σ2 = τn−3
ρ1σ = σρn, σρ1 = ρnσ
〉
.
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Here τ corresponds to the Auslander-Reiten translation of the cluster category. The
automorphism σ corresponds to a kind of reflection of the cluster category, and ρ1
(respectively ρ2) is induced by the automorphism of the initial quiver which permutes
the vertices 2 and 3 (respectively n − 1 and n) and preserves other vertices. We refer
the reader to section 3.3 [2] for details. Similar to the situation in finite type D2ℓ, the
automorphisms σ, ρ1 and ρ2 do not always lift to QAut0(A). However, we will see that τ
can always be lifted. Note that in this case the τ is still the composition τ+τ−, where τ−
(respectively τ+) is a sequence of mutations at the sinks (respectively sources). Similar
as the method we used previously, we consider any matrix B =
(
B
β
)
and show that β′
is an integer linear combination of β and the rows α1, · · · , αn of B, where B
′ = τ
(
B
β′
)
.
By a direct calculation, we see this from the following equality
β′ = −β − [−b1 + [−b2]+ + [−b3]+ + [−b4]+]+α1 − [−b3]+α3
−
(n−5)/2∑
k=2
[−b2k+1 + [−b2k]+ + [−b2k+2]+]+α2k+1 −
(n−1)/2∑
k=1
[−b2k]+α2k
−[−bn−2 + [−bn−3]+ + [−bn−1]+ + [−bn]+]+αn−2 − [−bn]+αn.
for odd n and the equality
β′ = −β − [−b1 + [−b2]+ + [−b3]+ + [−b4]+]+α1 − [−b3]+α3
−
(n−4)/2∑
k=2
[−b2k+1 + [−b2k]+ + [−b2k+2]+]+α2k+1 −
(n−2)/2∑
k=1
[−b2k]+α2k
−[−bn−1 + [−bn−2]+]+αn−1 − [−bn + [−bn−2]+]+αn.
for even n. Therefore QAut0(A) always contains a subgroup isomorphic to Z which is
generated by τ .
Case III: Let A be a cluster algebra of type E˜6. We begin with a initial seed of A
with the exchange matrix B, whose quiver is bipartite:
6

3
5 // 2 1oo //
OO
4 7.oo
It was shown in [2] that the direct cluster automorphism group Aut+(Atriv) is isomor-
phic to Z × S3, where the cyclic part is generated by the Auslander-Reiten translation
τ and the S3 part comes from the automorphisms of the quiver. Again, the cluster
automorphisms in S3 may not lift to QAut0(A), while τ can always be lifted. We still
use the notations β, β′ and αi, 1 6 i 6 7. The linear relation between them is
β′ =− β − [−b1 + [−b2]+ + [−b3]+ + [−b4]+]+α1 − [−b2]+α2 − [−b3]+α3
− [−b4]+α4 − [−b5 + [−b2]+]+α5 − [−b6 + [−b3]+]+α6 − [−b7 + [−b4]+]+α7.
Therefore
QAut0(A)
∼= Z×G ⊆ Aut+(Atriv),
where G is a subgroup of S3.
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Case IV: Let A be a cluster algebra of type E˜7 with the initial principal part quiver
3
6 5oo // 2 1oo //
OO
4 7oo // 8.
It was shown in [2] that the direct cluster automorphism group Aut+(Atriv) is iso-
morphic to Z × Z2, where the infinite cyclic part is generated by the Auslander-Reiten
translation τ and the Z2 part comes from the automorphisms of the quiver. Then
QAut0(A)
∼= Z×G ⊆ Aut+(Atriv),
where G is a subgroup of Z2. The linear relation is as follows:
β′ =− β − [−b1 + [−b2]+ + [−b3]+ + [−b4]+]+α1 − [−b2]+α2 − [−b3]+α3
− [−b4]+α4 − [−b5 + [−b2]+ + [−b6]+]−α5 − [−b6]+α6
− [−b7 + [−b4]+ + [−b8]+]+α7 − [−b8]+α8.
Case V: Let A be a cluster algebra of type E˜8 with the initial principal part quiver
3
5 // 2 1oo //
OO
4 6oo // 7 8oo // 9.
The direct cluster automorphism group Aut+(Atriv) = 〈τ〉 ∼= Z. Then we have
QAut0(A)
∼= Z ∼= Aut+(Atriv).
The linear relation is as follows:
β′ =− β − [−b1 + [−b2]+ + [−b3]+ + [−b4]+]+α1 − [−b2]+α2 − [−b3]+α3
− [−b4]+α4 − [−b5 + [−b2]+]+α5 − [−b6 + [−b4]+ − [−b7]+]+α6
− [−b7]+α7 − [−b8 + [−b7]+ + [−b9]+]+α8 − [−b9]+α9.
To summarize, we have the following
Theorem 6.1. Let A be a cluster algebra of affine type. Then the quasi-automorphism
group QAut0(A) is listed in Table 1.
Proof. This follows from the above discussion. 
7. Rank 2
We end the paper with a discussion of rank two cluster algebras.
Theorem 7.1. Let A be a cluster algebra of rank two, then
QAut0(A)
∼= Aut+(Atriv) ∼=

Z5 in type A2;
Z3 in type B2;
Z3 in type C2;
Z4 in type G2;
Z in all other rank 2 types.
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Proof. Let Σ = (x,p, B) be a seed. According to Lemma 3.11, we may assume without
loss of generality that B has exactly one frozen row. Then
B =
 0 s−t 0
b1 b2
 =
 α1α2
β

where we may assume s and t are positive integers. Let Σ′ = (x′,p, B′) be another
seed and let β′ = (b′1, b
′
2) denote the frozen row of B
′. Then Σ′ = τm(Σ) for some
integer m. If m = 1 then β′ = −β − [−b1 + t[−b2]+]+α1 − [−b2]+α2. If m = −1 then
β′ = −β − [b1]+α1 − [b2 + s[b1]+]+α2. In both cases we have Lat(B) = Lat(B
′), and by
induction Lat(B) = Lat(τm(B)) for any m. Therefore QAut0(A) ∼= Aut
+(Atriv).
If A is of finite type, that is types A2, B2, C2, and G2, then the group has been
computed in Corollary 5.4. Otherwise, the rank of τ is infinite, so QAut0(A)
∼= 〈τ〉 ∼=
Z. 
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