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Limbic areas are functionally 
decoupled and visual cortex takes 
a more central role during fear 
conditioning in humans
Chrysa Lithari1,2, Stephan Moratti3,4 & Nathan Weisz1,2
Going beyond the focus on isolated brain regions (e.g. amygdala), recent neuroimaging studies on fear 
conditioning point to the relevance of a network of mutually interacting brain regions. In the present 
MEG study we used Graph Theory to uncover changes in the architecture of the brain functional network 
shaped by fear conditioning. Firstly, induced power analysis revealed differences in local cortical 
excitability (lower alpha and beta power) between CS+ and CS− localized to somatosensory cortex and 
insula. What is more striking however is that the graph theoretical measures unveiled a re-organization 
of brain functional connections, not evident using conventional power analysis. Subcortical fear-related 
structures exhibited reduced connectivity with temporal and frontal areas rendering the overall brain 
functional network more sparse during fear conditioning. At the same time, the calcarine took on a 
more central role in the network. Interestingly, the more the connectivity of limbic areas is reduced, the 
more central the role of the occipital cortex becomes. We speculated that both, the reduced coupling 
in some regions and the emerging centrality of others, contribute to the efficient processing of fear-
relevant information during fear learning.
Learning the contingency between a threat signal and the potential danger it predicts is crucial for survival. 
Pavlovian fear conditioning is the most common laboratory model to study this particular type of learning: a 
previously neutral stimulus (CS+ ) is associated with an intrinsically aversive stimulus (US), while a second neu-
tral stimulus remains unpaired. This association elicits a behavioral response in the presence of CS+ usually 
measured in terms of skin conductance, startle responses, pupil diameter or freezing behavior in animals1. Lesion 
studies in rats indicate a critical role of medial temporal structures, especially amygdala, in the acquisition of con-
ditioned responses2. Studies in healthy humans implicate, apart from amygdala, an extended set of regions such 
as the pulvinar, thalamus3, anterior cingulate, insula and motor cortex (for a review see4). Simultaneous activation 
of these subcortical and cortical regions suggests that a fear relevant network rather than a distinct key region is 
responsible for fear perception.
Connectivity analysis is used to infer the coupling and decoupling between the nodes of a network. Indeed, 
an fMRI study showed increased functional connectivity between amygdala, object recognition areas (fusiform 
gyrus) and motor cortex in phobic participants when they passively watched phobic stimuli5 suggesting a shared 
neural network between fear conditioning and phobic reactions. Another fMRI study reported increased con-
nectivity of right amygdala and visual cortex and decreased connectivity of left amygdala and occipito-temporal 
regions when participants were asked to identify fear faces6. These studies demonstrate that some regions exhibit 
fear-related coupling and others decoupling suggesting a re-routing of the functional pathways, which we intend 
to investigate in the present study. In a situation such as fear conditioning, an immediate response is demanded 
and this may in turn require a short-term re-organization of the brain functional connections as a response to 
learning but also in order to facilitate a rapid response. Using Graph Theory7 we aimed to uncover changes in the 
functional architecture of the brain network during fear conditioning. Graph theory offers tools to measure how 
efficiently information flows in a network, or how central the role of certain regions in the network is, features 
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that are not accessible with standard connectivity analysis. With the excellent temporal resolution of MEG, we 
were able to describe fear-related network-level changes globally as well as locally in a time-frequency resolved 
manner. To our knowledge, there is no study using any neuroimaging modality that investigated fear conditioning 
under the framework of graph theory.
We implemented a typical fear-conditioning paradigm using flickering fearful faces at 15 Hz as CS and electrical 
stimulation at the left median nerve as the US, while MEG was recorded. We validated the effectiveness of the 
paradigm by means of startle responses8. In a companion paper9 we first reported in accordance with previous lit-
erature8 enhanced processing of CS+ not only on the visual cortex as expected, but also on subcortical structures. 
The current study expands the scope of the previous work, on induced responses with a main focus on charac-
terizing connectivity patterns using graph theoretical tools in source space. The latter allows the investigation of 
fear-related differences in the organization of the brain functional network that are not evident with other analysis 
methods. Firstly we expected a higher excitability (lower alpha) of the somatosensory cortex during CS+ due to 
the expectancy of the painful US. Secondly, we hypothesized a distributed set of cortical as well as subcortical 
fear-relevant structures that compose the fear-network4 to emerge via our analysis using graph theoretical tools. 
More precisely, since prominent limbic-frontal connectivity is related to emotion regulation10,11, in a situation like 
fear conditioning, we expected decoupling phenomena in fear-relevant regions.
Results
Behavioral validation of conditioning. The startle responses of CS+ and CS− trials did not differ sig-
nificantly during the habituation and extinction phases (Fig. 1, bottom). A reliable modulation was found in the 
conditioning phase where participants showed a higher startle response during CS+ compared to CS− (p = 0.01, 
t = 2.89, df = 17). The startle responses during the ITIs were significantly higher than both CS+ and CS− during 
habituation and extinction (p < 0.001; leading to the overall negative values), whereas during the conditioning 
phase they were at the same level with CS+ . The differentiated startle response at CS+ validates the effectiveness 
of classical fear conditioning as it indicates a conditioning-specific activation of the defense system12.
Decreased induced power. Statistical analysis CS+ vs. CS− revealed two significant clusters at sensor 
level: one at 3–4.5 s at central sensors, mostly contralateral to the expected US (p = 0.009) and a second one ear-
lier at 0.5–1.5 s (p = 0.011) with posterior topography (Fig. 2A). The early effect is localized on left pre-central, 
post-central gyrus (p < 0.001) (Fig. 2B), which exhibited lower alpha and beta power during CS+ with respect 
to CS− . The same occurred on the right frontal inferior gyrus, right insula and putamen (p < 0.001) and to a 
Figure 1. Top: the experimental design. Bottom: magnitude of the eye blink startle reflex expressed as  
z – scores. Startle reflex was modulated by the CS+ only during the conditioning phase (* p = 0.01). Note that 
the z – scores for CS were mostly negative because participants were more “responsive” to the white noise 
presented during ITI than during flickering CS (figure modified from9. The faces that appear in the figure 
belong to the Radboud Face Database28).
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lesser extent on dorsal frontal cortex (Fig. 2B) where the late effect was localized; prior to the upcoming noxious 
stimulus, less alpha and beta power was observed when compared to CS− . During habituation and extinction, we 
found no significant differences.
Disconnection of subcortical structures. Connection density, which indicates the number of functional 
connections in the brain, is decreased during CS+ with respect to CS− as shown by a significant negative cluster 
(p = 0.013) lasting from 3.2–3.8 s and 18–31 Hz (Fig. 3A). This means that during CS+ there are overall less func-
tional connections in the brain network as compared to CS− . To obtain insights as to which regions contribute 
to this effect, we calculated the node degree of each voxel, which is the number of connections to other voxels, 
exactly at the time-frequency window of the connection density effect. A significant reduction of connections 
(p = 0.003) was found in several subcortical regions (insula, putamen, caudate, amygdala and hippocampal gyrus) 
bilaterally (Fig. 3B). That is, during CS+ these regions showed a relative disconnection with the rest of the func-
tional network as compared to CS− . The effect was maximal (t = 4.2) at left hippocampus and amygdala (MNI 
[− 20 − 5 − 20]). Following up this effect, we reported an increase of the local node degree relative to the baseline 
at left hippocampus for both CS+ and CS− , which is however lower for CS+ than for CS− (barplot in Fig. 3B). 
During habituation and extinction, we found no significant differences between CS+ and CS− .
More shortest paths pass through occipital cortex. To further investigate the difference in the number 
of functional connections, we used the betweenness centrality, which is the number of shortest paths passing by 
a node, and is a measure of how central is the role of the node in a graph. Betweenness centrality was calculated 
for each voxel in the time-frequency window of interest where the connection density is significantly decreased 
due to fear conditioning. It is significantly increased (p = 0.013, corrected) in the superior and inferior occipi-
tal cortex and precuneus bilaterally (Fig. 3C) during CS+ as compared to CS− . That is, more connections that 
belong to shortest paths pass through these cortical regions during CS+ as compared to CS− . This effect is at 
its maximum at the right superior occipital gyrus (t = 3.72, MNI [10 − 99.5 24.5]). Following up this effect with 
respect to the baseline, we reported an increase of the betweenness centrality at the superior occipital gyrus for 
Figure 2. (A) CS+ vs. CS− statistics on time-frequency sensor space for the three experimental phases. 
Only during conditioning, we observed significant decreased induced power mainly in alpha and beta bands 
during CS+ in an early and a later point. (B) The two clusters were localized on source level using LCMV 
beamforming.
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both CS+ and CS− , which, however, is stronger for CS+ than for CS− (barplot in Fig. 3C). During habituation 
and extinction, we found no significant differences between CS+ and CS− . To sum up, during CS+ we observed 
a disconnection of subcortical regions and at the same time a re-direction of the shortest paths through occipital 
areas. Interestingly these two effects only significantly correlate for CS+ (p = 0.007, r = .58) (Fig. 3D). The fewer 
the connections at the left hippocampus (maximum node degree effect), the more the shortest paths passing from 
the superior occipital gyrus (maximum betweenness centrality effect).
Limbic regions are functionally disconnected from fusiform and orbitofrontal gyri. We showed 
that during CS+ , the node degree in a diverse set of subcortical regions is lower, that is, these regions have 
fewer connections, than during CS− . Less connections, in other words less “1“s in the binary adjacency matrix, 
implies lower connectivity values (imaginary coherence) before the thresholding. To identify which regions lost 
their connectivity to these deep structures, we placed a seed on the left hippocampal gyrus, where the node 
degree effect has its maximum (t = − 4.2, MNI [− 20 − 5 − 20]) and we examined if the connectivity of all voxels 
Figure 3. (A) the statistics (CS+ vs. CS− ) on connection density are illustrated. A significant negative cluster 
(p = 0.013, corrected), indicating lower density during CS+ than CS− , was observed lasting from 3.1 till 4 sec 
and on the frequency range 18–28 Hz. The results in (B–D) refer to this time-frequency window of interest. 
(B) There was a significant reduction (p = 0.004, corrected) in the node degrees of subcortical structures 
bilaterally. The barplot depicts the node degree of left hippocampal gyrus (relative to the baseline) where the 
effect was maximized. Error bars correct for between-subject variability. (C) There was a significant increase 
(p = 0.013, corrected) on the betweenness centrality on occipital regions also bilaterally. The barplot depicts the 
betweenness centrality of left superior frontal gyrus (relative to the baseline) where the effect was maximized. 
Error bars correct for between-subject variability. (D) The effects described at (B,C) show a significant 
correlation only for CS+ (red dots, star indicates significant correlation). The less connections at hippocampal 
gyrus, the more shortest paths passing through occipital cortex.
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to/from the seed differed between CS+ and CS− . A set of areas exhibited reduced connectivity with the seed 
in the time-frequency window of interest determined by the significant cluster on connection density. When 
statistics are corrected (montecarlo), it is only the right fusiform that showed reduced connectivity with the 
seed, however, the uncorrected values were plotted to show the complete image of reduced short and long-range 
connectivity. As shown in Fig. 4A, deep limbic areas are disconnected from both nearby regions (left fusiform), 
and long-distant areas (right temporal, fusiform and orbitofrontal gyrus). The maximum of this effect is at the 
right fusiform (t = − 4.27, MNI [− 40 − 20 − 35]). During habituation and extinction, there were no significant 
differences.
Occipital lobe is functionally disconnected from temporal gyri and anterior cingulate. We 
observed that during CS+ , the betweenness centrality of occipital cortex is significantly higher, giving to this 
region a more central role, as compared to CS− . This implies the probability that the connectivity of the occipital 
cortex with the rest of the brain might have been altered due to fear conditioning. Indeed, placing a seed there 
and looking at differences in the connectivity values between CS+ and CS− , revealed lower connectivity with 
temporal lobes and anterior cingulate bilaterally (Fig. 4B). The maximum of this effect is at left temporal superior 
cortex (t = − 4.27, MNI [− 65 − 20 10]). During habituation and extinction, there were no significant differences.
Discussion
In considering the brain functional network as a complex graph that is dynamically modified in response to, but 
also in anticipation of, environmental changes, we intended to examine how fear conditioning alters the graph 
structure and properties. We recorded MEG during a classical fear-conditioning paradigm and we focused our 
analysis firstly on induced power, but mainly on brain functional connectivity using graph theory. Confirming 
our first hypothesis, fear conditioning caused a decrease in power in alpha and beta bands prior to the upcoming 
aversive US and this effect was localized on the somatosensory cortex and insula. The most interesting finding 
however is the tendency of the brain functional network to ‘lose’ some of its functional connections during CS+ 
with respect to CS− . Thus, our second hypothesis about decreased connectivity at fear-relevant regions is also 
verified, since it is subcortical limbic structures that lose their connections. At the same time a higher number 
of shortest-paths are routed through occipital gyrus, which takes a more central role in the brain functional net-
work. These two phenomena are correlated: the more connections lost at hippocampus, the more central the role 
of the occipital cortex.
Reduced power in alpha band is an index of the local excitability of relevant cortices prior to a stimulus13, 
in our case, an expected painful somatosensory one. The early (0.5–1.5 s) decrease of alpha and beta power on 
somatosensory cortex reflects top-down biases that modulate excitability13 of somatosensory cortex. Later on 
(3–4.5 s), also insula is involved exhibiting decreased alpha and beta power. This effect could not be uncovered 
by the conventional evoked responses analysis that pointed to generalized effects related to the enhanced cortical 
Figure 4. (A) A seed was placed at hippocampal gyrus (MNI [− 20 − 5 − 20]) where the node degree effect was 
most significant. Connectivity between the seed and fusiform, temporal and frontal regions was lower during 
CS+ with respect to CS− (p < 0.05, not corrected). (B) A seed was placed at occipital gyrus (MNI [10 − 99.5 
24.5]) where the betweenness effect was most significant. Temporal cortex and anterior cingulum exhibited 
lower functional connectivity with the seed during CS+ with respect to CS− (p < 0.05, not corrected).
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processing of CS+ , in this case the visual cortex9. However, the process of averaging for evoked responses penal-
izes single-trial modulations of brain activity that are not precisely time-locked to the stimulus. Indeed, analysis 
of induced responses on source level suggested increased excitability (reduced alpha and beta power) on the cor-
tices relevant to the modality of the aversive US, in this case the somatosensory cortex. This could be interpreted 
as effects related to the expectancy of a stimulus on the relevant cortices as previously suggested by Langner and 
colleagues13. Later on, closer to the upcoming US, increased excitability was also found at insula, a structure acti-
vated in fear conditioning14 and during anticipation of painful stimuli in particular15. Taken together, we reported 
increased excitability at the cortex relevant to the modality of the upcoming US, but also at a structure involved in 
the processing of aversive stimuli independently of the modality of the expected US.
We found a reduction of connections in low gamma band caused by fear conditioning. Fear conditioning is a 
situation that involves emotional learning and requires a rapid response and a re-organization of the brain func-
tional network seems critical. This re-organization evoked by fear is apparently a large-scale one that it is even 
reflected in terms of density, one value that describes a graph globally.
The general decrease of the number of connections was localized on subcortical structures including limbic 
areas (insula, putamen, amygdala, hippocampus). The communication-though-coherence hypothesis, assumes 
that the absence of functional connections (coherence) prevents communication between neuronal populations16. 
That is, in our case, subcortical brain structures loose some connections with the rest of the brain. The connec-
tivity of amygdala is altered in a neighboring region even during rest following fear conditioning17. Stronger 
connectivity between amygdala and prefrontal cortex predicts effective emotion regulation and lower levels of 
anxiety10,11. Fear conditioning, even though in the laboratory, is a stressful situation where an immediate response 
is required. In this context, the reduction in density, and thus connectivity, is in line with previous findings and 
can be interpreted as a quick adaptation of the brain functional network to a situation far from emotion regula-
tion, probably “sacrificing” some non-fundamental connections to increase the readiness to respond.
Indeed, placing a seed in the left hippocampus, revealed a functional disconnection with the fusiform and 
orbitofrontal gyri. The latter is preferentially involved in emotional as compared to cognitive perspective taking18 
and it is anatomically connected with the limbic system in monkeys19. The left fusiform gyrus on the other hand is 
suggested as the visual word form area20 and as such, a disconnection from limbic areas during non-verbal stimuli 
processing is meaningful. Given the fact that this effect is distributed all over the brain, no significant spatial clus-
ter was formed. However, our results do support the disconnection of the limbic areas from both short and long 
distance structures. One might speculate that the disconnection of limbic areas from the rest of the brain has, at 
least to some extent, a protecting role towards interference: via this architecture, the subcortical flow of informa-
tion is locally integrated/reinforced and, at a later step, spread throughout the brain network.
To sum up till this point, fear conditioning caused a disconnection of fear-relevant subcortical regions that 
also significantly affected the connection density of the brain functional network. Our finding is in line with 
the notion of a fear relevant network4,6 and we reported for the first time a specific disconnection of subcortical 
regions elicited by fear conditioning.
To explore the degree effect deeper, we also investigated the betweenness centrality of each node, that is, if fear 
conditioning affected the number of the shortest paths that pass through each node. Indeed we found a significant 
increase of betweenness centrality in cortical areas such as the superior and inferior occipital gyri and precuneus 
bilaterally during CS+ with respect to CS− . Nodes with high betweenness centrality participate in many shortest 
paths and consequently act as important points of control of information flow21, the so-called hubs of a network. 
The deprecation of connections at subcortical regions can be interpreted together and in line with a need for a 
re-direction of the existing ones, that is, leading to a re-direction of the shortest paths as well. Indeed, the negative 
correlation of these effects supports such an interpretation: the more connections “lost” at subcortical structures 
(hippocampus) as a response to fear-conditioning, the more shortest paths are re-directed through the occipital 
cortex. Given the nature of the CS, one can speculate that the locus of CS processing, that is the occipital lobe, 
plays a more central role, during fear conditioning. It remains to be investigated if the modality of the CS is indic-
ative of re-routing information in the brain functional network.
Due to the correlative nature of the effects, we cannot make an assumption regarding which of the two effects 
caused the other. An alternative interpretation could be that the re-direction of the shortest paths to pass through 
visual processing regions led to reducing some subcortical connections in order to keep the communication cost 
low. Whatever their exact relation, the hub-like function of occipital gyrus together with a decreased number of 
subcortical connections seems to facilitate fear learning, a situation that, under a common evolutionary frame-
work, requires an immediate response. However, given the graph-theoretical definition of the hub (betweenness 
centrality higher than the mean of all nodes plus one standard deviation22), we cannot deduce that the occipital 
cortex acts as one, since what we compare herein is the betweenness centrality CS+ vs. CS− and not the between-
ness centrality of one node vs. the rest of the nodes.
Investigating further the betweenness effect, we placed a seed in the occipital gyrus, where it was maximized 
and we noted decreased connectivity with temporal lobes and cingulate bilaterally. Superior temporal gyrus is 
involved in the perception of emotions in facial stimuli (CS were fearful faces)23, while the anterior cingulate plays 
a central role in pain24. Considering our findings under the framework of graph theory, it is interesting to mention 
that the more central role given to the occipital cortex (by routing more shortest paths through it) is accompanied 
with a loss of connections between occipital cortex and other areas. Our findings again point to the fact that in 
a critical and stressful situation such as fear, disconnection might be a mechanism that facilitates processing of 
aversive stimuli and it makes sense that the connections to be “cut” should be the non-fundamental ones.
One could raise a concern on the method we used to threshold the connectivity values to obtain the adjacency 
matrices. Thresholding is a widely discussed issue when applying graph theory on brain networks25,26. A range of 
arbitrary thresholds or a range of equal, yet arbitrary, densities is common practice. Equalizing the connection 
density of the graph is common in order to look at organizational differences usually between patients and healthy 
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participants27. However, applying this approach in within subjects contrast assumes that different brain states 
(herein fear conditioning) do not have any impact on the connectivity values, and thus on the connection density. 
The stimulation we used lasted 4 sec and could potentially have an effect during any moment and in any frequency 
band, thus, any change in the connection density would be worthy to investigate. Indeed, we observed a difference 
in the connection density only close to the upcoming US in low gamma band and only during conditioning and 
not during habituation and extinction. The node degree analysis was performed to follow up this global effect. The 
betweenness centrality analysis, also driven by the global effect on connection density, differed significantly in a 
different location (visual cortex) than the node degree (subcortical areas) in the same time-frequency window. 
Yet, we only considered the effects that were significant across all the threshold range we tested. Nevertheless, 
considering the influence of connection density to the more complex graph theory measures we performed addi-
tional analysis matching the connection density for CS+ and CS− and normalizing the node betweenness cen-
trality of our obtained graphs with that of random graphs of same connection density. We then contrasted the 
betweenness centrality of each node between CS+ and CS− for connection densities equal to 0.5, 0.6 and 0.7 and 
indeed it is higher during CS+ than during CS− mainly at the visual cortex (as described in our results) but also 
at other cortical areas (Supplementary Fig. S1). We are confident, thus, to report a re-organization of the brain 
functional network due to fear conditioning and not just a spurious reduction in the connection density.
Of note, we have utilized fearful faces as CS. This might have introduced specific effects of fearful face process-
ing. However, as both the CS− and CS+ were fearful faces, these effects have been controlled for.
In conclusion, we hypothesized that human brain during fear conditioning apart from local modulations of 
cortical power, responds also with a re-organization of its functional connections, a phenomenon observable 
only using graph theoretical measures. The fear-relevant structures were indeed de-coupled from the rest of the 
network, while the cortex processing the fear-related information, in our case visual, took a more central role. 
Importantly, these two effects were correlated, probably to the direction of efficient fear learning.
Methods
Participants. Twenty right-handed participants (10 females; age: 28.05 ± 3.3 years) with normal or correct-
ed-to-normal vision, no neurological or psychiatric disorders and no family history of photic epilepsy took part 
in the experiment. The Ethical Committee of the University of Trento approved the experimental protocol and 
the experiments were performed in accordance with the approved guidelines. Participants confirmed that they 
understood the experimental procedure and gave their written informed consent.
Stimuli and procedure. Two fearful faces of Caucasian adult women from the Radboud Faces Database28 
were used as CS+ and CS− counterbalanced among participants. The CS was flickering at 15 Hz for 5 sec on a 
black screen with a refresh rate of 60 Hz (Fig. 1, top; 2 frames “on” and 2 frames “off ”). The stimuli were pro-
jected on a screen inside an MEG shielded room through a video projector (Panasonic PT-D7700E) and a mirror 
system. A white fixation cross was presented on the screen during the inter-trial-interval (ITI), which jittered 
between 7 and 8 sec. The precise start and end of each trial was determined by a photodiode sensitive to lumi-
nance change placed on the screen inside the MEG room.
The US was a 100 ms electric pulse stimulating the participant on the left median nerve. Two electrodes (cath-
ode proximal) were connected directly to a galvanically insulated electrical stimulator. A step-wise procedure was 
followed before the experiment to define the individual pain threshold. Participants were asked to rate the inten-
sity of the pulse using a scale of 0 (not perceived) to 7 (very painful). It was explained to them that the intensity 
used during the experiment should be tolerable, however it should be sufficiently unpleasant in order to be sali-
ent. The target rated pain level for each individual was 6 and this procedure led to an average of 33.05 ± 16.3 mA 
at 200 Volts. The delivery of the US jittered between 4600 and 4800 ms after the CS+ start and they terminated 
simultaneously.
The experiment consisted of three phases: habituation, conditioning and extinction. During habituation, 
18 CS+ and 18 CS− trials were presented in random order in two blocks each lasting 6 minutes, but the CS+ was 
never paired with an US. During the conditioning phase, 40 CS+ and 40 CS− trials were presented, while CS+ 
trials were paired with an US. Conditioning included five blocks while the extinction phase was identical to the 
habituation. The whole experiment lasted for approximately 1 hour. Participants were instructed to pay attention, 
as they would be asked to report the stimulus predicting the delivery of the painful stimulus at the end of each 
block29,30. All participants reported that they were aware of the CS− US contingency already after the first block 
of conditioning.
Startle responses. As a measure of the effect of conditioning on the activation of the defense system12, we 
recorded participants’ startle responses elicited by a short (100 ms) white noise presented binaurally in selected 
trials through a pneumatic tube system. Startle responses were extracted from the vertical Electro-occulo-graphic 
(EOG) bipolar recordings. For each of the three phases of the experiment 33 startle responses were recorded; 11 
in CS+ , 11 in CS− and 11 during ITIs. Artifact contaminated trials were detected separately for each participant 
and excluded from the analysis. The EOG data from two participants were excluded because of recording prob-
lems. The magnitude of the startle response was calculated by subtracting the peak amplitude during 20–120 ms 
post-stimulus from a 200 ms prestimulus period. The absolute values were then expressed in z-scores to account 
for individual variability8,31. Repeated-measures ANOVA was conducted with phases (habituation, conditioning, 
extinction) and condition (CS+ , CS− , ITI) as within subject factors.
MEG recording and preprocessing. MEG was recorded at a sampling rate of 1 kHz using a 306-channel 
(204 first order planar gradiometers, 102 magnetometers) VectorView MEG system (Elekta-Neuromag Ltd., 
Helsinki, Finland) in a magnetically shielded room (AK3B, Vakuum Schmelze, Hanau, Germany). The head 
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positions of the individuals relative to the MEG sensors were continuously controlled within a block using three 
coils placed at three fiducial points (nasion, left and right preauricular points). Head movements did not exceed 
1.5 cm within and between blocks.
Data were treated offline using the Fieldtrip toolbox32. CS+ and CS− trials of 2 sec pre- and 6 sec post-stimulus 
were extracted from the continuous data stream based on the photodiode signal. Trials containing physiological 
or acquisition artifacts were visually inspected and rejected. The number of CS+ and CS− trials were equalized 
for each subject within each of the experimental phases to ensure that our results were not confounded by system-
atic differences in signal-to-noise ratio.
Analysis of induced responses at sensor level. Induced responses to CS were first analyzed on a sensor 
level. Spectral analysis was performed on single trials (Hanning tapering; 2–45 Hz in 1 Hz steps; time windows 
of 5 cycles per frequency; − 1–5.5 s; sliding in 50 ms steps). Horizontal and vertical planar gradients of the mag-
netic field at each gradiometer were analyzed separately. The sum of both directions (combined planar gradient) 
was computed to obtain the power at each sensor irrespective of the orientation of the gradients33. We validated 
induced power differences between CS+ and CS− conditions in all experimental phases (0–4.5 s, 2–45 Hz).
Analysis of induced responses at source level. A structural MRI (4T Bruker MedSpec, Siemens) was 
available for 15 out of 20 participants. Three anatomical landmarks (nasion and left/right pre auricular points) 
and the head shape were digitized with a Fastrak 3D digitizer (Polhemus, Colchester, VT, USA) and co-registered 
on the individual segmented MRIs. Co-registered MRIs were segmented using SPM7 to derive the outer brain 
surface allowing the calculation of a semi-realistic head model34. For those participants with no structural MRI, 
an MNI template brain was warped (affine transformation) to minimize the difference to the individually dig-
itized head shape. An equally spaced grid (1.5 cm resolution) was fitted to a brain volume obtained from a seg-
mented template MNI brain. This template grid was subsequently warped into the individual headspace ensuring 
the same amount of grid points at the same brain location in MNI space across participants35. The grid positions 
in individual head coordinates, the sensor positions relative to the head and the head model were used to calculate 
the leadfield. Both magnetometers and gradiometers were included in the source estimation after appropriate 
adjustment of the balancing matrix based on the distance of the gradiometers (17 mm). To estimate the generators 
of the sensor level effects, single trial sensor level time series were multiplied with a spatial filter derived from a 
Linearly Constrained Minimum Variance (LCMV) beamformer36 (− 1–5.5 s). Time-frequency analysis was then 
performed on source level signals using Hanning tapers (2–45 Hz in 1 Hz steps; time windows of 5 cycles per 
frequency; − 1–5.5 s sliding in 50 ms steps).
Functional connectivity and graph theory. A Fast Fourier Transform (Hanning tapers; 2–45 Hz in 1 Hz 
steps; time windows of 5 cycles per frequency; 0–4.5 s sliding in 50 ms steps) was applied to the virtual sensors 
as described above. The imaginary part of coherence37 was calculated for all possible pairs of voxels for 2–45 Hz 
resulting in time-frequency resolved all-to-all connectivity values. To obtain a binary adjacency matrix (zeros indi-
cating absence, ones indicating presence of a functional connection) for graph theoretical analysis, the all-to-all 
connectivity matrix needs to be thresholded. There is no objective way to decide the threshold value in graph 
theoretical approaches16. A range of reasonable thresholds (.04, 0.05, 0.06, 0.07) was applied on coherence values 
to pass from weighted to binary graphs and effects were statistically tested across that range (see next section). 
Thresholding yielded an adjacency matrix (889 × 889) for each point in time-frequency space. Global and local 
graph theoretical measures were calculated on the adjacency matrices. We obtained the connection density for each 
time-frequency bin and node degrees and betweenness centrality for each voxel and for each time-frequency bin.
The degree of a node is the number of edges connected to the node; likewise betweenness centrality is defined 
as the fraction of all shortest paths in the network passing through that node38. Both measures assess the impor-
tance of nodes within a network, possibly identifying hubs, that is, brain regions that facilitate functional inte-
gration and interact with many other regions38. Given the significant effects for node degree and betweenness 
centrality, we examined their relationship using Pearson correlation. As a last step, we studied seeded connectiv-
ity, using as seed regions the regions where the previous effects were maximized, that is a seed was placed on the 
hippocampus where the node degree effect was maximal and on the occipital lobe, where the betweenness effect 
was maximized and we compared connectivity of the seed to all other grid points between CS+ and CS− .
Statistics. All CS+ vs. CS− tests were performed during habituation, conditioning and extinction phases, but 
significant differences were expected only during conditioning. On a sensor level, a dependent samples t-test was 
carried out on time-frequency data to test for differences during habituation, conditioning and extinction peri-
ods. To control for multiple comparisons, a non-parametric Monte-Carlo randomization test was undertaken39. 
The t-test was repeated 1000 times on data shuffled across conditions and the largest t-value of a cluster coherent 
in time and space was retained. The observed clusters were compared against the distribution obtained from the 
randomization procedure and were considered significant when their probability was below 5%. The connection 
density was also tested in the same way looking for significant clusters in time-frequency space.
At a source level, induced power effects were tested with a dependent samples t-test (Monte-Carlo correction) 
in the time-frequency windows derived from the sensor level statistics. Significant clusters were identified in 
space. The same approach was followed for the local graph measures on each voxel (node degree, betweenness 
centrality) on the time-frequency window of interest derived from significant effects on connection density. In 
respect of the graph theory measures, statistics were performed for the whole range of thresholds (.04, 0.05, 0.06, 
0.07) and only effects that survived across all thresholds are presented in the paper. For illustration purposes we 
used a threshold of 0.05.
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