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According to Landau’s Fermi liquid theory, the main properties of the quasiparticle excitations
of an electron gas are embodied in the effective mass m∗, which determines the energy of a single
quasiparticle, and the Landau interaction function, which indicates how the energy of a quasiparticle
is modified by the presence of other quasiparticles. This simple paradigm underlies most of our
current understanding of the physical and chemical behavior of metallic systems. The quasiparticle
effective mass of the three-dimensional homogeneous electron gas has been the subject of theoretical
controversy and there is a lack of experimental data. In this work, we deploy diffusion Monte Carlo
(DMC) methods to calculate m∗ as a function of density for paramagnetic and ferromagnetic three-
dimensional homogeneous electron gases. The DMC results indicate that m∗ decreases when the
density is reduced, especially in the ferromagnetic case. The DMC quasiparticle energy bands
exclude the possibility of a reduction in the occupied bandwidth relative to that of the free-electron
model at density parameter rs = 4, which corresponds to Na metal.
The fermionic many-body problem has been a ma-
jor subject in physics since the early days of quantum
mechanics. Its applications range from the microscale
in nuclei, atoms, and molecules to the macroscale in
condensed matter physics and even to the astrophysical
scale, as in the physics of neutron stars [1–4]. During
the past few decades the field of quantum electron liq-
uids [5–8] has seen many important developments. Ad-
vances in semiconductor technology have enabled the
realization of ultra-pure two-dimensional (2D) electron
liquids, the densities of which can be tuned by elec-
trical techniques, allowing a systematic exploration of
both strongly and weakly correlated regimes [9]. Ex-
perimental methods have been developed to probe with
high precision the thermodynamics of locally homoge-
neous ultracold Bose and Fermi gases, allowing stringent
tests of many-body theories [10–12]. On the theoretical
front, advanced computational methods such as quantum
Monte Carlo (QMC) simulations have complemented ap-
proaches based on many-body perturbation theory, and
have helped to place our understanding of electron liquids
on a quantitative footing [13–15].
The simplest possible electron liquid is the homoge-
neous electron gas (HEG), in which interacting electrons
move in a uniform, inert, neutralizing background. The
HEG is characterized by a very simple Hamiltonian,1







ij , which nevertheless leads
to rich and challenging physical behavior [16–28]. The
density parameter rs plays a crucial role in the physics




where n is the electron number density and aB = 1 a.u.
is the Bohr radius.
According to Landau’s theory [5], the main properties
of a quasiparticle excitation in a Fermi liquid are embod-
ied in its effective mass m∗, which determines the en-
ergy of a single quasiparticle, and its Landau interaction
function fk,k′,σ, which tells us how the energy of a quasi-
particle is modified by the presence of other quasiparti-
cles. The quasiparticle effective mass differs in general
from the bare particle mass me = 1 a.u. and is related
to the interaction function. The quasiparticle picture of
excitations applies not only to electrons in metals and
doped semiconductors (where the renormalized mass m∗
remains close to the free electron mass me), but also to
3He atoms in the liquid phase, where interactions renor-
malize the mass by a factor of around three, and to highly
correlated heavy fermion systems, where m∗/me can run
into the hundreds [29].
In this work we have used the continuum variational
Monte Carlo (VMC) [14, 30] and diffusion Monte Carlo
(DMC) [13] methods in real space to obtain accurate val-
ues of the 3D-HEG quasiparticle effective mass m∗ in the
|e| = 1. The Coulomb sum in the definition of the Hamiltonian is



























thermodynamic limit of infinite system size at different
densities and for different spin polarizations. This pro-
vides us with the most important contribution to the
Landau energy functional [5, 7].
In the VMC method, parameters in a trial wave func-
tion (WF) are optimized according to the variational
principle, with energy expectation values calculated by
Monte Carlo integration in the 3N -dimensional space
of position vectors of the N electrons. In the DMC
method, the imaginary-time Schrödinger equation is used
to evolve a statistical ensemble of electronic configura-
tions towards the ground state. Fermionic antisymme-
try is maintained by the fixed-node approximation, in
which the nodal surface of the WF is constrained to equal
that of an approximate WF optimized within VMC.
The fixed-node DMC energy provides a variational up-
per bound on the ground state energy, with an error that
is second order in the error in the nodal surface.2 The
energy band E(k) is calculated by evaluating the differ-
ence in the total DMC energy when an electron is added
to or removed from a state with momentum k. Elec-
tronic excitations close to the Fermi surface correspond
to quasiparticle excitations. The electronic and quasipar-
ticle bands therefore agree near the Fermi surface and
have the same derivative at kF. The effective mass of
the 3D HEG can be written as m∗ = kF/(dE/dk)kF , so
it is straightforward to compute the effective mass once
the energy band has been determined. We have stud-
ied both paramagnetic and ferromagnetic HEGs in order
to investigate the difference between their behavior as a
function of density. The effective mass depends on the
spin polarization, and the differences in the quasiparticle
effective masses of ferromagnetic and paramagnetic 3D
HEGs produce different transport properties [31].
Our trial WFs consist of Slater determinants of plane-
wave orbitals multiplied by a Jastrow correlation factor.
The Jastrow factor contains polynomial and plane-wave
expansions in electron-electron separation. The orbitals
in the Slater WF are evaluated at quasiparticle coordi-
nates related to the actual electron positions by backflow
(BF) [32] functions consisting of polynomial and plane-
wave expansions in electron-electron separation. Full de-
tails are given in the Supplemental Material [40]. The
WFs were optimized by variance minimization [33] fol-
lowed by energy minimization [34].
The single-particle energy for an occupied state at
wavevector k is defined as E(k) = E0 − E−(k), while
the single-particle energy for an unoccupied state is
E(k) = E+(k) − E0, where E0 is the ground-state to-
2 In fact, the DMC energy is an upper bound on the energy of
the lowest-energy state that transforms as the same 1D irre-
ducible representation of the symmetry group of the Hamiltonian
as the trial WF; hence our excited state DMC energies are upper
bounds on the corresponding excited states.
tal energy, E+(k) is the total energy of the system with
an extra electron placed in orbital exp(ik ·r), and E−(k)
is the total energy with an electron removed from orbital
exp(ik · r). In a finite simulation cell subject to peri-
odic boundary conditions, the available states k fall on
the grid of reciprocal lattice points offset by the simu-
lation cell Bloch vector ks [35–38]. The simulation cell
volume was left unchanged when electrons were added
or removed. For noninteracting electron systems this
gives the energy band (k2/2) without finite-size (FS)
error. Using a fixed volume is thermodynamically cor-
rect, as the energy band is defined via a difference of
Helmholtz free energies. Systematic FS effects arise due
to image interactions and because Friedel oscillations [39]
are forced to be commensurate with the simulation cell.
We evaluated the FS biases by performing simulations
for different cell sizes with up to 274 electrons. Af-
ter determining the energy band at a series of k val-
ues, we performed a least-squares fit of a Padé function
E(k) = (A0+A1k+A2k2+A23k3)/(1+2A23k) to the band
values [40].
The DMC energy band is defined via differences in
total-energy eigenvalues; these differences coincide with
the quasiparticle band near the Fermi surface and hence
give a correct description of the effective mass. The num-
ber of electrons N in each of our ground-state calcula-
tions was chosen to be a “magic number” corresponding
to a closed-shell configuration when ks = 0. It is there-
fore appropriate to use real, single-determinant, WFs for
the ground-state calculations. In the (N+1)- and (N−1)-
electron open-shell excited-state calculations, we used the
Jastrow factor and BF function that were optimized for
the N -electron ground state in a complex trial WF.
We studied the 3D-HEG at six different densities,
rs = 1, 2, 3, 4, 5, and 10. For each density, we per-
formed QMC calculations for simulation cells containing
N = 54, 130, 178, 226, and 274 electrons for paramag-
netic HEGs and N = 137, 181, and 229 electrons for
ferromagnetic HEGs. To obtain the full energy band,
we calculated the quasiparticle energies at up to twenty
momenta within the range 0 ≤ k < 2kF. In the ther-
modynamic infinite-system-size limit, the exact energy
band is smooth and well-behaved at the Fermi surface.
However, the HF band is pathological (see Fig. 1) and
has a logarithmic divergence at the Fermi surface in the
thermodynamic limit [7]. In finite systems, the HF band
oscillates wildly at wavevectors near the Fermi surface,
and although DMC retrieves a large fraction of the cor-
relation energy, it does not entirely eliminate the patho-
logical behavior inherited from HF theory [28]. Hence, it
is necessary to consider excitations away from the Fermi
surface to obtain the gradient of the energy band at kF.
The HF nodal surface of an electron system is in gen-
eral both quantitatively and qualitatively (topologically)
incorrect. Backflow functions do not change the nodal
topology, and the comparison of DMC results with and
3
without backflow (see the Supplemental Material [40])
suggests that quantitative nodal errors in our DMC ef-
fective masses are small. The issue of qualitative errors
in the nodal surface is closely related to the question of
whether or not Landau’s Fermi liquid theory is valid. If
Fermi liquid theory is valid then the topology of at least
those sections of the nodal surface that are relevant to
low-lying excitations must be the same as the topology
of the HF wave function (a Slater determinant of plane
waves), because of the assumed adiabatic connection be-
tween interacting and noninteracting electron gases. We
therefore believe fixed-node errors in our effective masses
to be small.
The casino package was used for all our QMC calcula-
tions; this software has previously been used in numerous
studies of HEGs [41]. For the calculation of the effective
mass of the 3D-HEG the WF includes the polynomial
two-body Jastrow term u, the polynomial two-body BF
term η, the plane-wave two-body Jastrow term p, and the
plane-wave two-body BF term π. The VMC and DMC
energies and VMC variances of 3D paramagnetic HEGs
obtained using different WFs are presented and discussed
in the Supplemental Material [40].
The DMC energy bands of paramagnetic and ferro-
magnetic 3D-HEGs with density parameters of rs = 1,
5, and 10 are illustrated in Fig. 1. The DMC energy
bands for densities of rs = 2, 3, and 4 are reported in
the Supplemental Material [40]. The free-electron and
HF bands are also shown in Fig. 1. The noninteract-
ing free-electron band is much more accurate than the
HF band, particularly in the low density regime. The
pathological behavior of the HF band is driven by the
long range of the exchange hole producing an incomplete
screening of the Coulomb interaction [7]; the exchange-
correlation hole, by contrast, falls off much more rapidly
[47]. The occupied bandwidths of paramagnetic and fer-
romagnetic 3D-HEGs at different density parameters rs
obtained using the DMC, free-electron, and HF methods
are illustrated in Fig. 2. The DMC bandwidth values
are also listed in the Supplemental Material [40]. The
DMC bandwidths of paramagnetic and ferromagnetic
3D-HEGs are larger than the corresponding free-electron
bandwidths but smaller than the HF bandwidths at each
density studied. The paramagnetic DMC bandwidth at
rs = 4 (the appropriate density parameter for Na metal)
agrees with the bandwidth of Na obtained using QMC
and many-body GW calculations [48–50].
The quasiparticle effective masses of paramagnetic and
ferromagnetic 3D-HEGs, obtained from the Padé fits of
the energy bands using the equationm∗ = kF/(dE/dk)kF ,
are plotted against system size in Fig. 3. Similar results
obtained using quartic fitting functions are reported in
the Supplemental Material [40]. The effect of using dif-
ferent fitting functions on m∗ is negligible, especially for
ferromagnetic systems. We also used a Slater-Jastrow
(SJ) WF to calculate m∗ for the paramagnetic case with
system size N = 178 and density parameters of rs = 1
and 10 and we found that both SJ and Slater-Jastrow-
backflow (SJB) WFs yield similar effective masses [40].
In the case of rs = 1 the values of m
∗ obtained by SJ and
SJB WFs are 0.915(1) and 0.921(1), respectively, and for
density parameter of rs = 10 the values of m
∗ calculated
by SJ and SJB WFs are 0.75(1) and 0.78(1), respectively
[40]. Because of a systematic trend in the effective mass
as a function of system size, we extrapolated m∗ to the
thermodynamic limit for each density and spin polariza-
tion. For paramagnetic HEGs, the extrapolation reduces
m∗ more when rs = 5 and 10 than at higher densities.
The DMC effective masses of paramagnetic and ferro-
magnetic 3D-HEGs in the thermodynamic limit are plot-
ted against density in Fig. 4. The difference between
the paramagnetic and ferromagnetic effective masses in-
creases at low density, as is also the case in 2D [28]. Our
results indicate that the effective masses of both param-
agnetic and ferromagnetic 3D-HEGs decrease when the
density is reduced. The ferromagnetic m∗ drops faster
and is smaller than the paramagnetic m∗ at all densities
studied here. By contrast, in the 2D-HEG, m∗ decreases
when the density is lowered in the ferromagnetic state
but increases in the paramagnetic state [28].
The contradictory results of many-body perturbation
theory calculations of the behavior of m∗ as a function of
density have given rise to a controversy. On one side, a
number of many-body perturbation theory calculations
using different Green’s function flavors and a variety of
approximations indicate that the effective mass of the
3D-HEG increases at low density [42]. On the other side,
the use of the GW approximation with the Sjölander-
Stott (SS) theory of the two-component plasma [44], and
GW calculations with a random-phase-approximation-
screened free-electron model (SRPA) [45], suggest that
the effective mass decreases at low density. The fully self-
consistent GW results for the paramagnetic 3D-HEG are
significantly improved by enforcing the particle-number
conservation law in the polarization function [54]. The
effective masses predicted by this “modified GW” tech-
nique agree well with our DMC results for the whole
range of densities studied. The GW approximation is
expected to be accurate at high density (rs ≤ 1), which
is consistent with the behavior shown in Fig. 4, where
the differences between the various GW results reduce
as the density increases. Indeed, the difference between
the DMC and GW effective masses is quite small at
rs = 1. Recently, the single-particle excitation spectra
and quasiparticle effective masses of 3D-HEGs have been
calculated using variational diagrammatic Monte Carlo
(VDMC) [43], in which high-order Feynman diagrams are
sampled using Monte Carlo methods [46]. The behavior
of the VDMC effective mass as a function of density is
close to some of the GW results, as can be observed from
Fig. 4. To the best of our knowledge, there are no reli-
able experimental results for the effective mass of the
4



























































































































FIG. 1. (First row) DMC energy bands for paramagnetic 3D-HEGs at rs = 1, 5, and 10 obtained using system sizes of
N = 54, 130, 178, 226, and 274 electrons. Padé functions are fitted to the DMC data. (Second row) DMC energy bands for
ferromagnetic 3D HEGs at rs = 1, 5, and 10, obtained using system sizes of N = 137, 181, and 229 electrons. Padé functions
are fitted to the DMC data. DMC energy bands for paramagnetic and ferromagnetic 3D-HEGs at rs = 2, 3, and 4 are plotted
in the Supplemental Material [40].
























FIG. 2. Occupied bandwidths of paramagnetic and ferro-
magnetic 3D-HEGs as a function of the density parameter rs
calculated using the HF and DMC methods. All bandwidths
are given relative to the corresponding free-electron value.
3D-HEG. However, the bandwidth of Na metal, which
has a band effective mass (incorporating crystal lattice
effects) of 1.23, has been measured [51, 52] and can be
compared with that of the 3D-HEG at density parameter
rs = 4. Neither our DMC results nor the existing VDMC
andGW results explain the experimentally estimated 18–
25% bandwidth narrowing relative to self-consistent band
theoretical calculations [51, 52].
In summary, we have calculated the single-particle en-
ergy bands and quasiparticle effective masses of para-
magnetic and ferromagnetic 3D-HEGs using the DMC
method. Two fitting functions, of Padé and quartic form,
have been used to obtain the gradient of the energy band
at the Fermi wavevector and hence the effective mass at
each finite system size studied. We found that the effec-
tive masses of paramagnetic and ferromagnetic systems
of any given finite size are almost independent of the
choice of trial WF and the fitting function used. The
DMC bandwidths of paramagnetic and ferromagnetic
3D-HEGs are larger than that of the free-electron model
but smaller than the HF bandwidth at all densities con-
sidered. The DMC bandwidth for a 3D-HEG with den-
sity parameter rs = 4 agrees with previous QMC results
for the bandwidth of Na. A sufficiently high precision is
achieved in our simulations that the systematic finite-size
errors in the effective masses can be eliminated by extrap-
olation to the thermodynamic limit. Our DMC results
predict that the effective mass of the 3D-HEG decreases
as the density decreases from r1 = 1 to rs = 10. This
reduction is more pronounced in the ferromagnetic sys-
tem than the paramagnetic system. The good agreement
between DMC results for Na and the 3D-HEG indicates
5






































FIG. 3. Quasiparticle effective masses m∗ of paramagnetic
and ferromagnetic 3D-HEGs as functions of 1/N , where N is
the system size. The Monte Carlo statistical error bars are
included, but they are smaller than the symbols. It should
be noted that these error bars only quantify the noise in our
data due to the Monte Carlo process. Unquantified noise
includes: (i) the effects of stochastically optimized backflow
functions on the fixed-node DMC energy; and (ii) quasiran-
dom finite-size effects, such as Friedel oscillations being forced
to be commensurate with the simulation cell.
that the 3D-HEG provides a good model. Therefore, the
considerable decrease of Na bandwidth suggested by ex-
periment could be due to surface or lattice effects [53].
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