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Adaptive virtual element methods with equilibrated fluxes
F. Dassi ∗, J. Gedicke †, L. Mascotto‡
Abstract
We present an hp-adaptive virtual element method (VEM) based on the hypercircle method
of Prager and Synge for the approximation of solutions to diffusion problems. We introduce
a reliable and efficient a posteriori error estimator, which is computed by solving an auxiliary
global mixed problem. We show that the mixed VEM satisfies a discrete inf-sup condition,
with inf-sup constant independent of the discretization parameters. Furthermore, we construct
a stabilization for the mixed VEM, with explicit bounds in terms of the local degree of accu-
racy of the method. The theoretical results are supported by several numerical experiments,
including a comparison with the residual a posteriori error estimator. The numerics exhibit
the p-robustness of the proposed error estimator. In addition, we provide a first step towards
the localized flux reconstruction in the virtual element framework, which leads to an addi-
tional reliable a posteriori error estimator that is computed by solving local (cheap-to-solve
and parallelizable) mixed problems.
AMS subject classification: 65N12, 65N30, 65N50.
Keywords: virtual element method, hypercircle method, equilibrated fluxes, hp-adaptivity,
polygonal meshes
1 Introduction
Polygonal/polyhedral methods have several advantages over more standard technologies based on
triangular/tetrahedral meshes. For instance, when refining a mesh adaptively, the use of general
shaped elements allows for the presence of hanging nodes and interfaces. This simplifies the
construction of hierarchies of meshes. Amongst the various polytopal methods, the virtual element
method (VEM) has received an increasing attention over the last years; see [5].
Adaptivity in the VEM has been applied to several problems: general elliptic problems in
primal [10, 14, 20] and mixed formulation [21], Steklov eigenvalue problems [39], the elasticity
equations [38], the hp-version of the VEM [11], recovery-based VEM [23], superconvergent gradient
recovery [31], discrete fracture network flow simulations [15], and anisotropic discretizations [1,
45]. In all these references, residual error estimators were analyzed, whereas equilibrated error
estimators have not been investigated so far.
The hypercircle method for the computation of equilibrated error estimators was introduced
by Prager and Synge in [41]; see also [2]. The idea behind it consists in constructing an error
estimator based on the approximations of the primal and the mixed formulations of the problem.
In the finite element framework, a combined error of the primal and mixed formulations is equal
to a term involving the gradient of the solution to the primal method and the equilibrated flux
solution to the mixed method, up to oscillation terms.
Braess and Scho¨berl [18], and later Ern and Vohral´ık [29] provided a major improvement to
the hypercircle method. They designed an error estimator based on equilibrated fluxes using the
solution to the primal method and a combination of discrete solutions to local (cheap-to-solve and
parallelizable) mixed problems.
In the seminal works [17, 18], Braess, Scho¨berl, and collaborators proved that the equilibrated
error estimator is reliable and efficient also in terms of the polynomial degree p. As discussed
by Melenk and Wohlmuth [35, Theorem 3.6], this is not the case for the residual error estimator.
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The p-robustness of the equilibrated error estimator is proven in the discontinuous Galerkin (dG)
setting as well; see, e..g., [29] and the references therein. Hence, they are very well suited for
hp-adaptivity; see, e.g., [27].
Local flux reconstruction techniques have been applied to various problems, e.g., parabolic
problems [28], reaction diffusion problems [43], the Helmholtz equation [22,24] and magnetostatic
problems [30].
This paper represents the first attempt to combine the hypercircle method with the VEM. In
particular, we want to dovetail the geometric flexibility of the VEM with the robustness properties
of the hypercircle method and the flux reconstruction. We analyze the hypercircle method for
the h-, p-, and hp-versions of the VEM.
The structure and contents of the paper are as follows. In Section 2, we introduce the VEM for
the primal and mixed formulations of a two dimensional diffusion problem. Despite the construction
of the two methods is well understood [5,7,19], there are two issues that we want to address, which
have not been covered in the literature so far. We show that
• the mixed formulation of the VEM satisfies an inf-sup condition, with inf-sup constant inde-
pendent of the degree of accuracy of the method;
• we construct a stabilization of the mixed VEM, with stability bounds that are explicit in
terms of such degree of accuracy.
In Section 3, we introduce an equilibrated error estimator, and we prove its reliability and efficiency.
Such error estimator consists of two terms. One is similar to the FEM equilibrated error estimator;
the other involves two stabilization terms, typical of the VEM framework. Numerical experiments
are presented in Section 4. Amongst them, we show that the proposed error estimator is p-robust,
differently from the residual error estimator of [11]. Moreover, we display the performance of the h-
and of the hp-hypercircle method, based on the Melenk-Wohlmuth’s hp-refining strategy presented
in [35].
In Section 5, we take a first step towards the analysis of local flux reconstruction in the VEM
framework. Here, we discuss how to design a reliable error estimator, using local VE flux recon-
structions. Amongst the various technical tools needed in the analysis, we provide
• the design of a high-order virtual element partition of unity, which differs from the standard
one introduced in [12,40];
• the design of local mixed VEM, satisfying an equilibration condition on fluxes and a residual-
type equation.
Numerical results with this new error estimator are the topic of Section 6. Here, we check that the
equilibration condition is fulfilled, which guarantees reliability. However, notably for high-order
methods, the efficiency of the error estimator fails. This is of interest, as it paves the way to future
studies, where a a refined analysis on the design of local mixed problems has to be performed. We
draw some conclusions in Section 7.
Notation. Throughout the paper, we employ a standard notation for Sobolev spaces. Given a
measurable open set D ⊂ R2 and s ∈ N, L2(D) and Hs(D) denote the standard Lebesgue and
Sobolev spaces endowed with inner products (·, ·)s,D and seminorms | · |s,D. The Sobolev norm of
order s is denoted by
‖ · ‖2s,D :=
s∑
`=0
‖ · ‖2`,D.
The case s = 1 is special and, when no confusion occurs, we will write
aD(·, ·) = (·, ·)1,D.
Fractional order Sobolev spaces are defined via interpolation theory [44], whereas Sobolev negative
order spaces are defined by duality as
H−1(D) := [H10 (D)]
∗, H−
1
2 (∂D) := [H
1
2 (∂D)]∗,
2
and are endowed with the norms
‖v‖−1,D := sup
w∈H10 (D), w 6=0
(v, w)0,D
|w|1,D , ‖v‖− 12 ,∂D := sup
w∈H 12 (∂D), w 6=0
(v, w)0,∂D
‖w‖ 1
2 ,∂D
. (1)
Recall the definition of the following differential operators:
div = ∂x + ∂y, rot = ∂y − ∂x·
and introduce the H(div) and H(rot) spaces
H(div, D) :=
{
τ ∈ [L2(D)]2 | div(τ ) ∈ L2(D)} , H(rot, D) := {τ ∈ [L2(D)]2 | rot(τ ) ∈ L2(D)} .
For all ` ∈ N, P`(D) denotes the space of polynomials of degree at most ` over D. We will employ
multi-indices α ∈ N2 to describe the basis elements of P`(D). To this purpose, we will use the
natural bijection N↔ N20 given by
1↔ (0, 0), 2↔ (1, 0), 3↔ (0, 1), 4↔ (2, 0), 5↔ (1, 1), 6↔ (0, 2), . . . (2)
As a matter of style, we employ the following notation. Given two positive quantities a and b,
we write a . b if there exists a positive constant C such that a ≤ C b. We write a ≈ b if a . b
and b . b at the same time.
The model problem. Let Ω ⊂ R2 be a polygonal domain with boundary ∂Ω split into ∂Ω =
ΓD ∪ ΓN with ΓD 6= ∅ and ΓD ∩ ΓN = ∅. Denote the outward unit normal vector on ΓN by n.
Let K be a smooth scalar function such that there exist two positive constants k∗ < k∗ satisfying
0 < k∗ ≤ K(x) ≤ k∗ < +∞ for almost all x ∈ Ω. (3)
The primal formulation. Let f ∈ L2(Ω), gD ∈ H 12 (ΓD), and gN ∈ H− 12 (ΓN ). We aim to
approximate the solution to the problem: find u˜ such that
−div(K∇u˜) = f in Ω
u˜ = gD on ΓD
n · (K∇u˜) = gN on ΓN .
(4)
Define the spaces
V˜gD := {v˜ ∈ H1(Ω) | v˜ = gD on ΓD}, V˜0 := {v˜ ∈ H1(Ω) | v˜ = 0 on ΓD},
and the bilinear form
a˜(u˜, v˜) := (K∇u˜,∇v˜)0,Ω ∀u˜, v˜ ∈ H1(Ω). (5)
The weak formulation of problem (4) reads{
find u˜ ∈ V˜gD such that
a˜(u˜, v˜) = (f, v˜)0,Ω + (gN , v˜)0,ΓN ∀v ∈ V˜0.
(6)
The term (gN , v˜)0,ΓN has to be understood as a duality pairing between H
− 12 (ΓN ) and H
1
2 (ΓN ).
The mixed formulation. Define the spaces
ΣgN := {τ ∈ H(div,Ω) | n · τ = gN on ΓN},
Σ0 := {τ ∈ H(div,Ω) | n · τ = 0 on ΓN}, V := L2(Ω),
and the bilinear forms
a(σ, τ ) :=
∫
Ω
K−1σ · τ ∀σ, τ ∈ H(div,Ω),
b(τ , v) := −
∫
Ω
div(τ )v ∀τ ∈ H(div,Ω), ∀v ∈ V.
(7)
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Consider the mixed formulation of problem (6). In strong formulation, it consists in finding σ
and u such that 
K−1σ = −∇u in Ω
div(σ) = f in Ω
u = gD on ΓD
σ = −gN on ΓN ,
whereas, in weak formulation, it reads
find (σ, u) ∈ ΣgN × V such that
a(σ, τ ) + b(τ , u) = −(gD,n · τ )0,ΓD ∀τ ∈ Σ0
b(σ, v) = (−f, v)0,Ω ∀v ∈ V.
(8)
The term (gD,n ·τ )0,ΓD has to be understood as a duality pairing between H
1
2 (ΓD) and H
− 12 (ΓD).
The well-posedness of (6) and (8) is a consequence of the Lax-Milgram lemma and of the
standard inf-sup theory; see, e.g., [16].
Remark 1. The two formulations (6) and (8) are equivalent. Moreover, given their solutions u˜
and τ , the following identity is valid:
∇u˜ = −K−1σ. (9)
Remark 2. As a matter of style, we will employ the following notation in the remainder of the
paper. We will use a ∼ whenever referring to functions, spaces, etc. associated with the primal
formulation. No ∼ is employed as for the mixed formulation.
2 Virtual element discretization
In this section, we introduce the VEM for both the primal (6) and mixed (8) formulations. More
precisely, we introduce the notation and certain assumptions for the polygonal meshes and the data
of the problems in Section 2.1. Next, we describe the virtual element methods for the discretization
of the primal (6) and mixed (8) formulations in Sections 2.2 and 2.3, respectively. Section 2.4 deals
with the construction of explicit stabilizations, whereas we prove the well-posedness of the two
methods in Section 2.5.
2.1 Polygonal meshes
Consider {Tn}n∈N a sequence of decompositions of Ω into polygons with straight edges. Hanging
nodes are dealt with as standard nodes. Given a mesh Tn, we denote its set of vertices, boundary
vertices, and internal vertices by Vn, VBn , and VIn, respectively. Furthermore, we denote its set of
edges, boundary edges, and internal edges by En, EBn , and EIn, respectively.
To each K ∈ Tn, we associate VK its set of vertices and EK its set of edges. We denote by hK
its diameter and by xK its centroid. Finally, for all edges e ∈ En, we fix once and for all ne, the
unit normal vector associated with e and we denote the length of e by he.
For all n ∈ N, Tn is a conforming polygonal decomposition, i.e., every internal edge belongs
to the intersection of the boundary of two neighbouring elements. Also, Tn is conforming with
respect to the Dirichlet and Neumann boundaries. In other words, for all boundary edges e ∈ EBn ,
either e ⊂ ΓD or e ⊂ ΓN .
We assume the following properties on the meshes and on the data of problems (6) and (8): for
all n ∈ N,
(G1) every K ∈ Tn is star-shaped with respect to a ball of radius greater than or equal to γhK ,
for some positive constant γ;
(G2) given K ∈ Tn, for all its edges e ∈ EK , hK is smaller than or equal to γ˜hK , for some positive
constant γ˜;
(K) the diffusion parameter K is piecewise analytic over {Tn}n;
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(D) the boundary data gD and gN are assumed to be piecewise polynomials of a given degree p ∈ N
over ΓD and ΓN .
Assumptions (G1) and (G2) are needed in the analysis of the forthcoming sections. Instead,
assumptions (K) and (D) are called for to simplify the analysis.
2.2 Virtual elements for the primal formulation
Here, we introduce the virtual element discretization of problem (6), mimicking what is done in [7].
We assume that the degree of accuracy p ∈ N is uniform over all the elements; see Remark 3 below
for the variable degree case.
Virtual element spaces. Given an element K ∈ Tn, we define the local nodal virtual element
space on K as
V˜n(K) := {v˜n ∈ C0(K) | v˜n|e ∈ Pp(e) for all e ∈ EK , ∆v˜n ∈ Pp−2(K)}.
We observe that Pp(K) ⊆ V˜n. Further, the functions in V˜n are known in closed form on ∂K but
not in K.
Given multi-indices α as in the bijection in (2), let {mKα }p−2|α|=0 be any basis of Pp−2(K), whose
elements are invariant with respect to homothety and translation, and let v˜n ∈ V˜n(K). Consider
the following set of linear functionals:
• the point values of v˜n at the vertices of K;
• the point values of v˜n at the p− 1 internal Gauß-Lobatto nodes of each edge of K;
• the (scaled) moments
1
|K|
∫
K
v˜nm
K
α ∀|α| = 0, . . . , p− 2. (10)
We are going to discuss possible choices of the polynomial basis in Section 4 and 6.
Proposition 2.1. For all K ∈ Tn, the above set of linear functionals is a set of unisolvent degrees
of freedom for V˜n(K).
Proof. See [7, Section 4.1].
The global virtual element space with no boundary conditions is obtained by merging the local
spaces continuously:
V˜n :=
{
v˜n ∈ C0(Ω) | v˜n|K ∈ V˜n(K) ∀K ∈ Tn
}
.
The Dirichlet boundary conditions are incorporated in the space by imposing the degrees of freedom
associated with the edges in ΓD. We define the discrete trial and test spaces as
V˜n,gD :=
{
v˜n ∈ V˜n | vn = gD on e if e ⊂ ΓD
}
,
V˜n,0 :=
{
v˜n ∈ V˜n | vn = 0 on e if e ⊂ ΓD
}
.
We associate a set of unisolvent degrees of freedom, obtained by an H1-conforming coupling of
their local counterparts, with each global space.
Projectors. For all K ∈ Tn, by means of the degrees of freedom, we can compute the H1
projector Π˜∇p : V˜n(K)→ Pp(K) defined as
a˜K(v˜n − Π˜∇p v˜n, qp) = 0 ∀qp ∈ Pp(K),
∫
∂K
(v˜n − Π˜∇p v˜n) = 0 ∀v˜n ∈ V˜n.
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Furthermore, for all K ∈ Tn and for all p ≥ 2, we introduce the local L2(K) projection Π˜0p−2 :
V˜n(K)→ Pp−2(K) defined as
(v˜n − Π˜0p−2v˜n, qp−2)0,K = 0 ∀v˜n ∈ V˜n(K), ∀qp−2 ∈ Pp−2(K).
This projection is computable via the bubble degrees of freedom (10).
Moreover, for all K ∈ Tn, it is possible to compute the L2 projection of gradients of functions
in the virtual element space using the degrees of freedom only. We denote this projector by Π˜
0,∇
p−1 :
∇V˜n(K)→ [Pp(K)]2 and define it as
(Π˜
0,∇
p−1∇v˜n −∇v˜n,qp−1)0,K = 0 ∀qp−1 ∈ [Pp−1(K)]2, ∀v˜n ∈ V˜n(K). (11)
Discrete bilinear forms and right-hand side. Functions in V˜n are known on the skeleton of
the mesh only. Consequently, for all u˜n and v˜n belonging to V˜n, it is not possible to compute the
bilinear form a˜(u˜n, v˜n) introduced in (5) explicitly. Thence, following the VEM gospel [7], we split
the global bilinear form a˜(·, ·) into a sum of local contributions:
a˜(u˜, v˜) =
∑
K∈Tn
∫
K
K∇u˜ · ∇v˜ =:
∑
K∈Tn
a˜K(u˜|K , v˜|K) ∀u˜, v˜ ∈ V˜ .
We allow for the following variational crime in the design of the local bilinear form. Let S˜K :
ker(Π˜∇p )×ker(Π˜∇p )→ R be any bilinear form computable via the degrees of freedom and satisfying
α˜∗a˜K(v˜n, v˜n) ≤ S˜K(vn, vn) ≤ α˜∗a˜K(v˜n, v˜n) ∀K ∈ Tn, ∀v˜n ∈ ker(Π˜∇p ). (12)
The constants 0 < α˜∗ ≤ α˜∗ < +∞ depend possibly on the geometry of the polygonal decom-
position, on the degree of accuracy p, and on K, but must be independent of the size hK of the
element K.
Introducing the local discrete bilinear forms as
a˜Kn (u˜n, v˜n) := (KΠ˜
0,∇
p−1∇u˜n, Π˜
0,∇
p−1∇v˜n) + S˜K((I − Π˜∇p )u˜n, (I − Π˜∇p )v˜n) ∀u˜n, v˜n ∈ V˜n(K),
we define the global discrete bilinear form as
a˜n(u˜n, v˜n) :=
∑
K∈Tn
a˜Kn (u˜n|K , v˜n|K) ∀u˜n, v˜n ∈ V˜n.
As discussed in [5], the bilinear form a˜n(·, ·) is coercive with constant min(k∗,minK∈Tn α˜∗) and
continuous with constant max(k∗,maxK∈Tn α˜
∗). Explicit choices of the stabilization in (12) are
detailed in Section 2.4.
As far as the treatment of the right-hand side in the case p = 1 is concerned, we refer the reader
to [5] for details, whilst, for p ≥ 2, the right-hand side (f, v)0,Ω is approximated perpetrating the
following variational crime:
〈f, v˜n〉n :=
∑
K∈Tn
〈f, v˜n|K〉n,K :=
∑
K∈Tn
(f, Π˜0p−2vn|K)0,K ∀vn ∈ V˜n.
The virtual element method for the primal formulation. The virtual element method
tailored for the approximation of the problem in primal formulation (6) reads{
find u˜n ∈ V˜n,gD such that
a˜n(u˜n, v) = 〈f, v˜n〉n + (gN , v˜n)0,ΓN ∀v˜n ∈ V˜n,0.
(13)
Remark 3. So far, we have discussed the construction of virtual elements with uniform degree of
accuracy over all the elements. Indeed, the flexibility of the virtual element framework allows for
the construction of global spaces with variable degrees of accuracy. Let Tn be a mesh with NTn
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elements. Consider p ∈ NNTn and associate to each K ∈ Tn a degree of accuracy pK . To each inter-
nal edge, we associate the maximum of the degrees of accuracy of the two neighbouring elements,
whereas, to each boundary edge, we associate the degree of accuracy of the only neighbouring
element. The definition and cardinality of the bulk and edge degrees of freedom is performed
accordingly. We refer to [8, Section 3] for a thorough presentation of the variable degree virtual
element spaces case.
2.3 Virtual elements for the mixed formulation
In this section, we discuss the virtual element discretization of the mixed formulation (8); see
also [6,7]. For the case of piecewise constant diffusivity tensor K, we refer the reader to the earlier
work [19]. We consider a uniform degree of accuracy p ∈ N over all the elements; see Remark 5
below for the variable degree of accuracy case.
Virtual element spaces. We define the virtual element spaces for both the primal and for
the flux variables. As for the primal variable space, we define Vn ⊂ V as the space of piecewise
discontinuous polynomials of degree p− 1 over Tn, i.e.,
Vn := Sp−1,−1(Ω, Tn).
Given multi-indices α as in the bijection in (2), let {mKα }p−1|α|=0 be any basis of Pp−1(K), whose
elements are invariant with respect to homotheties and translations. A set of unisolvent degrees
of freedom is provided by scaled moments: given vn ∈ Vn(K),
1
|K|
∫
K
vnm
K
α ∀|α| = 0, . . . , p− 1.
The construction of the flux spaces is as follows. On each element K, we define the local space
Σn(K) :=
{
τn ∈ H(div,K) ∩H(rot,K) |n · τn|e ∈ Pp(e) for all e ∈ EK ,
div(τn) ∈ Pp−1(K), rot(τn) ∈ Pp−1(K)
}
.
Observe that [Pp(K)]2 ⊆ Σn(K) and that functions in Σn(K) are known in closed form neither
on the boundary of nor inside the element K.
For all p ∈ N, define
Gp(K) := ∇Pp+1(K), G⊥p (K) := the L2(K) orthogonal of Gp(K) in Pp(K).
For all K ∈ Tn, let {mKα }p|α|=0 be a basis of [Pp(K)]2. Assume that the elements of this basis are
invariant with respect to homotheties and translations. We recall [6] that the following splitting is
valid:
[Pp(K)]2 = Gp(K)⊕ G⊥p (K). (14)
An explicit construction of the bases for the two polynomial spaces Gp(K) and Gp(K) can be found
in [26, Proposition 2.1].
Consider the following set of linear functionals: given τn ∈ Σn(K),
• for all edges e ∈ EK , the evaluation at the p+ 1 Gauß nodes {νej }pj=0 of e
(n · τn)(νj) ∀j = 0, . . . , p; (15)
• the gradient-like moments ∫
K
τn · gp−2 ∀gp−2 ∈ Gp−2(K); (16)
• the rotor-like moments ∫
K
τn · g⊥p ∀g⊥p ∈ G⊥p (K). (17)
7
Proposition 2.2. The set of linear functionals in (15)–(17) is a set of unisolvent degrees of
freedom for Σn(K), for all K ∈ Tn.
Proof. See the proof of [6, Theorem 1].
Define the jump operator J·Ke across the edge e as follows. If e is an internal edge shared by
the elements K1 and K2 with outward unit normal vectors given by nK1 and nK2 , respectively,
and given ne the global unit normal vector associated with e, set
JσnKe = (ne · nK1)ne · σK1 + (ne · nK2)ne · σK2 .
Instead, if e is a boundary edge, set JσnKe = ne · σn.
We define the global space Σn without boundary conditions, by coupling the normal compo-
nents at the internal interfaces between elements:
Σn :=
{
σn ∈ H(div,Ω) | σn|K ∈ Σn(K) ∀K ∈ Tn, JσnKe = 0 ∀e ∈ EIn} .
We incorporate the boundary condition gN in the space, by imposing the degrees of freedom
associated with the edges on the Neumann part of the boundary ΓN . We set the discrete trial and
test spaces for the fluxes space as
Σn,gN := {τn ∈ Σn | n · τn = gN on e if e ⊂ ΓN} ,
Σn,0 := {τn ∈ Σn | n · τn = 0 on e if e ⊂ ΓN} .
With each global space, we associate a set of unisolvent degrees of freedom, obtained by a standard
H(div)−conforming Raviart-Thomas coupling.
Remark 4. Although the functions in Σn(K) are not available in closed form inside the elements,
their divergence is computable from the degrees of freedom (15) and (16) explicitly. Thence, we
are able to compute the bilinear form b(τn, vn) defined in (7) for all τn ∈ Σn and vn ∈ Vn exactly.
Projector. We introduce the L2(K) vector projector Π0p : Σn(K) → [Pp(K)]2 on each ele-
ment K ∈ Tn:
aK(τn −Π0pτn,qp) = 0 ∀τn ∈ Σn(K), ∀qp ∈ [Pp(K)]2. (18)
This projector is computable from the degrees of freedom in (15)–(17). To see this, we use the
polynomial splitting (14): for some qp+1 ∈ Pp+1(K) and g⊥p ∈ G⊥p (K),
aK(Π0pτn,qp) = a
K(τn,qp) = a
K(τn,∇qp+1) + aK(τn,g⊥p ) ∀τn ∈ Σn(K), ∀qp ∈ [Pp(K)]2.
Note that the divergence of virtual element functions is known explicitly due the choice of the
degrees of freedom (15) and (16). This implies that the first term on the right-hand side is
computable after integrating by parts, using the edge moments (15), and exploiting the fact that
the divergence is known explicitly. On the other hand, the second term is computable using (17).
Discrete bilinear forms and right-hand side. As for the bilinear form a(·, ·), we proceed
similarly to what is done for the primal formulation in Section 2.2. First, consider the splitting
a(σ, τ ) =
∑
K∈Tn
∫
K
K−1σ · τ =:
∑
K∈Tn
aK(σ|K , τ |K) ∀σ, τ ∈ Σ.
The projection Π0p in (18) allows us to construct a computable discrete bilinear form mimick-
ing a(·, ·). For all K ∈ Tn, consider any bilinear form SK : ker(Π0p) × ker(Π0p) → R, computable
via the degrees of freedom and satisfying
α∗aK(τn, τn) ≤ SK(τn, τn) ≤ α∗aK(τn, τn). (19)
The constants 0 < α∗ ≤ α∗ < +∞ depend possibly on the geometry of the polygonal decom-
position, on the degree of accuracy p, and on K, but must be independent of the size hK of the
element K.
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Introducing the local discrete bilinear forms as
aKn (σn, τn) := a
K(Π0pσn,Π
0
pτn) + S
K((I−Π0p)σn, (I−Π0p)τn) ∀σn, τn ∈ Σn(K),
we define the global discrete bilinear form as
an(σn, τn) :=
∑
K∈Tn
aKn (σn|K , τn|K) ∀σn, τn ∈ Σn.
Following [19], the global discrete bilinear form an(·, ·) is coercive with constant min(k∗−1,minK∈Tn α∗)
and continuous with constant max(k∗−1,maxK∈Tn α
∗) on the discrete kernel
Kn = {τn ∈ Σn | b(τn, vn) = 0 for all vn ∈ Vn} . (20)
The discrete kernel Kn is contained in the continuous kernel K, which is defined as
K := {τ ∈ Σ | b(τ , v) = 0 for all v ∈ V } .
As far as the right-hand side (f, vn)0,Ω is concerned, we recall that vn is a piecewise polynomial.
Hence, the right-hand side is computable assuming to be able to integrate L1(K) functions exactly.
The virtual element method for the mixed formulation. The virtual element method
tailored for the approximation of the problem in mixed form (8) reads
find (σn, un) ∈ Σn,gN × Vn such that
an(σn, τn) + b(τn, un) = −(gD,n · τn) ∀τn ∈ Σn,0
b(σn, vn) = (−f, vn)0,Ω ∀vn ∈ Vn.
(21)
The definition of the trial and test spaces, and the second equation in (21) entail that
div(σn) = Π
0
p−1f in Ω. (22)
Remark 5. So far, we have discussed the construction of virtual elements with uniform degree of
accuracy over all the elements. As already highlighted in Remark 3, the flexibility of the virtual
element framework allows for the construction of global spaces with variable degrees of accuracy.
Since the construction of spaces with variable degree of accuracy follows along the same lines as of
the primal formulation case, we omit the details of the construction.
2.4 Providing explicit stabilizations
Here, we address the issue of providing computable stabilizations with bounds on the constants α˜∗,
α˜∗, α∗, and α∗ that are explicit in terms of the degree of accuracy p; see (12) and (19), respectively.
We pose ourselves in the situation of uniform degree of accuracy over all the elements. The variable
case can be tackled as in [8]; see also Remarks 3 and 5 for further comments on this aspect.
A stabilization for the primal formulation with explicit bounds on the stabilization constants α˜∗
and α˜∗ can be found in [8, Section 4]. Assuming that K = 1, such stabilization reads
S˜K(u˜n, v˜n) =
h2K
p2
(Π˜0p−2u˜n, Π˜
0
p−2v˜n)0,K +
hK
p
(u˜n, v˜n)0,∂K . (23)
The following bounds were proven in [8, Theorem 2]:
α˜∗(p) & p−5, α˜∗(p) . p2.
Such bounds are extremely crude. As numerically investigated in [8, Section 4.1], the actual
dependence on p is much milder.
It is possible to modify the stabilization in (23) to the instance of variable K:
S˜K(u˜n, v˜n) =
h2K
p2
(KΠ˜0p−2u˜n, Π˜0p−2v˜n)0,K +
hK
p
(Ku˜n, v˜n)0,∂K .
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Exploiting the assumptions on K in (3), the bounds on the stability constants become
α˜∗(p) & k∗p−5, α˜∗(p) . k∗p2. (24)
Next, we focus on an explicit choice for the stabilization SK in (19) in the mixed formulation (21).
To the best of our knowledge, no stabilization for the mixed version of VEM has been constructed
explicitly so far. Rather, stabilizations with a reasonable scaling were suggested.
Hence, in the following, we are presenting a novel explicit construction of such a stabilization.
We are able to provide such stabilization in a slightly different setting, i.e., in the case of piecewise
constant diffusivity tensor K, by using the framework presented in [19]. For technical reasons, the
bounds are valid on convex elements only.
The main differences between the approaches presented in the forthcoming Section 2.3 and
in [19] are that:
(i) the degrees of freedom in [19] allow us to compute the rotor of functions in the local
space Σn(K) in closed form;
(ii) the projector defined in (18) maps virtual element functions into the gradient of scalar poly-
nomials of degree p+ 1 on each element.
For the sake of brevity, we avoid here to recall the full construction of the space, and we refer the
reader to [19, Section 4] for more details.
For all K ∈ Tn and for all σn and τn in the kernel of the L2 projection used in [19], we propose
the stabilization
SK(σn, τn) = hK(K−1n · σn,n · τn)0,∂K
+ h2K(K−1 div σn,div τn)0,K + h2K(K−1 rot σn, rot τn)0,K .
(25)
Recall the following four lemmata from [8,13,33,37], which will be instrumental in the analysis of
the stabilization in (25).
Lemma 2.3. For all convex Lipschitz domains K ⊂ R2 with diameter = 1 and for all τ ∈
H(div,K) ∩H(rot,K) with n · τ = 0, the following bound is valid:
‖τ‖0,K . (‖ div(τ )‖0,K + ‖ rot(τ )‖0,K) .
Proof. See [33, Theorem 4.4].
Lemma 2.4. For all simply connected and bounded Lipschitz domains K ⊂ R2 with diameter = 1
and for all τ ∈ H(div,K) ∩H(rot,K) with div(τ ) = 0 and n · τ ∈ L2(Ω), the following bound is
valid:
‖τ‖0,K . (‖ rot(τ )‖0,K + ‖n · τ‖0,∂K) .
Proof. This is the two dimensional counterpart of [37, Corollary 3.51].
Lemma 2.5. Let K be a polygon with diameter 1. Assume that its edges have a length ≈ 1. Let be
be the piecewise quadratic bubble function on ∂K annihilating at the vertices of K. Then, for all
piecewise polynomials qp over ∂K, the following polynomial inverse inequality is valid:
‖qp‖0,∂K . p‖qpb
1
2
e ‖0,∂K . (26)
Proof. See [13, Lemma 4] .
Lemma 2.6. Let K be a polygon with diameter 1. Assume that its edges have a length ≈ 1. Then,
for all qp ∈ Pp(K), the following polynomial inverse inequality is valid:
‖qp‖0,K . p2‖qp‖−1,K := p2 sup
Φ∈H10 (K)
(qp,Φ)0,K
|Φ|1,K . (27)
Proof. See [8, Theorem 5].
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We prove the following result.
Proposition 2.7. For all convex K ∈ Tn, the bilinear form SK defined in (25) is such that the
following bounds on the constants α∗ and α∗ in (19) are valid:
α∗ & (k∗)−1, α∗ . (k∗)−1p6. (28)
Proof. Throughout the proof, we assume that hK = 1. The general case follows from a scaling
argument. Besides, it suffices to prove the statement for K = 1. The general case follows from the
assumptions on K in (3).
First, we show the bound on α∗. Given τn ∈ Σn(K), we define two functions τ˜n and τ ∂Kn as
follows:
n|∂K · τ˜n = 0, div(τ˜n) = div(τn), rot(τ˜n) = rot(τn) (29)
and
n|∂K · τ ∂Kn = n|∂K · τn, div(τ ∂Kn ) = 0, rot(τ ∂Kn ) = 0. (30)
Clearly, τn = τ˜n + τ
∂K
n . Using Lemmata 2.3 and 2.4 we deduce
‖τn‖0,K ≤ ‖τ˜n‖0,K + ‖τ ∂Kn ‖0,K
. ‖ rot(τ ∂Kn )‖0,K + ‖n · τ ∂Kn ‖0,∂K + ‖ rot(τ˜n)‖0,K + ‖ div(τ˜n)‖0,K .
The identities in (29) and (30) imply
‖τn‖0,K . ‖n · τn‖0,∂K + ‖ rot(τn)‖0,K + ‖div(τn)‖0,K ,
which is the desired bound.
Next, we deal with the bound on α∗. It suffices to show a bound for the three terms on the
right-hand side of (25) by some constant depending on p times ‖τn‖0,K . Since n · τ is a piecewise
polynomial on ∂K, the following polynomial inverse inequality is valid:
‖n · τn‖0,∂K . p ‖n · τn‖− 12 ,∂K . (31)
In order to prove this, introduce be the piecewise quadratic bubble function on ∂K annihilating at
the vertices of K. Use Lemma 2.5 and the definition of the H−
1
2 (∂K) norm in (1) to get, for a
piecewise polynomial qp over ∂K,
‖qp‖0,∂K
(26)
. p (qp, qp be)0,K
‖qp b
1
2
e ‖0,∂K
≤ p (qp, qp be)0,K‖qp be‖0,∂K ≤ p sup
w∈H 12 (∂K)
(qp, w)0,∂K
‖w‖0,∂K =: p ‖qp‖− 12 ,∂K .
Finally, substituting qp with n · τn, we get (31).
Using (31) and the H(div) trace inequality [37, Theorem 3.24], we obtain
‖n · τn‖0,∂K . p (‖τn‖0,K + ‖div(τn)‖0,K) .
We are left to show an upper bound on the divergence term, i.e., the second term appearing on the
right-hand side of (25). Use Lemma 2.6 substituting qp with div(τn) in (27), and an integration
by parts, to get
‖ div(τn)‖0,K . p2‖ div(τn)‖−1,K := p2 sup
Φ∈H10 (K)
(div(τn),Φ)0,K
|Φ|1,K
= p2 sup
Φ∈H10 (K)
(τn,∇Φ)0,K
|Φ|1,K ≤ p
2‖τn‖0,K .
This concludes the proof of the upper bound on the first two terms on the right-hand side of (25).
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Finally, we use Lemma 2.6 substituting qp with rot(τn) to show the upper bound on the third
term on the right-hand side of (25). Denoting the vectorial rotor by curl, we can write
‖ rot(τn)‖0,K . p2‖ rot(τn)‖−1,K := p2 sup
Φ∈H10 (K)
(rot(τn),Φ)0,K
|Φ|1,K
= p2 sup
Φ∈H10 (K)
(τn, curl Φ)0,K
|Φ|1,K . p
2‖τn‖0,K ,
whence the assertion follows.
Note that the assumption in Proposition 2.7 on the convexity of the elements is used to apply
Lemma 2.3.
Remark 6. In case one is interested in the h-version of the method only, the stabilization SK
in (25) can be employed as well. To see this, it suffices to use a scaling argument.
Practical stabilizations. In the numerical experiments of Sections 4 and 6, we will not employ
the stabilizations introduced in (23) and (25). Rather, we suggest to use variants of the so-called
D-recipe stabilization, which was introduced in [9]. In fact, as analyzed in [25, 34], the D-recipe
leads to an extremely robust performance of the method (13), and is straightforward to implement.
We employ the following stabilization for the primal formulation: given N V˜n := dim(V˜n(K)),
for all K ∈ Tn, given {ϕ˜j}N V˜nj=1 the canonical basis of the local space V˜n(K),
S˜K(ϕ˜j , ϕ˜`) = max
(
|K|, (KΠ˜0,∇p−1∇ϕ˜j , Π˜
0,∇
p−1∇ϕ˜`)0,K
)
δj,` ∀j, ` = 1, . . . , N V˜n . (32)
Here, δj,` denotes the Kronecker delta, whereas the projector Π˜
0,∇
p−1 is defined in (11).
As far as the D-recipe stabilization for the mixed formulation is concerned, we employ the
following: given NΣn := dim(Σn(K)), for all K ∈ Tn, given {ϕj}N
Σn
j=1 the canonical basis of the
local space Σn(K),
SK(ϕj ,ϕ`) = max
(|K−1| h2K , (K−1Π0pϕj ,Π0pϕ`)0,K) δj,` ∀j, ` = 1, . . . , NΣn . (33)
The projector Π0p is defined in (18).
2.5 Well-posedness of the two virtual element methods
In this section, we prove the well-posedness of the primal and mixed VEM in (13) and (21).
The well-posedness of the primal VEM formulation (13) follows from the continuity and coerciv-
ity of the discrete bilinear form a˜n, the continuity of the discrete right-hand side, and Lax-Milgram
lemma.
As for the mixed VEM formulation (21), we need two ingredients in order to prove the well-
posedness of the method. The first one is the continuity and the coercivity of the bilinear
form an(·, ·) on the discrete kernel defined in (20). The second one is the validity of the inf-
sup condition for the bilinear form b(·, ·), with explicit bounds on the inf-sup constant in terms
of h and p. The remainder of the section is devoted to prove such an inf-sup condition.
Theorem 2.8. There exists a constant βn > 0 independent of the discretization parameters, such
that for all vn ∈ Vn there exists τn ∈ Σn,0 satisfying
b(vn, τn) ≥ βn‖τn‖div,Ω‖vn‖0,Ω. (34)
The constant βn is known in closed form:
βn =
(
cΩ
|Ω| 12
|ΓD| 12
+ cΩ + 1
)−1
,
where cΩ is a constant depending only on the shape of Ω, which will be detailed in the proof.
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Proof. To each vn ∈ Vn, we associate a function τn ∈ Σn,0 as follows. For all internal edges e ∈ EIn,
we fix n · τn = 0 on e. We impose this constraint, in order to fix a τn in the virtual element
space Σn,0. We define τn as the solution to the global div-rot problem
div(τn) = vn in Ω
rot(τn) = 0 in Ω
n · τn = cτ on ΓD
n · τn = 0 on ΓN .
(35)
The constant cτ has to be chosen, so that the compatibility condition of problem (35) is fulfilled.
In other words, the following must be true:
|ΓD|cτ =
∫
ΓD
cτ =
∫
ΓD
n · τn =
∫
∂Ω
n · τn =
∫
Ω
div(τn) =
∫
Ω
vn.
This is equivalent to ask
cτ =
1
|ΓD|
∫
Ω
vn. (36)
With this choice, problem (35) is well-posed, whence it follows that τn is well-defined; see, e.g., [3]
and the references therein.
Applying arguments similar to those of Proposition 2.7, and in particular using a splitting anal-
ogous to that in (29)–(30) together with the bounds in [33, Theorem 4.4] and [37, Corollary 3.51],
we have
‖τn‖0,Ω ≤ cΩ (‖n · τn‖0,∂Ω + ‖ div(τn)‖0,Ω) ,
where cΩ is a positive constant depending on Ω solely.
We deduce
‖τn‖0,Ω ≤ cΩ (‖n · τn‖0,ΓD + ‖ div(τn)‖0,Ω)
(35)
= cΩ
(
|ΓD| 12 |cτ |+ ‖div(τn)‖0,Ω
)
(36)
= cΩ
(
1
|ΓD| 12
∣∣∣∣∫
Ω
vn
∣∣∣∣+ ‖div(τn)‖0,Ω)
(35)
= cΩ
(
1
|ΓD| 12
∣∣∣∣∫
Ω
div(τn)
∣∣∣∣+ ‖ div(τn)‖0,Ω) ≤ cΩ
(
|Ω| 12
|ΓD| 12
+ 1
)
‖ div(τn)‖0,Ω.
This implies
‖τn‖div,Ω ≤
(
cΩ
|Ω| 12
|ΓD| 12
+ cΩ + 1
)
‖ div(τn)‖0,Ω = β−1n ‖div(τn)‖0,Ω. (37)
Note that
‖vn‖0,Ω = (vn, vn)0,Ω‖vn‖0,Ω
(35)
=
(vn,div(τn))0,Ω
‖ div(τn)‖0,Ω .
Apply (37) to this identity, and deduce the inf-sup condition
‖vn‖0,Ω ≤ 1
βn
(vn,div(τn))0,Ω
‖τn‖div,Ω .
The discrete inf-sup condition (34), together with the definition of the continuity of the discrete
bilinear forms an(·, ·) and b(·, ·), and the coercivity of an(·, ·) on the discrete kernel Kn defined
in (20), is sufficient to prove the well-posedness of method (21); see [16]. In fact, a lifting argument
allows us to seek solutions in the discrete space Σn,0, i.e., solutions with zero normal trace on ΓN .
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Remark 7. We have proved Theorem 2.8 assuming that ΓD 6= ∅, which is an assumption stipu-
lated in Section 1. The case of pure Neumann boundary conditions has to be dealt with slightly
differently. The primal virtual element space has to be endowed with a zero average constraint. In
order to prove the inf-sup condition one should proceed as in [19, Theorem 4.2 and Corollary 4.3].
Besides, one ought to prove that the best approximant in mixed virtual element spaces converges
optimally in terms of h and p to a target function, so that the inf-sup constant is p-robust. This
can be indeed proven by defining the best approximation in virtual element spaces as the degrees
of freedom interpolant of the continuous function to approximate. However, whatever boundary
conditions we pick, the inf-sup constant is p-robust. To the best of our knowledge, this is not the
case in the discontinuous Galerkin setting for mixed problems; see, e.g., [42, Section 4.2].
3 The hypercircle method for the VEM
The aim of the present section is to construct an equilibrated error estimator and to prove lower
and upper bounds of such error estimator in terms of the exact error. In Section 3.1, we show an
identity, which is the basic tile of the a posteriori error analysis and exhibit the equilibrated error
estimator. Next, in Sections 3.2 and 3.3, we show its reliability and efficiency.
3.1 The equilibrated a posteriori error estimator
Given u˜, σ, u˜n, and σn the solutions to (6), (8), (13), and (21), respectively, we observe that
‖K 12 (∇u˜−∇u˜n)‖20,Ω+‖K−
1
2 (σ−σn)‖20,Ω = ‖K
1
2∇u˜n+K− 12σn‖20,Ω−2
∫
Ω
∇(u˜−u˜n)·(σ−σn). (38)
In order to show this identity, we observe that (9) entails
‖K 12∇u˜n +K− 12σn‖20,Ω − 2
∫
Ω
∇(u˜− u˜n) · (σ − σn)
=
∫
Ω
K
1
2 (∇u˜n −∇u˜) ·
(
K
1
2∇u˜n +K− 12σn
)
+
∫
Ω
(K−
1
2σn +K
1
2∇u˜) ·
(
K
1
2∇u˜n +K− 12σn
)
− 2
∫
Ω
K
1
2∇(u˜− u˜n) ·K− 12 (σ − σn)
=
∫
Ω
K
1
2 (∇u˜−∇u˜n) ·
(
−K 12∇u˜n −K− 12σn +K 12∇u˜+K− 12σn
)
+
∫
Ω
K−
1
2 (σ − σn) ·
(
−K 12∇u˜n −K− 12σn +K− 12σ +K 12∇u˜n
)
=
∫
Ω
K(∇u˜−∇u˜n) · (∇u˜−∇un) +
∫
Ω
K−1(σ − σn) · (σ − σn),
which is (38).
We rewrite the last term on the right-hand side of (38) using an integration by parts element
by element: for all K ∈ Tn,
−
∫
K
∇(u˜− u˜n) · (σ − σn) =
∫
K
(u˜− u˜n) div(σ − σn)−
∫
∂K
(u˜− u˜n) n · (σ − σn).
We reshape the first term on the right-hand side. Recalling that div(σ) = f and div(σn) = Π
0
p−1f ,
see (22), we write ∫
K
(u˜− u˜n) (div(σ)− div(σn)) =
∫
K
(u− u˜n)(f −Π0p−1f).
We collect all the contributions and deduce that, for every piecewise discontinuous polynomial qp−1
14
of degree p− 1 over Tn,
‖K 12∇(u˜− u˜n)‖20,Ω + ‖K−
1
2 (σ − σn)‖20,Ω
= ‖K 12∇u˜n +K− 12σn‖20,Ω + 2
∫
Ω
(u˜− u˜n − qp−1)(f −Π0p−1f)
− 2
∑
K∈Tn
∫
∂K
(u˜− u˜n)n · (σ − σn).
(39)
The internal interface contributions appearing in the last term on the right-hand side of (39) are
zero. The virtual element spaces have been tailored so that this property is fulfilled. Furthermore,
the boundary contributions disappear thanks to assumption (D).
Thus, we write
‖K 12∇(u˜− u˜n)‖20,Ω + ‖K−
1
2 (σ − σn)‖20,Ω
= ‖K 12∇u˜n +K− 12σn‖20,Ω + 2
∫
Ω
(u˜− u˜n − qp−1)(f −Π0p−1f).
(40)
In the two forthcoming Sections 3.2 and 3.3, we show upper and lower bounds on the right-hand
side of (40). This will give raise to a natural choice for the equilibrated error estimator. Henceforth,
we refer to the square root of the left-hand side of (40) as to the exact error of the method. In
particular, the exact error is the square root of the sum of the square of the error of the primal (13)
and mixed (21) VEMs.
The error estimator Since ‖K 12∇u˜n+K− 12σn‖0,Ω is not computable, we propose the following
local equilibrated error estimators
η2eq,K := ‖K
1
2 Π˜
0,∇
p−1∇u˜n +K−
1
2 Π0pσn‖20,K
+
[
S˜K((I − Π˜∇p )u˜n, (I − Π˜∇p )u˜n) + SK((I−Π0p)σn, (I−Π0p)σn)
]
,
(41)
and define the global error estimator as
η2eq :=
∑
K∈Tn
η2eq,K . (42)
3.2 Reliability
We deduce the following upper bound from (40):
‖K 12∇(u˜− u˜n)‖20,Ω + ‖K−
1
2 (σ − σn)‖20,Ω
≤ 2(‖K 12 (∇u˜n − Π˜0,∇p−1∇u˜n)‖20,Ω + ‖K 12 Π˜0,∇p−1∇u˜n +K− 12 Π0pσn‖20,Ω + ‖K− 12 (Π0pσn − σn)‖20,Ω)
+ 2
∫
Ω
(u˜− u˜n − qp−1)(f −Π0p−1f) ∀qp−1 ∈ Sp−1,−1(Ω, Tn).
Set qp−1 as the piecewise L2 projection of u− u˜n over Tn. Using standard h- and p- approximation
estimates [4], we deduce∫
Ω
(u˜− u˜n − qp−1)(f −Π0p−1f) ≤
∑
K∈Tn
‖u˜− u˜n − qp−1‖0,K‖f −Π0p−1f‖0,K
≤ max
K∈Tn
cB(K)
∑
K∈Tn
hK
p
|u˜− u˜n|1,K‖f −Π0p−1f‖0,K
≤ max
K∈Tn
cB(K)|u˜− u˜n|1,Ω
( ∑
K∈Tn
h2K
p2
‖f −Π0p−1f‖20,K
) 1
2
.
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Young’s inequality entails∫
Ω
(u˜− u˜n − qp−1)(f −Π0p−1f)
≤ 4ε
(
max
K∈Tn
cB(K)
)2
|u˜− u˜n|21,Ω +
1
4ε
∑
K∈Tn
h2K
p2
‖f −Π0p−1f‖20,K
≤ 4k− 12∗ ε
(
max
K∈Tn
cB(K)
)2
‖K 12∇(u˜− u˜n)‖20,Ω +
1
4ε
∑
K∈Tn
h2K
p2
‖f −Π0p−1f‖20,K
for all ε > 0, where cB(K) denotes the best hp-approximation constant on the element K.
Recalling (9) and setting
ε =
k
1
2∗
16(maxK∈Tn cB(K))2
,
we obtain
‖K 12∇(u˜− u˜n)‖20,Ω + ‖K−
1
2 (σ − σn)‖20,Ω
≤ 4
(
‖K 12 (∇u˜n − Π˜
0,∇
p−1∇u˜n)‖20,Ω + ‖K
1
2 Π˜
0,∇
p−1∇u˜n +K−
1
2 Π0pσn‖20,Ω
+‖K− 12 (Π0pσn − σn)‖20,Ω
)
+ 16
(maxK∈Tn cB(K))
2
k
1
2∗
∑
K∈Tn
h2K
p2
‖f −Π0p−1f‖20,K
≤ 4‖K 12 (∇u˜n − Π˜
0,∇
p−1∇u˜n)‖20,Ω
+ 4
∑
K∈Tn
max(α˜−1∗ , α
−1
∗ )
[
S˜K((I − Π˜∇p )u˜n, (I − Π˜∇p )u˜n) + SK((I−Π0p)σn, (I−Π0p)σn)
]
+ 16
(maxK∈Tn cB(K))
2
k
1
2∗
∑
K∈Tn
h2K
p2
‖f −Π0p−1f‖20,K .
Eventually, (22) entails
‖K 12∇(u˜− u˜n)‖20,Ω + ‖K−
1
2 (σ − σn)‖20,Ω ≤ 4‖K
1
2 (∇u˜n − Π˜
0,∇
p−1∇u˜n)‖20,Ω
+ 4
∑
K∈Tn
max(α˜−1∗ , α
−1
∗ )
(
S˜K((I − Π˜∇p )u˜n, (I − Π˜∇p )u˜n) + SK((I−Π0p)σn, (I−Π0p)σn)
)
+ 16
(maxK∈Tn cB(K))
2
k
1
2∗
∑
K∈Tn
h2K
p2
‖f − div(σn)‖20,K .
(43)
All the terms on the right-hand side are computable, with the exception of the oscillation of the
right-hand side. This term can be approximated at any precision employing a sufficiently accurate
quadrature formula.
We have proven the following reliability result.
Theorem 3.1. Let the assumptions (G1), (G2), (K), and (D) be valid. Let u˜, and u and σ
be the solutions to (6) and (8), respectively, and let u˜n, and un and σn be the solutions to (13)
and (21), respectively. The following bound on the exact error in terms of the equilibrated error
estimator and oscillation terms is valid:
‖K 12∇(u˜− u˜n)‖20,Ω + ‖K−
1
2 (σ − σn)‖20,Ω
≤ 4
∑
K∈Tn
max(α˜−1∗ , α
−1
∗ )η
2
eq,K + 16
(maxK∈Tn cB(K))
2
k
1
2∗
∑
K∈Tn
h2K
p2
‖f − div(σn)‖20,K .
(44)
The bound is fully explicit in terms of h and p. The p-dependence is possibly hidden in the
stabilization constants.
16
Remark 8. In the standard finite element setting, see, e.g., [17], the first term on the right-hand
side of (43) reads
‖K 12∇u˜n +K− 12σn‖0,Ω,
whereas the second and the third vanish. The fourth term is a higher-order oscillation term.
3.3 Efficiency
We consider the local equilibrated error estimator ηeq,K in (41) and we show an upper bound of it
in terms of the exact error. In other words, we prove the efficiency of the local equilibrated error
estimator.
First, we focus on the norm of the projected discrete solutions, i.e., the first term on the right-
hand side of (41). For all polygons K, using (9) and the stability of orthogonal projections, we
get
‖K 12 Π˜0,∇p−1∇u˜n +K−
1
2 Π0pσn‖20,K ≤ 2
(
‖K 12∇u˜− Π˜0,∇p−1∇u˜n‖20,K + ‖K−
1
2 (σ −Π0pσn)‖20,K
)
≤ 4(‖K 12 (∇u˜− Π˜0,∇p−1∇u˜)‖20,K + ‖K 12 Π˜0,∇p−1∇(u˜− u˜n)‖20,K
+ ‖K− 12 (σ −Π0pσ)‖20,K + ‖K−
1
2 Π0p(σ − σn)‖20,K
)
≤ 4(‖K 12 (∇u˜− Π˜0,∇p−1∇u˜)‖20,K + ‖K 12∇(u˜− u˜n)‖20,K
+ ‖K− 12 (σ −Π0pσ)‖20,K + ‖K−
1
2 (σ − σn)‖20,K
)
.
Next, we deal with the stabilization terms, i.e., the second and third terms on the right-hand
side of (41). We begin with the stabilization term stemming from the discretization of the primal
formulation:
S˜K((I − Π˜∇p )u˜n,(I − Π˜∇p )u˜n) ≤ α˜∗‖K
1
2∇(I − Π˜∇p )u˜n‖20,K
≤ 2α˜∗
[
‖K 12∇(u˜− u˜n)‖20,K + ‖K
1
2∇(u˜− Π˜∇p u˜)‖20,K + ‖K
1
2∇Π˜∇p (u˜− u˜n)‖20,K
]
≤ 4α˜∗‖K 12∇(u˜− u˜n)‖20,K + 2α˜∗‖K
1
2∇(u˜− Π˜∇p u)‖20,K .
Analogously, we show an upper bound for the stabilization term stemming from the discretization
of the dual formulation:
SK((I−Π0p)σn, (I−Π0p)σn) ≤ 4α∗‖K−
1
2 (σ − σn)‖20,K + 2α∗‖K−
1
2 (σ −Π0pσ)‖20,K .
Collecting the three estimates, we get
η2eq,K = ‖K
1
2∇Π˜∇p u˜n +K−
1
2 Π0pσn‖20,K
+ S˜K((I − Π˜∇p )u˜n, (I − Π˜∇p )u˜n) + SK((I−Π0p)σn, (I−Π0p)σn)
≤ 4(1 + α˜∗)‖K 12∇(u˜− u˜n)‖20,K + 2(2 + α˜∗)‖K
1
2∇(u˜− Π˜∇p un)‖20,K
+ 4(1 + α∗)‖K− 12 (σ − σn)‖20,K + 2(2 + α∗)‖K−
1
2 (σ −Π0pσn)‖20,K .
(45)
We have proven the following efficiency result.
Theorem 3.2. Let the assumptions (G1), (G2), (K), and (D) be valid. Let u˜, and u and σ be the
solutions to (6) and (8), respectively, and let u˜n, and un and σn be the solutions to (13) and (21),
respectively. The following upper bound on the local equilibrated error estimator ηeq,K in terms of
the local exact error and best local polynomial approximation terms is valid: for every K ∈ Tn,
η2eq,K ≤ 4(1 + α˜∗)‖K
1
2∇(u˜− u˜n)‖20,K + 2(2 + α˜∗)‖K
1
2∇(u˜− Π˜∇p un)‖20,K
+ 4(1 + α∗)‖K− 12 (σ − σn)‖20,K + 2(2 + α∗)‖K−
1
2 (σ −Π0pσn)‖20,K .
(46)
The bound is fully explicit in terms of h and p. The p-dependence is possibly hidden in the
stabilization constants.
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Remark 9. The case of variable degree of accuracy is dealt with by substituting p with a local pK
on each element K of Tn. This is reflected in the estimates (44) and (46), as well as in the definition
of the stabilizations (32) and (33). In the residual estimator setting it is mandatory to demand that
neighbouring elements have comparable degree of accuracy, see [11, equation 4]. This condition is
not needed in the analysis contained in the present paper.
4 Numerical results
In this section, we introduce an adaptive algorithm and an hp-refinement strategy, in order to show
the performance of the hypercircle method and to compare it with that of the residual a posteriori
approach.
We ought to compare the equilibrated error estimator ηeq in (42) with the exact error of the
method; see the left-hand side of (44). However, since functions in virtual element spaces are
not known in closed-form, but only through their degrees of freedom, we cannot compute the
exact errors. Rather, we compare the equilibrated error estimator with the following computable
approximation of the error: given σ, u, and σn, un the solutions to the mixed problem (8) and
the VEM (21), respectively, define the approximate error for the mixed VEM (21) as(
‖K 12 (∇u− Π˜0,∇p−1∇un)‖20,Ω + ‖K−
1
2 (σ −Π0pσ)‖20,Ω
) 1
2
. (47)
The approximate error (47) converges with the same h- and p- convergence rate as the exact error.
To see this, it suffices to use arguments analogous to those, e.g., in [11, Section 5].
Since we will compare the performance of the equilibrated error estimator with that of the
residual error estimator, we introduce a computable approximation of the error for the primal
formulation as well: given u˜ and u˜n the solutions to the primal problem (6) and the VEM (13),
respectively, define the approximate error for the primal VEM (13) as
‖K 12 (∇u˜− Π˜0,∇p−1∇u˜n)‖0,Ω. (48)
The approximate error (48) converges with the same h- and p- convergence rate as the exact
error ‖K 12 (∇u−∇un)‖0,Ω; see, e.g., [8, Section 5].
As stabilizations for the primal and mixed formulation, we use those defined in (32) and (33),
respectively. We fix shifted and scaled monomials [5, equation (4.4)] as a polynomial basis in the
definition of the internal degrees of freedom (10) for the primal formulation. As far as the choice
of polynomial bases for the internal moments (16) and (17) of the mixed formulation, we use those
described in [26, Proposition 2.1].
Remark 10. For high polynomial degrees, these choices of the polynomial bases are not the most
effective. Rather, we ought to consider some sort of orthogonalization of the polynomial bases, as
proposed in [34] for the primal formulation. Since this has not been investigated for the mixed
formulation so far, we postpone the investigation of the effects of the choice of the polynomial
bases on the performance of the method to future works.
We test the performance of the virtual element method and of the equilibrated error estimator
on the following test cases.
Test case 1. The first test case is defined on the L-shaped domain
Ω1 = (−1, 1) \ {[0, 1)× (−1, 0]}.
In polar coordinates centred at (0, 0), the solution to this problem reads
u1(r, θ) = r
2
3 sin
(
2
3
θ
)
. (49)
The primal formulation of the problem we are interested in is such that we have: zero Dirichlet
boundary conditions on the edges generating the re-entrant corner; suitable Neumann boundary
conditions on all the other edges; K = 1; zero right-hand side, since u1 is harmonic.
Feature of u1: a singularity occurs at the re-entrant corner of the L-shaped domain.
18
Test case 2. The second test case is defined on the slit domain
Ω2 := (−1, 1)2 \ {[0, 1)× {0}} .
In polar coordinates centred at (0, 0), the solution to this problem reads
u2(r, θ) = r
1
4 sin
(
1
4
θ
)
. (50)
The primal formulation of the problem we are interested in is such that we have: suitable Neumann
boundary conditions on the bottom edge of the slit; Dirichlet boundary conditions on all the other
edges; K = 1; zero right-hand side, since u2 is harmonic. Note that the slit consists of two boundary
edges: the bottom and the upper part of the slit.
Feature of u2: a strong singularity occurs at the tip of the slit.
Test case 3. The third test case is characterized by an interior layer inside the domain
Ω3 := (0, 1)
2.
The solution to this problem reads
u3(x, y) = xy(1− x)(1− y)atan
(
15(16x2 − 40x+ 26 + 16y2 + 8y2) 12 − 60
)
. (51)
The primal formulation of the problem we are interested in is such that we have: zero Dirichlet
boundary conditions on the boundary of Ω; K = 1; right-hand side computed from u3.
Feature of u3: the function has a steep gradient along the curved internal layer.
Test case 4. The fourth test case is characterized by a problem with a right-hand side having a
steep gradient at the centroid of the domain
Ω4 = (0, 1)
2.
The solution to this problem reads
u4(x, y) = exp
(−100((x− 0.5)2 + (y − 0.5)2)) . (52)
The primal formulation of the problem we are interested in is such that we have: suitable Dirichlet
boundary conditions on the boundary of Ω; K = 1; right-hand side computed from u4.
Feature of u4: the function has a steep gradient at (0.5, 0.5).
Test case 5. The fifth test case is known in the literature as Kellogg’s problem [32] and is
characterized by a jumping diffusion coefficient. The domain of the problem is
Ω5 = (0, 1)
2.
The solution in polar coordinates centred at x0 = (0.4, 0.4) to this problem reads
u5(ρ, θ) =

ργ cos
(
(pi2 − σ)γ
)
cos
(
(θ − pi2 + λ)γ
)
if θ ∈ [0, pi2 )
ργ cos (λγ) cos ((θ − pi + σ)γ) if θ ∈ [pi2 , pi)
ργ cos (σγ) cos ((θ − pi − λ)γ) if θ ∈ [pi, 3pi2 )
ργ cos
(
(pi2 − λ)γ
)
cos
(
(θ − 3pi2 − σ)γ
)
if θ ∈ [ 3pi2 , 2pi) ,
(53)
where we have set
σ = −5.49778714378214, γ = 1
4
, λ =
pi
4
.
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The primal formulation of the problem we are interested in is such that we have: suitable Dirichlet
boundary conditions on the boundary of Ω; zero right-hand side, since u5 is harmonic. The diffusion
coefficient is given by
K =
{
25.27414236908818 if (x− 0.4)(y − 0.4) ≥ 0
1 otherwise.
Feature of u5: the function has low regularity at x0 and across the lines x = 0.4 and y = 0.4.
We depict the solutions to the five test cases in Figure 1.
Figure 1: Test cases. (Top-left panel:) u1 defined in (49). (Top-right panel:) u2 defined in (50). (Left panel:) u3
defined in (51). (Right panel:) u4 defined in (52). (Bottom panel:) u5 defined in (53).
The remainder of the section is organized as follows. In Section 4.1, we recall the residual virtual
element error estimator from [11]. Section 4.2 is devoted to analyze the behaviour of the efficiency
index for the p-version of VEM, when using the residual and the equilibrated error estimators. The
adaptive algorithm and the hp-refinements are described in Section 4.3, whereas the performance
of the hp-adaptive algorithm is analyzed in Section 4.4.
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4.1 Recalling the residual error estimator
In this section, we recall the residual error estimator derived in [11, Section 4] for the hp-version
of the virtual element method, and its properties. We assume that the diffusion coefficient K is
equal to 1, since this was the instance considered in [11].
Given a mesh Tn and a distribution of degrees of accuracy as in Remarks 3 and 5, introduce
the following local residual error estimators: given u˜n solution to (13), for all K ∈ Tn,
η2res,K :=
h2K
p2
‖∆Π˜∇p u˜n + Π0pK−2f‖20,K +
1
2
∑
e∈EK , e 6⊂ΓD
hK
p
∥∥∥rne · ∇Π˜∇p u˜nz∥∥∥2
0,e
+ SK((I − Π˜∇p )u˜n, (I − Π˜∇p )u˜n).
The global residual error estimator is defined as
η2res :=
∑
K∈Tn
η2res,K . (54)
In [11, Theorem 1], the authors proved lower and upper bounds of the residual error estimator in
terms of the error of the primal formulation. Although such bounds are optimal in terms of the
mesh size, they are suboptimal in terms of the degree of accuracy of the method. This resembles
what happens in the finite element method framework; see [35, Theorem 3.6]. The suboptimality
is due to the use of polynomial inverse estimates when proving the efficiency.
4.2 Efficiency index: residual versus equilibrated error estimators
The aim of the present section is to investigate the behaviour of the efficiency indices of the resid-
ual (54) and the equilibrated (42) error estimators. In particular, we demonstrate the numerical
p-robustness of the latter.
We define the efficiency index of the two error estimators as follows:
I2eq :=
η2eq
‖K 12 (∇u− Π˜0,∇p−1∇un)‖20,Ω + ‖K−
1
2 (σ −Π0pσ)‖20,Ω
,
I2res :=
η2res
‖K 12 (∇u˜− Π˜0,∇p−1∇u˜n)‖20,Ω
.
(55)
We run the p-version of the method with exact solution u1 defined in (49). As an underlying mesh,
we fix a uniform Cartesian mesh with 12 elements. The behaviour of the two efficiency indices
in (55) is depicted in Figure 2.
From Figure 2, we observe that the efficiency index for the hypercircle method seems to be
independent of p, differently from that of the residual error estimator. On the one hand, this is
in partial accordance with the bounds (43) and (45). Here, no polynomial inverse estimates have
been used. On the other hand, the bounds depend on the stability constants of the method. As
shown in (24) and (28), the stability constants might depend on p. Notwithstanding, it seems that
such bounds are crude, and the stability constants do not play a role in terms of p. We performed
analogous experiments on the other test cases, and we obtained comparable results, which we
omit for the sake of brevity. Eventually, note that the efficiency index for the equilibrated error
estimator is close to 1.
4.3 The adaptive algorithm and hp-adaptive mesh refinements
In this section, we recall the structure of an adaptive algorithm, the meaning of h- and p-refinement,
and how to choose between h- and p-refinements. The standard structure of an adaptive algorithm
is
SOLVE −→ ESTIMATE −→ MARK −→ REFINE.
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Figure 2: Effectivity indices Ires and Ieq defined in (55) for the p-version of the method, using the residual ηres (54)
and the equilibrated ηeq (42) error estimators. We consider the exact solution u1 in (49) and use a uniform Cartesian
mesh consisting of 12 elements
.
The remainder of this section is devoted to address the marking and refining steps. The latter
consists in deciding whether to refine a marked element either in h or in p. Refining in p the local
space on an element K means that the local degree of accuracy pK on K is increased by one. The
design of the global space and of its degrees of freedom is performed accordingly to Remarks 3
and 5.
We describe the h-refinement in more details. Firstly, we anticipate that we will employ Carte-
sian and triangular meshes, only. This might seem idiosyncratic, as we claimed that we want an
adaptive method working on general meshes. However, the flexibility in employing polygons is
exploited when refining squares or triangles and creating hanging nodes. In the refining procedure,
we define a geometric square as a geometrical entity with four straight edges. For instance, a
polygon with five vertices and having two adjacent edges on the same line is a geometric square.
Analogously, we define a geometric triangle as a geometrical entity with three straight edges. A
geometric square is refined into four smaller geometric squares by connecting its centroid to the
midpoints of the four straight edges; see Figure 3. Instead, a geometric triangle is refined into four
=⇒
Figure 3: Refining a geometric square with 8 vertices, 8 edges, and 4 straight edges. The refinement is performed
by connecting the centroid to the midpoints of the four straight edges.
smaller geometric triangles as in Figure 4. Observe that h-refinements of Cartesian and triangular
meshes lead to meshes always consisting of geometric squares and triangles, respectively. Note
that a refinement in presence of a hanging node in the proper place for the h-refinement is not
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=⇒
Figure 4: Refining a geometric triangle with 8 vertices, 8 edges, and 3 straight edges. The refinement is performed
by subdividing the geometric triangle into 4 geometric subtriangles, with vertices given by the original vertices and
the midpoints of the three straight edges.
creating an additional node.
We are left with the description of the marking strategy. Firstly, we describe how to choose
the elements to mark. Secondly, we set a way to decide whether to mark for h- or p-refinement.
Marking elements is a rather standard procedure. We mark for refinement all the elements K ∈ Tn
such that, given a positive parameter σ ∈ (0, 1),
ηeq,K ≥ σ ηeq := σ ηeq
card(Tn) .
As far as the h- or p-marking is concerned, we could use several strategies; see for instance the
survey paper [36]. In words, the idea behind this choice resides in refining the mesh on the marked
elements, where the solution is expected to be singular. An increase of the degree of accuracy is
performed on the marked elements, where the solution is expected to be smooth. Amongst the
various techniques available in the literature, we follow the approach of Melenk and Wohlmuth,
see [35, Section 4], which is based on comparing the actual equilibrated error estimator with a
predicted one.
For the sake of completeness, we report here the full marking algorithm [35, Algorithm 4.4],
and refer to this reference for further details.
Algorithm 1 Melenk-Wohlmuth’s hp-marking-refinement algorithm.
Given fixed positive parameters σ, λ, γh, γp, and γn:
fix η2pred,K,0 =
η2eq,K
2 on each K ∈ Tn;
for n ∈ N (until some stopping criterion is fulfilled) do
if η2eq,K ≥ σηeq2 then
mark element K for refinement
if η2eq,K ≥ λη2pred,K,n then
h-refinement (K is subdivided into NK siblings KS)
η2pred,KS ,n+1 =
1
NK
γh (0.5)
2pKη2eq,K
else
p-refinement
pK = pK + 1
η2pred,K,n+1 = γp η
2
eq,K
end if
else
no refinement
η2pred,K,n+1 = γn η
2
pred,K,n
end if
end for
In the forthcoming numerical experiments, we set σ = 1, λ = 0.2, γh = 1, γp = 1, and γn = 1.
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4.4 The h- and hp-adaptive algorithm
In this section, we present several numerical experiments on h- and hp-adaptivity employing the
equilibrated error estimator in (42) and the Melenk-Wohlmuth’s refining strategy in Algorithm 1.
We consider the five different test cases in (49)–(53), and compare the performance of the h-adaptive
algorithm with p = 1, 2, and 3, and the hp-version of the method.
In Figures 5–9, we depict the performance of the h- (with p = 1, 2, and 3) and p-adaptive
algorithm for all the test cases introduced in (49)–(53). We show the performance starting from
a coarse Cartesian mesh on the left, and from a coarse mesh made of structured triangles on the
right.
We plot the error (47) versus the cubic root of the number of degrees of freedom: we expect
exponential convergence of the error in terms of the cubic root of the number of degrees of freedom,
when employing an optimal hp-mesh. To see this, one has to combine the techniques in [8, 42].
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Figure 5: h- (with p = 1, 2, and 3) versus hp-adaptive algorithm. The solution is u1 defined in (49). The starting
mesh is (left panel:) a coarse Cartesian mesh and (right panel:) a coarse mesh of structured triangles.
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Figure 6: h- (with p = 1, 2, and 3) versus hp-adaptive algorithm. The solution is u2 defined in (50). The starting
mesh is (left panel:) a coarse Cartesian mesh and (right panel:) a coarse mesh of structured triangles.
From Figures 5–9, we observe the exponential decay of the error in terms of the cubic root
of the number of degrees of freedom for hp-adaptive mesh refinements, and algebraic convergence
for h-adaptive refinement. The hp-adaptive version leads to smaller errors with fewer degrees of
freedom compared to the h-adaptive version.
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Figure 7: h- (with p = 1, 2, and 3) versus hp-adaptive algorithm. The solution is u3 defined in (51). The starting
mesh is (left panel:) a coarse Cartesian mesh and (right panel:) a coarse mesh of structured triangles.
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Figure 8: h- (with p = 1, 2, and 3) versus hp-adaptive algorithm. The solution is u4 defined in (52). The starting
mesh is (left panel:) a coarse Cartesian mesh and (right panel:) a coarse mesh of structured triangles.
5 Local flux reconstruction in VEM: a first investigation
In Section 3, we proved lower and upper bounds of the exact error in terms of an equilibrated
error estimator, where the dependence on the distribution of the degrees of accuracy is isolated
within the stability constants. This is a major improvement compared to the results achieved in
the residual error estimator setting; see [11, Theorem 1]. Nonetheless, the linear system associated
with the mixed discretization (21) has approximately three times the number of unknowns of the
linear system associated with the primal formulation (13). This downside can be overcome via
the localization of the mixed VEM. This has been already investigated in several works within
the continuous and discontinuous finite element framework; see [17] and [29], respectively, and the
references therein.
In words, the localization technique works as follows. We construct an error estimator, which
can be computed with the degrees of freedom of the solution to the primal VEM (13) and those of
another function, cheap to compute. Whilst in Section 3, this function was given by the solution
to the mixed VEM (21), here, it is provided by the combination of solutions to local mixed VEM,
which are cheap to solve and can be parallelized.
The aim of this section is to provide an initial study towards the local flux reconstruction in
VEM. We will be able to prove that the error estimator is reliable and satisfies a condition on
equilibration of fluxes. However, we will not prove the efficiency. This is also reflected in the
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Figure 9: h- (with p = 1, 2, and 3) versus hp-adaptive algorithm. The solution is u5 defined in (53). The starting
mesh is (left panel:) a coarse Cartesian mesh and (right panel:) a coarse mesh of structured triangles.
numerical results, which will be presented in Section 6.
Notation and assumptions. To simplify the forthcoming analysis, we consider the following
simplifying assumptions:
K = 1, ΓD = ∂Ω, ΓN = ∅.
Besides, we need additional notation. First, we define the polygonal patch around a vertex ν ∈ Vn
and the elements of the mesh Tn belonging to such patch as
ων :=
⋃{
K ∈ Tn | ν ∈ VK
}
, T ωνn = {K ∈ Tn | K ⊂ ων}.
In what follows, we assume that each local mixed VE space Σn(K) has a degree of accuracy given
by one order higher than the associated local primal space. Define the two virtual element spaces
over the patch ων
Vn(ων) := Sp−1,−1(ων , T ωνn ),
Σn(ων) := {τn ∈ H(div, ων) | τn|K ∈ Σn(K) ∀K ∈ T ωνn , JτnKe = 0 ∀e ∈ EIn}.
We define also
Σn,0(ων) := {τn ∈ Σn(ων) | n · τn = 0 on ∂ων} , V ∗n (ων) :=
{
vn ∈ Vn(ων) |
∫
ων
vn = 0
}
.
We introduce the localized discrete bilinear form for each patch ων
aωνn (σ
ν
n, τ
ν
n) :=
∑
K∈T ωνn
aKn (σ
ν
n, τ
ν
n) ∀σνn, τ νn ∈ Σn(ων).
Construction of a virtual element partition of unity. We construct a virtual element
partition of unity {ϕ˜ν}ν∈Vn associated with the mesh Tn by fixing in a suitable manner the degrees
of freedom of each ϕ˜ν . To each vertex ν ∈ Vn, we associate a function ϕ˜ν ∈ V˜n defined through
its degrees of freedom as follows. It is equal to 1 at ν, annihilates at all the other vertices, and is
affine on the skeleton of the mesh.
For all K ∈ Tn with ν ∈ VK , we proceed as follows. Let NK be the number of vertices of K.
Then, we set
1
|K|
∫
K
ϕ˜νm
K
α =
1
NK |K|
∫
K
mKα ∀|α| = 0, . . . , p− 2.
On all the elements K ∈ Tn such that ν is not a vertex of K, ϕ˜ν is extended by 0.
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Indeed, {ϕ˜ν}ν∈Vn is a partition of unity. To see this, define ϕ˜ =
∑
ν∈Vn ϕ˜ν . The restriction
of ϕ˜ on the skeleton of the mesh is equal to 1. Besides, the moments against piecewise polynomials
up to degree p − 2 are equal to the moments of the constant function 1. The unisolvency of the
degrees of freedom of the primal virtual element space entails the assertion; see Section 2.2.
Such construction differs from the others, which can be found in the VEM literature; see,
e.g., [12, 40]. In these references, the partition of unity is defined on the skeleton of the mesh
exactly as above. In the interior, each function is lifted to a harmonic function. The downside
of this approach is that the internal moments are not known, although they are necessary for the
computation of the various polynomial projections.
Local flux reconstruction for interior patches. Now, we are in the position of defining the
local VEM in mixed form. For all ν ∈ VIn, set
cK =
1
|K| S˜
K((I − Π˜∇p )ϕ˜ν , (I − Π˜∇p )u˜n), (56)
and consider the problem
find (σνn, r
ν
n) ∈ Σn,0(ων)× V ∗n (ων) such that, for all τ νn ∈ Σn,0(ων) and qνn ∈ V ∗n (ων),
aωνn (σ
ν
n, τ
ν
n)− (div(τ νn), rνn)0,ων = −
∑
K∈T ωνn (Π˜
0
p−2ϕ˜ν Π˜
0,∇
p−1∇u˜n,Π0p+1τ νn)0,K
−(div(σνn), qνn)0,ων = −
∑
K∈T ωνn (Π˜
0
p−2ϕ˜ν f − Π˜
0,∇
p−1∇ϕ˜ν · Π˜
0,∇
p−1∇u˜n − cK , qνn)0,K .
(57)
Remark 11. The second equation in (57) represents the condition on equilibration of fluxes. This
will become apparent in the sense of Lemma 5.1 below. On the other hand, the first equation
in (57) is the residual equation. Roughly speaking, it is related to the fact that
∇rνn ≈ ∇u˜n + σνn,
its weak formulation, and the VEM setting. The right-hand side of the first equation in (57) does
not play a role in the proof of the reliability. However, it mimics the approach of, e.g., [29], where
it plays an important role when proving the efficiency.
Thanks to the definition of cK in (56), the second equation in (57) is valid also for functions
without zero average. To see this, use that ϕ˜ν is equal to 0 outside the patch ων , and pick q
ν
n = 1
in the second equation of (57), to get
0 =
∫
∂ων
n · σνn =
∫
ων
div(σνn)
=
∑
K∈T ωνn
(∫
K
[
Π˜0p−2ϕ˜ν f − Π˜
0,∇
p−1∇ϕ˜ν · Π˜
0,∇
p−1∇u˜n
]
− 1|K| S˜
K((I − Π˜∇p )ϕ˜ν , (I − Π˜∇p )u˜n)(1, 1)0,K
)
= (Π˜0p−2ϕ˜ν , f)0,ων −
∑
K∈T ωνn
(
(Π˜
0,∇
p−1∇ϕ˜ν , Π˜
0,∇
p−1∇u˜n)0,K + S˜K((I − Π˜∇p )ϕ˜ν , (I − Π˜∇p )u˜n)
)
= (Π˜0p−2ϕ˜ν , f)0,Ω −
∑
K∈Tn
(
(Π˜
0,∇
p−1∇ϕ˜ν , Π˜
0,∇
p−1∇u˜n)0,Ω+S˜K((I − Π˜∇p )ϕ˜ν , (I − Π˜∇p )u˜n)
)
(13)
= 0.
(58)
For all ν ∈ Vn, problem (57) is well-posed. To see this, it suffices to use the compatibility condi-
tion (58) together with Proposition 2.8, Remark 7, and the Babusˇka-Brezzi theory. The inf-sup
condition can be proved as in Theorem 2.8.
Local flux reconstruction for boundary patches. The local mixed VEMs for boundary
vertices are defined in a slightly different fashion. Given ν ∈ VBn , set
ΣΓDn,0(ων) := {τn ∈ Σn(ων) | n|e · τn = 0 for all e ∈ Eων , e 6⊂ ΓD}.
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We consider local VEMs of the following form:
find (σνn, r
ν
n) ∈ ΣΓDn,0(ων)× Vn(ων) such that, for all τ νn ∈ ΣΓDn,0(ων) and qνn ∈ Vn(ων),
aωνn (σ
ν
n, τ
ν
n)− (div(τ νn), rνn)0,ων = −
∑
K∈T ωνn (Π˜
0
p−2ϕ˜ν Π˜
0,∇
p−1∇u˜n,Π0p+1τ νn)0,K
−(div(σνn), qνn)0,ων = −
∑
K∈T ωνn (Π˜
0
p−2ϕ˜ν f − Π˜
0,∇
p−1∇ϕ˜ν · Π˜
0,∇
p−1∇u˜n − cK , qνn)0,K .
(59)
To prove the well-posedness of problem (59), it suffices to use arguments similar to those employed
in the proof of Theorem 2.8.
The equilibration condition. We provide a technical result, which will be instrumental in the
forthcoming analysis of the reliability. Define
σn =
∑
ν∈Vn
σνn, (60)
and note that σn belongs to Σn by construction.
Lemma 5.1. Let σn be defined as in (60). For all K ∈ τn, for all vn in Vn(K), i.e., for all vn
in Pp−1(K), the following identity is valid:∫
K
div(σn)vn =
∫
K
fvn. (61)
Proof. Fix K ∈ Tn. We have that
σn|K =
∑
ν∈VK
σνn.
Let ν ∈ VK . Recall (58) entails that the second equation in (57) is valid for test functions without
zero average. Pick qνn equal to a polynomial vn in K and zero elsewhere in the second equation
of (57). Pick the same function in the second equation of (59) and deduce∫
K
div(σn)vn =
∑
ν∈VK
∫
K
div(σνn)vn
=
∑
ν∈VK
{
(Π˜0p−2ϕ˜ν , fvn)0,K − (Π˜
0,∇
p−1∇ϕ˜ν , Π˜
0,∇
p−1∇unvn)0,K
− 1|K| (S˜
K((I − Π˜∇p )ϕ˜ν , (I − Π˜∇p )u˜n), vn)0,K
}
.
Using that
Π˜0p−2
( ∑
ν∈VK
ϕ˜ν
)
= 1, Π˜
0,∇
p−1∇
( ∑
ν∈VK
ϕ˜ν
)
= 0, (I − Π˜∇p )
( ∑
ν∈VK
ϕ˜ν
)
= 0,
we get ∫
K
div(σn)vn =
∫
K
fvn −
∑
ν∈VK
{
1
|K|
(
(S˜K((I − Π˜∇p )ϕ˜ν , (I − Π˜∇p )u˜n), vn)0,K
)}
=
∫
K
fvn − (1, vn)0,K|K|
∑
ν∈VK
S˜K((I − Π˜∇p )ϕ˜ν , (I − Π˜∇p )u˜n) =
∫
K
fvn,
which is the assertion.
We show a result proving the reliability of an error estimator computed by means of the
function σn defined in (60) as well as of the solution to the primal discrete formulation (13).
For all K ∈ Tn, introduce the local flux reconstruction error estimators as
η2flux,K = S
K((I−Π0p+1)σn, (I−Π0p+1)σn) + S˜K((I − Π˜∇p )u˜n, (I − Π˜∇p )u˜n)
+ ‖Π0p+1σn + Π˜
0,∇
p−1∇u˜n‖20,Ω.
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We define the global local flux reconstruction error estimator ηflux as
η2flux =
∑
K∈Tn
η2flux,K . (62)
Theorem 5.2. Let the assumptions (G1), (G2), (K), and (D) be valid. Let u˜ and u˜n be the
solutions to (6) and (13), respectively, and σn be defined as in (60). The following upper bound
on the error of the primal formulation is valid:
|u˜− u˜n|21,Ω .
[
max
K∈Tn
(max(α−1∗ , α˜
−1
∗ ))
]
η2flux +
∑
K∈Tn
(
h2K
p2
‖f − div(σn)‖20,K
)
. (63)
The hidden constant is independent of p.
Proof. For all v ∈ H10 (Ω), we have
|u˜− u˜n|1,Ω = sup
v∈H10 (Ω), |v|1,Ω=1
(∇(u˜− u˜n),∇v)0,Ω (6)= sup
v
{(f, v)0,Ω − (∇u˜n,∇v)0,Ω}
= sup
v
{(f, v)0,Ω − (∇u˜n,∇v)0,Ω − (σn,∇v)0,Ω − (div(σn), v)0,Ω}
= sup
v
{(f − divσn, v)0,Ω − (σn +∇u˜n,∇v)0,Ω}
=: sup
v
|A−B| ≤ sup
v
{|A|+ |B|}.
(64)
We prove an upper bound for the two terms on the right-hand side of (64) separately. We begin
with the first one. Using Lemma 5.1 testing with vn, the piecewise L
2 projection onto Pp−1(K),
using hp-best polynomial approximation properties, and the `2 Cauchy-Schwarz inequality, we
deduce
A = (f − div(σn), v)0,Ω (61)=
∑
K∈Tn
(f − div(σn), v − vn)0,K
.
( ∑
K∈Tn
h2K
p2
‖f − div(σn)‖20,K
) 1
2
|v|1,Ω.
(65)
As for the upper bound for the second term on the right-hand side of (64), we observe that
|B| = |(σn +∇u˜n,∇v)0,Ω|
≤ |(σn −Π0p+1σn,∇v)0,Ω|+ |(Π0p+1σn + Π˜
0,∇
p−1∇u˜n,∇v)0,Ω|+ |(∇u˜n − Π˜
0,∇
p−1∇u˜n,∇v)0,Ω|
≤
(
‖σn −Π0p+1σn‖0,Ω + ‖Π0p+1σn + Π˜
0,∇
p−1∇u˜n‖0,Ω + ‖∇u˜n − Π˜
0,∇
p−1∇u˜n‖0,Ω
)
|v|1,Ω.
Using the coercivity property of the stabilizations in (12) and (19), we get
|B| ≤ ( ∑
K∈Tn
[
α−1∗ S
K((I−Π0p+1)σn, (I−Π0p+1)σn) + α˜−1∗ S˜K((I − Π˜∇p )u˜n, (I − Π˜∇p )u˜n)
] 1
2
+ ‖Π0p+1σn + Π˜
0,∇
p−1∇u˜n‖0,Ω
)|v|1,Ω.
(66)
The assertion follows by plugging (65) and (66) in (64).
Theorem 5.2 shows the reliability of the local flux reconstruction error estimator. The second
term on the right-hand side of (63) represents the oscillation in the equilibrated flux condition (61).
6 Numerical results on the local flux reconstruction
In this section, we present some numerical results on the local flux reconstruction presented in
Section 5. The aim is to show that the reliability (63) and the equilibrated flux condition (61) are
valid. Interestingly, we will observe that the efficiency does not take place for the high-order VEM.
In what follows, we consider the following test case.
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Test case 6. Consider the square domain Ω = (0, 1)2 and the exact solution
u6(x, y) = x(1− x)y(1− y). (67)
The primal formulation of the problem we are interested in is such that we have: zero Dirichlet
boundary conditions on the boundary edges; K = 1; a right-hand side computed accordingly
with (67).
We want to analyse the behaviour of three quantities:
• the error of the method |u− un|1,Ω;
• the error estimator ηflux defined in (62);
• the oscillation in the equilibrated flux condition, given by√√√√ ∑
K∈Tn
(
h2K
p2
‖f − div(σn)‖20,K
)
. (68)
We are interested in the performance of the h-version of the method for some values of the degree
of accuracy p. More precisely, in Section 6.1, we present the case p = 1, where we will also observe
efficiency. Instead, in Section 6.2, we take p = 2 and show that we miss efficiency, albeit the
equilibration of fluxes is valid, in accordance with the theoretical prediction of Lemma 5.1.
For the approximation of the fluxes in the local problems, we choose the degree of accuracy p+1,
so that div(σn) is piecewise in Pp.
6.1 The low-order case
In this section, we consider test case 6, with exact solution u6 in (67), and study the performance
of the h-version of the method with degree of accuracy p = 1 using triangular meshes. Note that
the local problems in (57) and (59) are extremely simplified for the lowest order case. In fact,
the virtual element spaces with p = 1 on triangular meshes are standard finite element methods.
Therefore, all the projections and stabilizations disappear in the formulation. In Table 1, we depict
the decay of the error of the method |u−un|1,Ω with the corresponding experimentally determined
order of convergence (EOC), the error estimator ηflux defined in (62), and the oscillation in the
equilibrated flux condition introduced in (68) with the corresponding EOC.
Table 1 h-version of the method using triangular meshes with degree of accuracy p = 1. We
report the decay of the error of the method |u − un|1,Ω with the corresponding EOC, the error
estimator ηflux defined in (62), the efficiency index given by the ration |u − un|1,Ω/ηflux, and the
oscillation in the equilibrated flux condition introduced in (68) with the corresponding EOC.
p = 1 |u− un|1,Ω EOC ηflux ηflux/|u− un|1,Ω (68) EOC
mesh 1 0.446177 — 0.45891 1.0285 0.00589256 —
mesh 2 0.234538 0.9278 0.24415 1.0410 0.00073657 3
mesh 3 0.120033 0.9664 0.12507 1.0420 9.20712e-05 6
mesh 4 0.060552 0.9872 0.06300 1.0405 1.15089e-05 3
From Table 1, we observe that the decay of the error is optimal and that the error estimator ηflux
is efficient. This could have been expected, since on triangular meshes and p = 1 the VEM coincides
with the lowest order FEM, where it is well-known that the error estimator is reliable and efficient.
Moreover, the oscillation in (68) is of higher order.
6.2 The high-order case
In this section, we consider test case 6, with exact solution u6 in (67), and study the performance
of the h-version of the method with degree of accuracy p = 2 using triangular meshes. In Table 2,
we depict the decay of the error of the method |u− un|1,Ω with the corresponding EOC, the error
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estimator ηflux defined in (62), and the oscillation in the equilibrated flux condition introduced
in (68).
Table 2 h-version of the method using triangular meshes with degree of accuracy p = 2. We
report the decay of the error of the method |u − un|1,Ω with the corresponding EOC, the error
estimator ηflux defined in (62), the efficiency index given by the ration |u − un|1,Ω/ηflux, and the
oscillation in the equilibrated flux condition introduced in (68) with the corresponding EOC.
p = 2 |u− un|1,Ω EOC ηflux ηflux/|u− un|1,Ω (68)
mesh 1 0.09533 — 0.11068 1.1610 4.52761e-16
mesh 2 0.02401 1.9893 0.03011 1.2541 8.21153e-16
mesh 3 0.00604 1.9910 0.01057 1.7501 1.38545e-15
mesh 4 0.00151 2 0.00471 3.1192 2.77866e-15
From Table 2, we observe that, albeit the primal error decays quadratically, the localized
error estimator ηflux is reliable, in agreement with Theorem 5.2, but not efficient. However, the
oscillation in the equilibrated flux condition is zero up to machine precision. This is in accordance
with Lemma 5.1. In fact, for p = 2 and the specific choice of u6, f and div(σn) are piecewise in P2.
Due to this lack of efficiency, we postpone a thorough investigation of the p- and hp-versions of
the method to future works. In particular, we will investigate the culprit of the loss of efficiency.
Two of the suspects are the presence of the stabilization terms and the construction of the partition
of unity functions, that are high-order.
7 Conclusion
We presented the a posteriori error analysis for the virtual element method based on equilibrated
fluxes. We introduced an equilibrated reliable and efficient a posteriori error estimator, using
the virtual element solutions to the primal and mixed formulations. Additionally, we showed
that the discrete inf-sup constant for the mixed VEM is p-independent, and we constructed an
explicit stabilization for the mixed VEM, characterized by lower and upper bounds with explicit
dependence on the (local) degree of accuracy.
Several numerical experiments have been illustrated. On the one hand, we showed that the effi-
ciency index for the hypercircle method is numerically p-independent. This is a major improvement
with respect to the residual error estimator case. On the other hand, we discussed an hp-adaptive
algorithm and we applied it to a plethora of test cases. We observed exponential convergence in
terms of the cubic root of the number of degrees of freedom in all the test cases. Eventually, we
began the analysis of the localized flux reconstruction in VEM. Notably, we introduced a reliable
computable error estimator, which can be obtained using the solution to the primal formulation
and a combination of solutions to local mixed problems. Numerics showed that the equilibrium
condition is fulfilled, but efficiency does not occur, with the exception of the low-order case. Suit-
able modifications to our approach, in order to recover the efficiency in the high-order case, will
be the target of future works.
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