We present a new approach to linear response in the form of a fluctuation-response inequality. We study the response of an observable to a small perturbation of the underlying stochastic dynamics. We find that magnitude of the response is bounded from above by the fluctuations of the observable in the unperturbed system times the relative entropy between the probability densities describing the perturbed and unperturbed system. This establishes a connection between linear response and concepts of information theory. We show that in many physical situations, the relative entropy may be expressed in terms of physical observables. As a direct consequence of this fluctuation-response inequality, we show that for steady state particle transport, the differential mobility is bounded by the diffusivity. For a "virtual" perturbation proportional to the local mean velocity, we recover the thermodynamic uncertainty relation for steady state transport processes.
Linear response theory is one of the most universal results in physics, from electrodynamics and solid-state physics to quantum mechanics and thermodynamics [1] [2] [3] [4] [5] . It provides the link between the measured response of a physical system to a small perturbation and the properties of the unperturbed system. For a system in thermal equilibrium, this link takes the form of the fluctuationdissipation theorem (FDT) [6, 7] , which states that the response of the system can be characterized through its equilibrium fluctuations. The fluctuations are expressed through equilibrium correlations between the observable and the change in the system's energy induced by the perturbation. The FDT has since been generalized to outof-equilibrium situations, most notably non-equilibrium steady states [2, [8] [9] [10] [11] [12] , where the response to a small time-dependent perturbation is expressed in terms of fluctuations in the steady-state.
Another result of equally universal character is the second law of thermodynamics. During any operation on the system, the total entropy of a system and its environment will never decrease. This is a consequence of the lack of information about the precise microscopic state of the system and environment [13] . This lack of information can be made explicit by introducing randomness and describing the evolution of observables as a stochastic process. In this context, the increase in entropy is due to the irreversibilty of the stochastic dynamics and the change in physical entropy is expressed as the relative entropy between the probability of the system following the time-forward or time-reversed evolution [14] . The relative entropy (or Kullback-Leibler divergence) makes explicit the connection between information and physical entropy; the increase of the latter is a consequence of the mathematical properties of the former.
In this Letter, we establish a connection between the response of a physical observable and relative entropy. Our first main result is a fluctuation-response inequality (FRI) for arbitrary stochastic dynamics. The statement of the FRI is that the linear response of any observable is bounded in magnitude from above by the product of the fluctuations of the observable in the unperturbed state and the relative entropy between the probability densities describing the perturbed and unperturbed system. As our second main result, we show that the FRI provides a strong constraint on particle transport: the magnitude of the differential mobility is bounded from above by the diffusivity. This bound is applicable to over-and underdamped dynamics with and without interactions or time-dependent driving, as long as they give rise to an asymptotic average velocity. In the spirit of other thermodynamic inequalities, the FRI thus allows us to state a universal relation between physical observables. Another class of such such relations, the recently derived thermodynamic uncertainty relations [15] [16] [17] [18] [19] , arises naturally from the FRI for non-equilibrium steady states and a specific choice of the perturbation. For systems close to equilibrium, we show that any current can be bounded by its equilibrium fluctuations, extending a recent result [20] to time-dependent driving.
Fluctuation-response inequality.
We consider two probability densities 0 < P a (ω) < ∞ and 0 < P b (ω) < ∞ on a common space ω ∈ Ω, normalized to unity,
We imagine P a to describe some physical system and P b the same system under the effect of a perturbation. Note that the nature of P a and P b is completely general; they may correspond to the instantaneous state of stochastic systems, but may equally well describe the path probability of stochastic dynamics. The quantity we are interested in is the change in the average value of some observable [21] is a relation between the change in the average of R and the relative entropy (or Kullback-Leibler divergence [22] ) between the corre-sponding probability densities,
Specifically, there exists a probability density P * (ω) such that we have the quadratic inequality
where
2 is the variance of R with respect to P * . The inequality (2) provides an upper bound on the change of any observable under a change of the underlying probability distribution. The downside of the very general bound (2) is that the probability density P * depends on P a and P b and can generally not be obtained explicitly. However, the above bound can be made explicit in the linear response regime, where we take system a as a reference system and b =ã is the result of a small perturbation, in the sense that Sã ,a = O(ǫ 2 ) where ǫ ≪ 1 describes the perturbation. As we show below, under this condition, we have R ã − R a = O(ǫ) and P * can to leading order be replaced by P a , and we thus obtain our first main result,
where both sides are of order ǫ 2 . We refer to the bound (3) as fluctuation-response inequality (FRI); it constitutes a universal relation between the fluctuations of an observable and its response to a perturbation of the system. It states that the linear response of any observable R is bounded in magnitude by the variance of the observable in the unperturbed system times the relative entropy between the perturbed and unperturbed state. This establishes a connection between physical observablesthe response and fluctuations of an observable-and the information-theoretic concept of relative entropy.
With the formalism of linear response being welldeveloped, one may wonder what the advantage of an inequality in the form of the FRI is compared to exact expressions in terms of the FDT [2, [8] [9] [10] [11] [12] . First, whereas in the FDT the fluctuations are expressed as correlations between different observables, the FRI directly connects the response of an observable to the variance of the same observable. Second, for a suitable choice of P a the relative entropy is given in terms of physical observables (see below). Thus, in the spirit of the second law, the FRI provides universal relations between different observables, which hold irrespective of the details of the system and are typically not easily derived from the explicit expressions. Third, the FRI complements a number of thermodynamic inequalities, which have recently received much attention [15] [16] [17] [18] [19] [20] [23] [24] [25] [26] [27] [28] . Our FRI shows that such thermodynamic constraints also appear in generic linear response situations and are in fact a consequence of information-theoretic bounds. Specifically, the FRI can be used to derive relations between physical observables in two ways. Either we can discuss a physical perturbation, e. g. an external force applied to the system, and use the inequality to estimate the response to this perturbation. But we can equally well study a virtual perturbation, which does not necessarily correspond to any force that can be realized in practice, but for which the relative entropy corresponds to a physical quantity. We exploit this below to re-derive a class of thermodynamic uncertainty relations.
Relative entropy for Markovian dynamics. In many physical linear response situations, the relative entropy is expressed in terms of physical quantities. We consider two paradigmatic classes of stochastic dynamics: (I) diffusion processes and (II) Markov jump process. For dynamics of class (I), a (Markovian) diffusion process can be defined in terms of the Fokker-Planck equation for the probability density P (x, t) for N continuous variables
with j(x, t) = j(x, t) − ∇B(x, t) P (x, t).
Here a(x, t) is the drift vector or generalized force, and B(x, t) is the diffusion matrix, which we assume to be symmetric and positive definite. For an overdamped system in contact with a heat bath, we have a = M f + T ∇M and B = T M , where f is a force, M is the mobility matrix and T the temperature of the heat bath (setting k B = 1) [29] [30] [31] . As a perturbation, we consider adding a small additional force
with ǫ ≪ 1. We now specify P a as the path probability density P up to time t = T of the diffusion process with force a and starting from an initial state P 0 (x) at t = 0, and Pã as the path probability densityP of the diffusion process with forceã and starting from an initial stateP 0 (x) = P 0 (x) + ǫP(x). Then the relative entropy between P * and P is given by [19, 32, 33 ]
Here . . . a t denotes an average with respect to the instantaneous probability density of the process with force a at time t and we assumed that the system admits a linear response treatment, i. e. that . . .
We note that, although we assumed the diffusion matrix to be invertible, this result can be generalized to singular diffusion matrices (e. g. underdamped dynamics) by restricting the additional force α to lie outside the kernel of B. For dynamics of class (II), Markov jump processes, the system can be in any of a discrete set of N states and the probability to be in state i evolves according to the Master equation
with a given initial population P i (0) and (generally timedependent) transition rates W ij (t) from state j to state i. We assume that the system satisfies a local detailed balance condition W ij (t) = 0 ⇔ W ji (t) = 0. As the perturbation, we consider a rescaling of the transition rates, again with ǫ ≪ 1,
and, as in the diffusion case, a slightly perturbed initial populationP i (0) = P i (0) + ǫP i (0). The relative entropy between the path probabilities is then given by [33]
Importantly, for a small perturbation in both classes of dynamics, the relative entropy can be expressed as an average over the perturbation evaluated with respect to the unperturbed dynamics. We can thus rewrite the FRI (3) for any observable R as
The change of any observable R in response to a small perturbation is thus bounded from above by the fluctuations of the observable in the unperturbed system times a positive quantity C, which depends only of the form of the perturbation and the unperturbed dynamics. For a diffusion process, C is given by the quadratic form of the perturbing force and the inverse diffusion matrix; for a Markov jump process by the square of the perturbation to the transition rates. We further note that the quantity C is generally extensive in time and does not require knowledge of path probability density; this is a consequence of the Markovian nature of the dynamics. Mobility and diffusion. As a direct application of the FRI, consider a diffusion process described by Eq. (4) in contact with a heat bath (a = M f + T ∇M , B = T M [29] [30] [31] ), which we assume gives rise to an asymptotic drift velocity
for long times. This may be realized for example for a collection of particles diffusing in a periodic potential under the influence of a an external force. We now apply a small constant force ϕ (i. e. ǫα = M ϕ in Eq. (5)) to the system, which changes the drift velocity toṽ d . We define the effective mobility matrix M viã
In this case the quantity C in Eq. (10) is given by
We assume that M is either time-independent or that the system varies periodically in time with period τ ,
As the observable R, we choose the projection of x on any vector e, R = ex. Defining the diffusivities D ij = lim T →∞ ∆x i ∆x j T /(2T ) and recalling the definition of the effective mobility Eq. (12), we then get from the FRI (10) for long times
Since e and f are arbitrary, we find the bound on any component of the effective mobility tensor
This inequality is our second main result and imposes a strong constraint on particle transport: The mobility in direction i in response to a force in direction j is bounded by the diffusion coefficient in direction i times the bare mobility in direction j. In particular if the bare mobility is independent of x, we have M = M and thus for the diagonal components,
ii is the free-space diffusivity in the absence of any force. Thus, enhancing the mobility beyond its bare value necessarily requires enhanced diffusivity. In equilibrium, there is a one-to-one correspondence between the diffusion coefficient and the mobility in the form of the fluctuation-dissipation theorem D eq ij = T M eq ij . This simple relation breaks down in outof-equilibrium situations [30] . It is, however, useful to define an effective temperature [34] in analogy to the equilibrium case via [35] , where in a nonequilibrium situation T eff i may be different for each degree of freedom. The bound (16) then translates into a lower bound for the effective temperatures
Since we have T = T eff i in an equilibrium system, the bound (17) tells us that we must have M eq ii ≤ M ii , i. e. enhancing the mobility beyond its free-space value is only possible in a non-equilibrium situation. For nonequilibrium systems with enhanced mobility (e. g. a periodic potential close to critical tilt [36] ), the effective temperature is then always larger than the physical temperature. On the other hand, in situations where the effective temperature is lower than the physical one [37, 38] , Eq. (17) predicts that the mobility is reduced by at least a factor T eff /T compared to its free-space value. We remark that the bound (16) applies to equilibrium systems, non-equilibrium steady states, situations where the potential varies periodically in time or fluctuates, and also to underdamped dynamics with possibly anisotropic friction; the only requirement is the existence of an asymptotic drift velocity.
Thermodynamic uncertainty relation. The thermodynamic uncertainty relation was first introduced in Ref. [15] and provides a bound on the magnitude of a steady state current in terms of the fluctuations of the current and the entropy production. For general diffusion dynamics of the type Eq. (4), the total entropy production in the system and its environment is given by [39] ∆S
where j irr is the irreversible probability current, corresponding to forces that are odd under time-reversal. We now choose the additional force in Eq. (5) as
corresponding to the irreversible part of the local mean velocity ν. Note that this perturbation does not necessarily correspond to any physically realizable force; we thus refer to it as a "virtual" perturbation. For this choice, it is obvious that the relative entropy Eq. (6) corresponds to the entropy production Eq. (18). We then have from the FRI
where ∆S tot is the total entropy production up to time T . Thus the response of an observable to a perturbation proportional to the local mean velocity, R ν , is bounded by the product of the fluctuations of the observable and the total entropy production. For the specific case of a steady state dynamics that is even under time reversal, j = j irr , the effect of the perturbation Eq. (19) is simply a rescaling of the steady-state probability currents,
. Choosing a time-integrated generalized current as the observable [40] , whose average can be expressed as
with some vector χ, we then have R ν = (1 + ǫ) R and thus
This is precisely the finite-time uncertainty relation proposed in Ref. [17] and proven in Refs. [18, 19] , for jump and diffusion processes, respectively. The above derivation of the uncertainty relation, which we repeat in the SM [33] for the case of a Markov jump process, provides some insight into the necessary physical conditions for a system to satisfy the former. In most physical situations, the irreversible probability currents describe the interaction between the system and the surrounding heat bath and thus the perturbation Eq. (19) corresponds to slightly changing the strength of this interaction. If the entire dynamics of the system is driven by the heat bath, the coupling to the heat bath sets the overall time scale of the dynamics and the magnitude of the probability currents. By contrast, if other timescales not governed by the heat bath are present in the system, then its response to changing the coupling to the bath will be more complicated than a simple rescaling of the currents and the current R will generally not satisfy an uncertainty relation of the type (22) . Thus, whether an uncertainty relation holds depends on how the system's intrinsic time scales react to a change in the coupling to the heat bath.
As we show in the following, we can obtain a more general bound on the total current for systems that are close to equilibrium. Equilibrium FRI. A particularly important and wellstudied case of linear response is when the system is in an equilibrium state, characterized by vanishing probability currents j eq = 0. Thus, the average of any generalized current vanishes R eq = T 0 dt dx χj eq = 0. Once more considering the overdamped system in contact with a heat bath, a = M f + T ∇M and B = T M , with the additional condition of a gradient force f = −∇U , where U (x) is a potential that includes conservative external forces and interactions between particles. The equilibrium distribution of this system is the Boltzmann-Gibbs distribution P eq (x) ∝ e −U(x)/T . Applying small timedependent or non-conservative forces ϕ(x, t) drives the system out of equilibrium and leads to non-vanishing currents. Using Eq. (10), any current can be bounded by its equilibrium fluctuations in terms of an equilibrium FRI
with ∆S
This result resembles the uncertainty relation Eq. (22), but involves the equilibrium fluctuations of the current and the function ∆S * instead of the entropy production. We stress that, as the equilibrium average of the generalized forces, ∆S * still possesses a straightforward physical interpretation. In contrast to the the uncertainty relation, the equilibrium FRI it is valid even in the presence of time-dependent driving and odd degrees of freedom under time-reversal. A related result was recently obtained for the asymptotic long-time behavior of currents close to equilibrium [20] . In the latter case, ∆S * is replaced by the entropy production divided by a factor encoding the asymmetry of the Onsager matrix.
Derivation of the FRI. As a property of the relative entropy, we have for any other probability density P c ,
In particular, we can choose P c as the exponentially tilted probability density
with some observable R(ω) and h such that the cumulant generating function K(h) ≡ ln Ω dωP a (ω)e hR(ω) in the denominator is finite. We then obtain the inequality [21] 
where . . . b denotes an average with respect to P b . Since the inequality is valid for any h, we may also take the supremum over all allowed values of h. Note that for generic R, P a and P b , the inequality is generally strict, unlike variational expressions which also maximize over R or P b [41, 42] . Since the cumulant generating function is a convex function of h and Ψ is its Legendre transform, Ψ(r) is a convex function of r. One easily verifies that Ψ satisfies Ψ( R a ) = 0 and Ψ ′ ( R a ) = 0. Thus Ψ( R b ) obeys the quadratic bound [21] 
where r * is the point in the interval [ R a , R b ] at which Ψ has minimal curvature. Finally, since the second derivatives of Ψ and K are related via
we can write the bound on the relative entropy as
where ∆R 2 * is the variance of R with respect to the special tilted density P exp (ω, h * ). However, the variance in the denominator depends implicitly on the choice of P Discussion. The FRI establishes a universal relation between the linear response of an observable, its fluctuations and relative entropy for arbitrary non-equilibrium states. So far, information-theoretic concepts have mostly been employed in thermodynamics to account for Maxwell's demon and feedback [43] [44] [45] [46] . As is evident from the FRI, also more classical situations like linear response can be described in terms of information. In this case, the relative entropy between the probability densities describing two different physical situations puts a limit on the difference of physical observables.
The mathematical basis of the FRI is the bound (26) on the relative entropy. Similar bounds have previously been used in the context of large deviation theory [47, 48] , where the goal is typically to find an optimal tilted process P b that turns the bound into an equality. As the present discussion shows, the tilted process can also represent a physical dynamics and we can use the corresponding bound to find relations between physical observables.
Generally, the idea behind response theory is that by observing the response of a physical system to perturbations we can infer the properties of the system. The FRI provides a new, intriguing way of applying this physical principle to obtain universal relations between observables. Instead of performing the actual experiment, we study the effect of a virtual perturbation on the system. For a suitable choice of perturbation, the FRI then yields an inequality between a set of physical observables. In this Letter, we outlined three such applications of the FRI: a relation between mobility and diffusivity in particle transport, the re-derivation of the thermodynamic uncertainty relation and bounds on currents in systems close to equilibrium. Since the FRI holds for a wide range of dynamics, observables and perturbations, we anticipate that it can serve as a starting point for the derivation of many more relations between physical quantities.
SUPPLEMENTAL MATERIAL

Relative entropy for diffusion process with internal states
An explicit expression for the relative entropy can be obtained for a diffusion process with a discrete set of internal states, which is governed by the following Fokker-Planck-Master equation for the probability density and currents,
with given initial density P k (x, 0). Here x(t) = (x 1 (t), . . . , x N d (t)) denotes a collection of N d continuous degrees of freedom which we refer to as space, a k (x, t) is a drift vector and B k (x, t) a symmetric positive definite diffusion matrix, both of which may depend on the continuous variables x, on time t and also on the state variable k, whose dynamics we assume to be governed by a Markov jump process with time-and space-dependent transition rate W kl (x, t) from state l to state k. An explicit example for such a combined process is a flashing ratchet, i. e. a particle diffusing under the influence of a potential which can randomly switch between two different functional forms. In Eq. (30), we also defined the diffusive probability currents j d and the jump probability currents j j . For j j = 0 or j d = 0, a pure diffusion, respectively jump, process is recovered. We start by constructing the short-time propagator P (x, k, t + τ |y, m, t) for being in state (x, k) at time t + τ starting from a state (y, m) at time t. Obviously, we have P (x, k, t|y, m, t) = δ(x − y)δ km . For sufficiently small τ , we can use Eq. (30) to obtain the approximate transition probability to first order in τ ,
The first two terms can to leading order be replaced by the Gaussian propagator of the diffusion process P (m) in the (fixed) state m,
Since the third term on the right-hand side of Eq. (31) is already of order τ , we can also replace the delta-function by the propagator of the diffusion process and obtain for the propagator of the combined jump-diffusion process
with
To leading order in τ , we can thus write the propagator of the jump-diffusion process as a product of diffusion and jump propagators. This represents the fact that the probability of observing a jump and significant spatial motion at the same time is of order τ 2 for sufficiently small τ . This factorization carries over to the path probability density, which is expressed as a product of transition probabilities,
Since computing the relative entropy between two path probabilities involves taking the logarithm of their ratio, it decomposes into a sum of diffusion and jump parts. This allows us to consider the modifications of the diffusive and jump dynamics and their contributions to the relative entropy separately. We now construct another jump-diffusion process by changing the drift vector and transition rates according to
which corresponds to adding additional generalized forces and rescaling the transition rates. We also allow the modified process to start from a different initial densityP k (x, 0). We already showed in Ref. [19] that the transformation of the drift vectors and initial state yields a finite relative entropy between the path probabilities (see also Ref. [32] for a more rigorous mathematical discussion). Generalizing this part of the transformation to the jump-diffusion case is straightforward and yields
for the contributions due to the modifications of the drift vector and initial density, respectively, where we defined the average . . . ã with respect to the modified dynamics. HereP k (x, t) is the solution of the Fokker-Planck-Master equation (30) with the modified drift vector, transition rates and initial density. We now compute the contribution stemming from the transformation of the transition rates. Since the path probability factorizes according to Eq. (34), it is enough to consider the contribution of a short interval [t, t + τ ],
We split the double sum into the terms for k = n and the terms for k = m, using the explicit expression for the short-time jump propagator Eq. (33),
Expanding to first order in τ and writing in terms of the modified transition ratesW , this simplifies to
Thus we find for the jump contribution to the relative entropy
The total relative entropy between the path densities of the modified and original dynamics is thus given by
where the three contributions originate in the modification of the drift vector, transition rates and initial density, respectively. Each term is positive and vanishes only if the corresponding modification vanishes. The explicit expression (41) gives meaning to the relative entropy between the path measures in terms of averages of (in principle) measurable quantities. If each of the three modifications is small,
then Eq. (41) can be expanded in terms of ǫ
If we further assume that the dynamics permits a linear response treatment, i. e. Q * = Q + O(ǫ) for the relevant observables Q, then we can take the averages with respect to the unmodified dynamics up to leading order,
Here C is a positive quantity, which depends only on the modification of the dynamics and is averaged with respect to the unmodified dynamics.
Entropy production and uncertainty relation for Markov jump processes
In the main text, we showed that the FRI can be used to re-derive the thermodynamic uncertainty relation for Langevin dynamics. We will now show that the same is true for a Markov jump process. For simplicity, we focus on a pure jump process in a steady state with occupation probabilities P st k determined by
We assume that the dynamics is irreducible and that the transition rates transform as W kl → W lk under time-reversal. Then, the steady state is unique and the entropy production rate is given by
Similar to the Langevin case discussed in the main text, we now want to find a small perturbation of the transition ratesW kl = W kl e ǫZ kl for which the change in a generalized current is proportional to the steady state current R ã − R a = ǫ R a and the relative entropy can be identified with the entropy production. We make the choice
leading to the modified transition rates
The corresponding steady state is determined by
It is easy to see that this is solved byP
. e. the above modification does not change the steady state to leading order. It is immediately apparent from the above that the jump current j j defined in Eq. (30) changes as j j,st = (1 + ǫ)j j,st . Defining a generalized current in terms of its average
we thus have R ã = (1 + ǫ) R a , just as desired. Finally, we evaluate the relative entropy
We now use the log-mean inequality
which holds for arbitrary a, b > 0. This can be shown using the following argument: for β > α > 0 we write
where we used the convexity of 1/x for positive arguments. We now set β = √ b and α = √ a with b > a > 0,
which is the same as Eq. (52). Using Eq. (52), we can bound the relative entropy from above
where ∆S(T ) is the entropy production for a steady-state jump process. We now use the general bound derived in the main text,
and obtain the uncertainty relation for the a steady-state Markov jump process,
The corresponding result for a diffusion process with internal states readily follows from the results for Langevin and jump dynamics, since both the cost and the entropy production can be written as a sum of jump and diffusion parts.
Modification of the diffusion matrix
While the transformation Eq. (35) accounts for a wide range of physical perturbations, it excludes one important case, which is a change in the diffusion matrix. The latter is physically relevant because it describes the response of a system to a change in temperature. Focusing on the diffusion part of the dynamics, we write the Fokker-Planck equation for the modified probability density as ∂ tP (x, t) = −∇ a(x, t) − ∇B(x, t) − ∇D(x, t) P (x, t),
where we included a change in the diffusion matrix according to B(x, t) →B(x, t) = B(x, t) + D(x, t). We remark that this modification of the dynamics violates the condition of absolute continuity between the original and modified process. As a consequence, the relative entropy between the path densities is infinite. However, if the change in the diffusion matrix is small, D(x, t) = ǫD(x, t), then by assumption of linear response, we haveP (x, t) = P (x, t) + O(ǫ), and this is to leading order equivalent to ∂ tP (x, t) = −∇ ã(x, t) − ∇B(x, t) P (x, t),
with the modified drift vectorã(x, t) = a(x, t) − ǫ[∇D(x, t)P (x, t)]/P (x, t). The effect of a change in the diffusion matrix can thus to leading order be represented as a change in the drift vector and we get a bound on the change of the observable due to this modification
where C a is given by
