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Resumen
En el documento se hace una presentacio´n de los sistemas dina´micos planos, en particu-
lar los continuos provenientes de ecuaciones diferenciales ordinarias de segundo orden
o de sistemas de ecuaciones diferenciales simulta´neas de primer orden. Se introduce
la teor´ıa con ejemplos cuidadosamente seleccionados que hacen especial e´nfasis en las
propiedades topolo´gicas de las soluciones y se dedica toda una seccio´n a la obtencio´n
de una demostracio´n del Teorema de Poincare´-Bendixson. La parte teo´rica finaliza con
la revisio´n de algunas bifurcaciones 1D y 2D.
El trabajo concluye con la presentacio´n de un software libre desarrollado por el autor
que sirve de apoyo para la creacio´n de diagramas de fase de cualquier sistema dina´mico
plano.
Palabras clave: dynamical system, planar system, orbit, phase portrait, limit cy-
cle, bifurcation.
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1 Introduccio´n
Los sistemas dina´micos aparecen al tratar de especificar mediante un modelo matema´ti-
co procesos en los que es posible describir la dependencia en el tiempo de un punto
en un espacio geome´trico mediante la aplicacio´n de una fo´rmula o “regla”. Surgen,
entonces, con naturalidad en virtualmente todas las a´reas de la ciencia como pueden
serlo la biolog´ıa, qu´ımica o f´ısica y existen tambie´n modelos relacionados con proble-
mas netamente teo´ricos como en el caso de los auto´matas celulares [34] o las figuras
fractales en el plano complejo.
Esta definicio´n tan amplia permite incluir dentro de la definicio´n de sistemas dina´micos
feno´menos tan dispares como el movimiento en un sistema meca´nico (como un pe´ndulo,
por ejemplo) o el nu´mero de individuos de una poblacio´n de peces en un lago en el
tiempo; pasando inclusive por feno´menos relacionados con procesos qu´ımicos en los
que hay intercambio de materia o la prediccio´n del clima [24].
La clave para esta unificacio´n se encuentra en el concepto de “estado” y “regla de
evolucio´n”: un sistema, en un instante de tiempo dado, se encuentra en algu´n estado
posible, representado generalmente como un punto en el espacio eucl´ıdeo Rn. La regla
de evolucio´n del sistema es una regla fija (funcio´n) que determina el estado futuro de
dicho punto. Estos te´rminos se aclaran en la seccio´n 2.1.
El caso que nos ocupa en la presente tesis es aquel en el cual el espacio de estados es un
subconjunto del plano R2 y, en particular, cuando el sistema dina´mico esta´ definido por
un feno´meno en el que intervienen ecuaciones diferenciales de segundo orden o sistemas
de dos ecuaciones de primer orden. Aunque la reduccio´n al caso n = 2 pareciera
una simplificacio´n sustancial, en realidad no lo es: la teor´ıa de sistemas dina´micos
bidimensionales es fundamental en la generalizacio´n a ma´s dimensiones y es, adema´s,
exclusivamente en el plano en donde se observan comportamientos particularmente
interesantes como el especificado por el Teorema de Poincare´-Bendixson (cap´ıtulo 5).
Adema´s, si identificamos a C con el plano R2 es posible incluir tambie´n en este estudio
los sistemas relacionados con iteraciones de polinomios con coeficientes complejos, a´rea
de la que surgen los conjuntos fractales.
El desarrollo teo´rico que se hace en adelante corresponde a los temas que ser´ıan tratados
en un curso de nivel de posgrado sobre sistemas dina´micos. Se ha hecho particular
e´nfasis en la escogencia de resultados y ejemplos que resulten ilustrativos.
Finalmente, la cuota de originalidad del presente trabajo esta´ a cargo de DYNAMITE
(cap´ıtulo 7), software matema´tico que se desarrollo´ desde cero para acompan˜ar este
3trabajo 1 y que puede ser utilizado como apoyo para el estudio de sistemas dina´micos
planos en general. El co´digo de DYNAMITE, adema´s, esta´ distribuido bajo una licencia
libre, lo que permite su redistribucio´n y uso sin costo alguno.
1Las figuras en este trabajo que fueron generadas utilizando DYNAMITE esta´n especialmente mar-
cadas con el s´ımbolo ♣.
2 Sistemas Dina´micos Planos
2.1. Conceptos Ba´sicos
Definicio´n 2.1.1 (Sistema Dina´mico Plano).
Sean T ⊆ R un semigrupo aditivo, X un subconjunto de R2 y φ : T×X → X : (t, x) 7→
φt(x) una funcio´n. Un sistema dina´mico plano es una tupla (T,X, φ) que satisface las
propiedades
(1) φ (0, x) = x para todo x ∈ X. Equivalentemente φ0 ≡ idX .
(2) φ (t, φ (s, x)) = φ (s+ t, x) para todo x ∈ X y s, t ∈ T . Equivalentemente φs ◦φt ≡
φs+t.
El conjunto T se llama espacio de tiempos, X es llamado espacio de estados (o de fase)
y φ se conoce como operador de evolucio´n.
Se puede pensar en un operador de evolucio´n φ como una coleccio´n de funciones {φt :
X → X}t, llamada tambie´n flujo, que “mueve” un punto x0 por el estado de fases X
a trave´s de la curva t 7→ φt(x0) como en la figura 2.1.1.
Nota 1.
Un sistema dina´mico se dice discreto si el espacio de tiempos T es discreto (T ⊆ Z).
En caso contrario, se dice continuo.
Nota 2.
A menudo el operador de evolucio´n φ no esta´ definido en todo T × X sino en un
subconjunto U ⊆ T ×X. En tal caso pedimos que {0}×X ⊆ U y que las propiedades
(1) y (2) de la definicio´n 2.1.1 se satisfagan siempre que (t, x) este´ en U .
Es decir, dado x ∈ X existe un subconjunto de tiempo (usualmente un intervalo)
Ix := {t ∈ T : (t, x) ∈ U} ⊆ T tal que φ(t, x) esta´ definida para todo t ∈ Ix.
En lo que sigue supondremos que (T,X, φ) es un sistema dina´mico.
Dado un x0 ∈ X, un estado inicial, deseamos estudiar la geometr´ıa del conjunto de
todos los posibles estados futuros y pasados del sistema dina´mico, obtenidos a partir
de x0 haciendo uso del operador de evolucio´n φ. Para tal fin introducimos el concepto
de o´rbita.
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Figura 2.1.1: Operador de evolucio´n.
Definicio´n 2.1.2.
La o´rbita (o trayectoria) positiva γ+x0 , o´rbita negativa γ
−
x0
y o´rbita γx0 de x0 (o a trave´s
de x0) son los subconjuntos del espacio de estados X, definidos por
γ+x0 := {φ (t, x0) : t ∈ Ix0 , t ≥ 0} =
{
φt (x0)
}
t∈Ix0 ,t≥0
,
γ−x0 :=
{
φt (x0)
}
t∈Ix0 ,t≤0
,
γx0 := γ
+
x0
∪ γ−x0 = {φ (t, x0) : t ∈ Ix0} =
{
φt (x0)
}
t∈Ix0
.
Una o´rbita que consiste de un solo punto se llama o´rbita constante.
Mientras que las o´rbitas de un sistema dina´mico continuo son curvas en el espacio
X parametrizadas por t y orientadas en la direccio´n de crecimiento, las de un sis-
tema dina´mico discreto son sucesiones de puntos . . . ., f−1 (x0) , x0, f (x0) , f 2 (x0) , . . .
indizadas por enteros, como en la figura 2.1.2.
b
b
b b
b
b
b
x0
f(x0)
f2(x0)
f3(x0)· · ·
Figura 2.1.2: O´rbitas en un sistema dina´mico continuo y uno discreto.
Definicio´n 2.1.3.
Un punto x ∈ X es un equilibrio (o punto fijo o punto cr´ıtico) si γx = {x} (es decir,
φt (x) = x para todo t ∈ T ).
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Lo anterior implica que un sistema dina´mico puesto en un equilibrio permanece all´ı por
siempre. Rec´ıprocamente, las o´rbitas constantes corresponden a equilibrios del sistema.
Definicio´n 2.1.4.
Una o´rbita perio´dica (o ciclo) O es una o´rbita no constante para la cual existe t0 ∈ T
tal que φt+t0 (x0) = φ
t (x0) para todo t ∈ T y x0 ∈ O.
El mı´nimo t0 que satisface lo anterior se llama per´ıodo de la o´rbita.
Esto es, si el sistema dina´mico evoluciona desde un x0 en un ciclo O, regresara´ exac-
tamente a este punto x0 a las t0 unidades de tiempo. Por tanto, una o´rbita perio´dica
de un sistema continuo es una curva cerrada en el espacio de fase.
x0
O
Figura 2.1.3: Una o´rbita perio´dica (ciclo) O a trave´s de x0.
Definicio´n 2.1.5 (Diagrama de Fase).
Al dibujar la coleccio´n de todas las o´rbitas (con sus direcciones) obtenemos un diagrama
de fase.
En la pra´ctica, solo unas o´rbitas representativas son consideradas en el diagrama de
fase.
Definicio´n 2.1.6 (Equivalencia Topolo´gica).
Dos sistemas dina´micos planos (T1, X1, φ1) y (T2, X2, φ2) son topolo´gicamente equiva-
lentes si existe un homeomorfismo h : X1 → X2 tal que h env´ıa las o´rbitas del operador
de evolucio´n φ1 en las o´rbitas de φ2 y preserva el sentido de avance del tiempo.
As´ı pues, dos sistemas dina´micos topolo´gicamente equivalentes comparten el mismo
comportamiento y estructura cualitativa.
Ejemplo 2.1.1 (Mapa Log´ıstico).
Aunque se trata de un sistema unidimensional (X ⊆ R) este es un buen ejemplo
introductorio a la tema´tica de sistemas dina´micos.
El mapa log´ıstico es una relacio´n de recurrencia no lineal popularizada por Robert
May [28] como modelo demogra´fico de tiempo discreto. Supongamos que existe un
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nu´mero ma´ximo posible para los individuos de cierta poblacio´n y sea xn ∈ [0, 1] la
fraccio´n de dicho ma´ximo de individuos que hay en el an˜o n en la poblacio´n. Si r es
la tasa combinada de reproduccio´n y mortandad de la poblacio´n, el mapa log´ıstico
corresponde a la expresio´n
(2.1) xn+1 = rxn(1− xn).
La ecuacio´n 2.1 esta´ relacionada con dos feno´menos demogra´ficos: el crecimiento es
proporcional a la poblacio´n existente xn cuando dicha poblacio´n es pequen˜a. Existe,
sin embargo, un valor cr´ıtico para el cual la tasa de mortalidad supera a la de creci-
miento. Esto pues x2n es pequen˜o en comparacio´n a xn cuando xn es pequen˜o pero este
comportamiento se reversa una vez xn > 1.
El mapa log´ıstico puede entenderse como un sistema dina´mico discreto con espacio de
tiempo T = Z, espacio de fase X = [0, 1] y operador de evolucio´n dado por
(2.2) φ(n+ 1, x) = xn+1 = rxn(1− xn).
El sistema tiene un punto de equilibrio trivial en x = 0 pues φn(0) = 0 para todo
n ∈ Z. Hay otro punto de equilibrio en x = (r − 1)/r pues
φ1((r − 1)/r) = rr − 1
r
(
1− r − 1
r
)
= (r − 1)
(
r − r + 1
r
)
=
r − 1
r
.
El caso r = 4 es de particular intere´s pues presenta comportamiento cao´tico [30, p. 19]
y porque la relacio´n de recurrencia puede solucionarse de manera expl´ıcita [24] como
φn(x) = sin2(2n sin−1(x1/2)).
Algunas o´rbitas convergen al punto cr´ıtico x = 0 luego de un nu´mero finito de itera-
ciones pero la mayor´ıa presentan un comportamiento erra´tico. Por ejemplo, la o´rbita
de x = 1/2 es γ+(1/2) = {1/2, 1, 0, 0, 0, 0, ...} mientras que las o´rbitas de x = 0,6 y
x = 0,61, dos nu´meros muy cercanos, divergen en pocas iteraciones la una de la otra:
γ+(0,6) = {0,96, 0,1536, 0,5202816, 0,9983954912, 0,0064077373, ...}
γ+(0,61) = {0,9516, 0,18422976, 0,6011566221, 0,9590693512, 0,1570213231, ...}.
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2.2. PVIs y Sistemas Auto´nomos
El principal intere´s de este documento es tratar sistemas planos continuos provenientes
de ecuaciones diferenciales de segundo orden o, equivalentemente, de sistemas de dos
ecuaciones diferenciales de primer orden.
En principio utilizamos la definicio´n en [19, p. 174] y despue´s de un importante teorema
sobre existencia y unicidad indicamos co´mo esta definicio´n encaja con la de sistema
dina´mico plano (definicio´n 2.1.1).
Definicio´n 2.2.1 (Sistema Dina´mico Plano Auto´nomo).
Sea I ⊆ R un intervalo y x1, x2 : I → R funciones de clase C1 en la variable t, a la que
nos referiremos generalmente como el tiempo. Sean tambie´n
fi : R2 → R : (x1, x2)→ fi(x1, x2); i ∈ {1, 2}
funciones en dos variables.
Llamamos sistema dina´mico plano auto´nomo al par de ecuaciones diferenciales si-
multa´neas de la forma
(2.3)
{
x˙1 = f1(x1, x2)
x˙2 = f2(x1, x2)
Nota 3.
Si utilizamos notacio´n vectorial, podemos escribir x = (x1, x2), x˙ = (x˙1, x˙2) y f =
(f1, f2), de modo que la ecuacio´n 2.3 obtiene ahora la forma ma´s compacta
(2.4) x˙ = f(x)
Una solucio´n de la ecuacio´n anterior esta´ constitu´ıda, entonces, por un par de funciones
diferenciables x1(t) y x2(t) (o equivalentemente, una funcio´n vectorial x(t)) tal que
x′1(t) = f1(x1(t), x2(t)) y x
′
2(t) = f2(x1(t), x2(t)) para todo t ∈ I (o equivalentemente
x˙ = f(x(t)) para t ∈ I).
No´tese que la gra´fica de cualquier solucio´n de 2.4 es una curva en el espacio tridimen-
sional (t, x) = (t, x1, x2) que identificamos con un subconjunto de R3.
Definicio´n 2.2.2 (Problema de Valor Inicial).
Un problema de valor inicial para el sistema 2.4 es un problema de la forma
(2.5) x˙ = f(x); x(t0) = x
0.
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Como la funcio´n f no depende expl´ıcitamente del tiempo t (el sistema es auto´nomo),
no hay pe´rdida de generalidad al suponer siempre que la condicio´n inicial del problema
de valor inicial 2.5 esta´ especificada para t0 = 0. Esta propiedad es conocida como la
propiedad de traslacio´n.
Lema 2.2.1 (Propiedad de traslacio´n).
Supongamos que x(t) es una solucio´n de la ecuacio´n 2.4 en un intervalo I, entonces
x(t− t0) es tambie´n una solucio´n.
Demostracio´n. Hacemos τ = t− t0 y como t no ocurre expl´ıcitamente en f(x) entonces
el lado derecho de la ecuacio´n no cambia sino por reemplazar t por τ . De esta manera,
φ(τ) es solucio´n de la ecuacio´n transformada. 
Aunque las soluciones trasladadas x(t) y x(t − t0) son diferentes corresponden a las
mismas curvas en el diagrama de fase, como veremos ma´s adelante.
Ahora, con el fin de estudiar un sistema dina´mico plano como 2.4 es necesario garan-
tizar la existencia de la solucio´n x(t) y, ma´s au´n, su unicidad de manera que no haya
ambigu¨edad al tratar de definir un operador de evolucio´n como se explico´ en la seccio´n
anterior.
Como veremos a continuacio´n, la continuidad de f no es suficiente para ello.
Ejemplo 2.2.1.
Conside´rese el problema de valor inicial
{
x˙ = (x˙1, x˙2) = (
√
x1, 0),
x(0) = 0.
Es claro que la ecuacio´n diferencial tiene infinidad de soluciones, pero au´n el PVI, con
la condicio´n prescrita x(0) = 0 carece de solucio´n u´nica. Es fa´cil verificar que x(t) ≡ 0
y y(t) = ( t
2
4
, 0) son ambas soluciones del PVI.
El siguiente teorema, que es una generalizacio´n a dos dimensiones de un resultado
cla´sico del ana´lisis de ecuaciones diferenciales de primer orden, demuestra que esta
dificultad puede resolverse suponiendo que f es de clase por lo menos C1.
Teorema 2.2.1 (Existencia y Unicidad).
Supongamos que f es una funcio´n continua localmente Lipschitz definida en R2. Enton-
ces para cualquier x0 ∈ R2 existe un intervalo (posiblemente infinito) Ix0 ≡ (αx0 , βx0)
que contiene a t0 = 0 y una u´nica solucio´n φ(t, x
0) del problema de valor inicial 2.2.2
definida para todo t ∈ Ix0 que satisface la condicio´n φ(0, x0) = x0 y es, adema´s, de
clase C1.
Demostracio´n. Ver [5, p. 10] o [20, p. 163]. 
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Justificamos ahora el uso del nombre “sistema dina´mico” al tratar un sistema de ecua-
ciones diferenciales como el de la ecuacio´n 2.3.
Proposicio´n 1.
Si f es localmente Lipschitz entonces el sistema dina´mico auto´nomo plano x˙ = f(x)
(definicio´n 2.2.1) es un sistema dina´mico (definicio´n 2.1.1).
Demostracio´n. Por teorema 2.2.1 sabemos que existe una u´nica solucio´n x(t, x0) tal
que x(0, x0) = x0. En particular, la propiedad (2) de la definicio´n 2.1.1 se satisface
trivialmente.
Debemos demostrar que φt(x0) = x(t, x0) constituye un flujo (operador de evolucio´n)
como en la definicio´n 2.1.1. Esto es, satisface la propiedad (2).
Sea s ∈ R y consideremos la funcio´n y : R→ R2 definida por
y(t) = x(t+ s, x0).
Claramente y(0) = x(s, x0) y adema´s
y′(t) = x′(t+ s, x0) = f(x(t+ s, x0)) = f(y(t))
para t ∈ R. En particular, y tambie´n es una solucio´n del PVI entonces por unicidad
debe tenerse
x(t+ s, x0) = y(t) = x(t, y(0)) = x(t, x(s, x0))
que es precisamente la propiedad (2). 
Entramos en materia, introduciendo el oscilador armo´nico lineal, que sera´ utilizado en
adelante.
Ejemplo 2.2.2 (Oscilador armo´nico lineal).
Conside´rese la ecuacio´n de segundo orden y¨+ y = 0 que puede transformarse en el par
de ecuaciones de primer orden
(2.6)
x˙1 = x2
x˙2 = −x1.
El teorema 2.2.1 garantiza la existencia de las soluciones de este sistema para cualquier
valor prescrito en t0 = 0. Por ejemplo, para x
0 = (x01, x
0
2) = (0, 1) la solucio´n del sistema
es x1(t) = sin(t) y x2(t) = cos(t).
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La figura 2.2.1 (a) ilustra la gra´fica de la solucio´n del oscilador armo´nico en el espacio
tridimensional (t, x1, x2) tal que pasa por (0, 1) en t0 = 0. Las componentes x1(t), x2(t)
de la solucio´n aparecen tambie´n en la figura 2.2.1 (c).
En general, a la curva solucio´n x(t) tal que x(0) = x0 se le llamara´ trayectoria a trave´s
de x0.
Como el sistema es auto´nomo (la funcio´n f es independiente de t) resulta natural
considerar las proyecciones de las trayectorias sobre el plano x1x2 a las que llamaremos
o´rbitas. Una o´rbita t´ıpica del oscilador armo´nico aparece en la figura 2.2.1 (b).
Ahora, au´n cuando contamos con el teorema 2.2.1 para asegurarnos de que existen
funciones x1(t), x2(t) que satisfacen el sistema, resulta, en general, muy complicado
hallar fo´rmulas cerradas expl´ıcitas para tales funciones. Por este motivo es de suma
importancia y es el objetivo principal de este documento, el estudio cualitativo de las
soluciones (su comportamiento) au´n sin tener acceso a las mismas de antemano.
La independencia de t nos permite iniciar este estudio a trave´s de lo que llamaremos
campo de direcciones : si consideramos cualquier solucio´n (x1(t), x2(t)) de 2.4 como la
posicio´n en el plano de una part´ıcula en el instante t, entonces el par de ecuaciones
x˙1 = f1(x1, x2) y x˙2 = f2(x1, x2) implican que (x˙1(t), x˙2(t)) es el vector tangente al
punto (x1, x2); es decir, puede entenderse como la velocidad de la part´ıcula en ese
instante. As´ı pues, el campo vectorial definido por
V (x1, x2) = (x˙1, x˙2)
nos permite describir el comportamiento aproximado de la trayectoria de la part´ıcula
(esto es, una solucio´n del sistema) para cualquiera condiciones iniciales au´n sin conocer
las funciones x1(t) o x2(t).
Ejemplo 2.2.3.
Volvemos al oscilador armo´nico 2.2.2, cuyo campo de direcciones aparece en la figura
2.2.1 (b). Al observar el campo no resulta dif´ıcil imaginar que todas las o´rbitas deben
ser c´ırculos con centro en (0, 0). Esto puede formalizarse a partir del estudio de su
campo vectorial:
V (x1, x2) = (x2,−x1).
Empezamos por notar que si V (x1, x2) = (0, 0) entonces x1 = x2 = 0 y estamos
hablando de la solucio´n x(t) = 0 que satisface la condicio´n inicial x0 = 0. Si en cambio
(x1(t), x2(t)) es cualquier otra solucio´n a trave´s de x
0 6= 0 entonces debe cumplirse que
d
dt
||(x1(t), x2(t))||2 = 2x1(t)x˙1(t) + 2x2(t)x˙2(t)
= 2x1(t)x2(t)− 2x2(t)x1(t)
= 0.
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Figura 2.2.1: Oscilador armo´nico lineal: (a) trayectoria a trave´s de (0, 1), (b) o´rbita
circular que resulta de proyectar la trayectoria en el plano x1x2 y campo
de direcciones, (c) gra´ficas de las soluciones x1(t), x2(t) vs t.
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Y por lo tanto para todo t se tiene
||(x1(t), x2(t))||2 = ||x0||2.
Es decir, la solucio´n esta´ en el c´ırculo de radio ||x0|| centrado en el origen, como se
quer´ıa verificar.
Figura 2.2.2: ♣ Diagrama de fase del oscilador armo´nico lineal.
Ejemplo 2.2.4.
Haremos un ana´lisis similar al del ejemplo anterior para la ecuacio´n de segundo orden
y¨ − y = 0
que puede transformarse en el sistema de ecuaciones de primer orden:
x˙1 = x2
x˙2 = x1
Notamos que las o´rbitas en el plano de fase satisfacen
dx2
dx1
=
x1
x2
.
Integrando produce la familia de hipe´rbolas
x2 − y2 = c
donde c es una constante.
En particular, cuando c = 0 obtenemos la solucio´n constante x = y = 0 correspondiente
a la o´rbita de (0, 0). Todas las dema´s o´rbitas son no constantes.
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Figura 2.2.3: ♣ Diagrama de fase para la ecuacio´n de segundo orden x¨− x = 0.
2.3. Clasificacio´n de las soluciones
Por el teorema 2.2.1 una solucio´n del sistema auto´nomo plano x˙ = f(x) que satisface
x(0) = x0 es u´nica.
A continuacio´n consideramos tres tipos ba´sicos para tales soluciones.
2.3.1. Puntos Cr´ıticos
Definicio´n 2.3.1 (Punto Cr´ıtico).
Una solucio´n constante x(t) = x0 se llama punto cr´ıtico, solucio´n de equilibrio o tam-
bie´n punto (solucio´n) estacionario.
Como todo punto cr´ıtico x¯ = (x1, x2) satisface ˙¯x = 0 entonces puede hallarse resol-
viendo f(x) = 0. Es decir, el par de ecuaciones algebraicas
f1(x1, x2) = 0, f2(x1, x2) = 0.
Por supuesto, las o´rbitas en el plano de fase correspondientes a soluciones de equilibrio
son o´rbitas constantes (constan de un so´lo punto).
En el cap´ıtulo siguiente se estudiara´ el comportamiento de todas las soluciones de un
sistema lineal (y ma´s adelante no lineal), lo que nos permitira´ hacer una clasificacio´n
au´n ma´s completa de los puntos de equilibrio. Por ahora, los catalogamos en estables
o inestables segu´n sea el comportamiento de soluciones (o´rbitas) “cercanas” a la de
equilibrio.
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Definicio´n 2.3.2 (Punto cr´ıtico estable).
Un punto cr´ıtico x¯ se dice estable si dado  > 0 existe un δ > 0 tal que para cualquier
solucio´n x = x(t) del sistema tal que ||x(0)− x¯|| < δ se cumple que
||x(t)− x¯|| < 
para todo t ≥ 0.
Un punto que no es estable se dice inestable.
Intuitivamente, una solucio´n de equilibrio es estable si toda solucio´n (o´rbita) que co-
mienza suficientemente cerca de la misma permanece cerca todo el tiempo.
Definicio´n 2.3.3 (Punto cr´ıtico asinto´ticamente estable).
Un punto cr´ıtico x¯ se dice asinto´ticamente estable si es estable y existe δ > 0 tal que
para toda solucio´n x = x(t) del sistema tal que ||x(0)− x¯|| < δ se tiene
l´ım
t→∞
x(t) = x¯.
Lo anterior implica que la trayectoria de toda solucio´n que comience suficientemente
cerca de un punto asinto´ticamente estable no so´lo debe permanecer cerca sino que a la
larga converge al equilibrio x¯. Debido al teorema de existencia y unicidad 2.2.1, estas
trayectorias no pueden llegar a x¯ en un tiempo finito.
Ejemplo 2.3.1.
La u´nica solucio´n de equilibrio del oscilador armo´nico (ejemplo 2.2.2) y el sistema
plano del ejemplo 2.2.3 es x¯ = x¯(t) = 0.
El equilibrio del oscilador armo´nico es un ejemplo de un equilibrio estable que no es
asinto´ticamente estable pues dado  > 0 todas las soluciones en el disco D := D(0, δ)
permanecen dentro del disco D para cualquier 0 < δ ≤ . Sin embargo, toda o´rbita es
perio´dica distinta de γ(0) y no tiende a 0.
El equilibrio del sistema del ejemplo 2.2.3 es inestable. Sin embargo, el sistema presenta
un comportamiento interesante: hay toda una familia de soluciones x(t) tales que
x(t)→ 0 au´n cuando el equilibrio no es asinto´ticamente estable.
2.3.2. Soluciones Perio´dicas
Ya nos hemos encontrado antes con soluciones perio´dicas de sistemas planos (por ejem-
plo, en el oscilador armo´nico 2.6). En esta seccio´n formalizamos el concepto y probamos
la equivalencia entre las o´rbitas cerradas (ciclos) en el espacio de fase y las soluciones
perio´dicas.
Definicio´n 2.3.4 (Solucio´n Perio´dica).
Una solucio´n x = x(t) del sistema x˙ = f(x) se dice perio´dica si existe un T > 0 tal
que x(t+ T ) = x(t) para todo t. En tal caso, al mı´nimo valor de T se le llama per´ıodo
de la solucio´n.
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Figura 2.3.1: (a) Equilibrio estable. (b) Equilibrio asinto´ticamente estable.
En la definicio´n no se admite el caso T = 0, esto es, las soluciones constantes no esta´n
consideradas de manera expl´ıcita como perio´dicas.
Resulta evidente que toda solucio´n perio´dica produce o´rbitas cerradas (ciclos) en el
espacio de fase. Mostraremos a continuacio´n que el rec´ıproco tambie´n es cierto.
Lema 2.3.1.
Toda solucio´n perio´dica de la ecuacio´n auto´noma 2.4 x˙ = f(x) corresponde a un ciclo
del espacio de fase y todo ciclo corresponde a una solucio´n perio´dica.
Demostracio´n. La primera parte es trivial. Para la segunda parte, supongamos que γ
es una o´rbita cerrada (ciclo) en el espacio de fase y que x0 ∈ γ. Por el teorema 2.2.1
hay una solucio´n x = x(t) tal que x(0) = x0 cuya trayectoria es precisamente el ciclo
C y, por unicidad, no puede contener ningu´n punto cr´ıtico. Por lo tanto, existe una
constante a > 0 tal que ||f(x)|| ≥ a > 0 para todo x ∈ C. Esto es equivalente a que
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||x˙|| ≥ a > 0 as´ı que debe tenerse para algu´n t = T que x(T ) = x0 de nuevo. Queremos
probar que T es el per´ıodo de la solucio´n, es decir, que x(t+T ) = x(t) para todo t ∈ R.
Para ello, conside´rese t = nT + t1 donde n ∈ Z y 0 < t1 < T . Por la propiedad de
traslacio´n como x(t) es una solucio´n con x(t1) = x
1 entonces x(t−nT ) es una solucio´n
con x(t− nT ) = x1. Es decir,
x(t1) = x(t1 + nT )
para todo t1 tal que 0 < t1 < T .
Esto implica que x es T -perio´dica. 
2.3.3. Curvas Integrales
En general, las dema´s soluciones de un sistema plano producen o´rbitas arbitrarias en
el plano de fase que no se cruzan. A menudo es posible integrar las ecuaciones de un
sistema plano para obtener una familia de curvas integrales (soluciones) de manera
impl´ıcita.
Supo´ngase que el sistema plano esta´ dado, como en 2.4 por el par de ecuaciones
x˙1 = f1(x1, x2)
x˙2 = f2(x1, x2)
Entonces
(2.7)
dx2
dx1
=
dx2/dt
dx1/dt
=
x˙2
x˙1
=
f2(x1, x2)
f1(x1, x2)
.
La ecuacio´n 2.7 es una ecuacio´n diferencial de primer orden para x1 o x2 y las o´rbitas de
las soluciones del sistema plano corresponden a las curvas integrales de esta ecuacio´n
diferencial.
Ejemplo 2.3.2.
Volvemos al oscilador armo´nico del ejemplo 2.2.2 que corresponde al sistema:
x˙1 = x2
x˙2 = −x1
En este caso la ecuacio´n 2.7 es
dx2
dx1
=
−x1
x2
.
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Si se separan las variables y se integra se encuentra que las soluciones deben satisfacer:
1
2
x21 +
1
2
x22 = c.
Es decir, el conjunto de curvas integrales es una familia de c´ırculos centrados en el
origen con radio
√
2c para c ∈ R+. El punto de equilibrio x = 0 se obtiene cuando
c = 0.
Esto coincide con lo que ya hab´ıamos visto antes.
Figura 2.3.2: Una o´rbita arbitraria y un ciclo.
2.4. Ejemplos Cla´sicos
θ l
m
mg
F
Figura 2.4.1: Ilustracio´n del pe´ndulo matema´tico.
Ejemplo 2.4.1 (Pe´ndulo matema´tico).
Supongamos que una masa m se encuentra unida al extremo inferior de una varilla de
longitud l. Sabemos que el arco s de un c´ırculo de radio l se relaciona con el a´ngulo
central θ mediante la fo´rmula s = lθ, de manera que la aceleracio´n angular esta´ dada
por
a =
d2s
dt2
= l
d2θ
dt2
.
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En ausencia de fuerzas externas o amortiguamiento, la u´nica fuerza que actu´a sobre la
masa es su peso mg, cuya componente tangencial es −mg sin θ, as´ı que por la segunda
ley de Newton:
ml
d2θ
dt2
= ma = −mg sin θ.
De donde se deduce la ecuacio´n de segundo orden para θ:
(2.8)
d2θ
dt2
+
g
l
sin θ = 0.
Dependiendo de la longitud l de la varilla, la razo´n g/l cambia, de manera que la
ecuacio´n 2.8 puede reescribirse como
(2.9)
d2θ
dt2
+ λ sin θ = 0.
A menudo se asumira´ que λ = 1 al estudiar el pe´ndulo matema´tico.
Sabemos que la ecuacio´n 2.9 puede reescribirse como un sistema plano haciendo x1 = θ
y x2 = θ˙ obteniendo as´ı:
(2.10)
x˙1 = x2
x˙2 = −λ sin θ.
Debido a que el te´rmino sin θ hace que la ecuacio´n anterior sea no lineal, a veces se
aproxima, para θ pequen˜o, sin(θ) ≈ θ, obtenie´ndose en lugar de 2.9 la ecuacio´n lineal
θ¨ + λθ = 0,
conocida como oscilador armo´nico lineal y que ya se estudio´ en el ejemplo 2.2.2.
Ejemplo 2.4.2 (Modelo depredador-presa de Lotka-Volterra).
Consideremos dos poblaciones que interactu´an entre s´ı: una especie de presa x1 y su
depredador, x2. Un modelo matema´tico para la poblacio´n de ambas especies es el
modelo depredador-presa de Lotka y Volterra, propuesto inicialmente por Alfred J.
Lotka [25, 26, 39] y que opera bajo las siguientes suposiciones:
1. La poblacio´n de presa x1 no sufre de escasez de comida ni otros factores ambien-
tales en su contra.
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Figura 2.4.2: ♣ Diagrama de fase del pe´ndulo, con centros (npi, 0) para n ∈ Z.
2. La alimentacio´n de la poblacio´n depredadora x2 depende exclusivamente del ta-
man˜o de la poblacio´n presa x2.
3. La tasa de cambio de la poblacio´n es proporcional a su taman˜o.
El sistema Lotka-Volterra corresponde entonces, al par de ecuaciones diferenciales
(2.11)
x˙1 = a1x1 − a2x1x2
x˙2 = −a3x2 + a4x1x2,
donde a1, a2, a3 y a4 son constantes positivas.
Aunque el modelo es simple tiene sentido f´ısico: en ausencia de interaccio´n entre las
especies (a2 = a4 = 0) el modelo se reduce a uno en el que la poblacio´n presa x1 crece
sin l´ımite, mientras que la poblacio´n de depredadores x2 se extingue eventualmente.
En cambio, cuando hay interacciones (que se consideran proporcionales al producto
de las poblaciones x1x2) el crecimiento de x1 se ve afectado mientras que la tasa de
crecimiento de x2 mejora, como es de esperarse.
Es fa´cil verificar que el sistema 2.11 tiene dos puntos cr´ıticos: a saber (0, 0) y (a3/a4, a1/a2).
La estabilidad del primero de ellos puede tratarse mediante linealizacio´n (ver seccio´n
4.1) y resulta ser de punto de silla.
Sin embargo, el otro punto cr´ıtico es no hiperbo´lico de manera que debe hacerse un
ana´lisis distinto al de linealizacio´n. No es dif´ıcil concluir, en este caso, que se trata de
un centro (ver seccio´n 3.2.5) y que los niveles de la poblacio´n de presa y depredador
oscilan alrededor de este punto fijo.
El modelo Lotka-Volterra no tiene en consideracio´n la competencia entre las propias
especies ya sea por la obtencio´n de los recursos naturales (en el caso de la presa) o
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Figura 2.4.3: ♣ Diagrama de fase del modelo presa-depredador de Lotka-Volterra.
por el nu´mero limitado de presas (en el caso de los depredadores). Un sistema ma´s
realista que tiene presente estas interacciones se conoce como modelo de especies en
competencia (ver, por ejemplo, [19, p. 171]).
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Ejemplo 2.4.3 (Oscilador de Van der Pol).
Adema´s de los feno´menos biolo´gicos, el estudio de los circuitos ele´ctricos tambie´n da
origen a ecuaciones diferenciales importantes: el oscilador de Van der Pol es un tipo
de oscilador con amortiguamiento no lineal, planteado por el f´ısico holande´s Balthasar
Van der Pol [31] que obedece la ecuacio´n diferencial de segundo orden
(2.12) x¨− λ(1− x2)x˙+ x = 0.
Aqu´ı, x es la posicio´n (dependiente de t) y λ es un para´metro que determina la no
linealidad y el amortiguamiento.
La forma bidimensional de la ecuacio´n 2.12 corresponde al sistema
(2.13)
x˙1 = x2
x˙2 = λ(1− x21)x2 − x1.
Cuando λ = 0 la ecuacio´n 2.12 se reduce a la del oscilador armo´nico lineal. En cualquier
otro caso (λ > 0) el sistema 2.13 posee un ciclo l´ımite (ver teorema 5.2.1) y el punto
cr´ıtico en el origen es inestable.
Figura 2.4.4: ♣ Diagrama de fase del oscilador de Van der Pol. Se evidencia el ciclo
l´ımite.
3 Sistemas Lineales
Nos concentramos, en este cap´ıtulo en sistemas planos x˙ = f(x) donde la funcio´n
f : R2 → R2 es un mapeo lineal. Es decir, el sistema tiene la forma:
(3.1)
x˙1 = a11x1 + a12x2
x˙2 = a21x1 + a22x2,
donde cada aij ∈ R.
Si hacemos
A =
(
a11 a12
a21 a22
)
,
podemos reescribir el sistema 3.1 en la forma vectorial equivalente
(3.2) x˙ = f(x) = Ax.
Podemos anticipar desde ya que hay un punto cr´ıtico del sistema en x¯ = 0.
3.1. Propiedades de las soluciones
A continuacio´n hacemos un repaso de algunos resultados importantes acerca de las so-
luciones de sistemas lineales planos auto´nomos. Las pruebas de los resultados se pueden
encontrar en cualquier texto elemental de ecuaciones diferenciales, como podr´ıan ser
[41] o [6].
Teorema 3.1.1.
Todo solucio´n x de un sistema lineal plano tiene la forma
x = c1u+ c2v,
donde u, v son soluciones linealmente independientes de 3.2 y c1, c2 son constantes.
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En vista del teorema anterior, el problema se reduce a encontrar dos soluciones u, v que
sean linealmente independientes. Tal conjunto de soluciones se conoce como conjunto
fundamental de soluciones y a x = c1u+ c2v se le conoce como solucio´n general.
Las constantes c1 y c2 quedan determinadas una vez se especifica la condicio´n inicial
x(0) = x0.
Lema 3.1.1 (Criterio para la independencia lineal de soluciones).
Dos soluciones u y v del sistema 3.2 definidas sobre un intervalo I son linealmente
independientes si y so´lo si el determinante wronskiano
W (u, v)(t) =
∣∣∣∣ u1(t) v1(t)u2(t) v2(t)
∣∣∣∣
es no nulo para toda t ∈ I.
Ejemplo 3.1.1.
Consideremos el sistema plano
x˙1 = x1 + 3x2
x˙2 = 5x1 + 3x2
,
que tiene forma vectorial
x˙ =
(
1 3
5 3
)
x.
Es fa´cil verificar que las funciones u(t) = (e−2t,−e−2t) y v(t) = (3e6t, 5e6t) son solucio-
nes del sistema.
Ma´s au´n, estas soluciones son linealmente independientes y forman un conjunto fun-
damental de soluciones pues
W (u, v)(t) =
∣∣∣∣ e−2t 3e6t−e−2t 5e6t
∣∣∣∣ = 5e4t + 3e4t = 8e4t 6= 0,
para todo t ∈ R.
Esto significa que toda solucio´n del sistema tiene la forma
x(t) =
(
x1(t)
x2(t)
)
= c1
(
e−2t
−e−2t
)
+ c2
(
3e6t
5e6t
)
.
Por analog´ıa a la teor´ıa de ecuaciones diferenciales lineales de primer orden (ver, por
ejemplo, [41, 6]), buscamos soluciones del sistema 3.2 que tengan la forma
(3.3) x(t) = (k1e
λt, k2e
λt).
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Supongamos que x es una solucio´n de la forma 3.3. Entonces
x˙ = (k1λe
λt, k2λe
λt).
Si reemplazamos x y x˙ en la ecuacio´n x˙ = f(x) = Ax y hacemos K = (k1, k2) obtene-
mos
Kλeλt = A(Keλt).
Como eλt 6= 0 podemos dividir ambos lados de la ecuacio´n anterior por eλt y reorde-
nando se obtiene
AK = λK
o equivalentemente
(3.4) (A− λI)K = 0.
Lo anterior significa que si x = x(t) es una solucio´n de la forma propuesta, entonces
λ y K deben satisfacer 3.4. Es decir, λ debe ser un valor propio de A y K un vector
propio asociado a este valor propio λ.
En estas condiciones,
x = Keλt
es siempre solucio´n de x˙ = Ax.
El resto de esta seccio´n esta´ dedicado a la obtencio´n de dos soluciones que sean li-
nealmente independientes u y v de manera que podamos escribir siempre la solucio´n
general de la forma antes descrita en te´rminos de estas dos soluciones.
En virtud de lo anterior es lo´gico que las soluciones dependan de la forma de los valores
propios de A: como det(A−λI) = 0 es una ecuacio´n algebraica de segundo grado, estos
pueden ser reales y distintos, reales repetidos o complejos conjugados.
3.1.1. Ecuacio´n Caracter´ıstica
Para hallar los valores propios λ de la matriz A 2x2 del sistema 3.2 computamos las
ra´ıces de la ecuacio´n caracter´ıstica det(A− λI) = 0.
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Notamos que
det(A− λI) =
∣∣∣∣ a11 − λ a12a21 a22 − λ
∣∣∣∣
= (a11 − λ)(a22 − λ)− a12a21
= λ2 − (a11 + a22)λ+ (a11a22 − a12a21).
Si escribimos ∆ = det(A) = a11a22 − a12a21 y τ = a11 + a22, la traza de A, entonces la
ecuacio´n caracter´ıstica es:
(3.5) λ2 − τλ+ ∆ = 0.
Por lo tanto los valores propios de A son λ1,2 = (τ ±
√
τ 2 − 4∆)/2 que pueden ser
reales distintos, reales repetidos y complejos conjugados segu´n τ 2 − 4∆ sea positivo,
cero o negativo.
3.1.2. Solucio´n General
Enunciamos, sin prueba, un teorema acerca de la solucio´n general del sistema para
cada uno de estos casos.
Teorema 3.1.2 (Solucio´n para valores propios reales distintos).
Si τ 2 − 4∆ > 0 entonces la ecuacio´n caracter´ıstica 3.5 tiene dos ra´ıces reales λ1 y λ2
distintas y la solucio´n general del sistema lineal plano x˙ = Ax esta´ dada por
(3.6) x = x(t) = c1(K1e
λ1t) + c2(K2e
λ2t),
donde K1 es un vector propio asociado al valor propio λ1 y K2 uno asociado al valor
propio λ2.
Teorema 3.1.3 (Solucio´n para valores propios reales repetidos).
Si τ 2 − 4∆ = 0 entonces la ecuacio´n caracter´ıstica 3.5 tiene una ra´ız real λ1 de multi-
plicidad dos.
Si existen dos vectores propios linealmente independientes K1, K2 asociados a λ1
entonces la solucio´n general del sistema lineal plano x˙ = Ax esta´ dada por
(3.7) x = x(t) = c1(K1e
λ1t) + c2(K2e
λ1t).
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Si so´lo se tiene un vector propio linealmente independiente K1 entonces la solu-
cio´n general del sistema lineal plano x˙ = Ax tiene la forma
(3.8) x = x(t) = c1(K1e
λ1t) + c2(K1te
λ1t + Peλ1t),
donde P es un vector tal que (A− λ1I)P = K1.
Teorema 3.1.4 (Solucio´n para valores propios complejos conjugados).
Si τ 2 − 4∆ < 0 entonces la ecuacio´n caracter´ıstica 3.5 tiene dos ra´ıces complejas
conjugadas λ1,2 = a±ib y la solucio´n general del sistema lineal plano x˙ = Ax esta´ dada
por
(3.9) x = x(t) = c1e
at(B1 cos(bt)−B2 sin(bt)) + c2eat(B2 cos(bt) +B1 sin(bt)),
donde K1 = B1 + iB2 es un vector propio asociado al valor propio λ1.
3.2. Clasificacio´n y estabilidad de puntos cr´ıticos
(∆ 6= 0)
Si A es no singular (det(A) = ∆ 6= 0), el u´nico punto cr´ıtico del sistema lineal plano
x˙ = f(x) = Ax es x¯ = 0.
El comportamiento cualitativo de las soluciones que no son de equilibrio, en un sistema
lineal, es muy similar y nos permite establecer una clasificacio´n para el punto cr´ıtico
x¯ = 0.
Hemos visto ya en ejemplos anteriores que algunas soluciones se alejan o acercan a
los puntos cr´ıticos, otras se enrollan alrededor del punto cr´ıtico, etc. A continuacio´n
justificaremos cada uno de estos posibles casos segu´n sean los valores propios de A
(como se vio en la seccio´n anterior).
3.2.1. Valores propios reales distintos y negativos (nodo estable)
Consideramos el caso τ 2 − 4∆ > 0 y λ1, λ2 son valores propios de A tales que λ1 <
0, λ2 < 0.
En este caso, toda solucio´n es de la forma 3.6:
x = c1(K1e
λ1t) + c2(K2e
λ2t).
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Podemos reescribir la solucio´n como
x = eλ1t[c1K1 + c2K2e
(λ2−λ1)t].
Supongamos sin pe´rdida de generalidad que λ2 < λ1 < 0, entonces de acuerdo a la
ecuacio´n anterior x(t) → 0 cuando t → ∞. A largo plazo, x(t) ≈ c1K1eλ1t y por lo
tanto si c1 6= 0 entonces x→ 0 a lo largo de la recta determinada por el vector propio
K1. Si en cambio, c1 = 0 entonces x(t) = c2K2e
λ2t y x→ 0 desde una de las direcciones
determinadas por el vector propio K2.
En particular si el punto inicial x0 esta´ en alguna de las rectas determinadas por K1 o
K2 la solucio´n tiende a 0 a trave´s de la recta.
En cualquier caso, x→ 0 y decimos que el punto cr´ıtico x¯ = 0 es un nodo (estable) o
sumidero nodal.
3.2.2. Valores propios reales distintos y positivos (nodo inestable)
Como antes, τ 2 − 4∆ > 0 pero ahora λ1 > 0 y λ2 > 0. Toda solucio´n solucio´n puede
escribirse tambie´n como
x = eλ1t[c1K1 + c2K2e
(λ2−λ1)t].
Supondremos, de nuevo, que λ1 > λ2. Entonces a largo plazo |x(t)| ≈ |c1K1eλ1t| → ∞
cuando t→∞.
El patro´n de las trayectorias es ide´ntico al caso anterior pero estas se alejan del punto
cr´ıtico x¯ = 0 en lugar de acercarse. En este caso el punto cr´ıtico x¯ = 0 se llama nodo
(inestable) o sumidero nodal.
3.2.3. Valores propios reales distintos y de signo opuesto (punto
de silla)
De nuevo la solucio´n es de la forma
x = c1(K1e
λ1t) + c2(K2e
λ2t).
Suponemos que λ2 < λ1.
Si c1 = 0 (por ejemplo, cuando x
0 esta´ sobre la recta determinada por K2) entonces
como λ2 < 0, x → 0 a lo largo de esta recta. Si c2 = 0 (por ejemplo, cuando x0
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K1
K2
(a)
K1
K2
(b)
K1
K2
(c)
Figura 3.2.1: (a) Nodo estable, (b) Nodo inestable, (c) Punto de silla.
esta´ sobre la recta determinada por K1) entonces dado que λ1 > 0, ||x|| → ∞ a lo
largo de la recta determinada por K1.
Las soluciones que parten de otros puntos iniciales, para las cuales c1 6= 0 y c2 6= 0 el
te´rmino dominante en la solucio´n es eλ1t y como λ1 > 0 entonces las soluciones se hacen
no acotadas a medida que aumenta t de manera asinto´tica a la recta determinada por
K1.
Resumiendo, las soluciones que no comienzan en ninguna de las rectas determinadas
por K1 o K2 son tales que ||x|| → ∞ y lo hacen de manera asinto´tica a la recta deter-
minada por K1. De otro lado, las u´nicas soluciones que tienden al punto de equilibrio
x¯ = 0 son aquellas que comienzan sobre la recta determinada por K2 y lo a lo largo de
dicha recta.
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En este caso, el punto cr´ıtico se llama punto de silla y es, evidentemente, un equilibrio
inestable.
3.2.4. Valor propio real repetido (nodo degenerado)
En este caso τ 2 − 4∆ = 0 y hay un u´nico valor propio real de multiplicidad dos:
λ1,2 = λ.
Dos vectores propios linealmente independientes (nodo propio degenerado)
Si se pueden conseguir dos vectores propios K1 y K2 linealmente independientes asocia-
dos al valor propio λ entonces toda solucio´n es de la forma 3.7, que puede reescribirse
como
x = (c1K1 + c2K2)e
λt.
En este caso el punto cr´ıtico x¯ = 0 se dice nodo propio, nodo degenerado o punto
estrella y es estable o inestable segu´n λ < 0 o λ > 0 respectivamente.
K1
K2
Figura 3.2.2: Nodo propio degenerado.
Un solo vector linealmente independiente (nodo impropio degenerado)
En este caso apenas es posible conseguir un vector propio K1 linealmente independiente
asociado al valor propio λ. Las soluciones, segu´n la fo´rmula 3.8, son de la forma:
x = c1(K1e
λt) + c2(K1te
λt + Peλt).
El comportamiento de todas las soluciones x = x(t) es similar: la recta determinada
por K1 es una as´ıntota y ||x|| → 0 si λ < 0 o ||x|| → ∞ si λ > 0.
Si λ < 0 entonces el punto cr´ıtico x¯ = 0 se llama nodo impropio estable o simplemente
nodo degenerado estable y si λ > 0 el punto cr´ıtico x¯ = 0 se llama nodo impropio
inestable o nodo generado inestable.
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K1
Figura 3.2.3: Nodo impropio degenerado.
3.2.5. Valores propios complejos conjugados (centro, punto de
espiral)
Finalmente, estamos en el caso en el que τ 2 − 4∆ < 0 y los valores propios de A son
complejos conjugados: λ1,2 = a± ib.
Si K1 = B1 + iB2 es un vector propio asociado al valor propio λ1 = a + ib entonces,
por la fo´rmula 3.9 la solucio´n es de la forma
x = c1e
at(B1 cos(bt)−B2 sin(bt)) + c2eat(B2 cos(bt) +B1 sin(bt)).
Valor propio imaginario puro
Cuando τ = 0, λ1 es un imaginario puro y la solucio´n se puede escribir como
x = C1 cos(bt) + C2 sin(bt),
donde C1 y C2 son vectores constantes. Esto implica que todas las soluciones son
perio´dicas con per´ıodo 2pi/b y es fa´cil ver que corresponden a elipses centradas en el
origen.
En este caso el punto cr´ıtico x¯ = 0 se llama centro y la orientacio´n de todas las o´rbitas
es la misma.
Valor propio con parte real no nula
Si τ 6= 0 entonces los valores propios tienen parte real a 6= 0 y las o´rbitas del sistema
son espirales que se alejan o acercan todas al punto cr´ıtico x¯ = 0 debido al te´rmino eat
que aparece en la solucio´n.
El punto cr´ıtico se llama un punto espiral y es estable cuando λ < 0 e inestable cuando
λ > 0.
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Cuando el punto espiral es estable se le llama tambie´n sumidero espiral y cuando es
inestable fuente espiral.
Figura 3.2.4: Centro y punto de espiral.
3.3. Clasificacio´n y estabilidad de puntos cr´ıticos
(∆ = 0)
Cuando el sistema plano es x˙ = f(x) = Ax con A una matriz singular (i.e. det(A) =
∆ = 0) entonces es un resultado elemental del a´lgebra lineal que hay una infinidad de
puntos cr´ıticos (soluciones a Ax = 0) adema´s del origen x = 0.
Las soluciones en la seccio´n 3.1.2 siguen siendo va´lidas en este caso, aunque se advierte
ya de la ecuacio´n caracter´ıstica 3.5 que los valores propios son λ1 = 0 y λ2 ∈ R.
Consideramos a continuacio´n varios casos.
3.3.1. A es la matriz cero (A = 0)
En este caso todo punto x ∈ R2 es un punto cr´ıtico, as´ı que toda trayectoria en el
plano de fase es trivial.
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3.3.2. λ1 = 0, λ2 < 0
Es posible demostrar que en este caso el sistema es topolo´gicamente equivalente (ver
[19, p. 239]) a uno con matriz de coeficientes
A =
( −1 0
0 0
)
.
Por lo tanto, el diagrama de fase es similar a la figura siguiente, donde todo punto
(0, x2) es de equilibrio.
3.3.3. λ1 = 0, λ2 > 0
De nuevo, como en [19, p. 239], es posible verificar que este sistema es topolo´gicamente
equivalente a uno con matriz de coeficientes
A =
(
1 0
0 0
)
.
Por lo tanto, el diagrama de fase es similar a la figura siguiente, donde todo punto
(0, x2) es de equilibrio pero el sentido de las flechas es contrario al del caso anterior.
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3.3.4. λ1 = λ2 = 0
En este caso tanto ∆ como τ son nulos. Esto es, a11a22−a12a21 = 0 y tambie´n a11+a22 =
0. Es posible analizar el comportamiento de las soluciones y puntos de equilibrio a partir
de estas ecuaciones considerando los distintos casos a11 = 0 o a11 6= 0, etc.
Sin embargo, cualquiera sea el caso el sistema es equivalente (ver [19, teorema 8.16
p. 239]) a uno con matriz de coeficientes
A =
(
0 1
0 0
)
,
cuyo diagrama de fase aparece es como a continuacio´n.
Nota 4.
Aunque no se dijo expl´ıcitamente para cada caso, es claro que todos los puntos de
equilibrio son inestables si ∆ = 0.
3.4. Criterio de estabilidad para sistemas lineales
Resumimos los resultados de las dos secciones previas:
Teorema 3.4.1 (Criterio de estabilidad para sistemas lineales).
Sea x˙ = f(x) = Ax un sistema plano lineal y x¯ un punto de equilibrio del mismo.
(a) Si det(A) 6= 0 y todos los valores propios de A tienen parte real negativa o son
imaginarios puros, x¯ = 0 es un punto cr´ıtico asinto´ticamente estable (y por tanto
estable).
(b) Si det(A) = 0 o hay valores propios de A con parte real positiva, el punto cr´ıtico
x¯ es inestable.
Debido a lo anterior a menudo la clasificacio´n de puntos cr´ıticos y estabilidad se realiza
segu´n los valores propios de A tengan o no parte real no nula.
Definicio´n 3.4.1 (Matriz hiperbo´lica).
Decimos que A es hiperbo´lica si todos sus valores propios tienen parte real no nula.
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Con esta definicio´n, notamos que la estabilidad de un punto de equilibrio de un sistema
lineal con matriz de coeficientes hiperbo´lica depende exclusivamente del signo de la
parte real.
4 Sistemas No Lineales
Consideramos en este cap´ıtulo sistemas planos auto´nomos x˙ = f(x) donde f es una
funcio´n no necesariamente lineal en x = (x1, x2).
Supondremos f de al menos clase C1 de manera que sea posible considerar la linea-
lizacio´n de f mediante su derivada (matriz jacobiana) y estudiar las propiedades de
este sistema lineal con el objetivo de deducir informacio´n sobre el comportamiento del
sistema original.
A continuacio´n formalizamos el concepto de linealizacio´n mediante expansio´n en serie
de Taylor (seccio´n 4.1).
4.1. Linealizacio´n
Consideremos un sistema plano como en la ecuacio´n 2.3, de la forma
(4.1) x˙ = f(x) = (f1(x1, x2), f2(x1, x2)),
donde f es una funcio´n arbitraria de clase C1.
En este caso no necesariamente el sistema tiene un punto cr´ıtico en x = 0 y mucho
menos debe ser el u´nico.
Ejemplo 4.1.1.
Como vimos en el ejemplo 2.4.1, el pe´ndulo matema´tico esta´ descrito por la ecuacio´n
diferencial de segundo orden x¨+sin(x) = 0 que puede escribirse en forma vectorial con
x = (x1, x2) como
x˙1 = x2
x˙2 = − sin(x1).
Por lo tanto el pe´ndulo matema´tico tiene un punto cr´ıtico en (x1, x2) = (0, 0) pero
tambie´n en todos los puntos (npi, 0) para n ∈ Z.
Supongamos entonces que x1, x2, ..., xn, ... son puntos cr´ıticos del sistema x˙ = f(x) y
que son aislados (es decir, existe una vecindad Vi de x
i donde xi es el u´nico punto
cr´ıtico).
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Sea x¯ uno de estos puntos cr´ıticos y supongamos que f es diferenciable en x¯. Entonces
podemos expandir f como serie de Taylor alrededor de f y escribir para x cerca de x¯:
(4.2) f(x) = f(x¯) +Df(x¯)(x− x¯) + h(x)
donde ||h(x)
x−x¯ || → 0 cuando x→ x¯.
Ahora, como x¯ es un punto cr´ıtico entonces f(x¯) = 0 y la fo´rmula 4.2 se reduce a
(4.3) f(x) = Df(x¯)(x− x¯) + h(x).
Por lo tanto, el sistema no lineal, cerca de x¯ es
x˙ = f(x) = Df(x¯)(x− x¯) + h(x).
Si a continuacio´n introducimos el cambio de coordenadas y = x− x¯ entonces tenemos
(4.4) y˙ = Df(x¯)y + g(y).
En la ecuacio´n 4.4, g(0) = 0 y Dg(0) = 0 as´ı que el Teorema del Valor Medio implica
que g(y) es “pequen˜o” en comparacio´n a y cerca del origen. Ma´s precisamente, dado
m > 0 existe δ > 0 tal que
||g(y)|| ≤ m||y||
siempre que ||y|| < δ.
En otras palabras, g(y) puede hacerse tan pequen˜o como se desee tomando y suficien-
temente pequen˜o. Por esta razo´n resulta natural pensar que la estabilidad de x¯ pueda
describirse en te´rminos del sistema lineal
(4.5) y˙ = Df(x¯)y.
Si Df(x¯) es invertible, el u´nico punto cr´ıtico es y¯ = 0 y puede clasificarse segu´n los
criterios vistos en la seccio´n 3.2. Se quisiera poder llegar a las mismas conclusiones
para x¯, pero esto no sera´ siempre posible como se vera´ ma´s adelante.
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4.2. Criterio de estabilidad para sistemas no lineales
A partir de la linealizacio´n de f en un punto cr´ıtico x¯ es posible a veces determinar la
estabilidad del mismo de manera ana´loga al caso lineal (teorema 3.4.1).
El siguiente teorema, cuya prueba puede encontrarse en [19, p. 267,272], describe la
estabilidad en dos casos particulares.
Teorema 4.2.1 (Criterio de estabilidad para sistemas no lineales).
Sea f de clase C1, x˙ = f(x) un sistema plano y x¯ un punto cr´ıtico del mismo.
(a) Si todos los valores propios de Df(x¯) tienen parte real negativa, entonces x¯ es un
punto cr´ıtico asinto´ticamente estable (y por lo tanto, estable).
(b) Si al menos un valor propio de Df(x¯) tiene parte real positiva entonces x¯ es un
punto cr´ıtico inestable.
Ejemplo 4.2.1.
Conside´rese el sistema no lineal
x˙1 = x
2
1 + x
2
2 − 6
x˙2 = x
2
1 − x2 .
Los puntos cr´ıticos son (
√
2, 2) y (−√2, 2) y la matriz jacobiana Df(x) esta´ dada por
Df(x) =
(
2x1 2x2
2x1 −1
)
.
Sean
A1 = Df((
√
2, 2)) =
(
2
√
2 4
2
√
2 −1
)
, A2 = Df((−
√
2, 2)) =
( −2√2 4
−2√2 −1
)
.
A1 tiene un valor propio real positivo pues det(A1) < 0 as´ı que puede concluirse que
(
√
2, 2) es un punto cr´ıtico inestable. Por otro lado, A2 tiene determinante positivo
y traza negativa, as´ı que ambos valores propios tienen partes reales negativas. Por el
criterio de estabilidad, (−√2, 2) es un punto cr´ıtico estable.
Aunque au´n no podemos asegurarlo (ma´s adelante se hara´) podr´ıamos pensar que el
punto cr´ıtico (−√2, 2) es un punto de espiral. Este ser´ıa el caso si el sistema fuera
lineal y, como ilustra la figura 4.2.1, la evidencia nume´rica refuerza esta idea.
No´tese que el teorema 4.2.1 no ofrece informacio´n alguna para cuando hay valores
propios con parte real nula. Esto no es casualidad pues en tal caso no es posible
determinar la naturaleza del punto cr´ıtico a partir de la linealizacio´n, como ilustra el
siguiente ejemplo.
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Figura 4.2.1: ♣ Diagrama de fase en cercan´ıas del punto cr´ıtico (−√2, 2).
Ejemplo 4.2.2.
Sea µ ∈ R arbitrario y consideremos el sistema no lineal
x˙1 = x2 + µx1(x
2
1 + x
2
2)
x˙2 = x1 + µx2(x
2
1 + x
2
2).
La linealizacio´n del sistema en el punto cr´ıtico x¯ = 0 es x˙ = Df(x¯)x =
(
0 1
−1 0
)
x,
sin importar el valor de µ. Los valores propios de Df(x¯) son λ1,2 = ±i, de manera que
no podemos utilizar el criterio de estabilidad pues tienen parte real nula. La razo´n la
ofrece el siguiente argumento.
Notemos que
d
dt
(x21 + x
2
2) = 2µ(x
2
1 + x
2
2)
2.
Entonces, si µ < 0, ||x(t)|| → 0 cuando t→∞ y por lo tanto x¯ = 0 es asinto´ticamente
estable. Si en cambio µ > 0 entonces ||x(t)|| → ∞ cuando t → ∞ y el punto cr´ıtico
x¯ = 0 resulta ser inestable.
Esta dependencia de µ no aparece en la linealizacio´n del sistema y por lo tanto este
ejemplo demuestra que el teorema 4.2.1 es tan preciso como es posible.
4.3. Clasificacio´n de puntos cr´ıticos
Quisie´ramos repetir la clasificacio´n hecha en la seccio´n 3.2 para los puntos cr´ıticos de
sistemas no lineales y nombrar los puntos cr´ıticos como nodos, puntos de silla, centros,
etc.
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Por supuesto, la idea es utilizar la linealizacio´n para tal fin, sin que sea necesario
resolver el sistema de manera expl´ıcita.
Desde el principio sabemos que esta tarea no es tan sencilla como en el caso lineal:
el ejemplo 4.2.2 demuestra que cuando hay valores propios con parte real nula no
podemos ni siquiera determinar utilizando solo la matriz jacobiana la estabilidad del
punto cr´ıtico, mucho menos deducir si se trata de un centro, punto espiral, nodo, etc.
Por el contrario, si se vuelve al diagrama de fase del ejemplo 4.2.1 notamos que no
so´lo pudimos deducir, utilizando el criterio de estabilidad, la estabilidad de los puntos
cr´ıticos sino que estos coinciden, adema´s con el tipo de punto cr´ıtico del sistema linea-
lizado. Por ejemplo, para x¯ = (−√2, 2) el sistema lineal tiene un punto de espiral y
este es el mismo comportamiento que presenta el punto cr´ıtico en el sistema no lineal.
Podr´ıa pensarse, entonces, que las dificultades aparecen u´nicamente cuando la matriz
jacobiana Df(x¯) no es hiperbo´lica, es decir, tiene valores propios con parte real nula
y que, en caso contrario, las soluciones del sistema no lineal tienen el mismo compor-
tamiento geome´trico que las del sistema lineal correspondiente. En efecto, este es el
caso, como se vera´ a continuacio´n.
4.3.1. Puntos cr´ıticos hiperbo´licos
Definicio´n 4.3.1.
Un punto cr´ıtico x¯ de un sistema plano x˙ = f(x) es hiperbo´lico si la matriz jacobiana
en ese punto, Df(x¯) es hiperbo´lica (tiene valores propios todos con parte real no nula).
Ya sabemos del ejemplo 4.2.2 que en puntos cr´ıticos no hiperbo´licos puede ser im-
posible conocer el comportamiento de las soluciones en vecindad del mismo a partir
de la linealizacio´n. El caso es contrario cuando se trata de puntos hiperbo´licos, como
demuestra el siguiente teorema.
Teorema 4.3.1 (Hartman-Grobman).
Sea f de clase C1 y x¯ un punto cr´ıtico hiperbo´lico del sistema plano x˙ = f(x). Enton-
ces hay una vecindad de x¯ en la cual x˙ = f(x) es topolo´gicamente equivalente a su
linealizacio´n x˙ = Df(x¯)x.
Demostracio´n. Ver [5, p. 136]. 
El teorema anterior garantiza, entonces, que para puntos cr´ıticos hiperbo´licos el com-
portamiento del sistema no lineal cerca del punto es “ide´ntico” al del sistema lineal
correspondiente y por tanto todas las nociones antes vistan coinciden.
Para puntos cr´ıticos no hiperbo´licos es necesario utilizar otras te´cnicas (o hallar las
soluciones del sistema) para determinar el comportamiento. Dentro de estas te´cnicas
se encuentra el me´todo directo de Lyapunov que ataca el problema de la estabilidad
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directamente sobre la ecuacio´n en cuestio´n en lugar de su linealizacio´n. Aunque esto
pareciera muy adecuado, se requiere de ciertas funciones (conocidas como “funcio-
nes de Lyapunov”) cuya existencia no esta´ garantizada y que, en general, no pueden
construirse de manera meto´dica. Para ma´s detalles al respecto pueden revisarse las
referencias [19, p. 277] o [27].
Combinando el teorema 4.3.1 con el criterio de estabilidad (teorema 4.2.1) es posi-
ble construir la tabla 4.3.1, que clasifica los equilibrios de sistemas no lineales (por
supuesto, tambie´n aplica para lineales).
Vlrs propios Df Linealizacio´n Sistema no lineal
Tipo Estabilidad Tipo Estabilidad
Equilibrios Hiperbo´licos
λ1 > λ2 > 0 nodo I. nodo I.
λ1 < λ2 < 0 nodo A. E. nodo A. E.
λ2 < 0 < λ1 punto silla I. punto silla I.
λ1,2 = a± ib, a > 0 punto espiral I. punto espiral I.
λ1,2 = a± ib, a < 0 punto espiral A. E. punto espiral A. E.
Equilibrios no Hiperbo´licos
λ1 = λ2 > 0 nodo propio/impropio I. nodo/punto espiral I.
λ1 = λ2 < 0 nodo propio/impropio A. E. nodo/punto espiral A. E.
λ1,2 = ±ib centro E. centro/punto espiral ?
Tabla 4.3.1: Clasificacio´n de equilibrios en sistemas no lineales.
5 Teorema de Poincare´-Bendixson
5.1. Conjuntos l´ımite y nociones ba´sicas
Ya hemos encontrado diversos tipos de o´rbitas en sistemas planos: o´rbitas constantes
de la forma γx¯ = {x¯} en el caso de equilibrios x¯, o´rbitas perio´dicas y o´rbitas que se
“alejan” hacia infinito. De hecho la situacio´n es ma´s rica, existen o´rbitas l´ımites a las
cuales se acercan arbitrariamente o´rbitas cercanas (por ejemplo, vistas en el diagrama
de fase 2.4.4). Esto no es inusual y se trata de hecho de una situacio´n t´ıpica en el plano.
Hemos estudiado tambie´n lo que sucede con soluciones que empiezan “cerca” de puntos
de equilibrio y hemos visto que algunas tienden a dichos puntos de equilibrio cuando
t→∞ (o ma´s precisamente t→ βx0) cuando los puntos son asinto´ticamente estables,
se alejan (cuando los equilibrios son inestables) o corresponden a o´rbitas perio´dicas en
el caso de equilibrios que son centros.
Formalizamos esto con el concepto de α-l´ımite y ω-l´ımite.
Definicio´n 5.1.1.
Sean x ∈ R2, φ(t, x) el flujo a trave´s de x e Ix = (αx, βx) el intervalo (posiblemente
infinito) de definicio´n de la solucio´n a trave´s de x garantizada por el teorema de
existencia.
(a) y ∈ R2 se dice un punto α-l´ımite de x si existe una sucesio´n de tiempos {tk}k ⊆ Ix
tal que tk → αx y φ(tk, x)→ y cuando k →∞.
(b) z ∈ R2 se dice un punto ω-l´ımite de x si existe una sucesio´n de tiempos {tk}k ⊆ Ix
tal que tk → βx y φ(tk, x)→ z cuando k →∞.
Al conjunto de todos los puntos α-l´ımite de x se le llama conjunto α-l´ımite de x y se
denota por α(x). Ana´logamente, ω(x) denota al conjunto de todos los puntos ω-l´ımite
de x, llamado conjunto ω-l´ımite de x.
Debido a que si x es un punto de la o´rbita γ entonces φ(t, x) ∈ γ para todo t por
definicio´n de o´rbita, utilizamos indistintamente la notacio´n ω(x) u ω(γ) para denotar
el conjunto l´ımite de dicha o´rbita.
Ahora, la discusio´n precedente implica que las o´rbitas γ cercanas a puntos de equilibrio
asinto´ticamente estables x¯ tienen conjunto l´ımite ω(γ) = {x¯}. Si x¯ no es asinto´tica-
mente estable podr´ıa suceder que γ sea no acotada (y se aleja a infinito), γ es perio´dica
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y en este caso coincide con su conjunto l´ımite ω(γ) o bien, γ se acerca arbitrariamente
a otra o´rbita τ que debe ser perio´dica.
Este tipo de comportamientos l´ımite de las o´rbitas se han evidenciado hasta ahora en
los ejemplos estudiados pero resulta que, de hecho, el comportamiento de las o´rbitas en
el plano es siempre uno de este tipo, como asegura el Teorema de Poincare´-Bendixson
que probaremos en la seccio´n siguiente.
Sin pe´rdida de generalidad trabajaremos u´nicamente con las semio´rbitas positivas γ+
(obviando t < 0) y solo con conjuntos ω-l´ımite. Resultados ide´nticos aplican para
conjuntos α-l´ımite y semio´rbitas negativas γ− generalmente con tan solo “reversar” el
tiempo con una transformacio´n t 7→ −t.
Introducimos ahora la nocio´n de conjunto invariante.
Definicio´n 5.1.2.
Un conjunto A ⊆ R2 es invariante respecto al sistema x˙ = f(x) si φ(t, x) ∈ A para
todo x ∈ A y t ∈ Ix.
Equivalentemente, A es un conjunto invariante si es una unio´n de o´rbitas.
Lema 5.1.1.
Sea γ+(x) la semio´rbita positiva de un punto x ∈ R2. Si γ+(x) es acotada entonces:
(a) ω(x) es no vac´ıo, compacto y conexo.
(b) d(φ(t, x), ω(x))→ 0 cuando t→∞.
(c) ω(x) es un conjunto invariante del sistema plano. En particular, si y ∈ ω(x) en-
tonces γ+(y) ⊆ ω(x).
Demostracio´n. (a) Sea x ∈ R2. Probaremos que: (i) ω(x) es no vac´ıo, (ii) acotado (iii)
cerrado (iv) conexo.
(i) Construimos la sucesio´n (xi) definida por xi := φ(i, x), i ∈ N. Como {xi}i ⊆
γ+(x) y γ+(x) esta´ acotada por hipo´tesis entonces la sucesio´n tambie´n esta´ acotada.
Por lo tanto, existe una subsucesio´n convergente, digamos, a p. Claramente, p ∈
ω(x) por definicio´n as´ı que ω(x) 6= ∅.
(ii) Si ω(x) fuera no acotado entonces existir´ıan sucesiones (ti) tales que φ(ti, x)
es no acotada cuando i → ∞ (o de lo contrario ω(x) ser´ıa acotado), pero como
φ(ti, x) ∈ γ+(x) para todo i entonces esto implica que la semio´rbita positiva γ+(x)
es no acotada, una contradiccio´n.
(iii) Que ω(x) es cerrado se sigue de un t´ıpico argumento de puntos l´ımites tomando
una sucesio´n yi ∈ ω(x) que converge a p y considerando las respectivas sucesiones
φ(t
(i)
k , x) tales que φ(t
(i)
k , x)→ yi cuando i→∞. Se puede construir entonces una
sucesio´n de algunos de tales t
(i)
k tal que φ(t
(i)
k , x)→ p, probando as´ı que p ∈ ω(x).
44 5 Teorema de Poincare´-Bendixson
(iv) Para ver que ω(x) es conexo supongamos que ω(x) = A∪B con A,B subcon-
juntos no vac´ıos, acotados, cerrados y disjuntos de Rn. Como A y B son cerrados
y disjuntos entonces d(A,B) = δ > 0. Ya que A y B esta´n formados por puntos
ω-l´ımite entonces existen sucesiones de tiempos (tAi ) y (t
B
i ) tales que
d(A, φ(tAi , x)) <
δ
2
, y d(B, φ(tBi , x)) <
δ
2
lo que implica que
d(A, φ(tBi , x)) >
δ
2
.
Por continuidad de la funcio´n distancia d y φ se sigue que existe una sucesio´n (τj)
de tiempos tal que
d(A, φ(τj, x)) =
δ
2
.
Como (φ(τj, x))j es una sucesio´n acotada debe tener una subsucesio´n convergente.
Podemos suponer que (φ(τj, x))j misma converge a z cuando j →∞ , pero entonces
z ∈ ω(x) por definicio´n y z satisface que d(z, A) = δ/2 de manera que z /∈ A y
tambie´n
d(z,B) ≥ d(A,B)− d(z, A) = δ/2
as´ı que z /∈ B. Esto es una contradiccio´n pues ω(x) = A ∪B.
(b) Veamos ahora que d(φ(t, x), ω(x)) → 0 cuando t → ∞. Supongamos que no,
entonces existe δ > 0 y una sucesio´n (ti) tal que
d(φ(ti, x), ω(x)) ≥ δ > 0.
Como la sucesio´n (φ(ti, x)) esta´ en un conjunto acotado admite una subsucesio´n
convergente. Sin pe´rdida de generalidad podemos suponer que (φ(ti, x)) misma es
convergente, digamos, a p cuando t→∞. Claramente p ∈ ω(x) pero entonces por
la desigualdad anterior y la continuidad de la distancia d y φ debe tenerse que
d(p, ω(x)) > 0,
una contradiccio´n pues p ∈ ω(x).
(c) Finalmente veamos que ω(x) es invariante. Consideramos u´nicamente invariancia
positiva: es decir, debemos ver que dado u ∈ ω(x) entonces todo v = φ(t, u)
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esta´ en ω(x) para t > 0. La invariancia negativa (es decir, para t < 0) se prueba
ana´logamente.
Por definicio´n existe una sucesio´n ti tal que
xi = φ(ti, x)→ u
cuando i→∞. Consideramos la sucesio´n
yi := φ(t, xi) = φ(t, φ(ti, x)).
Como φ es continua en ambos argumentos entonces
yi → φ(t, u) = v
cuando i→∞.
Pero tambie´n φ(t, φ(ti, x)) = φ(t+ ti, x) por la propiedad de semigrupo del espacio
de tiempos de un sistema dina´mico. Esto implica que si hacemos τi := t + ti
entonces
φ(τi, x)→ v
cuando i→∞ lo que significa que v ∈ ω(x) por definicio´n de punto de ω-l´ımite.

Corolario 5.1.1 (Transitividad).
Sean x, y, z ∈ R2. Si z ∈ ω(y) y y ∈ ω(x) entonces z ∈ ω(x).
5.2. Teorema de Poincare´-Bendixson
Como hemos dicho, el Teorema de Poincare´-Bendixson permite clasificar completa-
mente el comportamiento l´ımite de la o´rbita de cualquier punto x ∈ R2 en un sistema
dina´mico plano.
La idea es que la o´rbita γ(x) de un punto x puede ser no acotada (en cuyo caso, la
o´rbita se “aleja” a infinito) o bien es acotada y sucede una de dos posibilidades: el
conjunto l´ımite ω(γ) consta de un nu´mero finito de puntos cr´ıticos y γ tiende a uno de
ellos cuando t→∞ o ω(γ) es una o´rbita perio´dica.
Por supuesto si γ ya es una o´rbita perio´dica entonces γ = ω(γ). En caso contrario, nos
encontramos precisamente con lo que se conoce como o´rbita “l´ımite” que es necesaria-
mente perio´dica.
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Que el sistema dina´mico sea plano es de vital importancia: este tipo de comportamiento
es exclusivo de los sistemas dina´micos planos y la razo´n de esto yace en el Teorema de
la Curva de Jordan (ver [15, 35]) que aplica u´nicamente sobre R2.
En el camino a la prueba del teorema de Poincare´-Bendixson, utilizaremos la nocio´n
de segmento transversal.
Definicio´n 5.2.1.
Un segmento cerrado rectil´ıneo L es transversal a x˙ = f(x) si el vector f no se anula
en L (no hay equilibrios en L) y es no tangente a L en todo punto de L.
L
x0 φ(t, x
0)
Es claro que en vecindad de un punto regular x (es decir, f(x) 6= 0) siempre es posible
construir un segmento transversal L por la continuidad de f .
El resultado clave que involucra conjuntos ω-l´ımite y transversales es el siguiente.
Lema 5.2.1.
Sea p ∈ ω(x) y L un segmento transversal a trave´s de p. Para todo  > 0 existe una
vecindad V(p) tal que toda o´rbita que pasa a trave´s de un punto interior de V(p) para
t = 0 cruza a L para algu´n tiempo s, |s| < .
Demostracio´n. Sea a ∈ R2 un vector ortogonal al segmento L, de manera que para
todo punto q ∈ L se tiene
〈a, q − p〉 = 0.
Definamos la funcio´n g(x, s) por
g(x, s) := 〈a, φ(s, x)− p〉.
Claramente g es suave y esta´ definida cerca de (p, 0) y g(p, 0) = 0. Adema´s, gs(p, 0) =
〈a, f(p)〉 6= 0 pues L es un segmento transversal a f .
Bajo estas hipo´tesis el teorema de la funcio´n impl´ıcita (ver [35, 15]) garantiza la exis-
tencia de una funcio´n τ : x 7→ τ(x) suave tal que τ(p) = 0 definida en una vecindad
V(p) y tal que en dicha vecindad se satisface
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g(x, τ(x)) = 0.
O lo que es lo mismo, si y es cualquier punto en V(p) entonces con el tiempo s = τ(y)
se obtiene que φ(s, y) esta´ en L.

Proposicio´n 2.
Dado x ∈ R2 y un segmento transversal L la interseccio´n ω(x) ∩ L contiene a lo ma´s
un punto.
Demostracio´n. Supongamos que ω(x)∩L es no vac´ıo y sea q ∈ ω(x)∩L. Por definicio´n
de ω-l´ımite existe una sucesio´n tk de tiempos tal que φ(tk, x) → q cuando k → ∞.
Por el lema anterior para cada uno de estos tk existe un sk con |sk| > |tk| tal que
xk = φ(tk + sk, x) esta´ en L.
Consideramos dos casos:
(i) Si (xk)k es una sucesio´n constante entonces la o´rbita de x es perio´dica y ω(x) = γ(x),
as´ı que el ω-l´ımite de x solo puede intersectar a L en el valor constante (xk)k y por lo
tanto ω(x) ∩ L = {q}.
(ii) Si (xk)k no es constante consideremos dos puntos sucesivos xk y xk+1 donde ω(x)
intersecta a L, como en la figura 5.2.1. Como L es transversal a f entonces a lo largo
de L el campo vectorial f debe apuntar en una direccio´n diferente a la de L (esto pues
L no es tangencial a f en ningu´n punto) y adema´s debe hacerlo siempre en esa misma
direccio´n ya que de lo contrario, por continuidad de f , ser´ıa posible encontrar z ∈ L
tal que f(z) = 0, lo que contradice la definicio´n de L.
Ahora, el segmento de o´rbita entre xk y xk+1 junto con el segmento rectil´ıneo entre
esos dos puntos forma una curva cerrada C. Como consecuencia del Teorema de la
Curva de Jordan, esta curva C divide al plano R2 en dos componentes conexas: una
acotada y otra no acotada.
Dependiendo de la ubicacio´n de xk y xk+1 sobre L y debido a la direccio´n de f so-
bre dicha transversal las u´nicas posibilidades son que la semio´rbita positiva γ+(xk)
este´ siempre contenida en la componente acotada o siempre contenida en la no aco-
tada, como ilustra la figura 5.2.1. En cualquier caso, debe tenerse que la siguiente
interseccio´n xk+2 se encuentre por fuera del segmento entre xk y xk+1, lo que obliga a
que los puntos xk, xk+1 y xk+2 este´n ordenados en la transversal L.
En estas condiciones (xk)k es una sucesio´n mono´tona sobre un segmento rectil´ıneo y
puede tener, por tanto, a lo ma´s un punto de acumulacio´n en L, como se quer´ıa probar.
Esto es, ω(x) ∩ L = {q}.

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L
xk
xk+1
xk+2
L
xk
xk+1
xk+2
Figura 5.2.1: Intersecciones con la transversal L.
Teorema 5.2.1 (Poincare´-Bendixson).
Sea f : R2 → R2 una funcio´n de clase C1. Para el sistema plano x˙ = f(x), si la
semio´rbita positiva γ+(x) de algu´n punto x esta´ acotada y ω(x) no contiene puntos
cr´ıticos entonces ω(x) es una o´rbita perio´dica (o´rbita l´ımite).
Demostracio´n. Del lema 5.1.1 se sigue que ω(x) es no vac´ıo, compacto y conexo. Sea
p ∈ ω(x), se sigue por transitividad que ω(p) ⊆ ω(x). Ahora sea q ∈ ω(p). Por hipo´tesis,
q no es un punto cr´ıtico as´ı que existe un segmento transversal a f , L, a trave´s de q.
Como q ∈ ω(p) existe una sucesio´n de tiempos (tk) tal que φ(tk, p)→ q cuando k →∞.
Por el lema 5.2.1 podemos suponer de una vez que φ(tk, p) ∈ L para todo k ∈ N.
Ahora, como p ∈ ω(x) entonces γ+(p) ⊆ ω(x) por lema 5.1.1. Esto es lo mismo que
φ(tk, p) ∈ ω(x) para todo k ∈ N.
Ahora, como φ(tk, p) ∈ ω(x) ∩ L entonces por la proposicio´n precedente,
φ(tk, p) = q ∀k ∈ N.
Esto implica que γ(p) es una o´rbita perio´dica y ya sabemos que γ(p) ⊆ ω(x). Resta
probar la otra contencio´n. Si ω(x)\γ(p) 6= ∅ entonces como ω(x) es conexo se sigue
que cada vecindad de γ(p) contiene puntos de ω(x) que no esta´n en γ(p). Ahora, estas
vecindades pueden tomarse suficientemente pequen˜as para que no contengan puntos
cr´ıticos, de manera que existan segmentos transversales a f , L′ conteniendo uno de
estos puntos que esta´n en ω(x) y un punto de γ(p). Por lo tanto ω(x) ∩ L′ contiene al
menos dos puntos pues γ(p) ⊆ ω(x) pero esto contradice la proposicio´n anterior. Debe
tenerse entonces que ω(x)\γ(p) = ∅ as´ı que ω(x) = γ(p), es decir, el ω-l´ımite de x es
una o´rbita perio´dica.

Estamos en condiciones de probar que las u´nicas posibilidades para los conjuntos ω-
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l´ımite de una o´rbita son las consideradas al inicio del cap´ıtulo como ejemplos t´ıpicos.
Corolario 5.2.1.
Sea f : R2 → R2 de clase C1. Para el sistema plano x˙ = f(x) si la semio´rbita positiva
γ+ de un punto x esta´ contenida en un conjunto compacto K de R2 donde hay a lo
ma´s un nu´mero finito de puntos cr´ıticos, entonces se cumple alguno de estos:
(a) ω(γ+) consiste de un solo punto cr´ıtico y γ+ se aproxima a este cuando t→∞;
(b) ω(γ+) es una o´rbita perio´dica;
(c) ω(γ+) consiste de un nu´mero finito de puntos cr´ıticos y o´rbitas que tienden a estos
puntos cuando t→ ±∞.
Demostracio´n. (a) Como ω(γ+) ⊆ γ+ ⊆ K entonces ω(γ+) contiene a lo ma´s un
nu´mero finito de puntos cr´ıticos. Si contiene alguno entonces debe ser necesaria-
mente un solo punto cr´ıtico pues ω(x) es conexo (no puede ser unio´n de varios
puntos cr´ıticos). Claramente γ+ tiende a este punto cr´ıtico cuando t→∞.
(b) Supongamos ahora que ω(γ+) no contiene puntos cr´ıticos. Por teorema 5.2.1 ω(γ+)
debe ser una o´rbita perio´dica.
(c) Suponemos ahora que ω(γ+) contiene un nu´mero finito de puntos cr´ıticos pero
ninguna o´rbita perio´dica. Sea γ0 cualquier o´rbita en ω(γ
+). Por el caso (a) debe
tenerse que α(γ0) o ω(γ0) consisten de un u´nico punto cr´ıtico y por lo tanto γ0
tiende a uno de estos cuando t→ ±∞.

Ejemplo 5.2.1.
Consideremos el sistema en coordenadas polares dado por
(5.1)
r˙ = r(1− r)
θ˙ = 1.
El diagrama de fase de este sistema es el mostrado en la figura 5.2.2.
Es fa´cil verificar que ω(x) = S1 para todo x, donde S1 es el c´ırculo de radio 1 con
centro en el origen. Con esto sabemos, de antemano, de la existencia de un ciclo l´ımite
en este sistema (a saber, S1).
Las ecuaciones 5.1 permiten este ana´lisis por su naturaleza sencilla, pero podemos
corroborar este hecho a trave´s del teorema 5.2.1 utilizando u´nicamente el acotamiento.
Para ello consideramos el anillo
A :=
{
x ∈ R2 : 1
2
< ||x|| < 2
}
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Figura 5.2.2: Diagrama de fase de la ecuacio´n 5.1.
que corresponde a la regio´n polar 1
2
< r < 2 y θ ∈ [0, 2pi].
Para r = 1/2 se tiene r˙ = 1/4 > 0 y para r = 2 se tiene r˙ = −2 < 0 lo que implica
que toda o´rbita que entre a A debe permanecer en A para t ≥ 0. Por ejemplo, si tal
o´rbita ingresara a A desde “adentro” (cruzando r = 1/2) y se acercara a la frontera
r = 2 entonces la condicio´n r˙ < 0 implicar´ıa que r debe disminuir sobre dicha o´rbita,
es decir, la o´rbita debe “introducirse” de nuevo en A. La condicio´n r˙ > 0 en r = 1/2
obliga tambie´n a que la o´rbita no pase al disco interior r < 1/2 y por tanto permanezca
siempre dentro del anillo A.
Esta situacio´n es ilustrada en la figura 5.2.3.
En particular, cualquier semio´rbita positiva γ+(x) de un punto x ∈ A esta´ contenida
en A, que es acotado, y por tanto es acotada. Como adema´s es claro que el origen es el
u´nico punto cr´ıtico del sistema se sigue del teorema de Poincare´-Bendixson que ω(x)
es una o´rbita perio´dica para todo x ∈ A. Esto es, un ciclo l´ımite.
Figura 5.2.3: Comportamiento cualitativo cerca de la frontera de A.
6 Bifurcaciones
Ya hemos estudiado y clasificado el comportamiento cualitativo global de sistemas
lineales y local en sistemas no lineales, cerca de puntos cr´ıticos. En general, en pre-
sencia de equilibrios hiperbo´licos esta clasificacio´n esta´ completa. En caso contrario es
necesario hacer un ana´lisis propio del sistema.
Consideramos ahora sistemas que dependen de un para´metro λ, de la forma
(6.1) x˙ = f(x, λ).
Podr´ıa ocurrir que al variar el para´metro λ los puntos cr´ıticos del sistema 6.1 aparezcan
o desaparezcan, se estabilicen o desestabilicen o cambien de tipo y, en consecuencia, el
comportamiento cualitativo del sistema (su diagrama de fase) cambie notablemente.
Ya en el ejemplo 4.2.2, vimos un sistema en el que siempre aparece el punto cr´ıtico
x = 0 pero e´ste cambia de estabilidad segu´n el para´metro µ sea positivo, negativo o
nulo.
Las otras posibilidades mencionadas tambie´n pueden ocurrir en otros sistemas planos.
Definicio´n 6.0.2.
Sea f una funcio´n que depende continuamente tanto de x como del para´metro λ. Si un
cambio suave en λ produce un cambio cualitativo o topolo´gico en el comportamiento
del sistema plano x˙ = f(x, λ), se dice que ha ocurrido una bifurcacio´n.
Las bifurcaciones pueden clasificarse como locales o globales:
Una bifurcacio´n local ocurre cuando el cambio en el para´metro causa un cambio
en la estabilidad de un punto de equilibrio.
Es claro, entonces, que bifurcaciones locales se presentan cuando el sistema linea-
lizado en vecindad de un punto cr´ıtico tiene valor propio con parte real que pasa
por 0. Esto es, una bifurcacio´n local ocurre en (x0, λ0) siempre que Df(x0, λ0)
tenga un valor propio con parte real nula.
Las bifurcaciones locales pueden determinarse a trave´s del estudio de la estabi-
lidad del sistema.
En contraste, las bifurcaciones globales no dependen de la estabilidad local pues
se refieren a cambios cualitativos en el comportamiento dentro de conjuntos in-
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variantes ma´s grandes como lo son ciclos l´ımite o trayectorias que se extienden
una distancia grande.
La aparicio´n de algunas de estas bifurcaciones (en particular las relacionadas con ciclos
l´ımite) requieren que el sistema tenga, cuando menos, dos dimensiones. En particular,
la existencia de ciclos l´ımite es el teorema de Poincare´-Bendixson (ver teorema 5.2.1)
as´ı que este tipo de bifurcaciones ocurren u´nicamente desde sistemas planos en ade-
lante.
6.1. Bifurcaciones esencialmente unidimensionales en
sistemas 2-dimensionales
Consideramos a continuacio´n algunas bifurcaciones que aparecen tambie´n en sistemas
dina´micos 1-dimensionales.
6.1.1. Bifurcacio´n silla-nodo
Ocurre cuando dos puntos cr´ıticos colisionan a medida que el para´metro λ cambia y
se anulan el uno al otro.
El ejemplo protot´ıpico de una bifurcacio´n silla-nodo es el siguiente.
Ejemplo 6.1.1.
x˙1 = λ− x21 x˙2 = −x2.
Los puntos cr´ıticos del sistema son (
√
λ, 0) y (−√λ, 0).
La matriz jacobiana Df es
Df(±
√
λ, 0) =
( ∓2√λ 0
0 −1
)
,
que tiene valores propios −1 y ∓2√λ.
Si λ > 0 el punto cr´ıtico (
√
λ, 0) es un nodo asinto´ticamente estable y (−√λ, 0)
es un punto de silla inestable.
Mientras λ decrece los puntos se acercan uno al otro y en λ = 0 el sistema tiene
un u´nico punto cr´ıtico (0, 0).
Cuando λ < 0 no hay puntos cr´ıticos.
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bc b
λ > 0 λ = 0 λ < 0
bc b
Figura 6.1.1: Bifurcacio´n de silla-nodo.
Notamos que au´n siendo este un sistema plano, el cambio de dina´mica ocurre exclusi-
vamente en el eje x1.
Por supuesto bifurcaciones de este tipo aparecen en sistemas con una forma ma´s ge-
neral, como en el siguiente teorema.
Teorema 6.1.1.
Consideremos el sistema
x˙1 = F1(x1, x2, λ) x˙2 = −x2 + F2(x1, x2, λ).
con F = (F1, F2) al menos de clase C
1 que satisface que F (x, 0) = f(x) con f(0) = 0
y Df(0) = 0.
Si
∂F1
∂λ
(0, 0, 0) 6= 0 ∂
2F1
∂x21
(0, 0, 0) 6= 0
entonces existe una bifurcacio´n de silla-nodo en λ = 0. Cuando λ
∂F1
∂λ
∂2F1
∂x21
< 0 hay dos
puntos de equilibrio hiperbo´licos (una silla y el otro un nodo asinto´ticamente estable)
y no hay equilibrios cuando λ
∂F1
∂λ
∂2F1
∂x21
> 0.
Demostracio´n. Ver [19, p. 316]. 
6.1.2. Bifurcacio´n transcr´ıtica
A diferencia de la bifurcacio´n silla-nodo, en una bifurcacio´n transcr´ıtica un punto
cr´ıtico existe para todo valor del para´metro λ pero intercambian su estabilidad con
otro punto cr´ıtico luego de la “colisio´n” entre ellos.
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Ejemplo 6.1.2.
x˙1 = λx1 − x21 x˙2 = −x2.
Los puntos cr´ıticos son u = (0, 0) y v = (λ, 0). La matriz jacobiana de f es
Df(x1, x2) =
(
λ− 2x1 0
0 −1
)
.
Si λ > 0 entonces (0, 0) es un punto de silla y (λ, 0) es un nodo asinto´ticamente
estable.
Cuando λ = 0 los nodos colisionan en uno solo: (0, 0) que es semiestable.
Cuando λ < 0 la estabilidad se intercambia: (0, 0) es un nodo asinto´ticamente
estable y (λ, 0) un punto de silla.
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Figura 6.1.2: ♣ Diagrama de fase del sistema del ejemplo 6.1.2 antes, durante y despue´s
de una bifurcacio´n transcr´ıtica.
6.1.3. Bifurcacio´n pitchfork
Ocurre en sistemas dina´micos con simetr´ıa. En este tipo de bifurcacio´n el nu´mero de
equilibrios pasa de 1 a 3 cuando se pasa por el valor de bifurcacio´n del para´metro λ y
la estabilidad del equilibrio original cambia.
Cuando los otros dos equilibrios que aparecen son estables la bifurcacio´n se dice su-
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percr´ıtica y se llama subcr´ıtica cuando son inestables.
Ejemplo 6.1.3 (Bifurcacio´n pitchfork supercr´ıtica).
Conside´rese el sistema
x˙1 = λx1 − x31 x˙2 = −x2.
El punto cr´ıtico (0, 0) aparece siempre. Los otros dos posibles puntos cr´ıticos son
(±√λ, 0). La matriz jacobiana de f es
Df(x1, x2) =
(
λ− 3x21 0
0 −1
)
.
Para λ < 0 el u´nico punto cr´ıtico es el origen (0, 0) y Df(0, 0) tiene valores
propios λ < 0 y −1, as´ı que es un nodo asinto´ticamente estable.
Cuando λ > 0 el origen (0, 0) pierde su estabilidad y aparecen dos nuevos puntos
cr´ıticos ubicados sime´tricamente sobre el eje x1. A saber, (
√
λ, 0) y (−√λ, 0).
Como en ambos puntos Df tiene valores propios −2λ y −1, estos puntos cr´ıticos
son estables.
b
λ < 0 λ = 0 λ > 0
b b bcb
Figura 6.1.3: Bifurcacio´n pitchfork supercr´ıtica.
Ejemplo 6.1.4 (Bifurcacio´n pitchfork subcr´ıtica).
Consideramos una pequen˜a modificacio´n del sistema del ejemplo anterior:
x˙1 = λx1 + x
3
1 x˙2 = −x2.
Ahora el punto cr´ıtico (0, 0) aparece siempre y, posiblemente, los otros dos puntos
cr´ıticos (±√−λ, 0).
Cuando λ < 0 hay tres puntos cr´ıticos: (0, 0) y (±√−λ, 0). El origen es estable
y los otro dos puntos cr´ıticos son inestables.
A medida que λ→ 0, los tres puntos cr´ıticos se acercan hasta que “colisionan” y
para λ > 0 el u´nico punto cr´ıtico es el origen (0, 0) con su estabilidad cambiada:
ahora es inestable.
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Como para las bifurcaciones silla-nodo tenemos un criterio para la aparicio´n de bi-
furcaciones pitchfork en sistemas con formas ma´s complicadas que las de los ejemplos
previos.
Teorema 6.1.2.
Conside´rese el sistema plano x˙ = f(x, λ) = f(x1, x2, λ) con f una funcio´n suficien-
temente suave en los tres argumentos. Si −f(x, λ) = f(−x, λ) y se satisfacen las
siguientes condiciones en un λ0:
∂f
∂x1
(0, λ0) = 0,
∂2f
∂x21
(0, λ0) = 0,
∂3f
∂x31
(0, λ0) 6= 0,
y
∂f
∂λ
(0, λ0) = 0,
∂2f
∂λx1
(0, λ0) 6= 0.
Entonces el sistema presenta una bifurcacio´n pitchfork cuando λ pasa a trave´s de λ0 en
el origen. La bifurcacio´n es supercr´ıtica si
∂3f
∂x31
(0, λ0) > 0 y subcr´ıtica si
∂3f
∂x31
(0, λ0) < 0.
Demostracio´n. Ver [36, 40]. 
6.2. Bifurcaciones que requieren al menos dos
dimensiones para ocurrir
Supongamos que un sistema plano x˙ = f(x, λ) que depende de un para´metro λ tiene
un punto fijo en x¯ y que la matriz jacobiana Df(x¯, λ) tiene valores propios µ1, µ2.
Supongamos adema´s que x¯ es estable. Es decir, <(µ1,2) < 0, de manera que los valores
propios se encuentran del lado izquierdo del plano complejo. La u´nica manera en la
que la estabilidad del punto cr´ıtico cambie es cuando estos valores propios (al variar
el para´metro λ) crucen el eje imaginario.
=µ
<µ
=µ
<µ
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En particular, si los valores propios tienen parte imaginaria nula =(µ1,2) = 0 entonces
se encuentran sobre el eje real y la u´nica posibilidad es que cambien de signo, lo que
corresponde a una de las bifurcaciones estudiadas en la seccio´n anterior. De ah´ı que se
dijera que son esencialmente unidimensionales.
Si en cambio los valores propios no tienen parte imaginaria nula, lo que u´nicamente
ocurre en sistemas dina´micos de al menos 2 dimensiones, el comportamiento puede ser
ma´s amplio y, debido a la parte imaginaria, involucrar la aparicio´n o desaparicio´n de
o´rbitas perio´dicas (u o´rbitas l´ımite).
Uno de estas bifurcaciones ma´s comunes es la de Poincare´-Andronov-Hopf, que estu-
diamos a continuacio´n.
6.2.1. Bifurcacio´n de Poincare´-Andronov-Hopf
Queremos ver que´ sucede en vecindad de un equilibrio no hiperbo´lico con valores pro-
pios imaginarios puros. Del teorema de la funcio´n impl´ıcita se sigue que bajo pertur-
baciones pequen˜as de λ del flujo f , el punto cr´ıtico no desaparece y no se crean nuevos
puntos cr´ıticos.
Sin embargo, nada esta´ dicho acerca de la aparicio´n o desaparicio´n de o´rbitas l´ımite.
En la bifurcacio´n de Poincare´-Andronov-Hopf una o´rbita l´ımite aparece “de la nada”
mientras el para´metro λ var´ıa.
El siguiente teorema establece algunas condiciones para que lo anterior ocurra.
Teorema 6.2.1 (Poincare´-Andronov-Hopf).
Sea x˙ = f(x, λ) = A(λ)x + F (x, λ) un sistema dina´mico de clase al menos C3 con
F (0, λ) = 0 y
∂F
∂x1
(0, λ) =
∂F
∂x2
(0, λ) = 0 para todo |λ| suficientemente pequen˜o.
Supo´ngase que la parte lineal A(λ) tiene, en el origen, valores propios α(λ) + iβ(λ)
con α(0) = 0 y β(0) 6= 0. Adema´s, supo´ngase que estos valores propios cruzan el eje
imaginario con velocidad no cero, es decir,
dα
dλ
(0) 6= 0.
Entonces en cualquier vecindad U ⊆ R2 del origen (0, 0) y dado cualquier λ0 > 0 existe
un λ¯ con |λ¯| < λ0 tal que la ecuacio´n diferencial x˙ = A(λ¯) + F (x, λ¯) tiene una orbita
perio´dica no trivial en U .
Demostracio´n. Ver [19, p. 344]. 
Ejemplo 6.2.1.
Regresamos al oscilador de Van der Pol, introducido en el ejemplo 2.4.3:
x˙1 = x2, x˙2 = −x1 + 2λx2 − x21x2 = (2λ− x21)x2 − x1.
Comprobemos que el oscilador de Van der Pol presenta una bifurcacio´n de Hopf cuando
λ pasa a trave´s de 0.
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En forma matricial:
(
x˙1
x˙2
)
=
(
0 1
−1 2λ
)(
x1
x2
)
+
(
0
−x21x2
)
.
Por lo tanto
A(λ) =
(
0 1
−1 2λ
)
y
F (x, λ) =
(
0
−x21x2
)
que son claramente tres veces continuamente diferenciables en todo R2.
Ahora,
F (0, λ) =
(
0
−x21x2
)
(0,0)
= 0
y
Df(0, λ) =
(
0 0
−2x1x2 −x21
)
(0,0)
=
(
0 0
0 0
)
Los valores propios de la parte lineal A(λ) son λ ± i
√
λ2 − 1
4
as´ı que α(λ) = λ y
β(λ) =
√
λ2 − 1
4
, as´ı que las condiciones α(0) = 0 y β(0) 6= 0 tambie´n se satisfacen.
So´lo resta probar que
dα
dλ
(0) 6= 0 pero esto es claro pues α′(0) = 1.
En estas condiciones tenemos una bifurcacio´n de Poincare´-Andronov-Hopf.
A continuacio´n ofrecemos una forma ma´s elemental de obtener las mismas conclusiones
del ejemplo anterior utilizando u´nicamente el teorema de Poincare´-Bendixson (teorema
5.2.1).
Ejemplo 6.2.2 (Continuacio´n del ejemplo 6.2.1).
Vemos co´mo se comporta la norma ||x(t)|| de las soluciones:
d
dt
||x(t)||2 = d
dt
(x21 + x
2
2) = (4λ− 2x21)x22
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No es dif´ıcil conseguir un conjunto invariante acotado (como en el ejemplo 5.2.1) para
este sistema y la ecuacio´n anterior implica que si λ ≤ 0 entonces todas las soluciones
disminuyen en norma y si λ > 0 todas las soluciones aumentan en norma. El acota-
miento y el teorema 5.2.1 de Poincare´-Bendixson implican que en el primer caso las
o´rbitas deben tender al punto de equilibrio en el origen y en el segundo caso se deben
acercar a un ciclo l´ımite.
λ = −0,1
λ = 0,0
λ = 0,1
λ = 0,3
Figura 6.2.1: ♣ Bifurcacio´n de Poincare´-Andronov-Hopf en el oscilador de Van der Pol.
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6.2.2. Bifurcacio´n silla-nodo de ciclos
En este tipo de bifurcacio´n, relacionada con la bifurcacio´n silla-nodo de puntos cr´ıticos
(seccio´n 6.1.1), dos ciclos l´ımite chocan y se anulan mutuamente.
El siguiente ejemplo ilustra la situacio´n.
Ejemplo 6.2.3.
Conside´rese el sistema (en forma polar)
(6.2)
r˙ = λr + r3 − r5
θ˙ = 1 + r2
.
Notemos primero que la ecuacio´n r˙ = λr + r3 − r5, considerada en s´ı misma como
un sistema dina´mico de una dimensio´n, sufre una bifurcacio´n de silla-nodo cuando
λ = λ¯ = −1
4
. Este es el mismo valor de λ cr´ıtico que consideraremos para el sistema
bidimensional.
Vale la pena anotar que el sistema tambie´n sufre una bifurcacio´n de Hopf cuando λ = 0
pero no es este el feno´meno de intere´s en este caso particular. Supondremos entonces
que λ < 0 en todo momento y nos concentramos en el comportamiento alrededor del
centro en (0, 0). Empezamos por notar que este punto cr´ıtico permanece estable y no
participa en la bifurcacio´n.
Cuando λ < λ¯ no hay o´rbitas c´ıclicas alrededor del origen.
En λ = λ¯, un ciclo l´ımite semiestable aparece.
Para λ > λ¯ este ciclo se separa en otros dos ciclos l´ımite: uno estable y otro
inestable.
λ < −1/4 λ = −1/4 0 > λ > −1/4
7 Acerca de DYNAMITE
DYNAMITE es una herramienta de software que fue desarrollada por el autor de la
presente monograf´ıa como una forma dida´ctica de apoyo para el trabajo con sistemas
dina´micos planos, los continuos en particular y que fue utilizada para generar todos
los diagramas de fase en este documento.
La inspiracio´n para DYNAMITE se encuentra en Phaser [23], software que acompan˜a
al libro “Dynamics and Bifurcations” [19] de J. Hale y H. Koc¸ak o puede adquirirse
tambie´n a trave´s del sitio web.
Phaser ha evolucionado durante an˜os hasta convertirse en un completo paquete de
software para la simulacio´n de todo tipo de sistemas dina´micos y no se encuentra
limitado u´nicamente a sistemas planos. En estas condiciones DYNAMITE no apunta
a replicar la funcionalidad que se encuentra ya en Phaser, sino ma´s bien proveer una
base so´lida sobre la cual pudiera llegar a construirse una aplicacio´n comparable, pero
a trave´s de una filosof´ıa muy diferente a la de los autores de Phaser: la del software
libre.
En consecuencia, DYNAMITE no tiene costo alguno y su co´digo fuente se encuentra
disponible en l´ınea [37] para ser reutilizado o modificado por quien as´ı lo desee sin
restriccio´n alguna.
Au´n cuando el autor considera que el alto costo de software especializado como Phaser
esta´ muchas veces bien justificado, en la mayor´ıa de las ocasiones impide que sea
adquirido por estudiantes universitarios, quienes se esperar´ıa fueran sus principales
usuarios. Aunque es una visio´n ambiciosa, DYNAMITE pretende ayudar a cerrar esta
brecha entre software comercial y libre al menos en el a´rea de los sistemas dina´micos,
donde en la actualidad hay muy pocas posibilidades para quienes no cuenten con
suficientes recursos econo´micos o el conocimiento computacional para hacer sus propias
rutinas de software.
En particular, en cuanto a software gratuito, la mayor´ıa del co´digo disponible es de
cara´cter acade´mico [16, 10, 12, 13] y no se refiere nunca a una aplicacio´n destinada
a usuarios finales, o requiere para su ejecucio´n de entornos de cara´cter pago como
MATLAB o Mathematica.
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Figura 7.0.1: ♣ Conjunto de Julia para c = 0,835−0,2321i generado con DYNAMITE.
7.1. Resumen de caracter´ısticas
A continuacio´n hacemos una lista, no extensiva, de las principales caracter´ısticas dis-
ponibles al momento en DYNAMITE.
DYNAMITE es software libre: su distribucio´n y modificacio´n esta´ permitida sin
restricciones.
Debido a su disen˜o, basado en el lenguaje de programacio´n Python [32] y la
librer´ıa multiplataforma Qt [33], DYNAMITE puede ser ejecutado -sin modifi-
cacio´n- en cualquier sistema Mac OS X, Linux o Windows.
DYNAMITE tiene una interfaz moderna y produce gra´ficas vectoriales con an-
tialiasing [2] de nivel apto para publicacio´n que pueden ser personalizadas en
cuanto a tipo de l´ıneas, color, etc.
DYNAMITE soporta una amplia gama de funciones esta´ndar como lo son fun-
ciones exponenciales, trigonome´tricas, etc. que pueden ser utilizadas en las ex-
presiones matema´ticas que se ingresan en la aplicacio´n.
En este momento, cualquiera de los siguientes gra´ficos puede ser generado por
DYNAMITE:
• Campos de pendientes asociadas a un sistema dina´mico.
• O´rbitas arbitrarias de un sistema dina´mico plano continuo para constituir
un retrato de fase.
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• Conjuntos de Julia [9, 29] asociados a sistemas dina´micos complejos discre-
tos obtenidos por iteracio´n a partir del polinomio cuadra´tico fc(z) = z
2 + c,
z ∈ C.
DYNAMITE permite utilizar dos tipos de integradores diferentes para aproximar
nume´ricamente las soluciones de los sistemas de ecuaciones diferenciales involu-
crados: un me´todo Runge-Kutta combinado de o´rdenes 4 y 5 [22, p. 518, 14] y
el me´todo “backward Euler” [22, p. 584, 8]. De esta manera DYNAMITE trata
con ecuaciones “stiff” [18, 22, p. 583] y “non-stiff” [17].
7.2. Ejemplos de uso de DYNAMITE
A continuacio´n desarrollamos un par de ejemplos para ilustrar los principios de fun-
cionamiento de DYNAMITE.
Ejemplo 7.2.1 (Sistema Dina´mico Plano).
Consideremos el sistema dina´mico no lineal descrito por las ecuaciones
(7.1)
x˙1 = x2 − x32
x˙2 = −x1 − x22
DYNAMITE, para facilitar la introduccio´n de texto en la aplicacio´n, utiliza la conven-
cio´n de llamar x e y a las variables involucradas en el sistema (si se trata de un sistema
de ecuaciones diferenciales) en lugar de x1 y x2 como en este texto. En consecuencia,
las derivadas x˙1 y x˙2 corresponden en DYNAMITE a dx/dt y dy/dt respectivamente.
Para introducir las ecuaciones 7.1 se puede recurrir al ı´tem de menu´ Plots – New
Equation o bien utilizar el atajo de teclado Ctrl + N (o Cmd + N si se trata de un
sistema operativo OS X), como en la figura 7.2.1.
Por defecto, DYNAMITE interpreta esta instruccio´n, como es de esperarse, como un
sistema de ecuaciones diferenciales y por tanto genera un campo de pendientes, como
lo ilustra la figura 7.2.2.
DYNAMITE deja en manos del usuario la tarea de decidir cua´les o´rbitas del sistema
dina´mico desea observar: para visualizar una nueva o´rbita el usuario puede moverse
a trave´s de la vista con el cursor y con el click del medio (o la combinacio´n de click
derecho e izquierdo) indicar a DYNAMITE que desea graficar la o´rbita que tiene por
punto inicial aquel donde se hizo click. El procedimiento se puede repetir cuantas veces
se desee para obtener un resultado similar al de la figura 7.2.3.
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Figura 7.2.1: ♣ Pantalla para introduccio´n de ecuaciones de DYNAMITE.
Figura 7.2.2: ♣ Campo de direcciones en DYNAMITE.
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Figura 7.2.3: ♣ Algunas o´rbitas del sistema 7.1 en DYNAMITE.
Ejemplo 7.2.2 (Conjunto de Julia).
DYNAMITE permite graficar tambie´n conjuntos de Julia utilizando la sintaxis JuliaSet(c).
Aqu´ı, c puede ser un valor complejo y es utilizado como para´metro para la familia de
polinomios cuadra´ticos fc(z) = z
2 + c que se iteran para producir el resultado final.
Los puntos cuyas o´rbitas permanecen acotados se colorean de negro y las o´rbitas que
escapan a infinito se omiten.
La figura 7.0.1, ubicada al inicio de esta seccio´n, fue creada con la instruccio´n
JuliaSet(0.835-0.2321j).
7.3. Informacio´n de descarga y licencia
La u´ltima versio´n de DYNAMITE, as´ı como su co´digo fuente, se encuentran disponibles
pu´blicamente en el sitio web https://github.com/jorgeatorres/dynamite.
El co´digo esta´ distribu´ıdo bajo la licencia WTFPL [21]. Queda como ejercicio al lector
revisar las condiciones (¡as´ı como el significado de las siglas!) de la licencia en la
referencia. El creador de la licencia, Sam Hocevar, la define as´ı: “A very permissive
license for software and other scientific or artistic works that offers a great degree of
freedom”.
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