Background
==========

CD4 T-cell count and HIV RNA level (viral load) are the most widely used markers of progression to AIDS and death in HIV-1 infected persons. Investigating their natural course after infection and the effect of covariates on this natural course is of great importance for prognosis, deciding when to start highly active antiretroviral therapy (HAART), and the understanding of marker dynamics after HAART interruption. It is generally agreed that CD4 T-cell count shows a consistent decline after HIV infection. For the evolution of viral load, the setpoint theory was introduced soon after the implementation of HIV RNA assays \[[@B1],[@B2]\]. Three components describe the setpoint behaviour after the high peak reached in the first few weeks after infection: viral load remains relatively stable for a certain period (the \"setpoint\"); individuals who have a higher setpoint level have faster AIDS progression; and shortly before the development of AIDS, viral load rises again. A U-shaped curve has been another way to describe the same phenomenon \[[@B3]\]. As a consequence, individuals with faster AIDS progression have a shorter duration of the plateau phase. The definition of the plateau phase has not been consistent and departure from the plateau phase has been defined as an increase of 0.5 to 1 units from baseline level on the base-10 logarithmic scale \[[@B1],[@B4],[@B5]\]. Aspects of the setpoint theory have been criticized \[[@B6]-[@B10]\]. Alternative reasons have been suggested for the apparent stable level of viral load, including lack of sensitivity and precision of the assay used \[[@B6]\] or selection of specific subgroups and short follow-up \[[@B8]\].

The predictive value of the level in viral load reached shortly after seroconversion has been shown convincingly before \[[@B11],[@B12]\]. The aim of this study was to reconsider the two other aspects of the HIV RNA setpoint theory by using a method that allows for a direct comparison of the evolution of two or more markers. By evaluating marker evolution on a scale that is related to progression to AIDS, changes in a marker that do not lead to a change in AIDS risk were considered as clinically irrelevant and therefore seen as stable. The evolution of both markers was modeled and compared from seroconversion onwards and also during the last four years prior to AIDS diagnosis.

Results
=======

General characteristics
-----------------------

The 400 persons contributed 2192 person-years of follow-up and 166 AIDS events. Average follow-up time was 6.0 years for the Amsterdam cohort (maximum 14.0 years) and 5.4 years for the French cohort (maximum 9.3 years). We had 6761 CD4 and 3807 HIV RNA measurements. Of the latter, 9% (n = 344) were below the detection limit. Only 183 individuals had HIV RNA measurements in the first six months after seroconversion (with a maximum of four per individual). For individuals who started ART during follow-up (n = 202), the average time from seroconversion to ART administration was 4.1 years. Six percent of the records were obtained from individuals receiving ART with at least two drugs (mainly Zidovudine (AZT), Didanosine (ddI) or Zalcitabine (ddC) and 0.5% from patients receiving more than two drugs); 22% were obtained under monotherapy (mainly AZT), and the remaining 72% were obtained from persons while not on ART. ART had no significant effect on CD4 T-cell count, but did affect HIV RNA level (table [1](#T1){ref-type="table"}). The estimated effect is slightly lower than the one presented by Hubert et al. \[[@B7]\].

###### 

Estimates of ART effects on base-10 logarithm of HIV RNA level and cube root of CD4 T-cell count

                                  HIV RNA   CD4                             
  ------------------------------- --------- ------- ------- ------- ------- ------
  monotherapy (first 6 months)    -0.32     -0.39   -0.24   0.02    -0.05   0.08
  monotherapy (next 6 months)     -0.12     -0.21   -0.02   -0.02   -0.11   0.06
  dual therapy (first 6 months)   -0.33     -0.47   -0.18   0.05    -0.06   0.15
  dual therapy (next 9 months)    -0.25     -0.42   -0.08   -0.08   -0.22   0.06

Marker evolution from seroconversion onwards
--------------------------------------------

The evolution of CD4 T-cell count and viral load over time after seroconversion is shown graphically in the figures [1](#F1){ref-type="fig"} and [2](#F2){ref-type="fig"}. Since the effects of cube root of CD4 T-cell count and base-10 logarithm of viral load on AIDS risk showed almost no deviations from linearity, this scale is used in the graphs. However, corresponding backtransformed CD4 T-cell counts are shown on the y-axis. Since the effect of changes in CD4 count on AIDS risk is much larger at low counts than at high counts, changes at high counts give smaller changes in the graph.

![**CD4 count patterns over time after seroconversion**. Scatterplot of CD4 T-cell count values after seroconversion (grey points), together with the fitted least squares curve (i.e. average CD4 T-cell count *values*; thin grey line) and the fitted curve from the random effects model (i.e. average CD4 T-cell count *patterns*; thick black line, with 95% confidence intervals). Average patterns for the groups defined by progression times (in years) are shown as well (dashed grey lines).](1742-4690-4-65-1){#F1}

![**HIV RNA patterns over time after seroconversion**. Scatterplot of HIV RNA *values*after seroconversion (grey points), together with the fitted least squares curve (i.e. average HIV RNA values; thin grey line) and the fitted curve from the random effects model (i.e. average HIV RNA *patterns*; thick black line, with 95% confidence intervals). Average patterns for the groups defined by progression times (in years) are shown as well (dashed grey lines).](1742-4690-4-65-2){#F2}

Individuals with faster AIDS progression have higher HIV RNA level six months after seroconversion. For CD4 T-cell count, this ordering is less clearly present. However, the averaged individual *patterns*for both markers, as derived from the longitudinal approach, are similar after the first six months following seroconversion (thick black lines, with 95% confidence intervals), but of course they trend in opposite directions. Both curves remain fairly stable during the first few years after seroconversion, but curves become increasingly steeper over time. Similarly, for both markers, evolution differs by subgroup as classified by their disease progression: AIDS occurring \<3.5 years (N = 40), 3.5 to 7 years (N = 103), \>7 years after seroconversion (N = 23), and AIDS-free for more than 9 years after seroconversion (N = 36). Individuals with fast progression to AIDS -- i.e., within 3.5 years after seroconversion and, to a lesser extent, between 3.5 and 7 years -- do not have a stable plateau phase for either marker. The trends in average *value*, derived from the repeated cross-sectional approach (thin grey lines), are very different from the averaged patterns. Only a modest decrease in CD4 T-cell count is seen, which levels off at a value of around 300 cells/*μ*L after eight years. For viral load, a very small increase in average value is seen (from 4.32 to 4.54). However, the estimated curve at later time points suffers from survivorship bias, since individuals with fast disease progression do not contribute to the estimate.

The effects of time-updated marker values on AIDS risk are used to directly compare average patterns of CD4 T-cell count and HIV RNA level on a common scale (figure [3](#F3){ref-type="fig"}). Numbers on the y-axis are interpreted as follows. Table [2](#T2){ref-type="table"} gives the change in relative AIDS risk per unit change in cube root of CD4 T-cell count and base-10 logarithm in viral load, based on a time-dependent Cox proportional hazards model. Changes in both marker patterns over time after seroconversion correspond to changes in AIDS risk, as shown on the left y-axis. Marker levels at seroconversion (excluding the initial peak for HIV RNA level) have been chosen as reference values (i.e. relative risk 1). Note that a logarithmic scale is used, since this describes the linear effects in a Cox proportional hazards model. For example, over the first four years following seroconversion, the average CD4 T-cell count pattern shows a decline from 656 cells/*μ*L to 364 cells/*μ*L, which implies a drop of 656^1/3^-- 364^1/3^= 1.55 on the cube root scale. This corresponds to a exp(0.5801 × 1.55) = 2.46-fold increase in AIDS risk. The average viral load over the same time span shows an increase by 0.19, corresponding to an exp(1.422 × 0.19) = 1.3-fold increase in risk. In order to double the AIDS risk, the cube root of the CD4 T-cell count should decrease by log(2)/0.5801 = 1.19 (since exp(0.5801 × 1.19) = 2), whereas the base-10 logarithm of viral load should increase by log(2)/1.422 = 0.49. On the right y-axis, the values of CD4 count (on original scale) and viral load (on base-10 logarithmic scale) corresponding with changes in relative risk are shown (again with fitted marker values at seroconversion as reference value). It is seen that the average decrease in CD4 T-cell count over the first ten years induces a much stronger increase in AIDS risk than does the average increase in viral load. Since average viral load remains more stable than CD4 T-cell count on the AIDS-risk scale, one may say that it exhibits more setpoint behavior. However, this difference between the curves actually increases over time after seroconversion: the relative risk ratio RR(CD4)/RR(RNA) increases from exp(0.5801 × 1.55)/exp(1.422 × 0.19) = 1.88 at four years to exp(4.126)/exp(1.919) = 9.09 at ten years after seroconversion.

###### 

Parameter estimates for time-updated marker effects on AIDS risk, based on bivariable model for both markers

             -CD4^1/3^   95% CI       log10 RNA   95% CI
  ---------- ----------- ------------ ----------- ------------
  *β*        0.58        0.46--0.70   1.42        1.05--1.79
  exp(*β*)   1.79        1.59--2.02   4.15        2.85--5.98

![**Marker evolution on the AIDS hazard scale**. Average marker evolution after seroconversion, represented on AIDS risk scale (grey area: 95% CI). Left y-axis shows effects of fitted average marker patterns on AIDS hazard, relative to hazard at average values at seroconversion (656 cells/*μ*L for CD4 T-cell count and 10^4.3^= 19952 copies/mL for HIV RNA level). Right y-axis shows corresponding fitted marker values over time after seroconversion. Dashed grey line shows CD4 effect standardized to HIV RNA value ten years after seroconversion (i.e. the CD4 curve is moved downward, such that it corresponds with the HIV RNA curve at ten years after seroconversion; the 95% CI is rescaled as well).](1742-4690-4-65-3){#F3}

For a direct comparison of the form of both curves, we also show the CD4 trajectory, standardized to the HIV RNA level ten years after seroconversion (i.e. the values in the CD4 curve are divided by 9.09 on the relative risk scale, such that values are the same at ten years after seroconversion). It is seen that, during the first years, average standardized CD4 T-cell count increases a little bit more than average viral load does, but differences are small and far from significant (confidence intervals overlap in figure [3](#F3){ref-type="fig"}).

The variance of the residual error term for CD4 T-cell count ranged from 0.91 before 1988 to 0.54 after 1991 (on the cube root scale). For viral load, the variance of the residual error term was 0.49 (on the base-10 logarithmic scale). Hence, using that 95% of the short term variation and measurement error is between the range -1.96 × standard deviation and +1.96 × standard deviation, on the logarithmic relative AIDS risk scale, this corresponds to 1.422 × 2 × 1.96 × 0.49 = 3.9 for viral load and 0.5801 × 2 × 1.96 × 0.54 = 1.7 to 0.5801 × 2 × 1.96 × 0.91 = 2.2 for CD4 T-cell count. Hence, CD4 T-cell count can be measured more reliably than viral load.

Marker evolution before AIDS diagnosis
--------------------------------------

In the model of marker evolution during the four years preceding AIDS diagnosis, the fitted HIV RNA increase (on the base-10 logarithmic scale) was 0.167 (95% CI 0.101 to 0.231) per year from 4 to 1.5 years before AIDS diagnosis, and 0.223 (95% CI 0.138 to 0.314) per year for the last 1.5 years before AIDS diagnosis. The 0.057 change in slope between the two periods was not statistically significant (95% CI -- 0.065 to 0.182). For CD4 T-cell count, on the other hand, the decline (on cube root scale) changed from -0.43 to -1.27 per year at 1.5 years before AIDS diagnosis, and this change in slope was significant (95% CI 0.66 to 1.02). When evaluated on the logarithmic relative AIDS risk scale, the RNA slope changes from 0.167 × 1.422 = 0.24 to 0.223 × 1.422 = 0.32, whereas the CD4 slope changes from 0.43 × 0.5801 = 0.25 to 1.27 × 0.5801 = 0.74. Hence, CD4 T-cell count and HIV RNA level show similar trends from 4 to 1.5 years before AIDS diagnosis, but during the last 1.5 years CD4 T-cell count changes more rapidly.

Discussion
==========

The aim of the study was to reconsider the existence of a viral load setpoint and compare it with CD4 T-cell evolution after HIV seroconversion. This was done by modeling average trajectories for both markers and presenting results on a common scale as determined by AIDS risk. The HIV RNA setpoint theory has been characterized by three aspects: levels after the initial peak are predictive for subsequent disease progression, a stable plateau phase and an increase shortly before AIDS diagnosis.

Higher predictive value of viral load shortly after seroconversion was not analysed here, since this has been shown convincingly before \[[@B11],[@B12]\]. Note that also in the current analysis average HIV RNA level six months after seroconversion was more clearly associated with time to AIDS than CD4 T-cell count was. However, this result was based on a stratification of marker evolution by progression time to AIDS. In a genuine prediction model, stratification cannot be based on the future.

We modelled the longitudinal evolution of the markers using a scale that is related to AIDS progression. Our analysis showed that both markers revealed similar patterns over time after seroconversion: after a very gradual change in the first few years, the slope became increasingly steeper longer after seroconversion. The same similarity between both markers was found when patients were stratified by progression time. Persons with slower AIDS progression had more stable values for both markers during the first years. Although shapes were similar, the average decline in CD4 count corresponded to a much larger change in AIDS risk than the average increase in viral load did. This difference does not mean that CD4 count has the larger predictive value for AIDS progression. In our model, the markers were used as dependent variables and their evolution was modelled over time. Marker patterns were averaged over all individuals, also the ones who developed AIDS shortly after seroconversion. In a predictive model, a future AIDS event is the dependent variable, and prediction at some point after seroconversion is based on marker values for individuals who are still AIDS free. In the time-dependent Cox analysis (table [2](#T2){ref-type="table"}), the markers were used as predictors, but this model was only used to determine an appropriate scale for the longitudinal marker analysis. Actually, except for the first two years after seroconversion, during which viral load had higher predictive value, the markers have been shown to have similar predictive value for the probability to develop AIDS within three years \[[@B12]\].

With respect to the third part of the setpoint theory, an increase in HIV RNA level was present already several years before AIDS diagnosis, and this slope did not change significantly at 1.5 years before AIDS diagnosis. On the other hand, a strong biphasic pattern was present for CD4 T-cell count.

For the modeling of the CD4 trajectories, the cube root transformation was chosen for its better fit with the random effects model we used. As the same scale turned out to be useful when modeling AIDS risk as a function of CD4 count, it was employed also to present results in figure [1](#F1){ref-type="fig"}. With different clinically relevant end points, like death risk or probability to develop AIDS within a certain time span, a different scale might be more appropriate to present results. However, any clinically relevant scale that represents AIDS or death risk will reflect that changes in CD4 count are more important at low counts than at high counts (see also Geskus et al. \[[@B12]\], in which a fourth root transformation was used).

We argue against the use of cross-sectional methods and scatterplots to describe the marker evolution in situations where marker values affect dropout rate. Results were strikingly different from the longitudinal approach. Since HIV infected individuals with low CD4 T-cell count or high viral load have a higher probability to die of AIDS, slow progressors are overrepresented later after infection, such that curves are biased upwards for CD4 T-cell count and biased downwards for viral load. Also, for studies on the effects of cofactors on marker evolution, the longitudinal random effects approach is preferred. For example, the cross-sectional approach may find no difference in CD4 values between two groups due to cancellation of effects: AIDS mortality at low CD4 count may be higher in the group with the steepest decline, such that the average CD4 value is equal in both groups. Although statistical analyses of marker patterns usually use some sort of longitudinal model, the cross-sectional approach has been applied as well. This holds not only for natural history studies, but also for studies of treatment effect in which part of the study group dies during the trial \[[@B13]\].

We modeled the simultaneous evolution of CD4 and viral load using follow-up data from seroconversion until AIDS diagnosis. The total follow-up is about equal to the median time to AIDS (18 individuals had more than ten years of follow-up). Hence, our results show marker evolution only during the first half of the time-to-AIDS distribution. However, the setpoint theory for viral load was based on data with similar follow-up and introduction of HAART has prevented study of longer-term evolution in a natural history setting.

Conclusion
==========

In summary, by using a common event (AIDS), we were able to directly compare evolution of CD4 T-cell count and HIV RNA level after HIV-1 seroconversion. Shortly after seroconversion, HIV RNA level is more predictive than CD4 T-cell count. However, a definition of setpoint based on the level reached shortly after the primary infection phase has little clinical relevance, since a date of seroconversion is unknown for most diagnosed HIV infected individuals. Also, the effect of sequential treatment interruptions cannot be evaluated based on the return to the personal setpoint level, if such level only exists shortly after seroconversion. Since both markers are frequently monitored as part of clinical care, more recent information on marker evolution is available. A setpoint, if defined as a stable level for several years, holds as much for CD4 T-cell count as for viral load, and only for a subgroup of HIV infected individuals. Such a setpoint does not preclude the need for frequent monitoring of viral load in making the decision to start HAART, since the stable phase may end at any time. Since CD4 T-cell count can be measured more reliably than viral load (a maximum of 2.2 versus 3.9), the end of the stable phase may be more dificult to detect for viral load, which makes frequent monitoring even more important for viral load than for CD4 T-cell count. The third aspect of the setpoint concerns the change from a stable phase to an increase in viral load shortly before AIDS diagnosis. We did not find a stable phase for any of the markers in the last four years before AIDS, but the evolution of CD4 T cell count is more biphasic than the evolution of HIV RNA.

Methods
=======

Data
----

We used data from two different sources, the Amsterdam Cohort Study (ACS) among homosexual men and the French ANRS SEROCO Cohort Study. Informed consent was obtained from all participants.

Started in 1984, the ACS has required that participants be free of AIDS-defining conditions at entry. In our analysis, we included those with a period between the last HIV-seronegative test and the first HIV-seropositive test of not more than two years; we imputed their seroconversion date via conditional mean imputation \[[@B14]\]. Follow-up data from hospitals was added to ACS data.

The French SEROCO cohort started in 1988, has enrolled HIV-infected, non-haemophiliac adults referred from 17 hospitals and a network of private practitioners. For reasons of homogeneity, we analyzed only homosexual men from the cohort. Like the ACS men, they had no more than two years between the date of last HIV-seronegative test and date of first HIV-seropositive test. Their date of seroconversion had been imputed as described in Hubert et al. \[[@B15]\].

Data was drawn from the start of each study until HAART was widely introduced in the two countries: July 1st, 1996 in the Netherlands and February 1st, 1996 in France. In total, we used data from 400 persons (126 from Amsterdam and 274 from France). The same data were previously used to investigate the causal pathways of the effects of age and three genetic cofactors on AIDS development \[[@B16]\].

Laboratory methods
------------------

All CD4 lymphocyte counts were obtained prospectively. In Amsterdam, they were measured in one laboratory, where single indirect immunofluorescence staining on Ficoll-isolated peripheral blood mononuclear cells was used until May 1988 and thereafter a double direct staining method. The Coulter Epics flow cytometer was used until 1991, then replaced by a FASCAN. Each day, CD4 samples were compared with values from healthy HIV-negative controls. In France, CD4 T-cell count measurements originated from 17 laboratories, so changes in method occurred more gradually. All HIV-1 RNA levels were determined retrospectively from stored sera. In France, the three participating university labs used reverse transcriptase-polymerase chain reaction (Amplicor HIV-1 Monitor assay, Roche Molecular Systems, Neuilly-sur-Seine, quantification threshold 200 copies/mL). In Amsterdam, one laboratory performed all HIV RNA assays. Most (83.6%) of the measurements were based on the NASBA technique (NASBA HIV-1 RNA QT; Organon Teknika, Boxtel, The Netherlands, quantification threshold 1000 copies/mL). The remaining were based on the Amplicor (2.4%) or the Nuclisens (14%) technique. Since the Amplicor test gives lower values, a correction factor was applied (on base-10 logarithmic HIV-RNA scale: 3.5--4.5: +0.04; 4.5--5.5: +0.22; \>5.5: +0.29 \[[@B17]\]).

Statistical methods
-------------------

A bivariate quadratic random effects model was used to describe the simultaneous evolution of CD4 T-cell count and viral load after HIV-1 seroconversion (as in Geskus *et al*. \[[@B16]\]). The trajectory of each marker was thereby allowed to follow a polynomial trend over time since seroconversion, which can differ per individual. The six parameters per individual (the intercept, slope, and quadratic term for each marker) were assumed to originate from a multivariate normal distribution. The mean of this distribution yields the average trajectories at the population level. HIV RNA levels below the detection limit were treated as left-censored \[[@B18]\]. Since the viral load peaks shortly after infection, we allowed for a change in the slope of viral load evolution at six months after seroconversion (for CD4 T-cell count, no temporary drop was seen in our data). We only used data from the pre-HAART era. Still, less potent anti-retroviral therapy (ART) may have had some temporary effect on marker evolution. The effect of ART was incorporated as in Hubert *et al*. \[[@B7]\]. Zidovudine monotherapy was allowed to affect both marker levels for one year, with a change in effect after six months. In the case of dual therapy, the second period lasted for nine months instead of six. Contrary to Hubert *et al*., effect sizes were estimated from our data. We included a calendar time effect for both average CD4 T-cell count and the variance of the residual (measurement) error term. Changes in 1988 and 1991 for Amsterdam correspond with changes in laboratory methods. For France, where CD4 data originate from different laboratories, we assumed a change in 1991, resulting in about equal number of measurements in both periods. Moreover, we allowed each laboratory to measure, on average, a different value for CD4 T-cell count (random laboratory effect). Since HIV RNA values were measured retrospectively within a short time period in only a few laboratories, no change occurred in laboratory method. Therefore, we assumed the standard deviation for the residual error term of viral load to remain constant. However, we included a calendar period effect on the overall level, since viral load was measured retrospectively from stored samples that may yield different values depending on their age. To describe the simultaneous evolution of CD4 T-cell count and viral load in the four years preceding AIDS diagnosis, a linear random effects model was fitted to the marker data from the subset of individuals with an AIDS diagnosis. In order to detect a change in marker trend shortly before AIDS diagnosis, the slope was allowed to change at 1.5 years before AIDS diagnosis.

In all random effects models, marker values were transformed in order to provide a better fit: the base-10 logarithm of viral load and the cube root of CD4 T-cell count (CD4^1/3^) were used \[[@B19]\]. The clinically relevant marker scale on which results are evaluated was determined by modeling the effect of time-updated marker values on AIDS risk in a Cox proportional hazards model. Fitted marker values based on the random effects estimates were used, and functional form was established via low-rank thin-plate splines \[[@B20]\]. Marker evolution over time was depicted graphically such that changes in marker value that induce similar changes in relative AIDS risk have equal distance. Presence of a more or less stable level was investigated. Average curves were shown for the whole population and for four subgroups of individuals designated by their disease progression \[[@B9]\]: AIDS occurring \<3.5 years, 3.5 to 7 years or \>7 years after seroconversion, and AIDS-free for more than 9 years after seroconversion.

Also, results from this longitudinal approach, describing average marker *patterns*, were compared with our results from a repeated cross-sectional approach. The repeated cross-sectional approach summarizes the available marker *values*at each point in time for the individuals who are still alive and in follow-up: a least squares curve or a lowess curve is fitted through the scatterplot data \[[@B7],[@B21],[@B22]\]. In a discrete version of this approach, the mean or median marker value over time periods of equal length (usually a year) is computed and these values are connected over time \[[@B23]-[@B25]\]. Whereas the repeated cross-sectional approach quantifies the change in average marker value over time, the longitudinal approach quantifies the average change in marker value over time; note the different position of \"average\".

CD4 T-cell count and HIV RNA level cannot be compared directly. However, using our AIDS risk scale, the average trajectories of the two markers were compared in one graph.

We used a Bayesian approach for estimation of the parameters, starting with non-informative priors. We used a random effects selection model similar to the one used by Faucett & Thomas \[[@B26]\], except that ours included the evolution of viral load. Posterior distributions were obtained via Markov chain Monte Carlo methods, using the WinBUGS program \[[@B27],[@B28]\]. Three chains were generated, based on different sets of starting values. Parameter estimates are the medians of the posterior distributions. The range from the 2.5% to the 97.5% quantile is used to quantify the uncertainty in the parameter estimates. This range can be interpreted as a 95% confidence intervals (CI) and will be referred to as such. If the value \"zero\" is outside this interval, the effect is seen as statistically significant.

### Model in formula form

In formula form, the model for the concurrent evolution of the markers is

$$$$

with

$$\begin{matrix}
{\left. {(a_{1}^{i},b_{1}^{i},c_{1}^{i},a_{2}^{i},b_{2}^{i},c_{2}^{i})}^{T} \right.\sim\mathcal{N}({(\alpha_{1}(l),\beta_{1},\gamma_{1},\alpha_{2}^{\text{site}},\beta_{2},\gamma_{2})}^{T},\Sigma)} \\
{\left. \alpha_{1}(l_{F}) \right.\sim\mathcal{N}(\mu_{F},\sigma_{\text{lab}}^{2})} \\
{\alpha_{1}(l_{A}) = \mu_{A}} \\
{\left. \varepsilon_{1}(t) \right.\sim\mathcal{N}(0,\sigma_{\text{cal}}^{2})} \\
{\left. \varepsilon_{2}(t) \right.\sim\mathcal{N}(0,\tau^{2})} \\
\end{matrix}$$

and all *ε*~1~and *ε*~2~independent. *ε*~1~and *ε*~2~model measurement error and short-term variation. The $a_{k}^{i}$, $b_{k}^{i}$ and $c_{k}^{i}$, *k*= 1, 2 describe the individual random effects. We allow the HIV-1 RNA level to have a different slope in the first six months after seroconversion (parameter *δ*~2~). Finally, the effects of calendar period and ART use on CD4 T-cell count and HIV-1 RNA level are represented by $\theta_{k}^{\text{cal}}$ and $\zeta_{k}^{\text{ART}}$.

The effect of the markers on the hazard of AIDS was described in a Cox model via

$$\lambda^{i}(t) = \lambda_{0}(t)\exp\left\{ g(a_{1}^{i} + b_{1}^{i}t + c_{1}^{i}t^{2}) + \text{h}(a_{2}^{i} + b_{2}^{i}t + c_{2}^{i}t^{2}) \right\},$$

where *g*and *h*describe smooth trends on AIDS risk for CD4 T-cell count and HIV RNA level, using low-rank thin-plate splines \[[@B20]\].
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