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Motivated by the theory of knots, Geck and Lambropoulou studied so-called
Markov traces on the Iwahori–Hecke algebra Hn of type Bn. These traces depend
on two parameters and are linear combinations of the irreducible characters of Hn,
where the coefﬁcients are called weights. Orellana determined the weights explic-
itly for certain special choices of the parameters. In this article, we derive from
Orellana’s result a formula for the weights in general. As an application, we obtain a
new proof of Hoefsmit’s formulas for the generic degrees of Hn. Finally, we present
a conjectural formula for weights of Markov traces on Ariki–Koike algebras. © 2001
Academic Press
1. INTRODUCTION AND MAIN RESULTS
Let Wn be the ﬁnite Coxeter group of type Bn (n 1), with genera-
tors t s1     sn−1 and deﬁning relations given as follows. We have t2 = 1,
s21 = · · · = s2n−1 = 1, and the homogeneous relations:
ts1ts1= s1ts1t tsi = sit for i 2
sisi+1si= si+1sisi+1 for i 1 sisj = sjsi if i− j 2
h
Let Hn be the corresponding generic Iwahori–Hecke algebra over the
ﬁeld K = Qq of rational functions in two indeterminates Qq. As
a K-algebra, Hn is given by a presentation with identity element T1 and
generators Tt Ts1     Tsn−1 , where the deﬁning relations are
T 2t = QT1 + Q− 1Tt T 2si = qT1 + q− 1Tsi for 1 in− 1
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and homogeneous relations analogous to those in (h). Then, Hn in fact has
a standard basis indexed by the elements of Wn, which is written in the
form Tw  w ∈ Wn
. (For these general facts, we refer to [4, Sect. 68].)
It is known that Hn is a split semisimple algebra and that the simple
Hn-modules have a natural parametrization by the set n consisting of all
pairs of partitions αβ such that α + β = n. These facts were estab-
lished by Hoefsmit in his thesis [8]; for proofs in the more general case of
cyclotomic algebras see [1]. We denote
IrrHn = χαβ  αβ ∈ n

where χαβ denotes the irreducible character afforded by the simple
Hn-module labelled by αβ ∈ n.
Any irreducible character is an example of a trace function on Hn. By a
trace function, we mean a K-linear map f  Hn → K such that f hh′ =
f h′h for all h h′ ∈ Hn. The trace functions on Hn form a subspace of the
dual space of Hn. The fact that Hn is split semisimple implies that IrrHn
forms a basis of that subspace. In other words, we have:
1.1. Let f  Hn → K be a trace function. Then, we can write
f = ∑
αβ∈n
ωαβ χαβ with ωαβ ∈ K
The ωαβ are uniquely determined and are called the weights of f .
This article is concerned with the determination of the weights for
a certain class of trace functions which were introduced by Geck and
Lambropoulou in [6] and Lambropoulou [10], as a generalization of
Ocneanu’s trace functions in type An. The motivation for constructing
these traces comes from the theory of knots and links; see [9, 10, 6].
1.2. ([10, 6, Sect. 4]). We have a chain of subgroups W1 ⊂ W2 ⊂
· · · ⊂ Wn and, correspondingly, a chain of subalgebras H1 ⊂ H2 ⊂
· · · ⊂ Hn, where Wm (resp., Hm) is generated by t s1     sm−1 (resp.,
Tt Ts1     Tsm−1 ) for 1mn. Now, let ζ η ∈ K. We say that a trace
function τ Hn → K is a Markov trace with parameters ζ η if τT1 = 1
and the following conditions are satisﬁed. For any 1m < n and h ∈ Hm,
we have
τhTsm = ζ τh and τhT ′m = ητh
where we set T ′m = TsmTsm−1 · · ·Ts1TtT−1s1 · · ·T−1sm−1T−1sm . Then, given ζ η ∈ K,
a Markov trace is uniquely determined by the above conditions and con-
versely, there exists a Markov trace for any ζ η ∈ K, but we do not need
this existence result here.
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Remark 1.3. The subgroup of Wn generated by s1     sn−1 can be nat-
urally identiﬁed with the symmetric group n, where si corresponds to
the basic transposition i i + 1 for 1 in − 1. Then, the subalgebra
Hn ⊆ Hn generated by T1 and all Tsi for 1 in − 1 is the generic
Iwahori–Hecke algebra associated with n. The restriction of a Markov
trace τζη (with parameters ζ η) to Hn only depends on ζ (see [6,
Sect. 4]) and, hence, deﬁnes a trace function τζ Hn → K. This is exactly
the Ocneanu trace constructed in [9, Theorem 5.1]; its weights are described
in [9, Sect. 5]. The irreducible characters of Hn are parametrized by the
partitions of n; we denote by χα the irreducible character labelled by α  n.
Then, we have τζ =
∑
αn ωαζχα, where
ωαζ = qnα
∏
x∈α
q− 1+ qcx − 1ζ
qhx − 1 
Here, we identify α  n with its diagram; i.e., the set of all i j ∈ ×
such that 1 i l and 1 jαi, where α1 · · · αl > 0 are the non-zero
parts of α. Using this convention, cx = j − i denotes the content, hx
denotes the hook length of x ∈ α, and nα = ∑li=1i − 1αi. (For these
general combinatorial notions see [13, Chap. I].) A proof of the above
formula can be found in [17, Sect. 3].
1.4. Orellana [15] reproved the existence of Markov traces on Hn by
determining the corresponding weights for the following special choices of
the parameters,
ζ = ζr = qr 1− q
1− qr and η = ηr1 r2 =
Qqr2 + 11− qr1
1− qr − 1
where r1 r2n are integers and r = r1 + r2. As in [15, Sect. 5], we deﬁne,
for any αβ ∈ n,
ωαβr1 r2 = qnα+nβ
(
1− q
1− qr
)n
·
r1∏
i=1
r2∏
j=1
Qqαi−i + qβj−j
Qq−i + q−j
× ∏
1≤i<j≤r1
1− qαi−αj+j−i
1− qj−i ·
∏
1≤i<j≤r2
1− qβi−βj+j−i
1− qj−i 
where we assume that α has r1 parts α1 · · · αr1  0 and β has r2 parts
β1 · · · βr2  0. Then, Orellana shows in [15, Theorem 5.5] that the trace
function,
τr1 r2 =
∑
αβ∈n
ωαβr1 r2χαβ
is a Markov trace with parameters ζr and ηr1 r2.
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Using the above result, we shall determine the weights in general. To
state our main result, we have to introduce some notation.
1.5. For any ﬁnite subsets S T ⊂ 0 with S = r + 1, T  = r, we deﬁne
as in [12, 3.2.2],
DST qu
=
∏
λ λ′∈S λ>λ′
qλ − qλ′  · ∏
µµ′∈Tµ>µ′
qµ − qµ′  · ∏
λµ∈S×T
qλu+ qµ
qf rur21+ur · ∏
λ∈S
λ∏
h=1
qh−1qhu+1 · ∏
µ∈T
µ∏
h=1
qh−1qhu−1+1

where f r = (2r−12 ) + (2r−32 ) + · · · = rr−14r+1/6 and u is an indeter-
minate commuting with q.
Now, let αβ ∈ n. As in [12, 4.6], we associate with αβ two
ﬁnite subsets S T ⊂ 0 with S = T  + 1, as follows. Writing α =
α1 · · · αr+1 0 and β = β1 · · · βr  0) for some large r, we set
S = αi+r−i+1  1 i r+1
 and T = βj+r−j  1 j r

Finally, we deﬁne Dαβ = DST qQq−1 ∈ K and we note that Dαβ
does not depend on the choice of r (see again [12, 4.6]).
Theorem 1.6 Let ζ η ∈ K and deﬁne, for any αβ ∈ n,
Rαβζ η =
∏
x∈α
[
q− 11+ qcxη + qcx − 11+Qqcxζ
]
× ∏
x∈β
[
q− 11−Q−1qcxη + qcx − 11+Q−1qcxζ
]

Then,
τζη =
∑
αβ∈n
DαβRαβζ ηχαβ
is a Markov trace with parameters ζ and η.
The proof is given in Section 2. In particular, this provides a new proof
for the existence of Markov traces on Hn, which is independent of [6].
1.7. Consider the special case where ζ = η = 0 and denote the corres-
ponding Markov trace by τ0. We see in Lemma 2.4 that
τ0T1 = 1 and τ0Tw = 0 for 1 = w ∈ Wn
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Thus, τ0 is the usual symmetrizing trace on Hn; see [4, Sect. 68C] or [7,
Sect. 8.1]. Setting ζ = η = 0 in the formula in Theorem 1.6, we ﬁnd that
τ0 =
∑
αβ∈n
q− 1nDαβ χαβ
Following [3, Sect. 1C], the coefﬁcient of χαβ is called the generic degree,
or relative degree, of χαβ. The above formula is exactly the one that Hoef-
smit proved in [8].1
Remark 1.8. Hoefsmit’s original proof in [8] is purely combinatorial. It
proceeds by a fairly long argument, using induction on n and an explicit
construction of the irreducible representations of Hn (see [1] for a gen-
eralization of that construction). An alternative proof is given by Lusztig
in [12, 9.6], using the representation theory of ﬁnite unitary groups.
Our argument here, inspired by Orellana’s results, gives a new proof of
Hoefsmit’s formula. Orellana’s proof of the existence of Markov traces on
Hn has some very interesting features. The special choices for ζ and η,
together with a suitable specialization of Q as a power of q, allow her to
deﬁne a non-unital injective ring homomorphism from Hn into the generic
Iwahori–Hecke algebra of type Af+n−1, for some large integer f . In this
way, the construction of Markov traces in type B and the determination of
their weights is reduced to the known results in type A; see (1.3). In Sec-
tion 3, we indicate how these methods might be generalized to the Ariki–
Koike algebras deﬁned in [1].
Finally, note that r1 r2 in (1.4) can never be chosen such that ζr =
ηr1 r2 = 0. Thus, the determination of the weights for the trace τ0 in (1.7)
is not covered by Orellana’s results. However, as we shall see, she obtains
the weights for all values of ζ and η in a Zariski dense subset of K × K
and this allows us to establish the general formula in Theorem 1.6.
2. THE PROOF OF THEOREM 1.6
We shall work in the polynomial ring Kz y in two commuting inde-
terminates z y over K. The starting point for the proof of Theorem 1.6
is the observation that, for any αβ ∈ n, the element Rαβζ η ∈ K
is obtained by substituting z → ζ and y → η in a well-deﬁned polyno-
mial Rαβz y ∈ Kz y (which is simply given by the expression in
Theorem 1.6, with ζ replaced by z and η replaced by y).
1This connection between weights of Markov traces and generic degrees was suggested by
Ram and Remmel in [16, Sect. 6], where type An−1 is considered.
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Now we extend scalars from K to Kz y and hence we work within the
Kz y-algebra Kz y ⊗K Hn; we shall regard Hn as a subspace of that
algebra. For any αβ ∈ n, we have a canonical extension of χαβ to a
trace function on Kz y ⊗K Hn, which we denote by the same symbol. We
consider the trace function,
τz y  Kz y ⊗K Hn → Kz y
τz y =
∑
αβ∈n
DαβRαβz yχαβ
The fact that we work over the polynomial ring Kz y allows us to use
specialization arguments. By a specialization, we mean a ring homomor-
phism θ Kz y → K which is the identity on K. Any such specialization
gives rise to a specialized trace function,
τθz θy Hn → K h → θτz yh
Thus, we see that Theorem 1.6 is an immediate consequence of the follow-
ing result.
Theorem 2.1. The trace function τz y :Kz y ⊗K Hn → Kz y is a
Markov trace with parameters z and y; i.e., we have τz yT1 = 1 and
τz yhTsm = z τh and τz yhT ′m = y τzyh
for any 1m < n and h ∈ Hm, where T ′m is deﬁned as in (1.2).
The proof of the above theorem will proceed in a series of auxiliary
results. For this purpose we deﬁne, for any integers r1 r2n,
ζr = qr 1− q
1− qr and ηr1 r2 =
Qqr2 + 11− qr1
1− qr − 1
where r = r1 + r2. Let θr1 r2  Kz y → K be the specialization which sends
z to ζr and y to ηr1 r2.
Lemma 2.2. The set of all pairs ζr ηr1 r2, for r1 r2n and r =
r1 + r2, is a Zariski dense subset of K ×K; i.e., if f ∈ Kz y is a polynomial
such that f ζr ηr1 r2 = 0 for all r1 r2n and r = r1 + r2, then f = 0.
Proof. Assume that the assertion is wrong and let 0 = f ∈ Kz y be
such that f ζr ηr1 r2 = 0 for all r r1 r2 as above. Let us write
f = a0z + a1zy + · · · + amzym with aiz ∈ Kz
where m 0 and amz = 0.
First, we note that the map r → ζr is injective. So, since amz has
only ﬁnitely many roots in K, we can ﬁnd some r0 1 such that
amζr = 0 for all r ≥ r0
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Now, ﬁx r such that r > maxr0m + 2n
. We consider all specializations
θr1 = θr1 r−r1 where n r1 r− n. (Note that r2 = r− r1n.) By the choice
of r, there are at least m+ 1 possible choices of r1. Note also that the values
ηr1 r − r1, for n r1 r − n, are all different. Now, consider the non-zero
polynomial,
fry = a0ζr + a1ζr y + · · · + amζr︸ ︷︷ ︸
=0
ym ∈ Ky
We have frηr1 r − r1 = f ζr ηr1 r − r1 = 0 for n r1 r − n, by
assumption. Thus, fry has at least m+ 1 roots in K, a contradiction.
Lemma 2.3. Assume that we have the following identity in K, for any
r1 r2n and r = r1 + r2,
DαβRαβζr ηr1 r2 = ωαβr1 r2 ∗
where the right-hand side is deﬁned in (1.4). Then, Theorem 2.1 holds.
Proof. This will be based on the following steps. We will ﬁrst show that
the condition that τz y is a Markov trace is equivalent to the validity of
certain identities among polynomials in Kz y. Then, these polynomial
identities will be seen to hold under all specializations θr1 r2 as above, using
(∗). By Lemma 2.2, this will imply the validity of the polynomial identities
themselves.
To simplify notation, let us write Wn = w1 = 1     wl
 and IrrHn =
χ1     χp
. We denote χij = χiTwj  ∈ K. Furthermore, we write
τz y =
p∑
i=1
ωiz yχi ωiz y ∈ Kz y
where ωiz y = DαβRαβz y, if χi = χαβ. Finally, for any wj ∈ Wn
and 1m < n, we can write uniquely,
TwjTsm =
l∑
k=1
amjkTwk and TwjT
′
m =
l∑
k=1
bmjkTwk
with amjk b
m
jk ∈ K. Now, consider the condition that τz yT1 = 1. Express-
ing τz y as a linear combination of the χi, we see that this condition is
equivalent to
p∑
i=1
χi1ωiz y = 1 (1)
Next, consider the condition that τz yhTsm = zτz yh for all 1m < n
and h ∈ Hm. Here, it is certainly enough to take h = Twj where wj ∈ Wm.
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Now, using the above expressions for TwjTsm , we see that this condition is
equivalent to
p∑
i=1
( l∑
k=1
amjk − z δjkχik
)
ωiz y = 0 (2)
for all 1m < n and 1 j l with wj ∈ Wm. Finally, by a similar reasoning,
the condition that τz yhT ′m = yτz yh for all 1m < n and h ∈ Hm is
seen to be equivalent to
p∑
i=1
( l∑
k=1
bmjk − y δjkχik
)
ωiz y = 0 (3)
for all 1m < n and 1 j l with wj ∈ Wm.
The identities (1)–(3) constitute a system of linear equations for the poly-
nomials ωiz y with coefﬁcients in Ky z. The condition that the ωiz y
indeed form a solution for that system of equations is equivalent to the con-
dition that τz y =
∑
i ωiz yχi is a Markov trace with parameters z y.
Now, apply a specialization θr1 r2  Kz y → K with r1 r2n. Using
our hypothesis (∗) and the results of Orellana in (1.4), we see that τz y
specializes to the Markov trace τr1 r2 . Hence, the identities expressed in
(1)–(3) do hold when we specialize z → ζr1 r2 and y → ηr1 r2. So,
they must hold without specialization by Lemma 2.2.
Thus, it remains to prove the relation (∗) in Lemma 2.3. A simple com-
putation shows that
Rαβζr ηr1 r2 =
(
1− q
1− qr
)n
· ∏
x∈α
[qr1+cx − 11+Qqr2+cx]
× ∏
x∈β
[qr2+cx − 11+Q−1qr1+cx]
Now, Dαβ is given by
Dαβ = DST qQq−1 = q−grq+Q−rQ−
r
2
×
∏
1 i<j r+1qλi − qλj  ·
∏
1 i<j rqµi − qµj  ·
∏r+1
i=1
∏r
j=1Qqλi−1 + qµj ∏r+1
i=1
(∏λi
j=1qj − 1Qqj−1 + 1
)
·∏ri=1(∏µij=1qj − 11+Q−1qj+1) 
where gr = rr − 22r + 1/3, while λi = αi + r + 1 − i, µj = βj + r −
j, for 1 i r + 1 and 1 j r.
To ﬁnd an equivalent expression for Dαβ we will use the following
identities, which can be deduced from similar ones in [13, I.1]: for any
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partition α and for any positive integers r s lα we have∏
1 i<j r1− qαi−αj+j−i/1− qj−i∏
x∈αqr+cx − 1
=
∏
1 i<j s1− qαi−αj+j−i/1− qj−i∏
x∈αqs+cx − 1
 (a)
∏
x∈α
1+Qqr+cx =
r∏
i=1
ϕr+αi−iq
ϕr−iq
 (b)
∏
x∈α
Q+ qr+cx =
r∏
i=1
ψr+αi−iq
ψr−iq
 (c)
where we denote ϕtq = 1 + Qq1 + Qq2 · · · 1 + Qqt and ψtq =
Q+ qQ+ q2 · · · Q+ qt.
Now, note that∏
1 i<j r+1
qλi − qλj  = qnα · qrr−1r+1/6 · ∏
1 i<j r+1
qαi−αj+j−i − 1
and a similar identity holds for the second factor in the numerator. Fur-
thermore, we have
r+1∏
i=1
( λi∏
j=1
qj − 1Qqj−1 + 1
)
= ∏
1 i<j r+1
[qj−i−1Qqj−i−1+1] · ∏
x∈α
[qr+1+cx−11+Qqr+cx]
and a similar identity holds for the second factor in the denominator. Now,
using also (a) we obtain
Dαβ = qnα+nβ ·
∏
1 i<j r11− qαi−αj+j−i/1− qj−i∏
x∈α
[qr1+cx − 11+Qqr+cx]
×
∏
1 i<j r2 1− qβi−βj+j−i/1− qj−i∏
x∈β
[qr2+cx − 11+Q−1qr+1+cx]
× q
hr ·∏r+1i=1 ∏rj=1Qqαi−i + qβj−j
q+Qr ·∏1 i<j r+1Qqj−i−1 + 1 ·∏1 i<j rQ+ qj−i+1 
where hr = rr + 14r + 5/6. Now, the last factor can be rewritten and
can be transformed as
r∏
i=1
r∏
j=1
Qqαi−i + qβj−j
Qq−i + q−j ·
lβ∏
i=1
Q+ qβi+r+1−i
Q+ qr+1−i
=
r1∏
i=1
r2∏
j=1
Qqαi−i + qβj−j
Qq−i + q−j ·
lα∏
i=1
r1∏
j=1
1+Qqαi+r2+j−i
1+Qqr2+j−i
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×
lβ∏
i=1
r2+1∏
j=1
Q+ qβi+r1+j−i
Q+ qr1+j−i
b c=
r1∏
i=1
r2∏
j=1
Qqαi−i + qβj−j
Q−iq + q−j
× ∏
x∈α
1+Qqr+cx
1+Qqr2+cx ·
∏
x∈β
1+Q−1qr+1+cx
1+Q−1qr1+cx 
and therefore we have
Dαβ =
ωαβr1 r2
Rαβζr ηr1 r2

as desired. This completes the proof of Theorem 1.6.
Finally, we prove the following result which allowed us to state in (1.7)
that the usual symmetrizing trace is in fact a Markov trace.
Lemma 2.4. Assume that we have a Markov trace τHn → K with param-
eters ζ η ∈ K where ζ = 0. Then, for any 1m < n and h ∈ Hm, we have
τhTm = qmητh
where we set Tm = Tsm · · ·Ts1TtTs1 · · ·Tsm . If we also have η = 0, then τ
equals the usual symmetrizing trace on Hn, i.e., we have
τT1 = 1 and τTw = 0 for 1 = w ∈ Wn
Proof. Let 1mn− 1 and h ∈ Hm. Furthermore, we set
T˜i = Tsm · · ·Ts1TtT−1s1 · · ·T−1si Tsi+1 · · ·Tsm for 0 ≤ i ≤ m
Thus, we have T˜0 = Tm and T˜m = T ′m. Now, we show that
τhT˜i = qm−i η τh for i = 0    m
We do this by downward induction on i. If i = m, then T˜m = T ′m and the
required relation holds by the deﬁnition in (2). Now, assume that i < m.
Using the quadratic relation T 2si+1 = qT1 + q − 1Tsi+1 , we can write T˜i =
q T˜i+1 + q− 1x where
x = Tsm · · ·Ts1TtT−1s1 · · ·T−1si Tsi+2 · · ·Tsm
= Tsm · · ·Tsi+2Tsi+1Tsi+2 · · ·TsmTsi · · ·Ts1TtT−1s1 · · ·T−1si 
Now, the term in brackets equals Tsi+1 · · ·Tsm−1TsmTsm−1 · · ·Tsi+1 . Thus, we
can write hx in the form hx1Tsmx2 where x1 x2 ∈ Hm. Using the fact that
ζ = 0, we obtain that
τhx = τhx1Tsmx2 = τx2hx1Tsm = ζτx2hx1 = 0
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It follows that τT˜i = qτT˜i+1, and we are done by induction. Thus, the
ﬁrst assertion follows if we take i = 0.
The second assertion can now be seen as follows. For each conju-
gacy class C of Wn, let wC be an element of minimal length in C. Then,
by [7, Corollary 8.2.6], it is enough to show that τTwC  = 0 for all classes
C = 1
. Now, by using [7, Proposition 3.4.7], a simple computation shows
that every element wC can be expressed as d0 · · ·dn−1, where d0 ∈ 1 t

and di ∈ 1 si si · · · s1ts1 · · · si
 for all i 1; moreover, any element of that
form is reduced in Wn. Thus, using the above rules for evaluating a Markov
trace with parameters ζ = η = 0, we immediately see that
τTd0 · · ·Tdn−1 = 0 if d0 · · ·dn−1 = 1
as required.
3. A GENERALIZATION TO ARIKI–KOIKE ALGEBRAS
Let n e 1 and W en be the subgroup of GLn consisting of all matri-
ces whose non-zero coefﬁcients are eth roots of unity and where there is
precisely one non-zero coefﬁcient in each row and in each column. By [1,
2.1], W en has a presentation with generators t s1     sn−1 where the deﬁn-
ing relations are te = 1, s21 = · · · = s2n−1 = 1 and the homogenous relations
(h) (see Section 1). Thus, W 1n is isomorphic to n and W
2
n is the group
Wn considered in Section 1.
Now, let K = q u1     ue be the ﬁeld of rational functions in
indeterminates q u1     ue. Then, Ariki–Koike [1] (see also Broue´–
Malle [3]) deﬁned the algebra Hen by a presentation with generators
Tt Ts1     Tsn−1 where the deﬁning relations are
Tt − u1Tt − u2 · · · Tt − ue = 0
T 2si = qT1 + q− 1Tsi for 1 in− 1
and homogeneous relations analogous to those in (h). Thus, H1n is the
Iwahori–Hecke algebra Hn and, upon setting u1 = Q, u2 = −1, the
algebra H2n is seen to be isomorphic to the algebra Hn considered in
the previous sections.
By [1, Sect. 3], the algebra Hen has dimension W en  = enn!. However,
to describe a “standard” basis of Hen for e 3, is more difﬁcult than in the
cases where e = 1 2; see Bremke–Malle [2] for a solution of that problem.
Furthermore, Ariki and Koike [1] show that Hen is split semisimple and
that the simple Hen -modules have a natural parametrization by the set 
e
n
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consisting of all e-tuples α of partitions such that the total sum of all their
parts equals n. As in Section 1, we write
IrrHen  = χα  α ∈ en 

for the set of irreducible characters of Hen . The following discussion should
be compared with that in (1.2).
3.1. We have a chain of subgroups W e1 ⊂ W e2 ⊂ · · · ⊂ W en and,
correspondingly, we have a chain of subalgebras He1 ⊂ He2 ⊂ · · · ⊂
H
e
n , where W
e
m (resp., H
e
m ) is generated by t s1     sm−1 (resp.,
Tt Ts1     Tsm−1 ) for 1mn. Now, let ζ η1     ηe−1 ∈ K. Follow-
ing Lambropoulou [11], we say that a trace function τ Hen → K is a
Markov trace with parameters ζ η1     ηe−1 if τT1 = 1 and the following
conditions are satisﬁed. For any 1m < n and h ∈ Hem , we have
τhTsm = ζ τh and τhT ′mk = ηk τh for 1 ≤ k ≤ e− 1
where we set T ′m = TsmTsm−1 · · ·Ts1TtT−1s1 · · ·T−1sm−1T−1sm as before. By
[11, Sect. 4], given ζ η1     ηe−1 ∈ K, a Markov trace is uniquely deter-
mined by the above conditions. Conversely, there exists a Markov trace for
any ζ η1     ηe−1 ∈ K.
We wish to state a conjecture concerning the weights of Markov traces on
H
e
n as above. For this purpose, we ﬁrst have to introduce some notation.
3.2. For any e-tuple S = S1     Se of ﬁnite subsets Sk ⊂ 0 with
S1 = r + 1, S2 = · · · = Se = r, we deﬁne as in [14, 2.19] (but we omit a
factor equal to q− 1n),
DSqu1     ue
=
−1e2r2+ne−1 · ∏
1k l e
∏
λ λ′∈Sk×Sl λ>λ′ ifk=l
qλuk − qλ
′
ul ·
e∏
k=1
unk
qf r e ·
e∏
k l=1
∏
λ∈Sk
λ∏
h=1
qhuk−ul ·
∏
1k<l e
uk−ulr

where f r e = (er−1+12 ) + (er−2+12 ) + · · · and u1     ue are indetermi-
nates commuting with q.
Now, let α ∈ en . As in [14, 2.13], we associate with α = α1     αe
an e-tuple S = S1     Se of ﬁnite subsets Sk ⊂ 0 with S1 − 1 =
S2 = · · · = Se, as follows. Writing α1 = α1 1 · · ·α1 r+1 0 and
αk = αk 1 · · · αk r  0, for 2k e, for some large r, we set
S1 = α1 i + r − i+ 1  1 i r + 1

Sk = αk i + r − i  1 i r
 2k e
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Finally, we deﬁne Dα = DSqu1q−1 u2     ue ∈ K. As pointed out in
the notes following [14, 2.19], Dα does not depend on the choice of r.
Now we can state:
Conjecture 3.3. Let ζ η1     ηe−1 ∈ K. For any α ∈ en , we deﬁne
Rαζ η1     ηe−1 =
e∏
k=1
∏
x∈αk
[
ζ1− qcx
e∏
l=1
l =k
ukqcx − ul
+ 1− q
(e−1∑
i=1
ue−i−1k qe−icx
i∑
j=1
−1i−jηjσi−j + −1e−1
e∏
l=1
l =k
ul
)]

where σi denotes the ith elementary symmetric function in u1     ue. Then,
τζη1 ηe−1 =
∑
α∈en
−1ne
( e∏
k=1
u
αk−n
k
)
Dα Rαζ η1     ηe−1χα
is a Markov trace with parameters ζ η1     ηe−1.
Note that the conjecture holds for e = 1 2, since for e = 1 the above
formula describes the Ocneanu trace τζ in (1.3), while for e = 2 it gives
the Markov trace τζη described in Theorem 1.6.
It is very likely that the above conjecture can be proved by a strategy
similar to that used for the proof of Theorem 1.6. That is, we ﬁrst con-
sider certain (but sufﬁciently many) specializations of ζ η1     ηe−1 and
of u1     ue. For any such specialization, it should be possible to general-
ize Orellana’s constructions so as to obtain a (non-unital) ring homomor-
phism from Hen into the Iwahori–Hecke algebra of type An+f−1 for some
large f . Then, we follow Orellana’s methods in [15] to ﬁnd the correspond-
ing weights. In this way, the determination of the weights of τζη1 ηe−1 is
again reduced to the known results for type A in (1.3). The details of the
above argument will be worked out in [5].
3.4. Consider the special case where ζ = η1 = · · · = ηe−1 = 0 and
denote the corresponding Markov trace by τ0. By a similar argument to
Lemma 2.4, τ0 is the canonical symmetrizing trace on H
e
n constructed
in [2, Sect. 2B] (again the details will be worked out in [5]). Setting ζ =
η1 = · · · = ηe−1 = 0 in the formula in Conjecture 3.3, we ﬁnd that
τ0 =
∑
α∈en
q− 1nDα χα
Thus, the truth of Conjecture 3.1 implies Malle’s conjecture [14, 2.20] on
the relative degrees of the irreducible characters of Hen .
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