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Sur I'Inversion et l'Iteration Continue des Series Formelles 
G. LABELLE 
This paper deals with the compositi~n of normalised formal power series, in one variable, over an 
arbitrary field II( of characteristic zero. A suitable group structure lEI'" on the set lEI of polynomial 
sequences of binomial type is introduced. This group is used first to obtain many formal variants of 
the classical Lagrange inversion formula (without using any complex integration). Secondly, via 
one-parameter subgroups of lEI"', iteration (i.e., successive composition) of normalised formal 
power series is studied in detail for arbitrary orders SEll< ("continuous" iteration). The case S = -1 
coincides with power series inversion. Many new formulas are derived in the course of the text. The 
end of the work contains suggestions for future research. 
1. INTRODUCTION 
Le probleme de l'interpolation de la fonction n ! a ete resolu par Euler par l'introduction 
de sa fameuse fonction gamma r(s), SEC, s;t. 0, -1, -2, .... Les proprietes de cette 
fonction ont permis en outre a Liouville et Riemann d'etendre l'operateur dnjdxn de 
derivation d'ordre n au cas ou l'entier nest remplace par un nombre complexe s. Cette 
extension a de puis fait l'objet de nombreux travaux. 
Dans Ie meme ordre d'idees, nous allons traiter ici Ie probleme d'etendre l'iteration 
(discrete) d'ordre n 
des series formelles (unitaires) 
In)(z) = fo fo . .. 0 f(z) 
'-----v-----' 
n fois 
au cas ou l'ordre est remplace par un nombre complexe s quelconque (iteration continue). 
II existe une approche classique a ce probleme. Elle fait appel aux matrices infinies de 
Jabotinski. On peut la trouver, par exemple, dans Comtet [2]. Nous l'abordons ici de fa~on 
differente. En plus d'offrir un eclairage nouveau a la situation, Ie traitement qui en 
decoulera permettra la mise en evidence d'un bon nombre de formules et resultats inedits. 
Dans notre approche nous munissons d'abord d'une structure de groupe (non abelien) 
certaines suites de polynomes (appelees suites de type binomial). Cette structure de 
groupe refietera si fidelement la composition (i.e., la substitution) des series formelles que 
nous ramenerons Ie probleme considere a l'etude de certains sous-groupes a un parametre 
du groupe introduit. Au cours de notre demarche no us obtiendrons de plus, par des 
procedes formels extremement simples et directs, diverses reformulations du tMoreme 
classique de Lagrange concernant l'inversion (i.e. l'iteration d'ordre -1) des series de 
puissances. 
Le present texte utilise seulement Ie langage des series formelles. Sa lecture ne demande 
donc aucun prerequis special a part une certaine habilete a travailler dans C[z D. On 
verifiera facilement que les resultats que nous allons presenter demeurent valables meme 
dans Ie contexte ou Ie corps C des nombres complexes est remplace par un corps 
commutatif II{ quelconque de caracteristique zero. 
L'article se termine par l'enumeration de quelques themes generaux de recherches 
susceptibles d'etre developpes plus a fond a l'aide de nos methodes. 
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2. SUITES DE TYPE BINOMIAL, LE GROUPE 1B0 
Considerons une serie formelle unitaire quelconque du type 
q:>(z) = 1 +C1Z +C2Z 2 + . .. 
alors il existe une et une seule suite de polynomes 
degPn O:;;n, n =0, 1,2, ... 
pour laquelle on ait l'identite formelle 
[q:>(z)Y = L Pn(x)zn. 
n~O 
Pour verifier ce resultat (trop peu connu), il suffit de considerer Ie developpement 
[q:>(z)Y = [1 + (C1 Z +C2Z 2 + . • . )y = k~O G)(C1 Z +C2Z2 + .. f, 
(1) 
(2) 
de remarquer que la serie obtenue est en fait sommable, de collecter les puissances 
sembI abIes de z et de constater que Ie coefficient de zn obtenu est une combinaison 
linea ire a coefficients constants des polynomes 
(~), G), G), ... , C) ou (;) = x(x -1)(x -2) ... (x - J! + 1)/ ttl. 
Les polynomes Pn(x) donnes par (2) ne sont pas completement arbitraires car l'identite 
(3) 
ainsi que l'egalite [q:>(z)]o = 1 montrent qu'ils forment une suite satisfaisant la definition 
suivante. 
DEFINITION 1. Une suite non identiquement nulle de polynomes P = (Pn(x»n >O est dite 
suite de type binomial si et seulement si pour chaque n = 0,1 , 2, . .. ,on a l 'identite suivante 
Pn(X + y) = L pj (x)Pj(y). (4) 
i+j=n 
L'ensemble des suites de type binomial sera note par la lettre lB. 
Le cas particulier ou q:> (z) = exp(z) donne Pn (x) = xn/n! et l'identite (4) devient, apres 
multiplication par n!, la formule classique du binome de Newton. Cela justifie la 
terminologie employee dans la Definition 1. Le lecteur verifiera (par exemple, par 
induction sur n) que toute suite P = (Pn (x ))n~O e IB satisfait 
degPn O:;;n, n =0, 1,2, . .. , 
et 
PoCO) = 1, Pn(O) = ° pour n > 0. 
Introduisons maintenant deux notations: 
1U={q:>(z)eC[z]lq:>(z) = 1+"'} 
§ = {fez ) e C[ zTI If(z ) = z + ... }. 
(5) 
(6) 
(7) 
(8) 
11 est bien connu que (7) forme un groupe (abelien) sous la multiplication ordinaire des 
series formelles tandis que (8) forme un groupe (non ab6lien) sous la composition (i.e., la 
substitution) des series formelles. 11 est immediat que 
§ = zlU. (9) 
Sur [' inversion et l'iteration ... 115 
On verifie que (2) etablit en fait une bijection canonique entre ijj et lB. Cette relation 
bijective sera designee par la notation compacte 
<p(z) - (p"(x))";;.o (ou simplement <p - P). (10) 
En efIet, si P E IB est donnee, alors <p (z) prend necessairement la forme 
<p(z) = I p"(1)z". (11) 
n~O 
Les P = (p" (x ))";;.0 E IB sont caracterisees par leurs valeurs (p" (1))" __ 0 en x = 1. 
A cause de I'Egalite (9) on deduit une autre bijection canonique entre, cette fois, § et lB. 
Par abus de notation nous utiliserons encore Ie symbole - pour la designer. On ecrira donc 
f(z) - (p" (x ))" ;;.0 (ou silllfliement f - P) (12) 
lorsque f(z) = z<p(z) E §, <p (z) E U et <p - P. Ces deux bijections permettent de transporter 
les structures de groupe de U et § pour ainsi munir IB de deux structures de groupe que 
nous designerons respectivement par IB* et 1B0. 
La premiere structure est triviale et immediate. Elle se decrit comme suit. Si P, 0 E IB, on 
definit P*O E IB par la "convolution" 
i+j=n 
Le neutre E E IB est simplement la suite 
En(x) = 8~ (8: = symbole de Kronecker) 
tandis que l'inverse de P E IB est donne par p[-l] 0\1 
p~-l](X) =P,,(-x). 
Les Formules (13), (14) et (15) decoulent directement de l'identite 
(<p' tjlr =<px. tjlx 
(13) 
(14) 
(15) 
(16) 
oil <p, 'tjI E QJ, <p - P, tjI- 0 et de 1-E. Le groupe IB* ainsi defini est donc abelien et 
isomorphe it ijj. 
La deuxieme structure de groupe est beaucoup plus interessante. Sa description sera 
precedee par un lemme concernant une identite peu remarquee (tiree de [7]) qui est 
satisfaite par toutes les suites de type binomial. 
LEMME 1. Toute suite P = (p" (x ))"""0 de type binomial satisfait, pour n = 0, 1, 
2, ... , l'identite 
nxP" (x + y) = (x + y) I iPi(x)Pj(y). (17) 
i+j=n 
DEMONSTRATION. Soit <p E ijj telle que <p - P. En derivant formellement [<p(z )Y+Y et 
[<p (z ) Y par rapport it z on obtient 
x -.! <p x+ Y = (x + y) [-.! <px]<p Y• 
dz dz 
L'Identite (17) decoule alors d'une application de (2). 
o 
PROPOSITION 1. L' operation binaire IB x IB ~ IB definie par 
(P00)"(x)= I Pi(x)Oj(x+i) 
i+j=n 
(18) 
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munit I'ensemble IB des suites de type binomial d'une loi de groupe non abelien dont 
l' element neutre E E IB est donne par 
En(x) = 80 (19) 
et dont I'inverse p(-l) de l' element P E IB est [oumi par la [ormule compacte 
p~-n(x)=-x-Pn(-X -n). 
, x+n 
(20) 
Le groupe 1B0 ainsi obtenu est isomorphe, via -, au groupe §. 
DEMONSTRATION. Soient[, g, h E §, Ou[(z) = zcp(z), g(z) = zr/!(z), h(z) = zT/(z) avec cp, 
r/!, T/ E IU. Posons [-P, g - Q, h - R. Alors, h = [0 g si et seulement si R = P 0 Q comme 
Ie montre Ie calcul suivant 
n~O 
= [r/!(z) . cp(g(z))Y = [cp(zr/!(z »Y . [r/!(z)Y 
=( L Pi(x)ztr/!(Z)]i). L Qk(Z)Zk 
i .. O k .. O 
= n~o C+rE=n Pi(X)Qr(i)Qk(X»)Zn 
= n~o LJ=n Pi(X)CJ~=i Qr(i)Qdx ») ]zn 
= L (. L Pi(x)Qj(X+i»)Zn 
n~O I+J=n 
(car Q E IB). 
L'operation 0 est done bien (a cause de Ia bijectivite de -) une Ioi de groupe qui fait de 
l'ensemble IB un groupe 1B0 isomorphe a §. On verifie que E donne par (19) est l'element 
neutre de ce groupe. II nous reste done a demontrer que (20) fournit bien I'inverse de P 
selon O. L'equation P 0 p(-l) = E determine p(-l) de fa<;on unique et (20) decrit (a cause 
de (6» un polynome de degre O:;;n. II suffit done, par Ia substitution de (20) pour Q dans 
(18), de prouver que 
" () x + i .) .) n £... Pi X ( .) .Pj(-(X+I -] =80 , i+j=n X +1 +J n =0, 1,2, ... 
c'est-a-dire, de montrer que 
1 " n 
-- £... Pi(x)(x+i)Pj(-x-n)=8 0 , 
x + n i+j=n n =0,1,2, .... 
Cette derniere egalite est trivialement verifiee quand n = O. Quand n > 0, Ie calcul (base 
sur (4) et Ie Lemme 1 avec y = -x - n): 
montre qu'elle est encore verifiee. D'ou Ie resultat. 
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Dans [13] (voir aussi [3], [4], [12]), G.-c. Rota et R. Mullin utilisent une definition de 
suite de type binomial un peu plus severe que celle que nous pre nons dans la Definition 1. 
lIs ajoutent a (4) la condition supplementaire 
degPn=n 
au lieu de (5). Selon cette definition, les operations * et 0 introduites plus haut ne forment 
plus cependant des lois de groupe (pour Ie verifier, prendre par exemple, (j) = 1 + z - P, 
I/J = 1- z - Q pour * etf= z(l + z) - P, g = z(l- z) - Q pour 0). Cependant, etantdonne 
que leur theorie extremement elegante relie'bijectivement leur notion de suite de type 
binomial a celle de delta-operateur (i.e., operateur lirieaire Q: C[x] ~ C[x] commutant 
avec l'operateur de translation et tel que Qx E C*) et qu'elle contient une foule de 
renseignements et d'exemples a propos des suites de type binomial, no us suggerons 
fortement au lecteur de consulter leurs travaux. 
Bien qu'une certaine partie du traitement qui suivra pourrait etre reformulee dans Ie 
contexte des travaux de G.-c. Rota, no us avons quand meme choisi de presenter nos 
resultats en utilisant directement Ie langage des series formelles. Cette fa<;on de proceder 
permettra de mettre en evidence l'efficacite d'une exploitation systematique des pro-
prietes de - et du groupe 18° devant l'inversion et l'iteration continue. 
3. DrvERsEs FORMULES CONCERNANT L'INVERsrON 
Etant donnee une serie de puissances 
w = f(z) = alZ +a2z2+a3z3 + ... , 
ayant un rayon de convergence strictement positif, Ie probleme classique de l'inversion 
consiste en la determination explicite du developpement de la fonction inverse 
Z=I-l)(W)=blW+b2W2+b3W3+ ... , b1;c0 
en termes du developpement de f(z). Le procede usuel pour resoudre ce probleme 
consiste en l'utilisation d'une integrale complexe selon un chemin simple ferme C (assez 
petit) autour de l'origine. Plus precisement, la formule integrale de Cauchy montre (apres 
quelques manipulations bien connues) que 
z = _1_ f U'(() d( 
21Ti f(()- W 
C 
L (_1 f~)Wn 
n .. l 21Ti [f(()r n· 
c 
Comme [f(()r n possede un pole d'ordre n en (= 0, on obtient via la theorie des residus, 
que l'integrale du terme general de la derniere sommation vaut en realite 
1 d
n
-
1 
[ ( ]n/ 
(n -I)! . dC-1 f(() {=o· 
Rebaptisant nos variables, nous arrivons alors au developpement celebre 
n dn-1 [ ( ]n/ l-l\Z) = L ~. dyn-1 f(Y) . 
n .. l n. '" '" {=o 
(21) 
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Plus generalement, si tP(z) = Co + ClZ + C2Z2 + ... possede un rayon de convergence 
strictement positif, alors, en utilisant plutot l'integrale 
_1 f tP(e)!'(e) de 
27Ti f(e) - w 
c 
on obtient d'une fa<;on analogue 
(22) 
Nous conviendrons d'appeler (21) et (22) les formules classiques pour l'inversion de 
Lagrange. 
On retrouvera dans E. Goursat [8] une demonstration elegante des Formules (21) et 
(22) qui ne fait pas appel a la notion d'integrale de contour mais qui utilise plutot 
seulement l'operation de derivation. C'est a Laplace que Goursat attribue cette approche. 
Voir aussi Good [6] pour Ie cas de plusieurs variables. 
A. M. Garsia et S. A. Joni [5], en utilisant la theorie des operateurs de Rota-Mullin 
mentionnee plus haut, ont donne une demonstration relativement courte de (21) et (22) 
dans Ie contexte plus large des series formelles. Voir aussi Joni [10] pour Ie cas multi-
dimensionnel et Chottin [1]. 
Dans Ie cadre de notre approche, la presente section montrera a l'aide seulement des 
proprietes du groupe 188 , comment on peut non seulementobtenir (21) et (22) de fa<;on tres 
directe dans Ie contexte des series formelles, mais explicitera aussi un bon nombre de 
formules decrivant plus a fond la nature de l'inversion formelle. Pour ne pas alourdir 
inutilement Ie texte, convenons d'abord d'une definition. 
DEFINITION 2 
(a) On dira qu'un couple (F, G) ou F, G E C[z], F(O) = 0 = G(O), F'(O) ~ 0 ~ G'(O), est 
un couple de Lagrange s'il satisfait F 0 G(z) = G 0 F(z) = z. L'ensemble de ces couples 
sera designe par IL. 
(b) On dira d'un couple de Lagrange (f, g) qu'il est normalise si on a plutot f, g E §. 
L'ensemble de ces couples sera designe par ILl. 
Remarquons tout de suite que tout the ore me concernant les couples de Lagrange (F, G) 
revient a un theoreme concernant les couples de Lagrange normalises (f, g). En efiet, si 
F(z) = alZ + a2z2 + ... , il suffit de poser F(z) = ad(z) et G(z) = g(z/ al) pour conclure 
que (F, G) Ell¢:> (f, g) E ILl. A cause de cela notre etude portera donc Ie plus souvent sur ILl 
plutot que sur IL. 
PROPOSITION 2. Les suites de type binomial fournissent les trois parametrisations 
suivantes de I' ensemble ILl de tous les couples de Lagrange normalises. 
(a) Lorsque P parcourt 18 alors (f,I-1)) defini par 
f(z)=z L Pn(1)zn } 
n~O 
I-l)(z) = z L ~1 Pn(-n -l)zn 
n;;.O n + 
(23) 
parcourt (bijectivement) I' ensemble ILl. 
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(b) Soient s, t E IC fixes tels que s + t = 1. Lorsque T parcourt IB alors (f, 1-1)) difini par 
f(z) = z L -1  Tn (1 +ns)zn } 
n;;.O +ns 
l-l)(Z)=Z L -11 Tn(-I-nt)zn 
n;;.O + nt 
(24) 
parcourt (bijectivement) I' ensemble ILl. 
(c) Lorsque S parcourt IB alors (f,I-l») difini par 
f(z)=z L ~2Sn(n+2)zn } 
n;;.O n + 
l-l)(Z) = z L ~2 Sn(-n -2)zn 
n;;.O n + 
(25) 
parcourt (bijectivement) I' ensemble ILl. 
DEMONSTRATION. La partie (a) decoule directement de la Proposition 1. Pour Ie voir, it 
suffit d'utiliser l'isomorphisme - pour ecrire f - P et 1-1) - p(-l), de poser ensuite x = 1 
dans (20) et d'utiliser Ie fait que l'''evaluation'' au point x = 1 donnee par P~(Pn(I))n;;.o 
est une bijection entre IB et les suites quelconques du type (1, a!, az, ... ,). Tournons nous 
maintenant vers la demonstration de la partie (b). Les cas s = 0 ou t = 0 etant une 
reecriture de la partie (a), it suffit donc de considerer Ie cas ou s¥-O ¥- t. Posons pour f, g E § 
f(z)=zcp(z)-P, 
et definissons q;, ,j; E Qj par 
(z[cp(z)Y, z[,j;(z)Y) E ILl, 
g(z) = zl/l(z)- Q 
(26) 
II n'y a qu'une et une seule fa~on de faire cela. Comme s¥-O ¥- t, on obtient que lorsque f et 
g parcourent § alors les couples (26) parcourent chacun bijectivement ILl. Tenant compte 
de (2) et de (20), on obtient 
x -q;(Z)---Qn(-x-nt)=Pn(x) disons, 
x+nt 
\, - x -I/I(z)---Pn(-x -ns) = Qn(X) disons. 
x+ns 
N,?us allons voir que 
P 0 Q = E ssi P * 6 = E 
En e~\, PO Q =E ssi Q =p(-l) ssi 
- -x Pn(-x) = Qn(x-nt) 
-x+nt 
-x x -nt 
---Pn(-(x -nt)-n) 
- x + nt x - nt + n 
x (1 ) Pn(-x-n(1-t)) 
x+ -t n 
x -
=--Pn(-x-ns)=Qn(x), cars+t=l. 
x+ns 
(27) 
(28) 
(29) 
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Comme les couples (1',0) tels que I' * 0 = E peuvent se parametriser par les T e IB en 
posant 
(30) 
on obtient (via (30), (27) et (28)) que lorsque T parcourt IS alors les couples (P, Q) de finis 
par 
x Pn(x) =-- Tn (x +ns), 
x+ns 
(31) 
parcourent bijectivement les solutions de P 0 Q = E. On conclue en posant x = 1 dans 
(31). La partie (c) s'ensuitimmediatement en prenant s = t = 1/2 et en definissant S E IS par 
Sn (x) = Tn (2x). 
REMARQUE. Prenons Ie cas particulier I(z) = In(l + z), l-l\Z) = e Z -1 et considerons 
les developpements bien connus 
[Z-lIn(l+z)t= L (k+1)-1"'(k+n)-1'$'k+kz n (32) 
n .. O 
[z -l(eZ -l)t = L (k + 1)-1 ... (k + n)-l . 8'k+kz n (33) 
n .. O 
ou $':: et 8': designent respectivement les nombres de Stirling de la premiere et de la 
deuxieme espece. Les polynomes correspondants Sn (x) apparaissant dans la formule 
symetrique d'inversion (25) fournissent une sorte de "synthese symetrique" des deux 
especes de nombres de Stirling a la fois. 
Comme la demonstration precedente relie les structures de groupe IB* et B0, nous en 
reunissons l'essentiel sous forme d'un premier corollaire. 
COROLLAIRE 1. Soient s, t E C fixes tels que s + t = 1, s ¥ 0 ¥ t. Alors, (f(z), g(z)) = 
(Z4'(z), zI/J(z)) E ILl si et seulement si 
(z [4' (z )]$, z [J;(z )]S) E ILl et (z [$(z )]', z [I/J(z )]') E 1L1o 
014 $ (z) . J;(z) = 1. En posant 4' - P, I/J - Q, $ - I' et J; - 6, on a 
P (:) Q = E ssi I' * 6 = E 
(i.e., 1 0 g(z) = z ssi $(z)· J;(z) = 1). 
Finalement, les solutions (P, Q), (1',6) de ces equations simultanees peuvent se 
parametriser (bijectivement) par les T EIBen utilisant (27), (28) et (31). 
En regard de la litterature existante (voir [13 ]), on pourrait appeler la suite Pn (x) donnee 
par (31) la (-s)-abelianisee de la suite Tn(x). Le Corollaire 1 explicite done une relation 
directe entre abelianisation et inversion. 
Le prochain corollaire contient en outre les formules classiques pour l'inversion de 
Lagrange. 
COROLLAIRE 2 
(a) Pour tousIE C[zE et CP E C[zE 014/(0) = 0 ¥ [,(0), leslormules classiques (21) et (22) 
sont valables. 
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(b) Soient s, tEe fixes tels que s + t = 1. Lorsque 8(z) parcourt lJ, alors les couples 
(f,I-l») donnes par 
f(z) = z 2: z n . _1_. d
n
n 
[8«()]I+ ns l 
n",on! l+ns d( '=0 
I-l\z) = z 2: zn. _1_. d
n
n [(8«()r1- ntl 
n"'O n! 1 + nt d( {=o 
parcourent (bijectivement) tous les couples de Lagrange normalises. 
(c) Lorsque u(z) parcourt lJ, alors les couples (f,I-l») donnes par 
( "zn 2 d
n 
[ ]2+nl f z)=z £... ,'--'-n u«() 
n",on. 2+n d( (=O 
1-1)(z) = z 2: z:. _2_. dnn [u«()r2 - nl 
n"'O n. 2+n d( (=0 
parcourent (bijectivement) ILl. 
(34) 
(35) 
DEMONSTRATION. Pour (a), il suffit de demontrer la formule (22) puisqu'elle contient 
(21) comme cas particulier. On peut me me se restreindre au cas ouf est normalisee a cause 
de la remarque qui precede la Proposition 2. Comme (22) est lineaire en cfJ, il suffit de 
considerer Ie cas ou cfJ(z) = z v avec v;;:' 1 (Ie cas ou v = 0 est trivial). Posant f - P on a 
(tenant compte de (20)): 
n 
cfJ(/-l)(z)) = 2: vPn- v( -n)~. 
n~v n 
Mais, vPn-v(-n) = coeff de C-1 dans cfJ'«()(f«()/ ()-n. 
Pour verifier la partie (b), on n'a qu'a utiliser (24) de la Proposition 2 et poser 8(z) - T. 
On a alors tout de suite 
Tn (1 + ns) = coeff de C dans [8«()]1+ns 
Tn (-1- nt) = coeff de C dans [8«()r1- nt. 
La partie (c) decoule de (b) en posant s = t = 1/2 et u = 82 • 
REMARQUE. Soient f(z) = alZ +a2z2+a3z3 + ... E C[zD, ad' 0 et cfJ(Z)E C[z], alors 
on a aussi les developpements suivants parents de (21) et (22): 
(36) 
(37) 
Pour Ie voir, il suffit de demontrer (37). Pour ce, considerons d'abord Ie developpement 
de Taylor de 
autour du point z = O. Comme on verifie facilement par induction que 
n = 0,1,2, ... , 
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on obtient alors que 
lPo(-l)(f(?)+Z)= L z:[(f'(())-ldd]nlP (() 
n"'O n. ( (38) 
et it suffit de poser ( = 0 pour obtenir Ie result at cherche. 
La preuve tres simple de (37) que nous venons de donner est independante du groupe 1B0 
et n'utilise que Ie developpement Taylorien. On verifie aisement qu'elle peut meme se 
reformuler directement dans Ie contexte multidimensionnel. On remarquera la parente de 
(37) avec une formule generale de W. Grobner [9] concernant les fonctions holomorphes 
implicitement definies. 
Plus bas, Ie Corollaire 3 contient une variante de (22) qui ne fait pas appel cette fois a une 
evaluation a l'origine des derivees impliquees. Cette variante, connue de Lagrange, est 
quelquefois appelee la G- formule d'inversion et peut meme, elle aussi, se formuler dans Ie 
contexte multidimensionnel [10]. A. M. Garsia et S. A. Joni [5] en ont donne une 
demonstration courte en faisant appel a la theorie des operateurs mentionnee plus haut. 
Le groupe 8° permet aussi une preuve directe de cette formule (ainsi qu'une generalisa-
tion). La voici. 
COROLLAIRE 3. Soient f E § et cP E C[z D. Si on pose f(z) = z - g(z) ou g(O) = g'(O) = 0 
alors 
(39) 
DEMONSTRATION. 11 suffit, comme plus haut, de ne considerer que Ie cas ou lP(z) = zV, 
v;;;' 1. Po sons f(z) = z - g(z) = z(l +h(z)) = z'P(z)-P, (-l)(Z) = zl/l(z)-pH ). Ecrivons 
[h(z)t = Ln .. k C~k)zn. Les formules (2) et (20) donnent 
Pn(X)= L C~k)(X) et p~-l)(X)=_x_ L C~k)(-Xk-n). 
k"n k x +n k""n 
posant x = v, on obtient 
lP((-l)(Z)) = [(-l)(Z)y = z V[I/I(z)Y = L p~-l\V)Z Hn 
= ZV + L k\ (dd )k-l{VZV-1[g(Z)t}. 
k .. l • z 
GENERALISATION. Si au lieu de f(z) = z(l +h(z)) on avait f(z) = zu(h(z)) ou u E QJ, 
u - S E IB, alors en rempla~ant systematiquement (k) par Sk (x), on obtiendrait de fa<;on 
analogue la formule 
lP((-l)(Z)) = lP(z) + L Tk(Z dd ){ZlP'(z )[h (z )t} 
k"'l z 
(40) 
oU Tk(X) = Sd -x)/ x.En particulier, si f(z) = z eh(z), h(O) = 0, alors Sdx) = Xk / k! et on 
trouve 
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Les deux formules d'inversion particulieres contenues dans la prochaine proposition 
sont en fait des consequences des formules generales d'iteration continue developpees 
dans la Section 4. Nous avons decide de les presenter immediatement pour ne pas nuire a 
l'unite de texte. 
PROPOSITION 3. 
(a) Designons par O(Z2) ['ensemble des w(z) E C[z] telles que w(o) = w'(O) = 0. Lorsque 
w(z) parcourt O(Z2) alors les couples ([,[<-1) dejinis par 
f(z) = e w( z )D z, r<-l)(Z) = e -w(z)D Z J , D=d/dz 
parcourent bijectivement I'ensemble ILl de tous /es couples de Lagrange normalises. 
(42) 
(b) So it f(z) E §, a/ors on a la formule explicite suivante pour 1 -1)(z) en termes des iterees 
"en tie res positives" de f(z ): 
k dk 
l-l)(Z) = L (_1)k-l ~. -k f 0 fo . . ·0 f(z). 
k" l k! dz ' • ' 
(43) 
k - 1 facteurs 
DEMONSTRATION. La partie (a) decoule (vias = -1) de la Proposition 4 donnee plus bas 
tandis que la partie (b) sera etablie dans les remarques qui suivront la proposition 6 
contenue dans la prochaine section. 
4. L'ITERATION CONTINUE 
La presente section traite Ie probleme de I'iteration continue proprement dite des 
elements de §. Enon<;ons d'abord un lemme concernant l'existence et l'unicite de la 
solution de ce probleme. 
LEMME 2. Pour tout f(z) = z (1 + alZ + a2z2 + ... ) E §, it existe une et une seule suite de 
po/ynomes ao(s) = 1, al (s), a2(s), ... , telle que deg an (s):s; n, n = 0, 1,2, ... et pour 
laquelle Is)(z) dejinie par 
IS )(z)=z(1+al(s)z+a2(s)z2+ .. · )E§, SEC (44) 
satisfait les proprietes de ['iteration continue, a savoir, 
et 
Iv)(z) = f 0 f 0 ••• 0 f(z), 
'------v---' 
V facteurs 
v =0,1, ... (45) 
(46) 
DEMONSTRATION. Verifions d'abord l'unicile. Si an(s) et a~(s) sont deux suites de 
polynomes satisfaisant ces conditions alors pour chaque n ~ 0, on a an (v) = a ~ (v), 
v = 0, 1, ... a cause de (45). Les polynomes an (s) et a! (s) sont done identiques. Pour 
montrer maintenant qu'une telle suite de polynomes an (s) existe efiectivement, 
appliquons d'abord formellement la formule d'interpolation classique de Newton par 
rapport a la variable s en "definissant" Is)(z) par 
(47) 
ou 
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Comme go(z) = Z, gk+l(Z) = gk(f(Z» - gk(Z), on en deduit tout de suite parinduction sur k, 
que gk(Z) = O(Zk+l), k = 0,1,2, . . .. L'expression (47) est donc sommable et appartient 
bien a §. En ecrivant maintenant (47) so us la forme (44), on voit que an(s) est bien un 
polynome en s de degre ~n. Posant s = II EN dans (47) on obtient que (45) est verifiee. Soit 
maintenant SEC quelconque et considerons IS\f(z ». Un rearrangement des termes de 
(47) montre que IS)(f(z» = I S+l )(Z). Une simple induction donne alors 
SEC, II =0,1,2, .... (49) 
Les coefficients des puissances semblables de z dans les deux membres de (49) etant des 
polynomes en II qui prennent les memes valeurs en une infinite de points, on en deduit que 
ce sont des polynomes (en II) identiques. On peut donc remplacer II par t E C et conclure 
que (46) est verifiee identiquement. Incidemment, un raisonnement similaire montre 
qu'on a de plus, 
(50) 
Le lecteur verifiera, en appliquant cette fois la formule d' interpolation de Newton a 
In[IS\z)/ z] et en suivant Ie meme type de demarche, que Is )(z ) peut meme s'ecrire (en 
plus de (47» so us la forme du produit infini suivant 
(51) 
ou ho(z)=z, hk+1(Z)=hdf(z»/hdz), k;:,:O. Lorsque k > O, on a de plus hk(z)= 
1+0(zk). 
Nous allons relier l'iteration continue au groupe 130 des suites de type binomial introduit 
plus haut. Remarquons d'abord que I'ensemble IP' de to utes les suites de polynomes 
(Pn (x »n;;.O, de type binomial ou non, telles que deg Pn (x) ~ n forme une algebre non 
commutative unitaire 1P'0 + so us les operations + (terme a terme) et 8 (definie par (18». II 
est clair que 130 est un sous-groupe multiplicatif du groupe des elements inversibles de 1P'0 +. 
Pour chaque P E 1P'0 + definissons p (k) par p (k) = P O P 8 ... 0 P, k facteurs. On verifie 
aisement que si Po(x) = 0 (i.e . Ie poly nome nul), alors p~k ) (x) = ° si k > n. Dans ce cas, 
to ute serie infinie du type 
S(P) = coE +C1P+C2P 0 P+· .. +CkP(k) + .. . 
est " sommable" au sens ou elle fournit un element de 1P'0 + dont la compos ante d'indice n 
est Ie polynome 
n = 0,1,2, .... 
On peut considerer les groupes § et 130 comme des groupes de Lie de "dimension 
infinie" (les parametres pour f E § etant les coefficients de f). Nous allons voir que 
certaines methodes de la th60rie classique des groupes de Lie peuvent s'appliquer meme 
dans notre contexte purement formel. 
Considerons a cet efIet f E § et posons 
Comme Is) 0 II) = IS+I) et p (s) 8 p(/) = p(S+/) ne dependent que de la somme s + t, on ales 
developpements paralleles qui suivent 
. .i. p (s +t) =.!!..- p (s +t) 
as at 
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done 
Explicitement, 
Posant t = 0 on obtient 
ou 
w(z) =~ It\z)/ 
at t=O 
= z(alZ +a2z2+ . .. ) E O(Z2) 
Resolvant pour Is) on a 
Is)(z) = esw(z)D z 
ou 
D=d/dz. 
~ p(s) 0 p(t) = ~ p(s) 0 p(t). 
as at 
(~ p(S») 0 p(t\x) 
=p(S)o~p(t)(x). 
at 
~p(S)=p(S)O{l 
as 
ou 
{}n (x ) = ~ p~) (x) / E 1P'0+ 
at t=O 
satisfait (lo(x) = o. 
Resolvant pour p(s) on a 
p(s)(x) = e(?(x) 
ou 
2 
sll S,.. S ,.. 
eo =E+-u+-{} Ou+···· 
I! 2! 
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(52) 
(53) 
Le lien qui existe entre w et {} s'obtient de la fa"on suivante. L'hypothese I(t) _ p(t) 
s'eerit explieitement 
[It)(z)/zY = L p~>Cx)zn. (54) 
n~O 
Si on applique ensuite l'operateur a/ at aux deux membres on trouve 
(55) 
Posant t = 0, il vient 
xw(z)/z = L {}n(X)zn. (56) 
n;>-O 
Comme 
(57) 
on tire de (56) que les polynomes (}n(x) sont des polynomes homogenes de degre .,;1 
donnes par 
n~O, aO=O. (58) 
Introduisons maintenant un sous-espaee veetoriel 'V de 1P'0+ en posant 
'V = {r E IP'lrn (x) = 'YnX, 'Yn E C, n ~ 0, 'Yo = a}. (59) 
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LEMME 3 
(a) L' application 
p~n ou nn(X) =i. p~)(x)/ 
at 1=0 
etablit une bijection entre IB et W. 
(b) L' application 
f~w ou w(z) = i.11)(z)/ 
at 1=0 
etablit une bijection entre § et O(z\ 
(60) 
(61) 
DEMONSTRATION. L'injectivite de (60) est immediate a cause de l'equation de droite 
dans (53). Montrons la surjectivite en no us donnant, a priori, un nEW et en definissant une 
suite pis) par 
pis) = eoo.. (62) 
On a alors evidemment (aj at)p(I)\I=o = n, p(O) = E. De plus, pis) 0 p(l) = p(S+I) decoule de 
la distributivite de 0 sur + dans l'algebre 1P0+. Finalement, on a bien pis) E IB (i.e. pis) est de 
type binomial). En efIet, l'Equation (62) peut s'ecrire explictement 
et il faut montrer que 
p~)(X + y) = L p~s)(x)Pjs)(y) 
i+j=n 
Utilisant (63), il suffit de verifier que 
n~k) (x + y) = L ~ n;lL) (x )njv) (y), 
i+j=n J.t!/l! 
lJ.+v=k 
k =0, 1,2, .... 
(63) 
(64) 
Ceci peut se faire par une induction relativement delicate sur k dont nous laissons les 
details au lecteur. L'injectivite de (61) decoule de l'Equation (53) de gauche. Pour la 
surjectivite, donnons d'avance un w (z) = z (atz + a2z2 + ... ) E 0(Z2). 11 faut trouver un 
f E § satisfaisant (61). Pour Ie faire construisons d'abord un nEW en posant nn(X) = anx, 
n ;3 0, ao = O. DefinissantP(s) E IB par (62), il suffit alors de choisir fa l'aide de la bijection ~ 
en posant f ~ P. 
DEFINITION 3. Lorsque (60) est satisfaite, on dira que n est Ie generateur (infinitesi-
mal) de P et on ecrira n = gen P. De meme, lorsque (61) est satisfaite, on dira que west Ie 
generateur (infinitesimal) de f et on ecrira w = gen f. 
Ces preliminaires peuvent se resumer par la proposition suivante. 
PROPOSITION 4 
(a) L' equation w = gen f etablit une bijection entre les f E § et les w E 0(Z2). On a 
w = genf~f=ewDz~'Vs E c: Is)= eswDz. 
(b) L'equation n = gen P etablit une bijection entre les PE IB et les nEW. On a 
n = gen p~p = eg~'Vs E C: pis) = e'rf/. 
(65) 
(66) 
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(c) Lorsque f - P, fl = gen P, w = gen f, on a alors 
w(z) = Z(CXIZ +CX2Z2+ . . ·)~fln(x) = cxnx, n~O, CXo=O. (67) 
Remarquons que pour tout f E § et w E O(Z2), on a 
w(z) = genf(z)~'Vs E C: sw(z) = gen/,S)(z). (68) 
Notons aussi que (65) peut s'ecrire explicitement so us la forme 
2 n 
fs\z) = Z +~ w(z)+~ w(z)w'(z)+· . . +~ w (z)+· .. 1! 2! n! n (69) 
ou wo(Z) = z, Wl(Z) = w(z), Wn +l(Z) = w(z)w~(z ), n = 0,1,2, . . . Le lecteur verifier a que 
les fl~k ) (x) correspondants sont donnes explicitement par 
(70) 
EXEMPLES. 
(i) Siw(z)=O=gen f avec f-P alors, trivialement, f(z)=z, f(s)(z)=z, P=E, 
p (s)=E. 
(ii) Si w (z) = CXZ 2 = gen f avec f - P alors, on veri fie que f(z) = z (1- cxz )-\ f (s)(z) = 
z(1-cxSZ)-l 
n 
a 
Pn(x) =- x(x + 1) . . . (x +n -1), 
n! 
P~) (x)=CXn~n x(x+1 ) . . . (x+n-1). (71) 
n . 
(iii) Un peu plus generalement, si w(z) = CXZ,+l = genf (i.e. CX v = 0 si v¥- r, cx, = cx) ou 
f - P alors un calcul montre que 
f(z) = z(1-arz,) - l/" fs)(z) = z(l-cxrsz,)-l/, (72) 
{ 
k k 
cx S . (s) -kl x(x+r)···(x+(k-l)r) sln=kr P n (x) = . 
o sinon. 
(73) 
PROPOSITION 5. Soient f E § et w E O(z 2) 014 w = gen f, on a alors 
D=d/dz (74) 
Cette identite peut aussi s'ecrire so us la forme symbolique 
D=d/dz. (75) 
DEMONSTRATION. Posant t = s dans (54), appliquant I'operateur alas aux deux 
membres et utilisant Ie fait (voir (52)) que 
(76) 
on arrive, par un rearrangement de termes, a l'equation differentielle 
(77) 
Resolvant cette derniere (avec Ia condition initiale [fs)(z ) I z Y = 1 si s = 0), on trouve (74). 
La Formule (75) decoule de (74) et des identites 
[z - lw(z)(x+zD)t1=z-X[w(z)Dtz\ k=0,1,2 , ... (78) 
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demontrables par induction sur k comme suit. Le cas ou k = 0 est evident et Ie calcul facile 
z -lW(Z )(x + zD){z -X[w(z )DtzX} = z -X[w(z )Dt+1 ZX 
montre que si (78) est satisfaite pour k, elle est aussi satisfaite pour k + 1. 
COROLLAIRE 4. Si f E §, w = gen f et cP E C[z TI alors, 
Vs E C: esw(z)Dcp(z) = CP(f<s)(z)). (79) 
En particulier, si cP = g E § et 1/ = gen g alors, 
ewD e TJD z = g 0 f(z). (80) 
Remarquons que les operateurs du membre de gauche de (80) sont appliques dans l'ordre 
inverse de la composition du membre de droite. 
DEMONSTRATION. A cause de la linearite de (79) par rapport a CP, il suffit de considerer 
Ie cas ou CP(z) = Z k, kEN. Le resultat decoule alors de (75) en posant x = k. La Formule 
(80) provient des choix cP = g, s = 1 dans (79) et de I'hypothese e TJD z = g(z). 
Les developpements precedents nous permettent de considerer formellement O(Z2) 
comme l'algebre de Lie du groupe § en prenant Ie "crochet de Lie" donne par [w, 1/] = 
w1/' - w' 1/. II en de me me pour V par rapport a 13° via Ie crochet induit. 
COROLLAIRE 5. Soient 
f(z) = z(1 +alLz lL + .. ·)E §, f.L ~ 1, (81) 
et 
v~1, (82) 
alors la condition w = gen fest equivalente a chacune des quatre conditions (a)-(d) 
suivantes: 
(a) ~ Is)(z) = w(z) ~ Is)(z). 
as dz 
(83) 
(b) ~ Is\z) = w(ls)(z)). 
as 
(84) 
(c) f.L = v, aIL = av et w(z) d~ Is)(z) =w(ls)(z)). -(85) 
(d) f.L = v, aIL = av et w (z )[,(z) = w(f(z )). (86) 
DEMONSTRATION. La condition (a) est immediate a cause des preliminaires de la 
Proposition 4. La condition (b) provient du calcul suivant: 
~ Is)(z) = w(z) dd Is)(z) = w(z)D esw(z)Dz 
as z 
= esw(z)D w(z )Dz = esw(z)D w(z) = w(ls)(z)) 
base sur (a) et sur Ie Corollaire 4 avec cP = w. La condition (c) est necessaire a cause de (a), 
(b) et du fait (voir (69)) que 
z +alLz lL + 1 + ... = f(z) = z +w(z)+· .. = z +avz v+ 1 + . ... 
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La suffisance de (c) se demontre en considerant une solution quelconque 1/ E O(Z2) de 
l'equation 
Comme west aussi une solution de cette equation, une simple division montre que 
1/ (z) 1/ (fo(s)(z » 
w(z) = w(ls )(z )) 
Comme f(z) 1" z, on trouve que 1/ (z ) = cw (z), ou c est une constante. Les conditions 
supplement aires f../., = 11 et aIL = a~ permettent alors d'isoler Ie generateur particulier w 
parmi ces solutions. Com me (c) => (d) (via s = 1), il ne nous reste qu'a montrer (d) => (c). 
Rempla~ons z par f(z ) dans l'equation w(z )f'(z) = w(f(z ». Un court calcul montre qu'on 
a alors w (z )D/2)(Z) = w (/2)(Z ». Iterant ce procede, on aboutit a 
w(z )Dlk)(Z) = w(lk)(Z », k = 1, 2, 3, . . . . (87) 
Les coefficients des memes puissances de z dans les deux membres de (87) sont done des 
polynomes identiques en k. II suffit alors de remplacer k par SEC pour voir que (c) est bien 
verifiee. 
REMARQUES. La caracterisation (d) du generateur w de f contenue dans Ie Corollaire 5 
est particulierement simple et interessante. En eifet, elle contient une equation diiferen-
tielle ordinaire qui ne fait aucunement appel aux iterees I s) de f. 
Utilisant les conditions (c) et (d), Ie lecteur verifiera qu'on a aussi 
{( ') (z) 
f d( w = genf~ w«() = s, pour tout SEC. (88) 
z 
{ (z ) 
f d( w = genf~ w«() = 1. (89) 
Les integrales dans (88) et (89) sont evidemment prises au sens forme I (i.e. integration 
terme-a-terme de la serie de Laurent formelle de 1/w«() developpee autour du " pole" 
(=0). 
Nous allons maintenant enoncer quelques formules a propos du probleme de "visee" 
qui consiste a exprimer explicitement les generateurs w et n en termes de f et P. 
PROPOSITION 6 
(a) Si n = gen P ou P E IB alors 
n =ln~ = Ino(E+(P-E» 
= L (_1)k - l.!.(P_E)(k). 
k",l k (90) 
La composante d'indice n de nest donnee par 
(91) 
(92) 
130 G. Labelle 
(b) Si w = gen f ou f E § alors 
k-l 1 
w(z) = L (-1) . -k gk(Z) 
k"'l 
(93) 
(94) 
ou les gk (z) sont donnes par (47). 
DEMONSTRATION. On verifle que parmi tous les A E 1Jl>0+ pour lesquels Ao(x) = 0, la 
condition e~ = P determine A de fa90n unique. La Formule (90) decoule directement de 
cette unicite ainsi que de la distributivite de 0 sur + et du fait que les series v = In(1 + u) et 
u = eV -1 sont inverses l'une de l'autre. La Formule (91) provient de l'identification de la 
composante d'indice n dans (90). La Formule (92) s'obtient de (91) en remarquant que 
(P _ E)~k)(X) = p~k) (x) _ (~)p~k-l) (x) + ... + (_1)kp~O\X) 
et en rearrangeant les termes de la sommation. Pour montrer (93) il suffit de deriver (47) 
par rapport a s et de poser s = O. Substituant x = 1 dans (92) on arrive a la Formule (94) 
comme suit: 
n~l 
REMARQUES. Par un raisonnement analogue a celui qui nous a permis de demontrer la 
Formule (47) on peut obtenir l'identite plus generale 
(95) 
ou 
(96) 
Le lecteur verifiera que les resultats contenus dans la Proposition 6 peuvent aussi etre 
demontres par une exploitation systematique de (95) et de (96). La Formule (95) est en fait 
equivalente a la formule plus compacte 
(97) 
Cette derniere, a cause de l'unicite de p(s), peut meme etre demontree directement en 
utilisant la distributivite de 0 sur + et Ie fait que (1 + u r . (1 + u)' = (1 + u r+'. En posant 
maintenant s = -1 dans (97), on obtient (en plus de (20)) les deux expressions qui suivent 
pour l'inverse de P E 180 selon 0: 
n 
p~-l)(X)= L (_1)k(p-E)~k)(X) (98) 
k=O 
= I (-1r(n + 1)p<;) (x). 
v=O v + 1 
(99) 
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La Formule (99) decoule d'un rearrangement des termes du developpement de 
(P - E)~k)(X) dans (98). Mentionnons aussi que la formule d'inversion (43) annoncee dans 
la Proposition 3 decoule de (99) en remarquant que si f E §, f - P E IB, alors 
n~O 
Nous allons maintenant profiter de l'equation differentielle (86) pour obtenir cette fois 
des recurrences linea ires explicites permettant de calculer successivement les coefficiel,).ts du 
generateur w a partir de f. 
PROPOSITION 7. Supposons que f E §, w = gen f, f - P E IB et 
J.J., ~ 1, 
Chacune des recurrences suivantes est alors valable. 
(a) 
(b) 
1 
w(z) =z(alLz lL +alL+lzlL+1+ . .. ) 
ou aIL = aIL et, pour tout n > J.J." 
1 n-IL 
an = ( ) L [(J.J., + i + 1)alL +i - PIL+i(n - i + 1)]an -i' 
n - J.J., aIL i=1 
w(z) = alLzlL+1/(cO+CIZ +C2Z2+ . .. ) 
ou Co = 1 et pour tout n > 0, 
(100) 
(101) 
(102) 
DEMONSTRATION. Etablissons d'abord (a). La conclusion aIL = aIL est triviale. Ecrivons 
w (z) so us la forme auxiliaire 
P E QJ. 
Po sons p - R E lB. L'equation differentielle (86) prend alors la forme 
f'(z)p(z) = [f~z)r . f(z)p;f(z)). (103) 
Identifiant les coefficients de zn dans les deux membres de (103) on trouve 
L (i + 1)Pi (1)Rj (1) = L Pi(J.J.,)(R 0 PM1). (104) 
i+j=n i+j=n 
Un court calcul montre que Ie membre de droite de (104) est en fait egal a 
L Pi(J.J., + j + 1)Rj (1). (l05) 
i+j=n 
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La recurrence (101) decoule alors de (104) et (105) en tenant compte du fait que Pi(x) = 0 
si 0 < i < (.L, R j(l) = (31L+j = a lL +/ aIL et en renommant adequatement les indices en jeu. 
La recurrence (b) se demontre d'une fa~on analogue en ecrivant cette fois w so us la forme 
w(z)=a lLz lL+1/0"(z) ou 0"(z)=1+c1z+c2z2+ .. ·ELJ. 
Posant alors 0" - S E IB, l'equation differentielle (86) peut se reecrire 
f'(z) . f(z )O";f(z» = [f~Z )] 1L+2 . O"(z). (106) 
Procedant comme plus haut, on obtient apres quelques calculs (qui utilisent l'identite (17» 
(107) 
Modulo certaines manipulations d'indices elementaires et tenant compte du fait que 
Sj(l) = Ch la recurrence (102) s'ensuit. 
REMARQUE. Meme dans les cas tn!s simples la forme du generateur west souvent fort 
complexe. Par exemple, si f(z) = z (1 + z) alors (.L = 1, a 1 = 1 et, pour n > 1, la recurrence 
(101) devient 
Ceci donne 
2 3 3 4 16 5 124 6 1256 7 
w(z)=z -z +-z --z +-z ---z +... (109) 
2! 3! 4! 5! 
fs)(z) = z + SZ2 + s(s -1)z3 +h(s -1)(2s - 3)Z4 +ts(s -l)(s - 2)(3s - 4)Z5 
+fzs(s -l)(s - 2)(12s2 -41s + 31)z6 + .... 
Dans Ie cas ou f(z) = z e Z alors (.L = 1, a1 = 1 et pour n > 1 
d'ou 
1 n-1 
an =-- L ((i+2)-(n-i+1)i+1}an _;/(i+1)! 
n -1 i=1 
w(z) = Z2 -tz3 +rzz4 _ rzz 5 +~~6Z6 - ... 
fs)(z) = z + SZ2 + s(s -t)Z3 + S(S2 -is + 152)Z4 
+ S(S3 -1/s2 +¥s _rz)Z5 + S(S4 _RS3 +*S2 -Rs +~~6)Z6 + ... 
(108)' 
(109), 
La theorie generale que nous avons developpee jusqu'ici va maintenant no us permettre 
d'obtenir facilement des resultats purement algebriques concernant la conjugaison et la 
commutation des elements du groupe §. D'abord trois lemmes. 
LEMME 4. Soient f, g, h E § et gen f = w, gen g = 1/. Les conditions (a)-(c) suivantes sont 
equivalentes. 
(a) f=hH)ogoh (110) 
(b) VSEc:fs)=h<-1)og<s)oh (111) 
(c) w(z)h'(z) = 1/(h(z». (112) 
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DEMONSTRATION. L'equivalence de (a) et (b) est facile. Pour montrer l'equivalence de 
(a) et (c), on peut appliquer la caracterisation (86) du corollaire 5 ou encore, raisonner 
comme suit. A cause de (89) les conditions gen f = w, gen g = T/ sont equivalentes a 
f(z) g(z) 
f ~-1- f ~ w(t) T/(() (113) 
z 
Effectuant Ie changement de variable (= h(t) dans Ie membre de droite de (113) et 
substituant ensuite h (z) a z, on obtient la condition equivalente 
f(z) 
f ~-1-w(t) 
z 
h(-I)o g 0 h(z) 
f 
z 
h'(z)dt 
T/(h(t)) . 
Cette derniere condition montre bien que (a)~(c). 
et 
LEMME 5. Soient f, g E § ou f(z) ,c z ,c g(z) et gen f = w, gen g = T/. 
Si on pose 
a,c 0, 
{3 ,c 0, 
(114) 
(115) 
alors la condition necessaire et suffisante pour que f et g soient conjuguees dans § est 
a ={3, (116) 
DEMONSTRATION. A cause du lemme precedent, f et g sont conjuguees si et seulement 
si 3h E § telle que (112) est satisfaite. Comparant les termes dominants des deux membres 
de cette equation, on obtient que a = (3 et J.t = v sont necessaires. Supposons donc ces 
conditions remplies et po sons r = J.t = v. Apres simplification par a dans (112), on voit que 
f et g sont conjuguees si et seulement si 3h E § telle que 
h '(z) L d;[h (z )];-r-1 = L Cizi-r-1. (117) 
i~O j~O 
Par integration, cette derniere condition est equivalente a l'existence d'un hE § tel que 
drln(h(z))+ L *dr+k[h(z)t/k=crln(z)+ L *Cr+kZk/k+C (118) 
k~-r k~-r 
ou L* signifie que l'indice k = 0 est omis et ou C designe une constante arbitraire 
d'integration. A cause des logarithmes, cette condition implique dr = Cr. D'ou la necessite 
de (116). Inversement, si (116) est satisfaite, alors (112) peut s'ecrire 
Cr In[h(z)/z]+ L * dr+k[h(z)t/k = L * Cr+kzk/k +C, r = J.t = v. (119) 
k~-r k;a=-r 
11 s'agit de montrer qu'on peut alors determiner explicitement les coefficients de la serie 
hE § requise. Pour Ie voir, posons a priori, 
(120) 
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Vne analyse des coefficients de zn (pour n = -r + 1, -r+2, . .. ) dans les deux membres de 
(119) fournit un systeme de conditions du type 
h l -dt/(r-l) 
h2 + P2(h l ) 
h3 + P3(hI, h2) 
=-ct/(r-l) 
= -c2/(r-2) 
= -c3/(r-3) 
=c 
ou Pi(hI, ... , hi-I) designe un polynome en hI. ... , hi-I. 
(121) 
Ceci montre bien qu'on peut resoudre successivement pour hI. h2' h 3, ... et que h(z) 
depend en realite d'un parametre du ala constante arbitraire C entrant en jeu dans (121). 
Reformulee dans Ie langage de la tbeorie des invariants pour les formes differentielles 
meromorphes, la preuve que nous venons de donner est essentiellement une version 
formelle du fait que n, a-m a-I forment un systeme complet d'invariants pour les formes 
differentielles du type 
k~-n 
relativement au groupe de to us les changements de variables z = h (?) ou h E §. 
La condition (116) du lemme precedent peut se reformuler, a cause de (69), de la fac;on 
suivante: 
et 
f(z) - z et g(z) - z sont "asymptotiques" en z = O} 
1/ w (z) et 1/11 (z) ont meme "residu" en z = O. 
(122) 
Etant donne que Ie residu en z = 0 de l'inverse d'un generateur w = gen f joue un role 
primordial devant la conjugaison, il est utile d'en avoir une representation explicite en 
termes des coefficients de f. C'est justement Ie contenu du prochain lemme. 
LEMME 6. Soient z '" f(z) E § et w = gen f. Si on ecrit f so us la forme f(z) = 
z(l +arZ r +ar+IZ r+1 + ... ), r;::: 1, ar '" 0, alors Ie residu de l/w(z) en z = 0 estdonneparla 
formule 
(123) 
ou Dr = Dr(an .•• , a2r) = Dr(f) designe Ie determinant suivant 
ar+l ar 0 0 0 0 
ar+2 ar+l ar 0 0 0 
Dr= 0 0 (124) 
a2r-2 a2r-3 a2r-4 ar 0 
a2r-1 a2r-2 a2r-3 ar+l ar 
'a2r a2r-1 a2r-2 ar+2 ar+l 
En particulier, DI = a2, D2 = a ~ - a2a4, etc. 
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DEMONSTRATION. Posant w(z) = arz r+1/(1 +C1Z +C2Z2 + ... ) alors Ie residu cherche 
est egal a cr/ar. Etant donne que w(z)w'(z)=(r+1)a~z2r+1+0(z2r+2), la Formule (69) 
peut s'ecrire (via s = 1) 
f(z) = z + w(z) +t(r + 1)a~z2r+1 + 0(z2r+2). 
Cette egalite est equivalente a 
1 + C1Z + ... = ar{ar + ... + a2r_1Z r- 1 + [a2r -t(r + 1)a~]zr + 0(zr+1n-1. (125) 
Ceci fournit un systeme triangulaire d'equations lineaires en Ct, C2, ... ,Cr et (123) 
s'obtient en resolvant ce dernier pour l'''inconnue'' Cr a l'aide de la regIe de Cramer 
habituelle. 
REMARQUE. Le lecteur notera que Ie residu du Lemme 6 peut aussi etre calcule en 
utilisant la recurrence (b) de la Proposition 7. 
Nous sommes maintenant en mesure d'enoncer une proposition a caractere purement 
algebrique concernant Ie groupe §. 
PROPOSITION 8. Soient f, g E §, alors 
(a) f et g sont conjuguees si et seulement si f = g = z, ou si 3r;31 tel que 
f(z) = z(1 +arZ r +ar+1 Zr+1 + ... ), ar ~ OJ 
g(z)=z(1+brz r +br+1z r+1+ .. . ), br~O 
ar = b" Dr(a" ... , a2r) = Dr(b" ... , b2r ) 
(126) 
ou Dr est Ie determinant defini par (124). 
(b) Soit h E § alors h commute avec f ~ z (i.e. h 0 f = f 0 h) si et seulement si h est I' une des 
iterees continues de f (i.e. 3s E C tel que h = Is». 
(c) Si ho E § sa tisfa it f = h~-l) 0 g 0 ho alors, si g ~ z, 
f= h(-l) 0 g 0 h~3s EC: h =g(s) 0 ho. (127) 
DEMONSTRATION. La partie (a) decoule des Lemmes 5 et 6 et de (122). Pour demontrer 
la partie (b), prenons g = f dans Ie Lemme 4. On a alors h 0 f = f 0 h ssi f = h (-1) 0 f 0 h et ce, 
si et seulement si w(z)h'(z) = w(h(z». Or, a cause du Corollaire 5(d) et de la remarque 
(68), la solution generale h d'une telle equation differentielle est precisement donnee par 
les iterees continues de f. La partie (c) s'obtient de (b) en notant que f = h (-1) 0 go h si et 
seulement si h 0 h~-l) et g commutent. 
REMARQUES. La presence de la constante d'integration entrant en jeu dans la demon-
stration du Lemme 5 nous assurait d'avance que sif et g etaient conjuguees alors les h tels 
que f = h (-1) 0 g 0 h formaient une famille a un parametre. La partie (c) de la Proposition 8 
a pour effet de preciser la nature de cette famille. La partie (b), quant a elIe, met en 
evidence la possibilite de developper une theorie purement algebrique des iterees 
continues en utilisant simplement la commutativite dans §. Finalement, la partie (a) nous 
permet de parametriser les "classes de conjugaison" (non triviales) du groupe § a l'aide 
des trois invariants fondamentaux: r, a" Dr. II est facile de se donner un representant 
commode pour chacune de ces classes de conjugaison. Par exemple, la famille de 
polynomes 
(128) 
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ou r ~ 1, a E C*, (3 E C constitue un tel systeme de representants. On obtient alors de (128) 
et de la Proposition 8(a) que pour tout f E §, f.,e z, it existe hE §, r ~ 1, a E C*, (3 E C tels 
que 
"Is E C: is)(z) = h(-l) 0 7/'~~l,/3 0 h(z). (129) 
Le probleme de l'iteration continue generale est donc essentiellement ramene a celui de 
l'iteration continue de ces polynomes 7/'r,a,/3 (z). 
En realite, it est possible de faire beaucoup mieux en utilisant les series speciales 
contenues dans Ie corollaire qui suit. 
COROLLAIRE 6. Pour chaque t E C designons par 
u,(z) = Z{.L,(z) (130) 
l' element de § dont Ie generateur est Ie polynome du troisieme degre 8,(z) defini par 
8,(Z)=Z2_ tz 3 EO(Z2). (131) 
Alors Ie probleme de l'iteration continue dans § est reductible a celui de la simple 
connaissance des iterees continues u ~s) (z) de u,(z). 
DEMONSTRATION. Pour r ~ 1, a E C*, (3 E C, designons par Vr,a,/3(Z) l'element de § dont 
Ie generateur est 
W r,a,/3(z)=az(zr _(3z2r). 
II est immediat que Ie residu de 1/ W r,a,/3 est (3/ a. Soit maintenant f E §, f.,e z ou 
f(z)=z(l+arz r +ar+lZ r+1 + .. . ), 
Choisissons a et {3 en posant 
ar .,e O. 
a = a,., (3 =!(r+l)ar+(-lra~rDr(f). 
(132) 
(133) 
Le Lemme 6, la Proposition 8(a) et (122) nous permettent de conclure a l'existence d'un 
hE § tel que 
"Is E C: is) = h(-1) 0 v~~l,/3 0 h. (134) 
Nous aurons demontre notre corollaire si nous parvenons a exprimer v~~l,/3 en termes des 
iterees continues de u,. Posons a cette fin 
V r •a ,/3 - V E 1B0 
et 
V=e~, ou r"AE'iJ. 
Un calcul base sur (70) montre que 
A~k)(X) = {~krk(r/3)~~~(x/r) si r divise n 
sinon. 
Tenant compte de (136) et du fait que V(s) = e~, on deduit 
Definissant main tenant {.L,(s, z) par 
si r divise n 
sinon. 
u~s) (z) = Z{.L,(s, z) 
(135) 
(136) 
(137) 
(138) 
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et posant x = 1 dans (137) on obtient 
<s) ( ) 
v"",{3 Z = Z 
n~O 
ma=O 
C'est-a-dire, 
{ 
(<>,s) ( ')} 1/ , (s) U{3 Z 
V',o<,{3 (Z)=Z , 
Z 
(139) 
REMARQUE. Les series u~s\z) sont en quelque sorte "universelles" devant l'iteration 
continue dans §. Les cas ou t = 0 et (3 = 0 fournissent les series particulieres 
uo(z)=z/(l-z) et v"a,o(z)=z/[l-arsz,]l/, (140) 
que nous avons deja rencontrees dans les Exemples (71) et (72). Le calcul explicite de 
U ~s) (z) pour Ie cas t;c 0 peut se faire de plusieurs fa"ons en regard des formules diverses 
contenues dans Ie present travail. Par exemple, la formule (69) prend la forme 
2 
= z +.!.- (Z2'-., tz 3) +~ (2z 3 - 5tz 4 + 3t2Z 5) + ... 11 21 . (141) 
Mentionnons aussi que l'Equation (84) montre que y = yes) = u~S\z) satisfait l'equation 
differentielle (en s): 
yeO) = z. (142) 
Toutes les proprietes des series universelles u ~s ) (z) sont done renfermees dans cette simple 
equation. 
Pour terminer, mentionnons que les idees contenues dans Ie present texte soot suscep-
tibles de developpemeots futurs dans les directions suivantes: 
(1) La solution du probleme 3 pose dans [12] par Rota, Kahaner et Odlyzko. Dans ce 
probleme on considere d'abord la bijection entre les delta-operateurs normalises Q (au 
sens ou Qx = 1) et les elements [E § definie par Q = f(d/dx). On demande alors d'etudier 
les delta-operateurs Q(t) definis par QU) = Itl(d/dx), au It> designe l'iteree continue 
d'ordre t de f. 
(2) Jusqu'a quel point les idees du present travail peuvent-elles etre adaptees au 
contexte multidimensionnel et, plus generalement, dans Ie contexte des categories de 
Mobius (11]? En elfet, monsieur Pierre Leroux a fait remarquer a l'auteur que les 
automorphismes de l'algebre d'incidence I(C) d'une categorie de Mobius C fournissent 
un cadre tres general pour l'inversion de Lagrange. Pour la relation entre l'inversion et les 
algebres d'incidence. voir Rota [12]. 
(3) Le lecteur verifiera qu'it est possible d'etendre la notion d'iteration continue dans Ie 
contexte des series formelles [(z) ou [(0) = 0 '" ['(0) (i.e. ['(0) n'est plus necessairement 
egale a 1) via la formule 
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en demandant cette fois que Ie generateur w(z) appartienne a O(z) (au lieu de O(Z2)). Que 
se produit-il si 1(0) i' O? QueUes sont les implications de tout ceci dans Ie contexte des 
processus de Galton-Watson (i.e. processus dits "de ramification" ou "en cascade")? 
(4) Les suites de type binomial et les series generatrices sont tres utiles en combinatoire. 
QueUes sont les interpretations combinatoires que l'on pourrait donner aux generateurs w 
et {}? 
(5) II est facile de voir que les ensembles Nk = z(1 +O(Zk)), k = 1, 2, 3, ... forment des 
sous-groupes normaux emboites du groupe §. Decrire explicitement (par exemple, via des 
parametrisations ad equates) la totalite de to us les sous-groupes normaux de § (et de 188 ). 
QueUe est la forme precise des groupes-quotients qui en decoulent? 
(6) Une extension interessante des diverses formules du present travail serait de leur 
trouver des "q-analogues". C'est-a-dire des formules d"'inversion" et d"'iteration" dans 
lesqueUes intervient un parametre supplementaire q, se specialisant en les formules 
habitueUes pour q = 1. 
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