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Abstract The phenomenon of stochastic synchronization in globally coupled
FitzHugh–Nagumo (FHN) neuron system subjected to spatially correlated Gaus-
sian noise is investigated based on dynamical mean-ﬁeld approximation (DMA)
and direct simulation (DS). Results from DMA are in good quantitative or qual-
itative agreement with those from DS for weak noise intensity and larger system
size. Whether the consisting single FHN neuron is staying at the resting state,
subthreshold oscillatory regime, or the spiking state, our investigation shows that
the synchronization ratio of the globally coupled system becomes higher as the
noise correlation coefﬁcient increases, and thus we conclude that spatial corre-
lation has an active effect on stochastic synchronization, and the neurons can
achieve complete synchronization in the sense of statistics when the noise cor-
relation coefﬁcient tends to one. Our investigation also discloses that the noise
spatial correlation plays the same beneﬁcial role as the global coupling strength in
enhancing stochastic synchronization in the ensemble. The result might be useful
in understanding the information coding mechanism in neural systems.
c© 2014 The Chinese Society of Theoretical and Applied Mechanics. [doi:10.1063/2.1401306]
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As a general mechanism of self-organization in complex systems, synchronization represents
a relative stationary invariant relation between two objects that are oscillating in time in deter-
ministic system,1–3 while stochastic synchronization is a generalized version towards noisy sys-
tems in the sense of statistics.4–8 Due to the prevalence of synchronous activities9,10 and noise
correlation11 in the brain areas, synchronization (especially stochastic synchronization) has been
regarded as an important information coding mechanism.
In neural systems in vivo, each neuron receives neurotransmitter from many other neurons,
and certainly one neuron also releases neurotransmitter to many other neurons. It is this connec-
tivity topology that determines a common noisy part in the inputs for different neurons in neural
populations, and it is functionally signiﬁcant to regard that the input for given populations is usu-
ally spatially correlated.7,9,11,12 The role of this spatial correlation on neural response has attracted
much attention in the community of neuroscience.12–16 For instance, Liu et al.13 investigated the
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effects of spatial correlation on weak signal detecting in neural systems, and Shea-Brown et al.7
studied how pairs of neurons transfer spatially correlated synaptic currents into correlated spikes.
To our knowledge, how the spatial correlation inﬂuences on the stochastic synchronization phe-
nomenon in neural systems has not been clearly disclosed, however. Therefore in this letter our
purpose is to use the globally coupled FitzHugh–Nagumo (FHN) neurons system subjected to
spatially correlated Gaussian noise to investigate the effect of spatial correlation on stochastic
synchronization.
Our dimensionless globally coupled FHN neuron system is governed by the following
Langevin-type stochastic differential equations17,18
dxi
dt
= A(xi,yi)+ I
(c)
i (t)+ I
(e) +
√
1−ρξi(t)+√ρξ (t),
dyi
dt
= B(xi,yi),
(1)
where i = 1,2, · · · ,N, xi is the fast variable (function of t) representing the membrane potential
of the i-th neuron, yi is the corresponding slow or recovery variable (also function of t), and
A(x,y) = ax3 + bx2 + cx+ hy and B(x,y) = ex+ f y+ g with a = −0.5, b = 0.55, c = −0.05,
e = 0.015, f =−0.003, h = 1, g being a tunable bifurcation control parameter. We point out that
the different choice of g will enable the single FHN neuron model gradually undergo deferent
attractors: a stable equilibrium point (resting state), small amplitude limit loop (subthreshold
oscillation state), and large amplitude limit loop (ﬁring state), respectively. In Eq. (1) all the
neurons are globally coupled through an interaction term
I(c)i (t) =
w
N−1
N
∑
j=1
(x j − xi).
The total noise in Eq. (1) consists of two items: ξ (t) standing for the common noise input to all
the neurons and ξi(t) modeling the internal environmental ﬂuctuation, and all the noise is statis-
tical independent Gaussian white noise obeying 〈ξi(t)〉 = 〈ξ (t)〉 = 0, 〈ξ (t)ξ (t ′)〉= 2Dδ (t− t ′),
〈ξi(t)ξ (t)〉 = 0, 〈ξi(t)ξ j(t ′)〉 = 2D1δi jδ (t − t ′) with D1 and D being noise intensity. The pa-
rameter w is the coupling strength between the FHN neurons, and the parameter ρ (0  ρ  1)
measures the input correlation coefﬁcient between a pair of neurons. Additionally, I(e)(t) stands
for an external input, and is treated as a constant, i.e., I(e)(t) = I = 0.1. We emphasize that the
model in Ref. 18 is recovered when ρ = 0.
Let p({xi},{yi}, t) be the probability density function in state space at time t, then the corre-
sponding Fokker–Planck equation reads
∂
∂ t
p =−∑
k
{
∂
∂xk
[(A(xk,yk)+ I(e)(t)+ I
(c)
k (t))p]+
∂
∂yk
(B(xk,yk)p)
}
+
∑
i
∑
j
∂ 2
∂xi∂x j
{[Dρ +D1(1−ρ)δi j]p}. (2)
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We extend the method of dynamical mean-ﬁled approximation (DMA)18 to the correlated case
under study. Using Eqs. (1) and (2) simultaneously, we obtain evolutionary equations for mean,
variance, and covariance of local variables xi and yi (1 i N), which are given by
d〈xi〉
dt
= 〈A(xi,yi)+ I(c)i (t)+ I(e)(t)〉, (3a)
d〈yi〉
dt
= 〈B(xi,yi)〉, (3b)
d〈xix j〉
dt
= 〈xiA(x j,y j)〉+ 〈x jA(xi,yi)〉+ 〈xi(I(e)j (t)+ I(c)j (t))〉+
2Dρ + 〈x j(I(e)i (t)+ I(c)i (t))〉+2D1(1−ρ)δi j. (3c)
d〈xiy j〉
dt
= 〈xiB(x j,y j)〉+ 〈y jA(xi,yi)〉+ 〈y j(I(c)i (t)+ I(e)i (t))〉. (3d)
And following the numerical scheme in DMA, we introduce the global variables for the FHN
ensemble as
X(t) =
1
N
N
∑
i=1
xi, (4a)
Y (t) =
1
N
N
∑
i=1
yi, (4b)
and their average, variance, and covariance are respectively given by
μ1 = 〈X(t)〉, μ2 = 〈Y (t)〉, ρ11 = 〈(X−μ1)2〉, ρ12 = 〈(X−μ1)(Y −μ2)〉, ρ22 = 〈(Y −μ2)2〉.
Meanwhile, we deﬁne the spatial average of variance and covariance for local variables as
γ11 =
1
N ∑i
〈(xi−μ1)2〉, γ12 = 1N ∑i
〈(xi−μ1)(yi−μ2)〉, γ22 = 1N ∑i
〈(yi−μ2)2〉.
With these eight statistical moments in mind and under the Gaussian probability distribution as-
sumption from Eq. (3), we derive the following closed equations
dμ1
dt
= a(μ31 +3μ1γ11)+b(μ
2
1 + γ11)+ cμ1+hμ2+ I, (5)
dμ2
dt
= eμ1+ f μ2+g, (6)
dγ11
dt
= 2a(3μ21 γ11+3γ211)+4bμ1γ11+2cγ11+2hγ12+2w(ρ11− γ11)+
2D1(1−ρ)+2Dρ , (7)
dγ12
dt
= eγ11+ f γ12+a(3μ21 γ11+3γ11γ12)+2bμ1γ12+hγ22+w(ρ12− γ12), (8)
dγ22
dt
= 2(eγ12+ f γ22), (9)
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dρ11
dt
= 2a(3μ21ρ11+3ρ11γ11)+4bμ1ρ11+2cρ11+2hρ12+2Dρ +
2(1−ρ)
N
D1, (10)
dρ12
dt
= eρ11+ fρ12+a(3μ21ρ12+3γ11ρ12)+2bμ1ρ12+hρ22+ cρ12, (11)
dρ22
dt
= 2(eρ12+ fρ22). (12)
Equations (5)–(12) together form a closed moment system, and its numerical solution can be
found by the fourth-order Runge–Kutta scheme.
We remark that in deriving the above evolutionary equations for means and variances, the
noise intensity parameters D1 and D are assumed weak enough so that the state variables obey
the Gaussian distributions with their means as center,17,18 and numerical results have conﬁrmed
the Gaussian assumption for weak noise level in the following Figs. 1–4. For strong noise level,
the noise-induced bifurcation might occur, and as a result the probability distribution for the state
variables of a single FHN neuron can have a large derivation from Gaussian distribution,19 and
therefore the method of DMA might be no longer applicable when the system size is smaller. Due
to large number law, the method of DMA still could provide exact results in the strong noise case
when the system size is large enough, however.
The moment dynamics calculated from DMA is shown in Fig. 1. In order to check the accu-
racy of DMA, we also plot the corresponding results by direct simulation (DS) for Eq. (1) using
stochastic Euler method with time step of 0.01. In our simulation, the average of 1 000 trials
is calculated with initial conditions xi = yi = 0 for i = 1,2, · · · ,N. Corresponding to the given
initial conditions in simulation, the initial conditions for the DMA equation system are set as
μ1 = μ2 = γ11 = γ12 = γ22 = ρ11 = ρ12 = ρ22 = 0 to keep the consistence between the two meth-
ods. All calculated quantities are dimensionless. From Fig. 1 it is clear for the system size and
noise intensity under study, the results from the two methods are in good agreement, which enable
us to use the extended DMA method to quantitatively exhibit the effect of spatial correlation on
stochastic synchronization in globally coupled FHN neurons.
Similar to the synchronization in deterministic systems, we deﬁne synchronization error for
stochastic synchronization. For the globally coupled FHN neuron ensemble, we deﬁne the follow-
ing stochastic synchronization error R(t) =
1
N2
∑
i, j
〈(xi− x j)2〉 = 2(γ11−ρ11). When all neurons
are in completely synchronous state, there is xi = X(t) (1 i N), which directly gives R(t) = 0.
On the contrary, in the asynchronous state, namely the response of all neurons is statistically inde-
pendent of each other, then their covariance is zero, 〈(xi−μ1)(x j −μ1)〉= 0(i = j), which means
ρ11 = γ11/N, and therefore in this case we ﬁnd R0(t) = R(t) = 2(γ11− γ11/N) = 2(1−1/N)γ11.
Considering we are more interested in a relative synchronization error, R(t) is further normalized
to be
S(t) = 1− R(t)
R0(t)
=
Nρ11− γ11
(N−1)γ11 . (13)
Due to Schwarz inequality −(Eξ 2Eς2)1/2  Eξς  (Eξ 2Eς2)1/2 for any random variables in
the text book of probability theory, we can deduce that S(t) can vary within [−1,1] with S(t) = 0
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Fig. 1. Time course of μ1, γ11, and ρ11 of the moment system Eqs. (5)–(12) obtained from DMA (black)
and DS (blue), where noise intensity D1 = D = 0.001, system size N = 100, coupling strength w = 1.0,
correlation coefﬁcient ρ = 0.1, and the bifurcation control parameter g = 0.
corresponding to complete asynchrony, with S(t) = 1 corresponding to complete positively-
directional synchrony, and with S(t) = −1 corresponding to completely negatively-directional
synchronization in the sense of statistics. This quantifying index is the so called synchronization
ratio.17,18 Figure 2 shows the curve of the synchronization ratio versus time under different noise
correlation coefﬁcient. As shown in Fig. 2, for the given coupling strength and noise intensity
S(t) roughly stabilizes at 0.2 when the spatial correlation is absent, but as the spatial correlation
enhances such as ρ = 0.5, S(t) stabilizes at 1.0. This example demonstrates that spatial correlation
is beneﬁcial for observing stochastic synchronization. By changing different coupling strength to
calculate the synchronization ratio and the results in Fig. 3 again support this observation.
In order to have a systematic understanding on stochastic synchronization in the system (1),
we give the calculated results for different coupling strength in Fig. 4 when the spatial correlation
is missing or weak. In this case, as shown in Fig. 4, the synchronization ratio tends to one as the
coupling strength increases. This suggests that global coupling has an enhancing role on stochastic
synchronization. Combination of Figs. 2–4 shows that spatial correlation plays the same role as
global coupling for the FHN ensemble.
Noting that the stochastic synchronization among neurons might be more meaningful in the
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Fig. 2. Time course of the synchronization ratio S(t) obtained from DMA (solid) and DS (dotted) with
parameters D1 = D = 0.001, N = 100, w = 1.0, g = 0.
oscillating regions than in the resting state as shown in Figs. 1–4 for understanding neuronal im-
portation coding, we take g = −0.0005 and g = −0.009 such that the single deterministic FHN
neuron model stays at subthreshold oscillatory region and suprathreshold oscillatory region, re-
spectively, as shown in Figs. 5–8. In the case of Fig. 5, every single deterministic FHN neuron
undergoes a subthreshold oscillation, and the membrane voltage oscillates but can not sponta-
neously spike in the absence of noise. And in the case of Fig. 7, every single deterministic FHN
neuron undergoes a suprathreshold oscillation, which can induce spontaneous periodic spike. As
seen from Figs. 6 and 8, the output synchronization ratio obtained from DMA has certain quanti-
tative deviation form with that from DS, but the qualitative agreement still holds true. According
to the qualitative agreement, the output synchronization ratio tends to periodic oscillation in the
long time limit, and the whole level of the synchronization ratio gets higher and higher as the
noise correlation coefﬁcient increases. Again we conclude that noise spatial correlation has an
active role on the stochastic synchronization of the subthreshold oscillation and ﬁring state.
Through the investigation on the globally coupled FHN neuron systems, we disclose that spa-
tial correlation not only enhances stochastic synchronization in resting state, but also enhances
stochastic synchronization in subthreshold oscillation and ﬁring state. Our conclusion is in coin-
cidence with that in Ref. 7, and the difference lies in that we explore stochastic synchronization
directly using the moment properties of the state variables, while in Ref. 7 the authors use the
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Fig. 3. Time course of the synchronization ratio S(t) obtained from DMA (smooth) and DS (coarse) with
g = 0, D1 = D = 0.001, N = 100. Here ρ is marked in the ﬁgure.
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Fig. 5. (a) Time course of membrane voltage and (b) phase diagram of the single deterministic FHN neuron
model with g =−0.0005.
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Fig. 6. Time course of the synchronization ratio S(t) obtained from DMA (smooth) and DS (coarse) with
D1 = D = 0.001, N = 1000 and g =−0.0005. Here ρ is marked in the ﬁgure.
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Fig. 7. (a) Time course of membrane voltage and (b) phase diagram of the single deterministic FHN neuron
model with g =−0.009.
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spectral statistic of the output spiking train. The membrane voltage statistics moment dynamic
and the spectral dynamics of the output spiking train are the two sides of neural dynamics, so our
investigation has signiﬁcance in understanding the role of spatial correlation in population coding
from the viewpoint of membrane voltage moment dynamics.
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