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Matematički modeli mnogih prirodnih, društvenih i tehničkih pro- 
cesa svođe se na nelinearne komplementarne probleme (NCP). Mo- 
deliranje ekonomskih problema omogućuje bolji uvid u složenost rada 
ekonomskog sistema. Osnova svakog ekonomskog sistema je ravnoteža 
između ponude i potražnje, a ona se formuliše kao problem nelinearne 
komplementarnosti, Koncept komplementarnosti sastavni je deo mo- 
đeliranja mnogih realnih problema koji se javljaju u inženjerstvu, opti- 
mizaciji, strukturalnoj analizi i mehanici. Zbog izuzetno velike zastu- 
pljenosti problema ovakvog tipa njihovo rešavanje je veoma aktuelno.
Prvi korak u rešavanju nelinearnih komplementarnih problema je 
preformulacija na probleme određivanja nule nelinearnog preslikavanja. 
Tako nastali sistemi nelinearnih jednačina nisu glatki, pa se za njihovo 
rešavanje ne može primeniti klasična teorija. Stoga se koriste itera- 
tivni postupci dobijeni generalizacijom postupaka za glatke sisteme. 
Ti postupci se mogu svrstati u tri klase: generalizovane postupke Njut- 
novog tipa, postupke sa regularizacijom sistema jednačina i postupke 
sa regularizacijom matrice jakobijana.
U ovoj disertaciji posebna pažnja posvećena je postupđma sa regu~ 
larizacijom matrice jakobijana. To je klasa postupaka nastala povezi- 
vanjem generalizovanih postupaka Njutnovog tipa i postupaka sa regu- 
larizacijom sistema jednačina, a sa ciljem da se prevaziđu njihovi po- 
jedinačni nedostaci. Ovi postupci su zasnovani na ideji da se neglatka 
funkcija aproksimira glatkim operatorom i da se u klasičnoj Njut- 
novoj jednačini originalna funkcija kombinuje sa matricom jakobijana 
glatkog operatora koji je aproksimira.
Prvi deo disertacije obuhvata pregled oznaka, definicija, kao i teo- 
rema koje se odnose na glatke funkcije. U drugom đelu su navedene 
vrste komplementarnih problema, definisane semiglatke funkcije i nji- 
hove osobine i tipovi regularizacije. Iterativni postupci za rešavanje 
glatkih sistema jednačina izloženi su u trećem đelu, sa osvrtom na 
Njutnov postupak i njegove modifikacije. U četvrtom delu predstavlje- 
ni su generalizovani postupci za sisteme semiglatkih jednačina, nastali 
uopštavanjem Njutnovog postupka i njegovih modifikacija. Definisan 
je novi postupak za rešavanje NCP, dobijen uopštavanjem postupka
2
sa modifikacijom slobodnog vektora za glatke sisteme i dokazana je 
njegova lokalna konvergencija. Iterativni postupci sa regularizacijom 
matrice jakobijana za rešavanje nelinearnih komplementarnih prob- 
lema opisani su u petom delu. Formulisani su novi postupci ove 
klase koja obuhvata netačni Njutnov postupak i Njutnov postupak, 
kao njegov specijalni slučaj, zatim, Braunov i hibridni Braun-Njutnov 
postupak sa regularizacijom jakobijana. Dokazana je globalna konver- 
gencija netačnog Njutnovog postupka sa regularizacijom jakobijana, 
kao i lokalna konvergencija Braunovog i hibridnog Braun-Njutnovog 
postupka sa regularizacijom jakobijana. U šestom đelu prikazani su 
numerički rezultati dobijeni testiranjem teorijskih rezultata na rele- 
vantnim numeričkim primerima.
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Posebno se zakvaljujem svom mentoru dr Nataši Krejić, redovnom 
profesoru Prirodno-matematičkog jakulteta u Novom Sadu, kojaje svo~ 
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Zahvaljujem se dr Miodragu Petkoviću, redovnom profesoru Elek- 
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U vod
1.1 Oznake, definicije i teoreme
N  - skup prirodnih brojeva
R  - skup realnih brojeva
R n - skup n - đimenzionalnih realnih vektora
R mxn - skup realnih matrica formata m  x n
x = (x\,X 2 , ...,xn)T - n-dimenzionalni vektor
x \ ~ i-ta komponenta vektora xk G Rn
A =  [dij] ~ matrica iz R nxn sa elementima a^, i , j  =  1 , n
A — [a1, a2, ..., an] - matrica iz Rnxn sa kolonama aJ € Rn
[A]j - j ~ta vrsta matrice A € Rnxn
A u  ~ podmatrica \I\ x |J | matrice A G R nXn sa elementima % € I, 
j  G J, gde su I, J  C {1,2, neprazni skupovi
A"1 - inverzna matrica matrice A
A T ~ transponovana matrica matrice A
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D = diag(dud,2 , dn) - dijagonalna matrica sa elementima du 
i = 1, 2, n na đijagonali
A =  [djj], Ojj =  0 za i < j  - donja trougaona matrica
A = [fly], Oij =  0 za i > j  - gornja trougaona matrica
E ~ jedinična matrica iz Rnxn
p(A) - sprektralni radijus matrice A
e% ~ jedinični vektor prostora Rn
< x, y >= x Ty - skalarni proizvođ vektora x ,y  G Rn
{xk} ~ niz realnih vektora £°, X1, x2r ..
IMIp =  (]C£=i |#i|p)* - vektorska p-norma, 1 < p < oo
||A||i =  maxi<j<n J]”„i \aij\ - matrična norma indukovana vektorskom 
normom || ■ ||i
\\AWoo =  maxi<i<n \&i j  \ - matrična normaindukovana vektorskom 
normom || • ||oo
||A||2 =  \jp(A TA) - matrična norma indukovana vektorskom 
normom || • ||2
MIIf  =  (Xn,j=i \aij\2)^ “ Frobenijusova norma
Ck(D) - skup k puta neprekidno diferencijabilnih realnih funkcija 
na D
f f - jakobijan preslikavanja /  : Rn Rn
V / - gradijent preslikavanja /  : Rn -> R
coS - konveksna obvojnica skupa S
M (x,e) = {y e R n, ||y — x\\ < e] - e okolina tačke x
di$t(A,A) = in/ee.4 \\A — B\\ - rastojanje matrice A od nepraznog 
skupa matrica A
Oznake, definicije i teoreme 7
□ - kraj dokaza 
<§) - kraj algoritma
Definicija 1.1 Elementarne matrice su mairice dobijene od jedinične 
matrice vršenjem neke od sledecih elementarnih transformacija:
• međusobna zamena dve vrste matrice,
@ množenje svih elemenata jedne vrste brojem različitim od nule,
© dodavanje elemenata jedne vrste matrice, prethodno pomnoženih 
brojem različitim od nule, odgovarajućim elementima druge vrste 
matrice.
Teorem a 1.1 Neka je A € Rnxn. Ako je P elementarna matrica 
dobijena vrsenjem jedne od elementarnih transformacija na jediničnoj 
matrici, ondaje PA matrica koja se dobija od matrice A vršenjem na 
A te iste elementarne transformacije.
Definicija 1.2 Spektralni radijus matrice A € Rnxn je njen karakte- 
ristični koren maksimalnog modula, odnosno
p(A) = max{|Ai|, i =
gde su A* karakteristični koreni matrice A, tj. Ai su rešenja karakteri- 
stične jednačine
\ \ E - A \  = 0.
Teorem a 1.2 Neka je A 6 R nxn. Za svako e > 0 postoji prirodna 
matrična norma || • || takva da je
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• ortogonalna, ako je A TA — E,
• Givensova matrica (transformacija, rotacija), ako je oblika
' 1 0 0 0 '
c . . .  —s
$ .. .  c
.0  0 0 1
gde je c = cos 0 i $ — sin 6, 9 € [—tt, ir],
• Po ~ matrica ako su svi glavni minori nenegativni,
• P  - matrica ako su svi glavni minori pozitivni.
Definicija 1.4 Funkcija F  : R n —» Rn je
• Po-funcija, ako za svako x ,y  E Rn, x /  y, postoji indeks i takav 
da važi
/  Vu {%i ~~ yi)(Ri{x) -  Ri(y)) > 0,
• P-funkcija, ako za svako x ,y  € Rn, x ^  y, postoji indeks i takav 
da važi
(xi -  yi)(Fi(x) -  Fi(y)) > 0, •
• uniformna P-funkcija, ako postoji konstanta c > 0 takva da za 
svako x ,y  £ Rn postoji indeks i za koji vgži
(xi -  yi)(Fi(x) -  Fi(y)) > c\\y -  |̂|2,
Definicija 1.3 Matrica A € Rnxn je
• monotona funkcija, ako za svako x ,y  £ Rn važi 
( x - y ) r (F(x) -F(y) )>0,
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• strogo monotona funkcija, ako za svako x ,y  G Rn, x A y važi
(x — y)J (F{x) — F(y)) > 0,
•  jako monotona funkcija, ako posioji konstanta c > 0 takva da za 
svako x ,y  E Rn važi
(x -  y)T(F(x) -  F(y)) > c\\y -  ^ ||2.
Teorem a 1.3 [19] Svaka monotona funkcija je PQ-funkcija, svaka stro- 
go monotona funkcija je P-funkcija, svaka jako monotona funkcija je 
uniformna P-funkcija.
Teorem a 1.4 [19] Jakobijan svake neprekidno diferencijabilne PQ-funk~ 
cije je PQ-matrica. Ako je jakobijan neprekidno diferencijabiine funkcije 
P-matrica za svako x, onda je funkcija P-funkcija.
Defm icija 1.5 Preslikavanje F  : D C Rn Rn zadovoljava Lipšicov 
uslov u tački x sa konstantom L > 0 ako za svako y € D važi
\\F(x)~~F(y)\\<L\\x-~y\\.
Definicija 1.6 Preslikavanje F : D C Rn —» Rn je Lipšic neprekidno 
sa konstantom L nad oblasti D ako za svako x ,y  € D važi
\\F(x) -  F(y)\\ < L\\x -  y\\.
Definicija 1.7 Preslikavanje F  : D C Rn -4 Rn je lokalno Lipsicovo 
na D ako za svako x e D postoji okolina N(x, e) takva da je F Lipšic 
neprekidno na N (x,e).
Lem a 1.1 [49] Neka je F  : D C Rn —► Rm diferencijabilno pres- 
likavanje na konveksnom skupu Dq C D. Tada za svako x ,y  € DQ 
važi
||F(y) -  F(x)|[ < stip HF^o: +  t(y — as))[|||y — x\\.
0<t<l
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Lema 1.2 [49] Neka je F  : D C Rn Rm neprekidno diferencija- 
bilno preslikavanje na konveksnom skupu D$ C D i neka x € Dq . Ako 
je zadovoljena nejednakost
\\F '(y ) -F '(x ) \ \< L (x ) \ \y -x \ \
za svako y € Dq7 tada važi
~ F ,(x)(y -  s)|| < \L{x)\\y -  x f
za sve y 6 D$,
Lema 1.3 [14] Neka je F  : D C Rn —> Rn neprekidno diferencija- 
bilno preslikavanje na konveksnom skupu Dq C D i neka je F' Lipšic 
neprekidno u x  £ D0, tada važi
||F(t;) -  F(u) -  F'(x)(v -  u)|| < ^(\\v  -  x\\ +  ||u -  a;|[)||w -  u|| 
za svako u ,v  € Dg.
Lema 1.4 [13] Neka je-F : D c  Rn Rn neprekidno diferencijabilno 
preslikavanje na otvorenom konveksnom skupu D i neka F' zadovolja- 
va Lipšicov uslov u tački z 6 D sa konstantom L. Tada za svako 
x ,y  e D važi
||D(rc) -  F(y) -  F ’(z)(x -  y)|| < Lmax{||x -  z\\, ||y -  z\\}\\x -  y||.
Lema 1.5 [49] Nekaje F  : D c  Rn Rn neprekidno diferencijabilno 
u x. Za ma koje e > 0 postoji 6 > 0 tako da važi
||F(y) -  F(x) -  Ff(x)(y -  x)\\ < e\\y -  x\\ 
za ||y — a:|[ < 6.
Lema 1.6 /14] Neka su M ,N  G Rnxn. Ako je M  regularna matrica 
i ako je HAf”1 (iV — M)|| < 1 tada je i N  regularna i važi
Hiv_1|| < -------- P U --------
1 1 -  l - I IM - ^ iV - M ) ! !
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Teorem a 1.5 [14] (Ekvivalencija normi) Neka su || * || i |[ • ||* dve 
vektorske norme na Rn. Tada postoje pozitivne konstante a i /3 takve 
da za x € R n važi
<*|MI < 1N||, < p\\x\\.
Pri rešavanju sistema nelinearnih jednačina primenom postupaka 
razmatranih u ovom rađu, javlja se problem rešavanja sistema linear- 
nih jednačina. Postoje mnogobrojni postupci za rešavanje linearnih 
sistema. Oni se mogu pođeliti na direktne i iterativne. Direktnim 
postupcima dobija se tačno rešenje linearnog sistema posle konačno 
mnogo aritmetičkih operacija u tačnoj aritmetici, a iterativni postupci 
daju približno rešenje sistema linearnih jednačina. Pri numeričkim 
izračunavanjima u ovoj disertaciji korišćen je GMRES postupak, koji 
spada u iterativne postupke za rešavanje linearnih sistema, te je stoga 
posebno izdvojen.
Neka je dat linearni sistem oblika
Ax — 6, (1.1)
gde je A € R nxn regularna matrica i b € RJ1.
Definicija 1.8 Neka je A e Rmxn, m > n. Razlaganje A — QR , 
gde je Q £ R mxm ortogonalna matrica i R € Rmxn gornja trougaona 
matrica, naziva se QR dekompozicija matrice A.
GMRES postupak (Generalizeđ Minimum RESiđual) je postupak 
tipa Krilova za nesimetrične sisteme. Ideja je dase k-ta iteracijaodredi 
kao rešenje problema najmanjih kvađrata
min \\b — Ax\\2 t
gde je JCk A:-ti Krilov potprostor. Navedeni algoritam koristi Gram- 
Šmitov proces ortogonalizacije i Givensove rotacije, kao i QR faktor- 
izaciju matrice H .
Notacija Gj(c,s) se odnosi na Givensovu rotaciju za j  i (j + 1) vrstu 
i kolonu, a Hk — QhRk na QR faktorizaciju matrice H*.
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Konvergencija GMRES postupka je dokazana u slucaju kada se 
primenjuje restart, ali praksa pokazuje đa restart veoma često nije 
potreban.
GM RES PO ST U PA K  (G eneralized M inim nm  R E Sidual)
GMl:- r = b~~ Az, u1 =  r / | | r ||2 
p = | | r | |2, P = p
k = 0, g = p(l, 0 , 0)T 6 R kmu,+i
GM2: While p > e||6||2 i k < kmBX do
a) k — k + 1
b) vk+1 = Avk
for j  = 1,2, k do
i) hkj  = (vk+l)Tvj
ii) vk+1 = vk+1 — hkijVj
c) hkM i =  | | ^ +1||2
d) provera ortogonalnosti
e) vk+l = u^+1/||u^+1|j2
f) i) if k > 1 k~ta kolona matrice H  se đobija kao pro- 
izvod Qk~i i k~te kolone matrice H , inače ostaje ista
'O v =  yJhU  +
iii) C/; — hkjk/v , $k = hfzfej'.ijv
hkjk ckhkjk $khk)k-\-h hkjk -̂i 0
iv) g = Gk(cki$k)g
g) P "  l5fc+i|
GM3: r^- = h ijy l < i , j  < k 
(Vi = gu 1 < i < k  
rešiti gornji trougaoni sistem Ryk = co
GM4: x k = x° +  Vkyk. &
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Sistemi nelinearnih jednačina rešavaju se iterativnim postupcima. 
Neka je dat sistem nelinearnih jednačina oblika
f(x ) = 0, (1.2)
pri čemu je f  : D C R n R n. Svaki broj x* za koji je f(x*) = 0 
naziva se rešenje jednačine (1.2).
Neka postoji rešenje x* jednačine (1.2) na skupu D. Jednačina 
(1.2) se uvek može zapisati u ekvivalentnom obiiku
x — M x,
gde je M  : D C Rn Rn. Najčešći izbor preslikavanja M  je 
M x ~ x — A (x)f(x), A(x) € RnXn; x € D.
Na ovaj način se problem rešavanja sistema (1.2) svodi na probiem 
određivanja nepokretne tačke preslikavanja M. Izabere se početna 
aproksimacija x° € D. Niz {rrfc} definisan sa
x k+l ~  M (xk); k = 0,1,... (1.3)
naziva se iterativni niz, funkcija M  funkcija koraka, a formula (1.3) 
iterativni postupak ili iterativno pravilo.
Ukoliko iterativni niz {xk} konvergira ka tačnom rešenju x*; kaže 
se da iterativni postupak konvergira. Prilikom analize iterativnih pos- 
tupaka javljaju se dva značajna problema i to su: problem dobre de- 
finisanosti, u smislu da za svako k važi đa M (xk)pripada skupu £>, i 
problem konvergencije iterativnog postupka. U ovoj disertaciji razma- 
trane su iokalna i globalna konvergencija. Pod iokalnom konvergen- 
cijom se podrazumeva da postupak konvergira ka tačnom rešenju x* 
za svaku početnu aproksimaciju x° dovoijno blisku rešenju x*} a pod 
globalnom da postupak konvergira za svaku početnu aproksimaciju iz 
domena D.
Ukoiiko iterativni postupak konvergira, postavlja se pitanje brzine 
konvergencije tj. reda konvergeneije.
Defmicija 1.9 Neka je {a:^} G D % lim ^ o o ^  =  £*. Tada iterativni 
niz {rr^} konvergira
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® q-linearno ako postoji c € (0,1) takvo da je
\xfc+i x*\\ < c\\x ~~ x*\\,
• q-$uperlinearno ako je
lim
\xk+l -  x*
= 0,
k—><x> [|a;* — x *
© $a q-redom bar a, a > 1 ako postoji c > 0 takvo da je
b i+1 -a:*l| < c\\xk —
® q~kvadratno ako postoji c > 0 takvo da je
\\xk+l — x*\\ < c||xfc -  x*\\2,
• r~Unearno ako postoji niz ck koji konvergira q-linearno ka nuli 
tako da je
xk -  x*\\ < ck>
© sa r-redom bar a ako je \\xk — x*\\ ograničeno sa gornje strane 
nekim nizom Čiji je q-red konvergencije ka nuli bar a.
Definicija 1.10 Neka je {xfc} niz koji konvergira ka x*, i neka su g i 
h neprekidne, nenegativne realne funkcije. Uvode se oznake
* g{xk) — o(h(xk)) kad k oo, ako je
lim 9\* )k^co h(xk)
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Lem a 1.7 [14] Neka {xk} konvergira q-superlinearno ka x*. Tada 
važi
lim n ^ +1 -  3*1
fc-j-oo — a;*!)
U daljem tekstu su radi konciznosti navedeni termini korišćeni bez 
prefiksa q kada se radi o konvergenciji #-tipa.
Definicija 1.11 Za iterativni postupak kažemo da je afino invarijan- 
tan (na kodomenu) ako primenjen na probleme f  =  T f(x )  =  0 i 
f(x )  — 0; gde je T  regularna matrica, daje identične iterativne nizove 
za svaku početnu aproksimaciju.
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2
N elinearni komplementarni 
problemi
Komplementarni probiemi su veoma zastupljeni u mnogim oblastima 
poput teorije optimizacije i ekonomije,
Neka je F  : Rn Rn nelinearna, neprekidno diferencijabilna 
funkcija. Problem oblika
x > 0, F(x) > 0, x JF(x) = 0, (2.1)
naziva se nelinearni komplementarni problem (NCP). Ukoliko se vek- 
tor x i funkcija F  predstave po komponentama, NCP se može zapisati 
u obliku
Xi > 0, Fi(x) > 0, XiFi(x) =  0, i — 1,2,
pri čemu je rr ~  (x i,...,xn)r , F(x) = (Fx( x ) , Fn(x))T.
Svaki vektor x* G R n koji zađovoljava (2,1) je rešenje NCP.
Definicija 2.1 Neka je x* rešenje NCP (2J) i neka su definisani 
sledeći skupovi indeksa
a(x*) = {i, x* > Fi(x*) =  0},
P(x*) = {i, x* = Fi(x*) = 0},
7 M  = {», 0 = x* < Fi(x*) =  0).
Ako je p(x*) — 0 rešenje x* je strogo komplementarno, a ukoliko je 
ft(x*) 0 x* je degenerisano rešenje.
17
18 Nelinearni komplementarni problemi
Definicija 2.2 Rešenje x* NCP naziva se
© b~regularno, ako su glavne pođmatrice F ! (x*)aLis,au5 regularne za 
sve podskupove 6 za koje važi 0 C 5 C 0.
© R-regularno, ako je F'(x*)a â regularna matrica i ako je njen 
Surov komplement u
U savremenoj numeričkoj matematici koriste se mnogobrojni načini 
za preformulaciju problema tipa (2.1) na ekvivalentan sistem semigla- 
tkih jednačina. Jedan od njih je
gde se operator min uzima po komponentama.
2.1 Vrste komplementarnih problema
Klasifikacija kompiementarnih problema se vrši po veličini, tipu i kom- 
pleksnosti. Pored uobičajene podele na linearne i nelinearne, poznata 
je i pođela na horizontalne, vertikalne i mešovite komplementarne 
probleme.
Specijalan slučaj problema (2.1), gde je F  : Rn R n linearna 




min{a;, F{x)} =  0, (2 .2)
Lm earni kom plem entarni problem
x > 0, M x  + q > 0, x J (M x + q) = 0.
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M ešovit nelm earni kom plem entarni problem
U neiinearnim komplementarnim problemima tipa (2.1) zastuplje- 
na su samo donja ograničenja promenljivih i funkcija, a uslovi komple- 
mentarnosti se primenjuju na sve promenljive i funkeije. U praksi se 
javljaju opštiji problemi kod kojih su ograničenja definisana sistemom 
nelinearnih jednačina, dok su uslovi komplementarnosti primenjeni 
samo na neke promenljive i funkcije. Ti opštiji problemi nazivaju se 
mešoviti nelinearni komplementarni problemi i imaju oblik
Fi(x) — 0, i e l ,
Xi > 0, Fi(x) > 0, XiFi(x) — 0, i € J,
gde skupovi I  i J  čine particiju skupa {1, 2,
U specijalnom slučaju, kada je I  = {1,2, ...,n}, mešovit neline- 
arni komplementarni problem transformiše se u sistem nelinearnih 
jednačina oblika
F(x) =  0.
V ertikalni nelinearni kom plem entarni problem
Posmatrajući preformulaciju NCP na semiglatki sistem nelinearnih 
jednačina oblika
m m {x,F (x)} — 0,
uočava se da je jedna od funkcija u ovoj formuiaciji potpuno proizvoljna, 
dok je druga identitet.
Mnogi reaini problemi imaju opštiju formu
=  0 ,
pri čemu su F1, F 2,...,Fm : IF —* FC1 nelinearne funkeije. Problemi
ovakvog obiika nazivaju se vertikalni nelinearni komplementarni prob- 
lemi Na osnovu analogije sa NCP (2.1) jasno je da za vertikalni neii- 
nearni komplementarni problem važi F?(x) > 0 za svako i ~  1,2,..., n 
i svako j  = 1,2,..., m, kao i da za svako i važi Ff(x) = 0 za bar jedno 
j. Vertikalni nelinearni komplementarni problemi se mogu tumačiti i 
kao mešoviti, uvođenjem dopunskih promenljivih.
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2.2 Preformulacija NCP
Prvi korak pri rešavanju nelinearnog komplementarnog problema (2.1) 
je transformacija na ekvivalentan sistem nelinearnih jednačina, koriš- 
ćenjem NCP funkcija.
Definicija 2.3 Funkcija h : R2 R  naziva $e NCP funkcija ako 
važi
h(a, b) = 0 &  a > 0, b > 0, ab = 0. (2.3)
Za datu NCP funkciju h, vektor x =  (x\ , ..., xn)T G R n i 
F(x) =  ( F i ( x ) , Fn(^))T 6 .Kn, definiše se preslikavanje 
H :R n -> Rn}
H{x) = (/l(a:l l F1(a:)),...1/l(®n, i ;’n(s)))T.
Na osnovu definicije NCP funkcije uočava se ekvivalencija problema 
(2.1) i sistema
H(x) = 0, (2.4)
što znači da je x * rešenje problema (2.1) ako i samo ako je x* rešenje 
(2.4).
Među mnogobrojnim NCP funkcijama poznatim iz literature, Fer- 
ris, Kanzow [20], Fischer [22], Kanzow et ail. [30], Mangasarian [44], 
Sun, Qi [55], nalaze se minimum funkcija
g(a, b) =  min{a, b} (2.5)
i Fišerova funkcija
4>(a, b) =  Va2 + b2 — a ~ b. (2.6)
Najčešći oblici preformulacije NCP (2.1) dobijaju se upravo pomoću 
ovih funkcija, te su zbog toga one i korišćene u ovoj đisertaciji.
Dakle, jedan od načina za preformulisanje (2.1) je transformacija 
na sistem
G(x) = 0, (2.7)
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gde je G(x) = (g(xu F i ( x ) } ,g ( x n) Fn(x)))r , a g je dato sa (2.5), a 
drugi je preformuiacija na sistem
$(x) =  0, (2.8)
pri cemu je
$(z) = (i>(xu F1(x)),...,<l>(xn,Fn(x)))T, (2.9)
a 4> je dato sa (2.6).
Dobijeni sistemi (2.7) i (2.8) su sistemi nelinearnih jednačina, ali 
preslikavanja G, ^  : Rn Rn nisu glatka. Naime, ako je Xi — Fi(x) 
za neko i, % =  1, može se desiti da ne postoji izvod funkcije G u 
tački x i analogno, ukoliko je X\ =  Fi(x) =  0 za neko i, i =  1, ...,n, 
može se dogoditi da funkcija <I> nije diferencijabilna u x, što znači da 
G i nisu glatke funkcije.
2.3 Semiglatke funkcije
Pojam semiglatkih funkcija ima značajnu ulogu prilikom proučavanja 
nelinearnih komplementarnih problema, pa će stoga najpre biti nave- 
dene neophodne definicije i neke osobine semiglatkih funkcija.
Neka je H : Rn Rn lokalno Lipšicova funkcija. Na osnovu 
Rademaherove teoreme izložene u Clarke [7], H  je diferencijabilna 
skoro svuđa.
Definicija 2.4 Neka je Djj skup tačaka x € R n na kome je funkcija 
H  diferencijabilna. Tada je B-subdiferencijal funkcije H u tacki x
dBH(x) =  { lim H'(x*) : xk € D„}, (2.10)
X k —>X
a konveksna obvojnica ovog skupa
dH(x) = codBH(x) (2.11)
naziva se generalizovani jakobijan funkcije H u tački x.
Skup dBH(x) je neprazan i kompaktan. Za funkciju 
H(x) =  (Hi(x), H2(x), ...)Hn(x))T definišu se skupovi:
dbH(x) = dBHx(x) x dBH2(x) x ... x dBHn(x) (2.12)
i
dc H(x) -  dHx(x) x dH2(x) x ... x 9Hn(x), (2.13)
koji se nazivaju 6-subdiferencijal i C-subdiferencijal funkcije H  u tački 
x  i koji se u praksi češće koriste od generalizovanog jakobijana.
Teorem a 2.1 [51] Neka je x £ Rn i neka za ma koje v 6 Rn postoji
lim {Ku};
V £ dH(x +  tv) 
t —\ 0
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tada postoji i izvod funkcije H u pravcu v
H'(x;v) = lim
v /  i —>0
H(x-\- tv) — H(x) _
i važi
Hf(x;v) = lim {Vv}-
V e dH(x +  tv) 
t —̂ 0
Definicija 2.5 Funkcija H : Rn —> Rn je semiglatka u x ako je H  
lokalno Lipšicova u x i ako za svako v £ Rn posioji
lim {IV}.
V  £ dH (x +  tvf) 
v' -+ v, t 0
Konveksne funkcije i glatke funkcije su primeri semiglatkih funkcija. 
Skalarni proizvodi i sume semiglatkih funkcija su takođe semiglatke 
funkcije. Ova grupa funkcija nalazi se između Lipšicovih funkcija i C 1 
funkcija.
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Definicija 2.6 Semiglatka funkcija H je BD~regularna u x ako su svi 
elementi skupa dsH (x) regularni.
Lem a 2.1 [51] Neka je H  : Rn —» Rn lokalno Lipšicova funkcija i 
neka postoji H'(x\ v) za svako v u x. Tada važi
i) H’(x ; *) je Lipšicova funkcija,
ii) za svako v postoji V  £ &H(x) takvo da je
H '(x\v) =  Vv.
Teorem a 2.2 [51] Neka je H  : Rn ~+ Rn lokalno Lipšicova funkcija, 
tada su sledeća tvrđenja ekvivalenina:
i) H je semiglatka u x,
ii) {Vf} uniformno konvergira kadV  £ dH(x-ktv), ||v|| — 1, t —> 0,
iii) {W } uniformno konvergira kad V  £ QH(x + tv‘), v1 -+ v,
||v|| =  1, t —> 0;
iv) za ma koje V  £ dH(x  +  v), v -+ 0 važi
\\Vv — H'(x;v) || =  ć>(|H|),
v)
lim = 0.
x +  v £ D# llv ll
v —> 0
Teorem a 2.3 [51] Neka je H  : Rn -+ Rn lokalno Lipšicova funkcija. 
H je semiglatka u x ako i samo ako je svaka komponenta funkcije H  
semiglatka u x.
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Teorem a 2.4 [18] Neka je H  : Rn Rn lokalno Lipšicova i semi- 
glatka u x G Rn. Tada za ma koje V € dH (x  +  v), v -+ 0 važi
||jFf (a; + v) — H(x) — V v|] =  o(||w||).
Deflnicija 2.7 Ako za ma koje V € dH(x +  v), v -> 0 važi
\\Vv-H'(x;v)\\  =  0 ( \ \v \ r ' ) ,  0 < p  < 1 ,
tada je H semiglatka reda p u x.
Teorem a 2.5 [18] Ako je H : Rn -+ Rn lokalno Lipšicova i semigla- 
tka u x, tada za bilo koje v ~+ 0 važi
||H(x  +  v) ~ H(x) -  H ’(x; w)|| =  o(||u||),
a ukoliko je H semiglatka reda p u x , tada za ma koje v —» 0 važi
||H(x + v ) -  H(x) -  H ’(x; t/)|| =  C?(||v|P+1).
Definicija 2.8 Funkcija H : Rn -+ Rn je jako semiglatka u x ukoliko 
je ona semiglatka u x i ako za svako V € dH(x + v), gde v 0 važi
\\Vv-H '(x-,v)\\ = 0 ( \ \v f) .
Teorem a 2.6 [18] Ako je H : R n ~+ Rn lokalno LipŠicova i jako 
semiglatka u x i ako postoji izvod funkcije H  u x  u pravcu v , tada važi
lim sup
V € dH(x  + v) 
v -+ 0
||jff(a; +  v) ~ H (x ) -  Vv\ < oo.
Ako je H  : Rn -+ R n neprekidno diferencijabilna funkcija, onda je 
ona i semiglatka i važi
dBH(x) = dH(x) =  {H'(x)}
za svako x € Rn. Ukoliko je H  diferencijabilna funkcija sa lokalno 
Lipšicovim jakobijanom, tada je ona i jako semigiatka.
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Najčešći oblik preformulacije NCP je transformacija (2.1) na ekvi- 
valentan sistem neiinearnih jednačina oblika (2.7) ili (2.8). Funkcije 
ć?, $  : Rn -» R n koje se koriste u datim preformulacijama nisu glatke, 
ali su lokalno Lipšicove. Naime, tako definisane funkcije G i <t> su 
semiglatke u smislu definicije 2.5, pa su dobijeni sistemi (2.7) i (2.8) 
nelinearni sistemi semiglatkih jednačina.
2.4 Vrste regularizacije
Za rešavanje semiglatkog sistema
H(x) -  0, (2.14)
dobijenog preformulacijom NCP (2.1), razvijeni su mnogobrojni pos- 
tupci zasnovani na Njutnovom postupku i njegovim mođifikacijama 
u glatkom slučaju. Svi ti postupci mogu se podeliti na generaiizo- 
vane postupke Njutnovog tipa i na postupke sa regularizacijom, koji 
će detaljno biti razmatrani.
Osnovna ideja postupaka sa regularizacijom je aproksimiranje ne- 
glatke funkcije H  : Rn —» Rn glatkim operatorom : Rn R r\  tako
da za svako x G Rn postoji r  > 0 i važi
\\H(x) ^ H , ( x ) \ \ < tv„
gde je p > 0 parametar reguiarizacije.
Definicija 2.9 Neka je H : Rn —> Rn lokalno Lipšicova funkcija. 
Preslikavanje Hlx : Rn —» Rn je glatka aproksimacija (funkcija regu- 
larizacije) funkcije H ako
i) postoji r  > 0 takvo da za svako x  € R n i gt > 0 važi
||H(x) -  H,(x)\\ < rp, (2.15)
ii) za ma koje x  € i fJ. > 0 postoji H' (x), i H'  ̂je neprekidna,
iii) za ma koje x € Rn postoji H° (x) tako da je
H \x )  = lim H ’ (x).
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Definicija 2.10 Funkcija H^ : Rn Rn zadovoljava uslov konzis- 
tencije sa jakobijanom, ako za ma koje x  € Rn važi
H°(x) e dc H (x), (2.16)
gde je dc H(x) C-subdiferencijal funkcije H u tački x definisan sa 
(2.13).
Lema 2.2 [5] Neka je H semiglatka funkcija u x i neka H^ zadovo~ 
Ijava uslov konzistencije sa jakobijanom, tada važi
||H(x + v )~  H(x) -  H°(x +  v)v\\ n
lim ------------ ------- r~—n--------------- — 0.V—>0 m
Lema 2.3 [5] Neka funkcija H^ zadovoljava uslov konzistencije sa 
jakobijanom. Ako su svi elementi skupa dc H (a;) regularni, tada postoje 
okolina J\f(x, r) i konstanta M  > 0, takve da za svako y 6 N (x , r) sledi 
da je H°(y) regularna matrica i važi
||H°(V) - 1||< M .
Osim toga, postoje M\ > M  i JX> 0 takve da za ma koje y 6 J\f(x, r) 
% jLt.G (0 ,p) sledi da je H' (y) regularna i
I I *  Mi-
U radu su korišćene transformacije NCP na sisteme (2.7) i (2.8), 
pri čemu su funkcije G i <3> semiglatke, pa se zato navode neke od 
glatkih aproksimacija ovih funkcija, kao i njihove osobine.
Za p > 0 funkcija G aproksimira se glatkim operatorom 
G^: Rn Rn,
= (g ^ i^F i(x )) ,,„ ,g fi(xn,Fn(x)))T ,
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pri čemu je
& +  b — \J {p* — 6)2 + /i2'
aproksimacija minimum NCP funkcije (2.5). Fukcija aproksimira se 
operatorom : R2 —> Rn
%  =  { M x u F i(x )) ,...,M * n ,F n(x)))T, (2.17)
gde je funkcija Kanzova
</v(a > &) =  \ / ^  +  b2 + 2^ — a ~~ 6, p. > 0, (2.18)
glatka aproksimacija Fišerove NCP funkcije (2.6).
Lem a 2.4 [29] Funkcija ^  : R2 —» R definisana sa (2.18) je neprekidno 
diferencijabilna i za svako (a, b) e R 2 i p\, (12 > 0 važi
l ^ i ( a>6) -  (a> &) I < \/2|VMi “  V f i l
\<Pni(a, b) -  0(a, 6)| < ^ 2 ^ .
Lem a 2.5 [29] Funkcija <FM : Rn Rn definisana sa (2,17) je neprekidno 
diferencijabilna i za svako x  G R n i p 1, važi
P w W  -  ^ M I I  ^  v^n |V /iT - v ^ l .
11*1« (*) -  *(*)ll < ) /2 m -
(2.19)
(2.20)
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3
Iterativni postupci za 
rešavanje glatkih sistem a
3.1 Njutnov postupak
Sistemi nelinearnih jeđnačina obiika
/(* ) =  0, (3.1)
gde je /  : D C Rn h i> Rn nelinearna funkcija rešavaju se iterativnim 
postupcima. Naime, većina ovih sistema ne može se rešiti tačno, pa se 
zato određuje njihovo približno rešenje primenom nekog numeričkog 
postupka, što je uslovilo intenzivan razvoj čitave oblasti poznate pod 
nazivom numeričko rešavanje sistema nelinearnih jednačina.
Njutnov postupak je jedan od najpoznatijih postupaka za rešavanje 
nelinearnih sistema. Iterativni niz se ovim postupkom generiše na 
sledeći način.
Algoritam: n ju tn o v  po stupak  (n )
S0: Dato je x° € R n, k := 0.
Sl: Odredi sk iz jednačine
/'(**)«* = -/(**),
zatim odredi
Xk+1 — x k + sk.
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S2: Stavi k := k +  1 i idi na korak Sl.
Kada je reč o glatkim sistemima, nadalje će se podrazumevati da 
važe sledeće osnovne pretpostavke:
Pl: /  je neprekidno diferencijabilna funkcija na Z),
P2: postoji rešenje x* 6 D sistema (3.1),
P3: f{x* )  je regularna matrica.
Njutnov postupak je lokalno kvadratno konvergentan, te je veoma 
atraktivan u teorijskom smislu.
Teorem a 3.1 [31] Neka su zadovoljene osnovne pretpostavke i neka 
je f '  Lipšic neprekidno preslikavanje sa konstantom L, tj. neka važi
< L\\x-y\\,  x , y e D .
Tada postoji e > 0 takvo da je za svako x° e  N{x* ,e) niz {xfc} do-
bijen Njutnovim postupkom dobro đefinisan i konvergira kvadraino ka 
rešenju x * sistema (8.1).
Brza lokalna konvergencija i postizanje tačnog rešenja u prvoj iteraciji 
u slučaju afinog preslikavanja su prednosti ovog postupka. Međutim 
Njutnov postupak, kao i mnogi drugi iterativni postupci ima i svoje 
nedostatke, a to su izračunavanje matrice jakobijana i tačno rešavanje 
sistema linearnih jednačina u svakoj iteraciji, što je komplikovano i 
skupo pri praktičnoj realizaciji, kada su u pitanju sistemi velikih di- 
menzija,
U cilju prevazilaženja ovih nedostataka razvile su se modifikacije 
Njutnovog postupka, a to su netačni Njutnovi postupci i kvazi-Njutnovi 
postupci.
3.2 Netačni Njutnovi postupci
Osnovna ideja ove grupe postupaka je približno rešavanje sistema line- 
arnih jednačina u svakom iterativnom koraku, čime se postiže ušteda 
i tako otklanja jedan od nedostataka Njutnovog postupka.
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Iterativni niz se netačnim Njutnovim postupkom generiše sledećim 
algoritmom.
A lgoritam : netačni n ju tn o v  po stu pa k  (in )
SO: Dat je niz {t*,} za koji važi > 0 za svako k i a:0 e K 1, k := 0.
Sl: Odredi sk iz jednačine
f ( x k)sk = - f { x k) + rk, (3.2)
gde je
l|r*|| < **||/(®*)||, (3.3)
zatim odredi
xk+l = xk -f sk.
S2: Stavi k := k +  1 i idi na korak Sl. £
Niz {tk} je niz nenegativnih brojeva poznat pod nazivom ”forc- 
ing term”, koji povezuje normu rezidualnog vektora sa normom vred- 
nosti funkcije i reguliše nivo tačnosti rešenja linearnog sistema (3.2). 
Ukoliko je =  0 za svako k, natačni Njutnov postupak se svodi na 
Njutnov postupak.
Lokalna konvergencija ovog postupka đokazana je u radu Dembo 
et alk [9], pod pretpostavkom da je niz {tk} uniformno ograničen 
jedinicom.
Teorem a 3.2 [9] Neka su zadovoljene osnovne pretpostavke i neka je 
tk < čmax < t < 1. Tada postoji pozitivan broj e takav da ako je 
||^° — < e, iterativni niz {r*} formiran IN postupkom uz uslov
(3.3) konvergira linearno u normi || * ||* ka tačnom rešenju x* sistema 
(3.1), tj. važi
\\XM  -  £*||* < t\\xk ~~ 
pri čemuje ||y||* =  | | / ,(a:*)j/||.
Teorem a 3.3 [9] Neka niz {xk} dobijen IN postupkom sa uslovom
(3.3) konvergira ka rešenju x*. Tada je konvergencija superlinearna 
ako i samo ako važi
r*|| =  o(||/(35fc)||), kad k oo. (3.4)
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Niz {fc*} utiče na ređ konvergencije netačnog Njutnovog postupka. 
Prethodna relacija (3.4) impiicira da niz {£fc} đobijen IN posfcupkom 
sa uslovom (3.3) konvergira superlinearno ka rešenju x* ako je
lim ifc =  0.
le-t oo
Netačni Njufcnov postupak sa kriterijumom (3.3) nije afino invari- 
jantan, za razliku ođ Njutnovog postupka. U radu Ypma [57], defini- 
san je novi kriterujum
\\f'(xk) v*ll 
/'(**)-»/<»*)II -  *’
(3.5)
koji povezuje rezidualni vektor i vrednost funkcije ali u težinskoj normi, 
đefinisanoj pomoću inverznog jakobijana. Ovaj kriterijum je afino in- 
varijanfcan, ali nije baš pogodan za praktično izračunavanje. Dokazana 
je lokalna konvergencija nefcačnog Njutnovog postupka sa kriterijumom
(3.5).
Teorem a 3.4 [57] Neka su zadovoljene pretpostavke kao u teoremi 
3.2. Tada postoji okolina resenja z*, takva da za ma koju pocetnu 
iteraciju x° iz te okoline sledi da niz {^fc} generisan IN postupkom sa 
kriterijumom (3.5) konvergira linearno ka x*.
Teorem a 3.5 [57] Neka niz {$*} dobijen IN  postupkom $a kriteriju- 
mom (3.5) konvergira ka x*. Tada
i) {xkj konvergira ka x * superlinearno ako i samo ako je
I /7(a;*) V*|| =  o (\\f(xk) 1/(£ fc)||), kad k oo,
ii) {a;fc} konvergira ka x* sa q-redom bar 1 -f-p ako i samo ako je
\ \ f (x ky lrk\\ =  0 ( | | / ,(a:fc)“1/(®A!)||1+p)) kad k oo.
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Konvergencija netačnog Njutnovog postupka sa kriterijumom (3.5) 
takođe je uslovljena konvergencijom niza i*.
Ako je
lim tk “  0,fc—JOO
tada niz {xk} dobijen IN postupkom sa kriterijumom (3.5) konvergira 
superlinearno ka x*, a ukoliko je
tk =  0 (\\f '(x k) - l f ( x k) \ n  kad k -* o o
tada {^fc} konvergira sa #-redom bar 1 +  p.
3.3 K vazi-N jiitnovi postnpci
Jedan od nedostataka Njutnovog postupka jeste izračunavanje matrice 
jakobijana u svakom iterativnom koraku, što komplikuje i poskupljuje 
primenu postupka tj. povećava računsku složenost algoritma. Kvazi- 
Njutnovi postupci čine grupu modifikacija Njutnovog postupka koja se 
razvila sa težnjom da se eliminiše dati neđostatak. Osnovna karakte- 
ristika ovih postupaka jeste aproksimiranje matrice jakobijana nekom 
matricom znatno jednostavnijom za izračunavanje.
Najjednostavnija modifikacija Njutnovog postupka koja spada u 
kvazi-Njutnove postupke je fiksni Njutnov postupak, koji se definiše 
na sledeći način.
Algoritam : fik sn i n ju tn o v  po stu pa k  (f n )
S0: Dato je x° € R n, k := 0.
Sl: Odredi sk iz jednačine
f { x Q)sk = - f ( x k),
zatim odredi
xk+1 =  x k + sk.
S2: Stavi k :— k +  1 i idi na korak Sl. &
U svakoj iteraciji jakobijan se aproksimira istom matricom, pa ovaj 
metod otklanja nedostatak Njutnovog postupka, ima manju računsku 
složenost od Njutnovog postupka, ali je sporiji. Fiksni Njutnov postu- 
pak je linearno konvergentan, za razliku od Njutnovog postupka koji 
je brz ali skup.
Teorem a 3.6 [31] Neka su zadovoljene osnovne pretpostavke i neka 
je / '  Lipšic neprekidna na D. Tada postoje konstante K c > 0 i e > 0 
takve da za svako x0 € FN postupak konvergira linearno ka
x* i važi
_ *̂11 ^  Kc\\%° — £*||||a;* — £*||.
U radu Krejić, Lužanin [32] definisan je postupak mođifikacije slo- 
bodnog vektora (MRV), koji je nastao sa ciljem đa se dobije pos- 
tupak koji ima manju računsku složenost od Njutnovog postupka, a 
koji je brži od fiksnog Njutnovog postupka. To je postupak koji ima 
istu matricu sistema u svakom iterativnom koraku, a slobodni vek- 
tor u Njutnovoj jednačini se ažurira. Tretirajući matricu sistema kao 
aproksimaciju matrice jakobijana, MRV postupak se može tumačiti 
kao kvazi-Njutnov postupak, s tim što se on istovremeno može pos- 
matrati i kao netačni Njutnov postupak.
A lgoritam : mrv postupak (mrv)
SO: Dato je x° 6 Rn i matrica A € Rnxn, k :— 0.
Sl: Odredi sk iz jednačine
Ask = (ahH (xk) ~~ E ) f(x k),
gde je ah £ R  i
H (xk) = f ( x k) ~ A ,
zatim određi
xk = x k +  sk.
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S2: Stavi k := k + 1 i idi na korak Sl. ^
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Ideja MRV postupka je ažuriranje slobodnog vektora tako da fiksni 
Njutnov postupak postane što sličniji Njutnovom postupku. Ukoliko 
je A = f 'fa 0) i ajb =  0 za svako k t MRV postupak se svodi na fiksni 
Njutnov postupak. Iako Njutnov postupak nije specijalan slučaj MRV 
postupka, pažljivim izborom matrice sistema A i parametra a k ovaj 
postupak daje dobre rezultate.
Teorem a 3.7 [32] Neka važe osnovne pretpostavke, nekaje matrica A 
regularna i neka r € (0,1). Tada postoje konstante e =  e(r), <5 =  £(r) 
i a  > 0 takve da ako je \\x° — x*\\ < e, \\A — /'(^*)|| < 5 i \a^\ < a , 
sledi da niz generisan MRV postupkom konvergira linearno ka x* 
i važi
ii*fc+i x ' < rllar aT k = 0,1,...
Najjednostavnija mogućnost je konstantna vrednost parametra u 
toku celog postupka tj. a^ =  a  =  const. Druga mogućnost je izbor 
optimalnog parametra, koji se ođređuje iz uslova da nova iteracija bude 
što J,sličnija,! Njutnovoj iteraciji. Vrednost optimalnog parametra je
oPt < v ,w  + q>  atf = ----------------------
< w -k qyw + q >
(3.6)
gde je M  =  H (xk)A~l y v = M f(x k)y w =  H (xk) f ( x k)y q =  Mw.
Naredna teorema ođnosi se na konvergenciju MRV postupka sa 
optimalnim parametrom.
Teorem a 3.8 [32] Neka su zadovoljene osnovne pretpostavke, neka je 
A regularna matrica i neka je t < 1. Tada postoje konstante e, 6 > 0 
takve da ako je ||x° — x*|| < e i \\A — /'(a:*)|| < 6, sledi da niz {a/} 
generisan MRV postupkom sa optimalnim parametrom alpt datim sa
(3.6) konvergira linearno ka rešenju x* u odgovarajućoj normi, tj. važi
Postoje kvazi-Njutnovi postupci kod kojih se aproksimacija Bk ma- 
trice jakobijana f '{ x k) menja u svakom koraku po nekom pravilu, a 
iterativni niz {xk} se dobija na sleđeći način.
A lgoritam : kvazi-n ju tn o v  po stupak  (q n i)
SO: Dato je x° 6 Rn i matrica B0 e Rnxn, k 0.
Sl: Odredi sk iz jednačine
Bksk = - f { x k),
zatim određi
xk+1 = x k + sk,
Bk+1 = M (Bk,x k).
S2: Stavi k := k + 1 i idi na korak Sl. $
Druga mogućnost je da se pak u svakom koraku menja aproksi- 
macija Ak inverzne matrice jakobijana, pri čemu se niz {#*} generiše 
sledećim algoritmom.
A lgoritam : kvazi-n ju tn o v  postupak  (QN2)
S0: Dato je x° € Rn i matrica A0 e Rnxn> k 0.
Sl: Odredi sk iz jednačine
sk — ~ A kf ( x k),
zatim odredi
xk+1 — xk + Ski 
A-k l+l = M ( A z \x k).
S2: Stavi k := k + 1 i idi na korak Sl. A
Konvergencija kvazi-Njutnovih postupaka je linearna ili superlin- 
earna, Opšti uslovi za konvergenciju postupka QN2 dati su u narednoj 
teoremi.
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Teorem a 3.9 [31] Neka su zadovoljene osnovne pretpostavke i neka 
je / '  Lipšic neprekidno na D . Tada postoje konstante K& > 0; e > 0, 
£i > 0; takve da ako x0 6 i linearno preslikavanje A(x)
zadovoljava uslov
HE  -  A (x)f(x*)\\ = p(x) < £i
za sve x  € N(x*,e), sledi da QN2 postupak sa = A(xfc) konvergira 
linearno ka x* i važi
||a>H _  a;*|| < KA(p(xk) +  \\xk — a:*||)||a:A: — a;*||.
Kvazi-Njutnovi postupci koji zadovoljavaju jednačinu sečice
Bk+isk = f (x k+1) -  f (x k)
se vrlo često primenjuju. Međutim, ovako određena matrica Bk+i 
nije jedinstvena, pa se dodatno zahteva da ona bude rešenje sledećeg 
optimizacionog problema
min{||B -  B*||, B 6 Rnxn, B sk =  f (x k+1) -  f (x k)}.
U zavisnosti od norme koja se primenjuje dobijaju se različiti pos- 
tupci ovog tipa među kojima su najpoznatiji ”dobar,: Brojdenov pos- 
tupak
Bk + 1 =  Bk + (y* ~ ^ ) * *  , yk =  / + +1) -  /(**)sK sK i
i ”loš” Brojdenov postupak
Bft+i — Bk + (■yk
- Bksk)ykTBk 
ykTBksk
Oba ova postupka su lokalno superlinearno konvergentna.
Teorem a 3.10 [13] Neka važe osnovne pretpostavke i neka osim toga 
/ '  zadovoljava LipŠicov uslov u x* sa konstantom L. Tada je niz gene~ 
risan }>dobrim” Brojdenovim postupkom dobro definisan i konvergira 
superlinearno ka x* za svaku pocetnu aproksimaciju dovoljno blisku 
tačnom rešenju.
Veliki doprinos razvoju ovih algoritama dali su mnogobrojni autori, 
a jedan sveobuhvatni pregled referenci dat je u radu Martmez [45].
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3.4 Braunov postupak
Braunov postupak, posmatran u radovima Brown [4], Fromer [23], 
Milaszewicz [47] i dr., spada u numeričke postupke za rešavanje glatkih 
sistema nelinearnih jednačina oblika (3.1), gde ie /  : D C R n Rn,
f  = ( f u - J n ) T> f i : D C R n ->R.
Ovaj metod predstavlja modifikaciju Njutnovog postupka koja se 
bazira na Gausovom postupku eliminacije. U suštini, to je kombi- 
nacija jednodimenzionalnog Njutnovog postupka sa Gaus-Zajdelovim 
postupkom. Ukoliko je dimenzija prostora n — 1, Braunov postupak 
se svodi na Njutnov, a u slučaju da je preslikavanje /  linearno on se 
svođi na Gausov postupak eliminacije.
Radi jednostavnijeg praćenja algoritma uvode se potrebne oznake:
xk'1 =  {xki ,xkiJrl,...,xkn)T, i = 1,
X — j ■■■! Xn( , i — 1, •••, Tl.
Za dato xk =  (X|, xk, ...,xk)T € R n i indeks i, i =  1,2,..., n sukcesivno 
se definišu funkcije
f u j 1) = fi(su s2,...iSi-i(xt)i x l)i (3.7)
^i+1) =  \ t  ~ 4 )+ ̂ )* j~i-4-1 **0
(3.8)
Iterativni niz {xk} se Braunovim postupkom dobija na sleđeći 
način.
Algoritam: braunov  po stu pa k  (B)
SO: Dato je G Rn, k := 0.
Sl: Za i = 1,2,..., n — 1 odredi
Xi =  Si(xl+1),
gde je Si(xt+l) dato sa (3.8).
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S2: Odredi
%kn l =  ) ) ~~1 jnn (*̂ n ) i
a zatim za i — n ~  1, n  — 2 , 1  odredi
^ +1 =  $i (£fc+1’i+1).
S3: Stavi k := k +  1 i idi na korak Sl. &
Brannov postupak se može zapisati u matričnom obliku
U(xk)(xk+1 - xk) = —m (xk),
gde je
r«ii U12 ■ ■ ■  “ln
U(xk) = 0 U22 ••• “L
0 n uku unn
gornja trougaona matrica iz jjnxn sa eiementima
=  0 za i>  j,
za i =  1 , 2 , n; j  = i ,i  + 1,
a vektor m(rrfe) € ima komponente rrii(xk) = fu (xk>l)t i = 1 , 2 , n.
Pod nešto jačim pretpostavkama u odnosu na osnovne, u radu 
Brown [1] dokazana je lokalna kvadratna konvergencija ovog postupka.
Teorem a 3,11 [1] Neka je f  dva puta neprekidno diferencijabilna 
funkcija, neka postoji rešenje x* sistema (3.1) i neka je f'(x*) regula~ 
rna matrica. Tada postoji e > 0 takvo da ako x° G J\f(x*,e) iterativni 
niz {ac*} dobijen Braunovim postupkom konvergira kvadratno, ka x*.
Lokalna konvergencija Braunovog postupka sa đodatnim pretpo- 
stavkama vezanim za konveksnost skupa jD, posmatrana je u radovima 
Promer [23], Milaszewicz [47], i dr.
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3.5 Algoritmi za globalizaciju
Do sađa je razmatrana lokalna konvergencija nekih iterativnih pos- 
tupaka za rešavanje glatkih nelinearnih sistema oblika (3.1). Naime, 
tvrđenja o konvergenciji važila su pod uslovom da je početna aproksi- 
macija dovoljno bliska tačnom rešenju x* sistema (3.1). Sledeći 
korak pređstavlja giobaMzacija brzih lokalnih algoritama, tj. garanto- 
vanje konvergencije postupaka za proizvoljno izabranu startnu itera- 
ciju x°.
Algoritmi za globalizaciju se grubo mogu podeliti na monotone, 
koji zahtevaju strogu redukciju odnosno opadanje vrednosti norme 
funkcije u svakoj narednoj iteraciji tj.
i i / ( ^ +1)ii < n/(z*)ii
i nemonotone, kod kojih mora biti zadovoljen uslov 
l | / ( ^ +1)ll < 0 (\\f(x k)\\) + rjk,
gde je {r/fc} niz pozitivnih brojeva sa osobinom 0 rjk — V < oo.
Rešavanje sistema (3.1) ekvivalentno je traženju globalnog mini- 
muma funkcije ciija
e(®) =  l | | / ( s ) | |a, e  : -R” -> r , (3.9)
tj, probiem (3.1) ekvivalentan je problemu
©(*) min,
Iterativni postupci za rešavanje glatkih sistema
gde je 0(x) dato sa (3,9).
Ako je pravac pretraživanja, dobijen na osnovu nekog lokainog 
algoritma opadajući pravac za funkciju 0(x), tada se globaiizacija 
obično vrši primenom postupka linijskog pretraživanja za minimizaciju 
funkcije cilja 0(x).
Naredni algoritam, koji je formuiisan u Dennis, Schnabel [14], 
spada u monotone algoritme za giobaiizaciju.
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A lgoritam ; po stu pa k  lin ijsk o g  prb tr a živ a n ja  sa a r m ijo
PRAVILOM
SO: Neka je x° G Rn, p 6 (0,1), p G (0,1/2), k := 0.
Sl: Odredi pravac dk, koji je opadajući za 0(a:).
S2: Odaberi najmanji broj m  G {0,1,2,...} tako da važi 
B (xk +  ^ d * )  < 0(£*) + pmp V e (x k)Tdk, 
zatim odredi
^ + i  = x k + Xkdk̂
gde je Xk -
S3: Stavi k k +  1 i idi na korak Sl. $
U slučaju da pravac dk nije opadajući pravac za 6(x), obično 
se uvodi gradijentni korak koji jeste pravac opadanja ili se koristi 
nemonotona tehnika za globalizaciju koja je predstavljena u radu Bir- 
gin et all. [3] po ugledu na Li, Fukushima [40].
A lgoritam : n em o n o to n a  globalizacija
S0: Neka je o G (0,1), 0 < rmin < rmax < 1, 8 € [0,1), i neka je 
{%} niz pozitivnih brojeva sa osobinom Y,kLo Vk =  V < oo, i 
r °  € R n, k : =  0 .
Sl: Odredi pravac pretraživanja dk.
S2: Stavi ct =  1.
S3: Ako je
||/(a:* +  adk)|| < (1 +  ao(8 -  1 ) ) ||/ (^ ) || +  Vk 
tada a k = a  i
xk+i = aJfc + Q!*đfc)
inače odredi anew G [armin, a rmaj ,  stavi a = anew i ponovi korak 
S3.
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S4: Stavi k := k +  1 i idi na korak Sl. $
Algoritmi za globalizaciju, tj. za određivanje uslova koji obezbe- 
đuju globalnu konvergenciju postupaka za rešavanje giatkih sistema 
razvijaju se veoma intenzivno. Pod standarđnim pretpostavkama do- 
kazana je globalna konvergencija Njutnovog postupka i njegovih modi- 
fikacijau mnogobrojnim radovima, Eisenstat, Walker [17], Kantorovich 
[26], Kelley [31], Krejić, Martinez [35], Li, Fukushima [39], i dr.
4
Generalizovani postupci za 
rešavanje sem iglatkih  
sistem a
4.1 Generalizovani postupci Njutnovog 
tipa
Zbog problema sa diferencijabilnošću, klasična teorija ne daje dobre 
rezultate pri rešavanju neglatkih sistema nelinearnih jednačina, pa se 
zato koriste iterativni postupci dobijeni uopštavanjem postupaka za 
rešavanje glatkih sistema. Oni se đele u tri kiase: generaiizovane pos- 
tupke Njutnovog tipa, postupke sa regularizacijom sistema jednačina 
i postupke sa regularizacijom matrice jakobijana. Najpre se razviia 
prva grupa postupaka koji su zasnovani na primeni generalizovanog 
jakobijana.
Neka je H  : Rn —> Rn nelinearna, lokaino Lipšicova funkcija. Sis- 
tem jednačina
H(x) = 0, (4.1)
ne može se rešavati klasičnim Njutnovim postupkom jer H  nije glatka, 
pa se stoga koristi generalizovani Njutnov postupak. Iterativni niz se 
generiše sledećim aigoritmom.
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44 Generalizovam postupci za rešavanje semiglatkih sistema
A lgoritam : generalizovan  n ju tn o v  po stu pa k  (g n )
SO: Dato je x° £ R n, k :— 0. 
Sl: Ođredi sk iz jednačine
Vksk =  -H(xk), Vk S dH(xk),
gde je fJH (xk) generalizovani jakobijan funkcije H u x k, definisan
na osnovu (2.11),
zatim odredi
S2: Stavi k :— k +  1 i idi na korak Sl. ^
Sa računarske tačke gledišta određivanje generalizovanog jakobi- 
jana može biti komplikovano, pa se često umesto skupa dH  koristi neki 
od subđiferencijala dsH , diH  ili dcH  koji su dati sa (2.10), (2.12), 
(2.13), respektivno. Slično kao i u glatkom siučaju, da bi se izbegli 
nedostaci generalizovanog Njutnovog postupka razvile su se njegove 
modifikacije. Jedna od njih je generalizovan netačni Njutnov postu- 
pak.
A lgoritam : generalizovan  netačni n ju tn o v  po stu pa k  (Gin )
S0: Dat je niz {tk} za koji važi tk > 0 za svako k i x° £ Rn, k :— 0.
Sl: Odredi sk iz jednačine
xk+1 -  xk + sk.
Vksk ^ - H { x k) + r k, Vk € d BH{xk),
tako da važi
rk\ \< tk\\H{xk) (4.2)
zatim ođredi
S2: Stavi k := k + 1 i idi na korak Sl. &
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Drugu grupu modifikacija čine generalizovani kvazi-Njutnovi pos- 
tupci koji se takođe koriste za rešavanje (4.1).
A lgoritam : generalizovan  kvazi-n ju tn o v  po stu pa k  (g q n )
SO: Dato je x° £ Rn i niz matrica {14} € R nxn, k := 0.
Sl: Odredi sk iz jednačine
Vksk = ~H {xk),
zatim odredi
x k"vl = x k +  sk.
S2: Stavi k := k +  1 i idi na korak Sl.
Kako je predmet disertacije rešavanje nelinearnih komplementarnih 
problema posebna pažnja biće posvećena iterativnim postupcima za 
ove probleme. U radovima Lopes et all. [41], Sun, Han [54] izloženi su 
kvazi-Njutnovi postupci za rešavanje semiglatkih sistema oblika (2.7) 
i (2.8), nastalih preformulacijom nelinearnih komplementarnih prob- 
iema. Poznato je da se NCP
x > 0, F(x) > 0, x r F(x) = 0, (4.3)
gde je F : Rn —> Rn, F = (i4, Fn)T nelinearna, neprelddno 
diferencijabiina funkcija, može transformisati na ekvivalentan sistem 
semiglatkih jednačina
G(x) = min{T, F(a:)}, (4.4)
pri Čemu se operator min uzima po komponentama. Kvazi-Njutnov 
postupak za rešavanje (4.4) dat u radu Lopes et ail. [41] definiše se 
na sledeći način.
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A lgoritam : kvazi-n ju tn o v  po stu pa k  za n c p  (Qn n c p )
SO: Dato je x° € Rn i niz matrica {Ak} € Rnxn, k := 0. 
Sl: Odredi sk iz jednačine
BkSk =  -G(xk), Bk e n rxn
gde je matrica Bk data sa
Ae* + (1 — A)[Afc]i,
ako x k > Fi(xk) 
ako x k < Fi(xk) 
ako xk — Fi(xk)
(4.5)
za i — 1 , 2 , n, Ak je aproksimacija matrice jakobijana funkcije
F n x k, a A e { 0 , l } ,
zatim odredi
xk+1 ~  xk
S2: Stavi k := k 4- 1 i idi na korak Sl. £
Na analogan način u istom radu predstavljen je i kvazi-Njutnov 
postupak za rešavanje semiglatkog sistema (2.8).
4.2 Lokalna konvergencija
Generalizovan Njutnov postupak za rešavanje sistema semiglatkih jed- 
načina, kao i njegove modifikacije su lokalno konvergentni. U radu 
Qi, Sun [51] dokazana je superlinearna konvergencija generalizovanog 
Njutnovog postupka za rešavanje sistema (4.1).
Teorem a 4.1 [51] Neka je x* resenje sistema (4-1), H je lokalno 
Lipšicova i semiglatka funkcija u x* i neka su svi elementi skupa 
dH(x*) regularni. Tada je GN postupak dobro definisan i konver- 
gira superlinearno ka rešenju x* u okolini x*. Ukoliko je funkcija H  
semiglatka reda p u x*, tada GN postupak konvergira sa redom 1 +p.
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Analogno tvrđenje o lokalnoj konvergenciji GN postupka u slučaju 
da Vk € dbH(xk) formulisano je u Sun, Han [54].
Generalizovan netačni Njutnov postupak sa uslovom (4.2) defini- 
san je u radu Martmez, Qi [46], gde je pokazana lokalna konvergencija 
datog postupka za đovoljno malo t.
Teorem a 4.2 [46] Neka je H  lokalno Lipšicova funkcija na otvore- 
nom, konveksnom skupu D C Rn, koja je osim toga semiglatka i BD 
regularna u rešenju x* G D sistema (4-1), Tada postoje t < 1 i okolina 
rešenja x* takvi da ako je niz {£*} ograničen sa t, sledi da za ma koju 
početnu iteraciju £° iz te okoline niz {£fc} formiran GIN postupkom 
uz uslov (4-%) konvergira linearno ka x*.
Ukoliko niz {tk} —> 0 tada {xk} konvergira superlinearno ka x*.
Kada su u pitanju glatki sistemi, netačni Njutnov postupak je 
lokalno konvergentan za dato i < 1. Međutim, ovo ne važi za semiglatke 
sisteme, što pokazuje primer naveden u radu Martfnez, Qi [46]. U 
opštem slučaju, kada je H  lokalno Lipšicova neglatka funkcija, ne 
može se pokazati konvergencija GIN postupka sa uslovom (4.2) za 
proizvoljno t < 1, već samo za t dovoljno malo.
Bolji rezultat dobija se primenom drugog kriterijuma. Naime, 
uslov (4.2) može se zameniti uslovom
l|Vr*-1r*|| < tk\\Vk~lH (xk)\\, (4.6)
koji je afino invarijantan, ali je komplikovan za praktičnu primenu.
U istom radu dokazana je lokalna konvergencija GIN postupka sa 
kriterijumom (4.6) za dato t < 1.
Teorem a 4.3 [46] Neka su zadovoljene pretpostavke iz prethodne teo~ 
reme, i neka je dato t G (0,1) i t  G (t, 1). Tada postoji okolina tačnog 
rešenja x*, takva da za bilo koju pocetnu aproksimaciju x° iz te okoline 
i niz {4} sadržan u [0,i] sleđi da niz {rrfc} generisan GIN postupkom 
sa uslovom (4-6) konvergira linearno ka x*, tj. važi
||a:fc'fl — £*H < t\\xk — £*[[, k =  0,1,...
Ukoliko {ifc} —> 0, tada niz {xfc} konvergira supertinearno ka x*.
Sistem jeđnačina (4.1) može se rešavati kvazi-Njntnovim postup- 
cima. Generalizovan kvazi-Njutnov postupak predstavljen je u radu 
Sun, Han [54], u kome je pokazana lokalna konvergencija.
Teorem a 4.4 [54] Neka je H : Rn —>■ R n lokalno Lipšicova funkcija 
na otvorenom konveksnom skupu D C Rn, koja je osim toga i semi- 
glatka u rešenju x* E D sistema (4*1). Neka su sve W * € dt>H(x*) 
regularne matrice. Tada postoje pozitivne konstante e i S takve da ako 
x° e D} ||a?° ~ x*\\ < e, i ako postoje W& € dt,H(xk) za koje važi
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\\Vk ~~Wk\\< 6, (4.7)
sledi da je niz generisan GQN postupkom dobro definisan i konvergira 
linearno ka x* u okolini x *.
Teorem a 4.5 [54] Neka su zadovoljene pretpostavke iz prethodne teo- 
reme. Neka je { niz regularnih matrica iz Rnxn i neka za x° e D 
niz generisan GQN postupkom ostaje u D i zadovoljava x k /  x* 
za svako k, i limfc_+00;cfc =  x*. Tada konvergira superlinearno ka 
x* i H(x*) — 0 ako i samo ako postoje Wk 6 dt,H(xk) tako da važi
limAi“>oo
\{Vk ~ W k)sk 
!! ak II - 0 ,
gde je sk =  xk+l — xk.
Lokalna konvergencija u ||*||oo QNNCP postupka za rešavanje semi- 
glatkog šistema (4.4), nastalog preformulacijom NCP dokazana je u 
Lopes et all. [41] pod sledećim pretpostavkama:
Pl: postoji rešenje x* sistema (4.4),
P2: F' je Lipšic neprekidna u okolini x*>
P3: G je J5D-regularna u x*.
Teorem a 4.6 [41] Neka su zadovoljene navedene pretpostavke i neka 
r e (0,1). Tadapostoje konstante £,8 > 0 takve da akoje ||a;0~a;*|| < £
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i ||Ak — i?/(£*)|| < S za svako k, sledi da je niz {xh} generisan QN~ 
NCP postupkom, gde je B^ dato sa (4-5) dobro definisan i konvergira 
linearno ka x*, tj. važi
\xa+i -  aJ*||oo < _a;*lloo» k — Ô 1,...
Teorem a 4.7 [41] Neka su zadovoljene navedene pretpostavke i neka 
niz {xk} generisan QNNGP postupkom, gde je Bk dato sa (4-5) kon~ 
vergira ka x*. Neka je A& aproksimacija matrice jakobijana funkcije 
F u tački x k i $k — xk+1 ~~ xk. Ako je
lim
k~> oo
\{Ak -  F'(a;*))s*:||
11**11
=  0,
tada niz {xk} konvergira superlinearno ka x*.
4.3 Postupak modifikacije slobodnog vek- 
tora za NCP
U ovom poglavlju detaljno će biti izložen jedan novi postupak koji 
spada u grupu kvazi-Njutnovih postupaka za rešavanje nelinearnih 
komplementarnih problema. Reč je o postupku koji je nastao uop- 
štavanjem postupka modifikacije slobođnog vektora (MRV) za glatke 
sisteme.
Rešava se sistem semiglatkih jednačina
G(x) =  min{£, F(x)} =  0, (4.8)
dobijen preformulacijom NCP (4.3). Neka je data startna iteracija 
£° € Rn. Definiše se matrica B
f e*, ako < Fi (x°)
[Bh =  • K . ako xf > F{ (x°) , (4.9)
( \ež -f- (1 — A) [AL]j, ako «.0 II IV o
za % = 1,2, . . . , n pri čemu je A e Rnxn, A € {0,1}. Svakom x e R 1
pridružuje se skup matrica {V  (#)} gde je
{e*, ako Xi < F% (x)[F' (x)],, ako x, > Ft (x) ,Ae* + (1 — A) [F' (x)]2-, ako x{ = Ft (x) (4.10)
za i =  1,2, i A € {0,1}. Na osnovu definicije (2.12) skupa
dbG (a:) sledi V'(as) G dbG(x).
Iterativni niz {a:fc} se generiše sledećim algoritmom.
Algoritam: mrv po stupak  za n c p  (m r v n cp)
S0: Dato je x° G Rn, A G R nxn i regularna matrica B  G Rnxn 
definisana sa (4.9), k 0.
Sl: Odredi sk iz jednačine
B sk = (akW (xk) ~ E)G(xk),
cfde ie
W(xk) =  V (xk) -  B,
G R, a V (xk) je dato sa (4.10), 
zatim odredi
x k + i  = x k +
S2: Stavi k := k +  1 i idi na korak Sl.
Kao i u glatkom slučaju, u svakoj iteraciji se modifikuje slobodni 
vektor i rešava sistem linearnih jednačina. S obzirom da je u toku 
čitavog postupka matrica sistema B  ista, postiže se manja računska 
složenost, što čini prednost ovog postupka.
Relaksacioni parametar utiče na aproksimaciju inverznog ge- 
neralizovanog jakobijana (B~l -f ak(E ~ B -1! / ^ ) ) ) .  Analogno gla- 
tkom slučaju, najjednostavnija mogućnost je konstantna vrednost pa~ 
rametra = a = const, tokom celog postupka. Specijalnim izborom 
a^ — 0 dobija se generalizovani fiksni Njutnov postupak. Druga 
mogućnost je izbor optimalnog parametra
°T '■= arg + s*)ll|. (4.11)
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pri čemu je
S k = - B ~ l (E -  otkW(xk))G(xk)
a linearni modei koji se minimizira je
L(xk + d) = G(xk) + V{xk)d.
Rešenje probiema (4.11) je
opt < v,w  +  q>OiS — ---------------------->
< w + q,w  +  q >
gde je
M  =  W {xk)B ~ \ v = MG{xk), w =  W (xk)G(xk),
Konvergencija MRVNCP postupka biće dokazana pod sledećim 
pretpostavkama:
Pl: postoji rešenje x * NCP (4.3), tj. sistema (4.8),
P2: svi elementi skupa d(,G (x*) su regularni.
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(4.12) 
q =  Mw.
Rešenju x* £ Rn pridružuje se skup matrica {V* = V  (a:*)} tako 
da je
f e \ ako x\ < Fi (rc*)
\y*]i = { (*•)]<, ako * t> F i(x* )  , (4.13)
[ Ae* +  (1 -  A) [F' (x %  , ako x*{ = F< (x*)
za i — 1,2, . . . , n ,  gde je A e  {0,1}. Na osnovu defmicije skupa 
dbG(x*) sledi V* € dbG(x*).
Za dokaz lokalne konvergencije MRVNCP postupka sa optimainim 
parametrom neophodna su naredna tvrđenja.
Lem a 4.1 [54] Neka je G : R n —> Rn lokalno Lipšicova funkcija. Ako 
je svako Vz £ &bG(x) regularno, tada postoji pozitivna konstanta j3 
takva da je ||Vrx_1|| < [3 za svako Vx £ dbG(x). Osim toga, postoji 
okolina J\f(x,e) tacke x takva da za svako y £ J\f(x,e), sledi da je bilo 
koje Vy £ dbG(y) regularno i važi
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Sledeća teorema je analogna teoremi 4.2.
Teorem a 4.8 [46] Neka je G : Rn -> Rn lokalno Lipšicova funkcija, 
semiglatka u rešenju x * sistema (4-8) i neka su sve matrice 
V* G dbG (x*) regularne, a {tfc} je niz nenegativnih brojeva. Tada 
postoje t < 1 i okolina rešenja x*, takvi da ako je niz {č&} ograničen 
sa t, sledi da GIN postupak sa G dbG(xk) konvergira linearno ka x* 
u njenoj okolini.
Na osnovu teoreme 2.4 i semiglatkosti funkcije G sledi 
l|G(x +  v) -  G(x) -  Vv\\ =  o(||S||),
z a k e  dbG(x +  v) i dovoijno malo v.
Prilikom dokazivanja lokalne konvergencije MRVNCP postupka, 
on je posmatran kao GIN postupak i korišćena je norma || -
Teorem a 4.9 Neka važe pretpostavke Pl i P2 i neka je matrica B  
definisana sa (4-9) regularna. Tada postoje pozitivne konstante e i 6 
takve da ako je ||£0 — x*\\ < e i \\A ~ JF/(a;*)|| < 5 sledi da je niz {rĉ } 
generisan MRVNCP postupkom sa optimalnim parametrom a°}f>t dobro 
definisan i konvergira linearno ka x*.
Dokaz. Preslikavanje F  je neprekidno, pa postoji ei > 0 takvo da 
za X G fifi(x*,€i) — {:r G Rn, ||:c — a:*|| < £1} i i — 1,2, ...,n  važi
s? < (z*) = * : * < * ;  ( s ) , (4.14)
x f>  Fi(x*)=>xi> Fi(x).
Na osnovu pretpostavke, matrica B  definisana sa (4.9) je regularna 
za A G {0,1}. Za izabrano A G {0,1}, svakom % € fif\(x*,e\) se 
pridružuje V(x) dato sa (4.10), a rešenju x* se priđružuje matrica V* 
(4.13), pa na osnovu toga za i = 1, 2, ...,n sledi
-v ,]4e{o, [*’'(* ) -* ’'(»*)],}. (4.15)
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Pošto su sve matrice V* £ regularne, lema 4.1 implicira da






pri čemu je M\ > 0 ograničenje za ||JB”1||, a ono postoji na osnovu 
sledećeg. Za x° £ A i % — 1,2, ...,n  važe implikacije (4.14), pa 
zbog definicija B  i za i =  1,2,..., n sledi
[K -  B\, e  (0, [F' (*•) -  A},}.
. Kako je \\A — F ‘ (x*)|| < S sledi
IIK-BJI  < 1  (4.17)
Koristeći lemu 1.6 i narednu nejednakost
llVr‘0B -  V,)|| < HV.-NIP -  K|| < M 0& < \ < 1 ,
sledi da postoji M\ > 0 takvo da važi
| |£ " 1H < M\. (4.18)
Za 5 izabrano tako da važi (4.16), postoji £2 £ (0,£i] takvo da za 
x £ Af2{ x \£ 2) -  {x £ Rn, \\x ~~ as*|| < e2} Q Afi(x*,£i) važi
\ \V ( x ) -V 4  <8. (4.19)
Prethodna nejednakost proizilazi iz (4.15) i činjenice da je F' neprekidna 
funkcija.
Odabere se e < £2 i x° tako da važi \\x° — x*|| < e.
Z ax  £ A f(x \£ ) = {x 6 Rn, ||sc — x*\\ < e} CAf2(x*,e2) C Afi(x*,€i) 
definišu se funkcije
š(x ,o) =  - B~l (E -  oW (x))G(x)
p(x, o;) =  |]ć?(a:) +  V(x)š(x, a ) ||2,
1
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pri čemu je V(x) matrica pridružena elementu x  za izabrano A. Pošto 
je
a opt ~  argminaeR\\G(x) + a)\\\,
sledi
p (x ,a opt) < p(x, 0).
Koristeći (4.16), (4.17), (4.18), i (4.19) dobija se
p{x,0) = ||G(x) +  V (i)š(x ,0)||2
< \/n\\G{x)+ V{x)š{x,0)\\
< Vn\\G(x) — K (i)i5_1G(a:)||
< \ /n \ \E - V { x ) B - l \\\\G{x)\\
< \/n ||-6 -K (x ) ||||B _1||||G (i)||
< M \ \ B  -  V.H +  ||K  -  K (z ) ||) | |i r 1||||G(*)||
< \fn(6  +  5)M1||G(x)||
< t||<3(*)l|.
Posmatrajući MRVNCP postupak kao GIN postupak sa
||rfc| |= p ( * * ,a r )
za x k 6 JV(x*ye) sledi
lk*|| = p{xk,a f- )  < p(a:*,0) < i||G(z*)||,
pa direktno važi tvrđenje na osnovu teoreme 4.8. □
Relaksacioni parametar uslovijava ponašanje ovog postupka. Naj- 
jeđnostavniji izbor je konstantna vrednost parametra u toku čitavog 
postupka. Druga mogućnost je izbor optimalnog parametra tako da 
nova iteracija bude što biiža Njutnovoj iteraciji.
4.4 Globalna konvergencija
Generalizovani postupci Njutnovog tipa za rešavanje neglatkih sistema 
oblika (4.1) su lokalno konvergentni. U poslednje vreme velika pažnja 
posvećuje se razvoju tehnika za njihovu globalizaciju.
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Tvrđenje o globalnoj konvergenciji generalizovanog Njutnovog pos- 
tupka dato je u Qi, Sun [51] i ono predstavija uopštenje Njutn-Kan- 
torovičeve teoreme o giobalnoj konvergenciji Njutnovog postupka za 
glatke sisteme. Globalna konvergencija Brojdenovog postupka za se- 
migiatke sisteme dokazana je u Li, Fukushima [40].
U ovom pogiavlju akcenat će biti na algoritmima za globalizaciju 
netačnih Njutnovih postupaka za rešavanje negiatkih sistema, pa će 
biti navedeni neki od njih. Po ugiedu na globalni aigoritam đefinisan 
u Martmez, Qi [46], u radu Dingguo, Weiwen [15] predstavljen je glo- 
balni generaiizovani netačni Njutnov postupak za rešavanje neglatkih 
sistema oblika (4.1). Ovaj algoritam spađa u monotone algoritme za 
globalizaciju jer zahteva redukciju norme funkcije u svakoj iteraciji, i 
predstavlja generalizaciju globalnog netačnog Njutnovog postupka u 
glatkom slučaju definisanog u Eisenstat, Walker [17].
Algoritam: globalni generalizovani neta čn i n ju t n o v  po s-
TUPAK (GGIN)
S0: Dato je x° e  Rn, 0 € (0,1) i niz {4} takav da je 4  € (0,1) za 
svako k :— 0.
Sl: Odredi sk tako da je
l|ff(** + «* ) l l<( l - 0( l - t *) ) l | t f ( **) lh
\\rk\\ = \\Vksk + H (xk)\\ < tk\\H(xk)\\, 
pri čemu je 14 € dH (xk), a zatim odredi
xk+1 = x k +  sk.
S2: Stavi k :~ k 4-1 i idi na korak Sl.
Globalna konvergencija navedenog postupka dokazana je pod sle- 
dećim pretpostavkama:
Pl: neka je H  Lipšic neprekidna funkcija i neka za ma koje y € R n 
i Vy e dH (y) važi
H(y) ~~ H(x) = Vy(y -  x) +  o(\\y -  t ||),
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P2: neka za ma koje Vx G dH(x) i M  > 1 važi
\H(x)t VxH ( x) \ >  2||jy(a;)||2/ ^  l l^ l l  < M /2 , ||K“ 1|I < M /2.
Teorem a 4.10 /Jf5/ iVe&a je { ^ }  niz generisan GGIN postupkom i 
neka i* —> 0 i ||T4|| < M, ||V̂ T1|| < M, M  > 1 za svako k i ma koje 
Vk €■ dH (xk). Ako je x* tačka nagomilavanja niza {xk} i funkcija H  
zadovoljava P1 u x*, tada niz {a;̂ } konvergira ka x * superlinearno.
Numeričko rešavanje kompiementarnih problema je oblast koja je 
vrlo aktuelna, te su istraživanja u njoj poslednjih godina fokusirana 
na razvoj globalno konvergentnih algoritama.
Osnovna ideja je prevođenje NGP na ekvivalentan problem mini- 
mizacije funkcije cilja čiji je globalni minimum ujedno i rešenje NCP, 
a zatim formuiisanje algoritma za rešavanje datog probiema mini~ 
mizacije. Dehnisanje funkcije cilja je obično bazirano na nekoj od 
preformulacija NCP na ekvivalentan sistem jednačina, s tim što je 
bitno odabrati takvu funkciju cilja koja će posedovati pogođne osobine 
i sa teorijske i sa računarske tačke gledišta. Osim toga, potrebno je 
ođrediti uslove pod kojima je svaka stacionarna tačka funkcije cilja 
ujedno i njen globalni minimum, kao i uslove pod kojima je nivo skup 
funkcije cilja ograničen.
Poznato je da se NCP
X > 0, F(x) > 0, x J F(x) = 0, (4.20)
može transformisati na sistem semigiatkih jednačina
$(x) =  0, (4.21)
gde je 4»(x), dato sa (2.9), funkcija čije su komponente definisane 
preko Fišerove funkcije (2.6). Rešavanje sistema (4.21) ekvivalentno 
je traženju globalnog minimuma funkcije cilja
* ( * )  =  h w ® ) ll2. 'S "R n -+R ,  (4.22)
tj. sistem (4.21) ekvivalentan je problemu
4/(:r) —> min,
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gđe je 'P(x) dato sa (4.22), što znaci da se rešavanje NCP (4.20) svodi 
na određivanje globalnog minimnma funkcije ^(rr) na Rn.
Neke osobine funkcije navedene su u radu Facchinei, Soares [19].
Lem a 4.2 [19] Funkcija je neprekidno diferencijabilna i njen građi- 
jent je V\£(rc) =  VT<h(a:), pri čemu je V  € dc$(x).
Lem a 4.3 [19] Ako je funkcija F PQ-funkcija, onda je svaka sta~ 
cionama tačka funkcije \k njen globalni minimum.
Lema 4.4 [19] Ako je funkcija F  uniformna P-funkcija, ondaje nivo 
skup
C(a) = {x  € Rn, A?(x) < a:}
ograničen.
Sa teorijske tačke giedišta ovako definisana funkcija 4/ je izuzetno 
pogodna za primenu, jer osobina giatkosti koju poseduje omogućava 
jednostavnu globaiizaciju.
Najbrži aigoritmi za rešavanje NCP su generalizovani postupci 
Njutnovog tipa, koji su kao što je već rečeno, u opštem slučaju lokalno 
konvergentni. Uobičajena šema za globalizaciju je sledeća:
1. preformulacija NCP na semiglatki sistem (4.21),
2. definisanje lokalnog generalizovanog algoritma Njutnovog tipa 
za rešavanje sistema (4.21),
3. primena postupka linijskog pretraživanja sa Armijo pravilom, za 
minimizaciju funkcije cilja (4.22), čime se postiže globalizacija 
lokalnog algoritma.
Na ovu temu napisano je mnoštvo radova, De Luca, Facchinei, 
Kanzow [10], [11], Facchinei, Kanzow [18], Facchinei, Soares [19], Ya- 
mashita, Fukushima [56] i dr.
Preformulacija NCP preko Fišerove funkcije je pogodna iz razloga 
što je odgovarajuća funkcija cilja (4.22) glatka, pa se globalizacija lako 
postiže, za razliku od neglatke funkcije cilja |||C (2:)||2 bazirane na pre- 
formulaciji preko min funkcije (4.4). Osim toga, izbor ove funkcije cilja
(4.22) motivisan je uslovom koji obezbeđuje da je svaka stacionarna 
tacka funkcije ujedno i njen giobalni minimum.
Među mnogobrojnim globalnim algoritmima za NCP razmatranim 
u De Luca, Facchinei, Kanzow [11] nalazi se i naredni postupak.
Algoritam: globalni generalizovani neta ćn i fiše r -či po s-
TUPAK ZA NCP (GIFQNCP)
SO: Neka je p > 0, m > 1, o € (0,1), e > 0, G (0,1/2) i neka
je dat niz {4} za koji važi 0 < < t < 1 za svako k. Neka je
x° G Rn i k :— 0.
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Sl: Akoje ||®(arfc)|| < e  STOP.
S2: Odredi pravac dk iz jednačine
Vkdk =  -$(**) +  rk, Vk € dB$(xk), (4.23)
gde je
||rfc|| < tfc||<F(xfc)||.
Ako jednačina (4.23) nije rešiva tada
dk = ~~VT(^fc).
S3: Ako je
T(xfc +  dfc) < o $ (xk)
tada x k+l ~  x k +  dfc, k := k + 1 i idi na korak Sl.
S4: Ukoliko dk ne zadovoljava usiov
V ^ (x k)Tdk < -p ||d fc||m
tada
dk = -V T (x fc).
Odredi najmanji broj ik G {0,1,...} tako da važi
^(z* + 2_iV )  < *(a:fc) + P2~ikV9{xk)Tdk,
zatim odredi
X k+1 = xk +  2 ~ikdk,
stavi k :— k +  1 i idi na korak Sl. $
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Navedeni algoritam spada u grupu algoritama za globalizaciju koji 
koriste monotouu tehniku. Ukoliko pravac pretraživanja dk, đobijen 
rešavanjem jednačine u koraku S2 algoritma GIFQNCP, nije dovoljno 
dobar pravac opadanja funkcije koristi se gradijentni pravac tj. 
pravac najbržeg pada funkcije
Naredna teorema odnosi se na globainu konvergenciju datog pos- 
tupka.
Teorem a 4.11 [11] Neka je x* R-regularno rešenje NCP i neka 
limfc^oo ;£& — 0. Tada niz {a;*} dobijen GIFQNCP postupkom kon- 
vergira superlinearno ka x*.
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5
Postupci sa regularizacij om  
jakobijana za rešavanje N C P
U prethodnom poglavlju posmatrani su generalizovani postupci Njut- 
novog tipa koji se koriste za rešavanje sistema semiglatkih jednačina. 
Sada će detaljno biti ispitani postupci sa regularizacijom matrice jako- 
bijana, koji čine posebnu klasu postupaka za rešavanje semiglatkih sis~ 
tema, pa time i nelinearnih komplementarnih problema. I ovi postupci 
su nastali uopštavanjem Njutnovog postupka i njegovih modifikacija, 
s tim što su bazirani na aproksimiranju neglatke funkcije glatkim ope~ 
ratorom, i kombinovanju originalne neglatke funkcije sa jakobijanom 
njenog giatkog operatora u klasičnoj Njutnovoj jednačini.
Definicije i neke osobine glatkih operatora semiglatkih funkcija 
i G, dobijenih preformulacijom NCP, navedene su u delu 2.4. Ovde 
će akcenat biti na Fišerovoj reformulaciji pomoću funkcije <£>, koja 
se aproksimira glatkim operatorom (2.17), definisanim pomoću 
funkcije Kanzova (2.18).
Njutnov postupak sa regularizacijom jakobijana za rešavanje semi- 
glatkog sistema
H(x)  — 0,
je najpoznatiji postupak ove klase. Prvi put je definisan u radu Chen 
et all. [6], gde je korišćena monotona tehnika za globalizaciju, zasno- 
vana na primeni postupka iinijskog pretraživanja, i dokazana globalna 
konvergencija algoritma pod pretpostavkom da glatki operator dat
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u đefiniciji 2.9 zadovoljava uslov konzistencije sa jakobijanom, tj. đa 
važi (2.16).
Po ugledu na ovaj postupak, u Kanzow, Pieper [29] je formulisan 
analogan metod za NCP, baziran na Fišerovoj reformulaciji, i đokazana 
je globalna konvergencija. Dobra definisanost algoritma za najopštiji 
oblik NCP omogućena je uvođenjem gradijentnog koraka.
5.1 Netačni Njutnovi postupci sa regu- 
larizacijom jakobijana
Njutnov postupak sa regularizacijom jakobijana definisan u radovima 
Chen et all. [6], Kanzow, Pieper [29], i nemonotona tehnika za globa- 
lizaciju data u radu Li, Fukushima [40], za dokaz globalne konvergen- 
cije Brojdenovog postupka sa regularizacijom jakobijana za semiglatke 
sisteme, bili su osnovna motivacija za formulisanje novog globalnog aL 
goritma za NCP.
Dakle, rešava se NCP
x > 0, F(x) > 0, x TF(x) = 0, (5.1)
gde je F(x) = (Fi (x )7 ...,Fn(x))T : Rn —> R n neprekidno diferencijabi- 
Ina funkcija. NCP se transformiše na ekvivalentan sistem semiglatkih 
jednačina
$(x) = 0, (5.2)
pri čemu je
$(x) =  ( ^ i , i ?i(a:))) " * , ^ , F n(r)))T, 
a
(f}(xi,Fi(x)) = yfx? + F?(x) ~~ Xi -  Fi(x), i = l ,2 ,...,n . (5.3)
Uzimajući u obzir da je rešavanje semiglatkog sistema (5.2), ekvi- 
valentno traženju globalnog minimuma funkcije
*(*) = I|l«(*)lla. (5.4)
korišćena je baš ova Fišerova preformulacija NCP na sistem (5.2), zbog 
pogodnosti koje pruža ovako đefinisana funkcija a o  kojima je bilo 
reči u poglavlju 4.4.
Neka je
=  §ll*^(a:)ll2» (5-5)
gde je
$„(*) =  (5.6)
glatka aproksimacija funkcije $(x) definisana sa
Fi(x)) = \Jxf +  Ff(x) + 2g~~Xi- Fi(x), i =  1,2, (5.7)
a p > 0 je parametar regularizacije.
Osnovna karakteristika postupaka sa regularizacijom jakobijana je 
aproksimiranje neglatke funkcije glatkim operatorom i kombinovanje 
originalne neglatke funkcije sa jakobijanom njene glatke aproksimacije. 
Rešavanje kombinovane Njutnove jednačine
= -* (**)
u svakom koraku postupka predstavlja određivanje tačnog rešenja sis- 
tema linearnih jednačina, što praktično može prouzrokovati teškoće 
kađa su u pitanju sistemi velikih dimenzija. Jedan pristup prevazi- 
laženja ovog problema je približno rešavanje datog linearnog sistema, 
što navođi na primenu netačnog Njutnovog postupka. Dobijeno pri- 
bližno rešenje u opštem slučaju ne mora biti opadajući pravac funkcije 
$(a;), pa je to razlog za primenu nemonotone tehnike za globalizaciju.
Sada će biti formulisan novi postupak Njutnovog tipa za rešavanje 
NCP (5.1), zasnovan na nemonotonoj globalizaciji, koji pripada klasi 
postupaka sa regularizacijom matrice jakobijana. Ovakva vrsta glo- 
balizacije prvi put je izložena u radu Li, Fukushima [40]. Pošto se 
u svakom koraku kombinovana Njutnova jednačina rešava približno, 
ovaj postupak nazvan je netačni Njutnov postupak sa regularizacijom 
jakobijana. Globalizacija je bazirana na minimizaciji funkcije \P(x) i 
odgovarajuće funkcije ^ (rr ) .
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A lgoritam : netačni n ju tn o v  po stu pa k  sa reg u la riza c i-
JOM JAKOBIJANA ZA NCP (JSIN)
SO: Birase o, € (0,1), 0 < Tmin < rmax < 1, 7 > 0, € [0,1),
t < ~ ^(1 -  0)(1 +  a), £ > 0 i a:0 e Rn. Neka je {77*} niz
sa osobinom 97* > 0 za svako jfc i Vk < 7 < 00, a {4 } niz 
za koji'važi 0 < 4  < t. Neka je = ||#(a;0)||, £1$ — (^/|=)2 i 
k := 0.
Sl: Ako je ||$(a:*)|| < e  STOP.
S2: Odredi dk iz kombinovane natačne Njutnove jednačine
= +  (5.8)
gde je
||r*||<«*||«(^)||.
S3: Stavi ce — 1. Ako je
(xk +  &đk) < (1 + acr(d ~ 1))24/Mfc (j;*) + 7?fc, (5.9)
tada afc = a i x k+l = xk + akdk.
Ukoliko uslov (5.9) nije zadovoljen odaberi anew € [armin, a rmax], 
stavi a — anew i ponovi (5.9).
S4: Ako je
1
||$ (s fc+1)|| < max{fj8fc, - ||$ (a ;fc+1) -  ^ fe( ^ +1)||) (5.10)
tada
p m  =  n*(®*+l)i
i odredi pk+i tako da je
s\ . ^  r/^Pk^rl\2 Pk0 < Pk-n < min{(— = )  , Pk
2y/2n ’ 4 1 |]$#ifc0c*+1)||2 
Ako ne važi (5.10) tada
P k + 1 —  P kt P k+ l  —  P k '
tp>{x + ,7^fc+i)}.
(5.11)
Netačni Njutnovi postupci sa regularizacijom jakobijana 65
S5: Stavi k := k + 1 i idi na korak Sl. &
Osnovni problem pri dokazu globalne konvergencije netačnih Njut- 
novih postupaka je činjenica da pravac dk dobijen iz jednačine (5.S) 
nije u opštem slučaju pravac opadanja funkcije # . Upravo to je glavni 
motiv za korišćenje nemonotone tehnike za globahzaciju, jer je ona 
primenljiva bez obzira da li je pravac pretraživanja opađajući ili ne. 
Globalizacija GIFQNCP postupka iz rada [11] zasniva se na primeni 
postupka linijskog pretraživanja kada je lokalni pravac opadajući, i 
uvođenju gradijentnog koraka u slučaju da on to nije. Osim toga, 
gradijentni korak obezbeđuje dobru definisanost algoritma GIFQNCP. 
Međutim, primena gradijentnog koraka dovodi do usporavanja algo~ 
ritma i komplikuje analizu konvergencije kada su u pitanju postupci sa 
regularizacijom. Netačni Njutnov postupak sa regularizacijom jakobi- 
jana za NCP (JSIN) je dobro definisan jer je uslov (5.9) uvek zado- 
voljen za dovoljno malo čt > 0, s obzirom da je r)h > 0.
Sađa će biti navedene potrebne definicije i osnovne karakteristike 
funkcija <3>, i skupa dc®(x) neophodne za dalji rad.
Na uobičajen način definiše se skup
<9c$(£) = (a;) x d § 2 (x) x . . .  x d $ n (x ) , (5.12)
koji se može predstaviti kao
dc $(x) =  D*(x) + Db(x)F'(x), (5.13)
gde su Da(x) — diag(ai(x),. . .  ,a„(rr)), Db(x) = diag(bi(x) , . . .,bn(x)) 
dijagonalne matrice sa elementima
ai(x) =




ako je (xi,Fi(x)) ^  (0,0) i
m(x) =  & - l ,  h(x) = pi~~ 1, (Šhpi) € R2, ||te,P»)|| < U (5-15)
za (xit Fi (#)) =  (0,0), pri čemu su Fi} i = 1 , n komponente funkcije 
F  iz NCP (5.1).
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Matrica jakobijana 4^ (2;) se analogno može pređstaviti kao
$ f a )  = Da{xip.) + Db(xtfi)F '(x)i
pri čemu su Da(Xj p) =  diag(ai(xt /r),. . . ,  an(x, p)) i




\j% i +  Fi(x) + 
za i — 1 , 2 , n.
1, bi(x, #i)
V +  +  Ff(x) + 2/i
1,
(5.16)
Lem a 5.1 [18] Neka je F Po-funkcija. Tada su sve matrice iz skupa 
dc&(x) regularne za ma koje x  G Rn.
Lema 5.2 [40] Ako je F  P0-funkcija tada je jakobijan $^(o;) regularna 
mairica za svako p > 0 i ma koje x € Rn.
Lema 5,3 [29] Neka je {xk} C Rn konvergentan niz čija je granica 
x* 6 Rn. Funkcija $  je semiglatka pa vazi
||$(s*) “  $(x*) -  V k t f  ~~ X*)\\ = 0(11®* -  £*11) 
za ma koje V* € dc&(xk).
Lem a 5.4 [19] Neka je H  : Rn -» Rn semiglatka funkcija i neka 
je x* € Rn rešenje sistema H(x)'=  0 takvo da su svi elementi skupa 
dcH(x*) regularni. Neka $u {xfc} i {dk} dati nizovi takvi da {x*} —» x* 
i ||a;fc +  dk — rc*|| =  o(\\xk ~~ £*11). Tada vazi
\\H(xk +  dk)\\=o(\\H(xk)\\).
Lema 5.5 [50] Neka je H : Rn —> Rn semiglatka funkcija i neka je 
x* € Rn rešenje sistema H(x) = 0 takvo da su svi elementi skupa 
&bH(x*) regularni. Tada postoji okolina x* takva da je x* jedinstveno 
rešenje u njoj.
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Definiše se
(a:) =  lim (x ).
U radu [29] pokazano je đa važi
limđisč ((^ (s), #<?$(£)) — 0, (5.17)
za ma koje x  G Rn> pa s toga sledi $°(x) 6 dc$(x), tj. glatka aproksi- 
macija zadovoljava uslov konzistencije sa jakobijanom.
Proces regularizacije uslovljen je parametrom regularizacije 
Naredna lema formulisana u [29] daje preciznu definiciju ”praga” pa- 
rametra regularizacije.
Lema 5.6 [29] Neka je x proizvoljan ali fiksiran vektor iz Rn koji nije 
rešenje NCP. Definišu se konstante
7i(s) max {ll^e1 + Fi(x)V Fi(x)||} > 0
%
g d e j e  A(a;) ; 
j l ( x ,6 )  :=
Gu(£) := min (a:? + F?(x)} > 0, 
tfČft ( z )
{i, Xi =  Fi(x) =  0}. Za dato 5 > 0 definiše se
1,
a t tx )
ako ( ^ tr^  -  0!i(a:)) < 0,
2  ̂ ( n jf(x )~ -S 2a i (x)  ̂’ ^n a € € ’
Tada je
dist (^ (a?),^c^(^)) < $
za svako p, 0 < p < fi(x, S).
Najpre se na uobičajen način pokazuje pripadnost članova niza 
generisanih algoritmom JSIN nivo skupu.
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Definicija 5.1 Dejinišu se skupovi:
K  =  {0}u{fc, k € N\ ||*(**)|| < l ||* (a * )  -  # flt_1(z'!)||}} ,
K 1 = {k, k€K- ,  č & M > l||* O r * )-® M_1(s*)||},
K 2 = {k ,k  € K\ < i | |$ ( x ft) -  $ fll!_1(z'!)||}.
Teorem a 5.1 Niz {£fc} dobijen JSIN postupkom ostaje u nivo skupu
4 , =  {x € iT ; V{x)<c?%x*) + 2&yfiyft{3P) + i\},
gde je
a = a +  (a + 1
o = l +  q*t(# — 1). (5.18)
Dokaz. Definicije skupova if , Kd i impliciraju da je 
K  =  {0} [)Ki U ^ 2- Neka se skup K, koji ne mora biti beskonačan, 
sastoji od članova &0 = 0 < k\ < k% < * * * i neka je k € N  proizvoljan 
fiksiran indeks, a kj najveći član iz K  takav da je kj < k. Tada je
/+ =  /+,-, f t  =  f t r  (5.19)
Na osnovu (5.9) iz koraka S3 algoritma JSIN, za kj < k važi
% + ) < a 2# flij( ^ )  +  %i ,
pri čemu je a  dato sa (5.18). Koristeći definiciju i prethodnu 
nejednakost, za kj < k važi
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Dalje, na osnovu (2.20), (5.19) i (5.20) sledi
= ii*«,(*‘ )ii + ii*(**)-*» <(**)ii
< a | |$ ^ ( x  J)|| + ^J^kj +  yj2npkj
= ( ^ )  ± H%kj)\\ +  ^
< apk. + (1 +  a)^j2npkj +  J^Vkj•
Znači za j  > 0 važi
||$(£/c)li < + (1 + b i ) 'J in p k j + \J%VkJ
Ako je j  =  0 tada je ^  =  &0 =  0, =  A) i Mfcj =  Mo, pa je
Jj3>(;cA:)|| < a/5o + (a  + l)\j2npQ  + \J2tJq
< afio + (a + l ) —fia +  \J2?)o,
<  ( a  +  (1  +  d;)~)||<&(3;0)|| +  ^ 2 ^ .
Ako je j  > 1 tada na osnovu koraka S4 algoritma JSIN sledi
f ik j  <  £ A j - l  —  £ f t y - u
za A)j G K\ ili
 ̂ |
=  a  v — 2 < - '  ’
za fe,- € ^ 2.
Neka je r =  m ax{ |,f). Tada zbog (5.23) i (5.24) za j  > 1 važi
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Dalje, na osnovu đefmicije po i Po sleđi
1  ̂ a A> ot /J» = a4 jK 2V2n 2n4J+1 0 2n4?>x
pa je
(5-25)
za j  > 1. Takođe, za j  > 1 važi
Pkj < ŠPkj-t < ?Pkj-, < ■■< r>||$(z0)||. (5.26)
Koristeći (5.21), (5.25) i (5.26), za j  > 1 dobija se
||^ (^ fc)|| ■< otpkj +  (1 + 5 )^2npkj +  yj^lkj
< ar3||$(a:0)|| +  (1 + a ) ^ | |# ( * * ) | |  +  ^
< rJ ( a + ( l  +  a ) |) | |$ ( a : 0)|| +  y 2 ^ ’ (5.27)
< (a + (1 + a ) |) ||$ (a :0)|| + ^ 2??.
Dalje, na osnovu (5.22) i (5.27) sledi
||$(xk) | |< ( a  +  (i + a ) |) | |$ ( * 0)|| + ^  (5.28)
za j  > 0. Prethodna nejednakost (5.28) i definicija funkcije T impli” 
ciraju
$ (x k) < (a + (o; + l)^)2̂ (a:0) + 2Vrj(a  + (a + 1)~)\/t (^) + ??,
tj-
ty(xk) < d 2T(x0) + 2aV ¥jJ^(xQ)  +  77, 
što znači da niz {a;fc} ostaje u nivo skupu £ 0- D
Za dokaz globalne konvergencije JSIN postupka potrebnasu sledeća 
tvrđenja iz Kanzow, Pieper [29], koja važe i za ovaj postupak.
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Lem a 5.7 [29] Neka je skup K  dat u definiciji 5.1 i neka je {xk} niz 
generisan JSIN postupkom. Tada važi
||$(xfc) — $wfc(£fc)|| < a ||$(:rfc)||, za k > 0 i
dist ($ ’IJI'{xk),do$(xkj) < 7 ||$(a:*)||, za k > 1, k e K.
Lema 5.8 [29] Neka je {xfc} niz generisan JSIN postupkom i neka 
je x * tačka nagomilavanja niza {xk}, koja je i rešenje NCP. Tada je 
skup K  beskonačan i {p^} —► 0-
Dokaz sledeće leme bazira se na ideji vz rada Kanzow, Pieper [29].
Lema 5.9 Neka je {xfc} niz dobijen JSIN postupkom i neka je K  
beskonačan skup. Tada je svaka tačka nagomilavanja niza {xk} rešenje
NCP.
Dokaz. Neka je x* tačka nagomilavanja niza {xfc}, a {xk} i  podniz 
koji konvergira ka x*. Kako je skup K  beskonačan sledi kj -+ oo i 
j  —> oo, pa je dalje, na osnovu relacije (5.27),




rj (a +  (1 + a)-)||<i>(a;0)|| + y 2̂
0,
jer je r < 1 i rjj —> 0 kada j  —> oo. Znači, x* je rešenje NCP. □
rj (a+  (1 +  a ) y i |$ ( 2;0)|| +  f i r j j
Naredna teorema odnosi se na globalnu konvergenciju JSIN pos- 
tupka.
Teorem a 5.2 Neka je F uniformna P-funkcija i neka je {xk} niz 
generisan JSIN postupkom. Tada je svaka tačka nagomilavanja niza 
{xk} stacionarna tačka funkcije 'K
Dokaz. Posebno se posmatraju dva slučaja. U prvom slučaju, kada 
je skup K  beskonačan, tvrđenje sledi direktno na osnovu leme 5.9.
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Drugi slučaj je slučaj kada je K  konačan skup. Neka je k najveći 
indeks skupa K. Tada na osnovu algoritma JSIN za svako k > k važi
=  Pk = fo = m V ) \ \ ,  (5-29)
||*(®*)||>f/9t = |||*(x*)||>0,
a||*(x*)|| > ||* (i{(x * )-* (x * )||. (5.30)
Neka je x* tačka nagomilavanja niza {a:*}, a {rc*}!, podniz koji kon- 
vergira ka x*. Pošto je K  konačan skup, bez smanjenja opštosti se 
može pretpostaviti da k $ K, za svako k E L. Pretpostavka da je F  
uniformna P-funkcija i lema 5.2 impliciraju da za svako x € Cq postoji 
konstanta M  > 0 takva đa važi < M. Tada na osnovu
kombinovane netačne Njutnove jednačine (5.8) i (5.28) sleđi
||đfc|| < Mu
pri čemu je M\ pozitivna konstanta. Kako je limjb€£,,jfc->00 cxkdk — 0, 
razmatraju se naredne dve mogućnosti:
a) otfc —̂ ot j> 0, k € Z/,
b) otfc —y 0, k € L.
a) Ako je {0̂ }*, —>■ a  > 0, tada postoje podskup L  c  L i a  > 0 
takvi da je cnjb > a > 0 za svako k e L. Tada važi
ll®i*(**+1)ll < ll*»(a*)ll(l + &a(0 -  1)) + V&ft (5.31)
za svako k G L. Pošto k € L sledi k $ K  i — Ph =  P- Sumirajući 
prethodne nejednakosti (5.31) za k e L  dobija se
||<Mx*+1)|| + &o(l -6)j: \\%(xk)\ < ||$„(x°)|| + V2 £  vm.
k&L k£L
Dalje je
E  I I * m ( * * ) I I  <
W%(x0)\ + V2ZkeiVfTk 
S a(l — 0) )
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pa je
lim ||$At(yc)|| = 0,
keL
jer je prethodna suma ograničena, a kako je hmkei,k~*ooxk ~  x *
(5.32)
Uzimajući u obzir (5.32), prvu nejednakost leme 5.7 i posmatrajući 
granicni proces dobija se
n*(**)ii < «ii*(**)ii < ii*(i*)ii,
. jer je a  < 1 , što znači da je ||<&(a;*)|| — 0, odnosno x* je rešenje NCP. 
b) Druga mogućnost je {ajk}i, -» 0. Sađase pretpostavljadarr* nije 
stacionarna tačka funkcije \&, tj. V\k(a;*) /  0. Na osnovu izbora anew 
za k € L  dovoljno veliko, postoji prethodno a'k > ak, a k € [-r*-, 
takvo da nejednakost iz koraka S3 algoritma JSIN nije zadovoljena, 
tj. tako da je
lim a't, — 0 keL k
^ > x k + a'kdh) > (1 + a'ko(8 -  l))2* w (zfc) + m,
odnosno,
»„(**  +  c,'kdk) -  # M(x*) > (2a'ku(9 -  1) + (a'ka f ( e  -  !)*)*„(**).
Posmatrajući graničnu vrednost dobija se
lim +  -*W (**)
a'k ~ >0 a 'k




V $ Mk(o:fc)Td* > 2a{0~  1 )^ (3 * ) .  (5.33)
Na osnovu (5.29), (5.30) i definicija \i/(:rfe) i '&}J,k(xk), za svako k > k 
sledi
V « w ( ^ ) Td* = % t (xk)T^ t (xk)dk
=  +  K > k)~lrk)
=  +  $ M ( i * ) V  ±  $(xk)T$(xk)
±<l>(xk)Trk
<  —2'$(xk) +  | | < ^ ( a ; * ) T  -  $ w ( a ; * ) | | | | € , ( x * : ) [ |  ( 5 . 3 4 )
+ | | $ ( x fe ) T  -  ^ i ( ^ A ) T | | | | r - * H  +  | | <J >( x * ) T | | | k f : | |
<  —2'S(xk) +  2a 4< ( 3* )  +  (1 +  a ) t * | | $ ( x <:)||2
<  ( - 2(1 —  o)  +  2i ( l  +  a ) ) ^ ! * ) .
D a l j e ,  i z  ( 5 . 3 3 )  i  ( 5 . 3 4 )  s l e d i
2o(e -  l ) « w ( s * )  <  V<Bn  (xk)Tdk <  ( - 2 ( 1  -  a)  +  2 4 ( 1  +  a )) <S(xk).
( 5 . 3 5 )
K o r i s t e ć i  ( 5 . 3 0 )  i  ( 5 . 3 5 ) ,  p o š t o  j e  — n  z a  k >  k, d o b i j a  s e
- V $ n (xk)Tdk <  2 a (l-6 )< S n (xk)
=  a (l — 5 ) | | $ M ( a : * )  ±  < E > ( a;‘:)||2 
<  a(  1  -  0 ) ( | | $ ( i * ) | |  +  a | | $ ( i *)||)2 ( 5 . 3 6 )
=  2c t (1 —  0 ) ( 1  +  a )2'S(xk),
a na osnovu (5.35) i (5.36) sledi
( 2 ( 1  - a ) -  2 t ( l  +  a)) $ (xk) <  - V S n (xk)Tdk <  2 a ( l - f f ) ( l + Q i ) 2* ( a : * ) .
Uzimajući u obzir graničnu vrednost kad k —> oo, k 6 L dobija se
( 2 ( 1  -  a )  -  2 4 ( 1  +  a)) <B(x*) <  -V'Bft,(x*)Td* <  2 c r ( l - 0 ) ( l + Q : ) 2’I , ( x * ) .
(5.37)
Poznato je da je 'I' (:iy) > 0, jer bi.u protivnom skup K  bio beskonačan 
(zbog leme 5.8), a razmatra se slučaj kada je K  konačan skup. Stoga, 
iz (5.37) sledi
2(1 -  a)  -  2 4 ( 1  +  a) <  2a ( l  -  0)(1 +  a )2,
odnosno
4  >  7 ^  -  < r ( l  -  9 ) ( 1  +  a),
I  P a
a to je kontradikeija u odnosu na uslov vezan za t u koraku S0 algo™ 
ritma JSIN. Znači, pod pretpostavkom đa x* nije stacionarna tačka
74 Postupci sa regularizacijom jakobijana za rešavanje NCP
Netačni Njutnovi postupci sa, regul&rizacijom jakobijana. 75
funkcije došlo se do kontradikcije, čime je kompletiran dokaz teo- 
reme. □
Pretpostavka đa je F  uniformna P-funkcija, lema 4.3 i prethodna 
teorema 5.2 impiiciraju da je svaka stacionarna tačka funkcije ujedno 
i njen globaini minimum, tj, rešenje NCP.
Da bi se pokazala superiinearna konvergencija, posmatran je JSIN 
postupak sa specijalnim izborom niza {r)k}.
Teorem a 5.3 Nekaje F uniformna P-funkcija, x* je tačka nagomila- 
vanja niza {rrfc} generisanog JSIN postupkom u kome je niz {r)k} de- 
finisan sa
r)k -  (2 +  a (0 -  l))2npk + (2 +  cr(0-  l))^Tn)xk(l +o(Q -  l)) ||# ^ (rrA!)||
i nekaje lim^ootA; =  0. Tadaje x* rešenje NCP i niz {rrfc} konvergira 
superlinearno ka x*.
Dokaz, S obzirom na tvrđenje prethodne teoreme 5.2, očigieđno je 
da je x* rešenje NCP. Kako je ds&(x*) C 0<?$(;c*), na osnovu leme 
5.5 postoji okolina x* takva da je x* jedinstveno rešenje u njoj. Pošto 
je x* tačka nagomiiavanja niza {rĉ } dobijenog algoritmom JSIN koja 
je i rešenje NCP, lema 5.8 implicira da je skup K  beskonačan. Znači 
{xk}K -> x\
Najpre se dokazuje da ovako izabran niz {r)k} zadovoljava osobinu 
E £ 0 r)k < r)< o o.
Nekaje A  =  (2+cr(0- l ) ) 2n, a B  =  (2+o($ — l))V2n(l-\~o(d~-1)). 
Tada je
oo oo oo
E n »  =  ^ E »  +  B E V S \ \% > « \\-  (5.38)
fc=0 k~0 k—0
Na osnovu relacije (2.19) i algoritma JSIN važi
ll$ w(**) -  3W -i(a:*:)ll < V2n(y/JIOi ~ VW ),
pa koristeči nejednakost trougia siedi
Pošto je K  beskonačan skup, zbog (5.11) iz koraka S4 algoritma JSIN 
važi
VfTk\\%k(xk)\\ < \ / 5 ^ ( y / č ^  -  y/j®  + | | ^ „ I(^ ) | |
< V ^ v ^ V ^ o J -  V Sfc||^*-i(^)ll (5.39)
< \ / \f \P\zv^o ~k pk~\’
Na osnovu reiacija (2.20), (5.11), (5.38) i (5.39) đobija se
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+ B V̂ | | $ /J® 0)± $ (3 ;0)|
OO 1 __ OO 1 00 1
< Ap  o +  By/2npo p  I ]  7777
fc=0 *  A;==0  ̂ A=1 *
+BVJiS||*(a#)||
< 7? < 00,
zbog ograničenosti ||^(x°)|| i ograničenosti redova u prethodnoj nejed- 
nakosti.
Dakle, za ovaj specijalan izbor niza {??*.} važi X)f*L07/fc < rj < 00.
Pošto je F  uniformna P-funkcija na osnovu leme 5.2 sleđi da je 
<&̂fc(a;*) regularna matrica . Sad se dokazuje đa za svako k G K  
dovoljno veliko važi
l l< J> <r 1|l <  M, (5.40)
gde je M  pozitivna konstanta. Na osnovu pretpostavke teoreme i 
leme 5.1 sledi regularnost svih eiemenata skupa <9cd>(a:*). Kako je C- 
subđiferencijal odgore poluneprekidan, a niz {rr*} konvergira ka x*, 
siedi da su sve matrice 14 € dc$(xk) regularne i ||V̂ ~1|| < M1} za k 
dovoijno veliko i M\ > 0. Skup dc$(xk) je neprazan i kompaktan, pa 
postoji 6 dc$(xk) takvo da je
=  I I O * )  -  Vk\\. (5.41)
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Na osnovu druge nejednakosti leme 5.7 sledi
\ \ ^ k(xk) ~  Vk\\ < k e K , (5.42)
pa je
\ \ E ~ V k- % k ( x k )\\ =  ||Vjr1(V4-^Jk(a:*))||
< \\vk- l \\\\vk -  % k(o*)\\
< M17fik.
Pošto je skup K  beskonačan, zbog koraka S4 algoritma JSIN dobija 
se & -+ 0, pa za dovoljno veliko k 6 K  takvo đa je &  < važi
a na osnovu leme 1.6 tada sledi (5.40). Lipšic neprekiđnost funkcije 
$, iema 5.3, relacije (5.40), (5.42), pretpostavka limjfe_̂ ootfc — 0 i kon- 
strukcija algoritma JSIN, za k € K  dovoljno veliko impliciraju
xk +  dk -  x* = \\xk — x* -  &pk(xk)~1 ($(xk) — r A)||
< ll*'w (a*)"1||(ll«(**) -  *(**) -  U(s* -  x*)|| 
+ I I U - * 'w (* * ) ||||* * -* , || +  ||r*||)
< ll«'w (**)“1||(ll*(**) -  *(**) -  U(z* -  **)||
+IIU-«'w(**)||||**-*,|| + i*||*(**)||)
< M(o(\\xk — x*||) + 7 /S/t||x* -  x*|| 
+ tt ||$(xA)-$ (x * ) ||)
=  o (||x* -x* ||), (5.43)
jer /?jb -+ 0, pri čemu je 14 € dc${%k) izabrano tako da važi (5.41). 
Dalje, zbog (5.43) i ieme 5.4, za k € K , k ~+ oo sledi
||$(a:fc +  dfc)|| =  o (P (x fc)||). (5.44)
Sad, treba pokazati da postoji k G K  takvo da za svako k > ž, k e K  
sledi da i k +  1 pripada skupu K  i važi x k+l =  x k +  dk. Pošto (5.44) 
važi za dovoljno veliko k, sledi
||$(xfc +  đfc)|| < (1 + a{B — l))||<&(xfc)||. (5.45)
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Na osnovu (2.20) i (5.45) dobija se
^ ( ^ + ^ ) n  < \m x k ^ d k)\\ + \\^^k(xk + dk) ~ ^ ( x k ~i~dk)\\
a kvadriranjem prethodne nejednakosti i koristeći ovaj specijalan izbor 
niza {r)k} sledi
+  ^fc)ll ^  0- +  ~  1))2| | ^ ( a;fc)ll +  Vkt
što znači da je uslov (5.9) iz koraka S3 algoritma JSIN zađovoljen za 
a k =  1, odnosno x k+1 =  x k + dk. Neka je o < Tada, na osnovu 
(5.45) sledi
| |$ ( ^ +i)|| =  \\®{xk + dk)|| < (1 +  a(9 -  l))||4>(a:fc)|| < £||$(a:*)||,
' V
što implicira da k + 1 G K. ZnaČi, za dovoljno veliko k € K  važi 
xk+1 — xk + dk i k  + 1 e K. Ponavljajući ovo može se pokazati da za 
svako k > k važi i k € K  i xk+l =  xk +  dk7 pa na osnovu toga i (5.43) 
sledi superlinearna konvergencija. □
Netačni Njutnovi postupci za rešavanje semiglatkih sistema pred- 
stavljeni u [11] i [15] su superlinearno konvergentni kao i dati JSIN 
postupak. Uslovi pod kojimaje dokazana globalna konvergencija nave- 
denih postupaka su iste težine i sva tri postupka su primenljiva na istu 
klasu problema.
Kombinujući nemonotonu tehniku za globalizaciju, sa pretpostav- 
kom da je F  uniformna P-funkcija, mogu se prevazići poteškoće vezane 
za problem rešivosti kombinovane Njutnove jednačine i činjenice da 
pravac dobijen iz nje ne mora biti opadajući.
Kao i u glatkom slučaju Njutnov postupak se može dobiti kao 
specijalan slučaj netačnog Njutnovog postupka. Naime, specijalnim
< (1 + a(9 -  l))||$(a+)|| + ^ 2 npk
< (1 + a{9 -  l))( ||« w (**)|| + !!*(**) -  4 (li+ ) | | )
< (1 + a{B -  l)) ||$ w (a:'!)|| +  (2 + a{B -  1 ) )+ n n k,
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izborom parametra tk =  0 u svakom koraku netačnog Njutnovog pos- 
tupka sa regularizacijom jakobijana za NCP (JSIN)j on se svodi na 
Njutnov postupak sa regularizacijom jakobijana za NCP (JSN). Stoga 
globalna konvergencija JSN postupka proiziiazi iz dokazane globalne 
konvergencije JSIN postupka.
5.2 Braunov p o stu p ak  sa regularizacijom 
jakobijana
U delu 3.4 bilo je reči o Braunovom postupku za rešavanje glatkih 
sistema. Uopštavanjem ovog postupka dobija se analogan postupak za 
rešavanje sistema semiglatkih jednačina. Kako je tema ove disertacije 
rešavanje NCP (5.1), a jedan od načina za njegovu preformulaciju je 
transformacija na ekvivalentan semiglatki sistem
$(x) =  0, (5.46)
sada će biti formulisan Braunov postupak za rešavanje ovog sistema, 
koji spada u grupu postupaka sa regularizacijom jakobijana. Korišćena 
je Pišerova reformulacija pomoću funkcije
<h(rr) = (< /> (xuF i(x))t ■ • -, <t>(xni F n ( x ) ) ) J ,
gde je </>(xu Fi(x)) dato sa (5.3), a F(x) =  (Fi(x), • • •, Fn(x))T je 
funkcija iz NCP (5.1) koja je neprekidno diferencijabilna. Glatki ope- 
rator funkcije $(a;) je
% (x) = (M * i> F i(x ))r - ',M * n ,F n(x)))T, (5.47)
pri čemu je 4> (̂xi, F$(x)) dato sa (5.7), a p > 0 je parametar regulari- 
zacije,
Neka je
4>i(x, p) := 4>u,(xi, Fi(x)) = 4>(xi, Fi(x),p).
Funkcija ^  je neprekidno diferencijabilna pa je njen jakobijan
d4>i(x,(j) # # # d4>i(x,g)
d z i d%2 dxn
d<f>n(x,ll) d<f>n (x,n) # t # d<f>n(x,g]
d x i dX2 9 xn
$'„0*0 := $ '(z >m) = (5.48)
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Pre definisanja postupka uvode se potrebne oznake koje će omogućiti 
lakše praćenje algoritma.
Neka je za i — 1,2, . . n
X (jXi j Xi~\~\; ... , ,
ž*’* =
~k,i __ / k _k <rk\T iJj : *") djn ) 1
e* ~  (1, 0, 0, . . . ,0)T 6 R n- i+l.
Za dati parametar regularizacije pk > 0, vektor x k € R n sa kom- 
ponentama xk = (x \ ,x k, >..,xk)T i indeks %, i = 1 , 2, ...,n  sukcesivno 
se definišu sledeće funkcije
=  4>{%u Fi{$ i> s2, .... Si~~2, (5.49)
Postupci sa regularizacijom jakobijana za rešavanje NCP
(j>u(x\ fj,k) = <fif,k(xi,Fi(sl ,s2,...,Si„2,Si^i(xt) ,x z))
= <j>(xi, Fi(su s2)..., Si-2 , Si-i($l) ,x %),tik), (5.50)
1{ £  t y  
dxi j i i i i  0Xj u
(5.51)
Koristeći kompoziciju funkcija očigledno je da se za j  < i svaka 
funkeija Sj može zapisati u obliku Sj(žt+1), što znači đa se si, S2,..., 
Si- 2  iz (5.49) i (5.50) mogu predstaviti kao si =  Si(x*), s2 = s2(x%),..., 
Si-2 = Si-2(xl). Praćenjem sledećeg primera uočava se da je 
si == s.i(^)*
Si (x2 j • * * 3 Xi—1, Xi, Xi^~i, ..., Xfi)
=  Si(£c2,a;3,...,Xi_2)Si-i(i*))5*)
= 5i(s2(x3, ...,Si_a(ž1),£1),...,Si_1(ž1),£1)
=  5!(S2(s3(...), Si_!(xl), X1), ..., Si-i(x*), X?)
=  S i^ ) .
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Funkcije <f>u(xl) su semiglatke i neprekiđne, jer su za fiksno funkcije 
$i neprekidne (pod pretpostavkom daje ^  ^  0), afunkcije <f>u(xl, pu) 
su neprekidno diferencijabilne za fiksno
Iterativni niz se Braunovim postupkom sa regularizacijom jakobb 
jana dobija na sledeći način,
A lg o rita m : braunov  po stu pa k  sa r eg u la r iza c ijo m  ja k o b i-
JANA ZA NCP (JSB)
S0: Dato je x° € R n i niz {pk} takav da je > 0 za svako k ,
k : -  0.
Sl: Za i — 1 ,2, ...,n  — 1
Xi -  $i(xt+1)
gde je Sj(x4+i) dato sa (5.51). 
S2: Odredi
a zatim z a i  — n — l ,n  — 2, ...,1 odredi
a£+1 -  $i(xk+1>i+1).
S3: Stavi k := k +  1 i iđi na korak Sl. &
Ovaj postupak se može zapisati i u matričnom obliku 
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gornja trougaona matrica sa elementima 
k^k _  d(j>n{xk>\ pk)
u ij dxj za % — 1 , 2, ...,71, j  = i, % +  1, n, (5.53)
a komponente vektora m{xk) su
mi{xk) ~  &»(£*’*), % -  1, 2 , n.
Matrica U{xk,p k) oblika (5.52) sa elementima (5.53) može se zapisati 
u istom obliku gornje trougaone matrice ali sa elementima v%fk = 0 
za % > j  i
j  -  l , 2...,n
=  <
t f i r .
<Pii
jk ,{ ik9n jk ,{ ik1 9lj
jk & k  .922 jk ,fik1 92j
jki&k(Pil t f r  ■•• j k , l ikl 9ij
<t>\r jk,{ik9 ij- i
jk ,{ ik
922 jk ,V k92j-l
jk ,( ik A,k,{ik
•





L 9nl 4%* •
i =  2,3, j  — i,
jk,Vk 




_  d<f>i{xk,p k)
dxj l , 2 , . . . , n ,  i  =  l , 2 , n ,
i +  1,
=  (s i,s2,...,5 i_i(a;^>£M)T z a  2 — 1 , 2 , . . . ,  n .
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Matrica U(xk,pk) oblika (5.52) se dobija kada se matrica §^k(xk) 
elementarnim transformađjama svede na gornju trougaonu matricu sa 
nulama ispod glavne dijagonale.
U ovom poglavlju biće dokazana lokalna konvergencija Braunovog 
postupka sa regularizacijom jakobijana. Pre svega potrebno je navesti 
još neke definicije i pomoćna tvrđenja koja će omogućiti dokaz kon- 
vergencije JSB postupka za rešavanje sistema (5.46) dobijenog prefor- 
mulacijom NCP.
Na uobičajen način se definiše skup dc$(x) sa (5.12) i
$°(;c) = lim <N, (x),
pri čemu je 4>̂ (:c) oblika (5.48). Kako je u Kanzow, Pieper [29] 
dokazano da važi (5,17), znači da <£°(x) € dc$(x), tj. funkcija 4^ 
definisana sa (5.47) zadovoljava uslov konzistencije sa jakobijanom. 
Na osnovu toga, leme 2.2 i činjenice da je semiglatka funkcija sledi
lim ^  + v) ~  $ (a
v~~>0 J| ĵ
Pošto zadovoljava usiov konzistencije sa jakobijanom, lema 2.3 
implicira da ako su svi elementi skupa dc$(%) regularni, sleđi da tada 
postoje okolina J\f(x, e) i M  > 0 takvi da za ma koje y 6 A/*(x, e) važi 
da je 4>°(?/) regularno i
ll^°(y)-1il < m .
Osim toga postoje M\ > M  i p > 0 takvi da za ma koje y € N ( x , e) 
i p e  (0, p) sledi da je <&̂ (y) regularno i
Sada se navode neophodne definicije. Strogo komplementarno rešenje 
dato u definiciji 2.1, može se definisati na još jeđan način.
Definicija 5.2 Rešenje x* NCP (5.1) je sirogo komplementarno ako 
za svako ž — 1, 2, n vazi
) — §°(x  +  v)v\
0. (5.54)
x? +  Fi(a:*)>0.
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Ako je x* strogo komplementarno rešenje NCP, tada postoji okolina 
u kojoj je funkcija 4? diferencijabilna.
Definicija 5.3 Neka je x* strogo komplementarno rešenje NCP. Za 
xk € N ( x*,£) dejiniše se matrica





U 12 * 
+ 2 2 *  *
• u°’k 1u ln  
u 2 n
0 0  • . nAk nn
gde je
a ukf k za i — 1, 2 , n, j  = i, i +  1, ...,n je daio sa (5.53). 
Osim toga definiše se vektor
■&{***) ■■= («&*,«&!. . . . . i4 Y e J P * - i+1.
= lim
%3 jufc-40 ’
Tvrđenje o konvergenciji JSB postupka biće dokazano pod sledećim 
pretpostavkama:
Pl: x* je strogo komplementarno rešenje NCP,
P2: svi elementi skupa čb4>(:r*). su regularni.
Poznato je da se skup <9c4>(a;) može predstaviti kao 
dc$(x) = Da(x) + Db(x)F((x),
gde su Da(x) = d iag (a i(x ),...,an(x)), Db(x) = diag(bi(x), . . .  ,bn(xj) 
dijagonalne matrice sa elementima afix) i bfix) definisanim sa (5.14) 
i (5.15). Matrica 4>̂ (:c) (5.48) se analogno može predstaviti kao
$'M(z) = Đa(x,p) +  Db(x,p)F '(x),
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pri čemu su Da(x,p) =  diag(ai(x, p ) , . . . ,  an(xy p)) i 
Db(x , jj) =  diap(bi(a:, p ) , . . , ,  6n(x, m)) dijagonalne matrice sa elemen- 
tima di(x,g) i bj(a:,/i) dejfinisanim sa (5.16) za i =  1,2,
Siede još neka pomoćna tvrđenja potrebna za dokaz lokalne kon- 
vergencije JSB postupka.
Lem a 5.10 Neka je x* strogo komplementarno rešenje NCP. Tada 
postoji okolina Af(x*,e) takva da za x k £ M(x*,e) i odgovarajuću 
matricu U°(xk) vazi
Dokaz. Neka je k(xk’1) =  ^ ( s i ,  s2, •••, ^ ’1)* Na osnovu
(2.6), (2.18), (5.49) i (5.50) za i =  1, 2, . . ,n  sledi
<t>u(xk’*) =  + ? ( ^ ’Z) ~ ^  “  *»(£*’’),
<i>n($h' \  Tk) =  y / ( x f f +  l‘t ( x k'i ) +  2 p k ~~ x k - h ( x k’\ .
Pošto je strogo komplementarno rešenje NCP, postoji okolina M(x*,e) 
u kojoj je funkcija 4? diferencijabilna. Na osnovu toga i đefmicije u^f 
date u definiciji 5.3 sledi za j  =  i
</>%(xk,z) 6 d<fu(xk,t), za i =  l , 2,...,n , 
pn  čemu su U°(xk) i 4>%(xk>t) dati u definiciji 5.3.
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a za j  =  i +  1, i +  2, n sledi
oUJ4” = dm rC,; =  lim
9<l>ii(Sk’i,Hk)
fj,k -^Q  13 jtTfe4o (9a; j
=  lim ( /i(ar,?) 1)
+/?(žW) + 2^ fc
_  / h{xk,i)______
yj(xk )2 +"Ž?(5fc»*)
gde se za j  =  i ,i  +  1 , ...,n određuje pomoću pravila za izvod
složene funkcije.
Dalje, na osnovu definicije 5.3, za i — 1 ,2,..., n važi
$<(**■') ••= (< A < f+ i, •••>*&*)
0,fc ..0,/c 0,fe\T
k,ftk \ T





" ^ 0 v/(^ )2 +  z>?(žM) +  2^
k{xk>)_______






= -  i)«* +  { - T r r C - i .  —  -  W ( z k:i):
\J (xk)2 + i H ^ )
gde je e 1 =  (1,0, ...,0)T G a /^ ( # >1S) e Hn-,+1 je vektor sa
komponentama —̂  za j  — i, i +  1,..., n. ■
S druge strane, pošto je u Ać(a;*,£) funkcija diferencijabilna, za 
* =  1, 2,..., n sieđi
d<j)u( xk’z) =  ( X a
j ( x ki Y  + li (xk’i)
= - ! ) ?  + ( k (£**)
j ( x ki ) 2 + l?(xk’i)
m ^ ) ,
(5.56)
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gde je l\(xk’2) £ Rn 4+1 vektor sa komponentama
Na osnovu (5.55) i (5.56) očigleđno sledi da
€ d<j>u(xk’l)7 za i =  1, 2, □
Lem a 5.11 Ako je ®(x*) = 0 onda je <pu(x*A) — 0, za i = 1, 2, ...,n, 
#de je (j>a dato sa (5.j9).
Dokaz. Kako je $(z*) =  0 sledi
Dalje na osnovu (5.49), (5.57) i koraka S2 algoritma JSB sledi
Lem a 5.12 a) Ako je $ ^ (£ fc) regularna i | | ^  (a:fc) l \\ < M  onda je 
matrica U(xk,pk) oblika (5.52) regularna % važi [|C/(x*,Pk)~l \\ <  M  i 
||tf(**,Wb)ll < M 2.
b) Ako je |U°(a:fc) l \\ < onda je  ||C/°(a:A) *11 < M4 %
||č/°(a;A:)|| < M2, gde je U°(xk) dato u dejiniciji 5.3.
Dokaz. a) Kako je ^ fc(a:*) regularna matrica, a matrica JSB pos- 
tupka U(xk,pk) obiika (5.52) se dobija kada se matrica $ ^ ( 2;*) ele- 
mentarnim transformacijamasvede na gornju trougaonu matricu, sledi
gde je P  proizvod elementarnih matrica koje odgovaraju transforma- 
cijama primenjenim na vrste matrice 4>Ĵ (a;fe). Pošto su P  i $ ^ ( 2̂ )
<j>(Xi, Fi(x*)) = 0, za z — 1, 2, ...,n. (5.57)
U{xk>lik) = P % k{xk) (5.58)
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regularne, sledi i regularnost matrice U(xk,pk)-
Kako je P — Pn-iP n - 2  ■ - • P\, gde su Pi7 i =  1, 2, n — 1 elementarne
matrice sledi
i|y(® *.w)-1n < ii«'w (® *r1iiiii>r 1ii-” ii^"-1iii < m .
Pošto <S°(x,;) e dc${xk) , a skup diA>(xk) je kompaktan sledi
||$ °(i '!)|| < M2, (5.59)
a kako je po uslovu ||$(Ifc(a^)_1|| < M, sledi i (£fc)[| < M5. 
Relacija (5.58) implicira
l | t / ( A ^ ) | | < M I I ^ ( ^ ) | | < M 2.
b) Kako je ||$0(z*)'~1ll < M3 i
U°(xk) =  P 4  V )  = Pn^ P n-2 ■ ■ ■ Px&(x% (5.60)
sledi
nt/°(a:fc) - 1ll < i i * V ) " 1llllJ,r 1ll---ii'P„"1iil < Mi.
Dalje, na osnovu (5.59) i (5.60) sledi
l |t /V ) l l  < | |P | | | |$ V ) | |  < m 2. □
Na isti način kao u radu Krejić, Martmez [35] formuliše se i dokazuje 
naredna lema.
Lema 5.13 Neka su ek} i =  1,2, k =  0 , 1 , i Cj, j  = 2,3, ...,n 
realni brojevi takvi da je ek > 0 za svako i — 1 , 2, ...,n, k — 0, 1 ,... i 
Cj > 0 za j  =  2,3,..., n i neka je rk > 0 za k = 0, 1,... i limjt_>oo r* =  0 
% €k > 0 za k =  0, 1,... i Iimjb-toô jfe =  0 i
t-1
enii+1 <  n e kn - i +1 +  £  Cn-3+lšn-i+l. (5-61)
3-1
^a i =  1,2, ...,n, /c =  0,1,.... Tada niz {efc}> efc =  (e*, e j ^ , ..., ef)T 
konvergira ka nuli superlinearno u odgovarajućoj normi.
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;Jfe+l rfc+ 1 zk+ l(®n‘ ~ i ei"
Sfc+1\T
a matrica A je donja trougaona matrica
* 'f'k 0 0 '
A  —
Cn n 0 • • • 0
_ Cn Cji—I * ■ • C2 rk _
Spektralni radijus matrice A je p(A) — r fe, pa na osnovu teoreme 1.2 
postoji norma || * ||c na Rn takva da za dato 7> +  ek važi
A\\c < + ejfc. (5.63)
Znači,
rfc — p(A) < ||j4||o < rk +  £fc-
U slučaju kad je A donja trougaona matrica, konstrukcija norme 
|| • ||c je | | ( r | | t7 = \\Dx \\2, gde je D dijagonalna matrica sa pozitivnim 
elementima. Tada zbog (5.62) važi
Dek+l < DAek.
Dalje zbog monotonije || • ||2, definicije ||a?||c ™ ||D:c||2 i (5.63) siedi
||efc+1||c -  ||Defc+1||2 < ||D T e fc||2 =  | | ^ | | c
< IPIIc'P^llc' < (^k +  efc)||eA||ci
što implicira superlinearnu konvergenciju niza {efe}, 
jer je limfe_yoo rk =  0 i limfe„>oo£fe =  0. □
Definicija 5.4 Nekaje ||x ||c =  ||Dx||2, gdeje D dijagonalna matrica 
$a pozitivnim elementima.
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Od sada nadalje || * || — || * ||c- Za matricu D se može uzeti jedinična 
matrica E, pa je znači nadalje || ■ || — || • ||2.
Sledi teorema o lokalnoj konvergenciji JSB postupka.
Teorem a 5.4 Neka važe pretpostavke P l i P%. Tada postoje pozi~ 
tivne konstante e7p takve da za ||ar° — a:*|| < e i niz pozitivnih brojeva 
{pk} < P, ^a koji je lim^^co Pk =  0; sledi da je niz {xk} generisan 
JSB postupkom dobro definisan i konvergira superlinearno ka x*.
Dokaz. Pošto zadovoljava uslov konzistencije sa jakobijanom, 
tj. € dc$(%*) i važi pretpostavka P2, na osnovu leme 2.3
postoji okolina J\fa(x*,€o) = {x 6 R n, ||x -  x*|| < £q} i konstanta 
M > 0 takve da za ma koje x € AfG(x*,£o) važi da je 4>°(a;) regularna 
matrica i ||$°(a;)” 1|| < M.
Kako je x* strogo kompiementarno rešenje NGP, postoji okolina 
J\fi(x*,£t ) — {x e Rn, \\x — £*|| < £i} u kojoj je funkcija diferenci- 
jabilna. Neka je niz pozitivnih brojeva takav da je
iim 5k =  0. (5.64)
fc—̂ OO
Bira se e > 0 dovoljno malo i
fif(x*7e) =  {x € Rn, \\x ~  a;*jj < s} C N q(x*,£q) n  J\fi(x*,£i). (5.65) 
Na osnovu definicije 5.3
U°(xk) = lim U (x \n ,k),
siedi da za dato S  ̂ i x k € N(x*,e) postoji > 0 takvo da važi
\uii* ~ U iith\< fo ,  za i =  (5.66)
Pošto za x k 6 J\f(x*,s) važi ||«E>°(a:*)—11| < M, a po lemi 5.12 je tada
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a kako je U°(xk) gornja trougaona matrica, elementi na dijagonaii ma- 
trice U°(xk)~~1 su inverzni dijagonalni elementi matrice U°(xk), tj. di- 
jagonalni elementi matrice su (ui<fc)-1,z a i  =  1,2, Zbog
toga i (5.67) važi da su (uhk)~l ograničeni. Na osnovu ograničenosti 
(u tt)" 1 za i — 1,2,..., n, relacije (5.66) i leme 1.6 sledi
|(WtfMh)"1| < Mi, za i =  1,2, (5.69)
Pošto zbog leme 5.12 važi (5.68) sledi
Wijk\ < M2; za i = 1 , 2, ...,n, j  > i. (5.70)
Kako §°(xk) € d c$ (xk), a skup dc$(%k) je kompaktan sledi da je 
||$°(£fc)|| < M4, pa zbog definicije $°(xk) sledi i ||$ |ifc(a;*)|| < M4. 
Pošto je
U(xk,» k) =  PVn (xk),
gde je P  proizvođ elementarnih matrica sledi
\ m ^ M < \ \ p \ \ w ^ ) \ \ < M 6i
pa je
\ukf k \ < M5, za % = l , 2,...,n , j  > i  (5.71)
Na osnovu semiglatkosti funkcije (5.54) i leme 5.10, za z =  1, 2 , n 
sledi
|0«(žt ’i) -  -  ž*'*)| =  odli* '4 -  ž*-i ||). (5.72)
Kako su (f>u semiglatke, one su i lokalno Lipšicove, pa za i =  1,2,..., n 
važi
I M ž W) -  fc (ž* ’i)| <  ill**-' -  X*'i ||. (5.73)
Potrebno je đokazati da za svako i =  n, n — 1,..., 2,1 važi
l®f+1 -  *̂1 < ° «  - |) + E  ci \ r f  -  x )\- (5-74)
j = i - H
Najpre se dokazuje indukcijom da za svako i =  n, n — 1,..., 2 važi
|zf+1 -  I < -  zj| + Y c3'I4 -x)
j - i "  h l
(5.75)
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Za i =  n na osnovu algoritma JSB, leme 5.11, (5.69) i (5.73) sleđi
x:k + i <\ < k 
= k
f^k)\-~l j i i / k) l|0nn(*n) ~ 0nn«)|
< MxL\xkn -  x*n\.
Pretpostavlja se da za l — n, n — 1,..., i +  1 važi
£f+1-*f|<Jltf1L|sf-*f|+ E  c,|*}' j I ’ (5.76)
j - i + i
Potrebno je dokazati da važi (5.76) za l — i. Na osnovu algoritma 
JSB, leme 5.11, (5.69), (5.71), (5.73) i hipoteze (5.76) sledi
\xk+1 <1 < i p . . ( s W ) +  j *  g f e p . ^ ) (3j +i 
° x i j=t+1 ° xi
< i(«sr*)-i nM ž r i  -  M z r i  + e  < 4 r ( ^ +1 - 4 )  i
< K 4 " ) - 1






L||xfc,< -  ž*’*!! +  m 5 E  l+-+1 - 4 l
i= i+ l
n  n
£ £ h - - ^ * l  +  M5 E  l*}+ l - a j
j=i+l
i |* f -* f | + L T  |**-*;| + jitfB V  |**+1- ^
f 1 *> 1 Ć—S  ' J  J  > u  Z *—/  f J  Jj=z4-l j—i+l
J—i+l
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Znači, za i =  n, n — 1 , 2  važi (5,75).
Sad se pokazuje da za svako i — n, n — 1,..., 2,1 važi (5.74). 
Za i — n na osnovu algoritma JSB i leme 5.11 sleđi
d4> nnr fc+l __ /Y»̂ _ r  ̂ (■ dx, ) V n n K )
■(«nn*) K O « )  -  4 n « )  ±  0 ( 0 «  “  O
+n> /̂ fc) / fc __ * \i
VJ',n  X n/J
- (0 “)_1[(O(0 “ 0 ( 0  “ 0 ( 0 «  “ O)
+«.(*t) - ^ i^ - )« -  <)]•
Dalje koristeći (5.64), (5.66), (5.69) i (5.72) sledi
I fc+i __ r * | lJ'n 1 l(«nD 11[l̂ nn(̂ n) “ 0 ( 0  “ <l>nn(x n)(.x  
^ n n « )^ fc )  11 k
■1 0 ( 0  - QXn \x: < ii
< Ml [0(\xn ~ < |)  +  K ’n “  0 * 1 «  “  x )
< Mi [o(|x* -  < |)  +  4 «  -  x)
= o(\xkn -x*n\).
O l
Dakle, za i — n važi (5.74).
Sada se dokazuje da važi (5.74) za i, i =  n — 1, n — 2, 1. Na
osnovu algoritma JSB je
sfk + l _  r * S i ( x A+l,i+l ) “ *i
x \ ~X*~~(
d(f)u(xk' \  p k) t
dxi
, S+ &<l>ii(%k,t 1 Pk) / „ A + l
+ JL \xj ~ xj)lj=i+l
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+ E ^ C ^ ( 4 +1-4)l-
j = i + 1 OX3
Dalje je 
|a:*+1 -  xl\ <
- u i f k{xi -  x*) + e  «*/*(4 +1 -  4)1
j=zi+l
< l(«4,w)'1|[IAi(«t,i) - M**)- *«(**■*)(**■'
+\<l>l(xk‘i)(xk’i -  5+ )  - -  <) |
+ e  i«{ni®}+ i - 4 i].
J=i+1
Na osnovu (5.66) i (5.70) ocenjuje se
!$ (* * ) (* *  -  ** )  -  «£■**(*?- ®?)l =
I £  4/(4 - 4) - 44* (4 - 4:
< 14°-*-«{rii4 41+ E l<fll4-4;
j=*+i
< 41(4- 4)1 + v 2 E  14-41-





Pošto je pokazano da za svako i =  n,n — 1,..., 2 važi (5.75) sledi da za 
j  =  i +  l , i  +  2, ...,n važi
14A+1 ?| <  MiL\xkj -  x*| +  X )  C(I4  -  4 1 - (5.79)
l - j  + 1
Dalje, na osnovu (5.64), (5.69), (5.72), (5.77), (5.78) i (5.79) sledi
\xjfc+i 41 < Mx[o(\\x '' -  x*'*||) + 4 \Xi -  41
+ m 2 j r  i 4 - x * i + m 5 j r  i 4 + i - 4 i ]
J=i+1 j-i+1
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^ E ° ( I 4  ~ ^ l )  + -  x i Ij=i
+ M 2 £  +  Ž  |* }+1- * } | ]
M[o(l** - * ‘ |) +  5 ]  o d ^ - ^ D  +  ^ l* * - * !
j= i+ i
Ti n
+m 2 s  i*}-*ji + iif5 E  Kfc+1- 4 0
j = i+ l  j= * + i
<  0 ( 1 * }  -  * J | )  +  £  C j | * } - * J | .
j=i+1
Dakle, pokazano je da za i = n 7n — 1 , 2 , 1  važi (5.74), tj. važi
k fc+i -  x*\ < rk\x\ ~~ x*\ + ]T cj I ^  "  xj l  (5-80)
j-i+l
gde je lim k->oô k — 0- Ako se uvede oznaka
s>k +1   I sY.k+1 I n. o 9   1 0  90''""J | •X«' ̂  | 4| /iCv v ■■■" f u j
tada je reiacija (5.80) ekvivalentna relaciji (5.61), što znači da su ispu- 
njeni uslovi za primenu leme 5.13, pa na osnovu nje sledi superlinearna 
konvergencija niza {efc} ka nuli, pa time i superlinearna konvergencija 
niza {#fc} ka x*. Znači za x k € Jf(x*7e) važi
||mfc+1 — x*|| = o(||rrfc — x*\\),
pa je dalje
||rrfc+1 — ar*|| = o(j|xfc — a?*||) < ||a;fc -  ar*|| < e,





5.3 Hibridni Braun-Njutnov postupak sa 
regularizacijom jakobijana
U prethodnom poglavlju definisan je Braunov postupak sa regulariza- 
cijom jakobijana (JSB) za rešavanje NCP i dokazana je lokalna kon- 
vergencija datog postupka pod pretpostavkom da je rešenje NCP x * 
strogo komplementarno. U slučaju degenerativnog rešenja, tj. ako 
postoji indeks i € {1, 2, ...,n} takav da je x* = Fi(x*) =  0, funkcija 
<E> dobijena preformulacijom NCP nije diferencijabilna u rešenju x* i 
tada se koristi postupak dobijen po ugleđu na hibridni postupak iz 
rada Chen [5].
Ovaj postupak takođe spada u u grupu postupaka sa regularizaci- 
jom jakobijana, a predstavlja kombinaciju Braunovog i Njutnovog pos- 
tupka, te je iz tog razloga nazvan hibridni Braun-Njutnov postupak 
sa regularizacijom jakobijana.
Dakle, rešava se sistem semiglatkih jednačina
$ (s )  -  0,
dobijen preformulacijom NCP (5.1). Kako je reč o postupku sa regu- 
larizacijom jakobijana, koristi se glatka aproksimacija (5.47) fun- 
kcije Na poznat način definiše se skup dc'$(ai) sa (5.12) i
#°(x) =  Iim4>^(r), (5.81)
gde je ^ ( r )  dato sa (5.48). Sa N$ je označen skup tačaka u kojima 
funkcija nije diferencijabilna, a sa xy je oznacen linijski segment 
određen tačkama x  i y. Neka je W  skup za koji važi C W. Za 
r  > 0 definiše se skup WT = {x £ R n, dist(x , W) < r}.
Niz {rfc} se hibridnim Braun-Njutnovim postupkom sa regulariza- 
cijom jakobijana generise na sledeći način.
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A lgoritam : h ib r id n i bra u n -n ju tn o v  po stu pa k  sa reg u la -
RIZACIJOM JAKOBIJANA ZA NCP (HJSBN)
SO: Dato je x° € R n, 7  > r  > 0, W7 = (x  £ ižn, dist(x, W) < 7} 
i niz {pk} sa osobinom > 0 za svako k .
Sl: Odredi a;1 iz Njutnovog postupka
% 0(x°)s° = -* (*"),
t 1 =: x° +  s°, k := 1 .
S2: Ako je xkx k~~lnW^ ^  0 tada odredi x k+1 iz Njutnovog postupka
k( * v  =  -*(**).
inače odredi iz Braunovog postupka (primeni korake S1 i 
S2 algoritma JSB).
S3: Stavi k := k +  1 i idi na korak S2. <f?
Znači, ukoliko je presek linijskog segmenta xkxk~~l i skupa W7 
neprazan, naredna iteracija x k+l se određuje Njutnovim korakom, a u 
suprotnom Braunovim korakom.
Uvodi se dodatna pretpostavka 
P: Postoji L > 0 takvo da važi
- $!,(s/)ll < i||® - 2/11. za šJ/nWT = 0
i ma koje p > 0.
Siedi teorema o lokalnoj konvergenciji HJSBN postupka.
Teorem a 5.5 Neka je x* rešenje NCP, neka su svi elementi skupa 
<9c#(:e*) regularni i neka važi pretpostavka P. Tada postoje pozitivne 
konstante e, p takve da za niz pozitivnih brojeva {pk} < p, za koji 
je limk^ooPk — 0 i za \\x° ~~ x*\\ < e, sledi da je niz {xk} generisan 
HJSBN postupkom dobro definisan i konvergira superlinearno ka x *.
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Dokaz. Pošto zađovoljava uslov konzistencije sa jakobijanom, 
tj. #°(a;*) e dc$(x*) i kako su svi elementi skupa dc&(x*) regularni, 
na osnovu leme 2.3 sleđi da postoje okolina .A/o(£*,£o) i konstante 
M ,M i > 0 takvi da za ma koje x € A/oOe*)£o) važi da je $°(x) 
regularno, ||$°(a:)"I || < M i postoji p > 0 takvo da za \x e (0, p) važi
\ \^ (x )~ l \\ < M t. (5.82)
Neka je 5̂  niz pozitivnih brojeva za koji važi
lim <5* “  0. (5.83)
A:—>oo
Posmatraju se tri slučaja:
X. x* € intW~fj
2. € Rn\W 7,
3. x* £ W7 ~  {x e R 71̂ dist(x , W) — 7}.
1 . slučaj: Ako x* € intW 7 tada postoji e > 0 dovoljno malo takvo 
da je N(x*,e) C N q>(x*,£q) C\intW7. Za xk € N (%*>£) i dato 5*, na 
osnovu (5.81) i (5.82) postoji > 0 takvo da je
l l * V ) - ® « ( ® * ) l l< « * .  (5-84)
ll*'w (®*)"1ll < Mi.  (5.85)
Kako & (x k) £ dc$ (xk) na osnovu (5.54) sledi
\\§(xk) -  $(x*) ~~ ®Q(xk)(xk -  a;*)|| -  o(\\xk -  3*11), (5.86)
za xk £ N(x*,e). Pošto se na osnovu aigoritma HJSBN u j\f(x*,s) 
primenjuje Njutnov korak, koristeći (5.83), (5.84), (5.85) i (5.86) sledi
||3fe+1 — x*|| =  ||a;fe — x* — 4>^(a;fe)“14>(:z:fe)||
=  || -  ^ ( s * ) " 1̂ * )  -  ®(x*) ±  $°(a;fe)(a:fe -  x*) 
~ ^ k(xk)(xk -  x*)}\\
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<
<
II -  ^ ( s V l lP C * * )  -  $(**) -  *°(xk)(xk
Mi o(||a:fe — x*||) +  (5fc||a:fc — x*
o(||s* -®*||).
s*)ll
ZnaČi za xk € J\f(x*,s) važi
||xfc+1 -  x*\\ = odlâ  -  a;*||) < ||xfc — x*|| < e,
odnosno x k+1 € Af(x*>e), pa dakle sledi dobra definisanost i superli- 
nearna konvergencija.
2. slučaj: Ako x * G R n\W yj tada postoji e > 0 dovoljno malo 
takvo da je J\f(x*,e) C J\fQ(x*,eo) n  (Rn\W 7) i u J\f(x*,e) važi pret- 
postavka P. Pretpostavka P implicira diferencijabilnost funkcije
u x*} pa znači đa je x* strogo komplementarno rešenje. Kako je 
Af(x*,e) H W7 — 0 na osnovu algoritma u J/(x*}e) se primenjuje 
Braunov korak, pa kako su zađovoljene sve pretpostavke za primenu 
teoreme 5.4, na osnovu nje sledi da za xk G M(x*}e) važi da i 
xk+1 G J\f(x*,e) i ||̂ fc+1 — x*\\ = o(||a:fc — x*||), tj. sledi dobra definisa- 
nost i superlinearna konvergencija.
3. slučaj: Ako x* G W7 = {a:, di$t(x,W ) = 7 }, tj. ako x* 
pripada granici skupa W7, tada postoji e > 0 đovoljno malo takvo da 
je Jf(x*,e) C J\fQ(x*,eQ) f) (Rn\W r) i u J\f(x*,e) važi pretpostavka P. 
Kako u Jf(x*,e) važi pretpostavka P, to implicira điferencijabilnost 
funkcije 4> u x*. Na osnovu algoritma u Jf(x*,e) je moguć i Braunov 
i Njutnov korak. Neka x k G Jf(x*,e). Ako se x k+1 dobija na osnovu 
Braunovog koraka, tada pošto su zadovoljene pretpostavke za primenu 
teoreme 5.4, na osnovu nje sledi da i xk+1 € Jf(x*,e) i sledi da važi 
||3:fc+1 — x *|| =  o(||a;fc — a?*||), tj. sledi dobra definisanost i superlinearna 
konvergencija. Ukoliko je x k+1 dobijeno na osnovu Njutnovog koraka, 
tada se dobra definisanost i superlinearna konvergencija đokazuju kao 
u 1 . slučaju. O
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Num erički rezultati
U ovom poglavlju pređstavljeni su numerički rezultati dobijeni testi- 
ranjem iterativnih postupaka za rešavanje NCP
x > 0, F(x) > 0, xr F(x) =  0, (6.1)
na relevantnim primerima.
Algoritmi su implementirani u programskom paketu Mathematica 
5.0 i MATLAB 7.0.
Pri praktičnom rešavanju NCP javljaju se problemi kao što su izbor 
početne vrednosti, izlaznog kriterijuma, postupka za rešavanje linear- 
nog sistema, vrednosti raznih parametara i s l, pa če i o tome biti 
reči.
6.1 MRV postupak za NCP
MRV postupak za NCP definisan je u delu 4.3, gde je pokazana lokalna 
linearna konvergencija ovog postupka za rešavanje semiglatkog sistema
G(x) — min{x, F(x)} — 0,
dobijenog preformulacijom NCP (6.1).
Pri praktičnoj realizaciji algoritma korišćeni su sledeći kriterijumi 
konvergencije
11** -  **|| < 10_4||s*|| +  10"4 i ||(?(**)|| <  10-4. (6.2)
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Aproksimacijaxfc se smatraprihvatljivom, tj. dovoljno dobrom aproksi- 
macijom rešenja, ako su zadovoljena oba ova uslova (6.2) i tada pos- 
tupak konvergira. Ukoliko je
l|G(**)|| > 1010, (6.3)
smatra se da postupak đivergira. Prilikom primene iterativnog pos- 
tupka potrebno je ograničiti broj dozvoljenih iteracija, odnosno mak- 
simalan broj iteracija u oznaci kmax. Ako nakon kmax =  20 iteracija 
nije zadovoljen ni jedan od uslova (6.2) i (6.3) podrazumeva se da pos- 
tupak sporo konvergira. Spora konvergencija i đivergencija označene 
su *.
Za razne početne aproksimacije x° i A ~ F l(x°) testirani su MKV 
postupak za NCP sa optimalnim parametrom (MRVNCPopt), MRV 
postupak za NCP sa konstantnim parametrom (MRVNCPconsj), ge- 
neralizovani Njutnov postupak (GN) i generalizovani fiksni Njutnov 
postupak (GFN), koji se dobija kao specijalan slučaj MRVNCPcon5t 
sa a  =  0 u toku celog postupka.
Korišćeni su primeri malih đimenzija, testirani u mnogobrojnim 
radovima koji se bave ovom tematikom, De Luca et all. [10], Dirske, 
Ferris [16], Sun, Han [54] i dr.
P rim er 1 . Funkcija F  : R4 —» RA
F\(2;) = 33?i + 2x xx 2 "P 2x \ + £3 + 3̂ 4 — 6 
+2(3?). =  2x\ +  X\ +  x\ +  3^3 + 2334 — 2 
^ 3(33) =  3x\ +  XiX2 + 2x\ +  2xz +  3x4 — 1 
+4(3;) =  x\ +  3̂ 2 + 2x$ + 3̂ 4 — 3
Rešenje NCP sa funkcijom F  definisanom u primeru 1 je
= (iAo.O .O.S)7, a i V H t O ^ + i V + . o r .
Kako je p(x*) — {i, x |  =  Fi(x*) =  0} =  0 ovo rešenje je strogo 
komplementarno.
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(®°)T GN GFN MRVNCPconSi MRVNCPopt
(1, 0,0,0) 3 7 (3, —0.13) 3
(1,0, 1,0) 3 7 (3,—0.13) 3
(1,0,0, 1) 3 7 (3,-0.13) 3
(1,0.2,0.5,1) 4 16 (16, - 0.2) 7
(1,0, 1, - 1) 4 19 (17,-0.1) 4
(1.5, —0.5,4.5, —1) 4 * (10,-0.2) 6
(1.1, -0.1,3.1, -0.1) 4 16 (16, -0.2) 7
(0.85,0.2,0.5,1) 4 * (17,-0.1) 9
Tabela 1. Primer 1
Rezultati prikazani u tabeli 1 pokazuju ponašanje postupaka, pri 
čemu je u slučaju da postupak konvergira naveden broj iteracija. Kod 
MRVNCPC{msi postupka prvi broj označava broj iteracija, a drugi vred- 
nost parametra a.
P rim er 2. Funkcija F  : R4 R A
F\(x) =  3asf + 2x i%2 + + £3 + 3x4 — 6
P2(x) =  2x\ + x\ + x\ +  10a:3 +  2x4 — 2 
F$(x) =  3x\ +  XiX2 + 2x\ +  2̂ 3 +  9̂ 4 -  9 
F^(x) = x\ +  3x\ + 2̂ 3 +  32:4 — 3
NCP sa funkcijom F  datom u primeru 2 ima dva rešenja. Strogo 
komplementarno rešenje je
xsk  =  (1>0 , 3 , 0 )T, a jP (s J k ) =  (0 , 31 , 0 >4 ) t ,
pri čemu je fi(x*SK) =  0, a đegenerisano rešenje je
=  ( | \ / 6 , 0 , 0 , 0 .5 ) t , a F(x*D) =  (0 ,2  +  h /Š ,Q , 0)T,
gde je f)(x*D) = {3}.
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(z°)T GN GFN MRVNCPcon5i MRVNCPopt
(1,0,0,0) (3,a;b) * (3,2^)
(1,0,1,0) * (4, —0.1, x*D) (3ĵ £»)
(1,0,0,1) (3,a?£>) * (3, —0.13, ijj) (3,®d)
(1,0.2,0.5,1) (4 ,x*D) * (8, —0.15, x*SK) ( ^ saO
(1,0,1,-1) * (4, -—0.1, x*D) (3,̂ £>)
(1.5, —0.5,4.5, —1) (3>xsk) (7>x*sk ) (5, “ 0.1, x*SK) (3)^5^)
(1.1, -0.1,3.1, -0.1) (3>x$k ) (̂ >x*sk ) *
o! (3)^5^)
(0.85,0.2,0.5,1) (4,x*d) (12,xgK) (Đ.-O.l.aSO (7 ̂ sk )
Tabela 2. Primer 2
Za svaki od postupaka u tabeli 2 naveden je broj iteracija potrebnih 
za konvergenciju, i rešenje ka kojem postupak konvergira, dok je za 
MRVNCPcoresi postupak navedena i vrednost parametra a.
Na osnovu rezultata prikazanih u tabeli 1 i tabeli 2 uočava se da 
MRVNCPopt postupak ima dobre osobine u poređenju sa ostalim pos- 
tupcima. Naime, on je pokazao bolje ponašanje u odnosu na postupke 
MRVNCPconst i GPN, kao što je i očekivano. Osim toga u većini 
slučajeva broj iteracija potrebnih za konvergenciju MRVNCPopt bio je 
biizak broju potrebnih iteracija za konvergenciju GN postupka, čime 
su nadmašeni teorijski rezultati.
Definisanje postupka koji ima manju računsku složenost od gene- 
raiizovanog Njutnovog postupka, a koji je brži od generalizovanog fik~ 
snog Njutnovog potupka, bilo je glavna motivacija za formiranje MRV 
postupka za NCP. Numerički rezultati potvrdili su ova očekivanja.
Relaksacioni parametar uslovljava ponašanje postupka. Kao što je 
već rečeno, najjednostavnija mogućnost je konstantna vrednost para- 
metra u toku celog postupka, a druga mogućnost je izbor optimalnog 
parametra tako da nova iteracija bude što bliža Njutnovoj iteraciji.
Dalja istraživanja biće usmerena na dublje poređenje ovog pos- 
tupka sa ostalim generalizovanim postupcima Njutnovog tipa.
6.2 Netačni Njutnovi postupci za NCP
Jedan ođ načina za rešavanje NCP (6.1) je primena netačnih Njutnovih 
postupaka. Globalno konvergentni generalizovani netačni Njutnovi
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postupci razmatrani su u deiu 4.4, a netačni Njutnovi postupci sa 
regularizacijom jakobijana za NCP u delu 5.1, gde je i dokazana glo- 
balna konvergencija JSIN postupka za rešavanje semiglatkog sistema
$(x) = 0,
nastalog preformulacijom NCP.
Sada će biti prikazani rezultati dobijeni testiranjem JSIN postupka, 
koji je poređen sa JSN postupkom kao njegovim specijalnim slučajem 
i GIFQNCP postupkom definisanim u radu De Luca et all. [11].
Test funkcije generisane su na sledeći način, prvi put predstavljen 
u radu Gomes-Ruggiero [24].
Neka je f (x)  = (fi(x),  h($)i fn{%))T nelinearna, diferencija-
bilna funkcija /  : Rn Rn i neka je x* = (1,0,1,0, ...)T € R n.
Za i = 1,2,..., n definiše se
v _  f fi(x) -  f i (x*), ako je i neparno ili i > r  , ,
z(x) -  |  _  f fa*)  +  i } inače
gde je r > 0 ceo broj. Za ovako đefinisanu funkciju F, vektor x* je 
rešenje NCP, ali to rešenje ne mora biti jedinstveno. Ako je r = n /2,
x* je degenerisano rešenje NCP, a ukoliko je r = n ono je strogo
komplementarno rešenje. Za funkciju /  uzeto je svih 17 test problema 
navedenih u radu Lukšan [42], problemi 2, 4, 6, 7, 12, 13, 25 i 27 iz 
rada Spedicato [53] i problemi 1.1, 1 .2,1.3 i 1.5 iz knjige Bus [4]. Svaki 
od navedenih netačnih postupaka testiran je sa tri vređnosti ”forcing” 
parametra: tk =  0.5, tk = 2~k i tk = ||^ (3;fc)||. Dakle, upoređivano je 
sedam postupaka:
• JSN - JSN postupak
• JSINl - JSIN postupak sa tk = 0.5
® JSIN2 - JSIN postupak sa tk = 2~k
• JSIN3 - JSIN postupak sa tk = p ( x fc)||
® GINl - GIFQNCP postupak sa tk = 0.5
• GIN2 - GIFQNCP postupak sa t k = 2~k
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• GIN3 - GIFQNCP postupak sa tk = ||$(a:*)||
na svim navedenim test problemima, pri čemu su posmatrane tri di~ 
menzije n ~ 10, n ~ 100,n  =  1000, i dve početne aproksimacije uzete 
iz radova De Luca et all [11] i Lukšan [42] L Prva startna iteracija 
označena sa rr0 navedena je u radu Lukšan [42] a druga, označena sa 
x° definisana je sa
10a:0, ako je /  0 
10, inače.
Osim toga, za svaku od naveđenih dimenzija posmatrano je degeneri- 
sano rešenje (r — n / 2), kao i strogo komplementarno rešenje (r =  n). 
Korišćen je sledeći kriterijum konvergencije
P ( x A:)|| < 10~5Vn,
ali u slučaju da on nije zadovoljen ni nakon kmax = 200 iteracija 
postupak se prekida. Postupci GINl, GIN2, GIN3 testirani su sa 
parametrima p = 10~8, = 10~4 i m — 2.1, dok su za postupke JSN,
JSINl, JSIN2 i JSIN3 korišćeni sledeći parametri: a = 10“4, a  — 0,5, 
Ć ~  0.5, 7 = 20, 6 = 0.8, rmjn =  0.3, rmax — 0.8. Kod svih netačnih 
postupaka sistem linearnih jednačina rešava se iterativno, pri čemu je 
u tu svrhu upotrebljen GMRES postupak.
Dobijeni numerički rezultati upoređivani su na osnovu inđeksa ro- 
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gde je Tij broj iteracija potrebnih za rešavanje i-tog problema j -tim 
postupkom, rib — mitlj je najbolji rezultat za rešavanje £-tog prob-
lema, tj je broj uspeha j-tog postupka i Uj je broj problema testiranih 
j-tim  postupkom.
Slede tabele sa rezultatima testiranih postupaka.
JSN JŠINl JSIN2 JSIN3 GINl GIN2 GIN3
R 0.875 0.6667 0.7639 0.5694 0.6667 0.7361 0.6111
E 0.9468 0.7723 0.8756 0.9383 0.7786 0.8716 0.9187
E x R 0.8284 0.5149 0.6688 0.5343 0.51913 0.6416 0.5742
Tabela 3. ST RO G O  K O M PLEM EN TA RN O  R E ŠE N JE  ( t- =  n )  SA PO Č ET N O M  IT ER A C IJO M  x °
JSN JSINl JSIN2 JSIN3 GINl GIN2 GIN3
R 0.8472 0.75 0.9028 0.4167 0.6944 0.8194 0.4861
E 0.9051 0.6954 0.8854 0.9222 0.6685 0.838 0.8611
E x R 0.7668 0.5215 0.7993 0.3843 0.4642 0.6867 0.4186
Tabela 4. ST RO G O  K O M PLEM ENTARNO R E ŠE N JE  (r  =  n ) SA PO Č ET N O M  IT ER A CIJO M
JSN JSINl JSIN2 JSIN3 GINl GIN2 GIN3
R 0.7606 0.6761 0.7746 0.4648 0.6197 0.7606 0.4366
E 0.9721 0.5851 0.8265 0.9803 0.5855 0.8134 0.9157
E x R 0.7393 0.3956 0.6402 0.4556 0.3628 0.6187 0.3998
Tabela 5. DEG ENERISA N O  RBŠEN JE (r  =  n /2 )  SA PO Č ETN O M  IT ER A CIJO M
JSN JSINl JSIN2 JSIN3 GINl GIN2 GIN3
R 0.8382 0.6618 0.7941 0.3382 0.6176 0.8088 0.5441
E 0.9383 0.5381 0.8397 0.8197 0.5654 0.7925 0.8306
E x R 0.7865 0.3561 0.6668 0.2773 0.3492 0.6410 0.452
Tabela 6 .  D EG ENERISA N O  R E ŠE N JE  (r  =  n /2 )  SA PO Č ET N O M  IT E R A C IJO M  $°
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Netačni Njutnovi postupci nastali su sa idejom da se prevaziđe 
nedostatak Njutnovog postupka koji se odnosi na tačno rešavanje sis- 
tema linearnih jednačina što poskupljuje postupak kada su u pitanju 
sistemi velikih dimenzija. Pri praktičnoj primeni, međutim, ovi pos~ 
tupci daju nešto slabije rezultate od Njutnovog postupka, što se vidi 
pri poređenju kombinovanog inđeksa postupaka JSINl, JSIN2 i JSIN3 
sa istim indeksom JSN postupka.
Globalna superlinearna konvergencija JSIN2 postupka dokazana je 
u delu 5.1. Numerički rezultati potvrdili su teorijske. Naime, analizi- 
rajući tabele uočava se da su među netačnim postupcima Njutnovog 
tipa najbolji rezultati dobijeni primenom JSIN2 postupka, što znači da 
se ovaj metod sasvim uspešno može koristiti za rešavanje NCP. Štaviše, 
u praktičnoj primeni JSIN2 postupak je pokazao bolje ponašanje čak i 
u odnosu na postupke JSIN3 i GIN3, koji su sa teorijske tačke gleđišta 
brži.
Interesantno je napomenuti da se pri analizi postupaka u određenim 
slučajevima dešavalo da na istom primeru različiti postupci konvergi- 
raju ka različitim rešenjima. Osim toga, prilikom testiranja problema 
4.6 iz rada Lukšan [42] sa startnom iteracijom rr°, ni jedan od postu- 
paka nije bio uspešan, međutim, korišćenjem novog izlaznog kriteri- 
juma
\\®{xk)\\ < 10"6,
JSINl postupkom primenjenim na ovaj primer u slučaju dimenzije 
n “  10, određeno je približno rešenje.
Generalno govoreći, postupci JSIN i GIFQNCP imaju veoma slično 
ponašanje u praktičnoj primeni. Pojedini numerički primeri ukazuju 
na to da je bilo slučajeva u kojima neki od JSIN postupaka nije 
bio uspešan, dok je pak odgovarajući GIFQNCP konvergirao, ali su 
korišćeni gradijentni koraci. Međutim, uvođenje gradijentnog koraka 
može usporiti algoritam, pa je iz tog razloga sasvim opravdana nemono- 
tona tehnika za globalizaciju, na kojoj je zasnovan JSN postupak.
6.3 Braunov postupak sa regularizacijom 
jakobijana za NCP
U ovom delu predstavljeni su neki numerički rezuitafci dobijeni prb 
menom Braunovog postupka sa regularizacijom jakobijana (JSB) za 
rešavanje NCP (6.1) koji se svodi na ekvivalentan sistem semigiatkih 
jednačina oblika
$(x)  =  0. (6.5)
JSB postupak definisan je u deiu 5.2 gde je pokazana iokaina super- 
linearna konvergencija pod pretpostavkom da je rešenje NCP strogo 
komplementarno. U slučaju degenerisanog rešenja definisan je hibridni 
Braun-Njutnov postupak sa regularizacijom jakobijana (HJSBN), za 
koji je u delu 5.3 pokazana takođe iokalna superlinearna konvergencija.
Prilikom numeričkih testiranja nadmašena su teorijska očekivanja 
jer se JSB postupak pokazao kao uspešan i u slučaju degenerisanog 
rešenja. Naime, kada je rešenje NCP degenerisano, lokaina konver- 
gencija je dokazana samo za Braunov postupak u kombinaciji sa Njut- 
novim postupkom, tj. za HJSBN postupak. Međutim, u praksi je JSB 
postupak dao zadovoljavajuće rezultate čak i tada, iako je teorijski 
đokazana konvergencija ovog postupka samo u slučaju strogo komple- 
mentarnog rešenja.
Pri numeričkim izračunavanjima korišćeni su sledeći kriterijumi 
konvergencije
II®* -  X*-1!! <  1 0 -6 i ||$(®*:)|| <  lO"6,
ali u slučaju da oni nisu zadovoljeni ni nakon kmax =  100 iteracija 
postupak se prekida.
Niz parametara regularizacije {/**} definisan je sa
=  ||®(*°)||,
1 , n ,Pk+1 — ^ Pki k — 0, 1, ...
Uporedni test rađen je za Braunov (JSB) i Njutnov (JSN) postupak 
sa reguiarizacijom jakobijana za razne vrednosti početne iteracije 
Najpre slede rezuitati dobijeni testiranjem NCP (6.1) sa funkcijom 
F  definisanom u primerima 1 i 2, koji su navedeni u poglavlju 6.1.
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Tabela 8. Primer 2
NCP sa funkcijom F  datom u primeru 1 ima strogo komplemen- 
tarno rešenje x* =  {^\/6} 0 ,0 ,0.5)T, a NCP sa funkcijom F  datom 
u primeru 2 ima dva rešenja, đegenerisano x*D — ( | \ / 6, 0,0,0.5)T i 
sfcrogo kompiementarno rešenje x*SK = (1,0,3,0)T. Za oba postupka 
JSN i JSB u tabelama 7 i 8 naveden je broj iteracija potrebnih za kon- 
vergenciju, dok je u tabeli 8 naznačeno i rešenje ka kojem postupak 
konvergira.
Osim ova dva primera dimenzije n — 4, testirano je još pet primera 
iz radova Lukšan [42] i Spedicato [53].
Test funkcije F* za i = 1,2,..., n generisane su na način (6.4) opisan 
u delu 6.2. Za funkciju /  : Rn Rn odabrani su sledeći primeri:
P rim er 3. Lukšan [42], tridijagonalni sistem, probiem 4.7
P rim er 4. Lukšan [42], petodijagonalni sistem, probiem 4.8
P rim er 5. Lukšan [42], Brojdenova tridijagonalna funkcija, 
problem 4.14
P rim er 6. Lukšan [42], Brojđenov tridijagonalni problem 4.17
P rim er 7. Spedicato [53], problem 2
Dati primeri testirani su u tri đimenzije n — 4, n  ~  10 i n =  100 za 
razne vrednosti startne iteracije i posmatrano je degenerisano i strogo 
komplementarno rešenje.
Prethodno definisani indeks robustnosti, efikasnosti i kombinovani 
indeks poslužili su za poređenje numeričkih rezultata dobijenih pri~ 
menom postupaka JSB i JSN za rešavanje NCP na primerima 3, 4, 5, 
6 i 7.




E x R 0.967511 0.969478




E x R 0.918498 0.917848
Tabela 10. D EGENERISANO R EŠB N JE (r  =  n /2 )
Na osnovu rezultata prikazanih u tabelama 7, 8, 9 i 10 primećuje 
se slično ponašanje postupaka JSB i JSN. Naime, numerički rezultati 
potvrdili su teorijska očekivanja vezana za superlinearnu konvergenciju 
ovih postupaka, ali su nadmašili teorijske rezultate u pogledu primene 
JSB postupka, jer se praktično ovaj postupak pokazao kao uspešan i 
u slučaju degenerisanog rešenja.
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