The function spaces D k (R n ) are introduced and studied. The definition of these spaces is based on a regularity property for the critical Sobolev spaces W s,p (R n ), where sp = n, obtained by J. Bourgain, H. Brezis, New estimates for the Laplacian, the div-curl, and related Hodge systems, C. R. Math. Acad. Sci. Paris 338 ( (R n ) contain all the critical Sobolev spaces. They are embedded in BMO(R n ), but not in VMO(R n ). Moreover, they have some extension and trace properties that BMO(R n ) does not have.
Introduction

Integrals with divergence-free vector-fields
When p < n, the Sobolev space W 1,p (R n ) of functions whose distributional derivative is in L p (R n ) is continuously embedded in the space L p * (R n ), with p * = np/(n − p), while when p > n it is embedded in the space of Hölder continuous functions of exponent α, C 0,α (R n ), with α = 1 − n/p [1, 5, 19] . The case p = n is more delicate. When n > 1, functions in W 1,n (R n ) do not need to be continuous or bounded, but have many properties in common with such functions. This is expressed for example by the embedding of W 1,n (R n ) in the spaces BMO(R n ) and VMO(R n ) of functions of bounded and vanishing mean oscillation [6] . These considerations are also valid for fractional Sobolev spaces W s,p (R n ), with sp = n.
Another property of critical Sobolev space was recently obtained by Bourgain and Brezis [3, 23] : for every vector field ϕ ∈ (L 1 ∩ C)(R n ; R n ) and u ∈ W s,p (R n ), if div ϕ = 0 in the sense of distributions, then
There is no such property for BMO(R n ) or for VMO(R n ) (see [2] and Remark 5.2). A natural question is the relationship between (1.1) and the embedding of W s,p (R n ) in the spaces BMO(R n ) and VMO(R n ). In order to answer it, we define, for n 1, the seminorm
R n uϕ dx (1.2) and the vector space
Here D(R N ; R N ) is the space of compactly supported smooth vector fields and D (R n ) is the space of distributions [16] . The subscript n − 1 will be justified by further extensions. By the inequality (1.1), W s,p (R n ) is embedded in D n−1 (R n ). The question of the previous paragraph is answered as follows: VMO(R n ) is not embedded in D n−1 (R n ) (Proposition 5.1), and D n−1 (R n The proof of the embedding of D n−1 (R n ) in BMO(R n ) is based on the duality between BMO(R n ) and the Hardy space H 1 (R n ), and on a decomposition of every function in H 1 (R n ) as a sum of some components of divergence-free vector-fields, with a suitable control on the norms.
The inequality (1.1) was preceded by a geometric counterpart [4] : for every closed rectifiable curve γ ∈ C 1 (S 1 ; R n ) and u ∈ (C ∩ W 1,n )(R n ),
3) (See [22] for an elementary proof.) The right-hand side of (1.3) could also be used to define a seminorm on continuous functions. By the arguments of [3] , based on a decomposition of divergence-free vector-fields in solenoids of Smirnov [18] , one has in fact
An open problem is whether restricting the curves on the right-hand side to be contained in k-dimensional planes, to triangles or to circles would yield an equivalent norm. The restriction to curves contained in k-dimensional planes is equivalent to requiring ϕ in (1.2) to have a range whose dimensions is at most k, see Section 6.4.
If s 1, sp = n, and u ∈ W s,p (R n ), then u + ∈ W s,p (R n ). This property also holds in BMO(R n ). We do not know whether it holds for D n−1 (R n ). The question whether, for a given ϕ : R → R one has ϕ(u) ∈ D n−1 (R n ) whenever u ∈ D n−1 (R n ) remains open when ϕ is not affine.
Integrals with curl-free vector-fields
When s = 1 and p = n = 2, the inequality (1.1) is in fact a dual statement of the SobolevNirenberg embedding
(1.4)
When s = 1 and p = n > 2, the estimate (1.1) is stronger than the embedding (1.4). If n = 3, (1.4) yields by duality that, for every ϕ ∈ D(R 3 ; R 3 ) and u ∈ W 1,3 (R 3 ), if curl ϕ = 0 in the sense of distributions,
For u ∈ W s,p (R 3 ) with sp = 3, this inequality can be deduced from (1.1) recalling that, for every
In R 3 , one can now investigate the relationship between (1.1), (1.5) , and the embedding of W s,p (R n ) in the spaces BMO(R n ) and VMO(R n ). We define therefore the seminorm
and the vector space
, one has the following continuous embeddings:
The first embedding is a consequence of (1.6), and the second of the duality between BMO(R 3 ) and the Hardy space H 1 (R 3 ), and of a decomposition of every function in H 1 (R 3 ) as a sum of some components of curl-free vector-fields.
. It would be in D 1 (R 3 ) if and only if U was bounded. On the other hand, if u ∈ D 2 (R 3 ) is continuous, one has the trace inequality u|
. The problem whether the trace inequalities
can also be characterized geometrically: by the co-area formula, for every u ∈ C(R 3 ),
where the supremum is taken over bounded domains Ω ⊂ R 3 with a smooth connected boundary, ν(y) is the unit exterior normal vector to the boundary at y ∈ ∂Ω, and H 2 is the two-dimensional Hausdorff measure.
Integrals along differential forms
In higher dimensions, the generalization of (1.1) corresponding to (1.5) in R 3 is expressed with differential forms: if 1 k n − 1, then, for every compactly supported smooth k-differential form ϕ ∈ D(R n ; Λ k R n ) and for every u ∈ W s,p (R n ) with p 1 and sp = n, if dϕ = 0, then
The previous definitions of D k (R n ) are generalized as follows. For 1 k n − 1, we define the seminorm
and the vector space (R n 
On the other hand, the function spaces D k (R n ) do not have better integrability properties then the exponential integrability of functions in BMO(R n ).
Organization of the paper
We define in Section 2 the spaces D k (R n ) for 1 k n by duality on closed smooth forms, and characterize them by duality on exact forms (Proposition 2.6). The space D n (R n ) is in fact L ∞ (R n )/R (Proposition 2.9). We characterize geometrically the seminorm for continuous functions in the cases k = 1 (Proposition 2.10) and k = n − 1 (Proposition 2.11). For 1 < k < n − 1, there is an equivalent seminorm defined by integration on real polyhedral chains without boundary (Proposition 2.14). The paper ends with considerations about further problems in the study of the spaces D k (R n ) (Section 6).
Appendix A is devoted to density properties of closed and exact smooth forms.
Definitions and characterizations
Preliminaries
The space of k-forms on R n is denoted by Λ k R n . The exterior product of α ∈ Λ k R n and β ∈ Λ R n is α ∧ β ∈ Λ k+ R n . The space Λ 1 R n is the dual of R n and has a canonical basis ω 1 , . . . , ω n biorthogonal to the canonical basis e 1 , . . . , e n of R n . Moreover, Λ k R n has a canonical Euclidean norm denoted by | · |.
A differential form is a function ϕ :
(This makes sense if e.g. ϕ is a C 1 function or a distribution.) If V is finite-dimensional, the space of V -valued compactly supported smooth (C ∞ ) functions (test functions) is denoted by D(R n ; V ) and is endowed with its usual topology [16] . The space
Lebesgue's measure on R n is denoted by L n and the r-dimensional Hausdorff measure by H r .
Definition
The spaces D k (R n ) are defined in terms of appropriate test function spaces.
Remark 2.2. The restriction 1 k n, is justified by the fact that
Therefore, for a given 1 k 1, only one condition in the definition is essential.
Definition 2.4. For 1 k n, and u
and define
The integral appearing in the definition of · D k (R n ) should be understood as a duality product between D (R n ) and D(R n ; Λ k R), which takes its values in Λ k R n , while | · | is the standard Euclidean norm of this integral. The set
, and vanishes for constant distributions.
The seminorm · D k (R n ) can also be computed by considering exterior differentials of compactly supported smooth forms in place of closed compactly supported smooth forms.
Proof. This follows from Theorems A.5 and A.8. 2
Theorems A.5 and A.8 also allow to extend u by density to a linear operator from
We shall also consider the subspace generated by continuous functions.
is the closure of the set of bounded continuous functions in D k (R n ).
Characterization of D n (R n )
The space
Geometric characterization of V 1 (R n )
The definition of D k (R n ), and hence that of V k (R n ), rely on compactly supported closed smooth forms (Definition 2.4), or equivalently on compactly supported exact forms (Proposition 2.6). Compactly supported smooth forms ensure that the definition makes sense for distributions. There is a more geometrical characterization for continuous functions, which extends by density to V 1 (R n ) and V n−1 (R n ).
Proposition 2.10. For every
where the supremum is taken over bounded domains Ω with a smooth connected boundary, and ν(y) is the unit exterior normal vector to the boundary at y ∈ ∂Ω.
Proof. Let Ω be a bounded domains with a smooth connected boundary. Let ρ ∈ D(B(0, 1)) be such that ρ 0 and R n ρ dx = 1, let ρ ε (x) = ρ(x/ε)/ε n , and define
Since ϕ ε 1 1 and dϕ ε = 0,
Since u is continuous, ρ ε * u → u as ε → 0 uniformly on every compact subset of R n , and
as ε → 0. Therefore
Conversely, let A denote the right-hand side of (2.1). First note that for every bounded open set Ω with a smooth boundary that is not necessarily connected,
By Proposition 2.6, we need to evaluate, for ϕ ∈ D(R n , Λ 0 R),
One has
For every s > 0, the set {x ∈ R n : ϕ(x) > s} is open and bounded. Moreover, by Sard's lemma, for almost every s > 0, for every y ∈ ϕ −1 ({s}), ∇ϕ(y) = 0. Hence ∂{x ∈ R n : ϕ > s} is smooth and
A similar reasoning for s < 0, and the integration with respect to s allow to conclude with the co-area formula [9, 10] :
The proof repeats the argument of Bourgain and Brezis for the equivalence between the inequality (1.7) and
Proof. First note that
Let ρ ∈ D(B(0, 1)) be such that ρ 0 and R n ρ dx = 1, and let ρ ε (x) = ρ(x/ε)/ε n . Define
One has f ε L 1 (R n ) 1 and div f ε = 0, therefore
The proof continues as for the first part of Proposition 2.10. The converse inequality comes from on a result of Smirnov [18] , which states that for every R > 0 and for every f ∈ D(B(0, R);
and for every u ∈ C(B(0, R))
Geometric characterization of V k (R n )
The characterization of the seminorm · D k (R n ) of Proposition 2.10, relies essentially on the fact that the seminorm could be evaluated by considering differential of scalar functions, while in Proposition 2.11 it relied on the decomposition result of Smirnov. Those facts do not hold anymore for 1 < k < n − 1, but there is an equivalent geometrical seminorm expressed in terms of real polyhedral chains. Let us first recall some basic facts and notations about currents and polyhedral chains [10, 17] .
The boundary of a current
The mass of a current is
The support supp T of a current T ∈ D k (R n ) is the complement of the largest open set U such that T , ϕ = 0 when supp ϕ ⊂ U . For every integer k, let
The set of k-dimensional real polyhedral chains is denoted by P k (R n ). Every real polyhedral chain has a compact support and a finite mass. Hence, T , u is well defined when u :
Definition 2.14. If u : R n → R is continuous, let
The seminorm u Ṽ k (R n ) measures the oscillation of the function u through its integral on k-dimensional real polyhedral chains without boundary. Theorem 2.15. For every n 1 and 1 k n − 1, there exists c > 0 such that for every u ∈ C(R n ),
where ρ ε = ρ(·/ε)/ε n with ρ ∈ D(R n ), ρ 0 and R n ρ dx = 1 and where * denotes the Hodge duality between Λ k R n and Λ n−k R n . One checks that dϕ ε = 0, ϕ ε L 1 (R n ) M(P ) and R n uϕ ε dx = * P , ρ ε * u .
Since ρ ε * u → u uniformly as ε → 0,
The converse inequality is based on the deformation Theorem for currents [10, 17] . It states
and
This implies that if T ∈ P k (R n ) and U ⊂ R n is open and bounded, and supp T ⊂ U and ∂T = 0, there exists a sequence (P ε ) ε>0 in P k (R n ) with ∂P ε = 0 and supp P ε ⊂ U such that for every u ∈ C(R n ; R n ),
Since T has compact support,
Basic properties of D k (R n )
Mutual injections
The collection of spaces D k (R n ) is a decreasing sequence of spaces.
, and
where C does not depend on u.
Taking the supremum over α ∈ Λ −k R n with |α| 1 leads to the conclusion. 2
Extension theory
If n < N, functions in D k (R n ) can be extended to functions in D k (R N ). This extension operator is an isomorphism on its image.
where c, C > 0 are independent of u and U .
Proof. By induction, it is sufficient to consider the case
. It can be written as
When k > 1, the conclusion comes from Theorem 3.1 and from the inequality
The last inequality comes from the fact that Φ 0 (x) and Φ 1 (x) ∧ ω N are orthogonal for every x ∈ R N . When k = 1, one has ϕ 1 = 0, and the conclusion comes similarly. Conversely, let us now estimate
as λ → ∞, and let Ψ λ (x, t) = η λ (t)ψ(x). For every λ > 0,
Letting λ → ∞ yields the conclusion. 2 
Trace theory
The restriction of continuous functions from R N to R n can be extended to a continuous oper-
Proof. By induction, we can assume
and u is continuous,
Examples of functions in D k (R n )
Sobolev spaces
The first class of functions in the space D k (R n ) are functions in critical Sobolev spaces, which motivated the definition.
Theorem 4.1. (Bourgain and Brezis [3]) If u ∈ W s,p (R n ), p > 1 and sp = n, then for every
The seminorm on the right-hand side is the Sobolev semi-norm. For 0 < s < 1 it is defined as
Proof. This follows from the inequality
for every ϕ ∈ D # (R n ; Λ k R n ) and u ∈ W s,p (R n ) [3, 23] . 2 
Locally Lipschitz functions in R n \ {0}
The space D n−1 (R n ) is larger than critical Sobolev spaces. There is a simple condition for locally Lipschitz functions in R n \ {0} to be in D n−1 (R n ), which is satisfied e.g. by the function log |x|.
Proposition 4.3. Let n 2 and u
Remark 4.4. In general, u / ∈ D n (R n ) as shows the function u(x) = log |x|.
Proof. Let f ∈ D(R n \ {0}; R n ) be such that div f = 0. Lemma 4.5 yields
Since {0} has vanishing n-capacity (Lemma A.2), .5) . This concludes the proof. 2
Proof. By integration by parts,
The conclusion comes from the assumption div f = 0. 2 
Examples of functions in
Proof of Proposition 4.6. For every x ∈ R n \ {0}, |x||∇(log |x|)| = 1. Therefore, for 2, by Proposition 4.3,
By Theorem 3.2, this remains valid for the extension to R
Hence, by Theorem 3.1, if 1 k < ,
On the other hand, suppose for contradiction that, for some k ,
By Theorem 3.1, this would be true for k = . By Theorem 3.2, 
Other interesting examples can be obtained in a similar way:
Proposition 4.10. If 1 n and 0 < α 1, then
when < n (otherwise it would be continuous on almost every hyperplane). Hence the examples provided here do not belong to critical Sobolev spaces.
Relation with BMO(R n )
Preliminaries
Let us first recall some facts about the space of functions with bounded mean oscillation BMO(R n ) [20] .
The space BMO(R n ) is defined as the set of functions u ∈ L 1 loc (R n ) such that
where the supremum is taken on balls B ⊂ R n .
The space BMO(R n ) is the dual space of the real Hardy space H 1 (R n ), which can be characterized as the space of functions
If K n denotes the fundamental solution of the Laplacian = n i=1 ∂ 2 /∂x 2 i (i.e. K n is Newton's kernel), and f ∈ H 1 (R n ), one has:
The space of functions with vanishing mean oscillations VMO(R n ; R n ) is the closed subspace of VMO(R n ) that is characterized by
where the supremum is taken over balls B ⊂ R n . The critical Sobolev spaces W s,p (R n ) with sp = n are embedded in VMO(R n ).
Going back to the examples of the preceding section, for every 1,
but it does not belong to VMO(R n ), while for 0 < α < 1 and 1,
(It is still in BMO(R n ) when α = 1.) Comparing with Proposition 4.10, this gives a first insight on the relationship between D k (R n ), VMO(R n ) and BMO(R n ).
Remark 5.2. There is thus no inequality
for u ∈ VMO(R n ). This was remarked indirectly by Bethuel et al. [2] .
Embedding in BMO
The spaces
where C is independent of u.
Proof. By Theorem 3.1, we can assume k = 1. The seminorm of u in BMO(R n ) will be estimated by duality with the Hardy space H 1 (R n ).
(Note that Proposition 2.7 about the well-definiteness of the duality product between D 1 (R n ) and L 1 # (R n ; Λ 1 R n ) was used.) 2
Remark 5.4. A similar argument shows that for 1
The extension of the spaces D k (R n ) to the case 1 < p < ∞ would thus not be interesting.
Completeness of D k (R n )
The injection of D k (R n ) provides an easy proof of the completeness of D k (R n ). 
Taking the supremum over 
Geometric characterizations
By Propositions 2.10 and 2.11, the spaces V 1 (R n ) and V n−1 (R n ) can be defined by oscillations respectively along boundaries of bounded domains and along closed curves. Further refinements would restrict the set of domains and of curves. The most striking result would be if the oscillation could be simply evaluated respectively on spheres and on circles.
The spaces V k (R n ) for 1 < k < n − 1 do not have such a simple characterization. Proposition 2.14 gives an equivalent seminorm, obtained by integration on closed real polyhedral chains without boundary. This result needs to be improved by restricting the class of sets on which the oscillations are computed for example to integer polyhedral chains without boundary, or to embedded oriented (n − k)-dimensional manifolds without boundary.
Closure of the space of continuous functions
The two equivalent definitions of VMO(R n ) [15] suggest the definition of the closure of the bounded uniformly-continuous functions U k (R n ) and of
where
The space U k (R n ) is contained in none of the spaces V k (R n ), W k (R n ) and VMO(R n ), while V k (R n ) is not contained in VMO(R n ). The remaining problems are thus the understanding of the mutual relationship between W k (R n ) and VMO(R n ) ∩ D k (R n ) and of their possible embeddings in V k (R n ) and in U k (R n ).
Similar spaces E k (R n )
It would have been possible to define another family of spaces with properties similar to
and the dimension of the range of ϕ is at most k .
(The set D #,k (R n ; R n ) is not a vector space when k < n.) Define, for 1 k n − 1,
, and E n−1 (R n ) is isomorphic to D n−1 (R n ). Therefore, the critical Sobolev spaces are embedded in E k (R n ) which in turn are embedded in BMO(R n ). Moreover, the trace property of Theorem 3.4 holds for the closure of continuous function in E k (R n ). Continuous functions in E k (R n ) can be characterized by Proposition 2.11 provided one restricts in the supremum γ (S 1 ) to be contained in a (k + 1)-dimensional affine plane. The question is about where E k (R n ) lies between the spaces D k (R n ) or to D n−1 (R n ). In particular, is it isomorphic to one of those?
Composition of functions in D k (R n )
Let F : R → R be a Lipschitz function. If u ∈ W s,p (R n ) with 0 < s 1 and sp = n, then
If F : R n → R n is smooth, the mapping u → u • F is a continuous operator on W 1,n (R n ) and BMO(R n ) if and only if F is quasiconformal [13] , i.e.
if F is quasiconformal, or even for F smooth and bilipschitzian?
Localization of D k (R n )
There should be localized versions of the spaces D k (R n ). There are two different definitions, depending on whether the supremum
is taken over smooth closed forms on Ω or over smooth closed forms on R n with support in Ω. They contain respectively W 1,n 0 (Ω) and W 1,n (Ω) [7] . It would be natural for these spaces to be embedded respectively in bmo z (Ω) (functions whose extension by 0 to R n is in BMO(R n )) and the second in the larger space bmo r (Ω) (restrictions of functions in BMO(R n ) to Ω) (see [8] for the definitions).
Theorem A.5. If Σ ⊂ R n is compact and has vanishing n-capacity, then d(D(R n
The proof makes use of a result of Bourgain and Brezis.
Theorem A.6. (Bourgain and Brezis [3] ) Let 1 k n − 1. For every ϕ ∈ L 1 # (R n ; Λ k R n ), there exists ψ ∈ L n/(n−1) (R n ; Λ k−1 R n ) such that dψ = ϕ, δψ = 0.
Here δ denotes the codifferential, i.e. the adjoint of d with respect to Hodge star. This result is based on inequality (1.7). When k = 1, the meaningless condition δψ = 0 is dropped and this is equivalent with the Nirenberg-Sobolev embedding. 
Since ∇η m L n (R n ) → 0 and ψ L n/(n−1) (R n ) < ∞, the first term in (A.1) tends to zero. A similar reasoning holds for the second term, and the last term converges to ϕ as m → ∞ by Lebesgue's dominated convergence theorem. 2
Corollary A.7. The set D # (R n ; Λ k R n ) is dense in L 1 # (R n ; Λ k R n ).
A.2. The closure of exact n-forms
Theorem A.6 fails when k = n, and therefore the proof Theorem A.5 fails in this case, but there is in fact a stronger result. Remark A.9. The density is with respect to the usual topology on the space of test functions [16] .
Proof of Theorem A.8. Let ϕ ∈ D # (R n ; Λ n R n ). Therefore ϕ = f ω 1 ∧ · · · ∧ ω n , with f ∈ D(R n ) and R n f dx = 0. Let (ρ ε ) ε>0 be a sequence of mollifiers. Define g ε ∈ D(R n ; R n ) by 2) is inspired from the construction of a non-optimal mass displacement plan in the Monge-Kantorovich mass displacement problem [11] .
