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Abstract
We present DFO-GN, a derivative-free version of the Gauss-Newton method for solving
nonlinear least-squares problems. As is common in derivative-free optimization, DFO-GN
uses interpolation of function values to build a model of the objective, which is then used
within a trust-region framework to give a globally-convergent algorithm requiring O(−2)
iterations to reach approximate first-order criticality within tolerance . This algorithm is a
simplification of the method from [H. Zhang, A. R. Conn, and K. Scheinberg, A Derivative-
Free Algorithm for Least-Squares Minimization, SIAM J. Optim., 20 (2010), pp. 3555–3576],
where we replace quadratic models for each residual with linear models. We demonstrate
that DFO-GN performs comparably to the method of Zhang et al. in terms of objective
evaluations, as well as having a substantially faster runtime and improved scalability.
Keywords: derivative-free optimization, least-squares, Gauss-Newton method, trust region
methods, global convergence, worst-case complexity.
Mathematics Subject Classification: 65K05, 90C30, 90C56
1 Introduction
Over the last 15–20 years, there has been a resurgence and increased effort devoted to developing
efficient methods for derivative-free optimization (DFO) — that is, optimizing an objective us-
ing only function values. These methods are useful to many applications [7], for instance, when
the objective function is a black-box function or legacy code (meaning manual computation of
derivatives or algorithmic differentiation is impractical), has stochastic noise (so finite differen-
cing is inaccurate) or expensive to compute (so the evaluation of a full n-dimensional gradient
is intractable). There are several popular classes of DFO methods, such as direct and pattern
search, model-based and evolutionary algorithms [22, 15, 26, 9]. Here, we consider model-based
methods, which capture curvature in the objective well [9] and have been shown to have good
practical performance [18].
Model-based methods typically use a trust-region framework for selecting new iterates, which
ensures global convergence, provided we can build a sufficiently accurate model for the objective
[3]. The model-building process most commonly uses interpolation of quadratic functions, as
originally proposed by Winfield [33] and later developed by Conn, Scheinberg and Toint [8, 4]
and Powell [21, 23]. Another common choice for model-building is to use radial basis functions
[31, 20]. Global convergence results exist in both cases [6, 7, 32]. Several codes for model-
based DFO are available, including those by Powell [35] and others (see e.g. [7, 9] and references
therein).
Summary of contributions In this work, we consider nonlinear least-squares minimization,
without constraints in the theoretical developments but allowing bounds in the implementation.
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Model-based DFO is naturally suited to exploiting problem structure, and in this work we pro-
pose a method inspired by the classical Gauss-Newton method for derivative-based optimization
(e.g. [19, Chapter 10]). This method, which we call DFO-GN (Derivative-Free Optimization
using Gauss-Newton), is a simplification of the method by Zhang, Conn and Scheinberg [34]. It
constructs linear interpolants for each residual, requiring exactly n+ 1 points on each iteration,
which is less than common proposals that generally insist on (partial or full) quadratic local
models for each residual. In addition to proving theoretical guarantees for DFO-GN in terms of
global convergence and worst-case complexity, we provide an implementation that is a modific-
ation of Powell’s BOBYQA and that we extensively test and compare with existing state of the
art DFO solvers. We show that little to nothing is lost by our simplified approach in terms of
algorithm performance on a given evaluation budget, when applied to smooth and noisy, zero-
and non-zero residual problems. Furthermore, significant gains are made in terms of reduced
computational cost of the interpolation problem (leading to a runtime reduction of at least a
factor of 7) and memory costs of storing the models. These savings result in a substantially
faster runtime and improved scalability of DFO-GN compared to the implementation DFBOLS
in [34].
Relevant existing literature. In [34], each residual function is approximated by a quad-
ratic interpolating model, using function values from p ∈ [n+1, (n+1)(n+2)/2] points. A quad-
ratic (or higher-order) model for the overall least-squares objective is built from the models for
each residual function, that takes into account full quadratic terms in the models asymptotically
but allows the use of simpler models early on in the run of the algorithm. The DFBOLS imple-
mentation in [34] is shown to perform better than Powell’s BOBYQA on a standard least-squares
test set. A similar derivative-free framework for nonlinear least-squares problems is POUNDERS
by Wild [30]: it also constructs quadratic interpolation models for each residual, but takes them
all into account in the objective model construction on each iteration. In its implementation, it
allows parallel computation of each residual component, and accepts previously-computed eval-
uations as an input providing extra information for the solver. We also note the connection to
[2], which considers a Levenberg-Marquardt method for nonlinear least-squares when gradient
evaluations are noisy; the framework is that of probabilistic local models, and it uses a regulariz-
ation parameter rather than trust region to ensure global convergence. The algorithm is applied
and further developed for data assimilation problems, with careful quantification of noise and
algorithm parameters. Using linear vector models for objectives which are a composition of a
(possibly nonconvex) vector function with a (possibly nonsmooth) convex function, such as a
sum of squares, was also considered in [10]. There, worst-case complexity bounds for a general
model-based trust-region DFO method applied to such objectives are established. Our approach
differs in that it is designed specifically for nonlinear least-squares, and uses an algorithmic
framework that is much closer to the software of Powell [27]. Finally, we note a mild connection
to the approach in [1], where multiple solutions to nonlinear inverse problems are sought by
means of a two-phase method, where in the first phase, low accuracy solutions are obtained by
building a linear regression model from a (large) cloud of points and moving each point to its
corresponding, slightly perturbed, Gauss-Newton step.
Further details of contributions. In terms of theoretical guarantees, we extend the global
convergence results in [34] to allow inexact solutions to the trust-region subproblem (given by
the usual Cauchy decrease condition), a simplification of the so-called ‘criticality phase’ and
‘safety step’, and prove first-order convergence of the whole sequence of iterates xk rather than
a subsequence. We also provide a worst-case complexity analysis and show an iteration count
which matches that of Garmanjani, Júdice and Vicente [10], but with problem constants that
correspond to second-order methods. This reflects the fact that we capture some of the curvature
in the objective (since linear models for residuals still give an approximate quadratic model for
the least-squares objective), and so the complexity of DFO-GN sits between first- and second-
order methods.
In the DFO-GN implementation, which is very much the focus of this work, the simplifica-
tion from quadratic to linear models leads to a confluence of two approaches for analysing and
improving the geometry of the interpolation set. We compare DFO-GN to Powell’s general DFO
solver BOBYQA and to least-squares DFO solvers DFBOLS [34] (Fortran), POUNDERS [30]
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and our Python DFBOLS re-implementation Py-DFBOLS. The primary test set is Moré & Wild
[18] where additionally, we also consider noisy variants for each problem, perturbing the test set
appropriately with unbiased Gaussian (multiplicative and additive), and with additive χ2 noise;
we solve to low as well as high accuracy requirements for a given evaluation budget. We find
— and show by means of performance and data profiles — that DFO-GN performs comparably
well in terms of objective evaluations to the best of solvers, albeit with a small penalty for ob-
jectives with additive stochastic noise and an even less penalty for nonzero-residuals. We then
do a runtime comparison between DFO-GN and Py-DFBOLS on the same test set and settings,
comparing like for like, and find that DFO-GN is at least 7 times faster; see Table 1 for details.
We further investigate scalability features of DFO-GN. We compare memory requirements and
runtime for DFO-GN and DFBOLS on a particular nonlinear equation problem from CUTEst
with growing problem dimension n; we find that both of these increase much more rapidly for
the latter than the former (for example, for n = 2500 DFO-GN’s runtime is 2.5 times faster than
the Fortran DFBOLS’ for n = 1400). To further illustrate that the improved scalability of DFO-
GN does not come at the cost of performance, we compare evaluation performance of DFO-GN
and DFBOLS on 60 medium-size least-squares problems from CUTEst and find similarly good
behaviour of DFO-GN as on the Moré & Wild set.
Implementation. Our Python implementation of DFO-GN is available on GitHub1, and is
released under the open-source GNU General Public License.
Structure of paper. In Section 2 we state the DFO-GN algorithm. We prove its global
convergence to first-order critical points and worst case complexity in Section 3. Then we discuss
the differences between this algorithm and its software implementation in Section 4. Lastly, in
Section 5, we compare DFO-GN to other model-based derivative-free least-squares solvers on
a selection of test problems, including noisy and higher-dimensional problems. We draw our
conclusions in Section 6.
2 DFO-GN Algorithm
Here, our focus is unconstrained nonlinear least-squares minimization
min
x∈Rn
f(x) :=
1
2
‖r(x)‖2 = 1
2
m∑
i=1
ri(x)
2, (2.1)
where r(x) :=
[
r1(x) · · · rm(x)
]> maps Rn → Rm and is continuously differentiable with
m×n Jacobian matrix [J(x)]i,j = ∂ri(x)∂xj , although these derivatives are not available. Typically
m ≥ n in practice, but we do not require this for our method. Throughout, ‖ · ‖ refers to the
Euclidean norm for vectors or largest singular value for matrices, unless otherwise stated, and
we define B(x,∆) := {y ∈ Rn : ‖y − x‖ ≤ ∆} to be the closed ball of radius ∆ > 0 about
x ∈ Rn.
In this section, we introduce the DFO-GN algorithm for solving (2.1) using linear interpol-
ating models for r.
2.1 Linear Residual Models
In the classical Gauss-Newton method, we approximate r in the neighbourhood of an iterate xk
by its linearization: r(y) ≈ r(xk) + J(xk)(y − xk), where J(x) ∈ Rm×n is the Jacobian matrix
of first derivatives of r. For DFO-GN, we use a similar approximation, but replace the Jacobian
with an approximation to it calculated by interpolation.
Assume at iteration k we have a set of n + 1 interpolation points Yk := {y0, . . . ,yn} in Rn
at which we have evaluated r. This set always includes the current iterate; for simplicity of
notation, we assume y0 = xk. We then build the model
r(xk + s) ≈mk(s) := r(xk) + Jks, (2.2)
1https://github.com/numericalalgorithmsgroup/dfogn
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by finding the unique Jk ∈ Rm×n satisfying the interpolation conditions
mk(yt − xk) = r(yt), for t = 1, . . . , n, (2.3)
noting that the other interpolation condition mk(0) = r(xk) is automatically satisfied by (2.2)2.
We can find Jk by solving the n× n system(y1 − xk)
>
...
(yn − xk)>
 jk,i =
ri(y1)− ri(xk)...
ri(yn)− ri(xk)
 , (2.4)
for each i = 1, . . . ,m, where the rows of Jk are j>k,i. This system is invertible whenever the set
of vectors {y1 − xk, . . . ,yn − xk} is linearly independent. We ensure this in the algorithm by
routines which improve the geometry of Yk (in a specific sense to be discussed in Section 2.3).
Having constructed the linear models for each residual (2.1), we need to construct a model
for the full objective f . To do this we simply take the sum of squares of the residual models,
namely,
f(xk + s) ≈ mk(s) := 1
2
‖mk(s)‖2 = f(xk) + g>k s+
1
2
s>Hks, (2.5)
where gk := J>k r(xk) and Hk := J
>
k Jk.
2.2 Trust Region Framework
The DFO-GN algorithm is based on a trust-region framework [3]. In such a framework, we use
our model for the objective (2.5), and maintain a parameter ∆k > 0 which characterizes the
region in which we ‘trust’ our model to be a good approximation to the objective; the resulting
‘trust region’ is B(xk,∆k). At each iteration, we use our model to find a new point where we
expect the objective to decrease, by (approximately) solving the ‘trust region subproblem’
sk ≈ arg min
‖s‖≤∆k
mk(s). (2.6)
If this new point xk+sk gives a sufficient objective reduction, we accept the step (xk+1 ← xk+sk),
otherwise we reject the step (xk+1 ← xk). We also use this information to update the trust region
radius ∆k. The measure of ‘sufficient objective reduction’ is the ratio
rk =
actual reduction
predicted reduction
:=
f(xk)− f(xk + sk)
mk(0)−mk(sk) . (2.7)
This framework applies to both derivative-based and derivative-free settings. However in a
DFO setting, we also need to update the interpolation set Yk to incorporate the new point xk+sk,
and have steps to ensure the geometry of Yk does not become degenerate (see Section 2.3).
A minimal requirement on the calculation of sk to ensure global convergence is the following.
Assumption 2.1. Our method for solving (2.6) gives a step sk satisfying the sufficient (‘Cauchy’)
decrease condition
mk(0)−mk(sk) ≥ c1‖gk‖min
(
∆k,
‖gk‖
max(‖Hk‖, 1)
)
, (2.8)
for some c1 ∈ [1/2, 1] independent of k.
This standard condition is not onerous, and can be achieved with c1 = 1/2 by one iteration
of steepest descent with exact linesearch applied to the model mk [3]. In Zhang et al. [34],
convergence is only proven when (2.6) is solved to full optimality; here we use this weaker
assumption.
2We could have formulated a linear system to solve for the constant term in (2.2) as well as Jk, but this system
becomes poorly conditioned as the algorithm progresses and the points Yk get closer together.
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2.3 Geometry Considerations
It is crucial that model-based DFO algorithms ensure the geometry of Yk does not become
degenerate; an example where ignoring geometry causes algorithm failure is given by Scheinberg
and Toint [28].
To describe the notion of ‘good’ geometry, we need the Lagrange polynomials of Yk. In our
context of linear approximation, the Lagrange polynomials are the basis {Λ0(x), . . . ,Λn(x)} for
the (n+ 1)-dimensional space of linear functions on Rn defined by
Λl(yt) = δl,t, for all l, t ∈ {0, . . . , n}. (2.9)
Such polynomials exist whenever the matrix in (2.4) is invertible [7, Lemma 3.2]; when this
condition holds, we say that Yk is poised for linear interpolation.
The notion of geometry quality is then given by the following [5].
Definition 2.2 (Λ-poised). Suppose Yk is poised for linear interpolation. Let B ⊂ Rn be some
set, and Λ ≥ 1. Then we say that Yk is Λ-poised in B if Yk ⊂ B and
max
t=0,...,n
max
x∈B
|Λt(x)| ≤ Λ, (2.10)
where {Λ0(x), . . . ,Λn(x)} are the Lagrange polynomials for Yk.
In general, if Yk is Λ-poised with a small Λ, then Yk has ‘good’ geometry, in the sense that
linear interpolation using points Yk produces a more accurate model. The notion of model
accuracy we use is given in [5, 6]:
Definition 2.3 (Fully linear, scalar function). A model mk ∈ C1 for f ∈ C1 is fully linear in
B(xk,∆k) if
|f(xk + s)−mk(s)| ≤ κef∆2k, (2.11)
‖∇f(xk + s)−∇mk(s)‖ ≤ κeg∆k, (2.12)
for all ‖s‖ ≤ ∆k, where κef and κeg are independent of s, xk and ∆k.
In the case of a vector model, such as (2.1), we use an analogous definition as in [13], which
is equivalent, up to a change in constants, to the definition in [10].
Definition 2.4 (Fully linear, vector function). A vector model mk ∈ C1 for r ∈ C1 is fully
linear in B(xk,∆k) if
‖r(xk + s)−mk(s)‖ ≤ κref∆2k, (2.13)
‖J(xk + s)− Jm(s)‖ ≤ κreg∆k, (2.14)
for all ‖s‖ ≤ ∆k, where Jm is the Jacobian of mk, and κref and κreg are independent of s, xk and
∆k.
In Section 3.1, we show that if Yk is Λ-poised, then mk (2.1) and mk (2.5) are fully linear in
B(xk,∆k), with constants that depend on Λ.
2.4 Full Algorithm Specification
A full description of the DFO-GN algorithm is provided in Algorithm 1.
In each iteration, if gk is small, we apply a ‘criticality phase’. This ensures that ∆k is
comparable in size to ‖gk‖, which makes ∆k, as well as ‖gk‖, a good measure of progress
towards optimality. After computing the trust region step sk, we then apply a ‘safety phase’,
also originally from Powell [24]. In this phase, we check if ‖sk‖ is too small compared to the
lower bound ρk on the trust-region radius, and if so we reduce ∆k and improve the geometry
of Yk, without evaluating r(xk + sk). The intention of this step is to detect situations where
our trust region step will likely not provide sufficient function decrease without evaluating the
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objective, which would be wasteful. If the safety phase is not called, we evaluate r(xk + sk)
and determine how good the trust region step was, accepting any point which achieved sufficient
objective decrease. There are two possible causes for the situation rk < η1 (i.e. the trust region
step was ‘bad’): the interpolation set is not good enough, or ∆k is too large. We first check the
quality of the interpolation set, and only reduce ∆k if necessary.
An important feature of DFO-GN, due to Powell [24], is that it maintains not only the (usual)
trust region radius ∆k (used in (2.6) and in checking Λ-poisedness), but also a lower bound on
it, ρk. This mechanism is useful when we reject the trust region step, but the geometry of Yk
is not good (the ‘Model Improvement Phase’). In this situation, we do not want to shrink ∆k
too much, because it is likely that the step was rejected because of the poor geometry of Yk,
not because the trust region was too large. The algorithm floors ∆k at ρk, and only shrinks
∆k when we reject the trust region step and the geometry of Yk is good (so the model mk is
accurate) — in this situation, we know that reducing ∆k will actually be useful.
Algorithm 1 DFO-GN: Derivative-Free Optimization using Gauss-Newton.
Input: Starting point x0 ∈ Rn and initial trust region radius ∆init0 > 0.
Parameters are ∆max ≥ ∆init0 , criticality threshold C > 0, criticality scaling µ > 0, trust region
radius scalings 0 < γdec < 1 < γinc ≤ γinc and 0 < α1 < α2 < 1, acceptance thresholds 0 < η1 ≤
η2 < 1, safety reduction factor 0 < ωS < 1, safety step threshold 0 < γS < 2c1/(1 +
√
1 + 2c1),
poisedness constant Λ ≥ 1.
1: Build an initial interpolation set Y0 of size n+ 1, with x0 ∈ Y0. Set ρinit0 = ∆init0 .
2: for k = 0, 1, 2, . . . do
3: Given xk and Yk, solve the interpolation problem (2.4) and form minitk (2.5).
4: if ‖ginitk ‖ ≤ C then
5: Criticality Phase: using Algorithm 2 (Appendix B), modify Yk and find ∆k ≤ ∆initk such
that Yk is Λ-poised in B(xk,∆k) and ∆k ≤ µ‖gk‖, where gk is the gradient of the new mk. Set
ρk = min(ρ
init
k ,∆k).
6: else
7: Set mk = minitk , ∆k = ∆
init
k and ρk = ρ
init
k .
8: end if
9: Approximately solve the trust region subproblem (2.6) to get step sk satisfying Assumption 2.1.
10: if ‖sk‖ < γSρk then
11: Safety Phase: Set xk+1 = xk and ∆initk+1 = max(ρk, ωS∆k), and form Yk+1 by making Yk
Λ-poised in B(xk+1,∆initk+1).
12: If ∆initk+1 = ρk, set (ρ
init
k+1,∆
init
k+1) = (α1ρk, α2ρk), otherwise set ρ
init
k+1 = ρk.
13: goto line 3.
14: end if
15: Calculate ratio rk (2.7).
16: Accept/reject step and update trust region radius: set
xk+1 =
{
xk + sk, rk ≥ η1,
xk, rk < η1,
and ∆initk+1 =

min(max(γinc∆k, γinc‖sk‖),∆max), rk ≥ η2,
max(γdec∆k, ‖sk‖, ρk), η1 ≤ rk < η2,
max(min(γdec∆k, ‖sk‖), ρk), rk < η1.
(2.15)
17: if rk ≥ η1 then
18: Form Yk+1 = Yk ∪ {xk+1} \ {yt} for some yt ∈ Yk and set ρinitk+1 = ρk.
19: else if Yk is not Λ-poised in B(xk,∆k) then
20: Model Improvement Phase: Form Yk+1 by making Yk Λ-poised in B(xk+1,∆initk+1) and set
ρinitk+1 = ρk.
21: else [rk < η1 and Yk is Λ-poised in B(xk,∆k)]
22: Unsuccessful Phase: Set Yk+1 = Yk, and if ∆initk+1 = ρk, set (ρ
init
k+1,∆
init
k+1) = (α1ρk, α2ρk),
otherwise set ρinitk+1 = ρk.
23: end if
24: end for
Remark 2.5. There are two different geometry-improving phases in Algorithm 1. The first mod-
ifies Yk to ensure it is Λ-poised in B(xk,∆k), and is called in the safety and model improvement
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phases. This can be achieved by [7, Algorithm 6.3], for instance, where the number of interpol-
ation systems (2.4) to be solved depends only on Λ and n [7, Theorem 6.3].
The second, called in the criticality phase, also ensures Yk is Λ-poised, but it also modifies
∆k to ensure ∆k ≤ µ‖gk‖. This is a more complicated procedure [7, Algorithm 10.2], as we
have a coupling between ∆k and Yk: ensuring Λ-poisedness in B(xk,∆k) depends on ∆k, but
since gk depends on Yk, there is a dependency of ∆k on Yk. Full details of how to achieve this
are given in Appendix B — we show that this procedure terminates as long as ‖∇f(xk)‖ 6= 0.
In addition, there, we also prove the bound
min
(
∆initk , const · ‖∇f(xk)‖
) ≤ ∆k ≤ ∆initk . (2.16)
If the procedure terminates in one iteration, then ∆k = ∆initk , and we have simply made Yk
Λ-poised, just as in the model-improving phase. Otherwise, we do one of these model-improving
iterations, then several iterations where both ∆k is reduced and Yk is made Λ-poised. The bound
(2.16) tells us that these unsuccessful-type iterations do not occur when ∆initk (but not ∇f(xk))
is sufficiently small.3
Remark 2.6. In Lemma 3.4, we show that if Yk is Λ-poised, then mk is fully linear with constants
that depend on Λ. For the highest level of generality, one may replace ‘make Yk Λ-poised’ with
‘make mk fully linear’ throughout Algorithm 1. Any strategy which achieves fully linear models
would be sufficient for the convergence results in Section 3.4.
Remark 2.7. There are several differences between Algorithm 1 and its implementation, which
we fully detail in Section 4. In particular, there is no criticality phase in the DFO-GN imple-
mentation as we found it is not needed, but the safety step is preserved to keep continuity with
the BOBYQA framework4; also, the geometry-improving phases are replaced by a simplified
calculation.
3 Convergence and complexity results
We first outline the connection between Λ-poisedness of Yk and fully linear models. We then
prove global convergence of Algorithm 1 (i.e. convergence from any starting point x0) to first-
order critical points, and determine its worst-case complexity.
3.1 Interpolation Models are Fully Linear
To begin, we require some assumptions on the smoothness of r.
Assumption 3.1. The function r is C1 and its Jacobian J(x) is Lipschitz continuous in B,
the convex hull of ∪kB(xk,∆max), with constant LJ . We also assume that r(x) and J(x) are
uniformly bounded in the same region; i.e. ‖r(x)‖ ≤ rmax and ‖J(x)‖ ≤ Jmax for all x ∈ B.
Remark 3.2. If the level set L := {x : f(x) ≤ f(x0)} is bounded, which is assumed in [34], then
xk ∈ L for all k, so B is compact, from which Assumption 3.1 follows.
Lemma 3.3. If Assumption 3.1 holds, then ∇f is Lipschitz continuous in B with constant
L∇f := rmaxLJ + J2max. (3.1)
Proof. We choose x,y ∈ B and use the Fundamental Theorem of Calculus to compute
‖r(y)− r(x)‖ =
∥∥∥∥∫ 1
0
J(x+ α(y − x))(y − x)dα
∥∥∥∥ ≤ Jmax‖y − x‖. (3.2)
3The more common approach in the criticality phase (e.g. [7, 10, 34]) is to use an extra parameter 0 < β < µ
and floor ∆k at β‖gk‖, maintaining full linearity with extra assumptions on κef and κeg [6, Lemma 3.2], and
requiring all fully linear models have Lipschitz continuous gradient with uniformly bounded Lipschitz constant.
4Note that the criticality and safety phases have similar aims, namely, to keep the approximate gradient
and the step proportional to ∆k. However, showing global convergence/complexity without a criticality step is
unprecedented in the literature, and left for future work.
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Now we use this, the identity ‖A‖ = ‖A>‖, and ∇f(x) = J(x)>r(x) to compute
‖∇f(y)−∇f(x)‖ ≤ ‖(J(y)− J(x))>r(y)‖+ ‖J(x)>(r(y)− r(x))‖, (3.3)
≤ ‖J(y)− J(x)‖ · ‖r(y)‖+ ‖J(x)‖ · ‖r(y)− r(x)‖, (3.4)
≤ LJ‖y − x‖ · rmax + Jmax · Jmax‖y − x‖, (3.5)
from which we recover (3.1).
We now state the connection between Λ-poisedness of Yk and full linearity of the models mk
(2.1) and mk (2.5).
Lemma 3.4. Suppose Assumption 3.1 holds and Yk is Λ-poised in B(xk,∆k). Then mk (2.1)
is a fully linear model for r in B(xk,∆k) in the sense of Definition 2.4 with constants
κref = κ
r
eg +
LJ
2
and κreg =
1
2
LJ
(√
nC + 2
)
, (3.6)
in (2.13) and (2.14), where C = O(Λ). Under the same hypotheses, mk (2.5) is a fully linear
model for f in B(xk,∆k) in the sense of Definition 2.3 with constants
κef = κeg +
L∇f + (κreg∆max + Jmax)
2
2
and κeg = L∇f + κregrmax + (κ
r
eg∆max + Jmax)
2, (3.7)
in (2.11) and (2.12), where L∇f is from (3.1). We also have the bound ‖Hk‖ ≤ (κreg∆max +
Jmax)
2, independent of xk, Yk and ∆k.
Proof. See Appendix A.
3.2 Global Convergence of DFO-GN
We begin with some nomenclature to describe certain iterations: we call an iteration (for which
the safety phase is not called)
• ‘Successful’ if xk+1 = xk + sk (i.e. rk ≥ η1), and ‘very successful’ if rk ≥ η2. Let S be the
set of successful iterations k;
• ‘Model-Improving’ if rk < η1 and the model-improvement phase is called (i.e. Yk is not
Λ-poised in B(xk,∆k)); and
• ‘Unsuccessful’ if rk < η1 and the model-improvement phase is not called.
The results below are largely based on corresponding results in [34, 7].
Assumption 3.5. We assume that ‖Hk‖ ≤ κH for all k, for some κH ≥ 15.
Lemma 3.6. Suppose Assumption 2.1 holds. If the model mk is fully linear in B(xk,∆k) and
∆k ≤ min
(
c1(1− η2)‖gk‖
2κef
,
‖gk‖
max(‖Hk‖, 1)
)
, (3.8)
then either the k-th iteration is very successful or the safety phase is called.
Proof. We compute
|rk − 1| =
∣∣∣∣ (f(xk)− f(xk + sk))− (mk(0)−mk(sk))mk(0)−mk(sk)
∣∣∣∣ , (3.9)
≤ |f(xk + sk)−mk(sk)||mk(0)−mk(sk)| +
|f(xk)−mk(0)|
|mk(0)−mk(sk)| . (3.10)
5Lemma 3.4 ensures Assumption 3.5 holds whenever Yk is Λ-poised in B(xk,∆k), but we need it to hold on
all iterations. However, most of our analysis holds if this assumption is removed — see Section 3.3.1 for details.
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By assumption, ∆k ≤ ‖gk‖/max(‖Hk‖, 1). Applying this to (2.8), we have
mk(0)−mk(sk) ≥ c1‖gk‖∆k. (3.11)
Using this and fully linearity (2.11), we get
|rk − 1| ≤ 2
(
κef∆
2
k
c1‖gk‖∆k
)
≤ 1− η2. (3.12)
Thus rk ≥ η2 and the iteration is very successful if ‖sk‖ ≥ γSρk, otherwise the safety phase is
called.
The next result provides a lower bound on the size of the trust region step ‖sk‖, which we
will later use to determine that the safety phase is not called when ‖gk‖ is bounded away from
zero and ∆k is sufficiently small.
Lemma 3.7. Suppose Assumption 2.1 holds. Then the step sk satisfies
‖sk‖ ≥ 2c1
1 +
√
1 + 2c1
min
(
∆k,
‖gk‖
max(‖Hk‖, 1)
)
. (3.13)
Proof. For convenience of notation, let hk := max(‖Hk‖, 1) ≥ 1. Since mk(0)−mk(sk) ≥ 0 from
(2.8), we have
mk(0)−mk(sk) = |mk(0)−mk(sk)| =
∣∣∣∣g>k sk + 12s>k Hksk
∣∣∣∣ ≤ ‖sk‖ · ‖gk‖+ hk2 ‖sk‖2. (3.14)
Substituting this into (2.8), we get
1
2
‖sk‖2 + ‖gk‖
hk
· ‖sk‖ − c1 ‖gk‖
hk
min
(
∆k,
‖gk‖
hk
)
≥ 0. (3.15)
For this to be satisfied, we require
‖sk‖ ≥
√
‖gk‖2
h2k
+ 2c1
‖gk‖
hk
min
(
∆k,
‖gk‖
hk
)
− ‖gk‖
hk
, (3.16)
=
2c1
‖gk‖
hk
min
(
∆k,
‖gk‖
hk
)
√
‖gk‖2
h2k
+ 2c1
‖gk‖
hk
min
(
∆k,
‖gk‖
hk
)
+ ‖gk‖hk
, (3.17)
≥
2c1
‖gk‖
hk
min
(
∆k,
‖gk‖
hk
)
√
‖gk‖2
h2k
+ 2c1
‖gk‖
hk
(
‖gk‖
hk
)
+ ‖gk‖hk
, (3.18)
from which we recover (3.13).
Lemma 3.8. In all iterations, ‖gk‖ ≥ min(C ,∆k/µ). Also, if ‖∇f(xk)‖ ≥  > 0 then
‖gk‖ ≥ g := min
(
C ,

1 + κegµ
)
> 0. (3.19)
Proof. Firstly, if the criticality phase is not called, then we must have ‖gk‖ = ‖ginitk ‖ > C .
Otherwise, we have ∆k ≤ µ‖gk‖. Hence ‖gk‖ ≥ min(C ,∆k/µ).
To show (3.19), first suppose ‖ginitk ‖ ≥ C . Then gk = ginitk and (3.19) holds. Otherwise,
the criticality phase is called and mk is fully linear in B(xk,∆k) with ∆k ≤ µ‖gk‖. In this case,
we have
 ≤ ‖∇f(xk)‖ ≤ ‖∇f(xk)− gk‖+ ‖gk‖ ≤ κegµ‖gk‖+ ‖gk‖, (3.20)
and so ‖gk‖ ≥ /(1 + κegµ) and (3.19) holds.
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Lemma 3.9. Suppose Assumptions 2.1, 3.1 and 3.5 hold. If ‖∇f(xk)‖ ≥  > 0 for all k, then
ρk ≥ ρmin > 0 for all k, where
ρmin := min
(
∆init0 ,
ωC
κeg + 1/µ
,
α1g
κH
, α1
(
κeg +
2κef
c1(1− η2)
)−1

)
. (3.21)
Proof. From Lemma 3.8, we also have ‖gk‖ ≥ g > 0 for all k. To find a contradiction, let k(0)
be the first k such that ρk < ρmin. That is, we have
ρinit0 ≥ ρ0 ≥ ρinit1 ≥ ρ1 ≥ · · · ≥ ρinitk(0)−1 ≥ ρk(0)−1 ≥ ρmin and ρk(0) < ρmin. (3.22)
We first show that
ρk(0) = ρ
init
k(0) < ρmin. (3.23)
From Algorithm 1, we know that either ρk(0) = ρinitk(0) or ρk(0) = ∆k(0). Hence we must either
have ρinitk(0) < ρmin or ∆k(0) < ρmin. In the former case, there is nothing to prove; in the latter,
using Lemma B.1, we have that
ρmin > ∆k(0) ≥ min
(
∆initk(0),
ωC
κeg + 1/µ
)
≥ min
(
ρinitk(0),
ωC
κeg + 1/µ
)
. (3.24)
Since ρmin ≤ ωC/(κeg + 1/µ), we therefore conclude that (3.23) holds.
Since ρmin ≤ ∆init0 = ρinit0 , we therefore have k(0) > 0 and ρk(0)−1 ≥ ρmin > ρinitk(0). This
reduction in ρ can only happen from a safety step or an unsuccessful step, and we must have
ρinitk(0) = α1ρk(0)−1, so ρk(0)−1 ≤ ρmin/α1. If we had a safety step, we know ‖sk(0)−1‖ ≤ γSρk(0)−1,
but if we had an unsuccessful step, we must have γdec‖sk(0)−1‖ ≤ min(γdec∆k(0)−1, ‖sk(0)−1‖) ≤
ρk(0)−1. Hence in either case, we have
‖sk(0)−1‖ ≤ min(γS , γ−1dec)ρk(0)−1 ≤
1
α1
min(γS , γ
−1
dec)ρmin =
γS
α1
ρmin, (3.25)
since γS < 1 and γdec < 1. Hence by Lemma 3.7 we have
c2 min
(
∆k(0)−1,
g
κH
)
≤ ‖sk(0)−1‖ ≤ γS
α1
ρmin, (3.26)
where c2 := 2c1/(1 +
√
1 + 2c1). Note that ρmin ≤ α1g/κH < (α1c2g)/(γSκH), where in the
last inequality we used the choice of γS in Algorithm 1. This inequality and the choice of γS ,
together with (3.26), also imply
∆k(0)−1 ≤ γSρmin
α1c2
<
ρmin
α1
≤ min
(
g
κH
,
(
κeg +
2κef
c1(1− η2)
)−1

)
. (3.27)
Then since ∆k(0)−1 ≤ g/κH , Lemma 3.7 gives us ‖sk(0)−1‖ ≥ c2∆k(0)−1 > γSρk(0)−1 and the
safety phase is not called.
If mk is not fully linear, then we must have either a successful or model-improving iteration,
so ρinitk(0) = ρk(0)−1, contradicting (3.23). Thus mk must be fully linear. Now suppose that
∆k(0)−1 >
c1(1− η2)‖gk(0)−1‖
2κef
. (3.28)
Then using full linearity, we have
 ≤ ‖∇f(xk(0)−1)‖ ≤ κeg∆k(0)−1 + ‖gk(0)−1‖ <
(
κeg +
2κef
c1(1− η2)
)
∆k(0)−1. (3.29)
contradicting (3.27). That is, (3.28) is false and so together with (3.27), we have (3.8). Hence
Lemma 3.6 implies iteration (k0 − 1) was very successful (as we have already established the
safety phase was not called), so ρinitk(0) = ρk(0)−1, contradicting (3.23).
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Our first convergence result considers the case where we have finitely-many successful itera-
tions.
Lemma 3.10. Suppose Assumptions 2.1, 3.1 and 3.5 hold. If there are finitely many successful
iterations, then limk→∞∆k = limk→∞ ρk = 0 and limk→∞ ‖∇f(xk)‖ = 0.
Proof. Let k0 = max(S) be the last successful iteration, after which ∆k is never increased.
For any k > k0, we possibly call the criticality phase, and then have either a safety phase,
model-improving phase, or an unsuccessful step.
If the model is not fully linear, then either it is made fully linear by the criticality phase,
or we have a safety or model-improving step. In the first case, the model is made fully linear
at iteration k; in the second and third, it is fully linear at iteration k + 1. That is, there is at
most 1 iteration until the model is fully linear again. Therefore there are infinitely many k > k0
where mk is fully linear and we have either a safety phase or an unsuccessful step. In both of
these cases, ∆k is reduced by a factor of at least max(γdec, α2, ωS) < 1, so ∆k → 0 as k → ∞.
Since ρk ≤ ∆k at all iterations, we must also have ρk → 0.
For each k > k0, let jk be the first iteration after k where the model is fully linear. Then
from the above discussion we know 0 ≤ jk − k ≤ 1, and hence ‖xjk − xk‖ ≤ ∆k → 0. We now
compute
‖∇f(xk)‖ ≤ ‖∇f(xk)−∇f(xjk)‖+ ‖∇f(xjk)− gjk‖+ ‖gjk‖. (3.30)
As k →∞, the first term of the right-hand side of (3.30) is bounded by L∇f∆k → 0, while the
second term is bounded by κeg∆jk → 0; thus it remains to show that the last term goes to zero.
By contradiction, suppose there exists  > 0 and a subsequence ki such that ‖gjki‖ ≥  > 0.
Then Lemma 3.6 implies that for sufficiently small ∆jki (valid since ∆jki → 0), we get a very
successful iteration or a safety step. Since jki ≥ ki > k0, this must mean we get a safety step.
However, Lemma 3.7 implies that for sufficiently large i, we have ‖sjki‖ ≥ c2∆jki > γSρjki , so
the safety step cannot be called, a contradiction.
Lemma 3.11. Suppose Assumptions 2.1, 3.1 and 3.5 hold. Then limk→∞∆k = 0 and so
limk→∞ ρk = 0.
Proof. If |S| <∞, the proof of Lemma 3.10 gives the result. Thus, suppose there are infinitely
many successful iterations (i.e. |S| =∞).
For any k ∈ S, we have
f(xk)− f(xk+1) ≥ η1 (mk(0)−mk(sk)) ≥ η1c1‖gk‖min
(‖gk‖
κH
,∆k
)
> 0. (3.31)
But since ‖gk‖ ≥ min(C ,∆k/µ) (see Lemma 3.8), this means that
f(xk)− f(xk+1) ≥ η1c1 min(C , µ−1∆k) min
(
min(C , µ
−1∆k)
κH
,∆k
)
> 0. (3.32)
If we were to sum over all k ∈ S, the left-hand side must be finite as it is bounded above by
f(x0), remembering that f ≥ 0 for least-squares objectives. The right-hand side is only finite if
limk∈S→∞∆k = 0. The only time ∆k is increased is if k ∈ S, when it is increased by a factor
of at most γinc. For any given k /∈ S, let jk ∈ S be the last successful iteration before k (which
exists whenever k is sufficiently large). Then ∆k ≤ γinc∆jk → 0. Lastly, ρk → 0 since ρk ≤ ∆k
throughout the algorithm.
Theorem 3.12. Suppose Assumptions 2.1, 3.1 and 3.5 hold. Then
lim inf
k→∞
‖∇f(xk)‖ = 0. (3.33)
Proof. If |S| < ∞, then this follows from Lemma 3.10. Otherwise, it follows from Lemma 3.11
and Lemma 3.9.
Theorem 3.13. Suppose Assumptions 2.1, 3.1 and 3.5 hold. Then limk→∞ ‖∇f(xk)‖ = 0.
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Proof. If |S| <∞, then the result follows from Lemma 3.10. Thus, suppose there are infinitely
many successful iterations (i.e. |S| =∞).
To find a contradiction, suppose there is a subsequence of successful iterations tj with
‖∇f(xtj )‖ ≥ 0 for some 0 > 0 (note: we do not consider any other iteration types as xk
does not change for these). Hence by Lemma 3.8, we must have ‖gtj‖ ≥  > 0 for some , where
without loss of generality we assume that
 < min
(
C ,
0
2 + κegµ
)
. (3.34)
Let `j be the first iteration `j > tj such that ‖g`j‖ < , which is guaranteed to exist by
Theorem 3.12. That is, there exist subsequences tj < `j satisfying
‖gk‖ ≥  for k = tj , . . . , `j − 1, and ‖g`j‖ < . (3.35)
Now consider the iterations K := ∪j≥0{tj , . . . , `j − 1}.
Since ‖gk‖ ≥  and ∆k → 0 (Lemma 3.11), Lemma 3.6 implies that for sufficiently large
k ∈ K, there can be no unsuccessful steps. That is, iteration k is a safety step, or if not it must
be successful or model-improving. By the same reasoning as in the proof of Lemma 3.10, since
‖gk‖ ≥ , for k ∈ K sufficiently large, Lemma 3.7 implies that ‖sk‖ ≥ c2∆k > γSρk, so the safety
step is never called.
For each successful iteration k ∈ K ∩ S, we have from (2.8)
f(xk)− f(xk+1) ≥ η1(mk(0)−mk(sk)) ≥ η1c1min
(‖gk‖
κH
,∆k
)
> 0, (3.36)
and for k sufficiently large (so that ∆k ≤ /κH), we get
∆k ≤ f(xk)− f(xk+1)
η1c1
. (3.37)
Since for k ∈ K sufficiently large, we either have successful or model-improving steps, and of
these xk is only changed on successful steps, we have (for j sufficiently large)
‖x`j − xtj‖ ≤
`j−1∑
k=tj ,k∈K∩S
‖xk − xk+1‖ ≤
`j−1∑
k=tj ,k∈K∩S
∆k ≤
f(xtj )− f(x`j )
η1c1
. (3.38)
Since {f(xk) : k ∈ K} is a monotone decreasing sequence by (3.36), and bounded below (as
f ≥ 0 for least-squares problems), it must converge. Thus f(xtj ) − f(x`j ) → 0, and hence
‖x`j − xtj‖ → 0 as j →∞.
Now, we compute
‖∇f(xtj )‖ ≤ ‖∇f(xtj )−∇f(x`j )‖+ ‖∇f(x`j )− g`j‖+ ‖g`j‖. (3.39)
Similarly to Lemma 3.10, the first term goes to zero as j → ∞ since ∇f is continuous and
‖x`j−xtj‖ → 0. Since ‖g`j‖ <  < C , the criticality step is called for iteration `j , so m`j is fully
linear on B(x`j ,∆`j ) for ∆`j ≤ µ‖g`j‖. Hence the second term is bounded by κeg∆`j ≤ κegµ.
Lastly, the third term is bounded by  by definition of `j .
All together, this means that for sufficiently large j,
‖∇f(xtj )‖ ≤ + κegµ+  = (2 + κegµ) < 0, (3.40)
and we have our contradiction.
3.3 Worst-Case Complexity
Next, we bound the number of iterations and objective evaluations until ‖∇f(xk)‖ < . We know
such a bound exists from Theorem 3.12. Let i be the last iteration before ‖∇f(xi+1)‖ <  for
the first time.
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Lemma 3.14. Suppose Assumptions 2.1, 3.1 and 3.5 hold. Let |Si | be the number of successful
steps up to iteration i. Then
|Si | ≤
f(x0)
η1c1
max
(
κH
−2
g , 
−1
g ρ
−1
min
)
, (3.41)
where g is defined in (3.19), and ρmin in (3.21).
Proof. For all k ∈ Si , we have the sufficient decrease condition
f(xk)− f(xk+1) ≥ η1 (mk(0)−mk(sk)) ≥ η1c1‖gk‖min
(‖gk‖
κH
,∆k
)
. (3.42)
Since ‖gk‖ ≥ g from Lemma 3.8 and ∆k ≥ ρk ≥ ρmin from Lemma 3.9, this means
f(xk)− f(xk+1) ≥ η1c1g min
(
g
κH
, ρmin
)
. (3.43)
Summing (3.43) over all k ∈ Si , and noting that 0 ≤ f(xk) ≤ f(x0), we get
f(x0) ≥ |Si |η1c1g min
(
g
κH
, ρmin
)
, (3.44)
from which (3.41) follows.
We now need to count the number of iterations of Algorithm 1 which are not successful.
Following [10], we count each iteration of the loop inside the criticality phase (Algorithm 2) as a
separate iteration — in effect, one ‘iteration’ corresponds to one construction of the model mk
(2.5). We also consider separately the number of criticality phases for which ∆k is not reduced
(i.e. ∆k = ∆initk ). Counting until iteration i (inclusive), we let
• CMi be the set of criticality phase iterations k ≤ i for which ∆k is not reduced (i.e. the
first iteration of every call of Algorithm 2 — see Remark 2.5 for further details);
• CUi be the set of criticality phase iterations k ≤ i where ∆k is reduced (i.e. all iterations
except the first for every call of Algorithm 2);
• Fi be the set of iterations where the safety phase is called;
• Mi be the set of iterations where the model-improving phase is called; and
• Ui be the set of unsuccessful iterations6.
Lemma 3.15. Suppose Assumptions 2.1, 3.1 and 3.5 hold. Then we have the bounds
|CUi |+ |Fi |+ |Ui | ≤ |Si | ·
log γinc
| logα3| +
1
| logα3| log
(
∆init0
ρmin
)
, (3.45)
|CMi | ≤ |Fi |+ |Si |+ |Ui |, (3.46)
|Mi | ≤ |CMi |+ |CUi |+ |Fi |+ |Si |+ |Ui |, (3.47)
where α3 := max(ωC , ωS , γdec, α2) < 1 and ρmin is defined in (3.21).
Proof. On each iteration k ∈ CUi , we reduce ∆k by a factor of ωC . Similarly, on each iteration
k ∈ Fi we reduce ∆k by a factor of at least max(ωS , α2), and for iterations in Ui by a factor of
6Note that the analysis in [13] bounds the number of outer iterations of Algorithm 1; i.e. excluding CMi and
CUi . Instead, they prove that while ‖∇f(xk)‖ ≥ , the criticality phase requires at most | log | iterations. Thus
their bound on the number of objective evaluations is a factor | log | larger than in [10] and than here.
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at least max(γdec, α2). On each successful iteration, we increase ∆k by a factor of at most γinc,
and on all other iterations, ∆k is either constant or reduced. Therefore, we must have
ρmin ≤ ∆i ≤ ∆init0 · ω
|CUi |
C ·max(ωS , α2)|Fi | ·max(γdec, α2)|Ui | · γ|Si |inc , (3.48)
≤ ∆init0 · α
|CUi |+|Fi |+|Ui |
3 · γ|Si |inc , (3.49)
from which (3.45) follows.
After every call of the criticality phase, we have either a safety, successful or unsuccessful
step, giving us (3.46). Similarly, after every model-improving phase, the next iteration cannot
call a subsequent model-improving phase, giving us (3.47).
Assumption 3.16. The algorithm parameter C ≥ c3 for some constant c3 > 0.
Note that Assumption 3.16 can be easily satisfied by appropriate parameter choices in Al-
gorithm 1.
Theorem 3.17. Suppose Assumptions 2.1, 3.1, 3.5 and 3.16 hold. Then the number of iterations
i (i.e. the number of times a model mk (2.5) is built) until ‖∇f(xi+1)‖ <  is at most⌊
4f(x0)
η1c1
(
1 +
log γinc
| logα3|
)
max
(
κHc
−2
4 
−2, c−14 c
−1
5 
−2, c−14 (∆
init
0 )
−1−1
)
+
4
| logα3| max
(
0, log
(
∆init0 c
−1
5 
−1))⌋ (3.50)
where c4 := min
(
c3, (1 + κegµ)
−1) and
c5 := min
(
ωC
κeg + 1/µ
,
α1c4
κH
, α1
(
κeg +
2κef
c1(1− η2)
)−1)
. (3.51)
Proof. From Assumption 3.16 and Lemma 3.8, we have g = c4. Similarly, from Lemma 3.9
we have ρmin = min(∆init0 , c5). Thus using Lemma 3.15, we can bound the total number of
iterations by
|CMi |+ |CUi |+ |Fi |+ |Si |+ |Mi |+ |Ui | (3.52)
≤ 4|Si |+ 4
(|CUi |+ |Fi |+ |Ui |) , (3.53)
≤ 4|Si |
(
1 +
log γinc
| logα3|
)
+
4
| logα3| log
(
∆init0
ρmin
)
, (3.54)
and so (3.50) follows from this and Lemma 3.14.
We can summarize our results as follows:
Corollary 3.18. Suppose Assumptions 2.1, 3.1, 3.5 and 3.16 hold. Then for  ∈ (0, 1], the
number of iterations i (i.e. the number of times a model mk (2.5) is built) until ‖∇f(xi+1)‖ < 
is at most O(κHκ2d−2), and the number of objective evaluations until i is at most O(κHκ2dn−2),
where κd := max(κef , κeg) = O(nL2J).
Proof. From Theorem 3.17, we have c−14 = O(κeg) and so
c−15 = O(max(κeg, κHc−14 , κef + κeg)) = O(κHκd). (3.55)
To leading order, the number of iterations is
O(max(κHc−24 , c−14 c−15 )−2) = O(κHκ2d−2), (3.56)
as required. In every type of iteration, we change at most n+ 1 points, and so require no more
than n+ 1 evaluations. The result κd = O(nL2J) follows from Lemma 3.4.
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Remark 3.19. Theorem 3.17 gives us a possible termination criterion for Algorithm 1 — we loop
until k exceeds the value (3.50) or until ρk ≤ ρmin. However, this would require us to know
problem constants κef , κeg and κH in advance, which is not usually the case. Moreover, (3.50)
is a worst-case bound and so unduly pessimistic.
Remark 3.20. In [10], the authors propose a different criterion to test whether the criticality
phase should be entered: ‖ginitk ‖ ≤ ∆k/µ rather than ‖ginitk ‖ ≤ C as found here and in [7].
We are able to use our criterion because of Assumption 3.16. If this did not hold, we would
have g   and so ρmin  , which would worsen the result in Theorem 3.17. In practice,
Assumption 3.16 is reasonable, as we would not expect a user to prescribe a criticality tolerance
much smaller than their desired solution tolerance.
The standard complexity bound for first-order methods isO(κHκ2d−2) iterations andO(κHκ2dn−2)
evaluations [10], where κd = O(
√
n) and κH = 1. Corollary 3.18 gives us the same count of
iterations and evaluations, but the worse bounds κd = O(n) and κH = O(κd), coming from the
least-squares structure (Lemma 3.4).
However, our model (2.5) is better than a simple linear model for f , as it captures some
of the curvature information in the objective via the term JTk Jk. This means that DFO-GN
produces models which are between fully linear and fully quadratic [7, Definition 10.4], which
is the requirement for convergence of second-order methods. It therefore makes sense to also
compare the complexity of DFO-GN with the complexity of second-order methods.
Unsurprisingly, the standard bound for second-order methods is worse in general, than for
first-order methods, namely, O(max(κHκ2d, κ3d)−3) iterations and O(max(κHκ2d, κ3d)n2−3) eval-
uations [14], where κd = O(n), to achieve second-order criticality for the given objective. Note
that here κd := max(κef , κeg, κeh) for fully quadratic models. If ‖∇2f‖ is uniformly bounded,
then we would expect κH = O(κeh) = O(κd).
Thus DFO-GN has the iteration and evaluation complexity of a first-order method, but
the problem constants (i.e. dependency on n) of a second-order method. That is, assuming
κH = O(κd) (as suggested by Lemma 3.4), DFO-GN requires O(n3−2) iterations and O(n4−2)
evaluations, compared to O(n−2) iterations and O(n2−2) evaluations for a first-order method,
and O(n3−3) iterations and O(n5−3) evaluations for a second-order method.
Remark 3.21. In Lemma 3.4, we used the result C = O(Λ) whenever Yk is Λ-poised, and
wrote κeg in terms of C; see Appendix A for details on the provenance of C with respect to
the interpolation system (2.3). Our approach here matches the presentation of the first- and
second-order complexity bounds from [10, 14]. However, [7, Theorem 3.14] shows that C may
also depend on n. Including this dependence, we have C = O(√n Λ) for DFO-GN and general
first-order methods, and C = O(n2Λ) for general second-order methods (where C is now adapted
for quadratic interpolation). This would yield the alternative bounds κd = O(n) for first-order
methods, O(n2) for DFO-GN and O(n3) for second-order methods7. Either way, we conclude
that the complexity of DFO-GN lies between first- and second-order methods.
3.3.1 Discussion of Assumption 3.5
It is also important to note that when mk is fully linear, we have an explicit bound ‖Hk‖ ≤
κ˜H = O(κd) from Lemma 3.4. This means that Assumption 3.5, which typically necessary
for first-order convergence (e.g. [7, 10]), is not required for Theorem 3.12 and our complexity
analysis. To remove the assumption, we need to change Algorithm 1 in two places:
1. Replace the test for entering the criticality phase with
min
(
‖ginitk ‖,
‖ginitk ‖
max(‖Hinitk ‖, 1)
)
≤ C ; and (3.57)
2. Require the criticality phase to output mk fully linear and ∆k satisfying
∆k ≤ µmin
(
‖gk‖, ‖gk‖
max(‖Hk‖, 1)
)
. (3.58)
7For second-order methods, the fully quadratic bound is κd = O(nC).
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With these changes, the criticality phase still terminates, but instead of (B.1) we have
min
(
∆initk ,
ωC
κeg + 1/µ
,
ωC
κeg + κ˜H/µ
)
≤ ∆k ≤ ∆initk . (3.59)
We can also augment Lemma 3.8 with the following, which can be used to arrive at a new value
for ρmin.
Lemma 3.22. In all iterations, ‖gk‖/max(‖Hk‖, 1) ≥ min(C ,∆k/µ). If ‖∇f(xk)‖ ≥  > 0
then
‖gk‖
max(‖Hk‖, 1) ≥ H
:= min
(
C ,

(1 + κegµ)κ˜H
)
> 0. (3.60)
Ultimately, we arrive at complexity bounds which match Corollary 3.18, but replacing κH
with κ˜H . However, Assumption 3.5 is still necessary for Theorem 3.13 to hold.
4 Implementation
In this section, we describe the key differences between Algorithm 1 and its software implement-
ation DFO-GN. These differences largely come from Powell’s implementation of BOBYQA [27]
and are also features of DFBOLS, the implementation of the algorithm from Zhang et al. [34].
We also obtain a unified approach for analysing and improving the geometry of the interpolation
set due to our particular choice of local Gauss-Newton-like models.
4.1 Geometry-Improving Phases
In practice, DFO algorithms are generally not run to very high tolerance levels, and so the
asymptotic behaviour of such algorithms is less important than for other optimization methods.
To this end, DFO-GN, like BOBYQA and DFBOLS, does not implement a criticality phase; but
the safety step is implemented to encourage convergence.
In the geometry phases of the algorithm, we check the Λ-poisedness of Yk by calculating all
the Lagrange polynomials for Yk (which are linear), then maximizing the absolute value of each
in B(xk,∆k). To modify Yk to make it Λ-poised, we can repeat the following procedure [7,
Algorithm 6.3]:
1. Select the point yt ∈ Yk (yt 6= xk) for which maxy∈B(xk,∆k) |Λt(y)| is maximized (c.f. (2.10));
2. Replace yt in Yk with y+, where
y+ = arg max
y∈B(xk,∆k)
|Λt(y)|, (4.1)
until Yk is Λ-poised in B(xk,∆k). This procedure terminates after at most N iterations, where
N depends only on Λ and n [7, Theorem 6.3], and in particular does not depend on xk, Yk or
∆k.
In DFO-GN, we follow BOBYQA and replace these geometry-checking and improvement
algorithms (which are called in the safety and model-improvement phases of Algorithm 1) with
simplified calculations. Firstly, instead of checking for the Λ-poisedness of Yk, we instead check
if all interpolation points are within some distance of xk, typically a multiple of ∆k. If any point
is sufficiently far from xk, the geometry of Yk is improved by selecting the point yt furthest from
xk, and moving it to y+ satisfying (4.1). That is, we effectively perform one iteration of the full
geometry-improving procedure.
4.2 Model Updating
In Algorithm 1, we only update Yk+1, and hence mk and mk, on successful steps. However, in
our implementation, we always try to incorporate new information when it becomes available,
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and so we update Yk+1 = Yk ∪ {xk + sk} \ {yt} on all iterations except when the safety phase is
called (since in the safety phase we never evaluate r(xk + sk)).
Regardless of how often we update the model, we need some criterion for selecting the point
yt ∈ Yk to replace with y+ := xk+sk. There are three common reasons for choosing a particular
point to remove from the interpolation set:
Furthest Point: It is the furthest away from xk (or xk+1);
Optimal Λ-poisedness: Replacing it with y+ would give the maximum improvement in the
Λ-poisedness of Yk. That is, choose the t for which |Λt(y+)| is maximized;
Stable Update: Replacing it with xk + sk would induce the most stable update to the inter-
polation system (2.4). As introduced by Powell [25] for quadratic models, moving yt to
y+ induces a low-rank update of the matrix W →Wnew in the interpolation system, here
(2.4). From the Sherman-Morrison-Woodbury formula, this induces a low-rank update of
H = W−1, which has the form
Hnew ← H + 1
σt
[
AtB
>
t
]
, (4.2)
for some σt 6= 0 and low rank AtB>t . Under this measure, we would want to replace a point
in the interpolation set when the resulting |σt| is maximal; i.e. the update (4.2) is ‘stable’.
In [25], it is shown that for underdetermined quadratic interpolation, σt ≥ Λt(y+)2.
Two approaches for selecting yt combine two of these reasons into a single criterion. Firstly in
BOBYQA, the point t is chosen by combining the ‘furthest point’ and ‘stable update’ measures:
t = arg max
j=0,...,n
{
|σj |max
(‖yj − xk‖4
∆4k
, 1
)}
. (4.3)
Alternatively, Scheinberg and Toint [28] combine the ‘furthest point’ and ‘optimal Λ-poisedness’
measures:
t = arg max
j=0,...,n
{|Λj(y+)| ‖yj − xk‖2} . (4.4)
In DFO-GN, we use the BOBYQA criterion (4.3). However, as we now show, in DFO-GN, the
two measures ‘optimal Λ-poisedness’ and ‘stable update’ coincide, meaning our framework allows
a unification of the perspectives from [27] and [28], rather than having the indirect relationship
via the bound σt ≥ Λt(y+)2.
To this end, define W as the matrix in (2.4), and let H := W−1. The Lagrange polynomials
for Yk can then be found by applying the interpolation conditions (2.9). That is, we have
Λt(y) = 1 + g
>
t (y − yt), (4.5)
where gt solves
Wgt =
Λt(y1)− Λt(xk)...
Λt(yn)− Λt(xk)
 = {et, if yt 6= xk,−e, if yt = xk, (4.6)
where et is the usual coordinate vector in Rn and e := [1 · · · 1]> ∈ Rn. This gives us the relations
Λt(y
+) =
{
1 + (Het)
>(y+ − yt), if yt 6= xk,
1− (He)>(y+ − xk), if yt = xk.
(4.7)
Now, we consider the ‘stable update’ measure. We will update the point yt to y+, which
will give us a new matrix Wnew with inverse Hnew. This change induces a rank-1 update from
W to Wnew, given by
Wnew = W +
{
et(y
+ − yt)>, if yt 6= xk,
e(xk − y+)>, if yt = xk.
(4.8)
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By the Sherman-Morrison formula, this induces a rank-1 update from H to Hnew, given by
Hnew = H − 1
σt
{
Het(y
+ − yt)>H, if yt 6= xk,
He(xk − y+)>H, if yt = xk.
(4.9)
For a general rank-1 update Wnew = W + uv>, the denominator is σ = 1 + v>W−1u, and so
here we have
σt =
{
1 + (y+ − yt)>Het, if yt 6= xk,
1 + (xk − y+)>He, if yt = xk,
(4.10)
and hence σt = Λt(y+), as expected.
4.3 Termination Criteria
The specification in Algorithm 1 does not include any termination criteria. In the implementation
of DFO-GN, we use the same termination criteria as DFBOLS [34], namely terminating whenever
any of the following are satisfied:
• Small objective value: since f ≥ 0 for least-squares problems, we terminate when
f(xk) ≤ max{10−12, 10−20f(x0)}. (4.11)
For nonzero residual problems (i.e. where f(x∗) > 0 at the true minimum x∗), it is unlikely
that termination will occur by this criterion;
• Small trust region: ρk, which converges to zero as k →∞ from Lemma 3.11, falls below a
user-specified threshold; and
• Computational budget: a (user-specified) maximum number of evaluations of r is reached.
4.4 Other Implementation Differences
Addition of bound constraints This is allowed in the implementation of DFO-GN as it is
important to practical applications. That is, we solve (2.1) subject to a ≤ x ≤ b for given bounds
a,b ∈ Rn. This requires no change to the logic as specified in Algorithm 1, but does require
the addition of the same bound constraints in the algorithms for the trust region subproblem
(2.6) and calculating geometry-improving steps (4.1). For the trust-region subproblem, we use
the routine from DFBOLS, which is itself a slight modification of the routine from BOBYQA
(which was specifically designed to produce feasible iterates in the presence of bound constraints).
Calculating geometry-improving steps (4.1) is easier, since the Lagrange polynomials are linear
rather than quadratic. That is, we need to maximize a linear objective subject to Euclidean ball
and bound constraints In this case, we use our own routine, given in Appendix C, which handles
the bound constraints via an active set method.
Internal representation of interpolation points In the interpolation system (2.4), we are
required to calculate the vectors yt − xk. As the algorithm progresses, we expect ‖yt − xk‖ =
O(∆k) → 0 as k → ∞, and hence the evaluation yt − xk to be sensitive to rounding errors,
especially if ‖xk‖ is large. To reduce the impact of this, internally the points are stored with
respect to a ‘base point’ xb, which is periodically updated to remain ‘close’ to the points in Yk.
That is, we actually maintain the set Yk = xb + {(y0 − xb), . . . , (yn − xb)}. This means that in
(2.4) we are computing ‖(yt−xb)− (xk−xb)‖, where ‖yt−xb‖ and ‖xk−xb‖ are much smaller
than ‖yt‖ and ‖xk‖, so the calculation is less sensitive to cancellation.
Once we have determined Jk by solving (2.4), the model mk (2.1) is internally represented
as
r(y) ≈ m˜k(y − xb) := ck + Jk(y − xb), (4.12)
where ck = r(xk) − Jk(xk − xb), to ensure that m˜k(xk − xb) = r(xk). Note that we take the
argument of m˜k to be y − xb, rather than y − xk as in (2.1).
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When we update xb, say to xb + ∆b, we rewrite m˜k as
m˜k(y − xb) = [ck + Jk∆b] + Jk(y − xb −∆b), (4.13)
and so we update xb ← xb + ∆b and ck ← ck + Jk∆b. Lastly, the interpolation points have
their representation changed to Yk ← (xb + ∆b) + {(y0 − xb −∆b), . . . , (yn − xb −∆b)}.
Other differences The following changes, which are from BOBYQA, are present in the im-
plementation of DFO-GN:
• We accept any step (i.e. set xk+1 = xk + sk) where we see an objective reduction — that
is, when rk > 0. In fact, we always update xk to be the best value found so far, even if
that point came from a geometry-improving phase rather than a trust region step;
• The reduction of ρk in an unsuccessful step (line 22) only occurs when rk < 0;
• Since we update the model on every iteration, we only reduce ρk after 3 consecutive
unsuccessful iterations; i.e. we only reduce ρk when ∆k is small and after the model has
been updated several times (reducing the likelihood of the unsuccessful steps being from a
bad interpolating set);
• The method for reducing ρk is usually given by ρk+1 = α1ρk, but it changed when ρk
approaches ρend:
ρk+1 =

α1ρk, if ρk > 250ρend,√
ρkρend, if 16ρend < ρk ≤ 250ρend,
ρend, if ρk ≤ 16ρend.
(4.14)
• In some calls of the safety phase, we only reduce ρk and ∆k, without improving the
geometry of Yk.
4.5 Comparison to DFBOLS
As has been discussed at length, there are many similarities between DFO-GN and DFBOLS
from Zhang et al. [34]. Although the algorithm described in [34] allows Gauss-Newton type
models in principle, in practice DFO-GN is simpler in several respects:
• The use of linear models for each residual (2.1) means we require only n+ 1 interpolation
points. In DFBOLS, quadratic models for each ri are used, which requires between n+ 2
and (n + 1)(n + 2)/2 points, where the remaining degrees of freedom are taken up by
minimizing the change in the model Hessian. This results in both a more complicated
interpolation problem compared to our system (2.4), and a larger startup cost (where an
initial Y0 of the correct size is constructed, and r evaluated at each of these points);
• As a result of using linear models, there is no ambiguity in how to construct the full model
mk (2.5). In DFBOLS, simply taking a sum of squares of each residual’s model gives a
quartic. The authors drop the cubic and quartic terms, and choose the quadratic term
from one of three possibilities, depending on the sizes of ‖gk‖ and f(xk). This requires the
introduction of three new algorithm parameters, each of which may require calibration.
• DFO-GN’s method for choosing a point to replace when doing model updating, as discussed
in Section 4.2, yields a unification of the geometric (‘optimal Λ-poisedness’) and algebraic
(‘stable update’) perspectives on this update. In DFBOLS, the connection exists but is
less direct, as it uses the same method as BOBYQA (4.3) with σt ≥ Λt(y+)2. As discussed
in [27], this bound may sometimes be violated as a result of rounding errors, and thus
requires an extra geometry-improving routine to ‘rescue’ the algorithm from this problem.
DFO-GN does not need or have this routine.
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The first of these points also applies to Wild’s POUNDERS [30], which builds quadratic models
for each residual, and constructs a model for the full objective which is equivalent to a full
Newton model (i.e. taking all available second-order information).
It is also important to note that neither [34] nor [30] test the use of DFO-GN type linear
models for each residual in practice.
5 Numerical Results
Now we compare the practical performance of DFO-GN to two versions of DFBOLS [34], and
show that DFO-GN has comparable budget performance and significantly faster runtime. The
two versions of DFBOLS are the original Fortran implementation from [34], and the other is
our own Python implementation (which we will call ‘Py-DFBOLS’), designed to be as similar
as possible to the implementation of DFO-GN. Both DFO-GN and Py-DFBOLS use Python
3.5.28. We also compare with the general-objective solver BOBYQA [27] and POUNDERS [30],
another least-squares DFO code which uses quadratic interpolation models for each residual.
The parameter values used for DFO-GN are: ∆max = 1010, γdec = 0.5, γinc = 2, γinc = 4,
η1 = 0.1, η2 = 0.7, α1 = 0.1, α2 = 0.5, ωS = 0.1 and γS = 0.5. For all solvers, we use an initial
trust region radius of ρ0 = ∆0 = 0.1 max(‖x‖∞, 1) and final trust region radius ρend = 10−10
where possible9, to avoid this being the termination condition as often as possible.
We tested BOBYQA and (Py-)DFBOLS with n+2, 2n+1 and (n+1)(n+2)/2 interpolation
points. In the results which follow, for simplicity we show the n+2 and 2n+1 cases for DFBOLS
and the (n+1)(n+2)/2 case for Py-DFBOLS. These were chosen because Py-DFBOLS performs
very similarly to DFBOLS in the case of n+ 2 and 2n+ 1 points, and outperforms DFBOLS in
the (n+ 1)(n+ 2)/2 case. Similarly, we show the best-performing 2n+ 1 and (n+ 1)(n+ 2)/2
cases for BOBYQA.
5.1 Test Problems and Methodology
We tested the solvers on the test suite from Moré and Wild [18], a collection of 53 unconstrained
nonlinear least-squares problems with dimension 2 ≤ n ≤ 12 and 2 ≤ m ≤ 65. For each problem,
we optionally allowed evaluations of the residuals ri to have stochastic noise. Specifically, we
allowed the following noise models:
• Smooth (noiseless) function evaluations;
• Multiplicative unbiased Gaussian noise: we evaluate r˜i(x) = ri(x)(1 + ), where  ∼
N(0, σ2) i.i.d. for each i and x;
• Additive unbiased Gaussian noise: we evaluate r˜i(x) = ri(x) + , where  ∼ N(0, σ2)
i.i.d. for each i and x; and
• Additive χ2 noise: we evaluate r˜i(x) =
√
ri(x)2 + 2, where  ∼ N(0, σ2) i.i.d. for each i
and x.
To compare solvers, we use data and performance profiles [18]. First, for each solver S, each
problem p and for an accuracy level τ ∈ (0, 1), we determine the number of function evaluations
Np(S; τ) required for a problem to be ‘solved’:
Np(S; τ) := # objective evals required to get f(xk) ≤ E[f∗ + τ(f(x0)− f∗)], (5.1)
where f∗ is an estimate of the true minimum10 f(x∗). A full list of the values used is provided in
Appendix D. We define Np(S; τ) = ∞ if this was not achieved in the maximum computational
budget allowed.
8With NumPy 1.12.1. Linear solves use LAPACK’s LU decomposition routines, wrapped by SciPy 0.19.0.
9POUNDERS does not have this as a user input. Instead we set all gradient tolerances to zero.
10Note that in [18], and subsequent other papers such as [34], the value f∗ is usually taken to be the smallest
objective value achieved by any of the solvers under consideration within a fixed budget. The main motivation
in [18] for this choice is for when f is expensive, and so we have small computational budgets and it is possible
that no solver converges. In our setting, this is not the case, so we use our (stronger) choice of f∗, which comes
from [17] or the results of running these and other (derivative-based) solvers.
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Figure 1. Performance profile comparison of DFO-GN with BOBYQA, DFBOLS and POUNDERS for
low accuracy τ = 10−1. For the BOBYQA and DFBOLS runs, n+2, 2n+1 and O(n2) = (n+1)(n+2)/2
are the number of interpolation points. For Figure 1b, results shown are an average of 10 runs for each
solver.
We can then compare solvers by looking at the proportion of test problems solved for a given
computational budget. For data profiles, we normalize the computational effort by problem
dimension, and plot (for solver S, accuracy level τ ∈ (0, 1) and problem suite P)
dS,τ (α) :=
|{p ∈ P : Np(S; τ) ≤ α(np + 1)}|
|P| , for α ∈ [0, Ng], (5.2)
where Ng is the maximum computational budget, measured in simplex gradients (i.e. Ng(np+1)
objective evaluations are allowed for problem p).
For performance profiles, we normalize the computational effort by the minimum effort needed
by any solver (i.e. by problem difficulty). That is, we plot
piS,τ (α) :=
|{p ∈ P : Np(S; τ) ≤ αN∗p (τ)}|
|P| , for α ≥ 1, (5.3)
where N∗p (τ) := minS Np(S; τ) is the minimum budget required by any solver.
For test runs where we added stochastic noise, we took average data and performance profiles
over multiple runs of each solver; that is, for each α we take an average of dS,τ (α) and piS,τ (α).
When plotting performance profiles, we took N∗p (τ) to be the minimum budget required by any
solver in any run.
5.2 Test Results
For our testing, we used a budget of Ng = 200 gradients (i.e. 200(n + 1) objective evaluations)
for each problem, noise level σ = 10−2, and took 10 runs of each solver11. Most results use an
accuracy level of τ = 10−5 in (5.1).
Firstly, Figure 1 shows two performance profiles under the low accuracy requirement τ =
10−1. Here we see an important benefit of DFO-GN compared to BOBYQA, DFBOLS and
POUNDERS — the smaller interpolation set means that it can begin the main iteration and
make progress sooner. This is reflected in Figure 1, where DFO-GN is the fastest solver more
frequently than any other, both with smooth and noisy objective evaluations. We also note that
POUNDERS is the faster solver more frequently than DFBOLS at this accuracy level. However,
after the full budget of 200 gradients, POUNDERS is unable to solve a high proportion of
problems to this accuracy — this holds both here and for the remainder of the results. We
believe this is because it uses a built-in termination condition for sufficiently small trust region
11Scheduled using [29].
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Figure 2. Comparison of DFO-GN with BOBYQA, DFBOLS and POUNDERS for smooth objectives,
to accuracy τ = 10−5. For the BOBYQA and DFBOLS runs, n+2, 2n+1 and O(n2) = (n+1)(n+2)/2
are the number of interpolation points.
radius, which is set too high to achieve (5.1) for many problems. In line with the results from
[34], BOBYQA does not perform as well as DFBOLS or DFO-GN, as it does not exploit the
least-squares problem structure.
Next, Figure 2 shows results for accuracy τ = 10−5 and smooth objective evaluations. It is
important to note is that our simplification from quadratic to linear residual models has not led
to a loss of performance at obtaining high accuracy solutions, and produces essentially identical
long-budget performance. At this level, the advantage from the smaller startup cost is no longer
seen, but particularly in the performance profiles, we can still see the substantially higher startup
cost of using (n+ 1)(n+ 2)/2 interpolation points.
Similarly, Figure 3 shows the same plots but for noisy problems (multiplicative Gaussian,
additive Gaussian and additive χ2 respectively). Here, DFO-GN suffers a small performance
penalty (of approximately 5-10%) compared to DFBOLS, particularly when using 2n+1 and (n+
1)(n+ 2)/2 interpolation points, suggesting that the extra curvature and evaluation information
in DFBOLS has some benefit for noisy problems. Also, the performance penalty is larger in
the case of additive noise than multiplicative (approximately 10% vs. 5%). Note that additive
noise makes all our test problems nonzero residual (i.e. f(x∗) > 0 for the true minimum x∗).
Thus the worse performance of DFO-GN compared to DFBOLS for additive noise is similar to
the derivative-based case, where for nonzero residual problems the Gauss-Newton method has a
lower asymptotic convergence rate than Newton’s method [19].
Also of note is that although BOBYQA suffers a substantial performance penalty when
moving from smooth to noisy problems, this penalty (compared to DFO-GN and DFBOLS) is
much less for additive χ2 noise. This is likely because this noise model makes each residual
function nonsmooth by taking square roots, but the change to the full objective is relatively
benign — simply adding χ2 random variables.
Nonzero Residual Problems We saw above that DFO-GN suffered a higher — but still
small — loss of performance, compared to DFBOLS, for problems with additive noise, where all
problems become nonzero residual. We investigate this further by extracting the performance
of the nonzero residual problems only from the test set results we already presented; Figure 4
shows the resulting performance profiles for accuracy τ = 10−5, for smooth objectives and
multiplicative Gaussian noise (σ = 10−2). We notice that in the smooth case, DFBOLS with
2n+ 1 points is now the fastest solver on 30% of problems versus 20% for DFO-GN, compared
to looking at all problems (seen in Figure 2b); but DFO-GN is comparably robust and we do
not see the same loss of performance as in the additive noise case. In the case of multiplicative
Gaussian noise, DFO-GN, and in fact (Py-)DFBOLS, see a loss of performance compared to
looking at all problems; also, the difference between DFO-GN and DFBOLS with increasing
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Figure 3. Comparison of DFO-GN with BOBYQA, DFBOLS and POUNDERS for objectives with
multiplicative Gaussian, additive Gaussian and additive χ2 noise with σ = 10−2, to accuracy τ = 10−5
(average of 10 runs for each solver). For the BOBYQA and DFBOLS runs, n+ 2, 2n+ 1 and O(n2) =
(n+ 1)(n+ 2)/2 are the number of interpolation points.
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(b) Mult. Gaussian noise σ = 10−2
Figure 4. Performance profile comparison of DFO-GN with BOBYQA, DFBOLS and POUNDERS for
nonzero residual problems only, to accuracy τ = 10−5. For the BOBYQA and DFBOLS runs, n + 2,
2n + 1 and O(n2) = (n + 1)(n + 2)/2 are the number of interpolation points. For Figure 4b, results
shown are an average of 10 runs for each solver.
numbers of interpolation points is slightly more clear for nonzero residual problems (8% vs. 5%
for all problems).
Conclusions to evaluation comparisons The numerical results in this section show that
DFO-GN performs comparably to DFBOLS in terms of evaluation counts, and outperforms
BOBYQA and POUNDERS, in both smooth and noisy settings, and for low and high accuracy.
DFO-GN exhibits a slight performance loss compared to DFBOLS for additive noisy problems
and for noisy non-zero residual problems. We note that we also tested other noise models — such
as multiplicative uniform noise and also biased variants of the Gaussian noise; all these performed
either better (such as in the case of uniform noise) or essentially indistinguishable to the results
already presented above. We also tried other noise variance levels, smaller than σ = 10−2, for
which the performance of both DFO-GN and DFBOLS solvers vary similarly/comparably. We
may explain the similar performance of DFO-GN to DFBOLS, despite the higher order models
used by the latter, as being due to the general effectiveness of Gauss-Newton-like frameworks
for nonlinear least-squares, especially for zero-residual problems; and furthermore, by the usual
remit of DFO algorithms in which the asymptotic regimes are not or cannot really be observed
or targeted by the accuracy at which the problems are solved.
Though an accuracy level τ = 10−5 is common and considered reasonably high in DFO, to
ensure that our results are robust, we also performed the same tests for higher accuracy levels
τ ∈ {10−7, 10−9, 10−11}. The resulting profiles are given in Appendix F. For smooth problems,
DFO-GN is still able to solve essentially the same proportion of problems as (Py-)DFBOLS.
For noisy problems, the results are more mixed: on average, DFO-GN does slightly worse for
Gaussian noise, but slightly better for χ2 noise. These results are the same when looking at all
problems, or just nonzero residual problems. This reinforces our previous conclusions, and gives
us confidence that a Gauss-Newton framework for DFO is a suitable choice, and is robust to the
level of accuracy required for a given problem.
5.3 Runtime Comparison
The use of linear models in DFO-GN also leads to reduced linear algebra cost. The interpolation
system for DFO-GN (2.4) is of size n. By comparison, for underdetermined quadratic interpola-
tion, such as in (Py-)DFBOLS, the interpolation system has size p+n+1 when we have p ≥ n+2
interpolation points. Hence the DFBOLS system is at least twice the size of the DFO-GN sys-
tem, so we would expect the computational cost of solving this system to be at least 8 times
larger than for DFO-GN. To verify this, in this section we compare the runtime of DFO-GN
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Solver Smooth Mult. Gaussian Add. Gaussian Add. χ2
DFO-GN 51s [1x] 8s [1x] 8s [1x] 11s [1x]
Py-DFBOLS n+ 2 426s [8.4x] 67s [8.5x] 59s [7.6x] 94s [8.8x]
Py-DFBOLS 2n+ 1 600s [11.8x] 192s [24.3x] 174s [22.4x] 219s [20.4x]
Py-DFBOLS O(n2) 2157s [42.3x] 3052s [386.5x] 2930s [377.4x] 3563s [331.1x]
Table 1. Runtimes for DFO-GN and Py-DFBOLS. Noisy results are an average of 10 runs with σ = 10−2,
and all runs used a budget of 200(n + 1) objective evaluations. Values are raw (in seconds) and ratio
compared to the DFO-GN runtime. For Py-DFBOLS, O(n2) = (n+ 1)(n+ 2)/2 interpolation points.
with Py-DFBOLS. The other solvers are implemented in lower-level languages (Fortran and C),
and so a runtime comparison against DFO-GN does not provide a fair comparison.
The wall time required by each solver to run the above testing (with a budget of 200(n+ 1)
objective evaluations) on a Lenovo ThinkCentre M900 (with one 64-bit Intel i5 processor, 8GB
of RAM), is shown in Table 1 for both smooth and noisy evaluations. We find that DFO-GN
is 7-9x faster than Py-DFBOLS with n+ 2 points, 11-25x faster than Py-DFBOLS with 2n+ 1
points, and 42-387x faster than Py-DFBOLS with (n + 1)(n + 2)/2 points. In all cases, this is
a substantial improvement, particularly given the small difference in performance (measured in
function evaluations) between DFO-GN and (Py-)DFBOLS described in Section 5.2.
We note that these runtimes include objective evaluations. However, all solvers used the same
Python implementation of the objective functions and the same total budget, so the inclusion
of objective evaluations in the runtime will not materially affect the results.
5.4 Scalability Features
We saw in Section 5.3 that DFO-GN runs faster due to the lower cost of solving the interpolation
linear system. Another important benefit is that storing the interpolation models for each
residual requires only O(mn) memory, rather than O(mn2) for quadratic models. These two
observations together suggest that DFO-GN should scale to large problems better than DFBOLS
— in this section we demonstrate this. We consider Problem 29 from Moré, Garbow & Hillstrom
[17] (which is Problem 33 (integreq) in the CUTEst set in Table 3). This is a zero-residual
least-squares problem with m = n variable for solving a one-dimensional integral equation,
using an n-point discretization of (0, 1). Both DFO-GN and DFBOLS12 solve this problem —
terminating on small objective value f(x) ≤ 10−12 — quickly, in no more than 20 iterations,
regardless of n.
In Figure 5 we compare the runtime and peak memory usage of DFBOLS and DFO-GN as
n increases. Note that we are comparing DFO-GN (implemented in Python) against DFBOLS
(implemented in Fortran) rather than Py-DFBOLS (as used in Section 5.3), to put ourselves at a
substantial disadvantage. We see that for small n, DFBOLS has significantly lower runtime and
memory requirements than DFO-GN (which is unsurprising, since it is implemented in Fortran
rather than Python). However, as expected, both the runtime and memory usage increases
much faster for DFBOLS than for DFO-GN as n is increased. In fact, for n > 500, DFO-GN
actually runs faster than DFBOLS. For n > 1200, DFBOLS exceeds the memory capacity of the
system. At this point, it has to store data on disk, and as a result the runtime increases very
quickly. DFO-GN does not suffer from this issue, and can continue solving problems quickly for
substantially larger n. For instance, DFO-GN solves the n = 2500 problem over 2.5 times faster
than DFBOLS solves the much smaller n = 1400 problem.
Similarly to before, it is important to gain an understanding of whether this improved scalab-
ility comes at the cost of performance. To assess this, we consider a set of 60 medium-sized
problems (25 ≤ n ≤ 120 and 25 ≤ m ≤ 400, with n ≈ 100 for most problems) from the CUTEst
test set [11]. The full list of problems is given in Appendix E. For these problems, we compare
DFO-GN with DFBOLS using a smaller budget of 50(n + 1) evaluations, commensurate with
the greater cost of objective evaluation. Given this small budget, we only test DFBOLS with
12We used |Yk| = n+ 2 for DFBOLS, as it has the smallest memory usage and runtime of all possible values.
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Figure 5. Comparison of runtime and peak memory usage of DFBOLS (original Fortran implementation
with n+ 2 interpolation points) and DFO-GN for solving the discretized integral equation, as problem
dimension n increases. The largest values tested were n = 1400 for DFBOLS and n = 2500 for DFO-GN.
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Figure 6. Comparison of DFO-GN with DFBOLS for smooth objectives from the set of medium-sized
CUTEst problems, to accuracy τ = 10−5. For the DFBOLS runs, n + 2, 2n + 1 are the number of
interpolation points.
n + 2 and 2n + 1 interpolation points; using (n + 1)(n + 2)/2 interpolation points would mean
in most cases the full budget is entirely used building the initial sample set.
In Figure 6, we show data and performance profiles for accuracy τ = 10−5. As before, we see
that DFO-GN has very similar performance to DFBOLS, and although we have gained improved
scalability, we have not lost in terms of performance on medium-sized test problems.
6 Concluding Remarks
It is well-known that, for nonlinear least-squares problems, using only linear models for each
residual is sufficient to approximate the objective well, especially for zero-residual problems.
This forms the basis of the derivative-based Gauss-Newton and Levenberg-Marquardt methods,
and has motivated our derivative-free, model-based trust-region variant here, called DFO-GN.
In [34, 30], quadratic local models are constructed by interpolation for each residual, and
these are aggregated to produce a quadratic model for the objective. By contrast, in DFO-GN
we build linear models for each residual, which retains first-order convergence and worst-case
complexity, and reduces both the computational cost of solving the interpolation problem (lead-
ing to a runtime reduction of at least a factor of 7) and the memory cost of storing the models
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(from O(mn2) to O(mn)). These savings result in a substantially faster runtime and improved
scalability of DFO-GN compared to DFBOLS, the implementation from [34]. Furthermore, the
simpler local models do not adversely affect the algorithm’s performance numerically, in terms
of evaluation counts: DFO-GN performs as well as DFBOLS and better than POUNDERS, the
implementation from [30], on smooth test problems from the Moré & Wild and CUTEst collec-
tions. When the objective has noise, DFO-GN suffers a small performance penalty compared
to DFBOLS (but not to POUNDERS), which is larger for additive than multiplicative noise as
all problems become nonzero residual. Nonetheless, this, together with the substantial improve-
ments in runtime and scalability, make DFO-GN an appealing choice for both zero and nonzero
residuals, and in the presence of noise. We delegate to future work showing local quadratic
rate of convergence for DFO-GN when applied to nondegenerate zero-residual problems, and
generally improving the performance of DFO methods in the presence of noise.
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A Proof of Lemma 3.4
This proof is similar to [34, Lemma 4.3] and [7, Theorems 2.11 and 2.12]. Define B := B(xk,∆k)
for convenience. We recall the standard bound [19, Appendix A]
‖r(y)− r(xk)− J(xk)(y − xk)‖ ≤ 1
2
LJ‖y − xk‖2. (A.1)
From the interpolation conditions (2.3), we have
Jk(yt − xk) = r(yt)− r(xk), for t = 1, . . . , n. (A.2)
Using (A.1), we compute for any t = 1, . . . , n,
‖[Jk − J(xk)](yt − xk)/∆k‖ = ∆−1k ‖r(yt)− r(xk)− J(xk)(yt − xk)‖ ≤
1
2
LJ∆k. (A.3)
Let Wˆk be the interpolation matrix of the system (2.4) scaled by ∆−1k . Considering the matrix
[Jk − J(xk)]Wˆ>k , with columns [Jk − J(xk)](yt − xk)/∆k, we have
‖[Jk − J(xk)]Wˆ>k ‖2 ≤ ‖[Jk − J(xk)]Wˆ>k ‖2F =
n∑
t=1
‖[Jk − J(xk)](yt − xk)/∆k‖2, (A.4)
and so using the identity ‖Wˆ−1k ‖ = ‖Wˆ−>k ‖, we get
‖Jk − J(xk)‖ ≤ ‖[Jk − J(xk)]Wˆ>k ‖ · ‖Wˆ−>k ‖ ≤
1
2
LJ
√
n‖Wˆ−1k ‖∆k. (A.5)
Thus we conclude that for any y ∈ B
‖Jk − J(y)‖ ≤ ‖Jk − J(xk)‖+ ‖J(y)− J(xk)‖ ≤ LJ
(
1 +
1
2
√
n‖Wˆ−1k ‖
)
∆k. (A.6)
Since Yk is Λ-poised in B, we have ‖Wˆ−1k ‖ = O(Λ) from [7, Theorem 3.14]. Thus (2.14) holds
with κreg := LJ
(
1 + 12
√
nC
)
, where C = O(Λ). Next, we prove (2.13) by computing
‖mk(y − xk)− r(y)‖ = ‖r(y)− r(xk)− Jk(y − xk)‖, (A.7)
≤ ‖r(y)− r(xk)− J(xk)(y − xk)‖+ ‖J(xk)− Jk‖ · ‖y − xk‖, (A.8)
≤
(
LJ
2
+ κreg
)
∆2k, (A.9)
where we use (2.14) and (A.1). Hence we have (2.13) with κref = κ
r
eg + LJ/2, as required.
Since mk is fully linear, we also get from (2.14) the bound
‖Jk‖ ≤ ‖J(xk)− Jk‖+ ‖J(xk)‖ ≤ κreg∆max + Jmax, (A.10)
so ‖Jk‖ is uniformly bounded for all k. Since Hk = J>k Jk, this means that ‖Hk‖ = ‖Jk‖2 is
uniformly bounded for all k.
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To prove full linearity of mk, we first compute
‖∇mk(y − xk)−∇f(y)‖ = ‖∇f(y)− J>k r(xk)− J>k Jk(y − xk)‖, (A.11)
≤ ‖∇f(y)−∇f(xk)‖+ ‖(J(xk)− Jk)>r(xk)‖
+ ‖J>k Jk‖ · ‖y − xk‖, (A.12)
≤ L∇f∆k + κregrmax∆k +
(
κreg∆max + Jmax
)2
∆k, (A.13)
recovering (2.12) with κeg = L∇f + κregrmax + (κreg∆max + Jmax)2, as required.
Lastly, to show (2.11), we recall the scalar version of (A.1)
|f(y)− f(xk)−∇f(xk)>(y − xk)| ≤ 1
2
L∇f‖y − xk‖2. (A.14)
We use this and (2.12) to compute
|mk(y − xk)− f(y)| =
∣∣∣∣f(y)− f(xk)− g>k (y − xk)− 12(y − xk)>Hk(y − xk)
∣∣∣∣ , (A.15)
≤ ∣∣f(y)− f(xk)−∇f(xk)>(y − xk)∣∣
+
∥∥∥∥∇f(xk)− gk − 12Hk(y − xk)
∥∥∥∥ · ‖y − xk‖, (A.16)
≤ 1
2
L∇f∆2k +
[
‖∇f(xk)−∇mk(y − xk)‖+ 1
2
‖Hk‖ · ‖y − xk‖
]
·∆k,
(A.17)
≤ 1
2
L∇f∆2k +
[
κeg∆k +
1
2
(κreg∆max + Jmax)
2∆k
]
∆k, (A.18)
and so we have (2.11) with κef = κeg + L∇f/2 + (κreg∆max + Jmax)2/2.
B Geometry Improvement in Criticality Phase
Here, we describe the geometry-improvement step performed in the criticality phase of Al-
gorithm 1, and prove its convergence. The proof of Lemma B.1 can be derived from the proof
of [7, Lemma 10.5].
Algorithm 2 Geometry-Improvement for Criticality Phase
Input: Iterate xk, initial set Yk and trust region radius ∆initk .
Parameters are µ > 0, ωC ∈ (0, 1) and poisedness constant Λ > 0.
1: Set Y (0)k = Yk.
2: for i = 1, 2, . . . do
3: Form Y (i)k by modifying Y
(i−1)
k until it is Λ-poised in B(xk, ω
i−1
C ∆
init
k ).
4: Solve the interpolation system for Y (i)k and form m
(i)
k (2.5).
5: if ωi−1C ∆
init
k ≤ µ‖g(i)k ‖ then
6: return Y (i)k , m
(i)
k , ∆k ← ωi−1C ∆initk .
7: end if
8: end for
We recall from Lemma 3.4 that if Y (i)k is Λ-poised in B(xk, ω
i−1
C ∆
init
k ), then m
(i)
k is fully
linear in the sense of Definition 2.3, with associated constants κef and κeg in (2.11) and (2.12)
respectively given by (3.7).
Lemma B.1. Suppose ‖∇f(xk)‖ ≥  > 0. Then for any µ > 0 and ωC ∈ (0, 1), Algorithm 2
terminates in finite time with Yk Λ-poised in B(xk,∆k) and ∆k ≤ µ‖gk‖ for any µ > 0 and
ωC ∈ (0, 1). We also have the bound
min
(
∆initk ,
ωC
κeg + 1/µ
)
≤ ∆k ≤ ∆initk . (B.1)
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Proof. First, suppose Algorithm 2 terminates on the first iteration. Then ∆k = ∆initk , and the
result holds.
Otherwise, consider some iteration i where Algorithm 2 does not terminate; that is, where
ωi−1C ∆
init
k > µ‖g(i)k ‖. Then since m(i)k is fully linear in B(xk, ωi−1C ∆initk ), we have
 ≤ ‖∇f(xk)‖ ≤ ‖∇f(xk)− g(i)k ‖+ ‖g(i)k ‖ ≤
(
κeg +
1
µ
)
ωi−1C ∆
init
k , (B.2)
or equivalently
ωi−1C ≥

(κeg + 1/µ)∆initk
. (B.3)
That is, if termination does not occur on iteration i, we must have
i ≤ 1 + 1| logωC | log
(
(κeg + 1/µ)∆
init
k

)
, (B.4)
so Algorithm 2 terminates in finite time. We also have
ωi−1C ∆
init
k ≥

κeg + 1/µ
, (B.5)
from which (B.1) follows.
C Calculating Geometry-Improving Steps
Here, we provide Algorithm 3, a method for solving one subproblem for calculating a geometry-
improving step (4.1) subject to bound constraints. That is, we solve the problem
y+ := arg max
y∈B(xk,∆k)
g>y subject to a ≤ y ≤ b. (C.1)
Algorithm 3 Solve geometry-improving subproblem (C.1).
1: Initialize y0 := xk, step direction s0 = −g and inactive set for bounds I = {1, . . . , n}.
2: for j = 0, 1, 2, . . . , n− 1 do
3: if ‖sj‖ = 0 then
4: return yj .
5: end if
6: Find tentative step length αj ≥ 0 by finding the largest solution to ‖yj + αjsj‖2 = ∆2k.
7: if a ≤ yj + αjsj ≤ b then
8: return yj+1 = yj + αjsj .
9: else
10: Let i ∈ I be any index such that yj,i + αjsj,i /∈ [ai, bi].
11: Let βj ≤ αj be the largest value such that yj,i + βjsj,i ∈ [ai, bi]
12: Set yj+1 = yj + βjsj and remove i from I.
13: Set sj+1 = sj , except for setting sj+1,i = 0.
14: end if
15: end for
16: return yn.
Lemma C.1. Suppose a ≤ xk ≤ b and a < b. Then Algorithm 3 returns a minimizer of (C.1).
Proof. Without loss of generality, we may assume that xk = 0, as otherwise we can simply shift
a → a − xk, and similarly for b. Since (C.1) is convex, so it suffices to show convergence to a
KKT point.
Suppose y is a KKT point where yi ∈ {ai, bi} for some i ∈ {1, . . . , n}. If yi = ai, then if we
took y˜ = y except for y˜i = bi, then
g>y˜ = g>y + gi(bi − ai) ≥ g>y, (C.2)
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since y is a global minimizer. Since bi − ai > 0 by assumption, we must have gi ≥ 0. Similarly,
if yi = bi is to hold at a KKT point, we require gi ≤ 0.
If gi = 0, any value yi ∈ [ai, bi] gives the same objective value, so we can take yi = 0.
Given this, which Algorithm 3 provides, the KKT conditions reduce to: there exist µ and λi for
i = 1, . . . , n such that (for all i = 1, . . . , n, where relevant)
µ ≥ 0, ‖y‖2 ≤ ∆2, (C.3a)
λi ≥ 0, ai ≤ yi ≤ bi, (C.3b)
0 = µ(∆2 − ‖y‖2), (C.3c)
0 =
{
λi(bi − xi), gi > 0,
λi(xi − ai), gi < 0,
(C.3d)
g = −µy +
n∑
i=1
λi
{
ei, gi > 0,
−ei, gi < 0.
(C.3e)
Since yi = 0 whenever gi = 0, and we always write g as a sum of ±ei, we only need to check
µ ≥ 0 and λi ≥ 0. For convenience, let γj :=
∑j
l=0 βl.
Consider the start of some iteration j, where currently yj,i = −γj−1gi for all i ∈ I. The
equation for αj is then ∑
i/∈I
y2j,i +
∑
i∈I
[(−γj−1 − αj)gi]2 = ∆2, (C.4)
for which the largest solution is
αj = −γj−1 +
√
∆2 −∑i/∈I y2j,i∑
i∈I g
2
i
. (C.5)
Hence yj,i = −α˜jgi for all i ∈ I, where α˜j := αj + γj−1 ≥ 0.
If Algorithm 3 terminates at line 8 for this iteration j, then we have µ = 1/α˜j > 0, and
yi ∈ {ai, bi} for all i /∈ I. Thus the i-th component of (C.3e) is satisfied for all i ∈ I with λi = 0.
Now consider i /∈ I, and suppose gi > 0. Then at some iteration l < j, we had−α˜lgi < ai ≤ 0,
and set yl+1,i = ai, by choosing βl so that −γlgi = ai. Thus, we have γl ≥ 0. Similarly, if gi < 0,
we had −α˜lgi > bi ≥ 0, and needed βl so that −γlgi = bi ≥ 0, so we also need γl ≥ 0 for this l.
Thus 0 ≤ γj ≤ α˜j for all j.
For termination at line 8 of Algorithm 3 and for (C.3e) to hold with λi ≥ 0, we need
−α˜jgi ≤ ai or −α˜jgi ≥ bi, depending on the sign of gi. Equivalently, we need α˜j ≥ γl for all
l < j. Since γl ≤ α˜l, it suffices to show that α˜j−1 ≤ α˜j for all j.
To show this, let y˜j−2 be the vector with the fixed components of yj−2 (i.e. those i /∈ I
at iteration j − 2), and zeros otherwise. Then if i is the index removed from I at the end of
iteration j − 1, the equation for α˜j−1 is
‖yj−1 + αj−1sj−1‖2 = ∆2, (C.6)
‖y˜j−2‖2 + α˜2j−1g2i + α˜2j−1‖sj‖2 = ∆2. (C.7)
Similarly, the equation for α˜j is
‖y˜j−2‖2 + c2i + α˜2j−1‖sj‖2 = ∆2, (C.8)
where ci ∈ {ai, bi} is whichever value we fixed yj−1,i to be. Equating (C.7) and (C.8) and using
|α˜j−1gi| ≥ |ci| (from above), we get
α˜2j−1g
2
i + α˜
2
j−1‖sj‖2 = c2i + α˜2j‖sj‖2 ≤ α˜2j−1g2i + α˜2j‖sj‖2, (C.9)
and so using ‖sj‖ > 0 (from line 4 of Algorithm 3) and α˜j ≥ 0 for all j (shown above), we get
α˜j−1 ≤ α˜j . This finishes the proof for when we terminate at line 8 of Algorithm 3.
Now suppose we terminate at line 16 of Algorithm 3. Then we have fixed yi ∈ {ai, bi} for all
i (depending on the sign of gi), with ‖y‖ ≤ ∆ still valid. Hence we can have µ = 0 (satisfying
(C.3c)) and λi = |gi|, and we have a KKT point.
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D Test Problems
# Objective Function n m 2f(x0) 2f∗
1 Linear (full rank) 9 45 72 36
2 Linear (full rank) 9 45 1125 36
3 Linear (rank 1) 7 35 1.165420× 107 8.380282
4 Linear (rank 1) 7 35 1.168591× 109 8.380282
5 Linear (rank 1 with zero row & column) 7 35 4.989195× 106 9.880597
6 Linear (rank 1 with zero row & column) 7 35 5.009356× 108 9.880597
7 Rosenbrock 2 2 24.2 0
8 Rosenbrock 2 2 1.795769× 106 0
9 Helical Valley 3 3 2500 0
10 Helical Valley 3 3 10600 0
11 Powell Singular 4 4 215 0
12 Powell Singular 4 4 1.615400× 106 0
13 Freudenstein & Roth 2 2 400.5 48.98425
14 Freudenstein & Roth 2 2 1.545754× 108 48.98425
15 Bard 3 15 41.68170 8.214877× 10−3
16 Bard 3 15 1306.234 8.214877× 10−3
17 Kowalik & Osborne 4 11 5.313172× 10−3 3.075056× 10−4
18 Meyer 3 16 1.693608× 109 87.94586
19 Watson 6 31 16.43083 2.287670× 10−3
20 Watson 6 31 2.323367× 106 2.287670× 10−3
21 Watson 9 31 26.90417 1.399760× 10−6
22 Watson 9 31 8.158877× 106 1.399760× 10−6
23 Watson 12 31 73.67821 4.722381× 10−10
24 Watson 12 31 2.059384× 107 4.722381× 10−10
25 Box 3d 3 10 1031.154 0
26 Jennrich & Sampson 2 10 4171.306 124.3622
27 Brown & Dennis 4 20 7.926693× 106 8.582220× 104
28 Brown & Dennis 4 20 3.081064× 1011 8.582220× 104
29 Chebyquad 6 6 4.642817× 10−2 0
30 Chebyquad 7 7 3.377064× 10−2 0
31 Chebyquad 8 8 3.861770× 10−2 3.516874× 10−3
32 Chebyquad 9 9 2.888298× 10−2 0
33 Chebyquad 10 10 3.376327× 10−2 4.772714× 10−3
34 Chebyquad 11 11 2.674060× 10−2 2.799762× 10−3
35 Brown almost-linear 10 10 273.2480 0
36 Osborne 1 5 33 16.17411 5.464895× 10−5
37 Osborne 2 11 65 2.093420 4.013774× 10−2
38 Osborne 2 11 65 199.6847 4.013774× 10−2
39 bdqrtic 8 8 904 10.23897
40 bdqrtic 10 12 1356 18.28116
41 bdqrtic 11 14 1582 22.26059
42 bdqrtic 12 16 1808 26.27277
43 Cube 5 5 56.5 0
44 Cube 6 6 70.5625 0
45 Cube 8 8 98.6875 0
46 Mancino 5 5 2.539084× 109 0
47 Mancino 5 5 6.873795× 1012 0
48 Mancino 8 8 3.367961× 109 0
49 Mancino 10 10 3.735127× 109 0
50 Mancino 12 12 3.991072× 109 0
51 Mancino 12 12 1.130015× 1013 0
52 Heart8ls 8 8 9.385672 0
53 Heart8ls 8 8 3.365815× 1010 0
Table 2. Details of test problems from [18], including the value of f∗ used in (5.1) for each problem.
Note that, in line with the implementation of DFO-GN, we show 2f(x0) and 2f∗; i.e. excluding the 1/2
factor in (2.1).
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E Medium-Scale Test Problems
# Problem n m 2f(x0) 2f∗ Parameters
1 ARGLALE 100 400 700 300 N = 100
2 ARGLBLE 100 400 5.460944× 1014 99.62547 N = 100
3 ARGTRIG 100 100 32.99641 0 N = 100
4 ARTIF 100 100 36.59115 0 N = 100
5 ARWHDNE 100 198 495 27.66203 N = 100
6 BDVALUES 100 100 1.943417× 107 0 NDP = 102
7 BRATU2D 64 64 0.1560738 0 P = 10
8 BRATU2DT 64 64 0.4521311 1.853474× 10−5 P = 10
9 BRATU3D 27 27 4.888529 0 P = 5
10 BROWNALE 100 100 2.524757× 105 0 N = 100
11 BROYDN3D 100 100 111 0 N = 100
12 BROYDNBD 100 100 2404 0 N = 100
13 CBRATU2D 50 50 0.4822531 0 P = 7
14 CHANDHEQ* 100 100 6.923365 0 N = 100
15 CHEMRCTA* 100 100 3.0935 0 N = 50
16 CHEMRCTB* 100 100 1.446513 1.404424× 10−3 N = 100
17 CHNRSBNE 50 98 7635.84 0 N = 50
18 DRCAVTY1 100 100 0.4513889 0 M = 10
19 DRCAVTY2 100 100 0.4513889 5.449602× 10−3 M = 10
20 DRCAVTY3 100 100 0.4513889 0 M = 10
21 EIGENA* 110 110 285 0 N = 10
22 EIGENB 110 110 19 0 N = 10
23 FLOSP2HH 59 59 519 0.3333333 M = 2
24 FLOSP2HL 59 59 519 0.3333333 M = 2
25 FLOSP2HM 59 59 519 0.3333333 M = 2
26 FLOSP2TH 59 59 516 0 M = 2
27 FLOSP2TL 59 59 516 0 M = 2
28 FLOSP2TM 59 59 516 0 M = 2
29 FREURONE 100 198 9.95565× 104 1.196458× 104 N = 100
30 HATFLDG 25 25 27 0 —
31 HYDCAR20 99 99 1341.663 0 —
32 HYDCAR6 29 29 704.1073 0 —
33 INTEGREQ 100 100 0.5730503 0 N = 100
34 METHANB8 31 31 1.043105 0 —
35 METHANL8 31 31 4345.100 0 —
36 MOREBVNE 100 100 3.633100× 10−4 0 N = 100
37 MSQRTA 100 100 212.7162 0 P = 10
38 MSQRTB 100 100 205.0846 0 P = 10
39 OSCIGRNE 100 100 6.120720× 108 0 N = 100
40 PENLT1NE 100 101 1.144806× 1011 9.025000× 10−9 N = 100
41 PENLT2NE 100 200 1.591383× 106 0.9809377 N = 100
42 POWELLSE 100 100 41875 0 N = 100
43 QR3D* 40 40 1.2 0 M = 5
44 QR3DBD* 37 40 1.2 0 M = 5
45 SEMICN2U 100 100 2.025037× 104 0 (N,LN) = (100, 90)
46 SEMICON2* 100 100 2.025037× 104 0 (N,LN) = (100, 90)
47 SPMSQRT 100 164 74.33542 0 M = 34
48 VARDIMNE 100 102 1.310584× 1014 0 N = 100
49 WATSONNE 31 31 30 0 N = 31
50 YATP1SQ 120 120 2.073643× 106 0 N = 10
51 YATP2SQ 120 120 1.831687× 105 0 N = 10
52 LUKSAN11 100 198 626.0640 0 —
53 LUKSAN12 98 192 3.2160× 104 4292.197 —
54 LUKSAN13 98 224 6.4352× 104 2.518886× 104 —
55 LUKSAN14 98 224 2.6880× 104 123.9235 —
56 LUKSAN15 100 196 2.701585× 104 3.569697 —
57 LUKSAN16 100 196 1.306848× 104 3.569697 —
58 LUKSAN17 100 196 1.687370× 106 0.4931613 —
59 LUKSAN21 100 100 99.98751 0 —
60 LUKSAN22 100 198 2.487686× 104 872.9230 —
Table 3. Details of medium-scale test problems from the CUTEst test set (showing 2f(x0) and 2f∗, as
per Table 2). The set of problems are taken primarily from [12, 17, 16]. Some problems are variable-
dimensional; the relevant parameters yielding the given (n,m) are provided. Problems marked * have
box constraints. The value of n shown excludes fixed variables.
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F Numerical Results for Higher Accuracy Levels
To supplement the results provided in Section 5, we provide here a number of the same compar-
isons of solvers, but for higher accuracy levels τ ∈ {10−7, 10−9, 10−11}, compared to τ = 10−5
in the main text. For each set of plots below, the title indicates the content of the plots and the
figure in the main text with the corresponding results for τ = 10−5.
F.1 Moré & Wild test set — smooth objectives (compare to Figure 2)
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(b) Perf profile, τ = 10−7
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(c) Data profile, τ = 10−9
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(d) Perf profile, τ = 10−9
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(e) Data profile, τ = 10−11
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Figure 7. Comparison of DFO-GN with BOBYQA, DFBOLS and POUNDERS for smooth objectives,
to accuracy τ ∈ {10−7, 10−9, 10−11}. For the BOBYQA and DFBOLS runs, n+ 2, 2n+ 1 and O(n2) =
(n+ 1)(n+ 2)/2 are the number of interpolation points.
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F.2 Moré & Wild test set — noisy objectives for τ = 10−7 (compare to
Figure 3)
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(a) Mult. Gaussian, data profile
1 2 4 8 16 32
Budget / min budget of any solver
0.0
0.2
0.4
0.6
0.8
1.0
P
ro
po
rt
io
n
pr
ob
le
m
s
so
lv
ed
DFO-GN
DFBOLS n+ 2
DFBOLS 2n+ 1
Py-DFBOLS O(n2)
BOBYQA 2n+ 1
BOBYQA O(n2)
POUNDERS
(b) Mult. Gaussian, performance profile
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(e) Add. χ2, data profile
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Figure 8. Comparison of DFO-GN with BOBYQA, DFBOLS and POUNDERS for objectives with
multiplicative Gaussian, additive Gaussian and additive χ2 noise with σ = 10−2, to accuracy τ = 10−7
(average of 10 runs for each solver). For the BOBYQA and DFBOLS runs, n+ 2, 2n+ 1 and O(n2) =
(n+ 1)(n+ 2)/2 are the number of interpolation points.
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F.3 Moré & Wild test set — noisy objectives for τ = 10−9 (compare to
Figure 3)
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(b) Mult. Gaussian, performance profile
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(c) Add. Gaussian, data profile
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(e) Add. χ2, data profile
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Figure 9. Comparison of DFO-GN with BOBYQA, DFBOLS and POUNDERS for objectives with
multiplicative Gaussian, additive Gaussian and additive χ2 noise with σ = 10−2, to accuracy τ = 10−9
(average of 10 runs for each solver). For the BOBYQA and DFBOLS runs, n+ 2, 2n+ 1 and O(n2) =
(n+ 1)(n+ 2)/2 are the number of interpolation points.
37
F.4 Moré & Wild test set — noisy objectives for τ = 10−11 (compare
to Figure 3)
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(b) Mult. Gaussian, performance profile
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(c) Add. Gaussian, data profile
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(e) Add. χ2, data profile
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Figure 10. Comparison of DFO-GN with BOBYQA, DFBOLS and POUNDERS for objectives with
multiplicative Gaussian, additive Gaussian and additive χ2 noise with σ = 10−2, to accuracy τ = 10−11
(average of 10 runs for each solver). For the BOBYQA and DFBOLS runs, n+ 2, 2n+ 1 and O(n2) =
(n+ 1)(n+ 2)/2 are the number of interpolation points.
38
F.5 Moré & Wild test set — nonzero residual problems only (compare
to Figure 4)
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(a) Smooth objective, τ = 10−7
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(b) Mult. Gaussian, τ = 10−7
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(c) Smooth objective, τ = 10−9
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(d) Mult. Gaussian, τ = 10−9
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(e) Smooth objective, τ = 10−11
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(f) Mult. Gaussian, τ = 10−11
Figure 11. Performance profile comparison of DFO-GN with BOBYQA, DFBOLS and POUNDERS for
nonzero residual problems only, to accuracy τ ∈ {10−5, 10−9, 10−11}. For the BOBYQA and DFBOLS
runs, n + 2, 2n + 1 and O(n2) = (n + 1)(n + 2)/2 are the number of interpolation points. For noisy
objectives, results shown are an average of 10 runs for each solver.
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F.6 CUTEst test problems (compare to Figure 6)
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(a) Data profile, τ = 10−7
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(b) Perf profile, τ = 10−7
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(c) Data profile, τ = 10−9
1 2 4 8 16 32
Budget / min budget of any solver
0.0
0.2
0.4
0.6
0.8
1.0
P
ro
po
rt
io
n
pr
ob
le
m
s
so
lv
ed
DFO-GN
DFBOLS n+ 2
DFBOLS 2n+ 1
(d) Perf profile, τ = 10−9
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(e) Data profile, τ = 10−11
1 2 4 8 16 32
Budget / min budget of any solver
0.0
0.2
0.4
0.6
0.8
1.0
P
ro
po
rt
io
n
pr
ob
le
m
s
so
lv
ed
DFO-GN
DFBOLS n+ 2
DFBOLS 2n+ 1
(f) Perf profile, τ = 10−11
Figure 12. Comparison of DFO-GN with DFBOLS for smooth objectives from the set of medium-sized
CUTEst problems, to accuracy τ ∈ {10−7, 10−9, 10−11}. For the DFBOLS runs, n + 2, 2n + 1 are the
number of interpolation points.
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