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ABSTRACT 
When integrated into military operations, autonomous swarm technology has the 
potential to alleviate some of the challenges presented by demanding and highly dynamic 
environments and problems. Autonomous aerial swarms composed of heterogeneous 
robots can further increase flexibility by providing a broader range of capabilities. 
Heterogeneous swarm effectiveness is currently limited, however, by the system’s ability 
to assign robots to tasks in a globally optimal manner. We propose a market-based 
approach to the unmanned aerial system’s decision-making for allocating the most 
suitable robots to the available tasks. Specifically, we evaluated the performance of an 
auction algorithm in task allocation for an area search problem. In addition to addressing 
swarm heterogeneity, our implementation accounts for situations in which secondary 
contact investigation tasks are generated asynchronously. Experiments were conducted 
with the Naval Postgraduate School Advanced Robotic Systems Engineering 
Laboratory’s aerial swarm system with various fixed-wing and rotary-wing unmanned air 
vehicle configurations ranging from three to ten robots. Our research and testing 
demonstrate that the auction algorithm is a scalable approach to task assignment in area 
search and suggests that our implementation can efficiently scale to swarms with 
arbitrary capability distributions to address highly complex problems. 
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Robot swarms are not truly autonomous unless the swarm can collectively make decisions
about a globally optimal allocation of tasks to each individual robot. These decisions can
often be multivariate, requiring time intensive considerations that increase in complexity as
more robots with more capabilities participate in the swarm. An efficient way to automate
these decisions is to have a decentralized approach that relies on distributed computation
using local information to compute a globally optimal solution for the swarm. This thesis
outlines our implementation of a distributed robot swarm that is robust, flexible, and scalable.
The framework of our code is adaptable to a prototype the military could utilize to build
a fully autonomous unmanned aerial systems (UASs) that can execute an area search with
known and unknown search tasks. Although we have primarily conducted research on the
coordination of unmanned air vehicles (UAVs) within a UAS for area search missions in this
thesis, the implications of the results facilitate coordinated unmanned systems executing a
variety of missions operating in any domain.
1.1 Background
A UAV as defined by The Department of Defense (DoD) is “a powered, aerial vehicle
that does not carry a human operator, uses aerodynamic forces to provide vehicle lift, can
fly autonomously or be piloted remotely, can be expendable or recoverable, and can carry
a lethal or nonlethal payload and a UAS is defined as a system of UAVs, which usually
consists of three or more air vehicles, a ground control station, and their associated support
equipment” [1]. Congress and the U.S. military have researched UAVs since 1917 when
air warfare emerged during World War I. Though UAVs did not make it into a combat role
until 2002, the first practical UAVs were built as early as 1941 for a wide range of military
activities. In particular, the Ryan Aeronautical AQM-34 Firebee I series exemplifies the
flexibility of a UAV. Early versions of the Ryan Firebee I were remotely piloted and used
primarily for gunnery target practice in 1948. Over the years, as the project evolved, the
AQM-34 was adapted to an increasing breadth of missions. In 1960, the Ryan Firebee I
was successfully employed throughout Vietnam and Southeast Asia as a remotely operated
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reconnaissance aircraft. By 1970, Israel expanded their mission to behave as decoys and
force multipliers during the Yom-Kippur war. By 2003, their mission expanded further
to laying chaff corridors during the Invasion of Iraq. Technological advances in Global
Positioning System (GPS) navigation systems, and the availability of communications
systems as complex as broadband satellite links have enabled similar proliferation of a
variety of other UAS [2]. In practice, many of these UAVs such as the Ryan Firebee are
more specifically categorized as Remotely Piloted Aircrafts (RPAs). These aircraft are
unmanned in the sense that there is no pilot on board but the aircraft still require an aircrew
at a remote piloting station.
Developments in UAS technology naturally preceded research interests in creating a fully
autonomous UAV swarm of multiple robots. Autonomous swarms alleviate the burden
of manning the UAS remotely but they do not come without their own challenges and
specifications. The notion of an intelligent swarm is analogous to the swarming behavior of
social insects. There is no centralized coordinator behind their behavior, yet they organize
themselves intelligently to accomplish tasks that broadly benefit their colony. Intelligent
behavior, as defined by Gerardo Beni, is one that produces an ordered, unpredictable, and
improbable outcome [3]. The behavior must result in a pattern that reflects progress toward
a common goal. It should be unpredictable because if it follows a methodical, repeatable
process, then the swarm is not truly intelligent and will not be adaptable to new scenarios.
Lastly, a satisfactory outcome must be improbable or else it is just as likely to occur from
an unintelligent swarm behaving randomly.
In [4], Erol Sahin defines swarm robotics as “the study of how a large number of relatively
simple physically embodied agents can be designed such that a desired collective behavior
emerges from the local interactions among agents and between the agents and the environ-
ment.” Ideally, the collective behavior that is produced from robot coordination leverages
the capabilities of individual robots to obtain results that would be difficult or impossible
for a single robot to achieve on its own. He further explains that in order to successfully
implement a robotic swarm that fully leverages the advantage of coordinated robotics, the
swarm should be robust, flexible, and scalable. Robustness means that the swarm should be
resistant to failure by individual participant robots. Redundancy is one method for increas-
ing robustness but a better approach that we discuss throughout this thesis is decentralized
control over the execution of tasks. Remarkably, robot swarms can produce highly complex
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outcomes even if the individual robots behave in a simple manner. They are robust because
autonomous robots with distributed behavior algorithms will continue to operate regardless
of any single failure elsewhere in the swarm. It is important to note that swarms should
be robust to loss in the event that it happens but building robots with the computing power
to be autonomous that are intended to be expendable is an engineering challenge that is
outside the scope of this thesis. Flexibility refers to the range of tasks to which a robot
swarm can be adapted. Particularly in the military, objectives are dynamic and rapidly
evolving. Building autonomy into the swarm requires that it is flexible enough to operate
in uncertain environments. Lastly, the swarm needs to be scalable. The UAS should be
able to perform similarly in large groups as it would in smaller groups. Arguably, effective
scaling of a robotic swarm necessitates a level of autonomy, especially if the swarm is built
with decentralized control.
The characterization of a swarm as robust and flexible aligns with a recurring theme in
modern Combatant Commanders’ interest in leveraging swarm technology for its persistent
resilience, its versatility and its ability to create a robust interoperable foundation for
operations. The DoD recognizes that UAS technology can make our fighting force more
lethal and optimize routine military tasks. Our implementation of the auction algorithm
sought to meet the standards of an intelligent robot swarm set forth by Sahin and Beni,
while demonstrating a feasible solution to today’s military research initiatives in robotics.
1.2 The Benefits of Autonomous Swarm Robotics
An autonomous robot is one that has awareness of its position in the world and is able to
interact with its environment independently of human interaction [4]. Bringing autonomy
to the individual robots enables the scalability and flexibility of the robot swarm. Scaling
from one vehicle to multiple vehicles in the swarm can be overwhelming for the operator
unless the robots have sufficient autonomy. If autonomy can be achieved, many tasks that are
appropriate for one vehicle manned by one operator are expedited by multiple autonomous
coordinated vehicles.
Area coverage is a common challenge that is suitable for swarm robotics and it is the focus of
this thesis. Consider a relatively large region that needs to be surveyed or monitored closely.
In this simple problem, the challenge is to organize the swarm to systematically search a
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known area while minimizing the amount of time (or some other valuable resource) to
complete the survey. Our thesis takes this question further by adding a secondary challenge.
If the area is only partially known, the swarm must also have a mechanism for handling
secondary situations that it discovers as a result of its search and it must be able to reorganize
itself throughout the execution of the search to accommodate these discoveries. If the
individual robots are autonomous, they will all know where they are in the world and will
be able to interact with the search region and each other. Creating the algorithm by which
they will organize among themselves to execute the search methodically is our goal.
Autonomy facilitates scalability. A limiting factor in area coverage is the endurance of the
individual robot. One robot will have to refuel or recharge more frequently than a group of
coordinated robots. The larger group allows the swarm to more efficiently complete larger
search areas. Distributed algorithms scale well because each individual robot autonomously
organizes itself within the swarm. Another aspect of scalability is the idea of scaling in
time discussed by Erol Sahin in [4]. Scaling in time is the idea that an autonomous swarm
can seamlessly continue its task at hand if more robots are added to the swarm during
execution. Continuing the area search example, consider an individual robot encountering
a dangerous combat situation that requires additional resources to successfully engage the
threat. A single operator could certainly get overburdened by the additional robots and
required attention to the threat. If swarm frameworks include a way to incorporate the
new robots in the organization of their task execution, they can scale as needed to adapt to
evolving, complex problems. Scaling in time is not required for a robot swarm to meet the
standard of being scalable but it is a feasible capability of swarm architecture that is not
possible to implement in RPAs.
By virtue of being able to complete larger tasks more efficiently, robot swarms are inherently
more flexible than single-vehicle systems. They can also be adapted to a wider range of tasks
if they are autonomous. RPAs require an operator who is familiar with the environment and
trained on the robots’ performance when operating in different missions. Robots that have
an awareness of where they are and that can make decisions autonomously about how to
interact with their environment can make these adjustments automatically. In some cases,
software has to be updated to support the new tasks, but it can be simpler than teaching an
operator. We have developed a modular architecture. We describe how tasks are defined for
the framework in Chapter 3 in a simple manner that promotes flexibility within the swarm.
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1.3 Adding Heterogeneity to the Swarm
Conventional robot swarms are homogeneous; all the robots within the swarm have similar
capabilities and limitations, and they can all perform tasks more or less interchangeably,
producing similar outcomes. In [4], Sahin argues that the parallel between robotic swarm
behavior and biological swarm behavior falls apart if a large amount of heterogeneity is
allowed. In [5], Lynne E. Parker identifies an environment where certain tasks can only be
accomplished by robots with certain capabilities. In such an environment, the heterogeneity
is the result of multiple homogeneous sub-swarms of robots that will only execute specific
tasks that are appropriate for their capabilities. For example, consider a swarm of UAVs and
unmanned underwater vehicles (UUVs). The UAVs are incapable of carrying out tasks that
can be assigned to UUVs and vice-versa. On the other hand, heterogeneous robots can be
employed in an environment where there is overlap in the robots’ capability to accomplish
tasks.
In this work we used fixed-wing UAVs and rotary wing UAVs; similar robots with similar
capabilities. Tucker Balch describes a metric for the level of heterogeneity in a swarm
in [6]. This thesis is not concerned with a precise measurement of heterogeneity, and it was
sufficient for our research to pick robots that are closely related. Each platform is capable
of accomplishing any of the available tasks, but one aircraft is often better suited to a task
than the other based on the parameters we established.
Trying to build a flexible homogeneous swarm of robots presents two problems that are
enumerated by Parker in [7]. The first problem has to dowith the engineering considerations
of the robots. It may be pragmatically prohibitive to build a UAV with all of the necessary
features and capabilities to optimally execute every task in the environment. It may be more
economically viable to build multiple specialized types of robots. Even if it is possible to
build homogeneous robots that are sufficiently capable of handling every task, heterogeneity
can still emerge if any of the robots are partial toward certain types of tasks as a result of the
underlying assignment algorithm. Alternatively, if it is not a necessity, heterogeneity might
be a nice feature that adds predictability, increased robustness, or greater overall control to
the swarm. The second problem is that strict homogeneity presents a scaling problem. It is
difficult to create two robots that are exactly identical with the same sensors, performance
characteristics, and calibrations, and the problem multiplies in larger swarms. Material
maintenance is exacerbated over time as the robots experience physical degradation. Rather
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than accounting for the diversity from these inevitable imperfections after they develop,
heterogeneity should be a design consideration of the swarm at the outset.
The added challenge of a heterogeneous swarm is that there must be a distributed task
assignment algorithm to help the swarm decide how robots should be allocated to tasks
in an efficient manner. Our goal, therefore, was to demonstrate how using the auction
algorithm can alleviate some of the limitations in the flexibility of a homogeneous swarm
while evaluating a solution to task assignment in a heterogeneous implementation.
1.4 Motivation
Heterogeneous search swarms are more dynamic than homogeneous search swarms if they
are provided ability to reorganize themselves to maximize the pairing of robots to tasks
based on the attributes of the robots. Military operations are inherently dynamic. Whether
ships are organized in a multi-platform carrier strike group or Marines are organized into a
battalion landing team, the environment can change rapidly and the support systems in place
must be able to react to provide the appropriate support that the units require. The only
organic option a modern Arleigh Burke class destroyer has to help search for submarines are
two helicopters, such as the MH-60R Seahawk, that are normally cued by operators within
the ship or P-8 Poseidon fixed-wing aircraft. Turkish Navy Lieutenant Omur Ozdemir was
able to conclusively demonstrate that a ship’s capability to find submarines was greatly
increased by integrating airpower from helicopters [8]. Helicopters are an effective force
multiplier for an independent surface ship. A similar bolstering effect can be duplicated
with a distributed UAS swarm.
Robot swarm search has humanitarian applications as well. One of the challenges of
providing adequate disaster relief, for instance, is identifying areas that are the most affected
by the natural disaster. A preliminary step in all search and rescue efforts is surveying the
area to map out the extent of the damage. In the midst of a crisis, persistent high resolution
aerial imagery provides information to first responders about where aid is needed most and
how best to provide the aid. After the disaster has occurred, aerial imagery can provide
information about the land’s resources that can assist with the recovery such as water
sources and construction materials. Aerial imagery can also identify geographical hazards
that continue to pose a threat after the disaster has subsided. [9]. In many situations,
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critical infrastructure is severely damaged or destroyed, precluding conventional vehicles
from conducting these invaluable surveys and searches. UAV swarms can circumvent
the infrastructure altogether, providing consistent updates to the situational awareness that
responders require to provide aid.
1.5 Research Objectives
In a fully autonomous robot swarm, at least two types of robots will be required for the
different tasks the robot swarm may have to accomplish. This thesis will focus primarily on
optimally searching an area. In reality, thoroughly searching an area is multifaceted. Indi-
vidual robots within the swarms that are searching will be intended for use in unfamiliar and
potentially austere environments. As more information is gleaned about the environment,
the swarm needs to adapt by allocating robots to tasks in a manner that is globally optimal
given the updated information. In particular, some robots may be more suitable for certain
tasks and those robots should be allocated to tasks that they are more functionally capable
of accomplishing.
Autonomous coordination within a heterogeneous swarm to complete a complex area search
was demonstrated in [10]. This implementation utilized the auction algorithm, a method for
solving the assignment problem developed by Dimitri Bertsekas [11]. More specifically,
Hopchak utilized the auction algorithm to determine optimum search cell assignments that
accounted for individual vehicle speed and endurance.
In an effort to expand the applications of Hopchak’s research, we show that the algorithm is
appropriate for a more generalized assignment problem. In particular, we explore a search
scenario in which the swarm conducts an area search that is interrupted by “detection”
events that require investigation. That is, as the search progresses, robots that detect
potential contacts of interest independently generate cuing events that initiate a new auction
including both the remaining search cell tasks and the contact investigation tasks. Further,
individual swarm members will have different capabilities that make them more suitable to
either the search or investigation the task. We demonstrate that the auction algorithm is an
effective way to obtain near-optimal assignments of members of this heterogeneous robot
swarm to a dynamic set of heterogeneous tasks. Extension of this approach beyond the cued
search implementation of this thesis will prove adaptable to a broad array of complex tasks.
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1.6 Thesis Organization
This thesis is organized into five chapters and an appendix with the source code. Chapter
1 provides the background information to the robot swarms and discusses works related to
this thesis. Chapter 2 describes the research goals and problem statement of the thesis as
well as the practical approach we have taken to solving the problem. Chapter 3 enumerates
the specifics of our implementation and how we have designed our experiment. Chapter 4
presents and analyzes the results of our experiment. Chapter 5 analyzes the implications of
the results and describes areas of improvement on our results as well as the implications to





The main goal of our work was to leverage the efficiency and distribution of an auction
algorithm to determine a near-optimal division of labor between the members of a hetero-
geneous aerial robot swarm completing a complex dynamic task (e.g., an area search that
will yield contacts of interest requiring further investigation). Following task allocation,
swarm UAVs complete their assigned tasks while also taking into consideration how the
environment changes over time. The overall goal was to achieve a globally near-optimal
assignment of heterogeneous robots to heterogeneous tasks. Requisite to our primary goal,
we demonstrate that our approach finds a near-optimal solution in every case using a market
based approach to the assignment problem.
To achieve this objective, we use a variation of Bertsekas’ auction algorithm as described
in Section 2.4. In particular, we extend previous work in which Bertsekas’ algorithm
was used to obtain near-optimal search cell assignments [10]; however, we modify the
bidding and auction processes to accommodate the ability of the swarm to leverage task-
specific capabilities of individual UAVs. Our implementation autonomously controls a
swarm of UAVs with two vehicle-type-specific capabilities (i.e., optimization for search or
investigation) and speeds. We assert that our implementation can efficiently scale to swarms
with arbitrary capability distributions (i.e., more than two).
In addition to addressing swarm heterogeneity, our implementation successfully accounts
for a dynamic system in which secondary tasks are generated asynchronously. In other
words, once a swarm UAV identifies a new task, that task will be incorporated into the task
allocation algorithm. Furthermore, current task execution can be truncated in cases where
UAVs determine that they are more suited to an emergent task than their current one.
Finally, our implementation is used to evaluate ways to formulate task valuation within the
bidding framework to identify those most likely to yield near-optimal solutions.
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2.2 Assignment of Subtasks to Individual Agents
The problemof assigning a number of agents (e.g., robots in a swarm) to a set of discrete tasks
based on the most optimal allocation of robots to tasks is known as the assignment problem.
In 1979, Dimitri Bertsekas presented the auction algorithm as an effective method for
solving this problem [11]. Much like a conventional auction, Bertsekas’ algorithm has each
agent bid for tasks based on local utility values that the agent associates with completion of
specific tasks. We incorporate a version of the auction algorithm into the Naval Postgraduate
School (NPS)AdvancedRobotic Systems Engineering Laboratory (ARSENL)UAVs swarm
and evaluate its effectiveness in controlling a heterogeneous swarm through an aerial search
of a large area to include investigation of identified contacts of interest.
2.2.1 The Basic Assignment Problem
The goal of any linear programming problem is to achieve a maximum (or minimum)
outcome. The assignment problem often specified as a linear programming problem that
optimally allocates agents to taskswhere optimality ismeasured by the cost of accomplishing
a task and the benefit the task’s completion has to the swarm.
First, consider a symmetric assignment problem inwhich the number of agents and available
tasks are equal. That is, n agents are to be assigned to n tasks. There is a set of utility values
ai j for matching each agent i to each task j, and the goal is to assign agents to tasks so that
the global utility is maximized. Associations between a task and an agent are denoted with
an indicator variable xi j where xi j = 1 if the agent is assigned to a task or xi j = 0 if the
agent is not assigned to the task. The basic assignment problem is frequently specified as a
linear program maximizing the total benefit of the assignments as follows [12], [13]:
max
∑
(ai j xi j) (2.1)
Assignments are made subject to the constraints that no agent can be assigned to more than
one task and no two agents can be assigned to the same task:∑
(xi j) = 1, ∀i = 1, ..., n (2.2)∑
(xi j) = 1, ∀ j = 1, ..., n (2.3)
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A final constraint is that agents cannot commit to partially completing tasks. They either
take the whole task xi j = 1 or not at all xi j = 0.
xi j ∈ {0, 1} (2.4)
A brute force method for solving this problem might exhaustively assign agents to tasks
until all possible combinations are explored. Solutions are identified as those combinations
that are maximal (there may be more than one).
Algorithm 1 Calculate max
∑
(ai j xi j)
a = n × n cost_matrix
for all row, r , in a do
vmin = min(v in r)
for all utility value, v, in r do
v = v - vmin
end for
end for
for all column, c, in a do
vmin = min(v in c)
for all utility value, v in c do




num_lines = cover all 0’s with as few lines as possible
if num_lines == n then
return a
else
vmin = smallest uncovered utility cost
subtract vmin from all values in each uncovered row
add vmin to all values in each covered column
end if
end while
A more efficient approach to solving the basic assignment problem is provided by the
Hungarian Method (Algorithm 1). This algorithm relies on the theorem that “If a number
is added to or subtracted from all of the entries of any one row or column of a cost matrix,
then an optimal assignment for the resulting cost matrix is also an optimal assignment for
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the original cost matrix.” [14], [15]. By systematically subtracting the value of the lowest
cost from all other rows in a column, a globally optimal assignment can be discovered.
2.2.2 The Generalized Assignment Problem
In Section 2.2.1, the assignment problem is defined symmetrically. That is, the number
of agents equals the number of tasks, so each agent is assigned to exactly one task. The
generalized assignment problem is a useful extension of the basic assignment problem
that models a scenario where n agents are to be assigned to m tasks where n does not
equal m. In this scenario, each agent can be assigned to more than one task. As with the
basic assignment problem, the generalized assignment problem seeks to maximize the total
system utility as defined by the sum of the individual assignments [16], [17]:
max
∑
(ai j xi j) (2.5)
Assignments aremade subject to similar constraints as those of the basic assignment problem
except that each agent is assigned to a (possibly empty) subset of the available tasks:∑
(xi j) = 1, ∀i = 1, ..., n (2.6)∑
(xi j) ≥ 0, ∀ j = 1, ...,m (2.7)
Agents are still prohibited from being assigned to partial tasks.
xi j ∈ {0, 1} (2.8)
2.3 Related Work
2.3.1 Centralized Subtask Assignment
When a team of robots is searching an area, it should conduct the search in an organized,
efficient manner. One approach to controlling a robot swarm is to think of the swarm as a
single unit performing a large task that is divided into subtasks by a controlling station [18].
If the controlling station divides the area into a number of sub-areas (i.e., search cells) equal
to the size of the swarm, the assignment of individual swarm members to search cells can
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be specified using the basic assignment problem and the central controller can utilize the
Hungarian Algorithm to determine the optimal individual assignments. If the area division
results in a number of search cells not equal to the swarm size, the problem is expressible
as the general assignment problem and requires a more robust solution to optimize the
assignments.
Our research is not formally defined in terms of the generalized assignment problem because
not all the tasks are known to the robots at the beginning of the search. As discussed in
Section 1.5 some of the tasks are generated asynchronously and the swarm must reorganize
itself to accomplish them. We do, however, use the generalized assignment problem as a
foundation from which we can extrapolate to define the more complex cued search problem
and approaches for solving it.
With a centralized approach to sub-task assignment, the controller maintains a global
view that facilitates the formulation of global plans. There is a level of organization and
predictability provided by centralizing all of the robots’ control mechanisms, but achieving
this level of control requires a number of prerequisites. First, in order to make decisions
about what each individual robot should do, the controller needs to maintain the status
of all the robots at all times. In order to do this, the controller must maintain constant
supervision of all of the swarm robots through periodic updates and communication or
direct observation. Second, the controller requires a robust algorithm to determine the
globally optimal allocation of tasks to robots that scales gracefully as swarm size increases
(Hungarian Algorithm complexity is O(n3) for a swarm size of n [15]). Though solutions to
these challenges exist, they expose the swarm to computational complexities, vulnerabilities,
and inflexibilities. Furthermore, they are counter to the notion of distributed decision-
making within the swarm.
One glaring vulnerability of a centralized approach is that the controller is a potential
single point of failure. To ensure that the communication between the controller and
the swarm is never interrupted, redundancy must be incorporated to provide robustness.
These redundancies introduce inefficiencies and possible race conditions that can affect
performance: either a secondary controller has to maintain all of the same information as
the primary controller or some mechanismmust exist for the secondary controller to recover
information about the swarm and the environment if the primary controller fails. As swarm
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size increases, the additional communications required to support redundancy can lead to
communication link saturation.
Another challenge with taking a centralized approach is associated with task assignment
itself. Centralized algorithms for solving the generalized assignment problem are in the
class NP-hard, meaning that they become intractable as swarm size increases [19]. Even the
polynomial complexity of basic assignment problem solutions (e.g., the Hungarian Algo-
rithm has a computational complexity of O(n3) [15]) and generalized assignment problem
approximations can impose unacceptable computation requirements on a centralized con-
troller. Swarm heterogeneity only exacerbates these problems as the different capabilities
are considered and the problem becomes more complicated.
2.3.2 Decentralized Subtask Assignment
An alternative to the centralized approach described in Section 2.3.1 is to allow each
robot to maintain its own utilities for available tasks for use in the local determination of
task assignments. A decentralized system eliminates the single point of failure associated
with centralized approaches, leverages distribution to mitigate algorithmic complexity, and
accounts for individual robot failures more gracefully. In a decentralized system, each agent
manages its own tasks and makes decisions about assignments locally. Agents exchange
information as necessary to maintain distributed situational awareness until all the robots
have agreed upon a satisfactory assignment of tasks.
Market-based algorithms provide one approach to distributed task assignment that has
shown promise. This type of system envisions the multi-agent system as an analog to
individuals operating in a free market environment. Agents exchange “pricing” information
about potential task assignments, and then each agent makes a decision based on a selfish
optimization of its own utility. This approach attempts to obtain a near-optimal global
solution by locally optimizing each individual agent’s utility.
A significant benefit of market-based approaches is that the worst-case computational com-
plexity of these algorithms isO(n2 log n), and they can achieve linear run-time performance
in many cases [20]. Implementations of centralized approaches, on the other hand, have
worst-case complexity of between O(n3) and O(n!) [15], [19]. As indicated in Figure 2.1,
market-based algorithms are more scalable than centralized approaches and can be expected
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to perform better as swarm size increases.
Figure 2.1. Centralized controller approaches (dashed lines) to the basic and
generalized assignment problem have computational complexity of O(n3) and
O(n!) respectively whereas a market-based approach (solid lines) can achieve
solutions in O(n2 log n) time or better. The scalability of a swarm system is
compromised using a central controller.
Our implementation utilizes this distributed, market-based approach to enable an aerial
swarm to efficiently search a large area and investigate contacts that are generated over the
course of the search. This approach demonstrates robustness in the event of individual
agent failures and eliminates single points of failure. Additionally, our approach minimizes
communications and computational bottlenecks associated with centralized approaches.
2.3.3 Inter-Vehicle Coordination
Aswarm systemcan be organized around either tight or loose inter-vehicle coordination [21].
Tight coordination among robots requires that they actively coordinate throughout the
execution of a group task. In tightly coordinated swarms, tasks must be accomplished in a
specific order or multiple tasks must occur within a specific time interval or simultaneously.
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Adistributed allocation of tasks based on specific constraints and predefined execution plans
can accomplish tightly coordinated robotic swarm assignments as demonstrated in [22]
and [23]. This implementation does not use a market-based distributed system, because
the tightly coordinated tasks require a level of oversight that distributed algorithms do not
provide to ensure the robots complete the tasks in the established order every time.
Loose coordination, on the other hand, only requires that the robots coordinate during the
allocation of the tasks. Execution of assigned tasks are completedwithminimal coordination
between robots. In other words, loosely coordinated tasks are largely independent of each
other, and the only coordination between the tasks occurs in the decomposition of the global
task into smaller tasks and the assignment of those tasks to individual swarm agents. Once
the tasks are assigned, each individual agent takes full responsibility for executing the task
from start to finish. Loose coordination is appropriate for the cued search problem addressed
in this research since the global task can be divided into search cell and contact investigation
tasks that are easily executed by a single robot. Furthermore, the discrete nature of these
tasks makes a market-based approach to their assignment feasible.
2.4 The Auction Algorithm
Dimitri Bertsekas proposed such a market-based distributed method for solving the basic
(andwithmodification, the generalized) assignment problem that he aptly names theAuction
Algorithm. The basic single-item auction is conducted as a series of rounds and terminates
when the linear program describing the allocation problem is satisfied. A single auction
round as described in [11], [13], [24], [25] is depicted as Algorithm 2. The algorithm
closely imitates a live auction except that agents exchange bids directly rather than relying
on an auctioneer, thus removing the requirement for a central controller. Each agent bids to
maximize its own private utility at minimum cost. As agents make their bids, available task
prices rise and the agents’ net utility values change accordingly. Upon conclusion of the
algorithm, each agent will be allocated the best task given its local task valuations and the
current pricing. The resulting assignment is near optimal and the algorithm’s complexity
is pseudo-polynomial [11], [13].
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Algorithm 2 Basic Algorithm for Conducting a Single-Item Auction
S ← [(resource0, cost0, assignmentm), ... , (resourceIDm, costm, assignmentm)]
B← [bidder0, ... , biddern]
assignments← []
for j = 0 to length(S) do
bids← []
for i = 0 to length(B) do
bid ← calculate_bid(bidderi, Sj)
bids.append(bidderi, bid)
end for
highBid, winner ← winner_determination(bids)
assignments.append((resource j, highBid, winner))
end for
return assignments
2.4.1 Local Item Valuation
As discussed, in Section 2.2, the basic assignment problem attempts to assign n agents to n
tasks while requiring that each agent i be assigned to exactly one task j. The generalized
assignment problem, on the other hand, attempts to assign n agents tom taskswhile requiring
that each task be assigned to exactly one agent. The cued search problem addressed by
this thesis more closely aligns with the generalized assignment problem since the number
of UAVs being tasked does not equal the number of available tasks (i.e., search cells and
contact investigations). We nevertheless compute agent-specific utility values for each task
individually rather than for subsets of available tasks.
At the beginning of an auction round, each agent, i, computes a private utility value ai j for
each task, j. Each task has an associated price, p j , based on the most recent bid that is
factored into the private utility value. Bertsekas [26] defines the condition “happy” as a
situation where an agent, i, is assigned the task, j, that maximizes its local utility value:
assignmenti = arg max
j
{ai j − p j} | j = 1, ...,m (2.9)
The overall valuation of an assignment is computed as the agent’s local utility value for the
task ai j minus the current price of the task, p j . The agent is “happy” when it is assigned
a task that provides the greatest possible valuation. In each round agents place bids on the
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tasks that provide the greatest valuation. The auction terminates when the swarm reaches
a state where all agents are “happy” with their assignments. Upon termination, the current
assignments approximate an optimal solution to the assignment problem.
2.4.2 Bidding Process
Bertsekas defines an exchange-based approach whereby individual economic agents bid
under the itemvaluation constraints discussed in the previous Section, seeking an assignment
with which the agent would be “happy” in [11]. The bidding process commences with each
agent being assigned to an arbitrary task at 0-cost. In turn each agent identifies the task
offering the highest valuation according to Equation 2.9 and trades for the task with the
agent that currently holds the task (or simply takes it if it is unassigned). Next the agent
updates the price for the task to reflect the level at which that agent would be indifferent
between the maximal task and the second maximal task:
p j = p j + γi, (2.10)
where
γi = vi − wi, (2.11)
where vi is the maximal task value,
vi = max{ai j − p j} | j = 1, ...,m (2.12)
and wi is the second maximal task value,
wi = max{aik − p j} | k = 1, ...,m ∧ k , j (2.13)
Consequently, agents that have unfavorable secondary options will set the price very high,
and agents who have favorable secondary options will set the price lower. Thus, in the
distributed market, agents who do not have many options will bid more aggressively for
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their best choice than those with multiple options.
Unfortunately, [11] identifies a situation in which bidding as described above will not
lead to convergence on a solution. In order for the algorithm to terminate, the prices
must monotonically increase to prevent agents from indefinitely exchanging the same tasks.
Bertsekas’ algorithm ameliorates the potential deadlock by requiring that a bid increase the
price of a task by some positive scalar value ε to enforce monotonic price increase. The
bidding equation defined in Equation 2.11 is modified slightly to include the mandatory
price increase as:
γi = vi − wi + ε (2.14)
If each individual economic agent bids in this fashion, the algorithm will find an optimal
solution approximation to the linear optimization problem when every agent is within ε of
being “happy” according to the following Equation:
max
∑
(ai j − p j ≥ max{aik − pk} − ε) | i, j = 1, ...,m (2.15)
Dimitri Bertsekas went on to prove that the solution would be found within nε of being
optimal in [13] and discussed a parallel implementation of the algorithm in [26]. The
algorithm has pseudo-polynomial complexity; the worst case run-time is dependent on ε ,
the number of tasks and the maximum absolute utility for an agent. Bertsekas has shown
that if these variables are carefully selected, the algorithm converges in nearly linear time.
2.4.3 Extended Single Item Auctions and Dynamic Cueing
In typical execution, agents continue to bid for tasks until there are no more tasks remaining.
We extend this conventional assignment approach to address problems wherein the tasks
dynamically change. Consider a set of tasks that changes as tasks are executed. In these
situations, it may be advantageous for agents to change their task allocation given new
information about the environment. Specifically, the area search scenariowe are considering
must account for the investigation of contacts that are detected over the course of the search.
Bertsekas’ implementation lends itself well to these detection events through the creation
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of new investigation tasks for assignment via subsequent auction within the ARSENL UAV
swarm system.
We use Bertsekas’ auction algorithm to dynamically assign robots to tasks in a near optimal
manner by applying a simple extension to the single item auction. In a system with
fewer agents than tasks, some tasks may remain unassigned after the initial auction. Upon
completion of an assigned task by a robot, a new auction is initiated for tasks that are still
available. This process continues until all tasks have been assigned and their execution
has begun. Toward the end of the search, it is likely that there will be more agents than
remaining tasks. In that case, the system inserts “null” tasks with no value into the auction
so that all participating agents are assigned efficiently (i.e., null tasks will be assigned to
robots not well positioned or suited for the available real tasks).
Our implementation for this simple extended auction is designed to facilitate expansion
to account for investigation tasks that are asynchronously added to the system. As robots
generate detection events, they add investigation tasks that robots bid on in the same
manner as search cell assignments. In addition, a detection event triggers a new auction so
that it can be accounted for immediately. The straightforward object-oriented framework
implementing this functionality is described in Section 3.3 and Section 3.4.
2.4.4 Combinatoric Auction
One way to increase the optimality of the result of the auction is to allow agents to bid for
multiple tasks in one auction round in what is called a combinatoric auction. The added
advantage to a swarm system that allows agents to bid for a collection of tasks at one time is
that individual robots can make decisions that systematically group tasks together to allow
seamless progress between tasks. Search cells, for example, can be assigned to facilitate
transition from one cell to the next as depicted in Figure 2.2.
The drawback is in the efficiency of finding a solution, because the number of potential
assignments that each agent must consider is factorial [27]. For example, one agent has to
compare the utilities of all of the single-item allocations with the best dual-item allocations
to the best three item allocations, up to the number of tasks minus the number of agents.
A single agent considering the best allocation of three ordered tasks from ten choices will
have to consider 120 options before moving on to a four task grouping in accordance with
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Figure 2.2. In this example of a combinatoric assignment, UAVs are assigned
the four search tasks that are closest to them that do not intersect with
other robots’ assignments; however, finding this assignment in an automated
manner has factorial complexity.





For each numbered task grouping, the agent will have to perform this operation, continually
maintaining data about the relative utility of each permutation. Furthermore, robots have to
deconflict overlap in task allocations so the bidding mechanism must ensure that no subset
of any agent’s allocation is a subset of any other agent’s allocation. Thus, unconstrained, as
the swarm grows, the problem of assigning robots to tasks becomes increasingly complex
with a factorial growth resulting in a combinatorial explosion that limits the scalability of
a combinatoric approach; this is the crux of the NP-hardness of the generalized assignment
problem.
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2.4.5 The Utility Function
The underlying foundation of implementing a sensible swarm behavior using an auction
algorithm is a utility function that accurately reflects the relative values of the tasks to the
agent. How the agents bid is dependent on the locally calculated values of the tasks. Bids
that inaccurately reflect the relative values of the available tasks will result in assignments
that do not exhibit the intended behavior. As part of our research, we, through theory and
experimentation, identify a utility function that fosters desirable global swarm behavior in
the completion of the area search with cued investigations. The specifics of our utility
function are described in Section 3.6.
2.5 Summary
This Chapter provided an overview of our use of Bertesekas’ auction algorithm to determine
a near-optimal division of labor between the members of a UAV swarm based on the nature
of the task and distributed assessment of each robot’s suitability for each of the subtasks.
This approach uses a vehicle-specific local utility valuation for each task to inform individual
bidding strategies. As described, our single-item auction implementation is conducive to
graceful incorporation of environmental changes and allows the swarm reallocate tasks as





This chapter provides an overview of the ARSENL on-board software architecture and
our single-item auction as implemented by the source code in the Appendix. Following
an overview of the on-board software architecture, the auction algorithm implementation
is described. This description first provides a broad overview of the algorithm and its
execution flow. Subsequent sections describe how tasks are defined and manipulated for
use in the auction, how the auction is conducted to include bid exchange and information
retention, how local task utility values are calculated, and how robots simultaneously handle
auction and task execution.
3.1 ARSENL On-UAV Software Architecture
All ARSENL on-UAV software is written in Python 2.7 and utilizes the Robot Operating
System (ROS) to facilitate inter-process communication. Functionality is divided among a
set of ROS nodes that each serve a specific purpose, as depicted in Figure 3.1. Coordinated
swarming behavior, including the cued search described in this thesis, is incorporated
into the Swarm Control node using a plugin architecture. Network and Autopilot nodes
respectively support inter-vehicle and UAV-ground control station (GCS) communication
and interaction with the Pixhawk autopilot. Additional nodes are implemented to provide
for swarm-wide situational awareness and vehicle safety [28].
Commands are derived by the Swarm Controller node and relayed to the Autopilot node
at a rate of ten hertz according to Figure 3.2. During each iteration of the control loop,
the Swarm Control node conducts status and safety checks and then invokes the active
behavior’s computeCommand method. The computed command is then checked by the
Safety and Collision Avoid nodes prior to relay to the Autopilot node. An active behavior is
immediately deactivated if the Swarm Controller node or the active behavior itself detects
a problem. When the Safety or Collision Avoid node identifies a problem, the behavior-
generated commands will be overridden until the situation is resolved. In some cases, the
Safety node may disable swarming (i.e., behavior execution) and direct the vehicle to a
predetermined safe location.
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Figure 3.1. ARSENL onboard functionality is implemented as a set of ROS
nodes. Behaviors are loaded into the Swarm Controller node as plugins.
3.2 Behavior Design Overview
In this section, we specifically describe the implementation of the cued search behavior
within the ARSENL swarm system. The following terminology is used throughout:
• Behavior: A controller that is loaded into individual UAVs Swarm Control nodes to
effect specific swarm-wide performance.
• Waypoint: A geographic coordinate to which the robot is to travel.
• Waypoint CommandMessage: Within the SwarmControl node a WaypointCommand
is a container object in which waypoint information is maintained for publication to
the Autopilot node.
• Waypoint Sequence: An ordered list of waypoints derived for the purpose of directing
UAV travel through a specific flight pattern (derivation is described in Section 3.4.2).
• Play: A specific type of behavior that combines multiple algorithms to control swarm
UAVs in the completion of a specific task. The most important function of a play
is the generation of waypoint commands in each control loop iteration to direct the
vehicle through completion of the play’s task.
• Resource: A task (e.g., a search cell or contact investigation) that is included in the
the auction for assignment to a swarm UAV.
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Figure 3.2. The Swarm Controller node uses the active plugin behavior to
generate commands for relay to the Autopilot node at a rate of 10 hertz.
• Resource Record: The ResourceRecord class is used to consolidate information
about a single auction resource.
• Search Cell: The search area is discretized into smaller search cell tasks as
SearchCell objects that are included in the auction as biddable resources. The
initial auction described here consists solely of search cell tasks.
• Investigation Point: Contact detection events that occur over the course of the area
search generate ContactInvestigation objects that are included in the auction
as biddable resources. When a robot identifies a contact requiring investigation, a
contact investigation task is generated and a new auction is immediately commenced
to account for the new resource.
3.2.1 Cued Search Behavior Design
The auction_searcher_test play is comprised of three main components that execute
the autonomous cueing search behavior. The first component of the architecture defines the
search space and partitions it into smaller search cell resources that are incorporated into the
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auction as SearchCell objects. Specific predetermined cells are designated as “detection”
cells when they are generated to facilitate testing of the cueing functionality. When a robot
searches one of these cells, it will find a contact and instantiate a ContactInvestigation
object for incorporation into the next auction. These resources and any other subsequent
tasks are defined in a separate searchermodule which allows the swarm to deal with them
abstractly as generic resources in the auction. Section 3.4 describes the mechanism that
allows the definition of different types of tasks as children or augmented replicas of the
existing task classes. The behaviors associated with those tasks follow a simple structural
framework that defines the specific trajectory of a robot assigned to the task.
The second component of the architecture is the auction which is an implementation of Bert-
sekas’ auction we described in Chapter 2. Each robot instantiates a SingleItemAuction
object, as depicted in Figure 3.3, which handles the bidding and assignment process using
abstract resources that are defined in the searcher module. Since the swarm is fully
distributed, each robot’s SingleItemAuction object updates the associated values inde-
pendently based on the communications it exchanges with the other robots. Section 3.5
describes how we implemented the auction algorithm and the data structures used for
maintaining consistent bids across the UAV swarm.
Lastly, the SearchCell and ContactInvestigation objects define specific search and
investigation tasks, respectively, that the robot must execute to complete the task if it is
assigned. As each robot is assigned a task, the robot’s AuctionCue behavior’s com-
puteCommand method unwraps the details of the task and invokes the appropriate Driver
(depicted in Figure 3.3) object to compute the command. If the robot is assigned a search
task, a WaypointSequenceDriver object is used to drive through a search pattern. If, on
the other hand, the robot is assigned to an investigation task, a DirectDriver object is
used to direct the vehicle directly to the contact location. These objects and their derivation
are described in detail in Section 3.4.
The following sections demonstrate how this architecture serves as a design blueprint for
our implementation as well as any expansion to account for more types of tasks and greater
heterogeneity.
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Figure 3.3. The AuctionCue class inherits from the abstract
PluginBehavior class. An instantiated AuctionCue object is loaded into
the SwarmController object at start up along with other behaviors. The
object incorporates a SingleItemAuction object and multiple Driver ob-
jects.
3.3 Behavior Class
The robot behavior is loaded into the SwarmControl node as an AuctionCue object, as
depicted in Figure 3.3. The AuctionCue class inherits from the abstract PluginBehavior
class that provides access to the functionality of the SwarmController object into which
it is loaded and a list of other swarm UAVs participating in the behavior. The AuctionCue
class implements the PluginBehavior class’ abstract parameterize, computeCommand,
and processData methods.
When active, the behavior’s computeCommand method is invoked by the SwarmController
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node at a rate of 10 hertz as depicted in Figure 3.2. The cued search behavior control flow
implemented in this method is depicted in Figure 3.4.
Within the computeCommand method, the robot maintains two state variables: an auction
state (auction_state) and a task state (task_state). The auction state is either RESTART, IN_
PROGRESS, INACTIVE, orCOMPLETE. The task state is either SEARCH, SEARCH_WAIT,
IDLE, or INVESTIGATE. In any extension of this code the number of auction states will
remain the same for a single item auction, but the number of task states can grow arbitrarily
to account for additional task and vehicle heterogeneity. Maintaining two state types enables
robots to participate in an auction while simultaneously executing previously assigned tasks,
facilitating their parallel execution.
Figure 3.4. Each robot maintains two states: an auction state and a task
state. The auction state maintains the state of the auction for the robot
swarm while the task state maintains the status of the current task that an
individual robot is assigned. Two states allow the robots to participate in
auctions and execute their assigned tasks simultaneously.
28
Upon activation, the play is parameterized with the area to be searched, and the search area
is partitioned into search cell resources as part of the initialization process. The search
cells that are to contain contacts are also defined at this time but the actual contact locations
remain hidden from the UAVs until the cell is searched and the contact is “discovered”. All
robots’ auction and task states are initially set toRESTART and SEARCH_WAIT respectively.
Once the resources have been properly instantiated, the first auction commences and the
auction state transitions to IN_PROGRESS. Upon completion of the initial auction, the
UAVs commence execution of their assigned tasks, and the auction state transitions to
INACTIVE.
Upon commencement of an assigned task, a robot unpackages the task identification and
parameters and computes the trajectory requirements associated with the task. The task
identification dictates the type of task and therefore the updated task state. Following the
initial auction, all robots are assigned search tasks, so all robots’ task states transition to
SEARCH. Subsequent auctions, however, can include various types of tasks, each of which
will define its own type-specific task states. All the robots carry out their assigned tasks
and the auction will only reactivate if a triggering event sets the auction state to RESTART.
In our implementation, there are two events that can trigger a new auction. The first is when
a robot finishes its currently assigned task and has no tasks left in its assignment queue.
The second is when a robot identifies an investigation task that must be bid on immediately.
All robots participate in all auctions and are assigned a new task (which may be null) upon
the completion of each one. A newly assigned task will not interrupt a currently executing
one but will replace a previously assigned “next” task if there is one. The bid exchange
process is described in Section 3.5, and the utility function described in Section 3.6 is used
to derive local utility values for all available tasks.
3.4 Auctioned Task Objects
In order to maintain consistency, task objects were built within a standardized framework.
First, all task objects require a taskID attribute. The taskID labels the task object and indictes
what type of task it represents. This is important because task states, their transitions, and
the events upon which those transitions take place can vary between task types.
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There are currently two types of task objects that can be assigned to a robot as the result
of an auction; search cells and investigation tasks. A search cell is a task that requires the
vehicle to systematically traverse a coverage pattern (i.e., search the area defined by the
cell). The coverage pattern is defined as a sequence of latitude/longitude/altitude waypoints
that is used by a WaypointSequenceDriver object to control vehicle travel during the
search. A contact investigation task, on the other hand, is a task that requires the vehicle to
expeditiously transit to a geographic location and loiter there for 20 seconds to “investigate”
the contact. This type of task uses a DirectDriver object to control the transit and loiter
process.
3.4.1 Search Area Discretization
The auction_searcher_test play’s parameterize method initializes all of the attributes
that are required for the code execution. The most important initialization requirement is
the definition of the search area and the discretization of the area into search cells. We have
adopted the cell partitioning code from [10] into our implementation. Thus, our single item
auction loosely replicates the behaviors observed in that workwhen runwith a homogeneous
swarm with no contact generations. Cells are partitioned from the search area when the
parameterize method is called at runtime. For this thesis, we utilized two search areas: a
basic search area suitable for the live-fly events and a large search area for experimentation
and data collection in the simulation environment. Both areas are rectangular and are defined
using the latitude/longitude of their southwest corners, the north/south and east/west lengths
of the rectangles, and the clockwise rotation of the rectangle as depicted in Figures 3.5 and
3.6.
As implemented, the cell partitioning method standardizes the boundaries and cellIDs of all
search cells among the participants so that auction consistency is maintained. It also ensures
the creation of SearchCell task objects which have attributes and methods common to
all task objects that facilitate task execution. SearchCell tasks are explained further in
Section 3.4.2.
3.4.2 Search Cell Tasks
Search cell objects are instantiated as resources and exchanged in the auction market as
described in Section 3.5. These cell objects are encapsulated within SearchCell tasks
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Figure 3.5. The basic search area partitions a 750-meter by 575-meter search
area into 12 search cells containing two hidden contacts.
that require full coverage for completion. Each cell has an intrinsic value based on the
contribution its completion will make to the overall search. That is a function of the size of
the cell and is maintained as a taskValue attribute. The intrinsic value of a cell is computed
as:
vi = li + wi − 130.0 (3.1)
where vi is the value of cell i and li and wi are the length and width respectively. The cell
value formula has been manipulated to produce a per-cell value of 250 for the basic search
area. In particular, basing the cell’s value on its dimensions rather than its area causes the
task value to increase linearly vice quadratically so as to avoid the overvaluation of slightly
larger tasks. Although our implementation divided the search areas into uniformly sized
cells, Equation 3.1 supports discretization into arbitrarily sized cells as well. Larger cells
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Figure 3.6. The large search area partitions a 1950-meter by 1200-meter
search area into 40 search cells containing 10 hidden contacts.
would be assigned preferential value over smaller cells in these cases. Once the search
area is discretized and values assigned, the task value and location of the cell remains fixed
throughout the search, and provide all of the information required for evaluation over the
course of multiple auctions. This process is described in detail in Section 3.5.
Upon commencement of a search cell task, a robot must generate a path to follow in order to
carry out an exhaustive search of the region. That is, the task’s WaypointSequenceDriver
must be initialized with a waypoint sequence for the search definition that accounts for the
current location of the robot. For example, if the robot is transiting to the assigned cell
from the southwest, the waypoint sequence must begin with the southwest corner of the
cell. Next, a series of latitude, longitude, altitude, and speed waypoints are appended to the
sequence to efficiently cover the cell. Because our search cells are rectangular, a lawnmower
pattern as depicted in Figure 3.7 is utilized.
For testing purposes, we arbitrarily chose a sensor sweep width (i.e., the distance from
the vehicle visible to the sensor) of 25 meters and assumed a 360-degree field of view.
Generated search patterns, therefore, have a track spacing (i.e., distance between parallel
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Figure 3.7. Waypoints are arranged in a lawn mower pattern for search cell
coverage with the first waypoint located nearest the corner by which the
UAV will enter the area.
search legs) of 50 meters. This value can be adjusted as appropriate to account for different
sensor characteristics.
Waypoints are sequenced starting at the closest corner to the UAV’s current location. The
pattern is generated as a series of uniformly spaced parallel tracks. The cell entry corner is
connected to the first track’s starting point, and each track’s ending point is then connected
to the subsequent track’s starting point until the lawnmower pattern is complete. The
completed sequence is used to initialize the WaypointSequenceDriver that will control
the robot through the search.
3.4.3 Investigation Tasks
While the robots are executing search tasks, they may encounter contacts which require
further investigation. During these detection events, the UAV that has identified the contact
notes its latitude and longitude and relays the contact report to the rest of the swarm for in-
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clusion in the next auction as an investigation task. Investigation tasks are assigned a higher
intrinsic value than the search cells so that their completion will be prioritized. Further,
identification of a contact will immediately initiate a new auction to ensure their investi-
gations are completed expeditiously. Ideally, investigations are carried out by quadrotors
UAV because the quadrotor is the most suited platform for this type of task. In the navy,
this event is analogous to a fixed-wing aircraft such as a P-8 conducting a search and cueing
an MH-60R to investigate a possible target of interest.
Contacts do not exist in the auction at the outset of the play since they are triggered by
asynchronous detection events as robots discover contacts in their assigned search cells.
Since this thesis is not concerned with the actual detection of contacts, we intentionally
inject these events into the search of predetermined cells. These cells are determined upon
play commencement by deterministically identifying 25 percent of the cells and designating
them as “detection” cells. When a robot searches one of these cells, the detection event is
randomly generated (no later than the 65 percent completion). A robot that detects a contact
immediately instantiates a ContactInvestigation object and alerts the other robots by
sending a ContactReportmessage. Robot communications requirements are described in
depth in Section 3.7.
While the task value of a search cell varies with the size of the cell, the task value of a
ContactInvestigation is fixed to a value that reflects prioritization of contact investiga-
tions relative to searches. In order to ensure prioritization of investigation tasks over search
cell tasks, we set the investigation task value to 600.0 for larger search area and 350.0 for
the smaller area.
Since contact’s location is set to that of the detecting UAV and local utility values factor in
required transit time, the detecting robot is obviously the closest to the contact at the time
of the auction. It might seem like this gives the discovering robot has an inherent bidding
advantage; however, the underlying utility function discussed in Section 3.6 is implemented
so that this advantage rarely manifests itself.
3.5 Single Item Auction Implementation
The auctions process abstracts the task object as a resource. Every resource is representative
of either a ContactInvestigation or a SearchCell object. Hypothetically a resource
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can be any task object if we were to define additional tasks in a more heterogeneous
assignment problem. The abstraction approach allows for task scalability and promotes
flexibility in the variability of tasks. While the robots are conducting the auction, the
type of resource drives how they make their valuation but the framework that accepts and
exchanges bids is built solely to make an assignment of a robot to an abstract resource.
3.5.1 The Single Item Auction Architecture
The auction framework is implemented by the SingleItemAuction class as depicted in
Figure 3.8. Each robot instantiates its own instance of the SingleItemAuctionwhen play
execution is initiated. As stated previously, the only resources that the robots can initially
bid on are the search cell tasks. Contact investigation tasks are incorporated into the auction
upon detection events as discussed in Section 3.4.3. The SingleItemAuction maintains
or provides access to all information and functionality required by the auction algorithm
including the identifications of auction participants, vehicle state and capability information,
and the bid exchange. When this instance is initialized, an empty ResourceSet object is
also instantiated to maintain the search and investagation tasks as generic ResourceRecord
objects that are bid upon in the single-item auction.
3.5.2 The Resource Set
The resource set is a collection of resources (ResourceRecord objects) available for
allocation via the auction process that correlates those resources to unique identifiers.
When the behavior is initialized, first the search area is defined and partitioned as described
in Section 3.4.2. Simultaneously, a ResourceRecord object is instantiated for each cell
and added to the robot’s resource set. Since the search area discretization is deterministic,
the resources are defined consistently across the swarm.
The resource record is used by each robot to consolidate information about the auction
resource including its availability status, the local utility value, and the current bid for
the resource. As the auction progresses and robots make their bids, these attributes are
manipulated by the individual robots so that each maintains its own record of the auction
status.
Adding a contact investigation tasks or any other task types is fairly straightforward. Since
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Figure 3.8. The SingleItemAuction class implements Algo-
rithm 2. Auction resources are maintained in a ResourceSet ob-
ject containing ResourceRecord objects defining SearchCell and
ContactInvestigation tasks.
all task objects are incorporated into the auction as generic resources, all that was required
for cued investigation task inclusion was development of the ContactInvestigation
class implementing the investigation-specific functionality. Objects of this class were then
directly incorporated into the auction in ResourceRecord objects. In other words, the
architecture of our auction algorithm codebase facilitates a flexible heterogeneous task
implementation.
3.5.3 Auction Execution and Task Assignment
At the start of every auction, including the initial search cell assignment auction, the auction
state is set to IN_PROGRESS, and the the resource set is updated to reflect the currently
available resource states (e.g., current bid prices are reset to zero) and the auction’s round
is set to zero. No-task (i.e., null) resources are added to the resource set as required at this
time to ensure at least as many tasks as robots. These resources have no value but facilitate
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auction termination when there are more robots than currently available resources per the
problem outlined in Section 2.2.2.
Auction iterations (rounds) are managed by the play’s computeCommand method. The
following steps are executed in order for each round until the auction is complete:
1. Generate Bid
(a) This step determines the robot’s desired resource and bid price to be posted
for the current round. The bid consists of the round number, the resource
identification, and the bid price. Bids from all participants are consolidated and
processed in steps 2 and 3.
(b) The robot transmits its bid to the other robots.
2. Synchronize and Update
(a) Bid information for the current and previous round is retransmitted to swarm
robots as required to account for the ARSENL swarm system’s lossy communi-
cations architecture.
(b) The robot determines whether or not all bids for the current round have been
received. If not, a request for missing bids is transmitted and the step is paused
and then repeated until all bids have been received. This ensures synchronization
by not allowing a robot to proceed to the next round prematurely.
(c) Once all bids have been collected for the current round, the ResourceRecord
object for each resource that was bid upon is updated with the highest bid for
the current round and associated with the submitting robot.
3. Auction Complete
(a) Auction completion is determined by whether or not every participating robot is
associated with a resource. If this is the case, then no two robots are competing
for the same resource and they will all be “happy”. If this is not the case, then
at least one robot was outbid for its chosen resource.
(b) If all the robots have an associated with a resource, return the computed as-
signments and terminate the auction. If not, increment the auction round and
continue.
During each iteration of the play’s control loop, this verification and update process is
executed until the auction results are available. In practice, the process resolves fairly
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quickly, returning assignments within a reasonable amount of time so that the robots can
execute their assigned task. Auction algorithm performance is discussed in Chapter 4.
Each robot maintains a record of up to two task assignments: the currentTask assignment
and the nextTask assignment. When a robot is assigned a task via the auction process,
it is always saved as the nextTask. When the robot has an empty currentTask, the robot
will move the nextTask value to the currentTask record. If a robot finishes its currentTask
and the nextTask is empty, a new auction is initiated if one is not already in progress. A
task is not made unavailable to the auction until its execution commences, so tasks that
are maintained in a robot’s nextTask record remain available. In other words, the resource
is still available for bids and can be “stolen” by another robot until the currently assigned
robot actually starts the task.
The nextTask place-holder enables a robot to participate in an auction prior to be completing
its current task. Tasks that are assigned to the robot’s nextTask record are only notionally
assigned to the robot and are available for subsequent auctions. If a robot completes a
task and the nextTask record contains a previously assigned task, the robot will commence
execution of that task rather than initiating a new auction. At the same time, the robot
will notify the other swarm UAVs that the task is being executed so that it will be made
unavailable in future auctions. For example, in Figure 3.9, if robot 4 finishes task 14 before
robot 3 finishes task 0, robot 4 will initiate an auction. Since robot 3 has not commenced
task 3 execution, it will still be available for bid and robot 3 could be assigned another task.
On the other hand, if robot 3 finishes its current task (task 0) first, it will continue on to task
3 without initiating an auction. In this scenario, task 3 will become ACTIVE and no longer
available for auction.
3.6 Utility Function and Task Valuation
3.6.1 Time-Based Local Value Calculation
As described in Section 2.4.1, each robot maintains a local utility value for each available
resource and bids accordingly using Equation 2.10. The local utility function is typically
implemented as the difference between the resource’s intrinsic value and a robot-specific
cost associated with its completion. The intrinsic value of completing a task without cost is
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Figure 3.9. Search and contact investigation tasks are encoded as
generic ResourceRecord objects when they are added to the auction. A
ResourceSet object maintains the availability of the tasks. Robots ex-
change bids according to the locally computed utilities and current bid prices
of the tasks. A task remains AVAILABLE until a robot commences its exe-
cution and resets its status to ACTIVE.
maintained within each task object with search and investigation task values set as described
in Section 3.4. The vehicle-specific cost associated with a task’s completion is reasonably
described as a function of the time required for completion for both search and investigation
tasks. The total time required is the sum of the amount of time required to complete the
robot’s current assignment (or zero if the robot is not currently assigned to a task), the time
required to transit to the next assignment, and the time required to complete the task once
commenced. The total time upon which robot i currently executing task j would base its
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local cost to execute task k as Equation 3.2 where t jremain is the remaining time to completion
of task j, t j ktransit is the time required to transit from task j to task k, and tk is the time
required to complete task k.
tik = t jremain + t j ktransit + tk (3.2)
The first component of the time calculation is the expected time remaining to complete
the task to which the robot is currently assigned (if there is one). If the robot is currently
assigned to a search task, the time remaining to completion is calculated using the time-
speed-distance formula (time = distance/speed) to determine time required to transit
between each of the remaining search pattern waypoints. If, on the other hand, the robot is
assigned to an investigation task, the expected time remaining is simply any remaining loiter
time (i.e., arrival time + loiter time - current time). If the robot is not currently assigned
to a task, the time remaining is zero (e.g., before the first auction or when a robot does not
have another assignment in its queue).
The second component of Equation 3.2 is the time it takes for the robot to transit from the
last waypoint of its current task to the first point of the task being evaluated. If the currently
executing task is a search task, the starting point of the transit will be the location of the final
waypoint in the search pattern. If the currently executing task is a contact investigation, the
starting point will be the contact location. Similarly, the end point of the evaluated task will
be the search cell corner closest to the transit starting point for a search task or the contact
location for an investigation task. Evidently, tasks that will commence their transit from
closer to the evaluated task’s location will incur a smaller penalty because it requires less
time for the robot to travel to them.
The third component of Equation 3.2 is the anticipated time it will take for the robot to
accomplish the evaluated task. For search cell tasks, the time-speed-distance formula can
be used to determine the amount of time the vehicle will require to complete the search
pattern. For contact investigation tasks, completion time is computed simply as the required
loiter time. Because they are slower, quadrotor UAVs can be expected to devalue search
tasks in general and large search cells in particular relative to fixed-wing UAVs. The task
completion component of the required time calculation does not favor either platform.
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Figure 3.10. Each UAV computes the local utility value of a task based
on the amount of time required to complete their current assignment, the
anticipated transit time to the next task, and the time required for the UAV
to complete the evaluated task.
3.6.2 Airframe Consideration
In a heterogeneous swarm, wewant to see tasks pairedwith the robot typemost appropriately
equipped to execute the task. In our implementation, this means that we want to have the
fixedwingUAVs biddingmore aggressively for search tasks (particularly those that aremore
distant or larger) and the rotary wing aircraft bidding more aggressively for investigation
tasks. Ideally, this can be accomplished by basing local utilities purely on the required
time to complete the various tasks. In practice, using raw required execution time did
not provide enough differentiation to incentivize the quadrotor and fixed wing UAVs to
respectively value investigation or search tasks more highly. Furthermore, our original
premise was based on the understanding that certain types of vehicles would be more
suitable than others to certain types of tasks (Figure 3.11). Basing the utility value solely
on aircraft speed will not account for these differences.
In order to account for these capability differences, the local utility function must in-
clude aircraft type as a parameter. We accomplished this by introducing an airframe and
task-specific coefficient to bias the utility towards the more desirable airframe type. The
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Figure 3.11. Depicted are two scenarios in which fixed wing and rotary wing
UAVs are idle while participating in a task assignment auction. In both cases,
the fixed wing UAV is closer to the investigation task for which it is less well
suited. The utility function must impose an additional cost to the fixed
wing UAV for choosing an investigation point if it is to elicit “preference”
for the search cell tasks. The cost should not be so punitive that an aircraft
would always prefer the most appropriate task, even when extreme proximity
differences exist as in the second scenario.
coefficient effectively penalizes utility calculations for tasks for which the evaluating robot
is ill-suited. The airframe specific local cost associated with robot i’s completion of task j,
therefore, is given by Equation 3.3:
costi j = Ci j ∗ ti j (3.3)
where Ci j is the airframe-specific multiple associated with robot i’s assignment to task j
and ti j is computed with Equation 3.2.
The airframe-specific coeffients weremanipulated to ensure that quadrotors consistently val-
ued investigation tasks higher than search tasks and fixed-wing UAVs consistently valued
search tasks more highly. For contact investigation tasks we obtained reasonable perfor-
mance with a coefficient of 2.0 for quadrotor UAVs and 1.0 for fixed-wing UAVs. For search
cell tasks, our coefficients were set to 1.0 for quadrotor UAVs and 2.0 for fixed-wingUAVs.
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3.6.3 Final Utility Value Calculation
Per Section 3.4 contact investigation tasks are intrinsically considered more valuable than
search tasks to encourage robots to execute them as soon as possible regardless of airframe
type. Combining these values with Equation 3.3 yields the full local utility function for
UAV i for task j of Equation 3.4.
ui j = v j − costi j (3.4)
The main consideration in determining the utility function was ensuring that search cells
and contact investigation tasks were valued appropriately to encourage behaviors we would
expect from a human-controlled aerial search system consisting of vehicles with different
characteristics and capabilities as discussed in Section 3.6.2. We, therefore, want robots to
place higher values on tasks for which they are most suited and that will require less time to
complete (i.e., tasks that are closer and more expeditiously accomplished). Experimental
results described in Chapter 4 empirically support the suitability of the local utility function
described here.
3.7 Intra-Swarm Messaging and Notifications
Swarm robots rely on intra-swarm communications to carry out their tasks, exchange
auction information, and notify each other of resource statuses. There are three notification
messages that are exchanged from within the play: a new auction initiation, a contact
detection alert that requires investigation (which implicitly initiates a new auction), and
update to the status of a resource. The communications framework allowed the definition
of additional notification messages as required to support additional heterogeneous tasks.
In addition, the auction messaging framework itself can be extended to support additional
market-based implementations for distributed task assignment.
The most frequently utilized notification message is the notify task status message. Task
statuses are maintained in the ResourceRecord class discussed in Section 3.5. When a
robot enters an auction, it must know which resources are available for bid and which are
not. The robot notifies other robots of the change in status with a notify task statusmessage
containing the task’s resource identification and the updated status.
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New auctions are initiated when a robot requires a new task assignment, and it does not
have one in its cue. Robots use a new auction message to notify robots that a new auction
is starting. Since the auction will only include currently available tasks, this is an empty
message and no data is actually exchanged.
New auctions are also initiated by contact detection events, but more information has to
be passed before the auction starts. The new investigation resource must be added to the
auction and the other robots need to be informed of the contact’s location. A contactReport
message is used to both notify other swarm UAVs of the new contact and its location and
also initiate a new auction that will include the associated investigation task.
3.8 Summary
In this chapter, we discussed our implementation of Bertsekas’ auction algorithm in a
heterogeneous UAV swarm. By starting with a simple implementation of two task types,
two types of robots, and a framework for auctioning the tasks among participants in a robot
swarm, we built a system that can scale to an implementation involving more than two task
types and two types of robots. Our architecture was developed in an object-oriented manner
that will allow for a straightforward expansion to incorporate increasingly heterogeneous
tasks and vehicle types. In Chapter 4, we discuss results observed in simulation and live-fly




This chapter summarizes the results obtained during experimentation. Experiments were
conducted in simulation and live flight to assess the play’s performance in the generalized
assignment problem described in Chapter 2. In particular, we explore a scenario in which
the heterogeneous swarm comprised of the UAV types depicted in Figure 4.1 conducts
an area search that is interrupted by detection events requiring investigation by a member
of the swarm. As the search progressed, robots that detected potential targets of interest
independently generated contact reports that initiated new auctions. The new auctions
included both the remaining search cell tasks and the target investigation tasks. Furthermore,
experiments were conducted with a heterogeneous swarm consisting of both fixed-wing
and quadrotor UAVs. This heterogeneity led to a swarm where individual UAVs were
more suitable to either the search or investigation task. Our results demonstrate that the
proposed auction algorithm is an effective way to optimally dynamically assign members
of this heterogeneous robot swarm to heterogeneous tasks as those tasks are discovered or
changed.
4.1 ARSENL Simulation Environment Experimentation
As with Hopchak’s work [10] our auction_searcher_test experimentation relied heav-
ily on theARSENLSoftware in the Loop (SITL) simulation environment. This environment
was utilized to test and develop the implementation, eliminate bugs in the behavior, and
to collect data supporting performance analysis. The SITL capability provides a realistic
environment in which actual on-board software and communications architectures can be
rigorously tested [29]. This environment allowed us to perform simulations of the entire
UAS as it would run on actual robots in the field. In addition, the SITL simulation allowed us
to run experiments that were unsuitable for live-flight testing (i.e., they produce potentially
unsafe conditions or require flight outside of the approved flight area). The simulations also
helped us evaluate performance in various edge cases to facilitate algorithmic robustness.
Two live-fly events were conducted at McMillan Airfield, Camp Roberts CA over the course
of this work to validate SITL simulation results.
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Figure 4.1. The two UAV airframes that we used in our implementation: the
Zephyr II fixed-wing is depicted in the top image and the Mosquito Hawk
quadrotor is depicted in the bottom image.
In total, we conducted SITL environment experiments with eight different swarm sizes
ranging from three robots to ten robots. Even numbered swarms were composed of an equal
number of quadrotors and fixed-wing UAVs, while odd numbered swarms incorporated
an additional fixed-wing UAV. The number of fixed-wing and quadrotor UAVs in the
experimentation robot swarms was kept as even as possible in order to minimize bias in the
assignment of robots to tasks. Data presented in Section 4.3 was collected over a minimum
of ten SITL simulation experiments for each swarm configuration.
4.2 Expected Behavior
We expected to develop aUAS that could autonomously determine optimal task assignments
in order to exhaustively search an area and investigate every contact. Our primary goal was
to ensure that robots that were best suited to tasks bid partially to those tasks. We expected
that when there were quadrotor UAVs available, they would win contact investigation tasks.
As a corollary, we expected that the robot would conduct the search in an organized manner,
starting with the closest cells and systematically searching the defined area. We wanted
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discovery events to be a relatively seamless interruption of the search. Our framework
outlined in Chapter 2 and the simultaneously manipulated Task State and Auction State was
built specifically to ensure minimal disruption from the cueing behavior.
Among our standards for a successful implementation was one that minimized the amount
of time a robot was waiting for a task assignment or transiting between tasks. Keeping
both wait and transit time low maximizes the robot utilization, measured as the proportion
of time the robot spends actively searching or investigating relative to the total time it
takes to complete the search. This ratio is an intuitive proxy for the measure of the overall
performance of the auction algorithm in a search environment because it encompasses how
much time the robot is idle, a reflection of the computational efficiency of the algorithm and
also the time it takes robots to transit to their assigned task, a reflection of the optimality of
the task assignment. Idle periods where robots are waiting for the results of an auction and
unnecessarily long transits result in lower utilization ratios. An idealized case in which the
robot utilization of all UAVs is 1.0 (i.e., all robots always actively engaged in their tasks)
provides a theoretical “best case” against which test results can be compared. We were
satisfied with robot utilization above 0.5 as an indicator that our algorithm was finding near
optimal assignments of robots to tasks.
4.2.1 Preliminary Observations
At the start of the play’s execution, all the robots loitered at a standby point as shown in
Figure 4.2. In fact, the fixed-wing aircraft are slightly closer to the search cells because
their flight characteristics do not allow them to hover in one place. Given our defined
utility function based on speed and UAV airframe type, we expected to see the rotary wing
quadrotors assigned to the closest search cells and the fixed-wing aircraft assigned to the
cells just beyond the nearest search cells. Though the fixed-wing aircraft can reach the
closer search cells and complete them faster than the quadrotors, the quadrotors are more
averse to being assigned search cells farther away because of their slower speed relative
to the fixed-wing UAVs. Therefore they bid more aggressively for the nearest cells. As
the auction progressed we expected this trend to continue with quadrotor UAVs winning
the closest cells in most cases. This expected behavior is shown in Figure 4.3 where the
fixed-wing UAVs are searching the cells furthest from the standby position. As the play
progressed we observed this inherent spreading of the swarm as the robots were assigned
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tasks according to the utility function we defined.
Figure 4.2. The depicted swarm of three quadrotor UAVs (robots 51, 52, and
53) and three fixed-wing UAVs (robots 1, 2, and 3) loiters at a prescribed
standby location prior to play commencement. The closely grouped UAVs
compute similar task valuations due to their proximity to one another making
the initial auction the most competitive and difficult to resolve.
The behavior that is the focus of this thesis is the robot swarm’s response to contacts
of interest. We wanted to show that the swarm could effectively exchange information
about where contacts were found and seamlessly integrate the new tasks into the existing
pool of tasks available for auction. Additionally of interest was the auction algorithm’s
computational performance as swarm size was increased in scale. In Section 2.2 we
reviewed literature that posited that Bertsekas’ approach to the assignment problem could
be shown to be linear in time-complexity if the utility function and epsilon met certain
criteria. We used our simulations to empirically demonstrate this phenomenon in the
ARSENL robot swarm running our implementation.
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Figure 4.3. The three quadrotor UAVs (robots 51, 52, and 53) in the depicted
swarm are significantly slower than their fixed-wing counterparts (robots 1,
2, and 3) so longer transits to more distant cells results in lower utility
valuations. Quadrotors therefore submit higher bids for closer cells resulting
in the observed desirable cell allocation.
4.2.2 Live Flight Observations
The first live flight experiment with the cued search behavior was conducted in April 2019
and allowed us to fine tune the implementation and identify areas for improvement. The
experiment was conductedwith a homogeneous swarm of Zephyr II UAVs and included only
search tasks. This experiment demonstrated that our implementation roughly replicated the
swarm behavior produced in [10]. Our goal was to ensure the UAVs could successfully
complete auctions and conduct searches in a predictable manner in various swarm sizes.
We observed that the Zephyr II UAVs were successfully utilizing the auction algorithm to
assign search tasks and conducting searches as expected with swarms of up to ten robots.
Additionally we ran preliminary tests on heterogeneous swarms comprised of Zephyr II
fixed-wing UAVs and Mosquito Hawk quadrotor UAVs shown in Figure 4.1. The utility
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function used was from [10], however, and only accounted for distance from the robots’
locations rather than time required to complete the task. Since the utility function was
based on distance, not speed, all UAVs were treated identically (i.e., heterogeneity was not
accounted for). The robots closest to the cells were therefore assigned the task regardless
of type. Despite this shortcoming and the fact that cueing was not yet implemented, the
experiment did verify that the auction algorithm efficiently handled the static tasks.
Once we validated the homogeneous swarm implementation with search tasks, incorpo-
ration of heterogeneity of vehicles and tasks into the architecture was fairly straightfor-
ward. As described in Section 3.5.1, we implemented a new task object class called
ContactInvestigation that had the same attributes as the SearchCell class for seam-
less incorporation into the auction. Similarly, the utility function was updated to account for
heterogeneous swarm compositions as described in Section 3.6. Utility valuation weights
were manipulated based on experimental observations so that robots would bid preferen-
tially to tasks that were best suited to their capabilities. InMay 2019, we conducted a second
round live-fly experiments to validate the code updates and ensure that the observations we
obtained in SITL simulations accurately reflected the behavior of the UAVs in the field.
In total we collected data from eighty simulations with eight different swarm sizes. In this
section, we describe how the output was collected and measured, how robots were allocated
to tasks based on the type of airframe and the type of task, the overall performance of the
swarm search and contact generation, and an analysis of the runtime results. In subsequent
sections, we discuss the implications of the findings.
We captured the following performance metrics and aggregated the results across the
simulations for each swarm configuration:
1. Auction Time: the amount of time a robot is engaged in the auction before resolving
to a task assignment.
2. Idle Time: if the robot’s next assignment is dependent on the results of an auction,
the robot will idle in place, waiting for the auction to resolve. Robots are capable
of participating in an auction and conducting a task at the same time. If the auction
resolves before the robot finishes its task, the idle time will be 0.
3. Transit Time: the amount of time a robot is transiting from one location to the start
of a task.
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4. Search/Investigate Time: the amount of time a robot spends in the actual completion
of a task
5. RobotUtilization: the ratio of time spent by a robot searching and investigating relative
to the total time it takes the robot swarm to complete the search and associated contact
investigations.
A typical output for a swarm comprised of three fixed-wing UAVs and two quadrotor UAVs
from one run of the auction_searcher_test play is shown in Figure 4.4.
4.3 Data Collection and Analysis
4.3.1 Analysis of Investigation Task Assignment Results
Quadrotors have the advantage of being able to hover in place at a low altitude and are
therefore better suited to perform investigation tasks. Since the quadrotor local utility
function described in Section 3.6 was designed to prioritize investigation tasks over search
tasks, we expected to see quadrotors assigned to most investigation tasks as the experiment
progressed. We found, however, that quadrotors did not always win bids for investigation
tasks in practice.
The utility function takes into consideration the time it takes for the aircraft to complete
its current task, the transit time, the time to complete the task being auctioned, and the
airframe type. If the contact is too far away or if the quadrotors are busy with other tasks,
the globally preferable assignment for the swarm might be to assign the task to a less well
equipped fixed-wing aircraft. Consider Figure 4.3 where the natural tendency of our swarm
is to spread away from the start point with the fixed-wing aircraft traveling the farthest.
When the more distant fixed-wing UAVs find contacts, the investigation tasks are no longer
as profitable to the quadrotors because of the distance to the task. Furthermore, if the swarm
is faced with multiple available investigation tasks and fewer quadrotor UAVs, the swarm
will correctly allocate fixed-wing UAVs to the investigation tasks instead of passing the task
to the next round of auctions because the utility function makes contact investigation more
important than continued search to both fixed-wing and quadrotor UAVs.
Figure 4.5 demonstrates how smaller swarms struggle to assign investigation tasks to quadro-
tors as they become too busy to investigate contacts. As swarm size increases, the swarm
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Figure 4.4. The output of three fixed-wing and two quadrotor UAVs in a
heterogeneous swarm of five UAVs. Fixed-wing UAV 2 was assigned to an
investigate task because the contact location was too distant to be a valuable
assignment for any of the quadrotors. As the data indicates, quadrotors are
not often assigned to tasks with long transit times.
has more options for assignment and the quadrotor UAVs are more frequently assigned to
investigation tasks. For example, in a swarm of three UAVs, the fixed-wing UAVs were
likely to win investigation tasks 27 percent of the time; however, in swarms of eight or more
UAVs, the fixed-wing UAVs were unable to win more than 3 percent of the investigation
tasks across all ten simulations.
We have successfully demonstrated that robot swarms can generate new contact investi-
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gation tasks and incorporate them into the auction as we set out to accomplish with our
architecture described in Section 3.4.3. Additionally, we observed that the swarm, utilizing
the auction algorithm, was able to allocate these new tasks to the closest quadrotor UAV
when it was available or the closest fixed-wing UAV in specific situations. These findings
indicate that a heterogeneous swarm can use a market-based distributed algorithm to allo-
cate spontaneously generated tasks associated with an area search in an intuitively optimal
manner. Moreover, we assert that our results suggest that this approach can be successfully
applied to a broad array of dynamic task assignment problems.
Figure 4.5. The results of ten simulated swarm compositions varying in size
from three-ten robots. Odd numbered swarms have one fewer quadrotor
UAV than fixed-wing UAVs. As the swarm size increases, quadrotor UAVs
are more likely to be assigned to investigation tasks and fixed-wing UAVs are
more likely to be assigned to search tasks, resulting in the expected behavior.
Though adding more robots to the swarm can yield a more desirable behavior (i.e., quadro-
tors winning 100 percent of the investigation tasks), increasing the swarm size has a
diminishing effect on the overall performance of the swarm’s area coverage. As shown in
Figure 4.6, the improvements we saw in the behavior of assigning the best robot to a task
did not result in a more efficient coverage of the area. The plateau of the area coverage
time is related to decreased convergence time of the auction algorithm and decreased robot
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utilization as swarm size increases. In the following Sections, we discuss the extent to
which these two factors affected our implementation.
Figure 4.6. An increase in swarm size initially results in a more efficient
coverage of the area; however, the benefit diminishes as the environment
becomes saturated with robots.
4.3.2 Analysis of the Auction Algorithm
As discussed in Section 2.4 the runtime of the auction algorithm is highly dependent upon
the inputs, namely the maximum value of the tasks, the number of tasks, and ε . Throughout
our simulations, we maintained these three variables as constants and only changed the
number and composition of robots in the swarm so that we could evaluate the scalability of
our UAS.
In order for the auction algorithm to terminate, all robots must be “happy”. As robots
compete for tasks, the tasks’ locallymaintained values are constantly changing as the auction
progresses until all the robots are “happy” with their assignment. This competitiveness can
result in some robots idling and resubmitting the same bid over consecutive rounds until all
robots have been assigned to a task. A greater number of auction participants relative to
the number of available tasks results in more competitive auctions that increase the median
resolution time as demonstrated by Figure 4.7. The pseudo-polynomial nature of the
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algorithm becomes apparent when increasing the swarm size as the variance in resolution
time also increases in larger swarms. This presence of heteroscedasticity in the auction
resolution time makes it difficult to prove the algorithm’s nearly-linear complexity without
significantly more data. Nevertheless, we can observe a nearly-linear trend in the mean
and median auction resolution times as the swarm size increased, with a linear correlation
coefficient of 0.99 and 0.97, respectively (Figure 4.8). We assert that our implementation is
tractable on small swarms and given the construct of our implementation could be flexible
enough to accommodate a wide variety of tasks (i.e., follow, defend, or attack tasks). We
discuss a future research approach to definitively demonstrate the scalability and flexibility
of a robot swarm employing our implementation in Section 5.2.
Figure 4.7. As the swarm size increased, auctions were more competitive and
took longer to resolve. Multiple robots bidding aggressively for the same task
can result in idle periods, as robots who have won their task must resubmit
bids over multiple rounds until all assignments have been made.
4.3.3 Analysis of Robot Utilization Results
The robot utilization was measured to determine how well our implementation performed
in finding a globally optimal solution using the auction algorithm without unnecessarily
delaying the coverage of the search area. We define idle time as the amount of time that
a robot is not actively engaged in the execution of either a search task or an investigation
task. Our methodology of simultaneously maintaining separate states for the task status and
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Figure 4.8. In our experiments with swarms of up to 10 UAVs, the aver-
age auction time increased linearly with swarm size. The linear correlation
coefficient between swarm size and resolution time is nearly 1.0
the auction status allowed individual robots to simultaneously participate in auctions and
execute assigned tasks. The average idle time was thus less than half a second, regardless
of the swarm size. Since robots are able to participate in auctions while they are conducting
their tasks, they need only initiate a new auction and wait for its results if they do not have
assigned tasks in their queues when they complete their current tasks. Since idle time was
negligible, the robot utilization is largely a measure of how well the swarm allocated itself
to tasks by examining of the transit time in between each of the robots’ tasks.
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Recall that our idealized robot swarm would achieve a robot utilization of 1.0 across the
swarm. For the most part, our swarms achieved robot utilization well above 0.5, indicating
that the robot was actively engaged in the search more than half the time. Observed robot
utilization results are depicted in Figure 4.9.
The mean robot utilization for fixed-wing UAVs was 0.75. The smallest robot swarm (three
UAVs) had the largest mean utilization of 0.81 while the robot swarm with nine UAVs
had the lowest mean utilization of 0.69. The opposite trend was observed in the quadrotor
UAVs. The mean robot utilization for the quadrotor UAVs was 0.71. The worse mean
utilizations were observed in the smaller swarms with a low mean robot utilization of 0.66
in the three-UAV swarm and high mean robot utilizations of 0.76 and 0.74 in the four-UAV
and seven-UAV swarm.
Figure 4.9. Robot utilization for all swarm sizes is largely above 0.5 which
indicates that robots are actively engaged in task execution more than half
of the time they are executing the play. In smaller swarms quadrotors are
overburdened by contact investigations which have high transit times relative
to the task execution times lowering their utilization rates. In larger swarms
the environment is saturated by the robots leading to longer auction and
transit times.
We conjecture that different features of our design and the experiment influence the swarm
robot utilization in multiple ways. First, as shown in Section 4.3.1, quadrotors are more
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likely to win investigation tasks due to the airframe penalty we imposed in the utility
function. The penalty creates market conditions where a quadrotor UAV is partial toward
an investigation task even if it is farther away than a search task. As contacts are discovered,
the fixed-wing UAVs will continue their search, systematically moving from cell to adjacent
cell while a quadrotorUAV is likely to transit long distances to execute assigned investigation
tasks. This preferred valuation of investigation tasks over search tasks would explain the
slightly lower robot utilization among the quadrotor UAVs across all simulations.
Secondly, the difference between the opposing trends can be explained by a combination
of robot saturation and the previously discussed airframe penalty. The robot utilization
for fixed-wing UAVs declines as the swarm gets larger because the swarm is saturated
with robots. More robots results in longer, more competitive auctions and robots are more
likely to win their second, third, or worse choice. These unfavorable assignments are likely
associated with longer transit times. On the other hand, with respect to quadrotor UAVs, in
smaller swarms the overburdened quadrotor UAVs are more likely to make longer transits
to reach farther contact investigations. When the swarm is larger, as the UAVs spread out,
there are more options for assignments that do not require such long transits but swarms
larger than seven again suffer from the effects of saturation. The overall consistency of
favorable robot utilization measurements above 0.5 across multiple swarm sizes indicates
that the auction algorithm is an effective method for allocating heterogeneous robots to
heterogeneous tasks. Ultimately, developers will have to determine the appropriate number
of robots to include in an auction in order for the desired swarm behavior with respect to a
particular task.
4.4 Summary
This chapter described the results obtained from experimentation with our cued search
implementation in the ARSENL SITL simulation environment. SITL simulation results
were validated in two live-fly events conducted at Camp Roberts, California.
Our results demonstrate that the auction algorithm is an appropriate mechanism for au-
tonomously allocating heterogeneous tasks among a robot swarm. Furthermore, we de-
termined through experimentation that our implementation of the auction algorithm was
appropriate for swarms of up to 10 UAVs and likely scalable to much larger swarms. We
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were also able to convey that increasing size and heterogeneity of the swarm does not
degrade the performance of the auction algorithm.
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In his NPS master’s thesis [10], Matthew Hopchak demonstrated that multiple robots in 
coordination could operate autonomously using the auction algorithm; a method for solving 
the assignment problem proposed by Bertsekas [13], to assign tasks to individual robots in 
a large area search scenario. Hopchak’s research was applied to heterogeneous robots that 
are required to accomplish homogeneous tasks (i.e., dissimilar fixed-wing UAVs searching 
small cells within the search area).
In this thesis, we extended Hopchak’s work by increasing swarm heterogeneity to include
quadrotor UAVs and task heterogeneity to include contact investigation tasks. In addition,
we demonstrated the ability to dynamically introduce follow-on tasks to the auction as
investigation contacts are identified.
5.1 Framework Analysis and Areas for Improvement
In Section 1.1, we discussed a rubric for evaluating swarm technology as flexible, scalable,
and robust. The focus of our implementation was developing a swarm that was inherently
all three. Flexibility was achieved by leveraging an object orientated design approach. The
auction algorithm facilitates scalability if the input values are carefully defined to achieve
pseudo-linear growth as swarm size increases. Our current implementation has at least one
limitation in robustness. Specifically, the auction process will fail to terminate if confronted
with robot failures. We propose a simple modification to the implementation, however, that
can alleviate the problem.
5.1.1 Flexibility
The utility function is the core of the decision making logic for the robots. Not surprisingly,
changing the utility function can result in vastly different behaviors for robots within the
swarm. Our utility function is relatively simple: robots value tasks based on the amount of
time it will take them to complete the task and the suitability of the task to their capabilities.
There are other metrics that are plausible for a utility function, and the suitability of these
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should be formally assessed. For example, task prioritization could be factored into task
value more deliberately. For instance, our cued search system might be extended to include
an associated level of certainty for detected contacts. Investigation of contacts with high
(or alternatively low) levels of certainty might reasonably take precedence. Making small
changes to the utility function might provide a simple way to increase the swarm’s apparent
“intelligence” and merits further exploration.
There are currently two task templates in our implementation: investigation and search
tasks. These parent tasks lay the foundation for other similar tasks. Leveraging our object
oriented design’s inheritance feature, any future work can easily incorporate new tasks by
deriving new task objects with the methods and attributes that are already defined in the in
existing framework. Identification of additional mission types and tasks that swarm UAVs
might execute in their accomplishment is warranted.
Finally, addressing the dynamicity of swarm and task composition in the context of the
assignment problem is a potentially important issue. For example, one possible application
of swarm robotics is persistent surveillance. The basis for persistent surveillance is in
the area coverage problem that we solve with our implementation; however, there are
added challenges to maintaining coverage continuously over an arbitrary period of time. In
particular, the re-incorporation of search cell tasks into the auction in a way that minimizes
the amount of time between revisitations must be addressed. Equally important is the
process by which new UAVs are introduced to the UAS to relieve ones whose endurance
has been exhausted.
5.1.2 Scalability
Our experiment assessed the performance of swarms of up to 10UAVs in two search areas: a
large area of 30 cells and a smaller area of 12 cells. In both experiments, the swarm worked
equally well with relatively small swarms of three robots as it did with larger swarms
of ten robots by leveraging the distributed nature of the auction algorithm. The effect
of increasing swarm or task set size appears to have a negligible effect on performance.
This makes intuitive sense since the auction algorithm is soundly based on a decentralized
computing approach and exhibits pseudo-linear computational growth if certain criteria are
met. This phenomenon has not, however, been empirically verified for our system.
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Based on our experiments, the algorithm scales well when the swarm size remains small in
proportion to the number of tasks (e.g., swarm size of three robots searching 30 cells scales
well to six robots searching 30 cells); however, the auction takes significantly longer to
terminate as the environment approaches UAV saturation. Consider, for example, 50 UAVs
competing for assignment to 12 tasks. Many of the robots will be competing for the same
assignments, so the complete auction can require many rounds.
To a certain extent, discretizing a search (or any complex task) into more subtasks might
promote scalability, but it presents other problems. The first problem is that discretizing
too much may be unreasonable (e.g., a search task with one waypoint). Additionally,
discretizing itself adds computational overhead and presents its own challenges. Other
approaches to the issue of robot-to-task saturation should therefore be explored.
Another aspect of scaling that our implementation does not address well is Erol Sahin’s
notion of “scaling in time” [4]. Similar to the swarm composition issue discussed in the
previous section, scaling in time is the ability of the swarm to grow or shrink in size during
play execution. Our system does not currently scale in time; however, the foundation exists
for its incorporation. As resources are added to the auction (i.e., through the process of
cueing in our implementation), the swarm might autonomously decide how to scale itself
to optimally meet the task demands by limiting the number of robots participating in the
swarm. Conversely, if it is determined that the auction resources are not being assigned
efficiently enough, more robots can be allocated to the task.
A final scalability issue that might be addressed is the selection of auction algorithm ε
values. The value of ε plays a significant role in both the convergence of the algorithm and
the quality of the solution. A small ε will result in highly competitive bidding where robot
bids increase in small increments. This can require many rounds to reconcile winners. A
large ε , on the other hand, converges more quickly but can result in suboptimal assignments.
Bertsekas has shown that the solution is globally optimal within nε [13]. The larger ε , the
more likely it is for robots to be assigned suboptimally.
Bertsekas offers a modification to the auction algorithm that solves the problem of run time
convergence and accuracy called ε-scaling [13]. The idea is that ε values vary over the course
of the auction starting with a large values to encourage rapid convergence and progressing
to smaller values later to improve the optimality. This can drastically reduce the number of
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rounds overall by increasing prices rapidly at first. Smaller ε values later more refine earlier
suboptimal results to more accurately match agents with higher utility assignments. While
our implementation performed well in our experiments, this approach is worth exploring
to improve the scalability of the ARSENL auction algorithm implementation to larger and
more heterogeneous swarms.
5.1.3 Robustness
Robustness is not explicitly built into the ARSENL swarm UAS; however, the distributed
nature of the auction algorithms facilitate a more robust implementation. One vulnerability
of the current implementation is that during auction execution, the synchronization step
requires receipt of bids from all the participants. Failure detection is not currently incorpo-
rated, so there is no existing mechanism for the robot to determine when another participant
is malfunctioning. Therefore, if any robots fail, the auction will freeze and fail to converge.
The ARSENL swarm does, however, incorporate failure detection more generally [30].
Incorporation and testing of this capability in the context of auction-reliant behaviors can
greatly improve the swarm’s resilience in the face of robot failures.
Additional approaches to preventing a global swarm failure due to a single robot’s failure
might also be implemented in a fairly straightforward manner to provide additional robust-
ness. A crude approach, for instance, might utilize timed synchronization. That is, if a
bid is not received from a robot within a predetermined amount of time, the swarm can
conclude that the robot no longer participating and proceed accordingly.
5.2 Additional Future Work
Among the more general ways in which the work of this thesis might be extended is with
greater heterogeneity among UAVs, tasks, and even across different operational domains
(e.g., aerial and terrestrial). Incorporating more information-dense sensor data into utility
calculations can provide opportunities to increase the swarm’s apparent intelligence. Lastly,




We examined two aspects of research: robot heterogeneity and task heterogeneity. To
represent the heterogeneity of robots we used fixed-wing UAVs that could quickly cover
large distances in a short amount of time and quadrotor UAVs that could hover in position at a
waypoint butwere slowmovingwith limited endurance. Increasing heterogeneity is partially
a scalability problem but, it is different enough that it has unique challenges as well. We
have shown thatmarket-based algorithms can produce near-optimal assignments formultiple
platforms with different capabilities to multiple tasks with different requirements. There
are, however, a number of approaches to further experimentation with auction algorithms
and heterogeneity. The following list provides a short description of a few of these potential
areas of inquiry:
1. Increased task complexity. Include the same robots with the same capabilities as
the UAVs in this thesis, but increase the complexity and number of possible tasks.
This might involve developing more complex approaches to search cell coverage,
incorporation of minimum probability of detection or confidence in detection into
utility calculations, development of more dynamic investigation tasks (e.g., varying
loiter time based on vehicle or contact type), etc. Since task values and utility costs are
currently calculated as a function of time, many of these additions can be added to the
current implementation without significant changes to the methodology. Increased
task complexity facilitates the increased flexibility of the swarm as discussed in
Section 5.1.1.
2. Ordinal tasks. Apply the market-based approach to different swarm objectives. The
global objective that we defined for the swarm was divided into loosely coordinated
independent tasks. The desired behavior was a systematic organized search but
there was no requirement that the robots complete subtasks in any specific order.
A more complex global objective might include highly dependent tasks that must
be completed in a particular order (e.g., search involving active and passive sensors
where cells must be searched with the passive sensor first).
3. Increased capability heterogeneity. Our swarm consisted of robots with two ca-
pabilities: rotary-wing and fixed-wing aerial search. As more complex tasks are
added to the swarm, robots will require additional capabilities (e.g., different sensor
packages on otherwise similar platforms). A potential research problem would be to
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examine how a diverse set of capabilities and limitations can be leveraged using a
market-based approach. Section 5.2.2, describes how these added capabilities would
necessitate a more complex utility function.
4. Multi-domain robot swarming. Examine the applicability of the auction algorithm
to robot swarms that cross domains. Douglas Horner, for instance, explores the
possibility of multi-vehicle collaboration between UAVs and UUVs in [31]. In his
UAS, some robots would not be capable of accomplishing tasks that others would
if the task did not belong to their domain (e.g., a UAV is incapable of performing
an underwater search). A market-based distributed algorithm similar to our auction
algorithm implementation might address many of the issues that he is concerned with
in a more robust or flexible manner.
One final potential research topic focused on swarm heterogeneity would be study of
heterogeneity quantification as more vehicle capabilities are integrated into the system.
That is, addressing the question of rigorously capturing both the level of heterogeneity in
the system and also the effectiveness of our implementation. This would effectively extend
the work of Balch in [6] by applying his techniques to the ARSENL swarm UAS.
5.2.2 Complex Valuation Methods
In Section 5.1.1, we briefly discussed modification of the utility function to adapt to
different types of problems. In this section, we discuss specific options for incorporating
more advanced information into the utility function.
Detection events utilized to spur investigation tasks were artificially introduced into the
system for our research. These events, though suitable for our purpose, were not realistic
analogs of detection events generated over the course of an actual search. One area of
research would be to evaluate different onboard sensors’ ability to generate detection events.
For example, aMagnetic Anomaly Detection (MAD) device provides a different output than
a camera. The information that can be gleaned from different sensors will be varied. Even
if events generated by both sensors spawn the same follow-on task, the data source might
affect how suited a particular vehicle is to conducting the follow-on investigation (e.g., an
infrared-equipped UAV might be more suited to investigating the camera-sourced contact).
These and other sensors can supply information to a utility function to help the robots
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make more informed decisions about how to value tasks using our implemented auction
algorithm. Research into accounting for their capabilities in both task valuation and cost
functions is required to leverage this information.
Another limitation of our utility function is that it does not use the disposition of the rest of
the robot swarm as a factor for valuation. Each robot values tasks independently of what
the rest of the swarm is doing. As we saw in our implementation, there would be scenarios
where threats are found and the UAVs best suited to those tasks are too far to make winning
bids on the task. One approach that future research might explore is the development of
a utility function that could devalue tasks that place the robot swarm into disadvantageous
dispositions. For example, a penalty can be imposed for clustering too many robots of the
same type in one area or for leaving a high-value unit vulnerable.
The utility function drives the autonomy of the swarm’s allocation of robots to tasks. An
expansion of heterogeneity to the swarm will be associated with a more complex utility
function that defines how robots will bid for tasks. By establishing a basis for a robot’s task
preference, a sensible utility function can be developed and tested in the ARSENL SITL
simulation environment as we have done in this thesis.
5.2.3 Designated Subswarms
Our implementation conducts auctions in which all swarm UAVs participate making it
possible for robots to be paired with tasks that are not optimal. Furthermore, a robot that is
burdened by a suboptimal task may be repositioned to a location that is disadvantageous to
the swarm. Consider a swarm of robots that is tasked to provide defensive surveillance (i.e.,
patrol tasks analogous to search and blocking tasks analogous to contact investigation). In
our implementation quadrotor UAVs can be allocated to patrol tasks that are far from the
defended position if no blocking tasks are available. This might place the quadrotor out of
position to be assigned emergent blocking tasks to which it is best suited.
One approach to addressing this issue might be to divide the swarm into two or more
subswarms. The initial task assignment for the surveillance examplewould be accomplished
by one subswarm leaving the other in reserve (i.e., available for immediate assignment to
emergent tasks). The subswarm divisions would be based on the mission requirements and
the types of tasks each subswarm was expected to accomplish. Instead of finding tasks
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and entering them into the existing auction as we have done, new tasks can be passed to
the appropriate subswarm for bidding based on the subswarm’s composition (i.e., to the
subswarmmost suited to the task). This research would likely involve exploration of various
subswarm definition approaches. An additional research initiative associated with the same
thread might involve the evaluation of the extent to which a subswarm-based system would
conserve (or potentially waste) resources over the course of an entire mission. For example,
since the system could potentially guarantee that it would not have to utilize quadrotor UAV
resources to accomplish search tasks for which they are poorly suited, investigation tasks
to which they are well suited might be more efficiently accomplished. On the other hand,
if there are no tasks for a particular subswarm to accomplish (e.g., no investigation tasks
are spawned), then the subswarm’s resources are essentially wasted. A rigorous study of
the likely outcomes of different subswarm configurations in various scenarios is therefore
warranted.
5.2.4 Combinatoric Auctions
Use of a combinatoric auction to solve the assignment problem is discussed in Section 2.4.4
and identified in [10] as a potential area of follow-on research. Although a combinatoric
auction can potentially derive an optimal solution, the number of potential options makes its
full implementation intractable. In order to produce a feasible implementation, therefore,
enough constraints must be imposed to mathematically preclude a combinatoric explosion.
The constraints would likely set the the maximum number of tasks to which any agent could
and they would be a function of the number of tasks and the number of agents participating
in the auction. Computational complexity notwithstanding, the potential optimality of the
solutions and requirement to assign a large number of tasks via a single auction make
combinatoric auctions a potentially attractive mechanism for task assignment within the
swarm.
5.3 Summary and Conclusions
Our research demonstrates that a heterogeneous robot swarm can autonomously allocate
UAVs to heterogeneous tasks using a distributed market-based algorithm. As autonomous
robot swarms become more integrated into the military’s missions, increased heterogeneity
will enable their application to a broader range of military operations. The flexibility
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of the UAS presented in this thesis establishes a foundation for future research to develop
implementations that employ specific heterogeneous capabilities adapted to solve challenges
that are not feasible for current homogeneous systems.
69
THIS PAGE INTENTIONALLY LEFT BLANK
70
APPENDIX: Source Code
A.1 auction_searcher_test Source Code
#
# Dr . Duane Davis 2019
# LT B r i t t Campbel l 2019
#





import d a t e t im e
# ROS impo r t s
import r o spy
import random
# ARSENL impo r t s
import a r s e n l _ c o n t r o l . swa rm_con t ro l a s c t r l
import a r s e n l _ c o n t r o l . p l u g i n _ b e h a v i o r a s p l u g i n
import a r s e n l _ b e h a v i o r _ t o o l s . a u c t i o n s as a u c t i o n s
import a r s e n l _ b e h a v i o r _ t o o l s . s e a r c h e r a s s e a r c h
import a r s e n l _ b e h a v i o r _ t o o l s . waypo i n t _p a t h s a s p a t h s
import a r s e n l _ d a t a . e nume r a t i o n s as enums
import a r s e n l _ a l g o r i t hm s . i n d e p e n d e n t _ t r a n s i t s a s t r a n s i t s
#bc : u t i l i t y impo r t s
import a r s e n l _ l i b r a r y . m a t h _ u t i l s a s ro_math
import a r s e n l _ l i b r a r y . g p s _ u t i l s a s gps
import a r s e n l _ l i b r a r y . b i tmapped_by t e s a s b y t e s
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c l a s s Auct ionCue ( p l u g i n . P l u g i nBeh av i o r ) :
’ ’ ’ S imp le t e s t b ehav i o r f o r S i n g l e I t emAu c t i o n
f u n c t i o n a l i t y
C la s s member v a r i a b l e s :
_ r e s o u r c e s : t u p l e o f dummy r e s o u r c e s f o r t h e a u c t i o n
_au c t i o n : s i n g l e i t em au c t i o n o b j e c t
_ d r i v e r : d i r e c t d r i v e r t o o r b i t t h e s t andby l o c a t i o n
I n h e r i t e d member v a r i a b l e s ( P l ug i nBehav i o r ) :
i d : Unique i n t e g e r i d e n t i f i e r f o r t h i s b ehav i o r
_ c o n t r o l l e r : SwarmCon t ro l l e r o b j e c t t o which t h i s
b ehav i o r b e l ong s
_ p a r t i c i p a n t s : I t e r a b l e o b j e c t o f behav io r −
p a r t i c i p a t i n g v e h i c l e IDs
_ _ c t r : used t o pause be tween a u c t i o n s
C la s s member f u n c t i o n s :
p a r ame t e r i z e : imp l emen t a t i o n o f t h e P l ug i nBehav i o r
v i r t u a l f u n c t i o n
compute_command : runs one i t e r a t i o n o f t h e b ehav i o r ’ s
c o n t r o l l oop
p r o c e s s _ b e ha v i o r _ da t a : hand l e s behav io r − s p e c i f i c
commun ica t ions
I n h e r i t e d member f u n c t i o n s ( P l ug i nBehav i o r )
s e t _ c o n t r o l l e r : s e t s t h e c o n t r o l l e r o b j e c t f o r t h i s
o b j e c t
s e t _ p a r t i c i p a n t s : s e t s t h e l i s t o f p a r t i c i p a t i n g
v e h i c l e s
get_name : r e t u r n s t h e s t r i n g name o f t h e b ehav i o r
s e t _ r e a d y : s a f e l y s e t s t h e ready s t a t e t o True or
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Fa l s e
i s _ r e a d y : r e t u r n s t h e b ehav i o r ’ s c u r r e n t r e a d i n e s s
s t a t e
s e t _ a c t i v e : s a f e l y a c t i v a t e s or d e a c t i v a t e s t h e
b ehav i o r
i s _ a c t i v e : r e t u r n s t h e b ehav i o r ’ s c u r r e n t a c t i v e s t a t e
a c t i v a t i o n _ t i m e : r e t u r n s t ime a t which t h e b ehav i o r
was a c t i v a t e d
t i m e _ s i n c e _ a c t i v a t i o n : r e t u r n s e l a p s e d t ime s i n c e
a c t i v a t i o n
g e t _ s t a t u s : r e t u r n s t h e b ehav i o r ’ s c u r r e n t ready and










# Class − s p e c i f i c enumera t i on s and c o n s t a n t s
# Bas i c r e c t a n g u l a r s ea r ch area enumera t i on s ( no
o b s t a c l e s )
BASIC_LIVE_FLY = 10
BASIC_LARGER = 11
# Complex po l y gona l s ea r ch area enumera t i on ( w i t h
o b s t a c l e s )
COMPLEX = 12
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# Search area s o u t hwe s t l o c a t i o n
AREA_SW_LAT = 35.721147 # t h e s e v a l u e s w i l l be
mod i f i e d when g en e r a t e s ea r ch area i s c a l l e d
AREA_SW_LON = −120.773008
# o t h e r enumera t i on s
AREA_MIN_ALT = 354
AREA_MAX_ALT = 854
NUM_CELLS = 12 # t h i s i s mod i f i e d by t h e c e l l
g e n e r a t i o n methods below
NOT_BIDDING = NUM_CELLS
def _ _ i n i t _ _ ( s e l f , b e h av i o r _ i d , behavior_name ,
c o n t r o l l e r ) :
’ ’ ’ C la s s i n i t i a l i z e r i n i t i a l i z e s c l a s s v a r i a b l e s .
@param beha v i o r _ i d : un ique i d e n t i f i e r f o r t h i s
b ehav i o r
@param behav ior_name : s t r i n g name o f t h i s b ehav i o r
@param c o n t r o l l e r : C o n t r o l l e r o b j e c t t o which t h i s
b ehav i o r b e l ong s
’ ’ ’
super ( AuctionCue , s e l f ) . _ _ i n i t _ _ ( b eh av i o r _ i d ,
behavior_name , c o n t r o l l e r )
s e l f . _ r e s o u r c e s = [ ]
s e l f . _ a u c t i o n = None
s e l f . _ d r i v e r = None
s e l f . _wp_dr ive r = None
s e l f . _ _ c t r = 0
s e l f . _ a u c t i o n _ i t e r a t i o n = 0
s e l f . _ _ a u c t i o n _ s t a t e = Auct ionCue .RESTART
s e l f . _ _ t a s k _ s t a t e = Auct ionCue .SEARCH_WAIT
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s e l f . c u r r e n t _ a s s i g nme n t = None
s e l f . n e x t _ a s s i g nmen t = None
s e l f . go to = ( 0 , 0 )
s e l f . wp t _ c t r = 0
s e l f . compute_cmd_ct r = 0
s e l f . i n v e s t i g a t i o n _ i d = 0
s e l f . i n s i d e _ s e a r c h _ b o x = Fa l s e
s e l f . t i m e _ s t a r t = 0 . 0
s e l f . c ommence_ i nve s t i g a t e = F a l s e
s e l f . t i m e _ t i l l _ i n v e s t i g a t e = 0 . 0
s e l f . d e t e c t i o n _ o c c u r e d = F a l s e
s e l f . c e l l _ d e t e c t i o n _ l i s t = [ ]
s e l f . i n v e s t i g a t i o n _ t i m e = 20 .0
s e l f . a u c t i o n _ i d l e _ t i m e = 0 . 0
s e l f . q r_mu l t = 5 . 0
s e l f . fw_mult = 5 . 0
# s e l f . _ choose_ sea r ch_area = Auc t ionCue .
BASIC_LIVE_FLY
s e l f . _ c h oo s e _ s e a r c h _ a r e a = Auct ionCue . BASIC_LARGER
s e l f . _fol low_wp = True
#Data c o l l e c t i o n Va r i a b l e s
s e l f . w r i t e _ t o _ f i l e = True
s e l f . s e a r c h _ t a s k s _ c omp l e t e d = [ ]
s e l f . i n v e s t i g a t e _ t a s k s _ c omp l e t e d = [ ]
s e l f . i d l e _ s t a r t = t ime . t ime ( )
s e l f . t i m e _ i d l e _ p r i o r = 0 . 0
s e l f . s e a r c h _ t i m e _ s t a r t = 0 . 0
s e l f . a u c t i o n _ i d l e _ t i m e = 0 . 0
s e l f . d r o pp ed_ t a s k s = 0 . 0
s e l f . d a t a _ comp i l e = [ ]
s e l f . f i n a l _ a u c _ t im e = 0 . 0
75
s e l f . s a v e_p a t h = ’ / home / a r s e n l / t h e s i s _ d a t a ’
def p a r am e t e r i z e ( s e l f , params ) :
’ ’ ’ S e t s b ehav i o r pa rame t e r s based on s e t s e r v i c e
pa rame t e r s
Th i s b ehav i o r r e q u i r e s no parame t e r s ( i f i t ’ s red
and f l i e s , i t d i e s )
@param params : pa rame t e r s from t h e s e t s e r v i c e
r e q u e s t
@return True i f s e t w i t h v a l i d pa rame t e r s
’ ’ ’
# BASIC_LIVE_FLY : l i v e − f l y area (Camp Robe r t s
McMillan A i r f i e l d geo− f e n c e s a f e )
# BASIC_LARGER : la rge −ba s i c area , un i f o rm
r e c t a n g u l a r c e l l s
# COMPLEX: la rge −complex area , p o l y gona l
e n v i r o n w i t h o b s t a c l e s and i r r e g u l a r c e l l s i z e s
# −−−−− HARD CODE SELECT ONE OF THE BELOW OPTIONS
−−−−
# s e l f . _ choose_ sea r ch_area = Auc t ionCue .
BASIC_LIVE_FLY
s e l f . _ c h oo s e _ s e a r c h _ a r e a = Auct ionCue . BASIC_LARGER
s e l f . _ r e s o u r c e s = [ ]
s e l f . _ a u c t i o n = None
s e l f . _ d r i v e r = None
s e l f . _wp_dr ive r = None
s e l f . _ _ c t r = 0
s e l f . _fol low_wp = True
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s e l f . _ a u c t i o n _ i t e r a t i o n = 0
s e l f . _ _ a u c t i o n _ s t a t e = Auct ionCue .RESTART
s e l f . _ _ t a s k _ s t a t e = Auct ionCue .SEARCH_WAIT
s e l f . c u r r e n t _ a s s i g nme n t = None
s e l f . n e x t _ a s s i g nmen t = None
s e l f . go to = ( 0 , 0 )
s e l f . wp t _ c t r = 0
s e l f . i n v e s t i g a t i o n _ i d = 0
s e l f . i n s i d e _ s e a r c h _ b o x = Fa l s e
s e l f . t i m e _ s t a r t = 0 . 0
s e l f . c ommence_ i nve s t i g a t e = F a l s e
s e l f . t i m e _ t i l l _ i n v e s t i g a t e = 0 . 0
s e l f . d e t e c t i o n _ o c c u r r e d = F a l s e
s e l f . i n v e s t i g a t i o n _ t i m e = 20 .0
s e l f . q r_mu l t = 2 . 0
s e l f . fw_mult = 2 . 0
#Data c o l l e c t i o n v a r i a b l e s
s e l f . w r i t e _ t o _ f i l e = True
s e l f . s e a r c h _ t a s k s _ c omp l e t e d = [ ]
s e l f . i n v e s t i g a t e _ t a s k s _ c omp l e t e d = [ ]
s e l f . i d l e _ s t a r t = t ime . t ime ( )
s e l f . t i m e _ i d l e _ p r i o r = 0 . 0
s e l f . s e a r c h _ t i m e _ s t a r t = 0 . 0
s e l f . a u c t i o n _ i d l e _ t i m e = 0 . 0
s e l f . d r o pp ed_ t a s k s = 0 . 0
s e l f . d a t a _ comp i l e = [ ]
s e l f . f i n a l _ a u c _ t im e = 0 . 0
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s e l f . s a v e_p a t h = ’ / home / a r s e n l ’
# A i r c r a f t / A i r f r ame
s e l f . a i r c r a f t _ t y p e = ro spy . ge t_param ( " a i r c r a f t _ t y p e "
)




s e l f . a i r f r am e _ t y p e = ro spy . ge t_param ( " a i r f r am e _ t y p e "
)






s e l f . _ c o n t r o l l e r . l o g _ i n f o ( s t r ( s e l f . a i r c r a f t _ t y p e ) )
s e l f . _ c o n t r o l l e r . l o g _ i n f o ( s t r ( s e l f . a i r f r am e _ t y p e ) )
a c _ i d = ’UAV␣ ’ + s t r ( s e l f . _ c o n t r o l l e r . own_id )
i f s e l f . a i r c r a f t _ t y p e == enums .AC_COPTER:
a c_ t yp e = ’ Quadcop te r ’
e l i f s e l f . a i r c r a f t _ t y p e == enums .AC_FIXED_WING:
a c_ t yp e = ’ F ixed ␣Wing ’
e l s e :
a c _ t yp e = ’Unknown␣ A i r c r a f t ␣Type ’
s e l f . d a t a _ comp i l e . append ( a c_ i d + ’ , ’ + a c_ t ype )
s e l f . d a t a _ comp i l e . append ( ’ Task␣Type , ␣Task␣ID , ␣
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Auc t ion ␣Comple t ion ␣Time , ␣ T r a n s i t ␣Time , ␣
I n v e s t i g a t e ␣Time , ␣ Sea r ch ␣Time , ␣ I d l e ␣Time␣ P r i o r ␣ t o
␣Task ’ )
s e l f . _ c o n t r o l l e r . l o g _ i n f o ( " \ n∗␣ \ n∗∗␣ \ n " + " I ␣AM␣A␣"
+ ac_ t ype + " ␣ \ n∗∗␣ \ n∗ " )
i f s e l f . _ c h oo s e _ s e a r c h _ a r e a == Auct ionCue .
BASIC_LIVE_FLY :
s e l f . _ c h oo s e _ s e a r c h _ a r e a = 0
e l i f s e l f . _ c h oo s e _ s e a r c h _ a r e a == Auct ionCue .
BASIC_LARGER :
s e l f . _ c h oo s e _ s e a r c h _ a r e a = 1
e l i f s e l f . _ c h oo s e _ s e a r c h _ a r e a == Auct ionCue .
BASIC_COMPLEX:
s e l f . _ c h oo s e _ s e a r c h _ a r e a = 2
e l s e :
s e l f . _ c o n t r o l l e r . l o g _ i n f o ( " I n v a l i d ␣ Sea rch ␣Area " )
s e l f . c e l l _ p a r t i t i o n = s e a r c h . S e a r c hA r e a P a r t i t i o n (
s e l f . _ c hoo s e_ s e a r c h_a r e a , s e l f . _ c o n t r o l l e r )
s e l f . c e l l _ p a r t i t i o n . g e n e r a t eB a s i c S e a r c hA r e a ( )
s e l f . _ r e s o u r c e s = [ ]
s e l f . _ r e s o u r c e _ t r a c k e r = [ ]
f o r c e l l in s e l f . c e l l _ p a r t i t i o n . _ c e l l s :
s e l f . _ c o n t r o l l e r . l o g _ i n f o ( " Ce l l ␣ t a s k ␣ va l u e ␣ i s ␣ "
+ s t r ( s e l f . c e l l _ p a r t i t i o n . _ c e l l s [ c e l l ] .
_ t a s k _ v a l u e ) )
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s e l f . _ r e s o u r c e s . append ( ( c e l l , s e l f .
c e l l _ p a r t i t i o n . _ c e l l s [ c e l l ] ) )
s e l f . _ r e s o u r c e _ t r a c k e r . append ( " c " )
num_resou rce s = l en ( s e l f . _ r e s o u r c e s )
s e l f . _ c o n t r o l l e r . l o g _ i n f o ( " \ n∗␣ \ n∗∗␣ \ n " + s t r (
num_resou rce s ) +" ␣ Sea rch ␣ r e s o u r c e s ␣ c r e a t e d . ␣
Sea rch ␣Area␣Ready␣ \ n∗∗␣ \ n∗ " )
num_de t e c t s = i n t ( 0 . 2 5∗ num_resou rce s )
s p a c e r = i n t ( num_resou rce s / num_de t ec t s )
s e l f . c e l l _ d e t e c t i o n _ l i s t = [ ]
f o r i in range ( num_resou rce s ) :
i f i % s p a c e r == 0 :
s e l f . c e l l _ d e t e c t i o n _ l i s t . append ( i )
s e l f . _ c o n t r o l l e r . l o g _ i n f o ( " \ n∗␣ \ n∗∗␣ \ n " + s t r (
num_de t e c t s ) +" ␣ De t e c t i o n ␣ e v e n t s ␣ s c a t t e r e d ␣
t h r o u ghou t ␣ s e a r c h ␣ a r e a . ␣ \ n∗∗␣ \ n∗ " )
s e l f . _ c o n t r o l l e r . l o g _ i n f o ( " \ n∗␣ \ n∗∗␣ \ n " + s t r ( l en (
s e l f . c e l l _ d e t e c t i o n _ l i s t ) ) +" ␣ t h i s ␣ shou l d ␣be␣ t h e ␣
same␣number␣ o r ␣ c l o s e . ␣ \ n∗∗␣ \ n∗ " )
s e l f . _ d r i v e r = t r a n s i t s . D i r e c t D r i v e r ( s e l f .
_ c o n t r o l l e r , \
s e l f .
_ c o n t r o l l e r .
ap_wpt . x , \
s e l f .
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_ c o n t r o l l e r .
ap_wpt . y , \
s e l f .
_ c o n t r o l l e r .
ap_wpt . z , \
s e l f .
_ c o n t r o l l e r .
a c _ l i m i t s .
nom_fwd_speed
)
s e l f . _ i n v e s t i g a t e _ d r i v e r = t r a n s i t s . D i r e c t D r i v e r (
s e l f . _ c o n t r o l l e r , \
s e l f .
_ c o n t r o l l e r .
ap_wpt . x , \
s e l f .
_ c o n t r o l l e r .
ap_wpt . y , \
s e l f .
_ c o n t r o l l e r .
ap_wpt . z , \
s e l f .
_ c o n t r o l l e r .
a c _ l i m i t s .
nom_fwd_speed
)
s e l f . _wp_dr ive r = t r a n s i t s . Waypo in tSequenceDr ive r (
s e l f . _ c o n t r o l l e r )
s t a r t u p _ s e q u e n c e = p a t h s . Waypoin tSequencer ( )
s t a n d b y _ p o i n t _ l a t = s e l f . _ c o n t r o l l e r . l a s t _wp . x
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s t a n d b y _ p o i n t _ l o n = s e l f . _ c o n t r o l l e r . l a s t _wp . y
s t a r t u p _ s e q u e n c e . append ( s t a n d b y _ p o i n t _ l a t ,
s t a n dby_po i n t _ l o n , s e l f . _ c o n t r o l l e r . ap_wpt . z , \
s e l f . _ c o n t r o l l e r .
a c _ l i m i t s .
nom_fwd_speed )
s e l f . _wp_dr ive r . r e s e t ( s t a r t u p _ s e q u e n c e )
s e l f . _ a u c t i o n = \
a u c t i o n s . S i n g l e I t emAuc t i o n ( s e l f . _ c o n t r o l l e r .
own_id , s e l f . _ c o n t r o l l e r )
s e l f . _ a u c t i o n . s e t _ l o c a l _ u t i l i t y _ f u n c t i o n ( s e l f .
_ _ d i s t a n c e _ u t i l i t y )
i f s e l f . _ a u c t i o n . i n i t i a l i z e _ a u c t i o n ( 2 0 . 0 , s e l f .
_ r e s o u r c e s , s e l f . _ p a r t i c i p a n t s ) :
s e l f . _ _ a u c t i o n _ s t a t e = Auct ionCue . IN_PROGRESS
s e l f . _ c o n t r o l l e r . l o g _ i n f o ( "Commencing␣ i n i t i a l ␣
a u c t i o n " )
s e l f . a u c t i o n _ s t a r t _ t i m e = t ime . t ime ( )
e l s e :
s e l f . _ _ a u c t i o n _ s t a t e = Auct ionCue .COMPLETE
s e l f . _ c o n t r o l l e r . l o g _ i n f o ( "No␣ r e s o u r c e s ␣
a v a i l a b l e ␣ f o r ␣ b id " )
re turn True
def _ _ d i s t a n c e _ u t i l i t y ( s e l f , c e l l _ r e c o r d ) :
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# t r a n s i t t ime + rema in ing t ime on s t a t i o n
i f s e l f . c u r r e n t _ a s s i g nme n t != None and not s e l f .
c u r r e n t _ a s s i g nme n t . i s _ n u l l :
# i f t h e r e s o u r c e r e co rd i s an i n v e s t i g a t e t a s k
and i f you are a cop t e r , do no t coun t your
t ime rema in ing because you w i l l drop t a s k i f
you win
i f s e l f . a i r c r a f t _ t y p e == enums .AC_COPTER:
own_pos i t = s e l f . _ c o n t r o l l e r . g e t _ own_ s t a t e ( )
. s t a t e . pose . pose . p o s i t i o n . l a t , \
s e l f . _ c o n t r o l l e r . g e t _ own_ s t a t e ( )
. s t a t e . pose . pose . p o s i t i o n . l on
i f s e l f . c u r r e n t _ a s s i g nme n t . r e s o u r c e . _ t a s k _ i d
== s e a r c h . SEARCH_CELL:
t ime_ r ema i n i ng = 0 . 0
e l i f s e l f . c u r r e n t _ a s s i g nme n t . r e s o u r c e .
_ t a s k _ i d == s e a r c h . INVESTIGATE_PT :
t ime_ r ema i n i ng = s e l f . c u r r e n t _ a s s i g nme n t
. r e s o u r c e . ge tTimeRemain ing ( )
e l i f s e l f . a i r c r a f t _ t y p e == enums .AC_FIXED_WING:
t ime_ r ema i n i ng = s e l f . c u r r e n t _ a s s i g nme n t .
r e s o u r c e . ge tTimeRemain ing ( )
own_pos i t = s e l f . c u r r e n t _ a s s i g nme n t . r e s o u r c e
. l a s tWaypo i n t [ 0 ] , \
s e l f . c u r r e n t _ a s s i g nme n t . r e s o u r c e
. l a s tWaypo i n t [ 1 ]
e l s e :
t ime_ r ema i n i ng = 0 . 0
own_pos i t = s e l f . _ c o n t r o l l e r . g e t _ own_ s t a t e ( ) .
s t a t e . pose . pose . p o s i t i o n . l a t , \
83
s e l f . _ c o n t r o l l e r . g e t _ own_ s t a t e ( ) .
s t a t e . pose . pose . p o s i t i o n . l on
# speed fo rmu la v = d / t
# t = d / v
t i m e _ t o _ t r a n s i t = c e l l _ r e c o r d . r e s o u r c e .
g e tT a s kT r a n s i t T ime ( own_pos i t )
t ime t o comple t e t a s k in q u e s t i o n
t ime_ t o_ comp l e t e = c e l l _ r e c o r d . r e s o u r c e .
ge tTimeToAccompl ishTask ( own_pos i t )
# t o t a l t ime
t o t a l _ u t i l i t y _ t i m e = t ime_ r ema i n i ng +
t i m e _ t o _ t r a n s i t + t ime_ t o_ comp l e t e
i f s e l f . a i r c r a f t _ t y p e == enums .AC_COPTER:
i f c e l l _ r e c o r d . r e s o u r c e . _ t a s k _ i d == s e a r c h .
SEARCH_CELL:
r e s u l t = c e l l _ r e c o r d . r e s o u r c e . _ t a s k _ v a l u e −
s e l f . q r_mu l t ∗ t o t a l _ u t i l i t y _ t i m e
e l i f c e l l _ r e c o r d . r e s o u r c e . _ t a s k _ i d == s e a r c h .
INVESTIGATE_PT :
r e s u l t = c e l l _ r e c o r d . r e s o u r c e . _ t a s k _ v a l u e −
t o t a l _ u t i l i t y _ t i m e
e l i f s e l f . a i r c r a f t _ t y p e == enums .AC_FIXED_WING:
i f c e l l _ r e c o r d . r e s o u r c e . _ t a s k _ i d == s e a r c h .
SEARCH_CELL:
r e s u l t = c e l l _ r e c o r d . r e s o u r c e . _ t a s k _ v a l u e −
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t o t a l _ u t i l i t y _ t i m e
e l i f c e l l _ r e c o r d . r e s o u r c e . _ t a s k _ i d == s e a r c h .
INVESTIGATE_PT :
r e s u l t = c e l l _ r e c o r d . r e s o u r c e . _ t a s k _ v a l u e −
s e l f . fw_mult∗ t o t a l _ u t i l i t y _ t i m e
e l s e :
r e s u l t = c e l l _ r e c o r d . r e s o u r c e . _ t a s k _ v a l u e −
t o t a l _ u t i l i t y _ t i m e
re turn round ( r e s u l t , 1 )
def a i r c r a f t _ i d l e ( s e l f ) :
c e n t e r _ f i e l d = gps . gp s_midpo in t ( s e l f . c e l l _ p a r t i t i o n .
a r e a_nw_ l a t , \
s e l f . c e l l _ p a r t i t i o n . a rea_nw_lon , \
s e l f . c e l l _ p a r t i t i o n . a r e a _ s e _ l a t , \
s e l f . c e l l _ p a r t i t i o n . a r e a _ s e _ l o n )
s t a n d b y _ p o i n t _ l a t = s e l f . _ c o n t r o l l e r . l a s t _wp . x
s t a n d b y _ p o i n t _ l o n = s e l f . _ c o n t r o l l e r . l a s t _wp . y
s e l f . _ d r i v e r = t r a n s i t s . D i r e c t D r i v e r ( s e l f .
_ c o n t r o l l e r , \
s t a n d b y _ p o i n t _ l a t , \
s t a n dby_po i n t _ l o n , \
s e l f . _ c o n t r o l l e r . ap_wpt
. z , \
s e l f . _ c o n t r o l l e r .
a c _ l i m i t s .
nom_fwd_speed )
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def compute_command ( s e l f ) :
’ ’ ’ E x e cu t e s one i t e r a t i o n o f t h e b ehav i o r ( r e t u r n s
a speed
waypo in t a s s o c i a t e d w i t h t h e p r e v i o u s l y d e t e rm in ed
random po i n t )
’ ’ ’
s e l f . _ a u c t i o n . s e n d _b i d _ i n f o ( )
i f s e l f . _ _ a u c t i o n _ s t a t e == Auct ionCue .RESTART:
r e ady = s e l f . _ a u c t i o n .
c o n t i n u e _ a u c t i o n _ f r om_ c u r r e n t ( )
i f r e ady :
s e l f . _ _ a u c t i o n _ s t a t e = Auct ionCue .
IN_PROGRESS
s e l f . _ a u c t i o n _ i t e r a t i o n += 1
s e l f . _ c o n t r o l l e r . l o g _ i n f o ( "Commencing␣ nex t ␣
a u c t i o n ␣ i t e r a t i o n ␣number : ␣ " + s t r ( s e l f .
_ a u c t i o n _ i t e r a t i o n ) )
s e l f . a u c t i o n _ s t a r t _ t i m e = t ime . t ime ( )
e l s e :
s e l f . _ _ a u c t i o n _ s t a t e = Auct ionCue .COMPLETE
s e l f . _ _ t a s k _ s t a t e = Auct ionCue . IDLE
s e l f . _ c o n t r o l l e r . l o g _ i n f o ( " A l l ␣ a u c t i o n s ␣
comple t e " )
s e l f . _ _ c t r = 0
# when you i n i t i a l i z e t h e a u c t i o n i f t h e r e are
r e s o u r c e s t o be b id on , t h e s t a t e w i l l be
IN_PROGRESS
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e l i f s e l f . _ _ a u c t i o n _ s t a t e == Auct ionCue . IN_PROGRESS :
# a u c t i o n _ s t e p w i l l be f a l s e u n t i l t h e round o f
a u c t i o n s i s f i n i s h e d and t h e b o t s are
a s s i g n e d t o t a s k s
i f s e l f . _ a u c t i o n . a u c t i o n _ s t e p ( ) :
s e l f . _ _ a u c t i o n _ s t a t e = Auct ionCue . INACTIVE
s e l f . _ c o n t r o l l e r . l o g _ i n f o ( " Auc t ion ␣ S t a t e ␣ s e t
␣ t o ␣ I n a c t i v e " )
s e l f . _ c o n t r o l l e r . l o g _ i n f o ( " round ␣ " + s t r (
s e l f . _ a u c t i o n _ i t e r a t i o n ) + " ␣ f i n i s h e d . " )
s e l f . n e x t _ a s s i g nmen t = s e l f . _ a u c t i o n .
_ a s s i g nmen t s [ s e l f . _ c o n t r o l l e r . own_id ]
# t ime t a k en t o win t a s k i n an a u c t i o n
a u c t i o n _ t im e = t ime . t ime ( ) − s e l f .
a u c t i o n _ s t a r t _ t i m e
i f not s e l f . n e x t _ a s s i g nmen t . i s _ n u l l :
s e l f . n e x t _ a s s i g nmen t . r e s o u r c e .
t ime_ to_win = a u c t i o n _ t im e
e l s e :
s e l f . f i n a l _ a u c _ t im e = s t r ( round (
a u c t i o n_ t ime , 2 ) )
i f s e l f . c u r r e n t _ a s s i g nme n t == None :
s e l f . _ s t a r t _ n e x t _ t a s k ( )
i f s e l f . _ _ t a s k _ s t a t e == Auct ionCue .SEARCH:
i f s e l f . _ _ c t r == 0 :
i f i n t ( s e l f . c u r r e n t _ a s s i g nme n t . id ) in s e l f .
c e l l _ d e t e c t i o n _ l i s t :
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s e l f . _ c o n t r o l l e r . l o g _ i n f o ( " \ n∗␣ \ n∗∗␣ \
n I n v e s t i g a t i o n ␣−−−−>␣Bot ␣ " + s t r ( s e l f
. _ c o n t r o l l e r . own_id ) + " ␣ i s ␣ s e a r c h i n g
␣ c e l l ␣ " + s t r ( s e l f . c u r r e n t _ a s s i g nme n t
. id ) +" \ n ∗∗ \ n∗ " )
s e l f . _ c o n t r o l l e r . l o g _ i n f o ( " \ n∗␣ \ n∗∗␣ \
n I n v e s t i g a t i o n ␣−−−−>␣Bot ␣ " + s t r ( s e l f
. _ c o n t r o l l e r . own_id ) + " ␣ i s ␣ s e a r c h i n g
␣ c e l l ␣ " + s t r ( s e l f . c u r r e n t _ a s s i g nme n t
. id ) +" \ n ∗∗ \ n∗ " )
s e l f . _ c o n t r o l l e r . l o g _ i n f o ( " \ n∗␣ \ n∗∗␣ \
n I n v e s t i g a t i o n ␣−−−−>␣Bot ␣ " + s t r ( s e l f
. _ c o n t r o l l e r . own_id ) + " ␣ i s ␣ s e a r c h i n g
␣ c e l l ␣ " + s t r ( s e l f . c u r r e n t _ a s s i g nme n t
. id ) +" \ n ∗∗ \ n∗ " )
e l s e :
s e l f . _ c o n t r o l l e r . l o g _ i n f o ( " \ n∗␣ \ n∗∗␣ \
nBot ␣ " + s t r ( s e l f . _ c o n t r o l l e r . own_id )
+ " ␣ i s ␣ s e a r c h i n g ␣ c e l l ␣ " + s t r ( s e l f .
c u r r e n t _ a s s i g nme n t . id ) +" \ n ∗∗ \ n∗ " )
i f s e l f . _ _ c t r == 15 :
s e l f . n o t i f y _ t a s k _ s t a t u s ( a u c t i o n s .
ResourceRecord . ACTIVE)
s e l f . _ a u c t i o n . s e t _ r e s o u r c e _ s t a t u s ( s e l f .
c u r r e n t _ a s s i g nme n t . id , a u c t i o n s .
ResourceRecord . ACTIVE)
# i f s e l f . a i r c r a f t _ t y p e == enums . AC_COPTER:
# s e l f . d r op_ t a s k ( )
i f s e l f . c u r r e n t _ a s s i g nme n t . id in s e l f .
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c e l l _ d e t e c t i o n _ l i s t :
i f not s e l f . d e t e c t i o n _ o c c u r r e d and s e l f .
_wp_d r ive r . _ sequence . p e r c e n t _ c omp l e t e ( )
> 35 :
s e l f . d e t e c t i o n _ o c c u r r e d = True
s e l f . _ c o n t r o l l e r . l o g _ i n f o ( " \ n∗␣ \ n∗∗␣ \ n
−−−!!!DETECTION␣EVENT: ␣INVESTIGATE
!!!−−− \ n ∗∗ \ n∗ " )
c u r r e n t _ p o s = s e l f . _ c o n t r o l l e r .
g e t _ own_ s t a t e ( ) . s t a t e . pose . pose .
p o s i t i o n . l a t , \
s e l f . _ c o n t r o l l e r .
g e t _ own_ s t a t e ( ) . s t a t e .
pose . pose . p o s i t i o n . l on
s e l f . i n v e s t i g a t e _ a l e r t ( c u r r e n t _ p o s )
i f s e l f . _ _ c t r % 100 == 0 :
c omp l e t i o n _ p e r c e n t = s e l f . _wp_dr ive r .
_ sequence . p e r c e n t _ c omp l e t e ( )
s e l f . _ c o n t r o l l e r . l o g _ i n f o ( " Bot ␣ " + s t r ( s e l f .
_ c o n t r o l l e r . own_id ) + " ␣ t a s k ␣ comp l e t i on ␣
p e r c e n t a g e : ␣ " + s t r ( c omp l e t i o n _ p e r c e n t ) )
i f not s e l f . i n s i d e _ s e a r c h _ b o x :
f i r s t _ p t = s e l f . c u r r e n t _ a s s i g nme n t . r e s o u r c e .
_wp_sequence . _ sequence [ 0 ]
own_pos i t = s e l f . _ c o n t r o l l e r . g e t _ own_ s t a t e ( )
. s t a t e . pose . pose . p o s i t i o n . l a t , \
s e l f . _ c o n t r o l l e r . g e t _ own_ s t a t e ( )
. s t a t e . pose . pose . p o s i t i o n . l on
d i s t a n c e = gps . g p s _ d i s t a n c e ( own_pos i t [ 0 ] ,
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own_pos i t [ 1 ] , f i r s t _ p t . l a t , f i r s t _ p t . l on )
i f d i s t a n c e <= 110 :
s e l f . i n s i d e _ s e a r c h _ b o x = True
s e l f . s e a r c h _ t i m e _ s t a r t = t ime . t ime ( )
i f s e l f . _wp_dr ive r . i s _ c omp l e t e ( ) :
s e l f . i n s i d e _ s e a r c h _ b o x = Fa l s e
s e l f . t a s k_done ( )
s e l f . _ _ c t r += 1
re turn s e l f . _wp_dr ive r . g e t _waypo i n t ( )
e l i f s e l f . _ _ t a s k _ s t a t e == Auct ionCue . IDLE :
i f s e l f . _ _ c t r == 0 :
s e l f . a i r c r a f t _ i d l e ( )
p r i o r _ i d l i n g = s t r ( round ( s e l f .
t i m e _ i d l e _ p r i o r , 2 ) )
i f s e l f . c u r r e n t _ a s s i g nme n t == None :
t a s k _ i d = ’ IDLE␣BOT. ␣AUCTIONS␣COMPLETE’
e l i f s e l f . c u r r e n t _ a s s i g nme n t != None :
t a s k _ i d = s t r ( s e l f . c u r r e n t _ a s s i g nme n t . id
)
e l s e :
t a s k _ i d = ’TASK␣ID␣UNKNOWN’
s e l f . d a t a _ comp i l e . append ( " Nu l l "+" , "+ s t r (
t a s k _ i d ) +" , "+ s t r ( s e l f . f i n a l _ a u c _ t im e ) +" , "
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+"N/A"+" , "+"N/A"+" , "+"N/A"+" , "+ s t r (
p r i o r _ i d l i n g ) )
f o r row in s e l f . d a t a _ comp i l e :
s e l f . _ c o n t r o l l e r . l o g _ i n f o ( row )
i f s e l f . w r i t e _ t o _ f i l e == True :
# Open F i l e
now = d a t e t im e . d a t e t im e . now ( )
t oday = s t r ( now . month ) + ’ _ ’+ s t r ( now .
day )
n ame_o f _ f i l e = ’ The s i sOu tpu t _Bo t ’ + s t r (
s e l f . _ c o n t r o l l e r . own_id ) + ’ _ ’ + today
completeName = os . p a t h . j o i n ( s e l f .
s ave_pa th , n ame_o f _ f i l e +" . csv " )
r e s u l t F i l e = open ( completeName , ’w’ )
# Wr i t e da ta t o f i l e
f o r row in s e l f . d a t a _ comp i l e :
r e s u l t F i l e . w r i t e ( row + " \ n " )
r e s u l t F i l e . c l o s e ( )
s e l f . _ c o n t r o l l e r . l o g _ i n f o ( "OUTPUT␣FILE␣
CREATED" )
o u t p u t _ l i s t = [ ]
f o r f in os . l i s t d i r ( s e l f . s a v e_p a t h ) :
i f r e . match ( ’ The s i sOu t pu t ’ , f ) :
o u t p u t _ l i s t . append ( f )
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i f l en ( o u t p u t _ l i s t ) == l en ( s e l f .
_ p a r t i c i p a n t s ) :
now = d a t e t im e . d a t e t im e . now ( )
t oday = s t r ( now . month ) + ’ _ ’+ s t r (
now . day )
n ame_o f _ c o l l a t e d = ’
T h e s i s F i n a l R e s u l t s _B o t ’ + s t r (
s e l f . _ c o n t r o l l e r . own_id ) + ’ _ ’ +
today
f ina lName = os . p a t h . j o i n ( s e l f .
s ave_pa th , n ame_o f _ c o l l a t e d +" . csv
" )
o v e r a l l R e s u l t = open ( f ina lName , ’w’ )
s e l f . _ c o n t r o l l e r . l o g _ i n f o ( "
CONSOLIDATED␣OUTPUT␣COLLATING" )
f o r f in o u t p u t _ l i s t :
completeName = os . p a t h . j o i n ( s e l f
. s ave_pa th , f )
r e a d i n g = open ( completeName , " r " )
f o r l i n e in r e a d i n g :
o v e r a l l R e s u l t . w r i t e ( l i n e )
r e a d i n g . c l o s e ( )
o v e r a l l R e s u l t . c l o s e ( )
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s e l f . _ _ c t r +=1
i f s e l f . _ _ c t r in [ 1 , 2 , 3 , 4 , 5 ] :
s e l f . _ c o n t r o l l e r . l o g _ i n f o ( " \ n∗␣ \ n∗∗␣ \ nBot ␣ i s
␣IDLE␣ \ n∗∗␣ \ n∗ " )
re turn s e l f . _ d r i v e r . g e t _waypo i n t ( )
e l i f s e l f . _ _ t a s k _ s t a t e == Auct ionCue . INVESTIGATE :
i f s e l f . _ _ c t r == 15 :
s e l f . n o t i f y _ t a s k _ s t a t u s ( a u c t i o n s .
ResourceRecord . ACTIVE)
s e l f . _ a u c t i o n . s e t _ r e s o u r c e _ s t a t u s ( s e l f .
c u r r e n t _ a s s i g nme n t . id , a u c t i o n s .
ResourceRecord . ACTIVE)
i f s e l f . c u r r e n t _ a s s i g nme n t . r e s o u r c e .
i n v e s t i g a t e _ i n _ p r o g r e s s :
i f s e l f . _ _ c t r % 10 == 0 :
s e l f . _ c o n t r o l l e r . l o g _ i n f o ( " t ime ␣
r ema in i ng ␣on␣ s t a t i o n ␣ i s ␣ " + s t r ( i n t (
s e l f . c u r r e n t _ a s s i g nme n t . r e s o u r c e .
ge tTimeRemaining ( ) ) ) )
i f s e l f . c u r r e n t _ a s s i g nme n t . r e s o u r c e . i s _done
( ) :
s e l f . t a s k_done ( )
e l s e :
s e l f . _ _ c t r +=1
re turn s e l f . _ i n v e s t i g a t e _ d r i v e r .
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ge t _waypo i n t ( )
e l s e :
i f s e l f . _ _ c t r % 50 == 0 :
own_pos i t = s e l f . _ c o n t r o l l e r .
g e t _ own_ s t a t e ( ) . s t a t e . pose . pose .
p o s i t i o n . l a t , \
s e l f . _ c o n t r o l l e r .
g e t _ own_ s t a t e ( ) . s t a t e
. pose . pose . p o s i t i o n .
l on
i n v _ p t = s e l f . c u r r e n t _ a s s i g nme n t .
r e s o u r c e . _ i n v e s t i g a t e _ p t [ 0 ] , \
s e l f . c u r r e n t _ a s s i g nme n t .
r e s o u r c e .
_ i n v e s t i g a t e _ p t [ 1 ]
d i s t = gps . g p s _ d i s t a n c e ( own_pos i t [ 0 ] ,
own_pos i t [ 1 ] , i n v _ p t [ 0 ] , i n v _ p t [ 1 ] )
s e l f . _ c o n t r o l l e r . l o g _ i n f o ( "BOT␣NOT␣ON␣
STATION␣YET␣Remaining : ␣ " + s t r ( i n t (
d i s t ) ) )
i f s e l f . c u r r e n t _ a s s i g nme n t . r e s o u r c e .
o n _ s t a t i o n ( ) :
s e l f . _ c o n t r o l l e r . l o g _ i n f o ( "BOT␣ IS ␣ON␣
STATION . ␣INVESTIGATION␣IN␣PROGRESS" )
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s e l f . _ _ c t r +=1
re turn s e l f . _ i n v e s t i g a t e _ d r i v e r . g e t _waypo i n t ( )
e l i f s e l f . _ _ t a s k _ s t a t e == Auct ionCue .SEARCH_WAIT:
s e l f . t i m e _ i d l e _ p r i o r = t ime . t ime ( )− s e l f .
i d l e _ s t a r t
re turn s e l f . _wp_dr ive r . g e t _waypo i n t ( )
def _ s t a r t _ n e x t _ t a s k ( s e l f ) :
s e l f . c u r r e n t _ a s s i g nme n t = s e l f . n e x t _ a s s i g nmen t
s e l f . n e x t _ a s s i g nmen t = None
s e l f . d e c t e c t i o n _ o c c u r r e d = F a l s e
s e l f . wp t _ c t r = 0
s e l f . _ _ c t r = 0
i f s e l f . c u r r e n t _ a s s i g nme n t . i s _ n u l l :
s e l f . _ c o n t r o l l e r . l o g _ i n f o ( " S t a r t i n g ␣Nul l ␣Task␣ "
+ s t r ( s e l f . c u r r e n t _ a s s i g nme n t . id ) )
s e l f . _ _ t a s k _ s t a t e = Auct ionCue . IDLE
s e l f . a i r c r a f t _ i d l e ( )
e l i f s e l f . c u r r e n t _ a s s i g nme n t . r e s o u r c e . _ t a s k _ i d ==
s e a r c h . SEARCH_CELL:
s e l f . _ c o n t r o l l e r . l o g _ i n f o ( " S t a r t i n g ␣ Sea rch ␣Task␣
" + s t r ( s e l f . c u r r e n t _ a s s i g nme n t . id ) )
s e l f . _ _ t a s k _ s t a t e = Auct ionCue .SEARCH
s e l f . c u r r e n t _ a s s i g nme n t . r e s o u r c e . s e t _ t a s k _wp s ( (
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s e l f . _ c o n t r o l l e r . g e t _ own_ s t a t e ( ) . s t a t e . pose .
pose . p o s i t i o n . l a t , s e l f . _ c o n t r o l l e r .
g e t _ own_ s t a t e ( ) . s t a t e . pose . pose . p o s i t i o n . l on )
)
s e l f . _wp_dr ive r . r e s e t ( s e l f . c u r r e n t _ a s s i g nme n t .
r e s o u r c e . _wp_sequence )
own_pos i t = s e l f . _ c o n t r o l l e r . g e t _ own_ s t a t e ( ) .
s t a t e . pose . pose . p o s i t i o n . l a t , \
s e l f . _ c o n t r o l l e r .
g e t _ own_ s t a t e ( ) . s t a t e
. pose . pose . p o s i t i o n .
l on
re turn s e l f . _wp_dr ive r . g e t _waypo i n t ( )
e l i f s e l f . c u r r e n t _ a s s i g nme n t . r e s o u r c e . _ t a s k _ i d ==
s e a r c h . INVESTIGATE_PT :
s e l f . _ c o n t r o l l e r . l o g _ i n f o ( " S t a r t i n g ␣ I n v e s t i g a t e ␣
Task␣ " + s t r ( s e l f . c u r r e n t _ a s s i g nme n t . id ) )
s e l f . _ _ t a s k _ s t a t e = Auct ionCue . INVESTIGATE
s e l f . c u r r e n t _ a s s i g nme n t . r e s o u r c e . s e t _ t a s k _wp s ( (
s e l f . _ c o n t r o l l e r . g e t _ own_ s t a t e ( ) . s t a t e . pose .
pose . p o s i t i o n . l a t , s e l f . _ c o n t r o l l e r .
g e t _ own_ s t a t e ( ) . s t a t e . pose . pose . p o s i t i o n . l on )
)
own_pos i t = s e l f . _ c o n t r o l l e r . g e t _ own_ s t a t e ( ) .
s t a t e . pose . pose . p o s i t i o n . l a t , \
s e l f . _ c o n t r o l l e r .
g e t _ own_ s t a t e ( ) . s t a t e
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. pose . pose . p o s i t i o n .
l on
wpt = s e l f . c u r r e n t _ a s s i g nme n t . r e s o u r c e .
_waypo in t s [ 0 ]
s e l f . _ i n v e s t i g a t e _ d r i v e r = t r a n s i t s . D i r e c t D r i v e r
( s e l f . _ c o n t r o l l e r , \
wpt [ 0 ] , \
wpt [ 1 ] , \
s e l f . _ c o n t r o l l e r .
ap_wpt . z , \
s e l f . _ c o n t r o l l e r .
a c _ l i m i t s .
nom_fwd_speed )
re turn s e l f . _ i n v e s t i g a t e _ d r i v e r . g e t _waypo i n t ( )
def p r o c e s s _ b e h a v i o r _ d a t a ( s e l f , da ta_msg ) :
’ ’ ’ P r o c e s s e s v e h i c l e − to − v e h i c l e SwarmBehaviorData
messages
@param data_msg : ap_msgs . SwarmBehaviorData o b j e c t
w i t h message da ta
’ ’ ’
i f s e l f . i s _ a c t i v e ( ) :
i f s e l f . _ a u c t i o n :
s e l f . _ a u c t i o n . p r oce s s_mes s age ( data_msg )
i f data_msg . id == by t e s . INDEX_USHORT:
s e l f . _ c o n t r o l l e r . l o g _ i n f o ( "RESOURCE␣STATUS␣
UPDATE" )
p a r s e r = b y t e s . I n d exUSho r t P a r s e r ( )
p a r s e r . unpack ( data_msg . params )
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s e l f . _ a u c t i o n . s e t _ r e s o u r c e _ s t a t u s ( p a r s e r .
index , p a r s e r . v a l u e )
e l i f data_msg . id == by t e s .LAT_LON:
s e l f . _ c o n t r o l l e r . l o g _ i n f o ( "INVESTIGATION␣
TASK␣ALERT ! ! ! " )
p a r s e r = b y t e s . L a t i t u d e L o n g i t u d e P a r s e r ( )
p a r s e r . unpack ( data_msg . params )
p o s i t i o n = ( p a r s e r . l a t i t u d e , p a r s e r . l o n g i t u d e
)
i n v e s t i g a t i o n _ t a s k = s e a r c h . I n v e s t i g a t e ( s e l f
. i n v e s t i g a t i o n _ i d , s e l f . i n v e s t i g a t i o n _ t i m e
, p o s i t i o n , s e l f . _ c o n t r o l l e r ) \
s e l f . _ r e s o u r c e _ t r a c k e r . append ( " i " )
new_id = l en ( s e l f . _ r e s o u r c e _ t r a c k e r )−1
s e l f . _ c o n t r o l l e r . l o g _ i n f o ( "New␣ t a s k ␣RECEIVED
. ␣There ␣ a r e ␣now␣ " + s t r ( new_id ) + " ␣ t a s k s
" )
s e l f . _ a u c t i o n . _ r e s o u r c e s . a d d_ r e s o u r c e ( new_id
, i n v e s t i g a t i o n _ t a s k )
s e l f . i n v e s t i g a t i o n _ i d += 1
s e l f . _ _ a u c t i o n _ s t a t e = Auct ionCue .RESTART
e l i f data_msg . id == by t e s .AUCTION_NEW:
s e l f . _ c o n t r o l l e r . l o g _ i n f o ( "NEW␣AUCTION␣
MESSAGE␣RECEIVED . ␣AUCTION␣RESTART" )
s e l f . _ _ a u c t i o n _ s t a t e = Auct ionCue .RESTART
def n o t i f y _ t a s k _ s t a t u s ( s e l f , n ew_ s t a t u s ) :
s e l f . _ a u c t i o n . s e t _ r e s o u r c e _ s t a t u s ( s e l f .
c u r r e n t _ a s s i g nme n t . id , n ew_ s t a t u s )
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p a r s e r = b y t e s . I n d exUSho r t P a r s e r ( )
p a r s e r . i ndex = s e l f . c u r r e n t _ a s s i g nme n t . id
p a r s e r . v a l u e = n ew_ s t a t u s
s e l f . _ c o n t r o l l e r . d i r e c t e d _ b e h a v i o r _ d a t a _msg . params .
id = by t e s . INDEX_USHORT
s e l f . _ c o n t r o l l e r . d i r e c t e d _ b e h a v i o r _ d a t a _msg . params .
params = p a r s e r . pack ( )
f o r uav_ id in s e l f . _ p a r t i c i p a n t s :
s e l f . _ c o n t r o l l e r . d i r e c t e d _ b e h a v i o r _ d a t a _msg .
d e s t i n a t i o n = uav_ id
s e l f . _ c o n t r o l l e r . b e h a v i o r _ d a t a _ t o _ p u b l i s h e r .
p u b l i s h ( s e l f . _ c o n t r o l l e r .
d i r e c t e d _ b e h a v i o r _ d a t a _msg )
def new_auc t i on ( s e l f ) :
s e l f . _ c o n t r o l l e r . d i r e c t e d _ b e h a v i o r _ d a t a _msg . params .
id = by t e s .AUCTION_NEW
s e l f . _ c o n t r o l l e r . d i r e c t e d _ b e h a v i o r _ d a t a _msg . params .
params = b ’ ’
f o r uav_ id in s e l f . _ p a r t i c i p a n t s :
s e l f . _ c o n t r o l l e r . d i r e c t e d _ b e h a v i o r _ d a t a _msg .
d e s t i n a t i o n = uav_ id
s e l f . _ c o n t r o l l e r . b e h a v i o r _ d a t a _ t o _ p u b l i s h e r .
p u b l i s h ( s e l f . _ c o n t r o l l e r .
d i r e c t e d _ b e h a v i o r _ d a t a _msg )
s e l f . _ _ a u c t i o n _ s t a t e = Auct ionCue .RESTART
def i n v e s t i g a t e _ a l e r t ( s e l f , u a v _ p o s i t i o n ) :
p a r s e r = b y t e s . L a t i t u d e L o n g i t u d e P a r s e r ( )
p a r s e r . l a t i t u d e = u a v _ p o s i t i o n [ 0 ]
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p a r s e r . l o n g i t u d e = u a v _ p o s i t i o n [ 1 ]
s e l f . _ c o n t r o l l e r . d i r e c t e d _ b e h a v i o r _ d a t a _msg . params .
id = by t e s .LAT_LON
s e l f . _ c o n t r o l l e r . d i r e c t e d _ b e h a v i o r _ d a t a _msg . params .
params = p a r s e r . pack ( )
f o r uav_ id in s e l f . _ p a r t i c i p a n t s :
s e l f . _ c o n t r o l l e r . d i r e c t e d _ b e h a v i o r _ d a t a _msg .
d e s t i n a t i o n = uav_ id
s e l f . _ c o n t r o l l e r . b e h a v i o r _ d a t a _ t o _ p u b l i s h e r .
p u b l i s h ( s e l f . _ c o n t r o l l e r .
d i r e c t e d _ b e h a v i o r _ d a t a _msg )
i n v e s t i g a t i o n _ t a s k = s e a r c h . I n v e s t i g a t e ( s e l f .
i n v e s t i g a t i o n _ i d , s e l f . i n v e s t i g a t i o n _ t i m e ,
u a v _po s i t i o n , s e l f . _ c o n t r o l l e r )
s e l f . _ r e s o u r c e _ t r a c k e r . append ( " i " )
new_id = l en ( s e l f . _ r e s o u r c e _ t r a c k e r )−1
s e l f . _ c o n t r o l l e r . l o g _ i n f o ( "New␣ t a s k ␣DETECTED. ␣There ␣
a r e ␣now␣ " + s t r ( new_id ) + " ␣ t a s k s " )
s e l f . _ a u c t i o n . _ r e s o u r c e s . a d d_ r e s o u r c e ( new_id ,
i n v e s t i g a t i o n _ t a s k )
s e l f . i n v e s t i g a t i o n _ i d += 1
s e l f . _ _ a u c t i o n _ s t a t e = Auct ionCue .RESTART
def d r o p_ t a s k ( s e l f ) :
’ ’ ’ when i n v e s t i g a t i o n a l e r t s are r e c e i v e d , i f i t i s
an AC_COPTER ,
t h e y shou l d drop a l l t h e i r t a s k s i n o rde r t o b i d on
t h e i n v e s t i g a t i o n t a s k
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u n l e s s t h e y are 80% comp l e t e w i t h t h e i r c u r r e n t t a s k
or t h e y are a l r e ad y
a s s i g n e d t o an i n v e s t i g a t e t a s k . ’ ’ ’
i f s e l f . a i r c r a f t _ t y p e != enums .AC_COPTER or s e l f .
_ _ t a s k _ s t a t e == Auct ionCue . INVESTIGATE :
re turn
i f s e l f . c u r r e n t _ a s s i g nme n t . r e s o u r c e . _ t a s k _ i d ==
s e a r c h . SEARCH_CELL:
i f s e l f . n e x t _ a s s i g nmen t . r e s o u r c e . _ t a s k _ i d ==
s e a r c h . INVESTIGATE_PT :
i f s e l f . _wp_dr ive r . _ sequence .
p e r c e n t _ c omp l e t e ( ) < 8 5 . 0 :
s e l f . n o t i f y _ t a s k _ s t a t u s ( a u c t i o n s .
ResourceRecord .AVAILABLE)
s e l f . d r o pp ed_ t a s k s += 1 . 0
s e l f . _ c o n t r o l l e r . l o g _ i n f o ( " Task␣ dropped ␣
i n ␣ f a v o r ␣ o f ␣ i n v e s t i g a t i o n ␣ t a s k " )
s e l f . _ s t a r t _ n e x t _ t a s k ( )
re turn
def t a s k_done ( s e l f ) :
s e l f . n o t i f y _ t a s k _ s t a t u s ( a u c t i o n s . ResourceRecord .
COMPLETE)
p r i o r _ i d l i n g = s t r ( round ( s e l f . t i m e _ i d l e _ p r i o r , 2 ) )
auc_ t ime = s t r ( round ( s e l f . c u r r e n t _ a s s i g nme n t .
r e s o u r c e . t ime_ to_win , 2 ) )
t r a n s i t _ t i m e = s t r ( round ( s e l f . c u r r e n t _ a s s i g nme n t .
r e s o u r c e . _ t a s k _ t r a n s i t _ t i m e , 2 ) )
i f s e l f . c u r r e n t _ a s s i g nme n t . r e s o u r c e . _ t a s k _ i d ==
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s e a r c h . SEARCH_CELL:
s e l f . s e a r c h _ t a s k s _ c omp l e t e d . append ( s e l f .
c u r r e n t _ a s s i g nme n t . r e s o u r c e . _ t a s k _ i d )
comp l e t e d_ i d = s t r ( s e l f . c u r r e n t _ a s s i g nme n t . id )
s e a r c h _ t ime = s t r ( round ( ( t ime . t ime ( ) − s e l f .
s e a r c h _ t i m e _ s t a r t ) , 2 ) )
s e l f . d a t a _ comp i l e . append ( ’SEARCH’+ ’ , ’+
comp l e t e d_ i d + ’ , ’+ auc_ t ime + ’ , ’ +
t r a n s i t _ t i m e + ’ , ’ + s t r ( 0 . 0 ) + ’ , ’ +
s e a r c h _ t ime + ’ , ’ + p r i o r _ i d l i n g )
e l i f s e l f . c u r r e n t _ a s s i g nme n t . r e s o u r c e . _ t a s k _ i d ==
s e a r c h . INVESTIGATE_PT :
s e l f . i n v e s t i g a t e _ t a s k s _ c omp l e t e d . append ( s e l f .
c u r r e n t _ a s s i g nme n t . r e s o u r c e . _ t a s k _ i d )
comp l e t e d_ i d = s t r ( s e l f . c u r r e n t _ a s s i g nme n t . id )
i n v_ t ime = s t r ( f l o a t ( s e l f . c u r r e n t _ a s s i g nme n t .
r e s o u r c e . o r b i t _ t i m e ) )
s e l f . d a t a _ comp i l e . append ( ’INVESTIGATE ’+ ’ , ’+
comp l e t e d_ i d + ’ , ’+ auc_ t ime+ ’ , ’+ t r a n s i t _ t i m e + ’ ,
’+ i nv_ t ime+ ’ , ’+ s t r ( 0 . 0 ) + ’ , ’+ p r i o r _ i d l i n g )
#when t a s k s f i n i s h t h e i r a s s i gnmen t t h e f o l l o w i n g
a t t r i b u t e s must be r e s e t
s e l f . c u r r e n t _ a s s i g nme n t = None
s e l f . d e t e c t i o n _ o c c u r r e d = F a l s e
s e l f . t i m e _ i d l e _ p r i o r = 0 . 0
s e l f . i n s i d e _ s e a r c h _ b o x = Fa l s e
# i f you have won a pa s t a u c t i o n and you have a n e x t
a s s ignmen t , s t a r t i t .
i f s e l f . n e x t _ a s s i g nmen t != None :
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s e l f . _ c o n t r o l l e r . l o g _ i n f o ( " Next ␣ a s s i gnmen t ␣
a v a i l a b l e ␣ i n ␣ queue . ␣Auc t ion ␣ no t ␣ r e q u i r e d . " )
s e l f . _ s t a r t _ n e x t _ t a s k ( )
# o t h e rw i s e , s t a r t a new au c t i o n i f you are no t
a l r e a d y i n one
e l s e :
s e l f . _ _ t a s k _ s t a t e = Auct ionCue .SEARCH_WAIT
s e l f . i d l e _ s t a r t = t ime . t ime ( )
# i f t h e a u c t i o n s are done , be i d l e
i f s e l f . _ _ a u c t i o n _ s t a t e == Auct ionCue .COMPLETE:
s e l f . _ c o n t r o l l e r . l o g _ i n f o ( " Auc t ion ␣ no t ␣
s t a r t e d ␣ becau se ␣ a u c t i o n s ␣ comple t e . " )
# f i l e n ame = " ou t p u t " + s t r ( s e l f . _ c o n t r o l l e r .
own_id ) + " . c s v "
# d a t a _ c o l l e c t i o n = open ( f i l e name , ’w ’ )
# d a t a _ c o l l e c t i o n . w r i t e ( Search Tasks
s e l f . _ _ t a s k _ s t a t e = Auct ionCue . IDLE
s e l f . a i r c r a f t _ i d l e ( )
e l s e : # s e l f . _ _ a u c t i o n _ s t a t e != Auc t ionCue .
IN_PROGRESS and s e l f . _ _ a u c t i o n _ s t a t e !=
Auc t ionCue . RESTART :
s e l f . new_auc t i on ( )
A.2 auctions Source Code
#
# Dr . Duane Davis , 2018
#
# S tandard Python impo r t s
import t h r e a d i n g
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import random
# ROS impo r t s
# ARSENL impo r t s
import a r s e n l _ c o n t r o l . swa rm_con t ro l a s c t r l
import a r s e n l _ l i b r a r y . m a t h _ u t i l s a s m a t h _ u t i l s
import a r s e n l _ b e h a v i o r _ t o o l s . d a t a_exchange as da t a_exchange
c l a s s ResourceRecord ( ob j e c t ) :
’ ’ ’ C la s s used t o c o n s o l o d a t e i n f o rma t i o n abou t an
a u c t i o n r e s o u r c e
( i . e . , an i t em t h a t can be b id f o r ) . Data w i t h i n t h e
o b j e c t i s no t
p r o t e c t e d and can be mod i f i e d as r e q u i r e d by o t h e r
o b j e c t s and f u n c t i o n s .
Member v a r i a b l e s :
i d : I n t e g e r ID o f t h e r e s o u r c e
ag en t _ i d : I n t e g e r ID o f t h e c u r r e n t h i g h e s t −b i d d i n g
agen t
r e s o u r c e : o b j e c t r e p r e s e n t a t i o n o f t h e r e s o u r c e
s t a t u s : s t a t u s o f t h e o b j e c t ( e . g . , a v a i l a b l e or
comp l e t e )
c u r r e n t _ b i d : most r e c e n t b i d f o r t h e r e s o u r c e (
s u c c e s s f u l or o t h e rw i s e )
u t i l i t y : " v a l u e " o f t h e r e s o u r c e t o t h e b i d d i n g agen t
i s _ n u l l : s e t t o True f o r " p l a c e h o l d e r " r e s o u r c e s
Member f u n c t i o n s :
copy : c r e a t e s a ( pseudo ) deep copy o f t h e o b j e c t
r e s e t : r e s e t s v a r i a b l e v a l u e s o f t h e o b j e c t
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’ ’ ’
# Resource s t a t u s enumera t i on s
AVAILABLE = 0 # Resource a v a i l a b l e f o r b i d
ASSOCIATED = 1 # Resource a s s o c i a t e d w i t h an agen t bu t
s t i l l up f o r b i d
ASSIGNED = 2 # Resource has been a s s i g n e d t o an agen t
bu t s t i l l up f o r b i d
ACTIVE = 3 # Resource has been a s s i g n e d t o an agen t
bu t no t up f o r b id
COMPLETE = 4 # Resource has been comp l e t ed or
e xhau s t e d and no t up f o r b i d
ALL_STATUS = { AVAILABLE, ASSOCIATED , ASSIGNED , ACTIVE ,
COMPLETE }
AVAIL_STATUS = { AVAILABLE, ASSOCIATED , ASSIGNED }
def _ _ i n i t _ _ ( s e l f , r e s o u r c e _ i d , r e s o u r c e _ o b j e c t ) :
’ ’ ’ I n i t i a l i z e r f o r t h e c l a s s s e t s up c l a s s
v a r i a b l e s
@param r e s o u r c e _ i d : un ique i d e n t i f i e r f o r t h e
r e s o u r c e
@param r e s o u r c e _ o b j e c t : o b j e c t r e p r e s e n t a t i o n o f t h e
r e s o u r c e
’ ’ ’
s e l f . id = r e s o u r c e _ i d
s e l f . r e s o u r c e = r e s o u r c e _ o b j e c t
s e l f . a g e n t _ i d = 0
s e l f . s t a t u s = ResourceRecord .AVAILABLE
s e l f . c u r r e n t _ b i d = 0 . 0
s e l f . u t i l i t y = 0 . 0
s e l f . i s _ n u l l = F a l s e
s e l f . s e a r c h _ t a s k = True
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def __ r ep r__ ( s e l f ) :
’ ’ ’ Gene ra t e s a s t r i n g r e p r e s e n t a t i o n o f t h e
ResouceRecord
’ ’ ’
re turn " Resource ␣ID : ␣%d , ␣ U t i l i t y : ␣%f , ␣ S t a t u s : ␣%d , ␣
Agent : ␣%d , ␣Bid : ␣%f " \
%( s e l f . id , s e l f . u t i l i t y , s e l f . s t a t u s , s e l f .
a g en t _ i d , s e l f . c u r r e n t _ b i d )
def copy ( s e l f ) :
’ ’ ’ I n s t a n t i a t e s a pseudo−deep copy o f t h e r e s o u r c e
( t h e r e s o u r c e
o b j e c t i s cop i ed by r e f e r e n c e , bu t o t h e r members are
cop i ed by va l u e
@return a d u p l i c a t e o b j e c t o f t h e ResrouceRecord
’ ’ ’
new_record = ResourceRecord ( s e l f . id , s e l f . r e s o u r c e )
new_record . a g e n t _ i d = s e l f . a g e n t _ i d
new_record . s t a t u s = s e l f . s t a t u s
new_record . c u r r e n t _ b i d = s e l f . c u r r e n t _ b i d
new_record . u t i l i t y = s e l f . u t i l i t y
new_record . i s _ n u l l = s e l f . i s _ n u l l
new_record . s e a r c h _ t a s k = s e l f . s e a r c h _ t a s k
re turn new_record
def s e t _ i n v e s t i g a t e ( s e l f ) :
s e l f . s e a r c h _ t a s k = F a l s e
def r e s e t ( s e l f ) :
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’ ’ ’ R e s e t s v a r i a b l e v a l u e s t o i n i t i a l s e t t i n g s
’ ’ ’
s e l f . a g e n t _ i d = 0
s e l f . s t a t u s = ResourceRecord .AVAILABLE
s e l f . c u r r e n t _ b i d = 0 . 0
s e l f . u t i l i t y = 0 . 0
c l a s s Resou r c eSe t ( ob j e c t ) :
’ ’ ’ C la s s used t o e n c a p s u l a t e a s e t o f r e s o u r c e s t h a t
w i l l be
used i n a s i n g l e − i t em au c t i o n ( can be e x t e nd ed t o
accoun t f o r
mu l t i − i t em a u c t i o n s i f r e q u i r e d ) .
Member v a r i a b l e s :
_ _ r e s ou r c e s : d i c t i o n a r y o f ResourceRecord o b j e c t s
__ l o c k : re− e n t r a n t l o c k o b j e c t t o p r e v e n t c o n c u r r e n t
a c c e s s
Member f u n c t i o n s :
copy : r e t u r n s a d u p l i c a t e o f t h e o b j e c t
k e y s : r e t u r n s a l i s t o f r e s o u r c e k e y s ( IDs )
r e s o u r c e s : r e t u r n s a l i s t o f r e s o u r c e s ( ResourceRecord
o b j e c t s )
n um_ava i l a b l e _ k e y s : r e t u r n s t h e number o f a v a i l a b l e −
f o r −b id r e s o u r c e s
a v a i l a b l e _ k e y s : r e t u r n s a l i s t o f r e s o u r c e k e y s t h a t
are a v a i l a b l e f o r b i d
a v a i l a b l e _ r e s o u r c e s : r e t u r n s a l i s t o f r e s o u r c e s t h a t
are a v a i l a b l e f o r b i d
add_re sou rce : used t o add a r e s o u r c e t o t h e s e t o f
a u c t i o n r e s o u r c e s
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c l e a r : used t o e r a s e e v e r y t h i n g and s t a r t over
r e s e t : used t o r e s e t a l l r e s o u r c e s t o t h e i r o r i g i n a l
v a l u e s
g e t : used t o r e t u r n a r e f e r e n c e t o a r e s o u r c e
remove : used t o remove a r e s o u r c e
’ ’ ’
def _ _ i n i t _ _ ( s e l f ) :
’ ’ ’ I n i t i a l i z e r f o r t h e c l a s s s e t s up c l a s s
v a r i a b l e s
’ ’ ’
s e l f . _ _ r e s o u r c e s = d i c t ( )
s e l f . __ lock = t h r e a d i n g . RLock ( )
def __ r ep r__ ( s e l f ) :
’ ’ ’ P r i n t s a s t r i n g r e p r e s e n t a t i o n o f t h e
Re sou r c eS e t
’ ’ ’
r e s u l t = " "
coun t = 0
wi th s e l f . __ lock :
f o r key in s e l f . _ _ r e s o u r c e s . keys ( ) :
coun t += 1
r e s u l t += s t r ( s e l f . _ _ r e s o u r c e s [ key ] )
i f coun t < l en ( s e l f . _ _ r e s o u r c e s ) :
r e s u l t += " , ␣ "
re turn r e s u l t
def copy ( s e l f ) :
’ ’ ’ C r ea t e s a deep copy o f t h e o b j e c t
@return a d u p l i c a t e Re sou r c eS e t
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’ ’ ’
new_se t = Resou r c eSe t ( )
w i th s e l f . __ lock :
f o r r e s o u r c e _ i d , r e s o u r c e in s e l f . _ _ r e s o u r c e s .
i t ems ( ) :
new_se t . a d d_ r e s o u r c e ( r e s o u r c e _ i d , r e s o u r c e .
copy ( ) )
re turn new_se t
def c l e a r ( s e l f ) :
’ ’ ’ D e l e t e s e v e r y t h i n g a s s o c i a t e d w i t h t h e r e s o u r c e
s e t
’ ’ ’
wi th s e l f . __ lock :
s e l f . _ _ r e s o u r c e s . c l e a r ( )
def r e s e t ( s e l f ) :
’ ’ ’ R e s e t s t h e b i d and l o c a l u t i l i t y v a l u e s f o r a l l
r e s o u r c e s
’ ’ ’
wi th s e l f . __ lock :
f o r r e c o r d in s e l f . _ _ r e s o u r c e s . v a l u e s ( ) :
r e c o r d . r e s e t ( )
def keys ( s e l f ) :
’ ’ ’ Re t u rn s a l i s t o f r e s o u r c e k e y s ( IDs )
’ ’ ’
wi th s e l f . __ lock :
re turn s e l f . _ _ r e s o u r c e s . keys ( )
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def r e s o u r c e s ( s e l f ) :
’ ’ ’ Re t u rn s a l i s t o f r e s o u r c e s ( ResourceRecord
o b j e c t s )
’ ’ ’
wi th s e l f . __ lock :
re turn s e l f . _ _ r e s o u r c e s . v a l u e s ( )
def num_ava i l a b l e _key s ( s e l f ) :
re turn l en ( s e l f . a v a i l a b l e _ k e y s ( ) )
def a v a i l a b l e _ k e y s ( s e l f ) :
’ ’ ’ Re t u rn s a l i s t o f r e s o u r c e k e y s t h a t are
a v a i l a b l e f o r b i d
( i . e . , n e i t h e r i n p r og r e s s nor comp l e t e )
@return l i s t o f r e s o u r c e _ i d s t h a t are a v a i l a b l e f o r
b i d
’ ’ ’
r e s u l t = [ ]
w i th s e l f . __ lock :
f o r key in s e l f . _ _ r e s o u r c e s . keys ( ) :
i f s e l f . _ _ r e s o u r c e s [ key ] . s t a t u s in
ResourceRecord .AVAIL_STATUS :
r e s u l t . append ( key )
re turn r e s u l t
def a v a i l a b l e _ r e s o u r c e s ( s e l f ) :
’ ’ ’ Re t u rn s a d i c t i o n a r y o f r e s o u r c e s t h a t are
a v a i l a b l e f o r b i d
( i . e . , n e i t h e r i n p r og r e s s nor comp l e t e )
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@return d i c t i o n a r y o f a v a i l a b l e − f o r −b id r e s o u r c e s
’ ’ ’
r e s u l t = d i c t ( )
w i th s e l f . __ lock :
f o r r e s o u r c e _ i d in s e l f . _ _ r e s o u r c e s . keys ( ) :
r e s o u r c e = s e l f . _ _ r e s o u r c e s [ r e s o u r c e _ i d ]
i f r e s o u r c e . s t a t u s in ResourceRecord .
AVAIL_STATUS :
r e s u l t [ r e s o u r c e _ i d ] = r e s o u r c e
re turn r e s u l t
def a dd_ r e s o u r c e ( s e l f , r e s o u r c e _ i d , r e s o u r c e _ o b j e c t ) :
’ ’ ’ Adds an i n i t i a l i z e d r e s o u r c e t o t h e s e t
@param r e s o u r c e _ i d : un ique i d e n t i f i e r f o r t h e
r e s o u r c e
@param r e s o u r c e _ o b j e c t : o b j e c t r e p r e s e n t a t i o n o f t h e
r e s o u r c e
’ ’ ’
# I f a l r e a d y a ResourceRecord add i t as i s ; i f no t
i n s t a n t i a t e one
wi th s e l f . __ lock :
i f i s i n s t a n c e ( r e s o u r c e _ o b j e c t , ResourceRecord ) :
s e l f . _ _ r e s o u r c e s [ r e s o u r c e _ i d ] =
r e s o u r c e _ o b j e c t
e l s e :
r e s o u r c e = ResourceRecord ( r e s o u r c e _ i d ,
r e s o u r c e _ o b j e c t )
s e l f . _ _ r e s o u r c e s [ r e s o u r c e _ i d ] = r e s o u r c e
def g e t ( s e l f , r e s o u r c e _ i d ) :
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’ ’ ’ Used t o r e t r i e v e a r e f e r e n c e t o a r e s o u r c e
r e co rd
@param r e s o u r c e _ i d : i d o f t h e r e s o u r c e be ing
r e t r i e v e d
@return t h e r e t r i e v e d r e s o u r c e r e co rd
’ ’ ’
wi th s e l f . __ lock :
re turn s e l f . _ _ r e s o u r c e s [ r e s o u r c e _ i d ]
def remove ( s e l f , r e s o u r c e _ i d ) :
’ ’ ’ Used t o remove a r e s o u r c e r e co rd from t h e s e t
@param r e s o u r c e _ i d : i d o f t h e r e s o u r c e t o be removed
@return a r e f e r e n c e t o t h e removed r e s o u r c e r e co rd
’ ’ ’
wi th s e l f . __ lock :
re turn s e l f . _ _ r e s o u r c e s . pop ( r e s o u r c e _ i d )
def s e t _ s t a t u s ( s e l f , r e s o u r c e _ i d , s t a t u s ) :
’ ’ ’ S e t t h e s t a t u s o f a r e s o u r c e t o t h e s p e c i f i e d
va l u e
@param r e s o u r c e _ i d : i d e n t i f i c a t i o n o f t h e r e s o u r c e
t o be upda ted
@param s t a t u s : i n t e g e r enumera t i on f o r t h e new
s t a t u s
’ ’ ’
i f s t a t u s not in ResourceRecord .ALL_STATUS :
r a i s e Excep t i on ( " At tempt ␣ t o ␣ s e t ␣ r e s o u r c e ␣ t o ␣
i n v a l i d ␣ s t a t u s : ␣%d "%s t a t u s )
w i th s e l f . __ lock :
t ry :
s e l f . _ _ r e s o u r c e s [ r e s o u r c e _ i d ] . s t a t u s =
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s t a t u s
excep t KeyError :
pass # probab l y a s i n c e −removed n u l l t a s k
def a d d _ n u l l _ r e s o u r c e s ( s e l f , n um_p a r t i c i p a n t s ) :
’ ’ ’ Adds n u l l r e s o u r c e s so t h a t t h e number o f
a v a i l a b l e − f o r −b id
r e s o u r c e s i s g r e a t e r than or equa l t o t h e number o f
a u c t i o n
p a r t i c i p a n t s ( r educ e s b i d d i n g wars f o r few rema in ing
r e s o u r c e s )
@param num_pa r t i c i p a n t s : number o f p a r t i c i p a t i n g
ag en t s
’ ’ ’
wi th s e l f . __ lock :
s e l f . _ _ r emove_nu l l _ r e s o u r c e s ( ) # s t a r t w i t h a
c l e an s l a t e
num_resou rce s = s e l f . n um_ava i l a b l e _key s ( )
num_nul l s = n um_p a r t i c i p a n t s − num_resou rce s
i f num_nul l s > 0 and num_resou rce s > 0 :
max_id = max ( s e l f . _ _ r e s o u r c e s . keys ( ) )
f o r n u l l _ i d in range ( max_id + 1 , max_id + 1
+ num_nul l s ) :
n u l l _ r e s o u r c e = ResourceRecord ( n u l l _ i d ,
None )
n u l l _ r e s o u r c e . i s _ n u l l = True
s e l f . _ _ r e s o u r c e s [ n u l l _ i d ] =
n u l l _ r e s o u r c e
def __ r emove_nu l l _ r e s o u r c e s ( s e l f ) :
’ ’ ’ Removes n u l l r e s o u r c e s from t h e s e t
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’ ’ ’
f o r key in s e l f . _ _ r e s o u r c e s . keys ( ) :
i f s e l f . _ _ r e s o u r c e s [ key ] . i s _ n u l l :
s e l f . _ _ r e s o u r c e s . pop ( key )
c l a s s S i ng l e I t emAuc t i o n ( ob j e c t ) :
’ ’ ’ C la s s f o r imp l emen t i ng a s i n g l e − i t em au c t i o n f o r
t a s k or r e s o u r c e
a l l o c a t i o n among swarm v e h i c l e s . The g e n e r i c c l a s s can
be used as− i s
w i t h an behav i o r p r o v i d i n g and man i p u l a t i n g t h e
a p p l i c a t i o n − s p e c i f i c
i n f o rma t i o n , or i t can be e x t e nd ed t o f u l l y imp lemen t
s p e c i f i c a u c t i o n s .
Member v a r i a b l e s :
_own_id : i d e n t i f i c a t i o n o f t h i s agen t i n t h e a u c t i o n
_ c o n t r o l l e r : r e f e r e n c e t o t h e b ehav i o r c o n t r o l o b j e c t
( used f o r l o gg i n g )
_ e p s i l o n : minimum b id i n c r emen t
_ r e s o u r c e s : r e s o u r c e s e t o b j e c t c o n t a i n i n g a u c t i o n
r e s o u r c e r e c o r d s
_wo r k i n g _ r e s o u r c e _ s e t : work ing s e t o f r e s o u r c e s t o
ma i n t a i n c o n s i s t e n c y
_ p a r t i c i p a n t s : s e t o f a u c t i o n p a r t i c i p a n t IDs
_ _ u t i l i t y _ f u n c t i o n : computes a u t i l i t y v a l u e g i v e n a
r e s o u r c e r e co rd
__round : c u r r e n t b i d d i n g round o f t h e a u c t i o n
__comp le t e : s e t t o True once t h e c u r r e n t a u c t i o n has
comp l e t ed
__ i n _p r og r e s s : s e t t o True once t h e a u c t i o n has
commenced
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_a s s i g nmen t s : d i c t i o n a r y o f agen t_ i d − to − r e s o u r c e
mappings
_own_bids : o rde red l i s t o f per−round b i d s by t h e agen t
_ t h i s _ r n d _ b i d _ c o l l e c t o r : con s en su s o b j e c t t h a t
c o l l e c t s c u r r e n t −round b i d s
_ l a s t _ r n d _ b i d _ c o l l e c t o r : con s en su s o b j e c t t h a t
c o l l e c t s p r e v i ou s −round b i d s
Member f u n c t i o n s :
i n i t i a l i z e _ a u c t i o n : i n i t i a l i z e s t h e a u c t i o n t o run f o r
t h e f i r s t t ime
c o n t i n u e _ a u c t i o n _ f r om_ c u r r e n t : s t a r t s a new au c t i o n
from t h e c u r r e n t s t a t e
a u c t i o n _ s t e p : runs one i t e r a t i o n o f t h e a u c t i o n
p r o c e s s
s e t _ l o c a l _ u t i l i t y _ f u n c t i o n : s e t s t h e f u n c t i o n f o r
e v a l u a t i n g l o c a l u t i l i t i e s
s e t _ p a r t i c i p a n t s : r e s e t s t h e s e t o f p a r t i c i p a n t s
s e t _ r e s o u r c e s : i n i t i a l i z e s t h e r e s o u r c e s f o r t h e
a u c t i o n
add_ r e sou r c e s : adds r e s o u r c e s t o t h e e x i s t i n g s e t
s e t _ r e s o u r c e _ s t a t u s : used t o upda t e t h e s t a t u s o f a
s p e c i f i c r e s o u r c e
round : " g e t " method f o r t h e c u r r e n t a u c t i o n round
comp l e t e : " g e t " method f o r t h e c u r r e n t a u c t i o n
comp l e t i o n s t a t u s
a s s i g nmen t s : " g e t " method f o r t h e comp l e t ed a u c t i o n ’ s
a s s i g nmen t s
make_nex t_b id : s a f e l y i n c r emen t s t o t h e n e x t round and
p l a c e s t h e b id
s e n d _ b i d _ i n f o : s ends b id i n f o rma t i o n t o o t h e r
p a r t i c i p a n t s as r e q u i r e d
proce s s_mes sage : p r o c e s s e s SwarmBehaviorData messages
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_ _ u p d a t e _ l o c a l _ u t i l i t i e s : c a l c u l a t e s l o c a l r e s o u r c e
u t i l i t y v a l u e s
__ s ynch ron i z e_and_upda t e : d e t e rm i n e s when i t i s t ime
t o i n c r emen t rounds
__g en e r a t e _b i d : d e t e rm i n e s t h e b id f o r t h e n e x t round
__auc t i o n_ comp l e t e : d e t e rm i n e s when t h e a u c t i o n i s
comp l e t e
’ ’ ’
def _ _ i n i t _ _ ( s e l f , own_id , c o n t r o l l e r =None ) :
’ ’ ’ I n i t i a l i z e r f o r t h e c l a s s d e c l a r e s and s e t s
member v a r i a b l e s
@param own_id : i t e r a b l e o b j e c t o f a u c t i o n
p a r t i c i p a n t IDs
@param c o n t r o l l e r : r e f e r e n c e t o t h e owning
SwarmControl o b j e c t
’ ’ ’
s e l f . _own_id = own_id
s e l f . _ c o n t r o l l e r = c o n t r o l l e r
s e l f . _ e p s i l o n = 0
s e l f . _ r e s o u r c e s = Resou r c eSe t ( )
s e l f . _wo r k i n g _ r e s o u r c e _ s e t = None
s e l f . _ p a r t i c i p a n t s = { s e l f . _own_id }
s e l f . _ _ u t i l i t y _ f u n c t i o n = None
s e l f . __round = 0
s e l f . __comple t e = F a l s e
s e l f . _ _ i n _ p r o g r e s s = F a l s e
s e l f . _ a s s i g nmen t s = None
s e l f . _own_bids = d i c t ( )
s e l f . _ t h i s _ r n d _ b i d _ c o l l e c t o r = None
s e l f . _ l a s t _ r n d _ b i d _ c o l l e c t o r = None
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def s e t _ c o n t r o l l e r ( s e l f , c o n t r o l l e r ) :
’ ’ ’ S e t s t h e r e f e r e n c e t o t h e behav io r −owning
SwarmControl o b j e c t
( p r i m a r i l y i n c l u d e d t o f a c i l i t a t e l o gg i n g )
@param c o n t r o l l e r : r e f e r e n c e t o t he owning
SwarmControl o b j e c t
’ ’ ’
s e l f . _ c o n t r o l l e r = c o n t r o l l e r
def s e t _ l o c a l _ u t i l i t y _ f u n c t i o n ( s e l f , f unc ) :
’ ’ ’ S e t s t h e f u n c t i o n f o r c a l c u l a t i n g r e s o u r c e l o c a l
u t i l i t y v a l u e s .
The f u n c t i o n shou l d t a k e a s i n g l e ResourceRecord
parame te r and
c a l c u l a t e an a p p r o p r i a t e l o c a l u t i l i t y v a l u e f o r t h e
owning agen t .
@param func : auc t i on − s p e c i f i c l o c a l u t i l i t y
c a l c u l a t i o n f u n c t i o n
’ ’ ’
s e l f . _ _ u t i l i t y _ f u n c t i o n = func
def s e t _ p a r t i c i p a n t s ( s e l f , p a r t i c i p a n t s ) :
’ ’ ’ R e s e t s t h e s e t o f p a r t i c i p a n t s . D e l e t e s o l d
p a r t i c i p a n t
r e c o r d s t h a t are no t i n t h e new p a r t i c i p a n t s e t and
adds
new p a r t i c i p a n t r e c o r d s f o r t h o s e t h a t were no t i n
t h e o ld s e t
@param p a r t i c i p a n t s : l i s t o f p a r t i c i p a n t IDs
’ ’ ’
117
i f s e l f . _own_id not in p a r t i c i p a n t s :
r a i s e KeyError ( "Own␣ID␣must ␣be␣ i n c l u d e d ␣ i n ␣
a u c t i o n ␣ p a r t i c i p a n t s " )
s e l f . _ p a r t i c i p a n t s = s e t ( p a r t i c i p a n t s )
def s e t _ r e s o u r c e s ( s e l f , r e s o u r c e s ) :
’ ’ ’ S e t s t h e s e t o f r e s o u r c e s t o t h e parame te r
v a l u e s
@param r e s o u r c e s : l i s t o f ( id , r e s o u r c e ) t u p l e s t o
be added
’ ’ ’
s e l f . _ r e s o u r c e s . c l e a r ( )
f o r r e s o u r c e in r e s o u r c e s :
s e l f . _ r e s o u r c e s . a d d_ r e s o u r c e ( r e s o u r c e [ 0 ] ,
r e s o u r c e [ 1 ] )
def a d d _ r e s o u r c e s ( s e l f , r e s o u r c e s ) :
’ ’ ’ Adds r e s o u r c e r e c o r d s t o t h e e x i s t i n g s e t o f
r e s o u r c e s
@param r e s o u r c e s : l i s t o f ( id , r e s o u r c e ) t u p l e s t o
be added
’ ’ ’
f o r r e s o u r c e in r e s o u r c e s :
s e l f . _ r e s o u r c e s . a d d_ r e s o u r c e ( r e s o u r c e [ 0 ] ,
r e s o u r c e [ 1 ] )
def s e t _ r e s o u r c e _ s t a t u s ( s e l f , r e s o u r c e _ i d , s t a t u s ) :
’ ’ ’ Used t o upda t e t h e s t a t u s o f a r e s o u r c e ( e . g . ,
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f rom
ASSIGNED to IN_PROGRESS or IN_PROGRESS t o COMPLETE)
@param r e s o u r c e _ i d : ID o f t h e r e s o u r c e t o be upda ted
@param s t a t u s : enumera t i on ( i n t ) f o r t h e upda ted
s t a t e s
’ ’ ’
s e l f . _ r e s o u r c e s . s e t _ s t a t u s ( r e s o u r c e _ i d , s t a t u s )
def comple t e ( s e l f ) :
’ ’ ’ @return True i f t h e c u r r e n t a u c t i o n i s comp l e t e
’ ’ ’
re turn s e l f . __comple t e
def a s s i g nmen t s ( s e l f ) :
’ ’ ’ @return t h e auc t i on −d e r i v e d a s s i g nmen t s ( or None
i f no t comp l e t e )
’ ’ ’
i f s e l f . __comple t e :
re turn s e l f . _ a s s i g nmen t s
re turn None
def r e s o u r c e _ s t a t u s ( s e l f , r e s o u r c e _ i d ) :
’ ’ ’ Re t u rn s t h e c u r r e n t s t a t u s o f a s e l e c t e d
r e s o u r c e
Ra i s e s KeyError i f t h e r e q u e s t e d r e s o u r c e _ i d i s no t
i n t h e s e t
@param r e s o u r c e _ i d : ID o f t h e r e s o u r c e f o r which
s t a t u s i s r e q u e s t e d
@return s t a t u s ( enumera t i on ) o f t h e r e s o u r c e
’ ’ ’
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re turn s e l f . _ r e s o u r c e s . g e t ( r e s o u r c e _ i d ) . s t a t u s
def round ( s e l f ) :
’ ’ ’ @return t h e c u r r e n t a u c t i o n round
’ ’ ’
re turn s e l f . __round
def make_nex t_b id ( s e l f , r e s o u r c e _ i d , b i d ) :
’ ’ ’ I n c r emen t s t o t h e n e x t round and s e t s up t h e b id
c o l l e c t o r
@param r e s o u r c e _ i d : ID o f t h e r e s o u r c e t h a t t h i s
agen t w i l l b i d on
@param b id : b i d ( v a l u e ) f o r t h e d e s i r e d r e s o u r c e
’ ’ ’
s e l f . __round += 1
( s e l f . _ l a s t _ r n d _ b i d _ c o l l e c t o r , s e l f .
_ t h i s _ r n d _ b i d _ c o l l e c t o r ) = \
( s e l f . _ t h i s _ r n d _ b i d _ c o l l e c t o r , s e l f .
_ l a s t _ r n d _ b i d _ c o l l e c t o r )
s e l f . _own_bids [ s e l f . __round ] = ( r e s o u r c e _ i d , b i d )
s e l f . _ t h i s _ r n d _ b i d _ c o l l e c t o r . r e s e t ( ( s e l f . __round ,
r e s o u r c e _ i d , b i d ) )
def i n i t i a l i z e _ a u c t i o n ( s e l f , e p s i l o n , r e s o u r c e s ,
p a r t i c i p a n t s ) :
’ ’ ’ I n i t i a l i z e s an a u c t i o n t o run ( i n i t i a l i z e s t h e
r e s o u r c e s e t and
o t h e r i n t e r n a l v a r i a b l e s t o en su r e c o r r e c t n e s s a t
t h e s t a r t )
@param e p s i l o n : minimum b id i n c r e a s e va l u e per round
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@param r e s o u r c e s : l i s t o f ( id , r e s o u r c e ) t u p l e s t o
be au c t i o n e d
@param p a r t i c i p a n t s : l i s t o f a u c t i o n p a r t i c i p a n t IDs
@return True i f r eady t o commence ( Fa l s e mean no
a v a i l a b l e r e s o u r c e s )
’ ’ ’
s e l f . __round = 0
s e l f . __comple t e = F a l s e
s e l f . _ _ i n _ p r o g r e s s = F a l s e
s e l f . _ e p s i l o n = abs ( e p s i l o n )
s e l f . _ a s s i g nmen t s = None
s e l f . _own_bids . c l e a r ( )
s e l f . s e t _ r e s o u r c e s ( r e s o u r c e s )
s e l f . s e t _ p a r t i c i p a n t s ( p a r t i c i p a n t s )
s e l f . _ r e s o u r c e s . a d d _ n u l l _ r e s o u r c e s ( l en ( p a r t i c i p a n t s )
)
s e l f . _ t h i s _ r n d _ b i d _ c o l l e c t o r = \
d a t a_exchange . LossyAuc t ionBidExchange (
p a r t i c i p a n t s , \
s e l f .
_ c o n t r o l l e r
.
c r a shed_keys
, \
s e l f .
_ c o n t r o l l e r
. l o c k s [
c t r l .
Swa rmCon t ro l l e r
.SWARM
] , \




s e l f . _ t h i s _ r n d _ b i d _ c o l l e c t o r . s e t _m s g _ p u b l i s h e r ( s e l f .
_ c o n t r o l l e r . b e h a v i o r _ d a t a _ p u b l i s h e r )
s e l f . _ l a s t _ r n d _ b i d _ c o l l e c t o r = \
d a t a_exchange . LossyAuc t ionBidExchange (
p a r t i c i p a n t s , \
s e l f .
_ c o n t r o l l e r
.
c r a shed_keys
, \
s e l f .
_ c o n t r o l l e r
. l o c k s [
c t r l .
Swa rmCon t ro l l e r
.SWARM
] , \
s e l f .
_own_id
)
s e l f . _ l a s t _ r n d _ b i d _ c o l l e c t o r . s e t _m s g _ p u b l i s h e r ( s e l f .
_ c o n t r o l l e r . b e h a v i o r _ d a t a _ p u b l i s h e r )
s e l f . _ _ u p d a t e _ l o c a l _ u t i l i t i e s ( )
s e l f . _wo r k i n g _ r e s o u r c e _ s e t = s e l f . _ r e s o u r c e s . copy ( )
re turn ( s e l f . _ r e s o u r c e s . num_ava i l a b l e _key s ( ) > 0)
def c o n t i n u e _ a u c t i o n _ f r om_ c u r r e n t ( s e l f ) :
’ ’ ’ R e s e t s t h e a u c t i o n t o s t a r t from t h e c u r r e n t
s t a t e so t h a t
t h e n e x t s e t o f r e s o u r c e s can be a l l o c a t e d
@return True i f r eady t o commence ( Fa l s e mean no
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a v a i l a b l e r e s o u r c e s )
’ ’ ’
s e l f . __round = 0
s e l f . __comple t e = F a l s e
s e l f . _ _ i n _ p r o g r e s s = F a l s e
s e l f . _ a s s i g nmen t s = None
s e l f . _own_bids . c l e a r ( )
s e l f . _ r e s o u r c e s . a d d _ n u l l _ r e s o u r c e s ( l en ( s e l f .
_ p a r t i c i p a n t s ) )
s e l f . _ _ u p d a t e _ l o c a l _ u t i l i t i e s ( )
s e l f . _wo r k i n g _ r e s o u r c e _ s e t = s e l f . _ r e s o u r c e s . copy ( )
re turn ( s e l f . _ r e s o u r c e s . num_ava i l a b l e _key s ( ) > 0)
def a u c t i o n _ s t e p ( s e l f ) :
’ ’ ’ Runs one i t e r a t i o n o f t h e a u c t i o n a l g o r i t hm .
Ensures
s y n c h r o n i z a t i o n , p l a c e s t h e bid , upda t e s r e s o u r c e
s t a t u s e s based
on t h e c u r r e n t b ids , d e t e rm i n e s a s s i g nmen t s based on
t h e b i d s .
@return True when t h e a u c t i o n i s comp l e t e ( None
o t h e rw i s e )
’ ’ ’
# i f i t i s n ’ t s ynced up , don t do an y t h i n g
i f not s e l f . _ _ s yn ch r on i z e_ and_upda t e ( ) :
re turn None
# e i t h e r r e t u r n t h e t a s k t h a t t h e bo t was a s s i g n e d
t o
i f s e l f . _ _ au c t i o n_ comp l e t e ( ) :
re turn s e l f . _ a s s i g nmen t s [ s e l f . _own_id ]
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# Or g en e r a t e a new b id
b id = s e l f . _ _ g e n e r a t e _ b i d ( )
s e l f . make_nex t_b id ( b i d [ 0 ] , b i d [ 1 ] )
re turn None
def s e n d _b i d _ i n f o ( s e l f ) :
’ ’ ’ Sends b i d i n f o t o o t h e r v e h i c l e s as r e q u i r e d
’ ’ ’
i f s e l f . __round > 1 :
s e l f . _ l a s t _ r n d _ b i d _ c o l l e c t o r . s e n d _ r e q u e s t e d ( )
s e l f . _ t h i s _ r n d _ b i d _ c o l l e c t o r . s e n d _ r e q u e s t e d ( )
def p roce s s_mes s age ( s e l f , msg ) :
’ ’ ’ P roce s s a r e c e i v e d SwarmBehaviorData ne twork
message
Shou ld be c a l l e d from owning behav i o r ’ s
p r o c e s s _ b e ha v i o r _ da t a method
@param msg : r e c e i v e d swarm behav i o r da ta message
’ ’ ’
i f s e l f . _ l a s t _ r n d _ b i d _ c o l l e c t o r :
s e l f . _ l a s t _ r n d _ b i d _ c o l l e c t o r . p r o ce s s_mes s age (msg
)
i f s e l f . _ t h i s _ r n d _ b i d _ c o l l e c t o r :
s e l f . _ t h i s _ r n d _ b i d _ c o l l e c t o r . p r o ce s s_mes s age (msg
)
def _ _ u p d a t e _ l o c a l _ u t i l i t i e s ( s e l f ) :
’ ’ ’ Updates r e s o u r c e l o c a l u t i l i t y v a l u e s
’ ’ ’
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f o r r e s o u r c e _ i d , r e s o u r c e in s e l f . _ r e s o u r c e s .
a v a i l a b l e _ r e s o u r c e s ( ) . i t ems ( ) :
s e l f . s e t _ r e s o u r c e _ s t a t u s ( r e s o u r c e _ i d ,
ResourceRecord .AVAILABLE)
i f not r e s o u r c e . i s _ n u l l :
r e s o u r c e . u t i l i t y = s e l f . _ _ u t i l i t y _ f u n c t i o n (
r e s o u r c e )
def __ synch r on i z e_ and_upda t e ( s e l f ) :
’ ’ ’ Uses c u r r e n t round b id da ta t o a s s o c i a t e
r e s o u r c e s w i t h t h e
h i g h e s t −b i d d i n g ag en t s .
@return True i f i t ’ s t ime t o proceed t o t h e n e x t
round
’ ’ ’
# J u s t s t a r t t h e a u c t i o n i f i t hasn ’ t s t a r t e d y e t
i f not s e l f . _ _ i n _ p r o g r e s s :
s e l f . _ _ i n _ p r o g r e s s = True
re turn True
s e l f . s e n d _b i d _ i n f o ( )
b i d s = s e l f . _ t h i s _ r n d _ b i d _ c o l l e c t o r . g e t _ r e s u l t s ( )
i f not b i d s : # Don ’ t have a l l b i d s f o r t h i s round
re turn None
# Bids are a t u p l e o f ( agen t ( round , r e sou rce , b i d ) )
t u p l e s
f o r b i d _ r e c o r d in b i d s :
a g e n t _ i d = b i d _ r e c o r d [ 0 ]
r e s o u r c e _ i d = b i d _ r e c o r d [ 1 ] [ 1 ]
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b id = b i d _ r e c o r d [ 1 ] [ 2 ]
# A s s o c i a t e t h e r e s o u r c e w i t h t h e b i d d e r i f b i d
i s now h i g h e s t
r e s o u r c e = s e l f . _wo r k i n g _ r e s o u r c e _ s e t . g e t (
r e s o u r c e _ i d )
i f ( r e s o u r c e . s t a t u s in ResourceRecord .
AVAIL_STATUS) :
i f b id > r e s o u r c e . c u r r e n t _ b i d :
r e s o u r c e . c u r r e n t _ b i d = b id
r e s o u r c e . a g e n t _ i d = a g e n t _ i d
r e s o u r c e . s t a t u s = ResourceRecord .
ASSOCIATED
e l i f ( b i d == r e s o u r c e . c u r r e n t _ b i d ) and \
( a g e n t _ i d < r e s o u r c e . a g e n t _ i d ) :
r e s o u r c e . c u r r e n t _ b i d = b id
r e s o u r c e . a g e n t _ i d = a g e n t _ i d
r e s o u r c e . s t a t u s = ResourceRecord .
ASSOCIATED
# TODO: Add i n c ra shed agen t f u n c t i o n a l i t y f o r in −
p r og r e s s c e l l s
re turn True
def __g e n e r a t e _ b i d ( s e l f ) :
’ ’ ’ De t e rm ines t h e d e s i r e d r e s o u r c e and b id p r i c e t o
be po s t e d f o r
t h e c u r r e n t round
@return ( round , r e s ou r c e_ i d , b i d _ p r i c e ) t u p l e
’ ’ ’
# I f l a s t b i d won ( f o r now ) , r e s u bm i t i t
i f s e l f . __round > 0 :
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l a s t _ b i d = s e l f . _own_bids [ s e l f . __round ]
r e s o u r c e = s e l f . _wo r k i n g _ r e s o u r c e _ s e t . g e t (
l a s t _ b i d [ 0 ] )
i f r e s o u r c e . a g e n t _ i d == s e l f . _own_id :
b i d = ( r e s o u r c e . id , r e s o u r c e . c u r r e n t _ b i d )
s e l f . _ c o n t r o l l e r . l o g _ i n f o ( " P r e v i o u s ␣ b id ␣
s t i l l ␣ v a l i d ␣ f o r ␣ round ␣%d , ␣ r e s u bm i t t i n g ␣%s
" \
%( s e l f . __round +1 ,
s t r ( b i d ) ) )
re turn b id
# New b id i s d i f f e r e n c e be tween b e s t & 2nd−b e s t
u t i l i t y + e p s i l o n
r e s o u r c e s = so r t ed ( s e l f . _wo r k i n g _ r e s o u r c e _ s e t .
a v a i l a b l e _ r e s o u r c e s ( ) . v a l u e s ( ) , \
key = lambda x : x . u t i l i t y − x .
c u r r e n t _ b i d , \
r e v e r s e = True )
b i d _ i n c r e a s e = r e s o u r c e s [ 0 ] . u t i l i t y − \
r e s o u r c e s [ 0 ] . c u r r e n t _ b i d + s e l f .
_ e p s i l o n
i f l en ( r e s o u r c e s ) > 1 :
b i d _ i n c r e a s e −= ( r e s o u r c e s [ 1 ] . u t i l i t y − \
r e s o u r c e s [ 1 ] . c u r r e n t _ b i d )
b i d _ v a l u e = r e s o u r c e s [ 0 ] . c u r r e n t _ b i d + \
max ( b i d _ i n c r e a s e , s e l f . _ e p s i l o n )
b i d = ( r e s o u r c e s [ 0 ] . id , b i d _ v a l u e )
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s e l f . _ c o n t r o l l e r . log_dbug ( " C a l c u l a t e d ␣ t h e ␣ f o l l ow i n g ␣
b id ␣ f o r ␣ round ␣%d : ␣%s " \
%( s e l f . __round +1 , s t r ( b i d )
) )
re turn b id
def __au c t i o n_ comp l e t e ( s e l f ) :
’ ’ ’ De t e rm ines whe ther or no t t h e a u c t i o n has
comp l e t ed ( i . e . ,
a l l a g en t s have b id f o r a d i f f e r e n t r e s o u r c e ) .
Updates t h e
a s s i g nmen t s and r e s o u r c e s t a t u s e s i f and on l y i f t h e
a u c t i o n
has been de t e rm in ed t o be comp l e t ed .
@return True i f t h e a u c t i o n i s comp l e t e
’ ’ ’
i f s e l f . __comple t e :
re turn True
a s s o c i a t e d = d i c t ( )
p a r t i c i p a t i n g = s e l f . _ p a r t i c i p a n t s . d i f f e r e n c e ( s e l f .
_ c o n t r o l l e r . c r a s h ed_key s )
# I d e n t i f y a l l o f t h e r e s o u r c e s t h a t are " a s s o c i a t e d
" w i t h an agen t
f o r r e s o u r c e _ i d in s e l f . _wo r k i n g _ r e s o u r c e _ s e t . keys ( )
:
r e s o u r c e = s e l f . _wo r k i n g _ r e s o u r c e _ s e t . g e t (
r e s o u r c e _ i d )
i f r e s o u r c e . s t a t u s == ResourceRecord .ASSOCIATED:
a s s o c i a t e d [ r e s o u r c e . a g e n t _ i d ] = s e l f .
_ r e s o u r c e s . g e t ( r e s o u r c e _ i d )
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# Done i f t h e # o f " a s s o c i a t e d " r e s o u r c e s e qua l s t h e
# o f a g en t s
i f l en ( a s s o c i a t e d . keys ( ) ) == l en ( p a r t i c i p a t i n g ) :
s e l f . _ a s s i g nmen t s = a s s o c i a t e d
s e l f . _ c o n t r o l l e r . log_dbug ( " Auc t ion ␣ comple t e ␣ i n ␣%
d␣ rounds ␣wi th ␣ t h e ␣ f o l l ow i n g ␣ a s s i g nmen t s : ␣%s " \
%( s e l f . __round , s e l f .
_ a s s i g nmen t s ) )
s e l f . __comple t e = True
re turn True
re turn Fa l s e
A.3 searcher Source Code
#
# Major Matthew Hopchak 2018
# LT B r i t t Campbel l 2019
#
# S tandard py thon impo r t s
import math
import t ime
# ROS impo r t s
import r o spy
# ARSENL impo r t s
import a r s e n l _ c o n t r o l . swa rm_con t ro l a s c t r l
import a r s e n l _ c o n t r o l . p l u g i n _ b e h a v i o r a s p l u g i n
import a r s e n l _ b e h a v i o r _ t o o l s . a u c t i o n s as a u c t i o n s
import a r s e n l _ a l g o r i t hm s . i n d e p e n d e n t _ t r a n s i t s a s t r a n s i t s
import a r s e n l _ b e h a v i o r _ t o o l s . waypo i n t _p a t h s a s p a t h s
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# U t i l i t y impo r t s
import a r s e n l _ l i b r a r y . m a t h _ u t i l s a s ro_math
import a r s e n l _ l i b r a r y . g p s _ u t i l s a s gps
import a r s e n l _ l i b r a r y . b i tmapped_by t e s a s b y t e s
# Task enumera t i on s
SEARCH_CELL = 1
INVESTIGATE_PT = 2
c l a s s S e a r c hA r e a P a r t i t i o n ( p l u g i n . P l u g i nBehav i o r ) :
# Class − s p e c i f i c enumera t i on s and c o n s t a n t s
# Bas i c r e c t a n g u l a r s ea r ch area enumera t i on s ( no
o b s t a c l e s )
BASIC_LIVE_FLY = 0
BASIC_LARGER = 1
# Complex po l y gona l s ea r ch area enumera t i on ( w i t h
o b s t a c l e s )
COMPLEX = 2
# Search area s o u t hwe s t l o c a t i o n
AREA_SW_LAT = 35.721147 # t h e s e v a l u e s w i l l be
mod i f i e d when g en e r a t e s ea r ch area i s c a l l e d
AREA_SW_LON = −120.773008
def _ _ i n i t _ _ ( s e l f , c hoo s e_ s e a r c h_ a r e a , c o n t r o l l e r ) :
s e l f . _ a r e a _ c h o i c e = c h oo s e _ s e a r c h _ a r e a
s e l f . _ c o n t r o l l e r = c o n t r o l l e r
# c e l l s r ema in ing
s e l f . num_ce l l s = 0
s e l f . _ c e l l s _ l e f t = s e t ( )
# d i c t i o n a r y ho l d i n g a l l t h e c e l l s
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s e l f . _ c e l l s = { }
# bounda r i e s o f t h e s ea r ch area
s e l f . _wes t _wa l l = [ ]
s e l f . _ n o r t h _wa l l = [ ]
s e l f . _ e a s t _w a l l = [ ]
s e l f . _ s o u t h _wa l l = [ ]
# t h e s o u t hwe s t co rne r needs t o be g l o b a l l y
a c c e s s i b l e
s e l f . a r e a _ sw_ l a t = 35 .721147 # t h e s e v a l u e s w i l l
be mod i f i e d when g en e r a t e s ea r ch area i s c a l l e d
s e l f . a r e a_ sw_ lon = −120.773008
s e l f . a r e a _ o r i e n t = 0
s e l f . a r e a _nw_ l a t = 0
s e l f . a r ea_nw_lon = 0
s e l f . a r e a _ s e _ l a t = 0
s e l f . a r e a _ s e _ l o n = 0
s e l f . _ senso r_sweep = [75 , 75]
def g e n e r a t e B a s i c C e l l s ( s e l f , a r e a _ l e n g t h , a r e a_wid th ,
c _ l eng t h , c_wid th ) :
’ ’ ’ c r e a t e s c e l l o b j e c t s o f r e c t a n g u l a r shape o f
s p e c i f i e d h e i g h t / w id th (m)
C e l l s w i l l be i n t e g e r numbered s t a r t i n g a t 0 .
’ ’ ’
# De f i n e c e l l d imen s i on s
l _ d i v i s o r = i n t ( math . c e i l ( a r e a _ l e n g t h / c _ l e n g t h ) )
w_d i v i s o r = i n t ( math . c e i l ( a r e a _w i d t h / c_wid th ) )
c e l l _ l e n g t h = a r e a _ l e n g t h / l _ d i v i s o r
c e l l _w i d t h = a r e a _w i d t h / w_d i v i s o r
s e l f . _ c o n t r o l l e r . l o g _ i n f o ( " l _ d i v i s o r : ␣ " + s t r (
l _ d i v i s o r ) )
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s e l f . _ c o n t r o l l e r . l o g _ i n f o ( " a r e a ␣ l e n g t h : ␣ " + s t r (
a r e a _ l e n g t h ) + " \ n c e l l ␣ l e n g t h : ␣ " + s t r (
c e l l _ l e n g t h ) + " \ n a r e a ␣wid th : ␣ " + s t r ( a r e a _w i d t h )
+ " \ n c e l l ␣ wid th : ␣ " + s t r ( c e l l _w i d t h ) + " \ n␣
c e i l i n g ( a r e a l e n g t h / c␣ l e n g t h ) ␣=␣ " + s t r ( l _ d i v i s o r )
)
## p r i n t ou t t h e l a t l o n s o f t h e c e l l s f o r box
drawing purpo s e s
t o p _ p o i n t _ l a t = s e l f . a r e a _nw_ l a t
t o p _ p o i n t _ l o n = s e l f . a r ea_nw_lon
b o t t om_ p o i n t _ l a t = s e l f . a r e a _ sw_ l a t
b o t t om_po i n t _ l o n = s e l f . a r e a_ sw_ lon
l e f t _ p o i n t _ l a t = s e l f . a r e a _ sw_ l a t
l e f t _ p o i n t _ l o n = s e l f . a r e a_ sw_ lon
r i g h t _ p o i n t _ l a t = s e l f . a r e a _ s e _ l a t
r i g h t _ p o i n t _ l o n = s e l f . a r e a _ s e _ l o n
f o r i in range ( l _ d i v i s o r −1) :
l e f t _ p o i n t = gps . gps_newpos ( l e f t _ p o i n t _ l a t ,
l e f t _ p o i n t _ l o n , s e l f . a r e a _ o r i e n t , c e l l _ l e n g t h
)
r i g h t _ p o i n t = gps . gps_newpos ( r i g h t _ p o i n t _ l a t ,
r i g h t _ p o i n t _ l o n , s e l f . a r e a _ o r i e n t ,
c e l l _ l e n g t h )
s e l f . _ c o n t r o l l e r . l o g _ i n f o ( " l e f t : ␣ " + s t r (
l e f t _ p o i n t ) + " r i g h t : ␣ " + s t r ( r i g h t _ p o i n t ) )
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l e f t _ p o i n t _ l a t = l e f t _ p o i n t [ 0 ]
l e f t _ p o i n t _ l o n = l e f t _ p o i n t [ 1 ]
r i g h t _ p o i n t _ l a t = r i g h t _ p o i n t [ 0 ]
r i g h t _ p o i n t _ l o n = r i g h t _ p o i n t [ 1 ]
f o r i in range ( w_d iv i so r −1) :
t o p _ p o i n t = gps . gps_newpos ( t o p _ p o i n t _ l a t ,
t o p _ po i n t _ l o n , s e l f . a r e a _ o r i e n t + math . p i
/ 2 . 0 , c e l l _w i d t h )
bo t t om_po i n t = gps . gps_newpos ( b o t t om_po i n t _ l a t ,
b o t t om_po i n t _ l on , s e l f . a r e a _ o r i e n t + math . p i
/ 2 . 0 , c e l l _w i d t h )
t o p _ p o i n t _ l a t = t o p _ p o i n t [ 0 ]
t o p _ p o i n t _ l o n = t o p _ p o i n t [ 1 ]
b o t t om_ p o i n t _ l a t = bo t t om_po i n t [ 0 ]
b o t t om_po i n t _ l o n = bo t t om_po i n t [ 1 ]
# Make t h e s e mod i f i e d v a l u e s p u b l i c l y a v a i l a b l e
s e l f . num_ce l l s = l _ d i v i s o r ∗ w_d i v i s o r
s e l f . _ c o n t r o l l e r . l o g _ i n f o ( "Number␣ o f ␣ c e l l s ␣ t h a t ␣
shou l d ␣be␣ c r e a t e d : ␣ " + s t r ( s e l f . num_ce l l s ) )
# De f i n e l e n g t h _ l i n e s as g u i d e l i n e s f o r c e l l
bounda r i e s a long t h e l e n g t h o f t h e area
num_ l e ng t h _ l i n e s = l _ d i v i s o r − 1
l e n g t h _ l i n e s = [ ]
c h a l k _ l i n e = [ ]
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l e n g t h _ l i n e s . append ( s e l f . _ s o u t h _wa l l )
f o r i in range ( 0 , n um_ l e ng t h _ l i n e s ) :
temp = l e n g t h _ l i n e s [ −1]
c h a l k _ l i n e = [ ( temp [ 0 ] [ 0 ] + c e l l _ l e n g t h , temp
[ 0 ] [ 1 ] ) , \
( temp [ 1 ] [ 0 ] + c e l l _ l e n g t h , temp
[ 1 ] [ 1 ] ) ]
l e n g t h _ l i n e s . append ( c h a l k _ l i n e )
l e n g t h _ l i n e s . append ( s e l f . _ n o r t h _wa l l )
# De f i n e w i d t h _ l i n e s as g u i d e l i n e s f o r c e l l
bounda r i e s a long t h e w id th o f area
num_wid th_ l i n e s = w_d i v i s o r − 1
w i d t h _ l i n e s = [ ]
c h a l k _ l i n e = [ ]
w i d t h _ l i n e s . append ( s e l f . _wes t _wa l l )
f o r i in range ( 0 , num_wid th_ l i n e s ) :
temp = w i d t h _ l i n e s [ −1]
c h a l k _ l i n e = [ ( temp [ 0 ] [ 0 ] , temp [ 0 ] [ 1 ] +
c e l l _w i d t h ) , \
( temp [ 1 ] [ 0 ] , temp [ 1 ] [ 1 ] +
c e l l _w i d t h ) ]
w i d t h _ l i n e s . append ( c h a l k _ l i n e )
w i d t h _ l i n e s . append ( s e l f . _ e a s t _w a l l )
c e l l _ i d , j , k = 0 , 0 , 0
t emp_ c e l l = None
whi le c e l l _ i d < s e l f . num_ce l l s :
f o r r in range ( 0 , n um_ l e ng t h _ l i n e s + 1) :
# c e l l sou th −wes t co rne r
sw_width_norm = ro_math .
no rma l_ fo rm_pa r ame t e r s ( w i d t h _ l i n e s [ k ] [ 0 ] ,
w i d t h _ l i n e s [ k ] [ 1 ] )
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sw_length_norm = ro_math .
no rma l_ fo rm_pa r ame t e r s ( l e n g t h _ l i n e s [ j
] [ 0 ] , l e n g t h _ l i n e s [ j ] [ 1 ] )
sw = ro_math . l i n e _ i n t e r s e c t ( sw_width_norm
[ 1 ] , sw_width_norm [ 0 ] , \
sw_length_norm
[ 1 ] ,
sw_length_norm
[ 0 ] )
# c e l l nor th −wes t co rne r
j += 1
nw_width_norm = ro_math .
no rma l_ fo rm_pa r ame t e r s ( w i d t h _ l i n e s [ k ] [ 0 ] ,
w i d t h _ l i n e s [ k ] [ 1 ] )
nw_length_norm = ro_math .
no rma l_ fo rm_pa r ame t e r s ( l e n g t h _ l i n e s [ j
] [ 0 ] , l e n g t h _ l i n e s [ j ] [ 1 ] )
nw = ro_math . l i n e _ i n t e r s e c t ( nw_width_norm
[ 1 ] , nw_width_norm [ 0 ] , \
nw_length_norm
[ 1 ] ,
nw_length_norm
[ 0 ] )
# c e l l nor th − e a s t co rne r
k += 1
ne_width_norm = ro_math .
no rma l_ fo rm_pa r ame t e r s ( w i d t h _ l i n e s [ k ] [ 0 ] ,
w i d t h _ l i n e s [ k ] [ 1 ] )
ne_ l eng th_norm = ro_math .
no rma l_ fo rm_pa r ame t e r s ( l e n g t h _ l i n e s [ j
] [ 0 ] , l e n g t h _ l i n e s [ j ] [ 1 ] )
ne = ro_math . l i n e _ i n t e r s e c t ( ne_width_norm
[ 1 ] , ne_width_norm [ 0 ] , \
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ne_ leng th_norm
[ 1 ] ,
ne_ l eng th_norm
[ 0 ] )
# c e l l sou th − e a s t co rne r
j −= 1
se_width_norm = ro_math .
no rma l_ fo rm_pa r ame t e r s ( w i d t h _ l i n e s [ k ] [ 0 ] ,
w i d t h _ l i n e s [ k ] [ 1 ] )
s e_ l eng th_no rm = ro_math .
no rma l_ fo rm_pa r ame t e r s ( l e n g t h _ l i n e s [ j
] [ 0 ] , l e n g t h _ l i n e s [ j ] [ 1 ] )
se = ro_math . l i n e _ i n t e r s e c t ( se_wid th_norm
[ 1 ] , se_wid th_norm [ 0 ] , \
s e_ l eng th_no rm
[ 1 ] ,
s e_ l eng th_no rm
[ 0 ] )
# Crea t e Ce l l o b j e c t
t emp_ c e l l = Ce l l ( c e l l _ i d , [ ( sw , nw) , ( nw , ne
) , ( ne , s e ) , ( sw , se ) ] , s e l f . _ c o n t r o l l e r )
t emp_ c e l l . s e t _ v a l u e ( c e l l _ l e n g t h , c e l l _w i d t h )
s e l f . _ c e l l s [ c e l l _ i d ] = t emp_ c e l l
s e l f . _ c e l l s [ c e l l _ i d ] . se tWestBound ( ( sw , nw) )
s e l f . _ c e l l s [ c e l l _ i d ] . s e tEa s tBound ( ( ne , s e ) )
s e l f . _ c e l l s _ l e f t . add ( c e l l _ i d )
k −= 1
j += 1
s e l f . _ c o n t r o l l e r . l o g _ i n f o ( " c e l l ␣ " + s t r (
c e l l _ i d ) + " ␣ c r e a t e d " )
c e l l _ i d += 1
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s e l f . _ c o n t r o l l e r . l o g _ i n f o ( "NEW␣LINE" )
k += 1
j = 0
s e l f . _ c o n t r o l l e r . l o g _ i n f o ( " \ n∗␣ \ n∗∗␣ \ n␣−−−" + s t r (
c e l l _ i d ) + " ␣ C e l l s ␣ s u c c e s s f u l l y ␣ p a r t i t i o n e d .−−−␣ \
n∗∗␣ \ n∗ " )
def g e n e r a t eB a s i c S e a r c hA r e a ( s e l f ) :
’ ’ ’ f i l l s boundary da ta s t r u c t u r e s g i v e n bas i c ,
l a rge , or complex area
’ ’ ’
i f s e l f . _ a r e a _ c h o i c e == S e a r c hA r e a P a r t i t i o n .
BASIC_LIVE_FLY :
c e l l _ l e n g t h = 200 .0
c e l l _w i d t h = 200 .0
s e l f . a r e a _ sw_ l a t = 35 .721147
s e l f . a r e a_ sw_ lon = −120.773008
s e l f . a r e a _ o r i e n t = 25.183537917993224
a r e a _ l e n g t h = 575 .0
a r e a _w i d t h = 750 .0
e l i f s e l f . _ a r e a _ c h o i c e == S e a r c hA r e a P a r t i t i o n .
BASIC_LARGER :
c e l l _ l e n g t h = 250 .0
c e l l _w i d t h = 250 .0
s e l f . a r e a _ sw_ l a t = 35 .721147
s e l f . a r e a_ sw_ lon = −120.773008
s e l f . a r e a _ o r i e n t = 0
a r e a _ l e n g t h = 1200 .0
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a r e a _w i d t h = 1950 .0
e l i f s e l f . _ a r e a _ c h o i c e == S e a r c hA r e a P a r t i t i o n .
COMPLEX:
s e l f . a r e a _ sw_ l a t = 35 .72102
s e l f . a r e a_ sw_ lon = −120.79111
s e l f . a r e a _ o r i e n t = 0
a r e a _ l e n g t h = 2300 .0
a r e a _w i d t h = 3000 .0
s e l f . _ s e a r c h _ a r e a = gps . GeoBox ( s e l f . a r e a _ sw_ l a t ,
s e l f . a rea_sw_lon , a r e a _ l e n g t h , a r e a_wid th , s e l f .
a r e a _ o r i e n t )
c o r n e r s = s e l f . _ s e a r c h _ a r e a . _ c a r t _ c o r n e r s
s e l f . _ n o r t h _wa l l = ( c o r n e r s [ 1 ] , c o r n e r s [ 2 ] )
s e l f . _ s o u t h _wa l l = ( c o r n e r s [ 0 ] , c o r n e r s [ 3 ] )
s e l f . _wes t _wa l l = ( c o r n e r s [ 0 ] , c o r n e r s [ 1 ] )
s e l f . _ e a s t _w a l l = ( c o r n e r s [ 2 ] , c o r n e r s [ 3 ] )
s e l f . _ c o n t r o l l e r . l o g _ i n f o ( " \ n∗␣ \ n∗∗␣ \ nOute r ␣ s e a r c h ␣
a r e a ␣ boundary ␣ g e n e r a t e d . ␣ \ n∗∗␣ \ n∗ " )
nw_corner = gps . gps_newpos ( s e l f . a r e a _ sw_ l a t , s e l f .
a rea_sw_lon , s e l f . a r e a _ o r i e n t , a r e a _ l e n g t h )
s e _ c o r n e r = gps . gps_newpos ( s e l f . a r e a _ sw_ l a t , s e l f .
a rea_sw_lon , s e l f . a r e a _ o r i e n t + math . p i / 2 . 0 ,
a r e a _w i d t h )
n e_ co r n e r = gps . gps_newpos ( s e _ c o r n e r [ 0 ] , s e _ c o r n e r
[ 1 ] , s e l f . a r e a _ o r i e n t , a r e a _ l e n g t h )
s e l f . _ c o n t r o l l e r . l o g _ i n f o ( " \ n∗␣ \ n∗∗␣ \ n␣NW␣CORNER: ␣ "
+ s t r ( nw_corner ) +" \ n∗∗␣ \ n∗ " )
s e l f . _ c o n t r o l l e r . l o g _ i n f o ( " \ n∗␣ \ n∗∗␣ \ n␣SE␣CORNER: ␣ "
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+ s t r ( s e _ c o r n e r ) +" \ n∗∗␣ \ n∗ " )
s e l f . _ c o n t r o l l e r . l o g _ i n f o ( " \ n∗␣ \ n∗∗␣ \ n␣NE␣CORNER: ␣ "
+ s t r ( n e _ co r n e r ) +" \ n∗∗␣ \ n∗ " )
s e l f . a r e a _nw_ l a t = nw_corner [ 0 ]
s e l f . a r ea_nw_lon = nw_corner [ 1 ]
s e l f . a r e a _ s e _ l a t = s e _ c o r n e r [ 0 ]
s e l f . a r e a _ s e _ l o n = s e _ c o r n e r [ 1 ]
i f s e l f . _ a r e a _ c h o i c e in [ S e a r c hA r e a P a r t i t i o n .
BASIC_LIVE_FLY , S e a r c hA r e a P a r t i t i o n . BASIC_LARGER
] :
s e l f . g e n e r a t e B a s i c C e l l s ( a r e a _ l e n g t h , a r e a_wid th ,
c e l l _ l e n g t h , c e l l _w i d t h )
c l a s s I n v e s t i g a t e ( ob j e c t ) :
’ ’ ’
C la s s f o r ma i n t a i n i n g a t t r i b u t e s o f each d e t e c t i o n e v e n t
found by a bo t .
Each p o i n t r e p r e s e n t s a b i d dab l e r e s o u r c e i n Au c t i o n s . py
t h a t was i n s e r t e d by a bo t .
’ ’ ’
def _ _ i n i t _ _ ( s e l f , i n v e s t i g a t i o n _ i d , t ime , p o s i t i o n ,
c o n t r o l l e r ) :
s e l f . _ i n v e s t i g a t i o n _ i d = i n v e s t i g a t i o n _ i d
s e l f . _ t a s k _ v a l u e = 600 .0
s e l f . _ c o n t r o l l e r = c o n t r o l l e r
s e l f . _ i n v e s t i g a t e _ p t = p o s i t i o n [ 0 ] , p o s i t i o n [ 1 ]
s e l f . _west_bound = [ ]
s e l f . _ ea s t _bound = [ ]
s e l f . _waypo in t s = [ ]
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s e l f . _ t a s k _ i d = INVESTIGATE_PT
s e l f . l a s tWaypo i n t = s e l f . _ i n v e s t i g a t e _ p t
s e l f . o r b i t _ t i m e = t ime
s e l f . i n v e s t i g a t e _ i n _ p r o g r e s s = F a l s e
s e l f . _ t a s k _ t r a n s i t _ t i m e = 0 . 0
s e l f . t ime_ to_win = 0 . 0
def s e t _ v a l u e ( s e l f , t ime ) :
s e l f . _ t a s k _ v a l u e = 600 .0
s e l f . o r b i t _ t i m e = t ime
def getTimeToAccompl ishTask ( s e l f , spd ) :
re turn s e l f . o r b i t _ t i m e
def getTimeRemaining ( s e l f ) :
i f s e l f . i n v e s t i g a t e _ i n _ p r o g r e s s :
t ime_ r ema i n i ng = s e l f . o r b i t _ t i m e − ( t ime . t ime ( )
− s e l f . t i m e _ s t a r t )
re turn t ime_ r ema i n i ng
e l s e :
re turn s e l f . o r b i t _ t i m e
def g e tT a s kT r a n s i t T ime ( s e l f , l a s t _wp_ l o c ) :
e n t r y _ p t = s e l f . _ i n v e s t i g a t e _ p t
spd = s e l f . _ c o n t r o l l e r . a c _ l i m i t s . nom_fwd_speed
d i s t a n c e = gps . g p s _ d i s t a n c e ( l a s t _wp_ l o c [ 0 ] ,
l a s t _wp_ l o c [ 1 ] , e n t r y _ p t [ 0 ] , e n t r y _ p t [ 1 ] )
s e l f . _ t a s k _ t r a n s i t _ t i m e = d i s t a n c e / spd
re turn s e l f . _ t a s k _ t r a n s i t _ t i m e
def s e t _ t a s k _wp s ( s e l f , u a v _ l o c a t i o n ) :
s e l f . _waypo in t s = [ ]
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s e l f . _waypo in t s . append ( s e l f . l a s tWaypo i n t )
def i s _done ( s e l f ) :
i f s e l f . i n v e s t i g a t e _ i n _ p r o g r e s s :
t im e _ o n _ s t a t i o n = t ime . t ime ( )− s e l f . t i m e _ s t a r t
i f t i m e _ o n _ s t a t i o n < s e l f . o r b i t _ t i m e :
re turn Fa l s e
e l s e :
re turn True
e l s e :
re turn Fa l s e
def o n _ s t a t i o n ( s e l f ) :
u av_ loc = s e l f . _ c o n t r o l l e r . g e t _ own_ s t a t e ( ) . s t a t e .
pose . pose . p o s i t i o n . l a t , \
s e l f . _ c o n t r o l l e r . g e t _ own_ s t a t e ( ) . s t a t e .
pose . pose . p o s i t i o n . l on
o n _ s t a t i o n _ c h e c k = gps . g p s _ d i s t a n c e ( uav_ loc [ 0 ] ,
u av_ loc [ 1 ] , s e l f . _ i n v e s t i g a t e _ p t [ 0 ] , s e l f .
_ i n v e s t i g a t e _ p t [ 1 ] )
i f o n _ s t a t i o n _ c h e c k <= 75 :
s e l f . i n v e s t i g a t e _ i n _ p r o g r e s s = True
s e l f . t i m e _ s t a r t = t ime . t ime ( )
re turn True
e l s e :
re turn Fa l s e
c l a s s Ce l l ( ob j e c t ) :
’ ’ ’
C la s s f o r ma i n t a i n i n g a t t r i b u t e s o f each c e l l c r e a t e d by
d e compo s i t i o n .





def _ _ i n i t _ _ ( s e l f , c e l l _ i d , boundary , c o n t r o l l e r ) :
s e l f . _ c e l l _ i d = c e l l _ i d
s e l f . _ t a s k _ v a l u e = 250 .0
s e l f . _boundary = boundary
s e l f . _ c o n t r o l l e r = c o n t r o l l e r
s e l f . _west_bound = [ ]
s e l f . _ ea s t _bound = [ ]
s e l f . _waypo in t s = [ ]
s e l f . _ t a s k _ i d = SEARCH_CELL
s e l f . _ t r a j e c t o r y = p a t h s . T r a j e c t o r y ( )
s e l f . _wp_sequence = p a t h s . Waypoin tSequencer ( )
s e l f . l a s tWaypo i n t = None
s e l f . _ senso r_sweep = 50 .0
s e l f . _ s i z e = 0 . 0
s e l f . t ime_ to_win = 0 . 0
s e l f . _ t a s k _ t r a n s i t _ t i m e = 0 . 0
def s e t _ v a l u e ( s e l f , l e ng t h , wid th ) :
s e l f . _ t a s k _ v a l u e = l e n g t h +wid th −130.0
def ge tWaypo in t s ( s e l f ) :
re turn s e l f . _waypo in t s
def g e tCo r n e r s ( s e l f ) :
’ ’ ’ r e t u r n s t h e c a r t e s i a n c o r n e r s i n t h e o rde r sw , nw
, ne , s e ’ ’ ’
c o r n e r s = [ ]
SW_corner = s e l f . _west_bound [ 0 ]
# co r n e r s . append ( SW_corner )
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NW_corner = s e l f . _west_bound [ 1 ]
# co r n e r s . append ( NW_corner )
NE_corner = s e l f . _ ea s t _bound [ 0 ]
# co r n e r s . append ( NE_corner )
SE_corne r = s e l f . _ ea s t _bound [ 1 ]
# co r n e r s . append ( SE_corner )
c o r n e r s = [ ( "SW" , SW_corner ) , ( "NW" , NW_corner ) , ( "NE" ,
NE_corner ) , ( "SE" , SE_corne r ) ]
re turn c o r n e r s
def getTimeToAccompl ishTask ( s e l f , l a s t _wp_ l o c ) :
# r e t u r n s t h e t ime t o go be tween each o f t h e
waypo i n t s
spd = s e l f . _ c o n t r o l l e r . a c _ l i m i t s . nom_fwd_speed
s e l f . s e t _ t a s k _wp s ( l a s t _wp_ l o c )
t o t a l _ c e l l _ d i s t a n c e = s e l f . _wp_sequence . d i s t a n c e ( )
t a s k _ a c c omp l i s h _ t ime = t o t a l _ c e l l _ d i s t a n c e / spd
re turn t a s k _ a c c omp l i s h _ t ime
def getTimeRemaining ( s e l f ) :
spd = s e l f . _ c o n t r o l l e r . a c _ l i m i t s . nom_fwd_speed
r em a i n i n g _ c e l l _ d i s t a n c e = s e l f . _wp_sequence .
r em a i n i n g _ d i s t a n c e ( )
r ema i n i ng_ t ime = r em a i n i n g _ c e l l _ d i s t a n c e / spd
re turn r ema i n i ng_ t ime
def g e tT a s kT r a n s i t T ime ( s e l f , l a s t _wp_ l o c ) :
spd = s e l f . _ c o n t r o l l e r . a c _ l i m i t s . nom_fwd_speed
c e l l _ c o r n e r s = s e l f . g e tCo r n e r s ( )
SW_corne r_ca r t = c e l l _ c o r n e r s [ 0 ] [ 1 ]
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NW_corner_car t = c e l l _ c o r n e r s [ 1 ] [ 1 ]
NE_co rne r _ c a r t = c e l l _ c o r n e r s [ 2 ] [ 1 ]
SE_ co r n e r _ c a r t = c e l l _ c o r n e r s [ 3 ] [ 1 ]
SW_corner_gps = gps . g p s _ o f f s e t ( C e l l .AREA_SW_LAT,
Ce l l .AREA_SW_LON, \
SW_corne r_ca r t
[ 1 ] ,
SW_corne r_ca r t
[ 0 ] )
NW_corner_gps = gps . g p s _ o f f s e t ( C e l l .AREA_SW_LAT,
Ce l l .AREA_SW_LON, \
NW_corner_car t
[ 1 ] ,
NW_corner_car t
[ 0 ] )
NE_corner_gps = gps . g p s _ o f f s e t ( C e l l .AREA_SW_LAT,
Ce l l .AREA_SW_LON, \
NE_co rne r _ c a r t
[ 1 ] ,
NE_co rne r _ c a r t
[ 0 ] )
SE_corne r_gps = gps . g p s _ o f f s e t ( C e l l .AREA_SW_LAT,
Ce l l .AREA_SW_LON, \
SE_ co r n e r _ c a r t
[ 1 ] ,
SE_ co r n e r _ c a r t
[ 0 ] )
b r i n g _ i n _ d i s t a n c e = 50 .0
SW_b r i n g_ i n _d i r e c t i o n = gps . g p s _b e a r i n g (
SW_corner_gps [ 0 ] , SW_corner_gps [ 1 ] , NE_corner_gps
[ 0 ] , NE_corner_gps [ 1 ] )
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NE_b r i n g _ i n _ d i r e c t i o n = gps . g p s _b e a r i n g (
NE_corner_gps [ 0 ] , NE_corner_gps [ 1 ] , SW_corner_gps
[ 0 ] , SW_corner_gps [ 1 ] )
NW_b r i ng_ i n_d i r e c t i on = gps . g p s _b e a r i n g (
NW_corner_gps [ 0 ] , NW_corner_gps [ 1 ] , SE_corne r_gps
[ 0 ] , SE_corne r_gps [ 1 ] )
SE _ b r i n g _ i n _ d i r e c t i o n = gps . g p s _b e a r i n g (
SE_corne r_gps [ 0 ] , SE_corne r_gps [ 1 ] , NW_corner_gps
[ 0 ] , NW_corner_gps [ 1 ] )
SW_corner_gps = gps . gps_newpos ( SW_corner_gps [ 0 ] ,
SW_corner_gps [ 1 ] , SW_b r i ng_ i n_d i r e c t i o n ,
b r i n g _ i n _ d i s t a n c e )
NW_corner_gps = gps . gps_newpos ( NW_corner_gps [ 0 ] ,
NW_corner_gps [ 1 ] , NW_br i ng_ in_d i r e c t i on ,
b r i n g _ i n _ d i s t a n c e )
NE_corner_gps = gps . gps_newpos ( NE_corner_gps [ 0 ] ,
NE_corner_gps [ 1 ] , NE_b r i n g _ i n _d i r e c t i o n ,
b r i n g _ i n _ d i s t a n c e )
SE_corne r_gps = gps . gps_newpos ( SE_corne r_gps [ 0 ] ,
SE_corne r_gps [ 1 ] , SE_ b r i n g _ i n _ d i r e c t i o n ,
b r i n g _ i n _ d i s t a n c e )
c e l l _ c o r n e r s = [ SW_corner_gps , NW_corner_gps ,
NE_corner_gps , SE_corne r_gps ]
c l o s e s t _ d i s t a n c e = 1e15
f o r c o r n e r in c e l l _ c o r n e r s :
d i s t a n c e = gps . g p s _ d i s t a n c e ( l a s t _wp_ l o c [ 0 ] ,
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l a s t _wp_ l o c [ 1 ] , c o r n e r [ 0 ] , c o r n e r [ 1 ] )
i f d i s t a n c e < c l o s e s t _ d i s t a n c e :
c l o s e s t _ d i s t a n c e = d i s t a n c e
s e l f . _ t a s k _ t r a n s i t _ t i m e = c l o s e s t _ d i s t a n c e / spd
re turn s e l f . _ t a s k _ t r a n s i t _ t i m e
def g e tWaypo i n tCa r t Lo c a t i o n s ( s e l f ) :
l o c a t i o n s = [ ]
f o r waypo in t in s e l f . _waypo in t s :
l o c a t i o n s . append ( waypo in t . g e t C a r t e s i a n L o c a t i o n ( )
)
re turn l o c a t i o n s
def ge tWaypo in tLa tLonLoca t i on s ( s e l f ) :
l o c a t i o n s = [ ]
f o r waypo in t in s e l f . _waypo in t s :
l o c a t i o n s . append ( waypo in t . g e tLa tLonLoca t i o n ( ) )
re turn l o c a t i o n s
def l a y _ p a r a l l e l _ t r a c k s ( s e l f , b o t t om_ l e f t , b o t t om_ r i g h t ,
t o p _ l e f t , t o p _ r i g h t ) :
b o t t om _ l i s t = gps . g p s _ d i v i d e _ two_po i n t s ( b o t t om_ l e f t
[ 0 ] , b o t t om_ l e f t [ 1 ] , \
b o t t om_ r i g h t
[ 0 ] ,
b o t t om_ r i g h t
[ 1 ] , \
s e l f .
_ senso r_sweep
)
t o p _ l i s t = gps . g p s _ d i v i d e _ two_po i n t s ( t o p _ l e f t [ 0 ] ,
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t o p _ l e f t [ 1 ] , \
t o p _ r i g h t [ 0 ] ,
t o p _ r i g h t
[ 1 ] , \
s e l f .
_ senso r_sweep
)
re turn ( b o t t om_ l i s t , t o p _ l i s t )
def s e t _ t a s k _wp s ( s e l f , u a v _ l o c a t i o n ) :
c e l l _ c o r n e r s = s e l f . g e tCo r n e r s ( )
speed = s e l f . _ c o n t r o l l e r . a c _ l i m i t s . nom_fwd_speed
a l t i t u d e = s e l f . _ c o n t r o l l e r . ap_wpt . z
# i n i t i a l i z e aga in here so t h a t t h i s o b j e c t ’ s
t r a j e c t o r y i s c l e a r e d
s e l f . _waypo in t s = [ ]
s e l f . _wp_sequence = p a t h s . Waypoin tSequencer ( )
s e l f . _ t r a j e c t o r y = p a t h s . T r a j e c t o r y ( )
#THESE ARE CARTESIAN
SW_corne r_ca r t = c e l l _ c o r n e r s [ 0 ] [ 1 ]
NW_corner_car t = c e l l _ c o r n e r s [ 1 ] [ 1 ]
NE_co rne r _ c a r t = c e l l _ c o r n e r s [ 2 ] [ 1 ]
SE_ co r n e r _ c a r t = c e l l _ c o r n e r s [ 3 ] [ 1 ]
SW_corner_gps = gps . g p s _ o f f s e t ( C e l l .AREA_SW_LAT,
Ce l l .AREA_SW_LON, \
SW_corne r_ca r t
[ 1 ] ,
SW_corne r_ca r t
[ 0 ] )
NW_corner_gps = gps . g p s _ o f f s e t ( C e l l .AREA_SW_LAT,
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Ce l l .AREA_SW_LON, \
NW_corner_car t
[ 1 ] ,
NW_corner_car t
[ 0 ] )
NE_corner_gps = gps . g p s _ o f f s e t ( C e l l .AREA_SW_LAT,
Ce l l .AREA_SW_LON, \
NE_co rne r _ c a r t
[ 1 ] ,
NE_co rne r _ c a r t
[ 0 ] )
SE_corne r_gps = gps . g p s _ o f f s e t ( C e l l .AREA_SW_LAT,
Ce l l .AREA_SW_LON, \
SE_ co r n e r _ c a r t
[ 1 ] ,
SE_ co r n e r _ c a r t
[ 0 ] )
# b r i ng co r n e r s i n by 50 me t e r s .
b r i n g _ i n _ d i s t a n c e = 50 .0
SW_b r i n g_ i n _d i r e c t i o n = gps . g p s _b e a r i n g (
SW_corner_gps [ 0 ] , SW_corner_gps [ 1 ] , NE_corner_gps
[ 0 ] , NE_corner_gps [ 1 ] )
NE_b r i n g _ i n _ d i r e c t i o n = gps . g p s _b e a r i n g (
NE_corner_gps [ 0 ] , NE_corner_gps [ 1 ] , SW_corner_gps
[ 0 ] , SW_corner_gps [ 1 ] )
NW_b r i ng_ i n_d i r e c t i on = gps . g p s _b e a r i n g (
NW_corner_gps [ 0 ] , NW_corner_gps [ 1 ] , SE_corne r_gps
[ 0 ] , SE_corne r_gps [ 1 ] )
SE _ b r i n g _ i n _ d i r e c t i o n = gps . g p s _b e a r i n g (
SE_corne r_gps [ 0 ] , SE_corne r_gps [ 1 ] , NW_corner_gps
[ 0 ] , NW_corner_gps [ 1 ] )
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SW_corner_gps = gps . gps_newpos ( SW_corner_gps [ 0 ] ,
SW_corner_gps [ 1 ] , SW_b r i ng_ i n_d i r e c t i o n ,
b r i n g _ i n _ d i s t a n c e )
NW_corner_gps = gps . gps_newpos ( NW_corner_gps [ 0 ] ,
NW_corner_gps [ 1 ] , NW_br i ng_ in_d i r e c t i on ,
b r i n g _ i n _ d i s t a n c e )
NE_corner_gps = gps . gps_newpos ( NE_corner_gps [ 0 ] ,
NE_corner_gps [ 1 ] , NE_b r i n g _ i n _d i r e c t i o n ,
b r i n g _ i n _ d i s t a n c e )
SE_corne r_gps = gps . gps_newpos ( SE_corne r_gps [ 0 ] ,
SE_corne r_gps [ 1 ] , SE_ b r i n g _ i n _ d i r e c t i o n ,
b r i n g _ i n _ d i s t a n c e )
uav_ loc = u a v _ l o c a t i o n [ 0 ] , u a v _ l o c a t i o n [ 1 ]
no r t hEa s tCo rne rLoop = Fa l s e
i f no r t hEa s tCo rne rLoop :
s e l f . addWaypoint ( NE_corner_gps , a l t i t u d e , speed )
s e l f . addWaypoint ( SE_corner_gps , a l t i t u d e , speed )
s e l f . addWaypoint ( SW_corner_gps , a l t i t u d e , speed )
s e l f . addWaypoint ( NW_corner_gps , a l t i t u d e , speed )
s e l f . l a s tWaypo i n t = NW_corner_gps
re turn
bo t t om_ t r a ck , t o p _ t r a c k = s e l f . l a y _ p a r a l l e l _ t r a c k s (
SW_corner_gps , SE_corner_gps , NW_corner_gps ,
NE_corner_gps )
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c l o s e s t _ d i s t a n c e = 1000000000000
f o r c o r n e r in c e l l _ c o r n e r s :
c o r n e r _ l o c a l i z a t i o n = c o r n e r [ 0 ]
c o r n e r = c o r n e r [ 1 ]
c o r n e r _ l a t _ l o n = gps . g p s _ o f f s e t ( C e l l .AREA_SW_LAT
, Ce l l .AREA_SW_LON, \
c o r n e r [ 1 ] , c o r n e r
[ 0 ] )
d i s t a n c e = gps . g p s _ d i s t a n c e ( uav_ loc [ 0 ] , u av_ loc
[ 1 ] , c o r n e r _ l a t _ l o n [ 0 ] , c o r n e r _ l a t _ l o n [ 1 ] )
i f d i s t a n c e < c l o s e s t _ d i s t a n c e :
corner_name = c o r n e r _ l o c a l i z a t i o n
c l o s e s t _ d i s t a n c e = d i s t a n c e
# top
t r a c k _ sw i t c h = True
t r a c k = ( bo t t om_ t r a ck , t o p _ t r a c k )
s t a r t _ p o i n t = corner_name
# s t a r t _ p o i n t = "SW"
# l e f t t o r i g h t p r o g r e s s i o n o f l a y i n g t r a j e c t o r y
i f s t a r t _ p o i n t in [ "SW" , "NW" ] :
i ndex = 0
i f s t a r t _ p o i n t == "SW" :
# bo t tom
t r a c k _ sw i t c h = t r a c k _ sw i t c h
e l s e :
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i ndex = −1
i f s t a r t _ p o i n t == "SE" :
# bo t tom
t r a c k _ sw i t c h = not t r a c k _ sw i t c h
t r a c k _ s e l e c t i o n = t r a c k [ t r a c k _ sw i t c h ]
#add f i r s t waypo in t
s e l f . addWaypoint ( t r a c k _ s e l e c t i o n . pop ( i ndex ) ,
a l t i t u d e , speed )
whi le l en ( b o t t om_ t r a c k ) != 0 and l en ( t o p _ t r a c k ) !=
0 :
# t o g g l e be tween top / bo t tom t r a c k .
t r a c k _ sw i t c h = not t r a c k _ sw i t c h
t r a c k _ s e l e c t i o n = t r a c k [ t r a c k _ sw i t c h ]
# remove two waypo i n t s from t h e ar ray
s e l f . addWaypoint ( t r a c k _ s e l e c t i o n . pop ( i ndex ) ,
a l t i t u d e , speed )
s e l f . addWaypoint ( t r a c k _ s e l e c t i o n . pop ( i ndex ) ,
a l t i t u d e , speed )
t r a c k _ sw i t c h = not t r a c k _ sw i t c h
t r a c k _ s e l e c t i o n = t r a c k [ t r a c k _ sw i t c h ]
#add t h e f i n a l waypo in t
s e l f . l a s tWaypo i n t = t r a c k _ s e l e c t i o n [ −1]
s e l f . addWaypoint ( t r a c k _ s e l e c t i o n . pop ( i ndex ) ,
a l t i t u d e , speed )
re turn
def addWaypoint ( s e l f , waypoint , a l t i t u d e , speed ) :
s e l f . _waypo in t s . append ( waypo in t )
s e l f . _ t r a j e c t o r y . append ( waypo in t [ 0 ] , waypo in t [ 1 ] ,
a l t i t u d e , speed )
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s e l f . _wp_sequence . append ( waypo in t [ 0 ] , waypo in t [ 1 ] ,
a l t i t u d e , speed )
def d e l e t eWaypo i n t s ( s e l f ) :
s e l f . _waypo in t s = [ ]
def s e t S i z e ( s e l f , s i z e ) :
s e l f . _ s i z e = s i z e
def se tWestBound ( s e l f , w) :
s e l f . _west_bound = w
def s e tEa s tBound ( s e l f , e ) :
s e l f . _ ea s t _bound = e
A.4 waypoint_paths Source Code
# Con ta i n s f u n c t i o n s and c l a s s e s f o r comput ing and f o l l o w i n g
a s p e c i f i c pa th
#
# Duane Davis 2018
import math
import a r s e n l _ l i b r a r y . g p s _ u t i l s a s gps
import a r s e n l _ l i b r a r y . m a t h _ u t i l s a s m a t h _ u t i l s
import a r s e n l _msg s . msg as armsg
STD_L1_DIST = 100 .0
c l a s s Waypoin tSequencer ( ob j e c t ) :
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’ ’ ’ Used t o c o n t a i n and manage an orde red sequence o f
waypo i n t s
Each waypo in t i s ma i n t a i n ed as an LLAS o b j e c t c o n t a i n i n g
t h e
l a t i t u d e , l o n g i t u d e , and r e l _ a l t , and speed (
imp l emen t a t i o n o f
t h e speed f e a t u r e w i l l r e l y on imp l emen t i ng or u s i n g
c l a s s e s ) .
Member f u n c t i o n s :
r e s t a r t : r e s t a r t s t h e waypo in t s equence from t h e
b eg i nn i ng
l e n g t h : r e t u r n s t h e number o f waypo i n t s i n t h e
sequence
r ema i n i n g _ l e n g t h : r e t u r n s t h e number o f r ema in ing
waypo i n t s i n t h e sequence
c l e a r : removes a l l waypo i n t s from t h e sequence
append : add a waypo in t t o t h e l i s t
g e t : g e t s a s p e c i f i c waypo in t from t h e sequence ( by
i nd e x )
g e t _ c u r r e n t : g e t s t h e n e x t waypo in t w i t h o u t
i n c r emen t i n g
g e t _ n e x t : g e t s t h e n e x t waypo in t ( or None i f a t t h e
end )
ge t _nex t _wrap : g e t s t h e n e x t waypoin t , wraps t o
waypo in t [0 ] a t end
d i s t a n c e : r e t u r n s t h e t o t a l d i s t a n c e o f t h e e n t i r e
waypo in t pa th
r ema i n i n g _ d i s t a n c e : r e t u r n s t h e d i s t a n c e from t h e
c u r r e n t waypo in t t o t h e pa th end
Member v a r i a b l e s :
_sequence : l i s t o f waypo in t o b j e c t s
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_ c u r r e n t : i n d e x o f t h e n e x t waypo in t t o be r e t r i e v e d
’ ’ ’
def _ _ i n i t _ _ ( s e l f ) :
’ ’ ’ I n i t i a l i z e s t h e o b j e c t
’ ’ ’
s e l f . _ sequence = [ ]
s e l f . _ c u r r e n t = −1
def r e s t a r t ( s e l f ) :
’ ’ ’ R e s e t s t h e c u r r e n t waypo in t pa th t o s t a r t ove r
from waypo in t 0
’ ’ ’
s e l f . _ c u r r e n t = −1
def l e n g t h ( s e l f ) :
’ ’ ’ Re t u rn s t h e number o f waypo i n t s i n t h e sequence
@return t h e number o f waypo i n t s
’ ’ ’
re turn l en ( s e l f . _ sequence )
def r ema i n i n g _ l e n g t h ( s e l f ) :
’ ’ ’ Re t u rn s t h e number o f r ema in ing waypo i n t s i n t h e
seaquence
( i . e . , t h e number t h a t have no t been e x e c u t e d y e t )
@return t h e number o f r ema in ing waypo i n t s
’ ’ ’
re turn l en ( s e l f . _ sequence ) − ( s e l f . _ c u r r e n t + 1)
def p e r c e n t _ c omp l e t e ( s e l f ) :
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comple t ed = s e l f . d i s t a n c e ( )− s e l f . r em a i n i n g _ d i s t a n c e
( )
i f comple t ed <= 0 . 0 :
re turn 0 . 0
t o t a l = s e l f . d i s t a n c e ( )
p e r c e n t = round ( comple t ed / t o t a l ∗100)
re turn p e r c e n t
def c l e a r ( s e l f ) :
’ ’ ’ Removes a l l waypo i n t s from t h e sequence
’ ’ ’
de l s e l f . _ sequence [ : ]
s e l f . _ c u r r e n t = −1
def append ( s e l f , l a t , lon , r e l _ a l t , speed =0 . 0 ) :
’ ’ ’ Appends a new waypo in t t o t h e end o f t h e
sequence
@param l a t : l a t i t u d e o f t h e new waypo in t
@param lon : l o n g i t u d e o f t h e new waypo in t
@param r e l _ a l t : r e l _ a l t o f t h e new waypo in t
@param speed : d e s i r e d speed a t t h e sequence p o i n t
’ ’ ’
new_wpt = armsg . LLAS ( )
new_wpt . l a t = l a t
new_wpt . l on = lon
new_wpt . a l t = r e l _ a l t
new_wpt . speed = speed
s e l f . _ sequence . append ( new_wpt )
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def g e t ( s e l f , wpt_num ) :
’ ’ ’ Re t u rn s a s p e c i f i c waypo in t from t h e sequence (
by i nd e x )
Ra i s e s an I nde xEr ro r i f an i n v a l i d waypo in t number
i s s p e c i f i e d
@param wpt_num : i nd e x o f t h e r e q u e s t e d waypo in t
’ ’ ’
re turn s e l f . _ sequence [ wpt_num ]
def g e t _ c u r r e n t ( s e l f ) :
’ ’ ’ Re t u rn s t h e n e x t waypo in t i n t h e sequence
w i t h o u t i n c r emen t i n g
W i l l r a i s e an I nde xEr ro r i f t h e waypo in t s equence
does no t c o n t a i n waypo i n t s
@return t h e c u r r e n t waypo in t i n t h e sequence ( None
i f a t end )
’ ’ ’
i f l en ( s e l f . _ sequence ) == 0 :
r a i s e Excep t i on ( " Cannot ␣ g e t ␣wp␣ from␣
u n i n i t i a l i z e d ␣waypo in t ␣ sequence " )
i f s e l f . _ c u r r e n t == −1:
r a i s e Excep t i on ( ’No␣ " c u r r e n t " ␣waypoint −−waypo in t
␣ sequence ␣ no t ␣ s t a r t e d ’ )
i f s e l f . _ c u r r e n t >= l en ( s e l f . _ sequence ) :
re turn None
re turn s e l f . _ sequence [ s e l f . _ c u r r e n t ]
def g e t _ n e x t ( s e l f ) :
’ ’ ’ Re t u rn s t h e n e x t waypo in t i n t h e sequence or
None i f a t t h e end
W i l l r a i s e an I nde xEr ro r i f t h e waypo in t s equence
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does no t c o n t a i n waypo i n t s
@return : t h e n e x t waypo in t i n t h e sequence ( None i f
a t end )
’ ’ ’
i f l en ( s e l f . _ sequence ) == 0 :
r a i s e Excep t i on ( " Cannot ␣ g e t ␣wp␣ from␣
u n i n i t i a l i z e d ␣waypo in t ␣ sequence " )
i f s e l f . _ c u r r e n t >= l en ( s e l f . _ sequence ) :
re turn None
s e l f . _ c u r r e n t += 1
wpt = s e l f . _ sequence [ s e l f . _ c u r r e n t ]
re turn wpt
def ge t _nex t _wrap ( s e l f ) :
’ ’ ’ Re t u rn s t h e n e x t waypo in t i n t h e sequence ( wraps
t o 0 from t h e end )
W i l l r a i s e an I nde xEr ro r i f t h e waypo in t s equence
does no t c o n t a i n waypo i n t s
@return t h e n e x t waypo in t i n t h e sequence ( None i f
empty )
’ ’ ’
i f l en ( s e l f . _ sequence ) == 0 :
r a i s e Excep t i on ( " Cannot ␣ g e t ␣wp␣ from␣
u n i n i t i a l i z e d ␣waypo in t ␣ sequence " )
i f s e l f . _ c u r r e n t == l en ( s e l f . _ sequence ) :
s e l f . _ c u r r e n t = −1
re turn s e l f . g e t _ n e x t ( )
def d i s t a n c e ( s e l f ) :
’ ’ ’ Re t u rn s t h e t o t a l d i s t a n c e r e p r e s e n t e d by t h e
waypo in t pa th
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@return t o t a l pa th l e n g t h ( me t e r s ) from s t a r t t o
f i n i s h
’ ’ ’
d i s t a n c e = 0 . 0
f o r segnum in range ( 1 , l en ( s e l f . _ sequence ) ) :
p t 1 = s e l f . _ sequence [ segnum −1]
p t2 = s e l f . _ sequence [ segnum ]
d i s t a n c e += gps . g p s _ d i s t a n c e ( p t 1 . l a t , p t 1 . lon ,
p t 2 . l a t , p t 2 . l on )
re turn d i s t a n c e
def r em a i n i n g _ d i s t a n c e ( s e l f ) :
’ ’ ’ Re t u rn s t h e r ema in ing d i s t a n c e from t h e c u r r e n t
waypo in t t o t h e pa th end
@return rema in ing pa th l e n g t h ( me t e r s ) from c u r r e n t
waypo in t t o pa th end
’ ’ ’
d i s t a n c e = 0 . 0
f o r segnum in range ( s e l f . _ c u r r e n t , l en ( s e l f .
_ sequence ) ) :
p t 1 = s e l f . _ sequence [ segnum −1]
p t2 = s e l f . _ sequence [ segnum ]
d i s t a n c e += gps . g p s _ d i s t a n c e ( p t 1 . l a t , p t 1 . lon ,
p t 2 . l a t , p t 2 . l on )
re turn d i s t a n c e
c l a s s T r a j e c t o r y ( Waypoin tSequencer ) :
’ ’ ’ Used t o c o n t a i n and manage a p lanned t r a j e c t o r y as a
d i s c r e t i z e d
s e r i e s o f waypo i n t s .
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Member f u n c t i o n s
append : add a waypo in t t o t h e l i s t ( o v e r r i d e o f
Waypo in tSequencer method )
g e t _ n e a r e s t _ p o i n t : r e t u r n s t h e c l o s e s t on− t r a j e c t o r y
l a t , lon , a l t o f an a r b i t r a r y l a t / l on
g e t _ i n t e r c e p t _ p o i n t : computes an i n t e r c e p t p o i n t f o r
t h e UAV to " aim " t r a c k t h e T r a j e c t o r y
_ p r o j e c t _ f o rwa r d : p r o j e c t s fo rward on t h e t r a j e c t o r y
from a s p e c i f i e d p o i n t
g e t _ g e o _po i n t : computes a geograph i c l a t / l on from a
Ca r t e s i a n ( x , y ) i n t r a j e c t o r y space
g e t _ c a r t e s i a n _ p o i n t : computes a Ca r t e s i a n p o i n t i n
t r a j e c t o r y space from a l a t / l on
Member f u n c t i o n s ( i n h e r i t e d from Waypo in tSequencer ) :
g e t _ n e x t : g e t s t h e n e x t waypo in t ( or None i f a t t h e
end )
ge t _nex t _wrap : g e t s t h e n e x t waypoin t , wraps t o
waypo in t [0 ] a t end
P r o t e c t e d member v a r i a b l e s
_L1_d i s t a n c e : d i s t a n c e ahead o f t h e t r a j e c t o r y t o aim
f o r when t r a c k i n g
P r o t e c t e d member v a r i a b l e s ( i n h e r i t e d from
Waypo in tSequencer ) :
_ sequence : l i s t o f waypo in t o b j e c t s
_ c u r r e n t : i n d e x o f t h e n e x t waypo in t t o be r e t r i e v e d
’ ’ ’
def _ _ i n i t _ _ ( s e l f , l 1 _ d i s t =STD_L1_DIST ) :
’ ’ ’ I n i t i a l i z e s t h e o b j e c t
@param l 1 _ d i s t : along− t r a c k d i s t a n c e o f a f l y − t o
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i n t e r c e p t p o i n t ( d e f a u l t 5 0 . 0 )
’ ’ ’
Waypoin tSequencer . _ _ i n i t _ _ ( s e l f )
s e l f . _L1_d i s t a n c e = l 1 _ d i s t
s e l f . _ _ c a r t e s i a n _ p t s = [ ]
def g e t _ g e o _po i n t ( s e l f , x , y ) :
’ ’ ’ U t i l i t y f u n c t i o n t o c o n v e r t a Ca r t e s i a n p o i n t i n
t r a j e c t o r y − f i x e d
space back t o l a t i t u d e / l o n g i t u d e
@param x : x ( no r t h ) p o s i t i o n be ing c on v e r t e d
@param y : y ( e a s t ) p o s i t i o n be ing c on v e r t e d
@return ( l a t i t u d e , l o n g i t u d e ) t u p l e
’ ’ ’
re turn gps . g p s _ o f f s e t ( s e l f . _ sequence [ 0 ] . l a t , s e l f .
_ sequence [ 0 ] . lon , y , x )
def g e t _ c a r t e s i a n _ p o i n t ( s e l f , l a t , l on ) :
’ ’ ’ U t i l i t y f u n c t i o n t o c o n v e r t an a r b i t r a r y
l a t i t u d e / l o n g i t u d e t o
a Ca r t e s i a n p o i n t i n t r a j e c t o r y − f i x e d space (X no r t h
)
@param l a t : l a t i t u d e be ing c on v e r t e d
@param lon : l o n g i t u d e be ing c on v e r t e d
@return ( x , y ) t u p l e
’ ’ ’
re turn gps . c a r t e s i a n _ o f f s e t ( s e l f . _ sequence [ 0 ] . l a t , \
s e l f . _ sequence [ 0 ] . lon ,
l a t , l on )
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def append ( s e l f , l a t , lon , r e l _ a l t , speed =0 . 0 ) :
’ ’ ’ Appends a new waypo in t t o t h e end o f t h e
sequence
@param l a t : l a t i t u d e o f t h e new waypo in t
@param lon : l o n g i t u d e o f t h e new waypo in t
@param r e l _ a l t : r e l _ a l t o f t h e new waypo in t
@param speed : d e s i r e d speed a t t h e sequence p o i n t
’ ’ ’
super ( T r a j e c t o r y , s e l f ) . append ( l a t , lon , r e l _ a l t ,
speed )
i f l en ( s e l f . _ sequence ) == 1 :
s e l f . _ _ c a r t e s i a n _ p t s . append ( ( 0 , 0 ) )
e l s e :
s e l f . _ _ c a r t e s i a n _ p t s . append ( s e l f .
g e t _ c a r t e s i a n _ p o i n t ( l a t , l on ) )
def g e t _ n e a r e s t _ p o i n t ( s e l f , l a t , l on ) :
’ ’ ’ Re t u rn s t h e c l o s e s t normal p o i n t on t h e
t r a j e c t o r y ( i . e . , a p o i n t
on t h e t r a j e c t o r y pa th t h a t i s c l o s e s t t o t h e
parame te r l a t / l on ) .
W i l l throw an Inde xEr ro r i f t h e r e are no p o i n t s i n
t h e T r a j e c t o r y
@param l a t : t e s t l a t i t u d e
@param lon : t e s t l o n g i t u d e
@returns : a t u p l e c o n t a i n i n g t h e n e a r e s t p o i n t l a t ,
lon , ( i n t e r p o l a t e d )
a l t i t u d e , speed , segment number , and d i s t a n c e from
t h e t e s t p o i n t
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’ ’ ’
i f l en ( s e l f . _ sequence ) == 0 :
r a i s e I n d e xE r r o r ( " Cannot ␣ compute ␣ n e a r e s t ␣ p o i n t ␣
t o ␣ u n i n i t i a l i z e d ␣ t r a j e c t o r y " )
i f l en ( s e l f . _ sequence ) == 1 :
d i s t = gps . g p s _ d i s t a n c e ( l a t , lon , \
s e l f . _ sequence [ 0 ] . l a t , \
s e l f . _ sequence [ 0 ] . l on )
re turn ( s e l f . _ sequence [ 0 ] . l a t , \
s e l f . _ sequence [ 0 ] . lon , \
s e l f . _ sequence [ 0 ] . a l t , \
s e l f . _ sequence [ 0 ] . speed , 0 , d i s t )
# Find t h e c l o s e s t p o i n t on each segment & o v e r a l l
i n Ca r t e s i a n space
t e s t _ c a r t e s i a n = s e l f . g e t _ c a r t e s i a n _ p o i n t ( l a t , l on )
seg_min = −1
d_min = 1e15
c l o s e s t = None
f o r segment in range ( 0 , l en ( s e l f . _ sequence ) −1) :
p t = m a t h _ u t i l s . c l o s e s t _ s e gme n t _ p t ( s e l f .
_ _ c a r t e s i a n _ p t s [ segment ] , \
s e l f .
_ _ c a r t e s i a n _ p t s
[ segment
+1 ] , \
t e s t _ c a r t e s i a n
)
d = math . hypo t ( p t [0] − t e s t _ c a r t e s i a n [ 0 ] , p t [1] −
t e s t _ c a r t e s i a n [ 1 ] )




c l o s e s t = p t
# Conver t Ca r t e s i a n o f f s e t from f i r s t p o i n t t o l a t /
l on
geo_p t = s e l f . g e t _ g e o _ po i n t ( c l o s e s t [ 0 ] , c l o s e s t [ 1 ] )
# I n t e r p o l a t e f o r a l t i t u d e a t t h e p o i n t a long t h e
segment
s e g _ l e n g t h = \
m a t h _ u t i l s . s egmen t_magn i tude ( s e l f .
_ _ c a r t e s i a n _ p t s [ seg_min ] , \
s e l f .
_ _ c a r t e s i a n _ p t s [
seg_min +1 ] )
p t _ d i s t = \
m a t h _ u t i l s . s egmen t_magn i tude ( s e l f .
_ _ c a r t e s i a n _ p t s [ seg_min ] , c l o s e s t )
i n t e r p _ a l t = \
s e l f . _ sequence [ seg_min ] . a l t + \
( ( s e l f . _ sequence [ seg_min +1 ] . a l t − s e l f . _ sequence
[ seg_min ] . a l t ) ∗ \
( p t _ d i s t / s e g _ l e n g t h ) )
i n t e r p _ s p d = \
s e l f . _ sequence [ seg_min ] . speed + \
( ( s e l f . _ sequence [ seg_min +1 ] . speed − s e l f .
_ sequence [ seg_min ] . speed ) ∗ \
( p t _ d i s t / s e g _ l e n g t h ) )
re turn ( geo_p t [ 0 ] , geo_p t [ 1 ] , i n t e r p _ a l t ,
i n t e r p _ s p d , seg_min , d_min )
def g e t _ i n t e r c e p t _ p o i n t ( s e l f , pose ) :
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’ ’ ’ Computes an on− t r a j e c t o r y i n t e r c e p t p o i n t f o r
t h e UAV to " aim " f o r
i n o rde r t o t r a c k a long t h e T r a j e c t o r y . The p o i n t
w i l l be computed
from an ar s en l _msg s / SwarmVeh i c l e S t a t e o b j e c t . I f
t h e UAV i s more than
L1 d i s t a n c e from t h e T r a j e c t o r y , t h e " n e a r e s t p o i n t "
w i l l be used . I f
t h e i t i s c l o s e r , t h e computed i n t e r c e p t w i l l be
forward o f t h e
" n e a r e s t " p o i n t by t h e L1 d i s t a n c e minus t h e c u r r e n t
d i s t a n c e from t h e
T r a j e c t o r y . I f t h e i n t e r c e p t would e x t e nd beyond
t h e l a s t p o i n t o f t h e
T r a j e c t o r y , t h e l a s t p o i n t w i l l be u t i l i z e d .
@param pose : v e h i c l e pose from which t o d e r i v e t h e
i n t e r c e p t p o i n t
@return a t u p l e c o n t a i n i n g t h e n e a r e s t p o i n t l a t ,
lon , ( i n t e r p o l a t e d )
a l t i t u d e , ( i n t e r p o l a t e d ) speed , t h e segment number
o f t h e i n t e r c e p t ,
a Boolean f l a g i n d i c a t i n g r ea ch i ng t h e T r a j e c t o r y ,
and t h e t o t a l
r ema in ing t r a j e c t o r y d i s t a n c e ( i . e . , pose− to −
i n t e r c e p t+ i n t c e r e p t − to −end )
’ ’ ’
i n t _ l a t , i n t _ l o n , i n t e r p _ a l t , i n t e r p _ s p d , i n t _ s e g ,
a t _ end = \
s e l f . _ _ g e t _ i n t e r c e p t _ p o i n t ( pose )
r em_d i s t = gps . g p s _ d i s t a n c e ( pose . p o s i t i o n . l a t , pose .
p o s i t i o n . lon , \
i n t _ l a t , i n t _ l o n )
i f a t _ end :
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re turn ( i n t _ l a t , i n t _ l o n , i n t e r p _ a l t , i n t e r p _ s p d
, \
i n t _ s e g , a t_end , r em_d i s t )
c u r r e n t _ s e gmen t = i n t _ s e g
s t a r t _ p t = ( i n t _ l a t , i n t _ l o n )
whi le c u r r e n t _ s e gmen t < ( l en ( s e l f . _ sequence ) − 1) :
end_p t = ( s e l f . _ sequence [ c u r r e n t _ s e gmen t + 1 ] . l a t ,
\
s e l f . _ sequence [ c u r r e n t _ s e gmen t + 1 ] . l on )
r em_d i s t += gps . g p s _ d i s t a n c e ( s t a r t _ p t [ 0 ] ,
s t a r t _ p t [ 1 ] , \
end_p t [ 0 ] , end_p t
[ 1 ] )
s t a r t _ p t = end_p t
c u r r e n t _ s e gmen t += 1
re turn ( i n t _ l a t , i n t _ l o n , i n t e r p _ a l t , i n t e r p _ s p d , \
i n t _ s e g , a t_end , r em_d i s t )
def _ _ g e t _ i n t e r c e p t _ p o i n t ( s e l f , pose ) :
’ ’ ’ P r i v a t e method t h a t computes an on− t r a j e c t o r y
i n t e r c e p t p o i n t f o r
t h e UAV to " aim " f o r i n o rde r t o t r a c k a long t h e
T r a j e c t o r y . The p o i n t
w i l l be computed from an ar s en l _msg s /
SwarmVeh i c l eS t a t e o b j e c t . I f t h e
UAV i s more than L1 d i s t a n c e from t h e T r a j e c t o r y ,
t h e " n e a r e s t p o i n t "
w i l l be used . I f t h e i t i s c l o s e r , t h e computed
i n t e r c e p t w i l l be
forward o f t h e " n e a r e s t " p o i n t by t h e L1 d i s t a n c e
minus t h e c u r r e n t
d i s t a n c e from t h e T r a j e c t o r y . I f t h e i n t e r c e p t
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would e x t e nd beyond t h e
l a s t p o i n t o f t h e T r a j e c t o r y , t h e l a s t p o i n t w i l l be
u t i l i z e d .
@param pose : v e h i c l e pose from which t o d e r i v e t h e
i n t e r c e p t p o i n t
@return a t u p l e c o n t a i n i n g t h e n e a r e s t p o i n t l a t ,
lon , ( i n t e r p o l a t e d )
a l t i t u d e , ( i n t e r p o l a t e d ) speed , t h e segment number
o f t h e i n t e r c e p t ,
and a Boolean f l a g i n d i c a t i n g r ea ch i ng t h e
T r a j e c t o r y
’ ’ ’
n e a r e s t = s e l f . g e t _ n e a r e s t _ p o i n t ( pose . p o s i t i o n . l a t ,
pose . p o s i t i o n . l on )
# More than L1 d i s t away , d r i v e s t r a i g h t t o i t f o r
now
i f ( s e l f . _L1_d i s t a n c e <= n e a r e s t [ 5 ] ) :
re turn ( n e a r e s t [ 0 ] , n e a r e s t [ 1 ] , n e a r e s t [ 2 ] ,
n e a r e s t [ 3 ] , 0 , F a l s e )
# P r o j e c t a long t h e T r a j e c t o r y t o f i n d t h e i n t e r c e p t
p o i n t
re turn s e l f . _ p r o j e c t _ f o rw a r d ( s e l f . _L1_d i s t ance −
n e a r e s t [ 4 ] , \
n e a r e s t [ 0 ] , n e a r e s t [ 1 ] ,
n e a r e s t [ 4 ] )
def _ p r o j e c t _ f o rw a r d ( s e l f , p r o j _ d i s t , l a t , lon , s e g_ i d ) :
’ ’ ’ Computes a p o i n t on t h e t r a j e c t o r y t h a t i s a
s p e c i f i e d d i s t a n c e
forward from a s t a r t i n g p o i n t ( on t h e t r a j e c t o r y )
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@param p r o j _ d i s t : d i s t a n c e forward from t h e s t a r t t o
p r o j e c t
@param l a t : l a t i t u d e o f t h e s t a r t i n g p o i n t ( must be
on t h e T r a j e c t o r y )
@param lon : l o n g i t u d e o f t h e s t a r t i n g p o i n t ( must be
on t h e T r a j e c t o r y )
@param s eg_ i d : ID o f t h e T r a j e c t o r y segment
c o n t a i n i n g t h e s t a r t i n g p o i n t
@return a t u p l e c o n t a i n i n g t h e p r o j e c t e d on−
t r a j e c t o r y po i n t , t h e segment
number o f t h e p r o j e c t e d po i n t , a Boolean f l a g
i n d i c a t i n g r ea ch i ng t h e end
’ ’ ’
# T r i v i a l c a s e s : u n i n i t i a l i z e d or on l y one p o i n t i n
t h e T r a j e c t o r y
num_segments = l en ( s e l f . _ sequence ) − 1
i f ( num_segments < 0) :
r a i s e Excep t i on ( " Cannot ␣ compute ␣ p r o j e c t e d ␣ p o i n t ␣
t o ␣ u n i n i t i a l i z e d ␣ t r a j e c t o r y " )
i f ( num_segments == 0) :
re turn ( s e l f . _ sequence [ 0 ] . l a t , \
s e l f . _ sequence [ 0 ] . lon , \
s e l f . _ sequence [ 0 ] . a l t , \
s e l f . _ sequence [ 0 ] . speed , 0 , True )
# Use Ca r t e s i a n c o o r d i n a t e s t o f i n d t h e p r o j e c t e d
p o i n t
i n t _ p t = s e l f . g e t _ c a r t e s i a n _ p o i n t ( l a t , l on )
i n t e r p _ r a t i o = 0 . 0 # Used f o r p r o j e c t i o n and
a l t i t u d e i n t e r p o l a t i o n s
a t _ end = F a l s e
whi le ( p r o j _ d i s t > 0 . 0 ) :
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s eg_p t_1 = s e l f . _ _ c a r t e s i a n _ p t s [ s e g_ i d ]
s eg_p t_2 = s e l f . _ _ c a r t e s i a n _ p t s [ s e g_ i d +1]
s eg_b rg = math . a t a n2 ( s eg_p t_2 [ 1 ] − s eg_p t_1 [ 1 ] ,
\
s eg_p t_2 [ 0 ] − s eg_p t_1 [ 0 ] )
s e g_ l e n = math . hypo t ( s eg_p t_2 [ 0 ] − s eg_p t_1 [ 0 ] ,
\
s eg_p t_2 [ 1 ] − s eg_p t_1 [ 1 ] )
s e g _ o f f s e t = math . hypo t ( s eg_p t_1 [ 0 ] − i n t _ p t [ 0 ] ,
\
s eg_p t_1 [ 1 ] − i n t _ p t [ 1 ] )
s e g _ d i s t = s e g _ o f f s e t + p r o j _ d i s t
i n t e r p _ r a t i o = s e g _ d i s t / s e g _ l e n
i f ( s e g _ l e n >= s e g _ d i s t ) :
i n t _ p t = ( s eg_p t_1 [ 0 ] + math . cos ( s eg_b rg ) ∗
s e g _ d i s t , \
s eg_p t_1 [ 1 ] + math . s i n ( s eg_b rg ) ∗
s e g _ d i s t )
p r o j _ d i s t = −1.0 # Po i n t found
e l i f ( s e g_ i d == ( num_segments −1) ) :
i n t _ p t = s eg_p t_2
i n t e r p _ r a t i o = 1 . 0
p r o j _ d i s t = −1.0 # Reached end o f
T r a j e c t o r y pa th
a t _ end = True
e l s e :
i n t _ p t = s eg_p t_2
s e g_ i d += 1 # Wrap p r o j e c t i o n on to n e x t
segment
p r o j _ d i s t −= ( s e g_ l e n − s e g _ o f f s e t )
# Conver t Ca r t e s i a n p t t o l a t / l on and i n t e r p o l a t e
f o r a l t i t u d e
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s e g _ a l t = s e l f . _ sequence [ s e g_ i d ] . a l t
i n t e r p _ a l t = \
s e l f . _ sequence [ s e g_ i d ] . a l t + \
( ( s e l f . _ sequence [ s e g_ i d +1 ] . a l t − s e l f . _ sequence [
s e g_ i d ] . a l t ) ∗ \
i n t e r p _ r a t i o )
i n t e r p _ s p d = \
s e l f . _ sequence [ s e g_ i d ] . speed + \
( ( s e l f . _ sequence [ s e g_ i d +1 ] . speed − s e l f .
_ sequence [ s e g_ i d ] . speed ) ∗ \
i n t e r p _ r a t i o )
geo_p t = s e l f . g e t _ g e o _ po i n t ( i n t _ p t [ 0 ] , i n t _ p t [ 1 ] )
re turn ( geo_p t [ 0 ] , geo_p t [ 1 ] , i n t e r p _ a l t ,
i n t e r p _ s p d , seg_ id , a t _ end )
A.5 independent_transits Source Code
# Con ta i n s f u n c t i o n s and c l a s s e s f o r i n d e p e n d e n t l y d i r e c t i n g
a UAV to a
# d e s t i n a t i o n ( i . e . , w i t h o u t r egard t o where o t h e r swarm
UAVs are ) .
#
# Duane Davis 2018
# S tandard Python impo r t s
import math
#ARSENL impo r t s
import a r s e n l _ d a t a . e nume r a t i o n s as enums
import a r s e n l _ l i b r a r y . g p s _ u t i l s a s gps
import a r s e n l _ l i b r a r y . m a t h _ u t i l s a s m a t h _ u t i l s
import a r s e n l _ c o n t r o l . swa rm_con t ro l a s c t l r
import a r s e n l _ b e h a v i o r _ t o o l s . waypo i n t _p a t h s a s p a t h s
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c l a s s D i r e c tD r i v e r ( ob j e c t ) :
’ ’ ’ Used t o d r i v e t h e UAV d i r e c t l y t o a s p e c i f i c
l o c a t i o n
Member v a r i a b l e s :
_ c o n t r o l l e r : SwarmCon t ro l l e r o b j e c t t o which t h i s
o b j e c t b e l ong s
_ l a t i t u d e : l a t i t u d e t o which t h e v e h i c l e i s t o be
d r i v e n
_ l o n g i t u d e : l o n g i t u d e t o which t h e v e h i c l e i s t o be
d r i v e n
_ r e l _ a l t : d e s i r e d a l t i t u d e ( me t e r s above launch )
_speed : speed (m/ s ) a t which t h e v e h i c l e i s t o t r a n s i t
Member f u n c t i o n s :
g e t _waypo i n t : r e t u r n s t h e waypo in t o b j e c t f o r t h e
d e s i r e d l o c a t i o n
r e s e t : r e s e t s t h e pa rame t e r s ( l a t i t u d e l o n g i t u d e ,
a l t i t u d e , and speed )
d i s t a n c e : r e t u r n s d i s t a n c e from c u r r e n t l o c a t i o n t o
commanded l o c a t i o n
’ ’ ’
def _ _ i n i t _ _ ( s e l f , c o n t r o l l e r , l a t i t u d e , l o n g i t u d e ,
a l t i t u d e , speed =0 . 0 ) :
’ ’ ’ I n i t i a l i z e s t h e o b j e c t
@param c o n t r o l l e r : SwarmCon t ro l l e r o b j e c t t o which
t h i s o b j e c t b e l ong s
@param l a t i t u d e : l a t i t u d e t o which t h e v e h i c l e i s t o
be d r i v e n
@param l o n g i t u d e : l o n g i t u d e t o which t h e v e h i c l e i s
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t o be d r i v e n
@param a l t i t u d e : d e s i r e d a l t i t u d e ( me t e r s above
launch )
@param speed : speed (m/ s ) a t which t h e v e h i c l e i s t o
t r a n s i t
’ ’ ’
i f not i s i n s t a n c e ( c o n t r o l l e r , c t l r . Swa rmCon t ro l l e r ) :
r a i s e TypeEr ro r ( " C o n t r o l l e r ␣must ␣be␣ of ␣ t ype ␣
SwarmCon t ro l l e r " )
s e l f . _ c o n t r o l l e r = c o n t r o l l e r
s e l f . _ l a t i t u d e = l a t i t u d e
s e l f . _ l o n g i t u d e = l o n g i t u d e
s e l f . _ r e l _ a l t = a l t i t u d e
i f speed < 1 . 0 :
s e l f . _ speed = s e l f . _ c o n t r o l l e r . a c _ l i m i t s .
nom_fwd_speed
e l i f speed < s e l f . _ c o n t r o l l e r . a c _ l i m i t s .
min_fwd_speed :
s e l f . _ speed = s e l f . _ c o n t r o l l e r . a c _ l i m i t s .
min_fwd_speed
e l i f speed > s e l f . _ c o n t r o l l e r . a c _ l i m i t s .
max_fwd_speed :
s e l f . _ speed = s e l f . _ c o n t r o l l e r . a c _ l i m i t s .
max_fwd_speed
e l s e :
s e l f . _ speed = speed
def r e s e t ( s e l f , l a t i t u d e , l o n g i t u d e , a l t i t u d e =0 , speed
=0) :
’ ’ ’ R e s e t s t h e D i r e c tD r i v e r ’ s pa rame t e r s (
d e s t i n a t i o n , l a t i t u d e
l o n g i t u d e , a l t i t u d e , and speed ) . I f t h e a l t i t u d e
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and / or speed
parame t e r s are "0 " , t h en t h e p r e v i o u s va l u e w i l l be
r e t a i n e d .
I f t h e speed parame te r i s l e s s t han 1 . 0 , t h e nomina l
fo rward speed
w i l l be used . I f t h e speed parame te r i s l e s s than
t h e minimum
speed or g r e a t e r than t h e maximum speed , t h e minimum
or maximum
speed w i l l be used r e s p e c t i v e l y .
@param l a t i t u d e : upda ted d e s t i n a t i o n l a t i t u d e
@param l o n g i t u d e : upda ted d e s t i n a t i o n l o n g i t u d e
@param a l t i t u d e : d e s i r e d a l t i t u d e ( me t e r s above
launch )
@param speed : speed (m/ s ) a t which t h e v e h i c l e i s t o
t r a n s i t
’ ’ ’
s e l f . _ l a t i t u d e = l a t i t u d e
s e l f . _ l o n g i t u d e = l o n g i t u d e
i f a l t i t u d e != 0 :
s e l f . _ r e l _ a l t = a l t i t u d e
i f speed == 0 :
pass # Re t a i n p r e v i o u s l y o rde r ed speed
e l i f speed < 1 . 0 :
s e l f . _ speed = s e l f . _ c o n t r o l l e r . a c _ l i m i t s .
nom_fwd_speed
e l i f speed < s e l f . _ c o n t r o l l e r . a c _ l i m i t s .
min_fwd_speed :
s e l f . _ speed = s e l f . _ c o n t r o l l e r . a c _ l i m i t s .
min_fwd_speed
e l i f speed > s e l f . _ c o n t r o l l e r . a c _ l i m i t s .
max_fwd_speed :
s e l f . _ speed = s e l f . _ c o n t r o l l e r . a c _ l i m i t s .
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max_fwd_speed
e l s e :
s e l f . _ speed = speed
def ge t _waypo i n t ( s e l f ) :
’ ’ ’ Re t u rn s a waypo in t o b j e c t f o r t h e d e s i r e d
l o c a t i o n
@return a r s en l _msg s / LLAS d i r e c t i n g t h e v e h i c l e t o
t h e d e s i r e d l o c a t i o n
’ ’ ’
s e l f . _ c o n t r o l l e r . spd_wp_cmd_msg . l a t = s e l f . _ l a t i t u d e
s e l f . _ c o n t r o l l e r . spd_wp_cmd_msg . l on = s e l f .
_ l o n g i t u d e
s e l f . _ c o n t r o l l e r . spd_wp_cmd_msg . a l t = s e l f . _ r e l _ a l t
s e l f . _ c o n t r o l l e r . spd_wp_cmd_msg . speed = s e l f . _speed
re turn s e l f . _ c o n t r o l l e r . spd_wp_cmd_msg
def d i s t a n c e ( s e l f ) :
’ ’ ’ Re t u rn s t h e d i s t a n c e from t h e UAV ’ s c u r r e n t
l o c a t i o n t o t h e
commanded l o c a t i o n
@return d i s t a n c e (m) from t h e UAV to t h e o b j e c t i v e
l o c a t i o n
’ ’ ’
own_pos i t = s e l f . _ c o n t r o l l e r . g e t _ own_ s t a t e ( ) . s t a t e .
pose . pose . p o s i t i o n
re turn gps . g p s _ d i s t a n c e ( own_pos i t . l a t , own_pos i t . lon
, \
s e l f . _ l a t i t u d e , s e l f .
_ l o n g i t u d e )
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c l a s s Dr i v eToD i r e c tD r i v e r ( D i r e c tD r i v e r ) :
’ ’ ’ Used t o d r i v e t h e UAV to a s p e c i f i c l o c a t i o n and f l y
a l l t h e way t o
t h e d e s t i n a t i o n p o i n t ( t o i n c l u d e f l y i n g th rough i t and
back as rqd ) .
Member v a r i a b l e s ( i n h e r i t e d from D i r e c tD r i v e r ) :
_ c o n t r o l l e r : SwarmCon t ro l l e r o b j e c t t o which t h i s
o b j e c t b e l ong s
_ l a t i t u d e : l a t i t u d e t o which t h e v e h i c l e i s t o be
d r i v e n
_ l o n g i t u d e : l o n g i t u d e t o which t h e v e h i c l e i s t o be
d r i v e n
_ r e l _ a l t : d e s i r e d a l t i t u d e ( me t e r s above launch )
_speed : speed (m/ s ) a t which t h e v e h i c l e i s t o t r a n s i t
Member f u n c t i o n s :
g e t _waypo i n t : r e t u r n s t h e waypo in t o b j e c t f o r t h e
l o c a t i o n ( o v e r r i d e )
Member f u n c t i o n s ( i n h e r i t e d from D i r e c tD r i v e r ) :
r e s e t : r e s e t s t h e pa rame t e r s ( l a t i t u d e l o n g i t u d e ,
a l t i t u d e , and speed )
d i s t a n c e : r e t u r n s d i s t a n c e from c u r r e n t l o c a t i o n t o
commanded l o c a t i o n
’ ’ ’
FLY_TO_DIST = 250 .0
def ge t _waypo i n t ( s e l f ) :
’ ’ ’ Re t u rn s a waypo in t o b j e c t f o r t h e d e s i r e d
l o c a t i o n
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@return a r s en l _msg s / LLAS d i r e c t i n g t h e v e h i c l e t o
t h e d e s i r e d l o c a t i o n
’ ’ ’
own_pos i t = s e l f . _ c o n t r o l l e r . g e t _ own_ s t a t e ( ) . s t a t e .
pose . pose . p o s i t i o n
b e a r i n g = gps . g p s _b e a r i n g ( own_pos i t . l a t , own_pos i t .
lon , \
s e l f . _ l a t i t u d e , s e l f .
_ l o n g i t u d e )
new_pos = gps . gps_newpos ( own_pos i t . l a t , own_pos i t .
lon , \
b e a r i ng ,
D r i v eToD i r e c tD r i v e r .
FLY_TO_DIST )
s e l f . _ c o n t r o l l e r . spd_wp_cmd_msg . l a t = new_pos [ 0 ]
s e l f . _ c o n t r o l l e r . spd_wp_cmd_msg . l on = new_pos [ 1 ]
s e l f . _ c o n t r o l l e r . spd_wp_cmd_msg . a l t = s e l f . _ r e l _ a l t
s e l f . _ c o n t r o l l e r . spd_wp_cmd_msg . speed = s e l f . _speed
re turn s e l f . _ c o n t r o l l e r . spd_wp_cmd_msg
c l a s s TrackToDr ive r ( D r i v eToD i r e c tD r i v e r ) :
’ ’ ’ Used t o d r i v e t h e UAV to a s p e c i f i c l o c a t i o n v i a a
s p e c i f i c t r a c k
( pa th ) f l y i n g a l l t h e way t o t h e d e s t i n a t i o n p o i n t ( t o
i n c l u d e f l y i n g
th rough i t and back as rqd ) .
Member v a r i a b l e s :
_ s t a r t _ l a t i t u d e : b eg i nn i ng l a t i t u d e o f t h e i n t e n d e d
t r a c k
_ s t a r t _ l o n g i t u d e : b eg i nn i ng l o n g i t u d e o f t h e i n t e n d e d
t r a c k
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_ t r a c k _ l e n g t h : l e n g t h o f t h e t r a c k be ing f o l l ow e d
_ t r a c k _ c o u r s e : v e h i c l e cou r s e when f o l l o w i n g t r a c k
Member v a r i a b l e s ( i n h e r i t e d from D i r e c tD r i v e r ) :
_ c o n t r o l l e r : SwarmCon t ro l l e r o b j e c t t o which t h i s
o b j e c t b e l ong s
_ l a t i t u d e : l a t i t u d e t o which t h e v e h i c l e i s t o be
d r i v e n
_ l o n g i t u d e : l o n g i t u d e t o which t h e v e h i c l e i s t o be
d r i v e n
_ r e l _ a l t : d e s i r e d a l t i t u d e ( me t e r s above launch )
_speed : speed (m/ s ) a t which t h e v e h i c l e i s t o t r a n s i t
Member f u n c t i o n s :
g e t _waypo i n t : r e t u r n s t h e waypo in t o b j e c t f o r t h e
l o c a t i o n ( o v e r r i d e )
r e s e t _ s t a r t : r e s e t s t h e s t a r t i n g p o i n t o f t h e t r a c k
Member f u n c t i o n s ( i n h e r i t e d from D i r e c tD r i v e r ) :
r e s e t : r e s e t s t h e pa rame t e r s ( l a t i t u d e l o n g i t u d e ,
a l t i t u d e , and speed )
d i s t a n c e : r e t u r n s d i s t a n c e from c u r r e n t l o c a t i o n t o
commanded l o c a t i o n
’ ’ ’
CORRECT_DIST = 100 .0 # D i s t an c e ahead o f UAV f o r t r a c k
i n t e r c e p t
def _ _ i n i t _ _ ( s e l f , c o n t r o l l e r , s t a r t _ l a t , s t a r t _ l o n ,
e nd_ l a t , end_lon , \
a l t i t u d e , speed =0 . 0 ) :
’ ’ ’ I n i t i a l i z e s t h e o b j e c t
@param c o n t r o l l e r : SwarmCon t ro l l e r o b j e c t t o which
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t h i s o b j e c t b e l ong s
@param s t a r t _ l a t : s t a r t i n g l a t i t u d e o f i n t e n d e d
v e h i c l e t r a c k
@param s t a r t _ l o n : s t a r t i n g l o n g i t u d e o f i n t e n d e d
v e h i c l e t r a c k
@param end_ l a t : l a t i t u d e t o which t h e v e h i c l e i s t o
be d r i v e n
@param end_ lon : l o n g i t u d e t o which t h e v e h i c l e i s t o
be d r i v e n
@param a l t i t u d e : d e s i r e d a l t i t u d e ( me t e r s above
launch )
@param speed : speed (m/ s ) a t which t h e v e h i c l e i s t o
t r a n s i t
’ ’ ’
super ( TrackToDr ive r , s e l f ) . _ _ i n i t _ _ ( c o n t r o l l e r ,
e nd_ l a t , end_lon , \
a l t i t u d e , speed )
s e l f . _ s t a r t _ l a t i t u d e = s t a r t _ l a t
s e l f . _ s t a r t _ l o n g i t u d e = s t a r t _ l o n
s e l f . _ t r a c k _ l e n g t h = \
gps . g p s _ d i s t a n c e ( s e l f . _ s t a r t _ l a t i t u d e , s e l f .
_ s t a r t _ l o n g i t u d e , \
s e l f . _ l a t i t u d e , s e l f . _ l o n g i t u d e
)
s e l f . _ t r a c k _ c o u r s e = \
gps . g p s _b e a r i n g ( s e l f . _ s t a r t _ l a t i t u d e , s e l f .
_ s t a r t _ l o n g i t u d e , \
s e l f . _ l a t i t u d e , s e l f . _ l o n g i t u d e )
def r e s e t _ s t a r t ( s e l f , l a t i t u d e , l o n g i t u d e ) :
’ ’ ’ R e s e t s t h e s t a r t i n g p o i n t o f t h e d e s i r e d v e h i c l e
t r a c k
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@param l a t i t u d e : l a t i t u d e o f t r a c k s t a r t i n g p o i n t
@param l o n g i t u d e : l o n g i t u d e o f t r a c k s t a r t i n g p o i n t
’ ’ ’
s e l f . _ s t a r t _ l a t i t u d e = l a t i t u d e
s e l f . _ s t a r t _ l o n g i t u d e = l o n g i t u d e
s e l f . _ t r a c k _ l e n g t h = \
gps . g p s _ d i s t a n c e ( s e l f . _ s t a r t _ l a t i t u d e , s e l f .
_ s t a r t _ l o n g i t u d e , \
s e l f . _ l a t i t u d e , s e l f . _ l o n g i t u d e
)
s e l f . _ t r a c k _ c o u r s e = \
gps . g p s _b e a r i n g ( s e l f . _ s t a r t _ l a t i t u d e , s e l f .
_ s t a r t _ l o n g i t u d e , \
s e l f . _ l a t i t u d e , s e l f . _ l o n g i t u d e )
def ge t _waypo i n t ( s e l f ) :
’ ’ ’ Re t u rn s a waypo in t o b j e c t f o r t h e d e s i r e d
l o c a t i o n
@return a r s en l _msg s / LLAS d i r e c t i n g t h e v e h i c l e t o
t h e d e s i r e d l o c a t i o n
’ ’ ’
# De termine t h e along− t r a c k t r a v e l & cros s − t r a c k
e r r o r
u a v _ p o s i t = s e l f . _ c o n t r o l l e r . g e t _ own_ s t a t e ( ) . s t a t e .
pose . pose . p o s i t i o n
t o_uav_b rg = \
gps . g p s _b e a r i n g ( s e l f . _ s t a r t _ l a t i t u d e , s e l f .
_ s t a r t _ l o n g i t u d e , \
u a v _ p o s i t . l a t , u a v _ p o s i t . l on )
t o _ u a v_d s t = \
gps . g p s _ d i s t a n c e ( s e l f . _ s t a r t _ l a t i t u d e , s e l f .
_ s t a r t _ l o n g i t u d e , \
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u a v _ p o s i t . l a t , u a v _ p o s i t . l on )
c o u r s e _ e r r o r = m a t h _ u t i l s . n o rma l i z e _ p i ( t o_uav_b rg −
s e l f . _ t r a c k _ c o u r s e )
t o _ e nd_d s t = \
gps . g p s _ d i s t a n c e ( u a v _ p o s i t . l a t , u a v _ p o s i t . lon , \
s e l f . _ l a t i t u d e , s e l f . _ l o n g i t u d e
)
a l o n g _ t r a c k _ t v l = t o _ u a v_d s t ∗ math . cos ( c o u r s e _ e r r o r
)
c r o s s _ t r a c k _ e r r = t o _ u a v_d s t ∗ math . s i n ( c o u r s e _ e r r o r
)
# I f we ’ re a l r e ad y pa s t t h e waypo in t or c l o s e r than
# t h e c o r r e c t i o n d i s t a n c e , j u s t f l y s t r a i g h t t h e r e
i f ( t o _ e nd_d s t <= TrackToDr ive r . CORRECT_DIST) or \
( a l o n g _ t r a c k _ t v l >= ( s e l f . _ t r a c k _ l e n g t h − \
T r ackToDr ive r . CORRECT_DIST) )
:
re turn super ( TrackToDr ive r , s e l f ) . g e t _waypo i n t ( )
# Find an i n t e r c e p t p o i n t and f l y towards i t
c o r r e c t i o n _ t g t _ d i s t = a l o n g _ t r a c k _ t v l + \
max ( 0 . 0 , T rackToDr ive r .
CORRECT_DIST − \
abs ( c r o s s _ t r a c k _ e r r ) )
i n t e r c e p t = \
gps . gps_newpos ( s e l f . _ s t a r t _ l a t i t u d e , s e l f .
_ s t a r t _ l o n g i t u d e , \
s e l f . _ t r a c k _ c ou r s e ,
c o r r e c t i o n _ t g t _ d i s t )
f l y _hdg = gps . g p s _b e a r i n g ( u a v _ p o s i t . l a t , u a v _ p o s i t .
lon , \
i n t e r c e p t [ 0 ] , i n t e r c e p t
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[ 1 ] )
wp_pos i t = gps . gps_newpos ( u a v _ p o s i t . l a t , u a v _ p o s i t .
lon , \
f l y_hdg ,
D r i v eToD i r e c tD r i v e r .
FLY_TO_DIST )
s e l f . _ c o n t r o l l e r . spd_wp_cmd_msg . l a t = wp_pos i t [ 0 ]
s e l f . _ c o n t r o l l e r . spd_wp_cmd_msg . l on = wp_pos i t [ 1 ]
s e l f . _ c o n t r o l l e r . spd_wp_cmd_msg . a l t = s e l f . _ r e l _ a l t
s e l f . _ c o n t r o l l e r . spd_wp_cmd_msg . speed = s e l f . _speed
re turn s e l f . _ c o n t r o l l e r . spd_wp_cmd_msg
c l a s s Waypo in tSequenceDr ive r ( ob j e c t ) :
’ ’ ’ Used t o d r i v e g e n e r a t e waypo in t commands t o t r a n s i t
t h rough a s e r i e s
o f waypo i n t s i n o rde r . Upon r ea ch i ng t h e end , t h e l a s t
waypo in t w i l l be
o r b i t e d and a " comp l e t e " f l a g w i l l be s e t t o True .
Member v a r i a b l e s :
_ c o n t r o l l e r : SwarmCon t ro l l e r o b j e c t t o which t h i s
o b j e c t b e l ong s
_sequence : Waypo in tSequencer t h a t i s t o be f o l l ow e d
_ c u r r e n t _ d r i v e r : r e f e r e n c e t o t h e d r i v e r o b j e c t
c u r r e n t l y i n use
_ p a t h _ d r i v e r : d r i v e r o b j e c t f o r t r a n s i t i n g th rough t h e
sequence
_ f i n a l _ d r i v e r : d r i v e r o b j e c t f o r o r b i t i n g t h e f i n a l
p o i n t
_comp l e t e : Boolean f l a g i n d i c a t i n g t h a t t h e sequence
has comp l e t ed
_ s t a r t e d : Boolean f l a g i n d i c a t i n g t h a t t h e sequence
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has been s t a r t e d
Member f u n c t i o n s :
r e s e t : s e t s a new sequence t o be f o l l ow e d
ge t _waypo i n t : r e t u r n s a waypo in t o b j e c t f o r f o l l o w i n g
t h e pa th
i s _ c omp l e t e : r e t u r n s True i f t h e s ea r ch p a t t e r n i s
comp l e t e
’ ’ ’
#CAPTURE_DIST = 45 .0
#PATH_END_CAPTURE_DIST = 85 .0
CAPTURE_DIST = 60 .0
PATH_END_CAPTURE_DIST = 120 .0
def _ _ i n i t _ _ ( s e l f , c o n t r o l l e r ) :
’ ’ ’ C la s s i n i t i a l i z e r f o r c l a s s v a r i a b l e s
@param c o n t r o l l e r : SwarmCon t ro l l e r o b j e c t t o which
t h i s o b j e c t b e l ong s
’ ’ ’
i f not i s i n s t a n c e ( c o n t r o l l e r , c t l r . Swa rmCon t ro l l e r ) :
r a i s e TypeEr ro r ( " c o n t r o l l e r ␣must ␣be␣ of ␣ t ype ␣
SwarmCon t ro l l e r " )
s e l f . _ c o n t r o l l e r = c o n t r o l l e r
s e l f . _ sequence = None
s e l f . _ c u r r e n t _ d r i v e r = None
s e l f . _ p a t h _ d r i v e r = None
s e l f . _ f i n a l _ d r i v e r = None
s e l f . _comple t e = F a l s e
s e l f . _ s t a r t e d = F a l s e
def i s _ c omp l e t e ( s e l f ) :
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’ ’ ’ Re tu rn True i f t h e s ea r ch p a t t e r n has been
comp l e t ed
@return Boolean i n d i c a t i n g comp l e t i o n o f t h e s ea r ch
pa th
’ ’ ’
re turn s e l f . _comple t e
def r e s e t ( s e l f , s equence ) :
’ ’ ’ R e s e t s t h e waypo in t s equence t h a t i s t o be
f o l l ow e d
@param sequence : waypo in t s equence t o be f o l l ow e d
’ ’ ’
i f not i s i n s t a n c e ( sequence , p a t h s . Waypoin tSequencer )
:
r a i s e TypeEr ro r ( " waypo in t ␣ s e qu en c e r ␣must ␣be␣ of ␣
t ype ␣Waypoin tSequencer " )
i f not s equence . l e n g t h ( ) > 0 :
r a i s e TypeEr ro r ( " a t t emp t ␣ t o ␣ r e s e t ␣ t o ␣empty␣
Waypoin tSequencer " )
s e l f . _ sequence = sequence
s e l f . _ sequence . r e s t a r t ( )
s e l f . _comple t e = F a l s e
s e l f . _ s t a r t e d = F a l s e
f i r s t _w p = sequence . g e t _ n e x t ( )
l a s t _wp = sequence . g e t ( −1)
i f not s e l f . _ p a t h _ d r i v e r or not s e l f . _ f i n a l _ d r i v e r :
s e l f . _ p a t h _ d r i v e r = \
D r i v eToD i r e c tD r i v e r ( s e l f . _ c o n t r o l l e r , \
f i r s t _w p . l a t , f i r s t _w p .
lon , \
f i r s t _w p . a l t , f i r s t _w p .
speed )
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s e l f . _ f i n a l _ d r i v e r = \
D i r e c tD r i v e r ( s e l f . _ c o n t r o l l e r , l a s t _wp . l a t ,
l a s t _wp . lon , \
l a s t _wp . a l t , l a s t _wp . speed )
e l s e :
s e l f . _ p a t h _ d r i v e r . r e s e t ( f i r s t _w p . l a t , f i r s t _w p .
lon , \
f i r s t _w p . a l t , f i r s t _w p .
speed )
s e l f . _ f i n a l _ d r i v e r . r e s e t ( l a s t _wp . l a t , l a s t _wp .
lon , \
l a s t _wp . a l t , l a s t _wp .
speed )
s e l f . _ c o n t r o l l e r . l o g _ i n f o ( " D r i v e r ␣commencing␣ f i r s t ␣
waypo in t : ␣%f /% f " \
%( f i r s t _w p . l a t , f i r s t _w p .
l on ) )
s e l f . _ c u r r e n t _ d r i v e r = s e l f . _ p a t h _ d r i v e r
def ge t _waypo i n t ( s e l f ) :
’ ’ ’ Re t u rn s a waypo in t t o d r i v e t h e v e h i c l e t h rough
t h e sequence
and d e t e rm i n e s when t h e sequence has been comp l e t ed .
@return waypo in t command ( LLAS message )
’ ’ ’
i f not s e l f . _ c u r r e n t _ d r i v e r :
r a i s e TypeEr ro r ( " c anno t ␣ g e t ␣waypo in t ␣ from␣
u n i n i t i a l i z e d ␣waypo in t ␣ sequence ␣ d r i v e r " )
i f not s e l f . _ s t a r t e d :
s e l f . _ s t a r t e d = True
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t h i s _wp = s e l f . _ sequence . g e t _ c u r r e n t ( )
s e l f . _ c o n t r o l l e r . l o g _ i n f o ( " d r i v e r ␣commencing␣
f i r s t ␣waypo in t : ␣%f /% f " \
%( th i s_wp . l a t , t h i s_wp
. l on ) )
r ema i n i ng = s e l f . _ sequence . r ema i n i n g _ l e n g t h ( )
d i s t a n c e = s e l f . _ c u r r e n t _ d r i v e r . d i s t a n c e ( )
i f r ema i n i ng == 0 and not s e l f . _comple t e and \
d i s t a n c e <= Waypo in tSequenceDr ive r .
PATH_END_CAPTURE_DIST :
s e l f . _comple t e = True
s e l f . _ c o n t r o l l e r . l o g _ i n f o ( " d r i v e r ␣ a r r i v e d ␣ a t ␣
f i n a l ␣waypo in t " )
e l i f r ema i n i ng == 1 and d i s t a n c e <=
Waypo in tSequenceDr ive r . CAPTURE_DIST :
l a s t _wp = s e l f . _ sequence . g e t _ n e x t ( )
s e l f . _ c u r r e n t _ d r i v e r = s e l f . _ f i n a l _ d r i v e r
s e l f . _ c o n t r o l l e r . l o g _ i n f o ( " d r i v e r ␣ t r a n s i t i o n i n g ␣
t o ␣ f i n a l ␣waypo in t : ␣%f /% f " \
%( l a s t _wp . l a t , l a s t _wp
. l on ) )
e l i f r ema i n i ng > 0 and \
d i s t a n c e <= Waypo in tSequenceDr ive r . CAPTURE_DIST
:
next_wp = s e l f . _ sequence . g e t _ n e x t ( )
s e l f . _ c u r r e n t _ d r i v e r . r e s e t ( next_wp . l a t , next_wp .
lon , \
next_wp . a l t , next_wp .
speed )
s e l f . _ c o n t r o l l e r . l o g _ i n f o ( " d r i v e r ␣ t r a n s i t i o n i n g ␣
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t o ␣ nex t ␣waypo in t : ␣%f /% f " \
%(next_wp . l a t , next_wp
. l on ) )
re turn s e l f . _ c u r r e n t _ d r i v e r . g e t _waypo i n t ( )
c l a s s TrackToWaypo in tSequenceDr ive r ( Waypo in tSequenceDr ive r ) :
’ ’ ’ Used t o d r i v e g e n e r a t e waypo in t commands t o t r a n s i t
t h rough a s e r i e s
o f waypo i n t s i n o rde r . Upon r ea ch i ng t h e end , t h e l a s t
waypo in t w i l l be
o r b i t e d and a " comp l e t e " f l a g w i l l be s e t t o True .
Member v a r i a b l e s :
_ p a t h _ s t a r t _ l a t : l a t i t u d e from which t h e waypo in t
t r a n s i t i s s t a r t i n g
_ p a t h _ s t a r t _ l o n : l o n g i t u d e from which t h e waypo in t
t r a n s i t i s s t a r t i n g
I n h e r i t e d member v a r i a b l e s ( Waypo in tSequenceDr i ve r ) :
_ c o n t r o l l e r : SwarmCon t ro l l e r o b j e c t t o which t h i s
o b j e c t b e l ong s
_sequence : Waypo in tSequencer t h a t i s t o be f o l l ow e d
_ c u r r e n t _ d r i v e r : r e f e r e n c e t o t h e d r i v e r o b j e c t
c u r r e n t l y i n use
_ p a t h _ d r i v e r : d r i v e r o b j e c t f o r t r a n s i t i n g th rough t h e
sequence
_ f i n a l _ d r i v e r : d r i v e r o b j e c t f o r o r b i t i n g t h e f i n a l
p o i n t
_comp l e t e : Boolean f l a g i n d i c a t i n g t h a t t h e sequence
has comp l e t ed
_ s t a r t e d : Boolean f l a g i n d i c a t i n g t h a t t h e sequence
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has been s t a r t e d
Member f u n c t i o n s :
r e s e t : s e t s a new sequence t o be f o l l ow e d ( o v e r r i d e )
r e s e t _ s t a r t : R e s e t s t h e s t a r t i n g p o s i t i o n o f t h e
waypo in t pa th
g e t _waypo i n t : r e t u r n s a waypo in t o b j e c t f o r f o l l o w i n g
t h e pa th ( o v e r r i d e )
I n h e r i t e d member f u n c t i o n s ( Waypo in tSequenceDr i ve r ) :
i s _ c omp l e t e : r e t u r n s True i f t h e s ea r ch p a t t e r n i s
comp l e t e
’ ’ ’
def _ _ i n i t _ _ ( s e l f , c o n t r o l l e r ) :
’ ’ ’ C la s s i n i t i a l i z e r f o r c l a s s v a r i a b l e s
@param c o n t r o l l e r : SwarmCon t ro l l e r o b j e c t t o which
t h i s o b j e c t b e l ong s
’ ’ ’
super ( TrackToWaypoin tSequenceDr iver , s e l f ) . _ _ i n i t _ _ (
c o n t r o l l e r )
p o s i t = s e l f . _ c o n t r o l l e r . g e t _ own_ s t a t e ( ) . s t a t e . pose .
pose . p o s i t i o n
s e l f . _ p a t h _ s t a r t _ l a t = p o s i t . l a t
s e l f . _ p a t h _ s t a r t _ l o n = p o s i t . l on
def r e s e t _ s t a r t ( s e l f , s t a r t _ l a t , s t a r t _ l o n ) :
’ ’ ’ R e s e t s t h e s t a r t i n g p o s i t i o n o f t h e waypo in t
pa th
@param s t a r t _ l a t : new s t a r t i n g l a t i t u d e
@param s t a r t _ l o n : new s t a r t i n g l o n g i t u d e
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’ ’ ’
s e l f . _ p a t h _ s t a r t _ l a t = s t a r t _ l a t
s e l f . _ p a t h _ s t a r t _ l o n = s t a r t _ l o n
i f s e l f . _ sequence :
s e l f . r e s e t ( s e l f . _ sequence )
def r e s e t ( s e l f , s equence ) :
’ ’ ’ R e s e t s t h e waypo in t s equence t h a t i s t o be
f o l l ow e d
( pa r e n t c l a s s o v e r r i d e )
@param sequence : waypo in t s equence t o be f o l l ow e d
’ ’ ’
i f not i s i n s t a n c e ( sequence , p a t h s . Waypoin tSequencer )
:
r a i s e TypeEr ro r ( " waypo in t ␣ s e qu en c e r ␣must ␣be␣ of ␣
t ype ␣Waypoin tSequencer " )
i f not s equence . l e n g t h ( ) > 0 :
r a i s e TypeEr ro r ( " a t t emp t ␣ t o ␣ r e s e t ␣ t o ␣empty␣
Waypoin tSequencer " )
s e l f . _ sequence = sequence
s e l f . _ sequence . r e s t a r t ( )
s e l f . _comple t e = F a l s e
s e l f . _ s t a r t e d = F a l s e
f i r s t _w p = sequence . g e t _ n e x t ( )
l a s t _wp = sequence . g e t ( −1)
p o s i t = s e l f . _ c o n t r o l l e r . g e t _ own_ s t a t e ( ) . s t a t e . pose .
pose . p o s i t i o n
s e l f . _ p a t h _ s t a r t _ l a t = p o s i t . l a t
s e l f . _ p a t h _ s t a r t _ l o n = p o s i t . l on
i f not s e l f . _ p a t h _ d r i v e r or not s e l f . _ f i n a l _ d r i v e r :
s e l f . _ p a t h _ d r i v e r = \
T rackToDr ive r ( s e l f . _ c o n t r o l l e r , \
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s e l f . _ p a t h _ s t a r t _ l a t , s e l f .
_ p a t h _ s t a r t _ l o n , \
f i r s t _w p . l a t , f i r s t _w p . lon , \
f i r s t _w p . a l t , f i r s t _w p . speed )
s e l f . _ p a t h _ d r i v e r . r e s e t _ s t a r t ( s e l f .
_ p a t h _ s t a r t _ l a t , \
s e l f .
_ p a t h _ s t a r t _ l o n
)
s e l f . _ f i n a l _ d r i v e r = \
D i r e c tD r i v e r ( s e l f . _ c o n t r o l l e r , l a s t _wp . l a t ,
l a s t _wp . lon , \
l a s t _wp . a l t , l a s t _wp . speed )
e l s e :
s e l f . _ p a t h _ d r i v e r . r e s e t ( f i r s t _w p . l a t , f i r s t _w p .
lon , \
f i r s t _w p . a l t , f i r s t _w p .
speed )
s e l f . _ p a t h _ d r i v e r . r e s e t _ s t a r t ( s e l f .
_ p a t h _ s t a r t _ l a t , \
s e l f .
_ p a t h _ s t a r t _ l o n
)
s e l f . _ f i n a l _ d r i v e r . r e s e t ( l a s t _wp . l a t , l a s t _wp .
lon , \
l a s t _wp . a l t , l a s t _wp .
speed )
s e l f . _ c u r r e n t _ d r i v e r = s e l f . _ p a t h _ d r i v e r
def ge t _waypo i n t ( s e l f ) :
’ ’ ’ Re t u rn s a waypo in t t o d r i v e t h e v e h i c l e t h rough
t h e sequence
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and d e t e rm i n e s when t h e sequence has been comp l e t ed .
( p a r e n t c l a s s o v e r r i d e )
@return waypo in t command ( LLAS message )
’ ’ ’
i f not s e l f . _ c u r r e n t _ d r i v e r :
r a i s e TypeEr ro r ( " c anno t ␣ g e t ␣waypo in t ␣ from␣
u n i n i t i a l i z e d ␣waypo in t ␣ sequence ␣ d r i v e r " )
i f not s e l f . _ s t a r t e d :
s e l f . _ s t a r t e d = True
th i s_wp = s e l f . _ sequence . g e t _ c u r r e n t ( )
s e l f . _ c o n t r o l l e r . l o g _ i n f o ( " d r i v e r ␣commencing␣
f i r s t ␣ t r a c k : ␣%f /% f ␣ t o ␣%f /% f " \
%( s e l f . _ p a t h _ s t a r t _ l a t
, s e l f .
_ p a t h _ s t a r t _ l o n , \
t h i s_wp . l a t , t h i s _wp
. l on ) )
r ema i n i ng = s e l f . _ sequence . r ema i n i n g _ l e n g t h ( )
d i s t a n c e = s e l f . _ c u r r e n t _ d r i v e r . d i s t a n c e ( )
i f r ema i n i ng == 0 and not s e l f . _comple t e and \
d i s t a n c e <= Waypo in tSequenceDr ive r .
PATH_END_CAPTURE_DIST :
s e l f . _comple t e = True
s e l f . _ c o n t r o l l e r . l o g _ i n f o ( " d r i v e r ␣ a r r i v e d ␣ a t ␣
f i n a l ␣ pa t h ␣waypo in t " )
e l i f r ema i n i ng == 1 and d i s t a n c e <=
Waypo in tSequenceDr ive r . CAPTURE_DIST :
l a s t _wp = s e l f . _ sequence . g e t _ n e x t ( )
s e l f . _ c u r r e n t _ d r i v e r = s e l f . _ f i n a l _ d r i v e r
s e l f . _ c o n t r o l l e r . l o g _ i n f o ( " d r i v e r ␣ t r a n s i t i o n i n g ␣
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t o ␣ f i n a l ␣ pa t h ␣waypo in t : ␣%f /% f " \
%( l a s t _wp . l a t , l a s t _wp
. l on ) )
e l i f r ema i n i ng > 0 and \
d i s t a n c e <= Waypo in tSequenceDr ive r . CAPTURE_DIST
:
t h i s_wp = s e l f . _ sequence . g e t _ c u r r e n t ( )
next_wp = s e l f . _ sequence . g e t _ n e x t ( )
s e l f . _ c u r r e n t _ d r i v e r . r e s e t ( next_wp . l a t , next_wp .
lon , \
next_wp . a l t , next_wp .
speed )
s e l f . _ c u r r e n t _ d r i v e r . r e s e t _ s t a r t ( t h i s _wp . l a t ,
t h i s _wp . l on )
s e l f . _ c o n t r o l l e r . l o g _ i n f o ( " d r i v e r ␣ t r a n s i t i o n i n g ␣
t o ␣ nex t ␣ t r a c k : ␣%f /% f ␣ t o ␣%f /% f " \
%( th i s_wp . l a t , t h i s_wp
. lon , next_wp . l a t ,
next_wp . l on ) )
#bc : c a l l s an i n s t a n c e o f d i r e c t _ t o _ d r i v e r .
g e twa ypo i n t which r e t u r n s a spd_wpt_cmd_msg
re turn s e l f . _ c u r r e n t _ d r i v e r . g e t _waypo i n t ( )
c l a s s T r a j e c t o r y F o l l ow e r ( ob j e c t ) :
’ ’ ’ Used t o g e n e r a t e waypo in t commands t o f o l l ow a
s p e c i f i c t r a j e c t o r y
Member v a r i a b l e s :
_ c o n t r o l l e r : SwarmCon t ro l l e r o b j e c t t o which t h i s
o b j e c t b e l ong s
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_ t r a j e c t o r y : pa t h s . T r a j e c t o r y t h a t i s be i ng f o l l ow e d
_ r ema i n i n g _ d i s t : r ema in ing t r a v e l d i s t a n c e a long t h e
t r a j e c t o r y
Member f u n c t i o n s :
compu te_waypo in t : computes a t r a j e c t o r y − f o l l o w i n g
waypo in t
’ ’ ’
def _ _ i n i t _ _ ( s e l f , c o n t r o l l e r , t r a j e c t o r y ) :
’ ’ ’ I n i t i a l i z e s t h e o b j e c t
@param c o n t r o l l e r : SwarmCon t ro l l e r o b j e c t t h a t t h i s
o b j e c t s u p p o r t s
@param t r a j e c t o r y : pa t h s . T r a j e c t o r y t h a t i s t o be
f o l l ow e d
’ ’ ’
i f not i s i n s t a n c e ( c o n t r o l l e r , c t l r . Swa rmCon t ro l l e r ) :
r a i s e TypeEr ro r ( " C o n t r o l l e r ␣must ␣be␣ of ␣ t ype ␣
SwarmCon t ro l l e r " )
i f not i s i n s t a n c e ( t r a j e c t o r y , p a t h s . T r a j e c t o r y ) :
r a i s e TypeEr ro r ( " T r a j e c t o r y ␣must ␣be␣ of ␣ t ype ␣
T r a j e c t o r y " )
s e l f . _ c o n t r o l l e r = c o n t r o l l e r
s e l f . _ t r a j e c t o r y = t r a j e c t o r y
s e l f . _ r em a i n i n g _ d i s t = None
def g e t _ i n t e r c e p t ( s e l f ) :
’ ’ ’ Gene ra t e s an i n t e r c e p t waypo in t
@return t h e i n t e r c e p t waypo in t
’ ’ ’
pose = s e l f . _ c o n t r o l l e r . g e t _ own_ s t a t e ( ) . s t a t e . pose .
pose
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i n t e r c e p t = s e l f . _ t r a j e c t o r y . g e t _ i n t e r c e p t _ p o i n t (
pose )
s e l f . _ c o n t r o l l e r . spd_wp_cmd_msg . l a t = i n t e r c e p t [ 0 ]
s e l f . _ c o n t r o l l e r . spd_wp_cmd_msg . l on = i n t e r c e p t [ 1 ]
s e l f . _ c o n t r o l l e r . spd_wp_cmd_msg . a l t = i n t e r c e p t [ 2 ]
s e l f . _ r em a i n i n g _ d i s t = i n t e r c e p t [ 6 ]
i f i n t e r c e p t [ 3 ] < 1 . 0 :
s e l f . _ c o n t r o l l e r . spd_wp_cmd_msg . speed = \
s e l f . _ c o n t r o l l e r . a c _ l i m i t s . nom_fwd_speed
e l i f i n t e r c e p t [ 3 ] < s e l f . _ c o n t r o l l e r . a c _ l i m i t s .
min_fwd_speed :
s e l f . _ c o n t r o l l e r . spd_wp_cmd_msg . speed = \
s e l f . _ c o n t r o l l e r . a c _ l i m i t s . min_fwd_speed
e l i f i n t e r c e p t [ 3 ] > s e l f . _ c o n t r o l l e r . a c _ l i m i t s .
max_fwd_speed :
s e l f . _ c o n t r o l l e r . spd_wp_cmd_msg . speed = \
s e l f . _ c o n t r o l l e r . a c _ l i m i t s . max_fwd_speed
e l s e :
s e l f . _ c o n t r o l l e r . spd_wp_cmd_msg . speed =
i n t e r c e p t [ 3 ]
re turn s e l f . _ c o n t r o l l e r . spd_wp_cmd_msg
def g e t _ r em a i n i n g _ d i s t a n c e ( s e l f ) :
’ ’ ’ Re t u rn s t h e r ema in ing t r a n s i t d i s t a n c e a long t h e
t r a j e c t o r y
’ ’ ’
re turn s e l f . _ r em a i n i n g _ d i s t
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