Abstract Smart grid applications are going to reach the low voltage grid assets and households in order to efficiently use the resources in electrical distribution grids. A cost effective way to connect these devices is to utilize the existing network infrastructure or Power-Line Communication (PLC). In this work, we illustrate the impact of changing communication properties on a power balancing controller used to support frequency control in the setting of a microgrid. More specifically, we focus on PLC communication and show how time-varying delays can affect the control algorithm performance. Further, we propose and compare two different delay estimation techniques and demonstrate how the control algorithm can use this information to adapt its gainsyielding significantly better control performance, compared to the controller using static gains.
Introduction
The growing need for sustainable energy supply is resulting in increased installations of renewable generation units (e.g. wind turbines and photovoltaic systems) in electrical distribution grids. Renewable generation units are being connected at distributed points across medium voltage (MV) and low voltage (LV) grids, and characterized by a volatile power production. This brings new operational challenges for Distribution System Operators (DSOs) and will significantly change the operation and control of today's distribution grids. At high penetration level of renewable units, the electrical grid could face frequency and voltage problems [1] . Currently, the DSOs in Europe do not automatically controlling the LV level units, but rather connect them without any controls [2] . In order to enable high penetration of renewable units in future and utilize them in a coordinated manner, the DSOs would need to deploy private and/or use public communication networks. Nowadays, xDSL, fiber optics, cable Internet, and cellular networks (e.g., GPRS, EDGE, LTE) are already widely deployed by the telecom operators and have high geographical coverage [3] , hence they could be used to reach devices in the LV grid. However, shared network solutions may not be able provide quality-of-service required by the grid services and could bring additional risk if they are exposed to Internet access. Alternatively, or in addition to these networks DSOs may want to deploy their own infrastructure, desirably using low cost technologies such as wireless mesh networks (e.g., 802.15.4 or 802.11) [5] or powerline (PLC) communication, which uses existing cabling. As a result, future smart grid control mechanisms for distribution grids must be capable of adapting to varying communication qualities. The SmartC2Net project [4] has developed an adaptive layer concept with two control loops, that enables DSOs to control MV/LV grid with high penetration of renewable energy resources over heterogeneous networks (see Fig. 1 ).
The SmartC2Net adaption layer interacts with outer (energy) and inner (communication) control loops. The Energy control loop is responsible for scheduling of information collection and forwarding of control signals from numerous distributed devices. The Communication control loop is monitoring communication network conditions accordingly adjusts quality-of-service (QoS) parameters, and it is responsible for QoS provisioning. The adaptation layer governs both control loops based on the QoS requirements requested by the energy control algorithms and it is also responsible for configuration of the algorithm's parameters. Communication network monitoring is the key for having real-time QoS awareness and adequate response. Based on the QoS conditions acquired, the adaptation layer performs diagnosis and adjusts the outer/inner control loop or simply reconfigures the network QoS.
In this work, we evaluate the latter remediation mechanism, namely, the adjustment of control parameters based on real-time monitoring of network conditions. In evaluation of such adaptive control scheme, we have used a Low-voltage grid power-balancing controller (LVGC) in a microgrid scenario. Moreover, two different network state estimation schemes are adopted to the control requirements and their performance is thoroughly evaluated. The remainder of the paper is structured as follows. In Sect. 2 we describe the system components and functionality of the LVGC within a microgrid. In Sect. 3, we present evaluation setup and network measurements obtained from a real PLC network. Then, in Sect. 4, performance of network state estimators is given. Finally, in Sect. 5 we provide concluding remarks.
Microgrid scenario and the LVGC architecture
In this section, we explain the considered microgrid scenario and placement of the LVGC inside of the scenario. Further, we explain the grid modeling approach, together with functioning of the LVGC algorithm.
Microgrid architecture
The study considers a system consisting of a LVGC controller communicating over an access network with N flexible assets under control. The LVGC is physically located in the secondary substation and also connected to the Ethernet substation network. On the Ethernet network, power meters are connected, providing measurements of the active power consumed by a LV grid. For communication with the flexible assets the LVGC utilizes the access network for sending active power set-points P set and receiving maximum and minimum available power (P max , P min ) and state information. For example, the flexible assets could be in form of energy storage units. Overview of the Microgrid/LVGC network architecture is given in Fig. 2 .
The purpose of the LVGC is to provide a power balancing service by following a reference P ref , which determines the amount of active power flowing through a secondary substation. The reference P ref is set by the Microgrid Central Controller (MGCC), in charge to coordinate secondary loadfrequency control [6] when the grid is operating in islanding mode. The MGCC dispatches the setpoints P ref to distributed energy resources (DERs) located in the MV grid and to the LVGCs over a wide-area network. This way a hierarchical control in the microgrid is established.
Grid models and control algorithm
In order to analyse LV grids, power consumption and generation components have to be adequately modeled. Main   Fig. 2 Overview of the Microgrid/LVGC network architecture and messages exchanged power consumers in LV grids are households, whereas from the power generation side, different types of power units can be installed (e.g. small wind turbines, micro combined heat and power, and photovoltaic panels). For this study, we concentrate on households as power consumers, photovoltaics as power producers, and flexible assets as both power producers and consumers. The word flexibility refers to assets under control of the LVGC which are able to change their power production or consumption on demand. The flexible assets are involved in the LVGC control loop and utilized to provide power balancing. Lastly, the implemented control algorithm of the LVGC is detailed. The models and algorithm are simulated using the DiSC framework, for details see Ref. [8] .
Flexible assets
The assets offering flexibility are seen as ideal, meaning that they are only constrained by bounds on maximum and minimum value of active power output. Thereby, the active power output of an asset is given by
where P a is the active power output from the asset, P set are the setpoints sent from the LVGC, and P min , P max are the lower and upper bounds on power output, seen as constants in this work. The assets are kept simple as focus is to assess different communication technologies, and their impact on power balancing control.
Consumption and inflexible production
Besides the flexible assets in the system, inflexible consumption of households are considered. The consumption profiles are based on real data from Denmark. To illustrate the difference in consumption of households, the profiles of three different houses for one day are shown in Fig. 3 . Further, photovoltaic (PV) systems are included to capture the increase of distributed production units in the low voltage distribution grids. In order to simplify their modeling, PV systems are assumed to be temperature independent and placed horizontally to the earth surface. Active power produced by such PV system is given by the following equation [7] :
where η is the efficiency of the solar cells and A is the surface covered by the solar cells [m 2 ]. 
Control algorithm
In this test setup the low voltage grid controller (LVGC) implements a subset of the control functionalities described in [9] , repeated here for clarity. We let the LVGC communicate directly with each flexible asset, i.e., a star communication topology is adopted. From each asset the LVGC receives current state, P a,i along with bounds on active power output, P min,i and P max,i , for i = 1, . . . , n, with n being the number of assets. Based on this information, the LVGC applies a PI controller followed by a fairness dispatch strategy identical to the power sharing strategy in [10] . Under the assumptions of P max,i > 0 and P min,i < 0, the dispatch is given as follows
where P ctrl is the output of the PI controller. Connection loss between LVGC and assets is accounted for in the controller by anti-windup strategy, i.e., if the connections to all assets are lost, the error is not integrated. The controller with dispatch is illustrated in Fig. 4 .
Evaluation setup and network measurements 3.1 Network monitoring and gain adaptation for the LVGC
Network delays in control systems might cause unstable operations of the system or degrade the overall performance. It is therefore necessary to alleviate the effect of network delays, especially in time-critical Smart Grid applications such as frequency control. One approach for mitigating unwanted effects of the delays is to use a gain scheduling method (see Ref. [11] ). Such method offers an elegant solution for gain scheduling, without the need to redesign the controller in order to fit the IP network and the controlled system. The solution relies on real-time measurements retrieved from a communication network. The LVGC and the assets are time-driven, whereas for each controller execution time
, as well as so-called offset times
denoting the time gap between sending the updates at the assets and the LVGC execution times. Communication between the assets and the LVGC is established via TCP connection as it is typical in practice to use TCP as a transport layer for industrial protocols such as MODBUS/TCP and IEC 61850, widely used for control of DERs [12] . With TCP sockets, the network conditions, i.e. round-trip time (RTT) delays and packet losses, can be passively monitored using ACK messages and retransmissions, respectively. Network estimators evaluated in Sect. 4 are based on RTT measurements recorded from the time when the LVGC sends a control packet out to the time it receives the acknowledgment. According to the estimated delay the controller is selecting an adequate gain for the next control period. The gains are elements of a finite set G = {G 1 , . . . , G N }, where each element G 1,...,N represents a gain value assuring the system stability for a given RTT delay range [RT T min , RT T max ). The delay ranges for all gains are not overlapping and they jointly cover the full range of values between RT T G 1 and RT T G N . For further evaluations we consider only two gains G 1 and G 2 having delay boundaries defined in Sect. 3.5.2. The control step is T s = 1 s, hence corresponding to second-level scale necessary for load-frequency control [6] . The offset value is considered to be constant and equal to T offset = 0.5 s.
Measurements from a small-scale powerline network
In order to obtain realistic traces of communication delays, a PLC network is realized with two narrow-band PLC modems of brand Devolo, model G3-PLC 500 k [13] offering gross data rate up to 240 kbps (corresponding to maximal 80 kbps for TCP/IP data transmission). The PLC modems are connected over 1 phase power-line cable which for simplicity of setup has length of only 1 m (instead of attenuation and noise, we in this paper focus on cross-traffic). By mimicking the information exchange shown in Fig. 5 , we have collected 
Simulation setup
In order to test the LVGC over different communication technologies it is necessary to define a benchmark low-voltage grid. The benchmark grid model for testing is based on a real LV grid operated by Danish DSO called near Aalborg city. The LV grid model contains an MV/LV (20 kV/400 V) substation and a 39-bus LV grid in radial topology. Each bus has connected one household to it. Demand profiles are created by real household consumption data collected from smart meters in Denmark. Moreover, the grid is enhanced with 2 PV systems of 6 kW rated power, and the three flexible assets have a rated power of ±15 kW (P min,i = −15 kW, P max,i = 15 kW, for i = 1, 2, 3), to mimic energy storages. The LV grid model containing all components is implemented in Simulink, on top of a MATLAB simulation framework DiSC [7] . Likewise, the LVGC has also been implemented in MATLAB/Simulink. The grid simulation is configured to start at noon during a July day with 50 % of cloud coverage probability. Therefore, the solar irradiance profile is highly volatile, creating large disturbances for the LVGC (Fig. 7) .
Performance metric function
We define the performance of the controller by a distance metric between the actually achieved total active power consumption P actual and the specified reference P re f . In order to compare different levels of performance degradation, we normalize the distance metric to the 'ideal' communication scenario, in which gain scheduling is not needed since network delays are not present. This results with the following definition for Quality-of-Control (QoC):
Controller behavior over a network with delay

QoC performance over ideal network
First we evaluate the control behavior over an ideal network (zero delay, no loss) when gains G 1 and G 2 are used. Note that there is still a delay of information access caused by the offset duration, at which the asset creates the update message, see Fig. 5 . In Fig. 8a , a time series of active power at the secondary substation, which is controlled by the LVGC is shown in case of an ideal network.
In the following, we compare the performance of the controller with the scenario of the non-congested PLC link, hence we use a modified metric, where QoC has the analog definition as in Eq. (4) but instead of P ideal we use P actual from the controller with gain G 1 in the non-congested scenario.
QoC performance with constant delays
In this case, we have evaluated QoC performance of gains G 1 and G 2 when one way network delays (OWD) are constant during the simulation run, i.e. τ ac = τ ca = const. In Fig. 8b , a time series of the LVGC reference tracking is plotted for OW D = 3.5 s case.
The simulation results clearly show the oscillations occurring when the LVGC is utilizing gain G 1 . When the controller gain G 2 is used, the oscillations are alleviated. Therefore, by having a fixed gain G 1 the control performance would be increased when network delays are relatively low, however during high network delays the controller would cause oscillations of the active power in the grid. On the other hand, by keeping the gain G 2 fixed, the controller performance would be lower compared to the G 1 during low network delays, however during high network delays oscillations would be avoided and therefore QoC performance increased.
QoC performance with PLC delay traces
The RTT delay traces collected over the PLC network show varying behavior with high peaks occurring due to bursty packet losses that lead to TCP retransmissions. The OWDs Fig. 9 QoC performance for G 1 a and G 2 b over PLC network with and without cross traffic are reconstructed from the traces by assumption of symmetric OWD delays, i.e. τ ac = τ ca = RT T /2. The control performance for gains G 1 and G 2 over the PLC network with and without cross traffic is shown in Fig. 9 .
The QoC G 1 value is lower than the QoC G 2 value in case without cross traffic (better performance), whereas the QoC G 1 is higher than the QoC G 2 value with cross traffic (worst performance). This implies the need for usage of gain scheduling mechanisms that would utilize the gain G 1 during the normal network conditions, whereas the gain G 2 would be utilized during high network delays.
Evaluation of network state estimation approaches for gain scheduling
In the previous section we have motivated the need for a gain scheduling method during high delay (cross traffic network periods) and low delay network conditions (no cross traffic is present on the network). This section describes two algorithms used for estimation of network states. For constant network delays we have experimentally determined the bound for which QoC G 2 > QoC G 1 , deriving the RT T min and RT T max bounds given in Table 1 .
In the following subsections it is described how two network state estimators are utilized to preform the scheduling of the G 1 and G 2 gains. 
Moving average delay (MAVG) state estimation algorithm
The MAVG algorithm estimates the average RTT delay based on the last w RTT measurements observed and uses the previously determined delay bounds. The estimated delay is defined as follows:
An adequate gain G 1,2 will be chosen for whichη k+1 ∈ [RT T min , RT T max ).
Hidden Markov Model (HMM) state estimation
We consider a discrete-time 2-state HMM for network state estimation. In the HMM model the system states S 1 and S 2 denote whether the network is in the congested state (cross traffic conditions) or normal state (without cross traffic), respectively. When system is in a particular state S 1,2 , it outputs an observation sequence X = x 1 , x 2 , .., x L given by a discrete probability density function (PDF). The discrete PDFs for the states S 1,2 are constructed from the RT T delay values shown in Fig. 6 . In order to determine the network state we used the posterior state probabilities P(S 1,2 |X L ) describing the probability that model is in state S 1,2 given the last L observations. In case P(S 1 |X L ) > P(S 2 |X L ) the HMM would estimate current network state to be S 1 assigning the gain G 1 to the controller, whereas in case P(S 2 |X L ) > P(S 1 |X L ) the gain value G 2 would be assigned to the controller. The process is starting from an initial state defined by the vector π = [1 0] which assumes the normal state as the initial one (Fig. 10) .
Finally, for the complete description of the HMM a state transition matrix T i j , 1 ≤ i, j ≤ 2 needs to be defined. The transition matrix can be learned over a period of time, however for the sake of simplicity we assume to have no knowledge about the network delays thus assigning the equal probabilities to all elements in the matrix, i.e. T i, j = 0.5. Note, that this method is not using the RTT delay bounds, however, they could be useful to determine whether the state gains provide sufficient QoC. 
Results on the adaptive gain scheduling
To compare the previously discussed network estimators we use a sliding window over the observation sequence, utilizing the last 40 RTT delay samples, i.e. w = L = 40. The comparison of the two delay estimators is conducted on the PLC traces with cross traffic. The QoC results are shown in the Table 2 . The worst case QoC occurs when G 1 is scheduled constantly, however the network is in congested state (see Fig. 9a ). The best performance is achieved when the gain G 2 is constantly scheduled (perfect estimation case). Both evaluated network estimators are shown to yield better performance compared to the worst case scenario and are under-performing in comparison to the best case due to an imperfect estimation. The H M M model has also performed slightly better compared to the M AV G case, which can be further improved by training the model.
Conclusion
In this paper we have described the microgrid scenario in which the LVGC controller is used to support load-frequency operations. In such scenario we have considered the PLC communication link to be used for controlling the assets located in the LV grid by the LVGC controller. We have shown that the LVGC is relatively robust to network delays and can successfully operate on the scale of seconds required by the microgrid. However, in case of cross traffic in the PLC network, possibly occurring due to other operational data exchange, the control performance becomes significantly impaired. In order to alleviate poor and oscillating control performance we have evaluated a gain scheduling approach relying on passive observations of RTT delays for network state observation. Moreover, we have evaluated improvement in performance when two network state estimators are used, namely, the moving average and Hidden Markov Model based state estimation. Both models shown to be useful and have improved the QoC performance. Further analysis should investigate the behavior of the network state estimators in scenarios of time-varying cross-traffic (ON/OFF cross-traffic). Also, the benefits from using more than two network states (and correspondingly more than two gain parameters) should be investigated.
