For Stokes equations with a discontinuous viscosity across an arbitrary interface or/and singular forces along the interface, it is known that the pressure is discontinuous and the velocity is non-smooth. It has been shown that these discontinuities are coupled together, which makes it difficult to obtain accurate numerical solutions. In this paper, a new numerical method that decouples the jump conditions of the fluid variables through two augmented variables has been developed. The GMRES iterative method is used to solve the Schur complement system for the augmented variables that are only defined on the interface. The augmented approach also rescales the Stokes equations in such a way that a fast Poisson solver can be used in each iteration. Numerical tests using examples that have analytic solutions show that the new method has average second order accuracy for the velocity in the infinity norm. An example of a moving interface problem is also presented.
Introduction
The incompressible Stokes or Navier-Stokes equations with a discontinuous viscosity and singular forces arise from many important applications in fluid and bio-fluid mechanics. One particular example is Peskin's immersed boundary (IB) model that was introduced to simulate the blood flow in a human's heart [28, 29, 37] . The idea of IB formulation is to treat the complicated immersed boundary (such as a heart valve) as a force generator in the fluid domain, or mathematically, a Dirac delta function force distribution along the immersed boundary. In this paper, we consider the following two-dimensional stationary Stokes equations:
fðsÞd 2 x À XðsÞ ð Þds; x 2 X; ð1:1Þ r Á u ¼ 0; x 2 X; ð1:2Þ
where u = (u, v) is the velocity vector, p is the pressure, C is an arbitrary interface parameterized by the arc-length s, and g(x) is an external force. The force density f is only defined on the interface C 1 that separates two fluid regions X À and X + . The viscosity l is assumed to be a piecewise constant
We refer the readers to Fig. 1(a) for an illustration of the problem. The existence of the solution to the system (1.1)-(1.2) can be found in [35] . There are at least two difficulties in solving (1.1)-(1.2) numerically using finite difference methods. The first one is to deal with the singular force term. A simple way is to use Peskin's discrete delta function approach to distribute the singular force to nearby grid points. Such a discretization is typically first order accurate and will smooth out the solution. The second difficulty is how to deal with the discontinuous viscosity. A simple smoothing method may introduce large errors, see [21] for a one-dimensional example there.
In the case of a continuous viscosity with a Dirac delta function source distribution along an interface, various methods have been developed in the literature. We refer the readers to [4, 5, 9, 18, 26, 37] for various methods and the references therein. The difficulty with a discontinuous viscosity is that the jump conditions for the pressure and velocity are coupled together, see (2.7)-(2.10), which makes it difficult to discretize the system accurately.
In this paper, we develop a new second-order sharp interface method that uses the exact jump conditions for the two two-phase Stokes equations (1.1)-(1.3) with a discontinuous viscosity. The idea is to introduce two augmented variables that are defined only along the interface so that the jump conditions can be decoupled and the immersed interface method (IIM) [17, 19] can be applied. The GMRES iterative method is applied to the Schur complement system for the discrete augmented variables. Furthermore, our approach rescales the original problem and enables us to use a fast Poisson solver in the iterative process. Each GMRES iteration requires solving the rescaled Stokes equations, which can be done by calling a fast Poisson solver three times, and an interpolation scheme to evaluate the residual of the Schur complement. While augmented approaches have been developed for elliptic interface problems or problems defined on irregular domain problems in [3, 8, 10, 20, 23, 24, 40] , and for dealing with the pressure boundary condition in [22] , the augmented approach proposed in this paper provides a way to get a second order immersed interface method using a finite difference discretization to solve the Stokes equations (1.1)-(1.3) with a discontinuous viscosity.
The main focus of this paper is to test and implement our proposed augmented approach to the two-phase Stokes equations. Our implementation and results reported in this paper are based on the cubic spline representation of the interface [19] . In order to apply the method for problems on multi-connected domains and moving interface problems, the level set method is preferred, see, for example, [24, 27, 32] . The level set method using the augmented approach for the two-phase Stokes equations has yet to be developed.
A few other finite difference methods may be applicable for solving the Stokes equations (1.1)-(1.3) with a discontinuous viscosity. A simple approach is the smoothing method that treats the viscosity as a continuous function using
where u(x) is a two-dimensional Lipschitz continuous function whose zero level set is the interface C, H is a smoothed Heaviside function, see, for example, [33, 34, 36] . In this way, a standard Stokes solver on a rectangular region can be used. The disadvantage is that the solution is smeared in a neighborhood of the interface and it is usually first order accurate. Among sharp interface methods, that is, methods for which the computed solution satisfies the jump conditions across the interface either exactly or approximately, the fast Stokes solver on irregular domains based on an integral equation coupled with a finite difference discretization [2, 6] may be applicable to the two-phase Stokes flow discussed here. In [25] , an immersed interface method that requires three fast Poisson solvers within each iteration was developed assuming that the jump in the viscosity is small so that the jump conditions can be approximated with those for a continuous viscosity, that is, the coupling terms in (2.7)-(2.10) are ignored. Such approximation may not be valid anymore if the jump in the viscosity is large. The ghost fluid method developed in [14] for the two-phase Navier-Stokes equations is applicable to the two-phase Stokes equations with first order accuracy. It is also possible to generalize the finite volume methods developed for elliptic and Navier-Stokes equations on irregular domains in [1, 12] to the two-phase Stokes flow. Motivated by the augmented approach (fast IIM) [20] for elliptic interface problems with piecewise constant coefficients, Bube and Wiegmann developed the explicit immersed interface method (EJIIM) for elliptic interface problems in [38, 40] . The EJIIM introduces unknown jumps in the solution and its up to second order derivatives along the interface. The GMRES method is then applied for the unknown jumps. The EJIIM has been applied to nonlinear 1D interface problems in [39] and two-dimensional elastic equations in shape design in conjunction with the level set method [31] . While we believe that the EJIIM should be applicable to the two-phase Stokes flow, it has not yet been done and the derivation and implementation are not trivial. Furthermore, the augmented system of equations using EJIIM will be larger than the augmented system in this paper because more unknowns will be introduced as augmented variables.
Our method is a new finite difference method that rescales the problem, has second order accuracy in the maximum norm, and takes advantage of a fast Poisson solver. These are a few merits about the new method that is competitive against other finite difference methods such Fig. 1. (a) A diagram for the incompressible Stokes equations defined on a domain X with an interface C across which the viscosity l is discontinuous. (b) Force density decomposition in which f 1 and f 2 are the force density in the x-and y-directions, whilef 1 andf 2 are the force density in the normal and tangential directions.
as the one that uses smoothing technique and a discrete delta function.
While augmented methods have some similarities to boundary integral methods to find a source strength, the augmented methods have a few special features: (1) no Green function is needed, and therefore no need to evaluate singular integrals; (2) no need to set up the system of equations for the augmented variable explicitly; (3) applicable to general PDEs with or without source terms; (4) the process does not depend on boundary conditions. On the other hand, we have less information about the condition number of the Schur complement system and how to apply pre-conditioning techniques. A boundary integral method requires less computation compared with the augmented method if only the velocity on the interface is needed. The augmented method proposed here requires less computation compared with a boundary integral method if we need the velocity in the entire domain as in many applications.
The paper is organized as follows. In the next section, we discuss the jump conditions of the Stokes equations with a discontinuous viscosity along an interface. We will see how the jump conditions for the pressure and velocity are coupled together, and explain how to decouple the jump conditions by introducing two augmented variables and two augmented equations. In Section 3, we present the new algorithm in detail. We explain how the GMRES iterative method can be applied to the discrete augmented variables without explicitly forming the coefficient matrix. In Section 4, we present some numerical experiments using examples that have analytic solutions to check the convergence and the performance of the new method. An example of moving interface is also presented there.
Jump conditions for the Stokes equations with a discontinuous viscosity and singular forces
Referring to Fig. 1(a) and Eqs. (1.1)-(1.3), we assume the interface C is a smooth curve. We use n and s to represent the unit normal and tangential directions at a point (X, Y) on the interface. We usef 1 ðsÞ ¼ fðsÞ Á n and f 2 ðsÞ ¼ fðsÞ Á s to represent the force density in the normal and tangential directions. If C is smooth, then in a neighborhood of C, the distance function d(x, C) is also a smooth function. The normal and tangential directions of C can be extended to the neighborhood, for example, n = $d(x, C)/ j$d(x, C)j. Therefore the quantities such as u AE n, ou on , ou os , etc., are well defined in the neighborhood of C.
The interface conditions for the two-phase Stokes equations with a discontinuous viscosity and a Dirac delta function singular force are derived in [11] . The idea is from the immersed interface method to express all the quantities in the local Cartesian coordinate at a point (X, Y) on the interface C as,
where h is the angle between the x-axis and the normal direction at the point (X, Y), see Fig. 1(b) for an illustration. In the local coordinate system, the interface can 
ð2:6Þ
We also express the velocity components in the tangential and normal directions asû
The jump conditions at a fixed point (X, Y) (or (0, 0) in the local coordinate system) are summarized in the following theorem. Â Ã is not needed to close the system mathematically, the condition is used in our numerical algorithm to obtain second-order discretization for the pressure. The jump condition is not arbitrary but determined from the governing equations and the force strength. This is similar to the discussion of the boundary condition of the pressure when a no-slip boundary condition is prescribed for the velocity.
We will omit the subscript X 2 C in the rest of the paper for simplicity. The first jump condition (2.7) is the result of balancing force in the normal direction while the third one (2.9) is the result of balancing force in the tangential direction. The jump condition (2.10) is obtained from the incompressibility condition $ AE u = 0. The jump condition for the normal derivative of the pressure (2.8) can be obtained by applying the divergence operator to the momentum equation (1.1),
excluding the interface, see [11] for the details. From the incompressibility condition, one can easily prove that
h i ¼ 0, and the jump conditions for the pressure and the velocity are decoupled in (2.7)-(2.10). In this case, we recover the jump conditions derived and used in [16, 18] . A second order accurate immersed interface method has been developed in [18, 19] if the viscosity is continuous.
Note that using the invariance of the first order derivatives, the jump conditions (2.7) and (2.9) can also be written as
These jump conditions can be found in the literature.
To get a second order accurate algorithm based on the immersed interface method for the Stokes equations with a discontinuous viscosity, our strategy is to introduce two intermediate, or augmented variables, along the interface so that the jump conditions can be decoupled. We also need two augmented equations to close the system of the equations.
There are different ways to introduce augmented variables so that the jump conditions can be decoupled. For example, one could introduce l ou on
Â Ã
as an intermediate unknown so that the jump conditions in the pressure and the velocity are de-coupled. Different augmented variables and equations will lead to different algorithms. Note that for a discontinuous viscosity, there are two different scales corresponding to the two-phase flow. Generally, if the viscosity ratio max{l
, then the velocity field with smaller viscosity has larger gradient than that with larger viscosity. Furthermore, with a constant viscosity and a periodic boundary condition, we can use a fast Poisson solver to solve the stationary Stokes equations, see [18, 19] . Based on these two considerations, we introduce the jumps [lu](s) and [lv](s) along the interface as two augmented variables. The advantages and details can be seen in the rest of the paper.
Using this local coordinate system, we have ð2:15Þ
Then we have the following jump relations forũ andṽ oũ on
Proof. Note that n = (cos h, sin h) and s = (Àsin h, cos h).
Re-write the incompressibility condition [l$ AE u] = 0 in the local coordinates, we have oũ on
which is oũ on
ð2:20Þ
Re-write the interface relation (2.14) in the local coordinates, we have 
The numerical algorithm
Our numerical method is based on the following theorem.
Theorem 2. Let p, u, and v be the solution to the Stokes equations (1.1)-(1.2). Let q 1 ðsÞ ¼ ½ũðsÞ ¼ ½luðsÞ, q 2 ðsÞ ¼ ½ṽðsÞ ¼ ½lvðsÞ, and q(s) = (q 1 (s), q 2 (s)). Thenũ,ṽ, p, q 1 (s), q 2 (s) are the solution of the following augmented system of partial differential equations: 
The proof of the theorem is straightforward from the Stokes equations (1.1)-(1.2), the jump conditions in Theorem 1 and Lemma 1. The periodic boundary condition is used here so that we are not introducing additional boundary condition for the pressure.
The existence and uniqueness of the solution to the system above is the same as the original incompressible Stokes equations (1.1)-(1.2). This is because if (u, v) and p are the solution to the original Stokes equations, then they are also the solution to the system in Theorem 2 according to the definition of (u, v), Theorem 1, and Lemma 1. On the other hand, if (u, v) and p are the solution to the system (3.22)-(3.25) above plus the periodic boundary condition, then they satisfy all the equations in (1.1)-(1.2) and the incompressibility condition. So they are also solution to the original problem.
Notice that if we know q, then the jump conditions for the pressure are all known and we can solve the pressure independently. After the pressure is solved, we can solve the velocity from (3.23) and (3.24) . The three equations with the given jump conditions can be solved using the immersed interface method [17] [18] [19] in which a fast solver is invoked with modified right hand sides at grid points near or on the interface. This observation is the basis of our new method. The compatibility condition for the two augmented variables are the two equations in (3.25) (which means that the velocity is continuous across the interface). It is also important to mention that the incompressibility condition is used to obtain the pressure Poisson equation of (3.22) .
Once the augmented variables ([lu] and [lv] ) and the augmented equations (the two equations in (3.25)) are chosen, the success of the numerical algorithm depends on how efficiently we can solve the augmented variables. Note that the augmented approaches have been developed for elliptic interface problems with a piecewise constant coefficient [8, 20] , and the fast algorithms for Poisson and biharmonic equations on irregular domains [3, 10, 24, 23] .
We assume that the domain X is a rectangle:
, and use a uniform Cartesian grid
For simplicity of discussion, we also assume that M = N.
We first choose a set of interface points, sometimes also called the control points, [17, 18] . Note that the jump conditions for the pressure and the velocity are decoupled if we know Q. Since the solution depends on Q, the solution can be written as P(Q), e
UðQÞ and e VðQÞ.
If the computed e
UðQÞ and e VðQÞ satisfy the two equations in (3.25), then P(Q), e
UðQÞ=l and e VðQÞ=l are an approximate solution to the original system (1.1)-(1.2). Otherwise, we use an accurate linear interpolation scheme to evaluate the residual of the two equations in (3.25) which will be explained in Section 3.2.
The discrete system of equations in the matrix-vector form
Given a discrete approximation of (q 1 , q 2 ) at {X k }, we can solve the first three equations (3.22)-(3.24) using the immersed interface method [18] to get an approximate solution: the pressure P(Q), the scaled velocity e
UðQÞ and e VðQÞ. Generally the computed velocity ð e UðQÞ; e VðQÞÞ do not satisfy the two augmented equations in (3.25) , that is, ðU; VÞ ¼ ð e
U=l; e V=lÞ may not be continuous across the interface.
Let us assemble the discrete solution {P ij }, {U ij }, and {V ij } together as a big vector f U whose dimension is 3MN. We denote also the vector of the discrete values of (q 1 , q 2 ) at the interface points {X k } by Q whose dimension is 2N b . Then the discrete solution of (3.22)-(3.24) given Q can be written as
for some vector F 1 and sparse matrices A and B. It requires solving three Poisson equations with different force terms and jump conditions to get f U.
Once we know the solution f U given Q, we can use ð e U; e VÞ and the jump conditions U=l, e V=l are the approximate solution. The interpolation scheme to get ½ e UðQÞ=l and ½ e VðQÞ=l, which will be explained in detail in the next sub-section, depends f U, Q linearly. Therefore, we can write
where S and E are two sparse matrices, and F 2 is a vector. The matrices depend on the interpolation scheme but do not need to be actually constructed in our algorithm. We want to choose such a vector Q that the continuity condition for the velocity is satisfied along the interface C. If we put the two matrix-vector equations (3.27) and (3.28) together we get
ð3:29Þ
Note that Q is defined only on a set of interface points {X k } on the interface while f U is defined at all grid points. The Schur complement for Q is
After we solve (3.30) for Q, we can get f U easily. Because the dimension of Q is much smaller than that of f U, we expect to get a reasonably fast algorithm for the two-phase Stokes equations.
In implementation, we use the GMRES [30] iterative method to solve (3.30). The GMRES method only requires the matrix-vector multiplication, and thus the Schur complement, maybe a dense matrix, of Q does not have to be explicitly constructed. We explain below how to evaluate the right hand side F of the Schur complement, and how to evaluate the matrix-vector multiplication needed in the GMRES iteration.
Evaluation of the right hand side of the Schur complement
First we set Q = 0 and solve the de-coupled system (3.22)-(3.24), or (3.27) in the discrete form, to get f Uð0Þ which is A À1 F 1 from (3.27). From the interpolation scheme (3.28), we also have
ð3:31Þ
Note that the residual of the Schur complement for Q = 0 is
which gives the right hand side of the Schur complement system with an opposite sign.
Evaluation of the matrix-vector multiplication
The matrix-vector multiplication of the Schur complement system given Q is obtained from the following two steps:
Step 1: Solve the coupled system (3.22)-(3.24), or (3.27) in the discrete form, to get f UðQÞ.
Step 2: Interpolate f UðQÞ using (3.28) to get [U(Q)]j C .
Then the matrix-vector multiplication is
This is because
Now we can see that a matrix-vector multiplication is equivalent to solving the coupled system (3.22)-(3.24), or (3.27) in the discrete form, to get f U, and using an interpolation scheme (3.28) to get [U(Q)]j C at the interface points.
Since we know the right hand side of the linear system of equations and the matrix-vector multiplication of the coefficient matrix, it is straightforward to use the GMRES or other iterative methods.
The least squares interpolation scheme to compute the residual
The interpolation scheme (3.28) to evaluate ½ e U=l and ½ e V=l is crucial to the efficiency of the method. This is because the interpolation coefficients will affect the entries of the Schur complement, so its condition numbers. To reduce the number of iterations, it is important to couple the solutions on both sides of the interface using the jump conditions. Although the least squares interpolation scheme is not a new idea anymore, the details vary with problems. We explain the least squares interpolation scheme for computing (3.28) to see why we have the second matrix-vector equation in expression (3.29) .
Given an approximation to the augmented variable Q, we can solve the pressure, and then the velocity ðU; VÞ ¼ ð e
U=l; e V=lÞ from (3.22)-(3.24). Since
we need to evaluate f e U þ g and f e U À g at all interface points to get the vector ½ e U=l. To explain the idea, however, we just need to explain the interpolation scheme for e U À ðXÞ at a point X on the interface. The interpolation scheme can be written as
where k s is the number of grid points involved in the interpolation scheme, ðx i Ã ; y j Ã Þ is the closest grid point to X, and C is a correction term. We should point it out that a onesided interpolation scheme works poorly in the sense that the convergence speed is slow for the GMRES iteration. Below we discuss how to determine the coefficients c k and the correction term C using the information from both sides of the interface. Note that c k and C depend on X, but for simplicity of the notation, we have omitted the dependency.
We use an un-determined coefficients method to determine the coefficients c k by minimizing the truncation error of (3.34) when e U i Ã þi k ;j Ã þj k is substituted by the exact solutionũðx i Ã þi k ; y j Ã þj k Þ. Using the local coordinates system centered at the point X, see (2.5), and denoting the local coordinates of ðx i Ã þi k ; y j Ã þj k Þ as (n k , g k ), we have the following from the Taylor expansion:
where the + or À sign is chosen depending on whether (n k , g k ) lies on the + or À side of C,ũ AE ,ũ AE n ; . . . ;ũ AE gg are evaluated at the local coordinates (0, 0), or X = (X, Y) in the original coordinates system (Fig. 2) . Note that we should have used something likeũðX ; Y Þ ¼ uð0; 0Þ to distinguish the two coordinate systems. However, we omit the bars and use the same notationũðX ; Y Þ ¼ũð0; 0Þ for simplicity.
We carry out this expansion at all the grid points used in the interpolation scheme and plug (3.35) into (3.34). After collecting and arranging terms, we can writẽ
where the a i 's are given by 
where j is the curvature of the interface at X. Therefore we can express all the quantities from + side in (3.36) in terms of those from À side and the known quantities. Thus (3.34), when e U i Ã þi k ;j Ã þj k is substituted by the exact solutioñ uðx i Ã þi k ; y j Ã þj k Þ, can be written as
To minimize the local truncation error, we should set the following linear system of equations for the coefficients c k by matching the terms ofũ À ;ũ À n ; . . . ;ũ
ð3:39Þ
The system of equations for {c k } is independent of jumps which means we can calculate {c k } outside of the GMRES iteration. Once we have the coefficients, the correction term is
ð3:40Þ
We choose a neighborhood of {X} that contains more than six different grid points so that we have an under-determined system. In our numerical tests, we choose k s = 12, that is, we selected 12 closest grid points to X = (X, Y) as the interpolation stencil. We use the singular value decomposition (SVD) to find the least squares solution, which also has the least l À 2 norm among all the solutions. In this way, the magnitude of the coefficients c k is controlled and balanced. The least squares interpolation plays an important role in the stability of the algorithm.
The only trade-off of the least squares interpolation is that we have to solve an under-determined system of equations. However, the size of the linear system is small and the coefficients can be pre-determined before the GMRES iteration. The extra time needed in dealing with the interface is usually less that 5% of the total CPU time and the percentage decreases as the mesh size (h) decreases.
Remark. By setting a 1 + a 2 = 0 and a 3 + a 4 = 1 while keeping other equations unchanged in (3.39), we can easily get the normal derivative of the solution u. This is the method that we used in Section 4 for the convergence rate analysis of the computed normal derivative of the velocity.
There are also a few issues about how to evaluate p x and p y at all grid points before we can solve the velocity. Taking p x as an example, if (x iÀ1 , y j ), (x i , y j ), (x i+1 , y j ) are on the same side of the interface, we can approximate p x by the standard central difference,
Otherwise, we use
if ðx iÀ1 ; y j Þ and ðx i ; y j Þ are on the same side; 1 h ðP iþ1;j À P i;j Þ if ðx i ; y j Þ and ðx iþ1 ; y j Þ are on the same side;
In the last case the interface cuts through both between x iÀ1 and x i , and x i and x i+1 . Let ðX Ã ij ; y j Þ be one of the two intersections between the interface and the grid line y = y j . The subscript l = i À 1 or l = i + 1 is chosen such that jx l À X Ã ij j is the smaller one. The sign in the expression above depends on which side of the interface the point (i, j) is on, and [p x ] (or [p y ] in the y-direction) are calculated at ðX Ã ij ; y j Þ from
The analysis of such approximations to p x (or p y ) is discussed in [19] .
Numerical experiments and analysis
In this section, we present several numerical tests to check the order of accuracy and efficiency of the augmented method proposed in this paper. In the first three examples, we choose the interface as a unit circle and we know the analytic solution under different situations. It is important to mention that the reason for choosing the circular interface is just for the sake of constructing the exact solutions that satisfy Eqs. (1.1)-(1.3) and the jump conditions (2.7)-(2.11). The circular interface is not a restriction of our method. In fact, we will also show the results for more complicated interfaces in this section.
In all the numerical tests, the interface points are chosen in such a way that the interface mesh size Ds has the same order of magnitude as the Cartesian mesh size h. In other words, the ratio Ds/h is a constant. When we reduce the grid mesh h by half during a grid refinement analysis process, we also reduce the interface mesh size Ds by half.
How many interface points that are needed to represent the interface depends on the complexity of the interface. The detailed analysis about the effects of the number of interface points can be found in [20] . The surface derivatives needed in the algorithms are computed using the cubic spline generated by the interface points {X k }, see [19] . The main cost of the algorithm is from the fast Poisson solver that requires O(N 2 log N) operations, where N is the number of grid lines in the x-and y-directions. Therefore, each GMRES iteration requires about O(3N 2 log N) operations. All the simulations are done with double precision.
Most of the computations are done on workstations or a Notebook PC's within a few seconds to a few minutes for stationary Stokes problems. The tolerance of GMRES iteration is set as = 10
À6 . The GMRES is set to re-started after N b iterations, where N b is the number of interface points where Q is defined. In almost all the cases, the GMRES converges in much fewer steps than N b . The initial guess for the GMRES iteration is chosen as zero vector unless 0 is the exact solution, in which case a random vector is used. Throughout this section, the computational domain is X = [À2, 2] · [À2, 2] unless it is stated otherwise.
Example 4.1. We start with a simple example where the velocity is smooth and the pressure is discontinuous across the interface. The exact velocity and the pressure are given by u ¼ yðx 2 þ y 2 À 1Þ; ðx; yÞ 2 X; ð4:41Þ v ¼ Àxðx 2 þ y 2 À 1Þ; ðx; yÞ 2 X; ð4:42Þ
The interface is the unit circle. The viscosity is
; if x 2 þ y 2 > 1:
The external forcing term g is given by
which has a finite jump across the interface. The normal and tangential force density arê
calculated from (2.7) and (2.9), respectively.
In Table 1 , we show the result of the convergence rate analysis. We use the Dirichlet boundary condition for the velocity u, and the Neumann boundary condition op on ¼ 0 for the pressure when we solve the three Poisson equations (3.22)- (3.24) . Similarly, the Dirichlet boundary condition for the velocity and Neumann boundary condition for the pressure are used in other examples when the exact solution is not periodic in this section. In [7, 13] , the correct boundary conditions for the pressure has been derived. The Neumann boundary conditions for the pressure is coupled with the velocity. Since the augmented approach proposed in this paper is an iterative method, we can use the updated pressure and velocity to approximate the boundary condition as proposed in [7, 13] . The fast Poisson solver that we use if from the Fishpack which allows Dirichlet, Neumann, and periodic boundary conditions along each side of a rectangular domain. The errors in Table 1 are measured in the maximum norm at all grid points, for example,
where u(x i , y j ) is the exact solution at (x i , y j ) while U ij is the approximate solution and so on. In all the tables in this section, N is the number of grid lines used in both x-and ydirections. The ratio
is an indication of the order of accuracy for the pressure. On average, we observe second order convergence for all the quantities. The last column is the number of iterations (No.) of the GMRES method. We can see that the number of iterations remains roughly the same as we halve the mesh size h. The errors usually do not decrease monotonically as we refine the grid, see [20] . To be more precise, we use linear regression analysis to find the approximate order of accuracy. In Fig. 3 , we show the error plot on a log-log scale for the pressure and the velocity versus the grid spacing h = h x = h y , which shows that, from the slopes, the average convergence rate of the pressure and the velocity are 1.9187 and 1.9416, respectively. The mesh size varies from N = 100 to N = 320 according to N = 100 + 5k, k = 0, 1, . . . , 44. The order of accuracy for the normal velocity ou/on is 2.1928 from the linear regression analysis.
Example 4.2. In the first example, while the pressure is discontinuous, the velocity is smooth and vanishes at the interface. Thus the exact solution to the augmented variable q = [lu] is zero which makes the problem easier to compute. In this example, we keep all the quantities u, v, p in (4.41)-(4.48) inside the unit circle unchanged, but set both pressure and the velocity outside the circle to be zero. Therefore, the periodic boundary conditions are satisfied. The velocity is non-smooth and the jump in the normal velocity is not a constant along the interface. Now the normal force density component is stillf 1 ¼ À1, but the tangential force density component iŝ
The external force is also adjusted to g = 0 outside of the circle. Thus, there is a finite jump in g across the interface as well. In Table 2 , we show the result of the convergence analysis. Once again we observe second order accuracy on average. Only a few iterations are needed in the GMRES iteration and the number changes little as N increases. The results of the linear regression analysis for the pressure and the velocity are given in Fig. 4 which confirms average second order accuracy for both the pressure and the velocity. ; if x 2 þ y 2 6 1;
ð4:54Þ
The external forcing term g is
which is discontinuous across the interface. The force density components in the normal and tangential directions arê
½l cos 3 h sin h; ð4:57Þ
½l cos 2 hð1 À 2 cos 2 hÞ; ð4:58Þ
respectively. All the jump conditions (2.7)-(2.10) are satisfied. We use the exact Dirichlet boundary condition for the velocity and the homogeneous Neumann boundary condition for the pressure.
In Table 3 , we show the convergence rate analysis for different jump in l. We scale the problem such that max{l À , l + } = 1, and test our results for l À /l + = 10, 10 À3 , and 10
3
. While the accuracy does depend on l À /l + , the average convergence rates are about the same (second order accurate). Note that, there are two very different scales for the problems in Table 3 (b) and (c). The number of iterations seems to be dependent on the ratio l À /l + but not on the mesh size N. Note that the number of iterations of the GMRES method in Table 3 (c) is many more than that in Table 3 (b). One intuitive explanation is the following. When l + ( l À , the solution inside the circle is much smoother than that outside. In other words, it is more difficult to resolve the solution outside than that inside. Since there are more grid points outside of the interface, there are more iterations needed in this case. If we increase the radius of the interface from r = 1 to r = 1.5, then the number of the GMRES iterations is down to 22 from 36 in Table 3 (c) for N = 32. This is consistent with our explanation above. Another explanation is that: In the absence of information from the outer region, the inner solution would be arbitrary up to an additive constant. That constant is determined by consistency with the outer solution and takes some extra effort by the solver to pin down. This problem does not arise for l + ) l À because in this case the outer solution is (relatively) small so that it is not difficult to approach the correct constant. In any case, the issue is less sensitive because of the scaling. Example 4.4. In the examples above, the interface is chosen as a circle so that we can construct exact solutions to compare with the computed solution. In this example, we test our method for a complex geometry. The interface is given by The force density isf 1 ¼ 0:1j andf 2 ¼ À0:1, respectively, where j is the curvature. Periodic boundary conditions are used for all the variables. Since the analytic solution is not available, we compare the computed solution with the solution that is obtained from the finest grid, 512 by 512. In Table 4 , we show the convergence rate analysis for the pressure and the velocity. We also listed the number of iterations, the CPU time in seconds, and the ratio of two consecutive errors. For a second order method, the ratio is between 4 and 5. The justification of such an analysis is given in [19] . The interface points are initially chosen from (4.59) with equally spaced Dh. Then they are redistributed with equally spaced arc-length by the cubic spline package developed in [19] . Compared with previous examples, the number of GMRES iterations is larger. This is not surprising since the curvature of the interface is large. Nevertheless, the expected second order accuracy on average is still observed. Example 4.5. As a final example, we show the motion and deformation of a liquid drop in simple shear flow in two space dimensions. We refer the readers to [15] and the references therein for detailed description of the problem and physical explanations. The set-up of the problem is as follows. A circular viscous drop with viscosity l 2 is placed in a shear flow with viscosity l 1 . The velocity of the shear flow without drop is u = (Gy, 0) , where G is the shear rate. The computational domain is X = [À2, 2] · [À2, 2]. The Dirichlet boundary condition u oX = (Gy, 0) is used along oX; and Neumann boundary condition op/on = 0 is used for the pressure along oX. The capillary number is defined as Ca = Gr 0 l 1 /c, where r 0 is the radius of the circular drop, c is the surface tension. The source strength isf 1 ¼ f Á n ¼ cj, where j is the curvature. The ratio of the viscosity is k = l 2 /l 1 . A front tracking method is used to evolve the interface. The crucial parameters are the capillary number Ca and the viscosity ratio k. The long-term behavior of the interface has different configurations depending on the values of Ca and k. Typical long-term configurations include internal circulations and an asymptotic equilibrium state as explained below.
In Fig. 6 we present a sequence of contour plots of the stream function of the velocity for the two-phase Stokes flow in comparison with the results in [15] . In our simulation, the initial drop is a circle with r 0 = 0.75 and the shear rate is G = 0.9143. The parameters are chosen to mimic the set-up in [15] . We try to re-produce the results there except now it is in two space dimensions. Our results agree with those presented in [15] qualitatively. A quantitative comparison is not available. The stream-function is obtained by solving the Poisson equation Dw = v x À u y with the boundary condition determined from the shear flow. When k is small, we observe two regions of recirculating fluid within the drop. Generally, for smaller k, we observe more deformation but larger angle (less tilting) between the longer axis of the drop and the x-axis. As k gets larger, we see less deformation but smaller angle (more tilting) between the longer axis of the drop and the x-axis. All these agree with the results and analysis discussed in [15] . Note that for various parameters, internal circulations do not always occur. For instance, for circular drop at t = 0 with k = 1, the solution of the pressure is piecewise constant and the solution of the velocity is simply the shear flow itself: u = (Gy, 0). While we do observe internal circulation for Ca = 0.4695 and c = 1.4605 as presented in Fig. 6(d) , this is not true for Ca = 1.3898 and c = 0.4605. Also at t = 0.75, for all the simulations in Fig. 6 we have observed that the drop has reached its steady state.
Conclusion
In this paper, a new second order accurate finite difference method has been developed for incompressible stationary Stokes equations with a discontinuous viscosity in which the jump conditions for the pressure and the velocity are coupled together. The idea is to introduce two augmented variables that are only defined along the interface so that the jump conditions can be decoupled. The GMRES iterative method then is used to solve the Schur complement system for the augmented variables. The main cost in one step of the GMRES iteration is three calls to a fast Poisson solver. Numerical examples demonstrate the efficiency and accuracy of the method. The idea should be applicable to other interface problems with coupled jump conditions. One of the remaining open questions is how to use a preconditioning technique for the Schur complement system.
