Abstract. In this paper we describe a new simple linear algorithm for motion and structure from three weak perspective projections using Euler angles. We rst determine the epipolar equation between each pair of images, which determines the rst and third Euler angles for the rotation between that pair of images, leaving only the second Euler angle undetermined. In the next step, combining the three rotations results in a very simple linear algorithm to determine the second Euler angles, up to a Necker reversal. Experimental results on synthetic and real images are presented. And the degenerate cases are discussed. The program can be ftped from
Introduction
It was shown by Ullman 7] that under orthographic projection 4 correspondences in 3 distinct images are needed to determine the motion and structure. Huang and Lee 2] developed a linear algorithm to solve this problem. Ostuni and Dunn 3] proposed a linear algorithm to determine motion from three weak perspective images, using the yaw-pitch-roll representation to parameterize the rotation matrix. Compared with the above two algorithms, the algorithm we propose here is more simple and all the results can be described in terms of Euler angles that can be easily understood. We will also discuss the strength and weakness compared with other motion recovery algorithms by Tomasi et al. and Shapiro et al 6, 4] .
In our algorithm, the rotation matrix is parameterized by Euler angles. From each pair of images, we can determine the epipolar equation, which in turn determines the rst and third of the three Euler angles. Having three distinct images enables us to determine all the second angles up to a sign, provided that the three images are not taken by coplanar cameras and the 4 points are not coplanar. Once the motion is determined, the structure can also be computed.After describing the algorithm, we will also show experimental results for both synthetic and real images.
Rotation Matrix Parametrized by Euler Angles
We assume that there are n(n 4) non-planar points in space. We also assume that there are three weak perspective images of these points and they are all matched. They are represented in the three camera coordinate systems as X 
3 Determining the 1st and 3rd Euler Angles
For each pair of weak perspective images, e.g., the rst and second images, we obtain an epipolar equation, which is in the form of, Let us assume that the horizontal and vertical image axes are mutual-orthogonal and that the horizontal and vertical spacings for each pixel is the same. Then the epipolar equation can be expressed as ? sin (x sin ? y cos + sx 0 sin + sy 0 cos + t) = 0 ; (4) where and are the 1st and 3rd Euler angles, respectively (we omit the proof and the interested readers are referred to 4, 8] ), s is the scale change between the two views due to change of distance or focal length of the camera, and t is a constant. Using (3) and (4) ) is equivalent to ( ; ? ; ). As will be clear later, both ( ; ; ) and ( ; ? ; ) are the solutions of our linear algorithm (known as the Necker reversal). Therefore, it su ces to use any one solution of and . Without loss of generality, we choose the value of such that it is within ? 2 < < 2 , and that is associated with this .
Determining the 2nd Euler Angle
The 1st and 3rd Euler angles are the only two angles we can recover from two images. To determine the 2nd Euler angle, we need the 3rd image. Let the rst and third Euler angles be 1 ; 2 ; 3 ; 1 ; 2 ; 3 , respectively. We want to determine the 2nd Euler angles 1 ; 2 ; 3 . The 3 rotation matrices are not independent of each other. They are related by R 1 R 2 = R T 3 ; R 2 R 3 = R T 1 ; R 3 R 1 = R T 2 : 
Each of the i 's has two solutions within ? to . The two solutions di ers by a sign. (15) which are obtained from the second-row, third-column components of the rotation matrices. This means that we can have only two sets of solutions for i ; i = 1; 2; 3, which di er by a sign. This is the well-known Necker reversal, which is con rmed by previous results of Our last note is about the numbers of unknowns and constraints. For any two motions, we have 6 independent rotation parameters. And all what we can recover between any two images is 2 rotation parameters, totally 6, as there are 3 image pairs for 2 motions. Thus the number of unknown motion parameters exactly equals the number of constraints. There is neither redundancy nor lack in information. Actually, there are totally 27 equations in (7), but if we substitute (14) and (15) for them, all disappear.
Degenerate Cases and Robustness
There are three degenerate cases in this algorithm.
(1) All points X i ; i = 1; :::; n are coplanar. In this case, epipolar equation cannot be determined. For more details, see 8]. This fails any algorithm using epipolar equation.
(2) One of the second Euler angles is zero. In this case, the rotation is only within the image plane, and images carry no information on the depth. Also the epipolar equation cannot be determined. For more details, see 8]. This fails any algorithm using epipolar equation. The robustness of recovery depends on how far away the geometry is from the degenerate cases. The rst two criteria are valid for every motion recovery algorithm. In comparison with algorithms that use long image sequences rather a few distinct images 5, 4], the nal accuracy mainly depends on how large the second Euler angles are, but not the number of images used, while a large number of images can only improve accuracy over the error in feature point detection. As another comparison, it is of course relatively easier to match points over a few images than to match points over a long sequence.
In this sense, the algorithms using distinct images are expected to perform comparably with those using image sequences.
Determining the Structure
Once the rotation is recovered, the structure of the 3D points can also be determined up to a scale factor and up to a Necker reversal.
Without loss of generality, assume that the scale of the scene is the same as the rst image. Since scales of the other two images are known with respect to the rst image, they can be normalized to be of the same scale as the rst image. Then they are equivalent to three orthographic projections.
Also assume that the 3D structure is registered in the same coordinate system as the camera taking the rst image. Let the rotations be To remove the e ect of translations, we move image coordinate origins to the centroids of the matched feature points, which are the projections of the corresponding space points under weak perspective projection.
Putting the reallocated image points into a single matrix, we have 
Experimental Results and Discussions
The algorithm has been tested with both synthetic and real images. Synthetic images are used for evaluation of the performance of the algorithm. A cube with each side 20 units long, is used as the object, with its 8 corners perspectively projected onto the images. For the rst image, the camera coordinate system is in the same pose as the object coordinate system. The second image is synthesized after the object undergoes a rotation whose Euler angles are (10 ; 30 ; 45 ). The third image is synthesized after the object undergoes a further rotation whose Euler angles are (10 ; 30 ; 45 ). Gaussian noise of variance of 1 pixel is added to the computed image coordinates of all image points.
To see how well the computed result is close to the actual values, we list in Table 1 From the table, we can see that the Euler angles recovered for Z c = 200 is very accurate, with errors in all angles less than 0:3 . But when Z c is as short as 40, the computed results deviate from the actual values quite much. To show how these values change in between the two extremes, we prepared 2 graphs, the rst for the second Euler angle, and the second for the energy measuring the overall error in structure recovery. The Z c changes from 40 to 200, by a step of 20. We can see from the graphs for the angles that the accuracy no longer improves after Z c grows to 140. The reason is considered to be that the error due to the weak perspective projection model is no longer the main factor, while the Gaussian noise and the digitization error become dominant. As for the structure, the accuracy continues to improve till Z c = 200, but at a very slow rate after Z c = 140.
Finally, we show two examples using real images. The rst example is a soccer ball, and the second a cube, with images shown in Fig.2 . In the second example, the images are taken with the rotations being approximately around a xed axis.
As we do not know the exact movements of the camera, we cannot compare the true rotation angles with the computed values. We only show the recovered shape of the soccer ball. Three views of the shape are given in Fig.3 . These gures give a sense of how the recovered result is close to the ideal case. From them we can see the results are not only good for the soccer ball but surprisingly also for the cube. (and two simillar expressions for the other equations) which depends on the ratio of ! i 's, but not the values themselves. As discussed earlier, if one of the ! i 's goes to zero, all others go to zero together.
Summary
We have in this paper presented a linear algorithm for recovering motion from 3 weak perspective images, which is more straightforward than the previous ones, and is thus easier to implement. Experimental results on synthetic and real images are presented, and discussions are given on the strength and weakness of this algorithm.
