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ABSTRACT 
An abstract of the thesis of Lily Arielle House-Peters for the Master of Science in 
Geography presented May 21,2010. 
Title: Examining the Effects of Cl~ate Change and Urban Development on Water 
Demand: A Multi-scale Analysis of Future Water Demand in Hillsboro, 
Oregon 
In the Portland, Oregon, metropolitan area, suburban cities such as Hillsboro 
are projected to grow as people seek affordable housing near a rapidly gro~ng 
metropolis. This thesis examines the combined impact of'c1imate change and urban· 
development on both neighborhood and municipal scale residential water demand in 
Hillsboro, Oregon. I use two models, a s~face energy balance model, Local-scale 
Urban Meteorological Parameterization Scheme (LUMPS), and a system d~amics 
model~ CCDomestic, to investigate changes in residential. water demand in the 2040s 
at two. distinct spatial scales, the neighborhood and the municipality .. I calibrate and 
validate each model to the reference period and then simulate the future (2030-2059) 
under three statistically downscaled global climate models and two urban 
development scenarios. The fmdings of this study indicate that climate change and 
urban development will not evenly affect water consumption in neighborhoods 
across a city. Instead, the current land cover and residential density of a 
. -- -----· --------··- ------
neighborhood exert ·an important influence on the response. Heavily vegetated 
neighborhoods exhibit large increases in water demand under urban sprawl and 
warming scenarios, while neighborhoods dominated by impervious smfaces decrease 
.. 
water consumption under sprawl scenarios and show little change in water 
consumption under combined sprawl and warming scenarios. At. the municipal scale 
findings suggest that water demand is highly sensitive to urban design and 
management and that the combination of urban densification and water conservation 
regulations could mitigate increases in water consumption from population growth 
and climate change. 
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I. Introduction 
1. Background 
The process of urbanization, characterize~ by large-scale huinan engineering · 
of natural systems and land conversion from pervious to impervious surfaces, 
fundamentally alters the natural hydrological cycle (Lee and Heaney 2003; Walsh 
2005; GriJ.!lm et al. 2008). To meet the land, water, ·and energy needs demanded by 
the growing urban population, cities are forced to subsidize and. redistribute resources, 
leading to the manipulation of the natural ecosystem. The urban hydrological cycle 
represents a key example of the complex interactions and feedbacks between human 
and natural systems in the urban environment. In cities, the once natural processes of 
water supply, transport, drainage, and wastewater treatment have become highly 
managed through the creation of artifiCial reservoirs, canals, sewer systems, and 
treatment plants. H:uman systems have also affected urban hydrology less deliberately 
yet still directly, through increased impervious surfaces, soil disturbance, reduced 
vegetation, warmer temperatures, altered biogeochemical and nutrient cycling, and 
decreased native flora and fauna species richness (Grimm et al. 2008; Pickett et al. 
2008). 
The ·growing realization that human and natural system dynamics are coupled 
in the urban environment, and that human behaviors and resource demands can act as 
both drivers and constraints of natural ecosystem processes requires that humans be 
1 
explicitly included in urban resource management theory and modeling (Grimm et al .. 
2000; Martin et al. 2004; Pickett et al. 2008). The multiple human stresses of 
population growth, rapid urbanization, decreasing household sizes, and increasing 
standard of living, combined with the natural stresses of climate variability, such as 
drought, earlier. snowmelt, and climate change projections are causing an increase in 
peak water demand while creating the potential for a reduced and overall more 
vulnerable supply. 'J?tese couplings between the human and natural systems take 
place across nested spatial scales and are influenced. by both broad-scale processes, 
such as climat~ change, and synergistic and cumulative ~ffects of local processes, such 
as household garden watering decisions. These challenges are accelerating the need to 
develop a comprehensive understanding of water sensitive urban design (Wong 2006), 
in an attempt to increase the resiliency of cities to future climate and water supply 
uncertainties by ensuring the sustainable management of urban water resources 
(Brown et al. 2009; Wong and BroWn 2009). 
Research focusing on urban residential water consumption has grown 
substantially over the last decade. Much of this research examines either the 
ecological interactions among climate, vegetation, and water use (Martinez-Espineira 
2002; Balling and Gober 2005; Gutzler and Nims 2005; Zhang and Brown 2005; 
Domene and Sauri 2006; Wentz and Gober 2007; Balling et al. 2008; Kenney et al. 
2008; Praskievicz and Chang 2009; House-Peters et al. 2010; Chang et al. 2010) ·or the 
human dimension of water consumption behavior (Head. and Muir 2006; Inman and 
2 
Jeffrey 2006; Head and Muir 2007; Endter-Wada et al. 2008; Miller and Buys 2008; 
Harlan et al. 2009). Research investigating the coupled nature of this social-ecological 
system is limited. The task of predicting future water demand is greatly complicated 
due to the variability of climatic, socio-economic and vegetation characteristics 
exhibited by different geographic locations and the complex interactions and 
feedbacks inherent to a coupled human and natural system. These complexities are 
also compounded.by the uncertainties introduced through climate change projections, 
population growth predictions, and urban development scenarios. 
Historically, water managers concerned with resource conservation focused on 
supply-side management, such as altering hydrologic budgets through dams and 
reservoirs. However, a new paradigm shift points to managing the demand si'de of 
human water consumption as recognition of environmental damage and prohibitive 
expense have made large hydrologic projects, such as dam construction, less feasible 
(Cooley and Gleick 2009). Furthermore, increased uncertainty in future climate 
projections has caused local water planners to shift away from short-term fixes 
designed to deal with drought conditions. ·Instead the current emphasis is on long-
term adaptation strategies that respond t9 a range of uncertain conditions, including 
climate change, environmental regulations, water quality concerns, and increasing 
competition;for supplies .(Balling et al. 2008). These concerns echo a warning from 
the Intergovernmental Panel on Climate Change (IPCC) whiCh states that, "reduced 
3 
water supplies coupled with increases in demand are likely to exacerbate competition 
for over-allocated water resources" (Bates et al. 2008, 130). 
Overall streamflow ih the Pacific Northwest has been found to be decreasing 
due to a change in climate since the mid twentieth centUry (Barnett et al. 2008). 
Because the climate of the Pacific Northwest is dominated by high winter 
precipitation, a decreasing trend in Oregon levels of April 1 Snow Water Equivalent 
will likely change summer stream flow patterns (Mote 2003; Kalra et al. 2008). 
Within the Clackamas River Basin, a significant river in the Portland area, water 
supply projections based on 21st century climate change scenarios forecast moderate 
· reductions in spring and summer flows by tJ?:e 2020s and significant reductions by the 
2080s (Gr~ves and Chang 2007). Simulated climate change studies.project that there 
will be increased stress on water management systems as difficult tradeoffs are made 
between maintaining ecologically sufficient in-stream flows and serving the water 
needs ~fthe growing residential population. 
Thi~ thesis research focuses on answering the following questions: .1) How . 
much water may the residential population of ·Hillsboro, Oregon dema:q.d in the 2040s 
under multiple urban development and climate change scenarios? 2) Do 
neighborhoods that experience a pronounced urban heat island (UHI) effect exhibit 
significantly higher rates of external water consumption? 3) To what extent will. 
iJ;lcreasing urban sprawl or urban density affect residential water demand at the 
neighborhood and city scales? ( 4) Do variables exhibit thresholds, beyond which 
.4 
I 
. I 
'. 
water demand increases at a more rapid and less predictable rat~? (5) Can 
conservation efforts mitigate the impacts of po-pulation growth and climate change on 
water consumption, thus increasing the _resiliency of the system? If so, to what extent? 
2. Purpose and Scope 
The purpose of this thesis is to examine the sensitivity of urban residential 
water demand to the coupled human and natural stresses of population growth, land 
use and land cover change, climate variability and projected climate change. 
Accurately determining residential water demand is complex, as water consumption 
patterns are affected by both natural-variability, such as climate, and human behavior, 
including garden vegetation and 1rrigatiori choices. Human modifications to the urban 
landscape also affect local-scale climate, which is highly integrate~ with water use at 
the neighborhood scale. This thesis uses the suburban city of Hillsboro, Oregon, as a 
case study and presents a methodology for modeling future urban residential water 
demand at multiple spatial sc~les. 
3. Hypotheses 
At the neighborhood-scale, !·hypothesize that external water consumption in 
all neighborhoods _will increase due to climate change, which is expected to raise 
summertime temperatures, regardless of the current land cover present in the 
neighborhood. Under the future land cover scenarios, I expect that. highly vegetated_ 
5 
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I 
neighborhoods that experience increased sprawl in the future will e?'perience the 
highest rates of increase in external water consumption in order to meet the needs of 
increased amounts of vegetation. In contrast, highly developed neighborhoods that 
experience continued incre·ases in density and reductions in vegetation in the future 
will exhibit the lowest levels of water consumption. I hypothesize that there will be a 
significant tradeoffbetween external wa~er consumption and nighttime cooling at the 
local, neighborhood-scale. I expect the absolute highest levels of water consumption 
will ~e achieved under the combined high climate change and sprawl scenario, as 
there will be the highest levels· of potent~al evapotranspiration under this scenario. 
Coupled hum~ and natural systems research has established that complex 
systems often exhibit nonlinear responses to increased stress due to interactions and 
feedbacks between variables that cannot always be fully anticipated. At the 
municipal-scale, the system dynamics model, STELLA, models indoor and outdoor 
water consumption and allows for the integration of multiple human and natural 
variables while elucidating the linkages and feedbacks between variables through 
stock and flow diagrams. The urban water cycle represents a qoupled human and 
natural system and thus, I hypothesize that water demand will not exhibit a linear 
response to the introduced stresses of population growth, climate change, and land 
cover change to meet the housing needs· of the growing urban population. Instead,' the 
system will exhibit thresholds, beyond which water·demand will increase at a 
significantly faster rate. Importantly, I hypothesize that it will not be possible for 
6 
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conservation measures and regulations to r~duce future residential water consumption 
below current levels, under climate change, population growth, and urban 
development. 
4." Implications 
This research is significant because few water deinand analyses examine water 
demand at multiple spatial scales and combine the following social and ecological 
j 
variables: climat~, vegetation, structural design, and demographics. Thus, this 
research represents an attempt to comprehensively model water demand accounting 
for the coupling of human and natural systems in the urban environment. The findings 
of this study will 1) improve the capability to improve long-term water demand 
predictions that account for a wide range of variables, including climate, vegetation, 
socio-economic characteristics, conservation programs and modifications to urban 
design, 2) inform readers ofmagni~de of the change to water demand as a result of· 
population groWth, climate change and conservation, and 3) advance understanding of 
the complex interactions and feedbacks between human and natural systems by 
revealing thresholds in social and ecological systems which directly impact urban 
water demand. 
5. Structure · 
The body of this thesis is organized as three chapters, each representing a 
discrete academic paper. As· such, each chapter is structured so that it can be read 
7 
., 
independently of the rest of the thesis. Chapter 2, directly following the Introduction 
chapter, is an extensive literature review detailing the methodological and 
epistemological advances of field of water resources research during the previous 30 
years. Chapter 3 focuses on modeling neighborhood-level external water consumption 
and cooling patterns under combined land-use and climate change scenarios using a 
surface energy balance model. Chapter 4 introduces municipal-scale water 
consumption modeling utilizing a system dynamics model which is able to ·represent 
changes in both human and nat~al system variables over time to model future indoor 
and outdoor water consumption. Lastly, in chapter 5, I present conclusions, policy 
recommendations, and limitations that arose as a result of this effort to model future 
< water consumption at multiple spatial scales. 
8 
II. Tracing the Methodological and Epistemological Progression of Urban Water 
Demand Modeling Through a Coupled Human and Naturai Systems Lens: A 30-
YearReview 
1. Introduction 
The twenty-first century marks the first time in history th3:t half of the global 
human populati~n resides in urban areas (UNPF 2007). Urban population and 
landscape dynamics are significant drivers of urban water demand, which represents a 
rapidly increasing portion of total water withdrawals worldwide. The multiple human 
. stresses of population growth, rapid urbaniZation, decreasing househol~ sizes, and 
increasing standard of living, combined with the natural stresses of climate variability, 
such as drought, earlier snowmelt, and climate change projections are causing an 
increase in peak water demand while creating the potential for a reduced and overall 
more vulnerable supply (Barnett ~tal. 2008; Bates et al. 2008). Predicting and 
managing urban water demand is co~plicated by the tightly coupled relationship that 
exists between human and natural systems in urban areas, which results from multiple 
interactions between micro-scale (individual, household, or parcel level) and macro-
scale (municipal or regional) processes and patterns. For example, in complex 
systems, local interactions among individuals cumulate over space and time generating 
meso- and macro-scale variables that in turn feedback to influence or constrain 
individual choices (Liu et al.. 2007; Irwin et al. 2009). This embedded nature of social 
9 
and ecological systems in natural resource management poses a significant challenge 
to water managers, as it is not feasible to separate ~ese system.s, yet remains 
extremely difficult to account for the complex ~nd potentially unpredictable responses 
of the coupled system when exposed to external shocks and new policy decisions 
(Berkes and Folke 2001; Irwin et at: 2009). 
Analyzing and forecasting urban water demand is a complex yet imperative 
task, as it is essential that cities meet the water demands of their residents. A product 
of the early twentieth century dam and canal building culture, the historical paradiglJl 
. of urban Water management encouraged water managers to expand water supply 
options to meet growing demand. The environm~ntal movement beginning in the 
. . 
1960s and the increasing economic cost of building large-scale 'water detention and 
· diversion projects forced a paradigm shift resulting in the growth of demand-side . 
water. management research and literature ( Gleick 2003; Cooley and Gleick 2009). 
The looming threat of anthropogenic climate change, which has the potential to affect 
both water demand and supply through increased summer and winter temperatures, 
J I ' 
increased evapotranspiration losses, decreased snowpack, and shifted timing of 
snowmelt, may soon force another important paradigm shift. Currently, water 
managers produce demand estimates based on the principle of stationarity (the idea 
that natural systems fluctuate within an unchanging envelope ·of variability) which· 
depends on long-term historical climate trends (Milly et al. 2008). Historically, 
natural resource planners considered natural change and variability to be sufficiently 
10 
small, allowing for confidence in stationarity-based policies (Milly et al. 2008) . 
. Today, however, facing deep. uncertainty in terms of climat~ change, this method may 
prove untenable, as historical trends will no long~r be reliable for predicting future 
climate-sensitive water demand (Milly et al. 2008; Gober et al. 2010). Moreover, in 
coupled hwnan and natural systems; new dynamics can emerge in response to 
stochastic shocks; suggesting that the system dynamics that evolve in the future in 
response to policy interventions may be fundamentally different than those of the past 
(Irwin et al. 2009). It is in this context, at the verge of a paradigm shift in water 
management (Gober et al. 201 0) and at a point when the knowledge base is changing 
rapidly (Milly et al. 2.008), a review of the epistemological and methodological 
development of demand-side water management ~iterature represents an important 
contribution. For a transition in water demand modeling, forecasting, and 
management to take place, it is first necessary to understand the current and historical 
methods of acquiring and producing knowledge. in the discipline and the ori~in, 
structure, and limits of this knowledge. 
During the previous 30 years, mounting environmental and social concerns 
c~upled with advances in data collection, computer modeling capacity, and the 
growing threat of anthropogenic climate change have pr~duced a rich b~dy of 
literature focused on. issues of urban water management (Figure 2.1 ). There are 
comprehensive literature reviews that assess and synthesize recent research findings in 
the urban water demand literature. However, many of these papers either focus solely 
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on one aspect of urban water demand (i.e. economics or climate), or summarize the 
results of numerous studies without assessing t~e epistemological ~d metho~ological 
advances in the discipline. Brookshire et al. (2002) offer a review of water demand 
literature focused primarily on determining efficient residential ~ater pricing, 
concluding with a recommendation for the addition of "scarcity value" for regions 
where demand outpaces supply. Gleick (2003) reviews ~ultiple global-scale water 
forecasts developed during the period 1967-1998 and presents techniques for meeting 
levels of sustain~ble water withdrawals by improving large-scale water-use efficiency. 
Reviews of empirical economic. ~alyses of water demand examine estimated price 
. . 
elasticities in relation to variatio·ns in the price structures· and microeconomic choice 
models used (Dalhuisen et al. 2003) and the effects of different policy 
implementations on mar.ket-based industrial demand and residential demand (de 
Gispert 2004). Inman and Jeffrey (2006) and Hurlimann et al. (2009) synthesize the 
social science perspective, focusing on the impact of personal characteristics and 
behavior on the effectiveness of demand-side water management a.nd·conservation 
tools in the developed world. Most recently, Corbella and Pujol (2009) present. a 
broad review of the significant physical and social determinants of domestic water use, 
categorizing recent findings as four majo·r categories ·of drivers of demand: economic, 
demographic, urban design, and climatic. One example of an episteq1ological review 
of water resources and hydrology knowledge is presented by Abbott (1993), who 
argues ~hat water resources knowledge is becoming increasingly hidden and 
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encapsulated in electronic media due to the strengthening dominance of computer 
modeling. 
Published Urban Water Litera~re (1977-2009) 
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Figure 2.1: Yearly count of academic papers published on the topics of urban water demand (n=721) 
and urban water supply (n=l 098), 1977-2009. CoW1t is based on publications from a search of lSI Web 
of Know ledge. 
To the authors' knowledge, no comprehensive, up-to-date review exists that 
traces the epistemological and methodological progression of urban water demand 
modeling and analysis. This paper seeks to fill that gap and represents a unique . 
contribution to the literature, as it utilizes the theoretical" framework of coupled human 
" 
and natural (also known as, social-ecological) systems (Gunderson and Holling 2001; 
Hollh~g_ 2Q01; Turner et al. 2003; Walker et al. 2004; Anderies et al. 2006; Cumming 
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et al. 2006; Gunderson et al. 2006; Liu et al. 2007; Turner et al. 2007; Werner and 
McNamara 2007) to· examine and synthesize the theoretical and technical adv~ces 
that have transpired in urban water demand modeling. 
This review begins by introducing the reader to the theoretical underpinnings 
of coupled human. and natural systems. The following section presents a synthesis of 
the progress in urban water demand knowledge and methodology in terms of five 
themes that are central to coupled human and natural systems theory: 1) interactions 
within and across multiple spatial and temporal ~cales, 2) acknowledgement and 
quantification of uncertainty, 3) identification of thresholds and non-linear system 
responses and the consequences for resilience, 4) increased complexity, due to 
expansion of production and integration of knowledge from multiple disciplines, and 
5) the transition from simple statistical n:todeling to fully-integrated dynamic 
modeling. Finally, the last section concludes the review by highlightipg significant 
areas of theoretical and methodological progress as well as remaining limitations. · 
2. Theoretical Background 
A. Coifpled Human and Natural Systems T~eory 
The ability of humans to manipulate and transform the natural landscape has 
increased in both scope and intensity over the last one-hundred years due to a rapidly 
increasing global population, techno.logical advances in agriculture, industry, and 
resource management, and the world-wide migration of people from rural to urban 
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environments. As a result, what were once primarily local-scale interactions between 
humans and the biophysical environment have been transformed into complex, multi-
scale interactions. In response, researchers have increasingly turned their attention to 
empirical analysis of the outcomes of these interactions and to the .development of a 
theoretical framework and process for understanding complex human and natural 
systems (Gunderson and·Holling 2001; Holling 2001). Empirical research utilizing 
water management case studies to analyze coupled human and ·natural system 
dynamics has experienced an uptick in recent year.s. Examinations of reciprocal 
effects, complex feedback loops between human behavior and ecological response,. 
· and the maintena.J?.Ce and erosion of resilience have been carried out on multiple 
continents focusing on lake ecosystems (Gunderson et al. 2006; Liu et al. 2007; Asah 
2008; Chen et al. 2009), wetlands (Gunderson et al. 2006; Liu et al. 2007), and rivers 
(Langridge et al. 2006; Schluter and Pahl-Wostl2007) .. 
Previously linear, one-way interactions between human and natural systems 
have been ·replaced due to the phenomenon of induced coupling. Induced coupling 
states that short-term, small-scale htiman activities become linked to and "influence 
lol).g-term. large-scale behaviors of natural systems, fundamentally altering the 
dynamics of the whole system by creating new and manipulating already existing 
feedbacks, which result in non-linear system behavior (Magliocca 2008). Simply pt:tt, 
human behavior not only influences; but is also influenced by, the behavior of natural 
systems (Walker et al. 2004; Liu 2007; Magliocca 2.008). S~heffer et al. (2001) note 
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that human societies respond not only to actual changes that occur in the biophysical 
. . 
environment, but also to perceived and anticipated changes, further complicating the 
interactions and feedbacks between _the coupled systems. Ultimately, "the increasing 
strength of these interactions gives rise to the possibility that human agency and 
. landscape processes can no longer meaningfully be treated separately, but rather only 
as an inter-weaved, coupled system" (Werner and McNamara 2007, 394). 
Coupled human and natural systems are constantly changing through co-
evolution and adaptation (Folke et al. 2002) in order to remain resilient to internal and 
external disturbances. Ecological resilience is defined by the magnitude of shock (or. 
amount of disturbance) that the system can absorb while maintaining its current 
. structure and composition, hence not experi~ncing a collapse (Gunderson and Holling 
2001; Folke et al. 2002; Walker et al. 2004; Gunderson et al. 2006; Liu et al. 2007). 
Constant change and variability in a natural resource, such·as water supply, however, 
is not well-suited to large-scale human development. Thus, there is a long record of 
humans attempting to control natural change in aquatic ecosystems (especially riverine 
systems) through rigid management:regimes designed to artificially institute stability. 
However, ~nstead of building resilience, human interventions and management 
regimes that act to stabilize ecosystem processes, either by suppressing natural· 
disturbances or altering slowly-changing ecological variables, may cause the erosion 
of resilience, leading to a higher probability of collapse (Folke et al. 2002; Gunderson 
et al. 2006). This threat of decreased resilience is important because continued 
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production of ecosystem services is compromised by the loss of ecological resilience 
(Gunderson et al. 2006). Adaptability is the term used to describe the capacity of 
human systems to manage resilience (Walker et al. 2004). Therefore, the adaptability 
of natural resource management systems, such as implementing flexible and 
innovative systems and policies that promote resilience and prepare the social-
ecological system to sustain unpredictable shocks, will be crucial for successfully 
managing water resources under ciimate change uncertainty. 
We have identified four themes found in coupled human and natural systems 
theory that are also echoed in the epistemological and methodological advancements 
in the urban water demand literature: 1) scale (Gunderson and Holling 2001; Hollin~ 
2001; ·Anderies et al. 2006; Cash 2006; Cumming 2006; Walker et al. ~006), 2) 
uncertainty (Liu et al. .2007), 3) non-linearity (Gunderson and Holling 2001; Liu et al. 
2007; Werner and McNamara 2007), and 4) complexity (Anderies et al. 2006; Walker 
et al. 2006; Schluter and Pahl-Wostl 2007). Social and ecological phenomena occur 
over a continuous range of levels (Cash.et al. 2006) and are characterized by a 
complex web of interactions that occur within and between spa~ial and temporal 
scales. Scale interactions are so important that the dynamics of a system at a 
particular scale of interest cannot be understood without taking into account the 
dynamics and cross-scale influences of the processes occurring at scales above and 
below (Walker et al. 2006). Mismanage_ment of natural resources can lead to scale 
mismatches, in which the scale of management and the scale of the process being 
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managed do not match (Anderies et al. 2006; Cumming et al. 2006). Ultimately, lack 
of understanding regarding the processes and structures that interact across scales can 
lead to surprising outcomes, non-linear system resp<:>nses, loss of diversity, and 
erosion of resilience (Walker et al. 2006). 
Subtle losses of resilience can result in sudden and surprising changes in 
ecosystems (Liu et al. 2007). In coupled systems, bimodal interactions between social 
·and ecological systems initiate positive and negative feedback loops, which can lead to 
acceleration or deceleration in the rates of change of both human and natural 
components (Liu et aL2007). The introduc~ion of climate change, technological 
advance's, and new government policies can lead to surprises, unintended 
consequences, and increased uncertainty. Non-linear responses are characteristic of 
systems with strong two-way coupling (Werner and McNamara 2007) and are often 
instigated when thresholds, or transition points, between alternate states are surpassed 
in either system (Gunderson and Holling· 2001; Holling 2001). Furthermore, due to 
the phenomenon of nested spatial scales in coupled human and natural systems, local 
processes can have cumulative and synergistic effects that result in rion-:-linear 
responses at higher scales (Liu et al. 2007). Maintenance of diversity builds resilience 
(Schluter and Pahl-Wostl 2007) because it enhances system performance by increasing 
the number of overall functions being performed in the system and provides 
redundancy of. functions within and across scales (Walker et al. 2006). Diversity thus 
increases th~ capacity of the system ~0 withstand disturbance because species and 
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actors with similar functional capabilities are available to quickly fill in for 
components lost during the disturbance. 
B. Urban Water Demand as a Coupled Human and Natural System 
. Urban water demand represents a coupled human and natural system (Figure 
2.2), typified by complex interactions between human agency and landscape processes 
at multiple spatial and temporal scales, with the potential for scale mismatches 
between management and biophysical processes, non-linear system responses, and 
disturbance (Liu et al. 2007; Irwin et al. 2009). In urban landscapes, scale mismatc~es 
can be particularly pronounced because the scales of social organization and 
governance structures responsible for management are not correctly aligned with the 
scales of ecological dyn'amics (Borgstrom et al. 2006). Local-scale processes in both 
human and natural systems are significant drivers of change, contributing to the large-
scale patterns of water demand that occur. The amount of water used at the 
household-scale, for example, is influenced by the norms and values of the individual 
users as well as ownership of water-consuming appliances, ·lawn and garden 
pr~ferences, and investment in conservation. Natur~ processes interact with human 
preferences by controlling ecological demand for wate.r required to maintain 
vegetation health, which is based on local rates of potential evapotranspiration, soils, 
and the type of vegetation present. Larger-scale climate patterns also directly affect . 
· water use, as research has shown that water consumption increases during periods of 
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hot, dry weather and decreases after precipitation events (Adamowski 2008; · 
Prask:ievicz and Chang 2009). Governance structures at multiple scales, from the 
neighborhood to the city to the region, can also influence water consumption 
decisions, though the-direction of change depends on the policy and institutional 
systems (van de Meene and Brown 2009). For example, at the neighborhood-scale, 
the presence of a homeowner association (HOA) has been positively correlated .to an 
increase in wate~ consumption, due to mandatory lawn maintenance policies (Harlan 
\ 
et al. 2009). However, municipal-scale incentives that assist in replacing o~tdated 
appliances and installing low-flow fauc~ts and showerheads and efficient lawn 
irrigation technologies can be successful in reducing residential and business sector 
water consumption (Hilaire et al. 2008). Thus, small shifts in individual household 
behavior can cumulate into large changes, either increases or decreases, in city-scale 
water demand. However, such multi-scale analysis in water consumption using a 
framework of coupled social and ecological systems has not yet been studied. 
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water demand knowledge by shifting the types of questions researchers, policy 
makers, and managers ask. What were once analyses confined to determining large-
scal.e water demand based on limited climate, water price, and household income 
variables, have been transformed into multi-scale analyses accounting· for numerous 
social and natural system variables. Furthermore, new modeling and analysis methods 
have the ability to integrate policy interventions, individual choice~, and climate 
. ' . 
change uncertainty to explore shifts in water demand under multiple alternative 
futures. This section presents a review of the developments in urban water demand 
methodology over a 30-year perioq (1980-2009) towards enhancing knowledge and 
understanding of the coupled human arid natural system in five central areas: 1) scale, 
2) uncertainty, 3) non-linearity, 4) complexity, and 5) dynamic modeling. I do not 
intend this review .to be a synthesis of the determinants of urban water demand as such 
a review has already been comprehensively prepared by Corbella and Pujol (2009). 
A. Scale 
Understanding the spatial and temporal patterns of water usage concerns 
·planners, scientists, and politicians due to natural variability of water supply and the 
complex.interplay of social and ecological dynamics in the urban environment (Lee 
and Wentz 2008). In the 1980s, the primary focus of academic research on urban 
water demand was the development and utiliz~tion of statistical m~thods, principally 
22 
multiple regression and time series analysis (Maidment and Parzen 1984).to improve 
the precision of daily (Maidment et al. 1985; Maidment ~d Miaou 1986) and monthly 
(Agathe and Billings 1980; Maidment and Parzen 1984; Al-Qunaibet and Johnston 
1985; Maidment et al. 1985; Miaou 19_90) demand forecasts. The main motive of such 
studies is to produce an accurate amount of wat~r from the supply infrastructure .each 
day to meet the city's needs. These early statistical analyses were fundamentally. 
aspatial because the data obtained for analysis was either city-scale production data 
(the amount of water pro_duced to meet all municipal needs) (Maidment and Parzen 
1984; Maidment et al. 1985; Al-Qunaibet and Johnston 1985; Maidment and.Miaou 
1986) or household-level data lacking spatial coordinates (Agthe and Billings 1980). 
Household-level data allowed for increased understanding of how household 
characteristics, such as income and water price, influence overall water consumption, 
given that the data are randomly selected across the study area. However, such an 
approach fails to account for the influence of neighborhood characteristics and spatial 
autocorrel~tion on water consumption. The use of aggregate city-scale data in 
statistical models inherently assumes a lack of a variation in spatial patterns and 
processes, such as clusterit?-g or dispersion of high water users at the neigtlborhood or 
census block scale. In recent years, these variations have been recognized as 
important determinants of future water consumption (Wentz and Gober 2007; ~hang 
et ·al. 201 0), especially re~ated to efforts focused <;>n con~ciously utilizing urban· , 
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planning as a method for reducing water demand, coined "design-oriented approaches 
. to water conservation" by Shandas and Parandvash (20 1 0). 
i. Temporal Scale 
Although lacking spatial information, large-scafe water production data can be 
obtained at fine temporal scales, often at the daily scale. When subjected to time series 
analysis methods this data reveals sigruficant temporal trends in water consumption 
that correlates with weather and climate. Early research achieved significant gains in 
determining the relationship among climatic factors, including temperature, 
prec.ipitation, evapotranspiration, and seasonality, and urban water demand .. Agthe 
and Billings ( 1990) designed a dynamic mUltiple regression model that is capable of 
explicitly accounting for the strong influence of past water use on current water use, 
by including a time-lagged value of the dependent variable, monthly ·w.ater 
consumption, as an independent variable. Maidment'and Parze11: (19.84) recognized 
that the variation in water use over time results from responses to socio-economic and 
. climatic factors at multiple time~scales and introduce a time-series cascade model that 
specifically targets these processes. Furthermore, while long-term changes in 
population and income affect water demand slowly over a period of years, climatic 
· factors produce a seasonal influence on demand, and rainfall and stochastic events 
·(such as a heat wave) produce immediate fluctuations in demand (Maidment et al. 
. . 
1985; Miaou 1990; Zhou et al. 2000). 
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Urban water consumption is especially sensitive to seasonal time scales, 
demonstrating peak demand during periods of hot, dry weather due to incre_ases in 
external water application for irrigation of lawn and gardens and replacing water los~ 
to evaporation in pools and other water features. Seasonal peak water demand is party 
physical and partly psychological (Zhou et al. 2000), as human behavior responds to 
both actual and perceived changes in the environment, such as determining how much 
water vegetation needs to survive a dry spell. One simple methodology that has been 
used extensively at_1d explicitly accounts for sinusoidal seasonal variability of water 
demand is separating water use into two components: 1) weather-inse~sitive, non-
seasonal base (winter) use and 2) weather-sensitive, seasonal (summer) use (Maidment 
et al. 1985; Maidment apd Miaou 1986; Miauo 1990; Rufenacht and Guibentif 1997; 
Syme et al. 2004; Gutzler and Nims 2005; Gato et al. 2007; Praskievicz and Chang 
2009; House-Peters et al. 201 0; Polebitski and Palmer 201 0; Wong et al. 201 0). A 
more sophisticated method, develqped by Zhou et al. (2000), recognizes that seasonal 
· V8:fiations in water consumption are not completely the result of sinusoidal patterns of 
air temperatur~ and evaporation, which produce smooth in_creases and decreases in 
consumption over a year and can be mo~eled relatively e~sily using a Fourier series. 
Seasonal variation is also dependent. on more stochastic ev~nts, such as bursts of 
precipitation, which garner quick behavioral responses, such as immediate reduction 
in consumption. Thus, additional components must be included in comprehensive 
models, including the number of days since the last precipitation event (Antecedent 
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Precipitation Inde~) and an autoregressive function to account for the short-term 
memory of the system, because water use is dependent on its own past values (Agthe 
and Billings 1980; .Zhou et al. 2000). Praskievicz and Chang (2009) offer a different 
methodology for modeli;ng temporal autocorrelation in seasonal water consumption, 
·utilizing an autoregressive integrated moving average (ARIMA) model, which 
includes water use during the previous time period as an independent variable. In 
addition to modeling base and seasonal water demand, Wong et al. (20 1 0) address 
calendrical use, which accounts for· the effect of the day-of-the-week, pre-, during-, 
and post-holiday effects, and persistence (the dependence of water use on its own 
values) in the temporal data seri~s. 
ii. Spatial Scale 
Increasing understanding of the complexity of coupled human and natural 
systems has led to· the realization that urban water demand analyses must utilize 
spatially explicit methodologies to develop knowledge about the interactions of social 
and ecological variables within and between multiple spatial scales. Furthermore, 
these methodologies must be able to model the influence of significant variables ~t 
multiple resolutions to determine th~ scales at which certain processes are most 
influential ~d the effect of these processes on the patterns of demand that emerge at 
larger-scales. Geographic information systems (GIS) and spatial quantitative analysis 
techniques have become increasingly important and pervasive components of water 
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demand analysis (Guhathakurta and Go~er 2007;· Wentz and Gober 2007; Balling et 
· aL, 2008; Lee and Wentz 2008; Franczyk and Chang 200.9; Praskievicz and Chang 
· 2009; House-Peters et al. 2010; Lee et al. 2010; Polebitski and Palmer 2010; Shandas 
and Parandvash 2010; Chang et al. 2010). Reliability and availability of spatial data 
has been steadily increasing. Water providers across the United States have increased 
public access to water consumpu'on data containing spatial information, such as 
household address or census block II), and the accuracy of satellite-image 
classification in urban areas has improved due to the proliferation of high-resolution 
aerial and satellite imagery. GIS databases, capable of storing andjoining.myriad 
types of qualitative and quantitative .data based on spatial location, have facilitated the 
ability of researchers and mana~ers to compile rich datasets at fine spatial scales 
making possible visualization and quantification of water use patterns across 
geographi~ areas (Lee and Wentz 2008). 
A recent shift in urban water. demand analysis away from dominance of 
aggregate scale forecasting and econometric research towards an emphasis on 
exploring patterns of water demand at multiple geographic scales is concomitant with 
a noticeable shift in the variables of interest to researchers. To understand how local-
scale human and natural processes interact to influence water demand, variables 
·beyond water price, household income, and city-scale climate factors must be 
examined. Investigations of local-scale e~ological processes such as the influence of 
the presence of a garden and household-level vegetation composition on external 
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water use have utilized computer simulation modeling (McPherson 1990), installation 
of met~rs on a ~ample of household irrigation systems (Sovocool ef al. 2006), land-
cover classification to determine irrigated area (Wentz and Gober 2007), and resident 
!surveys (Syme et al. 2004; Zhang and Brown 2005). Questions regarding the role of 
urban design and the effect of property characteristics on water consumption have 
become increasingly popular as city _planners and policy makers attempt to integrate 
land and water planning to accommodate future population growth while halting urban 
sprawl and reducing per capita water demand. Fox et al. (2009) develop a 
methodology for statistically forecasting the amount of water demand that a new 
residential development would require based on three property characteristics: num~er 
of bedrooms, architectural type (i.e. detached or semi-detached), and presence of a 
garden. Altern.ately, Shandas and Parandvash (2010) utilize ordinary least squares 
multiple regression models to determine the influence of urban zoning (ie. single 
family residential or commercial), total building area, and the density .of single family 
residential developments on water consumption during the period (1999-2005). The· 
authors use the results to suggest recommendations regarding the possible role of land-
use planning regulations (zoning and density) as a tool for reducing water 
consumption. 
Intra-urban analyses of water consumption at the census block group scale 
(Chang ~tal. 2010; House-Peters et al. 2010) and at the census tract scale 
(Guhathakurta and Gober 2007; Wentz and Gober 2007; Balling et al. 2008; Lee and 
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Wentz 2008; Lee et al. 201 0) utilize spatial statistics to elucidate spatial patterns of 
clustering and dispersion of high and low water users across a municipal area. 
Identification of neighborhoods that exhibit more or less sensitivity to variations in 
climate than average (Guhathakurta and Gober 2007; Balling et al. 2008; House-Peters 
. . 
et al. 201 0) represents an important step t~wards pinpointing combinations of so~ial 
and ecological variables that either lead to increased resilience or vulnerability in the . 
context of future climate uncertainties. Simply, spatial autocorrelation refers to 
whether adjacent regions exhibit similar or dissimilar patterns. Statistical methods, 
such as spatial regression and geographically weighted regression (GWR), which 
account for spatial autocorrelation, tend to be an impr<;>vement over ordi~ary least 
squares (OLS) methods in complex environments where spatial dependence between 
variables is common (Wentz ~d Gober 2007; Chang et al. 2010). In many cities the 
urban heat island (UHI) phenomenon compounds summertime heat, creating variable 
temperatures across the u~ban area based on local-scale land cover characteristics, 
such as the fraction land cover of water, trees, grass, impervious surfaces, and 
buildings (Guhathakurta and Gober 2007; H~ and Sailor 2009; Gober et al. 201 0). 
Guhathakurta and Gober (2007) include the spatially variable pattern of heating 
produced by the UHI in thei~'analysis ofr~sidential water demand in 287 census tracts 
throughout Phoenix, Arizona. The authors found that an increase in daily low 
temperature by one degree Fahrenheit results in a monthly increase of 290 gallons of 
water use per household. One challenge .of using high resolution spatial data is that 
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the water service provider area is not necessanly the same as the administrative 
boundary (ie., census block group ot cen~us tract). Often ~ifferent water providers 
collect water consumption data at different temporal frequencies, which results in 
~certainty for cross-comparison over different geographical areas. 
A significant future research direction is the development of methods that are 
able to fully integrate analysis of both spatial and temporal data. Traditional statistical 
methods are designed to either examine time-series data or spatially explicit data, but 
~e not suitable to model .both types of data. To fully understand patterns and 
processes of urban water demand, it is necessary that demographic, climatic, and 
physical processes variables can be modeled for spatially-explicit aerial units ·over 
multiple time periods. Rey and Janikas (20 1 0) developed the Space-time analysis of 
regional' systems (STARS) statistical package to overcome the limitation of traditional 
methods in order to integrate temporal and spatial data to examine regional income 
dynamics. STARS is an open-source software that supports dynamic spatial_ data 
analysis, which incorporates time into the exploratory analysis of space-t~me data and 
enables visualization and exploration of patterns ~ough time. 
B. Uncertainty 
Uncertainty is inherent in analyses of water- demand due to the spatial and 
temporal distribution of measured data that contains random fluctuations based on 
variability across space and time. Vis:ualizing and quantifying spatial and temporal 
I . 
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variability is one goal of water dem~d analysis because once this variation is 
recognized, investigation of the drivers behit_td the varied responses to stresses through 
space and time· can begin. Like most water resource data, water demand data 
represent a significant.source'ofuncertainty associated with scale mismatch (Bloschl 
and Sivapalan 1995). Data availability across a study area may be limited by legal 
constraints or non-public status. No industry standard exists across water management 
departments regarding the spatial and temporal scales to which water consumption 
data are aggregated before becoming available for research. Thus, comparisons of 
water consumption between geographical areas (ex. neighboring cities) are limited by 
data aggregated at conflicting spatial scales (census block vs. census tract vs. county), 
or temporal scales (monthly vs .. quarterly) (Clarke· et al. 1997; Lee and Wentz 2008). . 
Furthermore, the spatial and temporal scale of water use data may not match the scale 
o~ explanatory data, such as census estimates l:illd property tax lot data. T<>, overcome 
these challenges, resea,rchers commonly rely on the. methods of interpolation, 
estimating values for locations within the study area which do not have recorded 
values, and extrapolation, extending the spatial area of temporal sequence beyond the 
scope of the observed data, which build additional uncertainty into space-time al).alysis 
(Lee et al. 201 0). Clarke et al. ( 1997) present microsimulation as one method to 
disaggregate larger-scale water consumption data to effectively estimate micro-level 
data using chain conditional probabilities, which allow for the incorporation of a wide 
range of avajlable known data to reconstruct detailed micro-level populations. A more 
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recent method developed to improve data extrapolation for water demand research is 
. . . 
I . 
the space-time extrapolation technique. Lee et al. (201 0) derive statistical moments 
from the relationship between their dependent variable (water usage) and their 
independent variable (population density) in the present and apply the statistical 
moments to projections of the independent variable to generate soft data of future 
water use. 
Modem wafer management to~ls for coping with uncertainty developed in line 
with the principle of stationarity, which assumes that the envelope of variability in . 
natural systems is unchanging and can be estimated from the historical record (Milly 
:et al. 2008; Gober e~ al. 2010). For example, climate variables, such as precipitation, 
exhibit uncertainty.due to stochastic events, such as floods or droughts, and the multi-
year cycling of the Pacific Decadal Oscillation. (PDO) and El Niiio Southern 
Oscillation (ENSO) that affect the tiining and quantity of seasonal precipitation_. 
. 
Examined over a sufficiently long historical period, these uncertainti~s can be 
quantified with frequencies and probabilities of occurrence, which water managers 
integrate into their supply and demand calculations in. order-to hedge the risk of 
experiencing this type of natural variability each year (Lowrey et al. 2009). 
Climate change projections, however, do not fit within the historical envelope 
of variability and are filled with deep uncertainties (Gober et al. 201 0), regarding the 
magnitude, timing, and even the direction of the changes that will be experienced 
(Frederick 1997). Thus, researchers and decision-makers are challenged to develop 
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methodologies to recognize, isolate, examine, and ultimately quantify sources arid 
magnitudes of uncertainty in water .demand analyses. The fiefds of study of climate 
change science, remote sensing and land use change sciel)ce, and hydrology have been 
leaders in developing and utilizing methodologies to assess uncert.ainty and 
incorporate it into modeling predictions (Beven 2009). Bayesian methods of 
determining levels of uncertainty are used extensively in remote sensing for 
quantifying the amount of uncertainty associated with the land cover class assigned to 
each pixel of an image. The geostatistical metho~olo.gy of Bayesian Maximum 
Entropy (BME) has recently been used to successfully assimilate data uncert~inty into 
the process of visualizing water consumption data through the mapping of 
extrapolated soft data (Lee and Wentz 2008). Importantly, geostatistical methods can 
cope with non-stationarity properties inherent i.n environmental data while accounting 
for spatial autocorrelation (Lee et al. 201 0).. An increasingly popular method of 
analyzing future uncertainty is to con~uct a sensitivity analysis, based on multiple 
scenarios designed according to possible variations and constraints that could be 
placed on key variables, such as an increase or decreas~ in industrial growth, and to 
then compare the modeled scenario results to the original base case results (Wei et al. 
2010). 
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C. Non-linearity 
A fundamental property of coupled human and natural systems is the existence 
of thresholds, or tipping points, which repr~sent transitions betwee.n alternate system 
states or regimes, which once crossed, can initiate system coll~ps~ (Gunderson and 
Holling 2001; Holling 2001; Liu et al. 2007). Induced coupling, due to fast, short-
teim responses by human systems to slow, long-term processes in natural systems 
(Magliocca :2008), and complex multi-scale interactions between.social·and ecological 
·' 
systems ~e~mlt in nonlinear responses when syst~ms are exposed to stress, such as 
drought or population growth. Twenty years ago, in response to a literature dominated 
by linear .modeling of water demand, Miaou (1990, 169) posed the following two 
questions, "Is it a good assumption that monthly water use is affected by temperature 
and rainfall 'linearly,' as the linear regression model assumes? Are the climatic effects 
adequately accounted for in the traditional linear monthly demand models?" In the 
following two decades, several methods. to identify thresholds and to explicitly model 
non-linearity have emerged in the water demand literature (Maidment and Miaou 
1986; Martinez-Espifieira 20Q2; Gat9 et al. 2007; Chang et al. 2010; Polebitski and 
Palmer 201 0; Zhou et al. 2000), yet explicit acknowledgement of nonlinear water use 
behavior in methodologies analyzing water demand remains limited (Ghiassi et al. 
2008; Ghiassi and Nangoy 2009). 
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Water demand exhibits sensitivity to both human and natural system stresses, . 
reacting with a non-linear response once a tipping point value in an independent 
' . 
variable is met. To model the effect of climate thresholds on wat~r use behavior, . 
Miaou (1990) devised two functions, H't(T m) and Gy(Rm), where H't(T m) represents 
effective·heating based on a threshold temperature and (}y(Rm) represents effective 
rainfall based on a threshold level of precipitation. ~iecewise linear regression models 
are designed to treat structural or temporal·regime shift in a regression model (Chen 
and Chen 2009). They create discrete linear segments connected at the empirically or 
theoretically derived threshold, which is represented by the point of change, and can 
model the changes in slope. that occur once a threshold is passed. Piecewise linear 
regression models have been used to analyze the effect of temporal variables such as 
crossing temperature thresholds (Maidment and Miaou 1986). and spatial variables 
such as urban building density, building size, and household income thresholds 
(Chang et al. 201 0). Gato et al. (2007) empirically identify temperature and rainfall 
thresholds for an urban area in Victoria, Australia.· The authors fit polynomial 
functions of daily maximum temperature and daily rainfall against the reciprocal of 
the corresponding daily water use and then use the derivative of the function to solve 
for the threshold when the derivative is equal to zero. In terms of social system 
variables, Polebitski and Palmer (2010) modeled the non-linear rel~tionship betwe~n 
affluence, defined as income and property lot value, and seasonal peaking, defined as 
the ratio of seasonal water use to base use, in Washington state, USA and concluded 
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that a certain ~eshold of affluence exists above which water consumption increases 
at a significantly higher rate during the summer season. 
Artificial neural networks (ANNs) have proven useful for 11?-odeling complex 
nonlinear functions associated with ~ater demand (Adya and Collopy 1998; 
Adamowski 2008; Ghiassi et al. 2008; Firat et al. 2009). ANNs are statistical models 
built through an iterative training process _that accumulates knowledge at each model 
layer until a model is created that accurately captures the behavior of the process being 
modeled and can be used to forecast_ future values (Ghiassi and Nangoy 2009). ANNs 
have been offered as effective alternatives to traditional linear modeling approaches, 
due to its ability to explicitly analyze nonlinear time series events. One ANN, the 
dynamic architecture for artificial neural networks (DAN2), models nonlinear~ty 
· through a transfer function of a weighted and nonnalize9, sum of the input variables 
(Ghiassi and Nangoy 2009). DAN2 performance was compared to ARIMA for 
. . . 
modeling future water demand at t:nultiple temporal scales, 2-year future demand, 2-
week future demand, and 48-hour future demand, and was found to perform 
. . 
significantly better than the ARlMA method (Ghiassi and Nangoy 2009). A 
significant limitation to ANNs is the lack of explanatory power of the results, which 
makes this methodology unsuitable for use in many management and planning 
contexts (Galan et al. 2009). 
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D. Complexity 
l 
Coupled human and natural systems are by nature highly complex. During the 
last three decades, scientists have increasingly relied on interdisciplin~, mixed-
methods research and expansions in data sources, variable types, and methodological 
approaches to more comprehensively examine the complex patterns, processes, and 
structures t~at determine urban water consumption. What was once a research field 
dominated by economists, civil engine.ers, water managers, and statisticians is now a 
diverse field en1:ploying geographers, natural scientists, sociologists, urban planners,. 
and policy analysts. The integration of multiple disciplines within water resources 
research teams has affected the types of research questions being aske4 and the 
methods of producing and disseminating knowledge. 
Early methodologi.es for analyzing urban water demand utilized relatively 
simple econometric time series models based on linear multivariate regression that 
required a limited number of datasets and could be performed ~ith. modest computing 
power. These early methodSl were focused narrowly on increasing the accuracy of 
forecasting methods in order to optimize water supply infrastructure and reduce the 
cost and risk borne by water suppliers. As discussed in section A, these analyses were 
aspatial, ignoring variations in water consumption across the geographic focus area, . 
due to the lack of available software to process and store large amounts of spatial 
information for effective analysis. Today, the robustness of mathematical analyses is 
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augmented by fine-scale land use and land cover data, These spatially-explicit data 
include measures ofirri.gated veg~tation and greenness (Guhathakurta and Gober 
2007; Wentz and Gober 2007), and social~science data focused on obtaining data to 
measure human agency, household decision-making, and water use attitudes, norms 
and behaviors through surveying methods (Syme et al. 20Q4; Miller and Buys 2008; 
Randolph and Troy 2008; Harlan et al. 2009), which can be linked to household scale 
· water consumption data with GIS. Increased data richness has led to significant 
progress ·in identifying and quantifying relationships among numerous social, climate 
and water consumption variables, but it has also led to the development of 
increasingly complex methodologies. Although these new models have the capability 
to significantly improve our understanding of complex systems by integrating natural 
and social system variables ~d modeling non-linear processes~ there is a tradeoff 
between the parsimony of traditional methodologies and the data-hungiy, 
computationally-intensive methods currently ~eing developed. 
The availability of both long-term temporal data and fine spatial data allow for 
a mix of time-series analyses and spatially explicit point analyses to be carried out. 
The data that can be utilized in time-series analyses of demand is limited because 
explanatory variables must have sufficiently long records to be utilized as independent 
. . 
variables for developing forecasting models: The advent of geo-coding, which allows 
for water consumption data, survey data, and property data to be linked to specific 
addresses and later aggregated and visualized at multiple spatial scales, made possible 
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a new generation of water demand apalysis, focused on elucidating patterns across 
. . . 
space rather than patterns across time. Analysis of water demand across a city, or a 
number of cities, at one point in time does not require explanatory variables to have 
long temporal records as long the variables have ·spatial information. Thus, the types 
of variables recently included in spatial analyses of water consumption are far more 
. . 
diverse than those found in time-series analyses {Table 2.1 ). Nonetheless, integrating 
diverse socioeconomic and ecological variables in a single conventional model 
remains difficult (Galan et al. 2009)~ 
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Table 2.1 Common variables found primarily in temporal or spatial water demand analyses 
Explanatory Variable Examples from the Literature 
Temporal Analysis 
Temperature Maidment and Parzen 1984; AI-Qunaibet and Johnston 1985; 
Maidmef!t et al:1985; Miaou 1990; Zhou et al. 20~0; Gutzler 
and Nims 2005; BaHing and Gober 2007 
Precipitation Maidment and Parzen 1984; Maidment et al. 1985; Miaou 1990; 
Zhou et al. 2000; Gutzler ~d Nims 2005; Balling and Gober 
2007 
Wind speed Al:-Qunaibet and Johnston 1985; Ruth et al. 2007; Praskievicz 
and Chang 2009 , 
Evapotranspiration Agthe and Billings 1980; Maidment and Parzen 1984; Zhou et 
al. 2000 
Water price Agthe and Billings 1980; Al~Qunaibet and Johnston 1985 
Population growth Morehouse et al. 2002, Ruth et al. 2007 
Income Agthe and Bi1lings 1980; Al-Qtinaibet and Johnston 1985 
Spatial Analysis 
Age Kenney et al. 2008; Schleich and Hillenbrand 2009 
Family·size Domene and Sauri 2006; Wentz and Gobyr 2007; Schleich and 
Hillenbrand 2009; Hous~-Peters et al. 2010 
Education House-Peters et al. 2010; Shandas and Parandva8h 2010 
Percent Hispanic Balling et al. 2008 
House square footage Tinker et al. 2005; Domene and Saurf, 2006; Wentz and Gober 
2007; Balling et al. 2008; Harlan et al. 2009; Chang et al. 20 I 0 
Number of bedrooms Fox et al. 2005; Kenney et al. 2008 
Size of outdoor space Tinker et al. 2005;·Harlan et al. 2009; House-Peters et al. 2010 
Pool Tinker et al. 2005; Domene an9 Saurf 2006; Wentz and Gober 
2007; Balling et al. 2008 
Garden Fox et al. 2005; Domene and Saurf 2006 
Proportion of single family Schleich and Hillenbrand 2009; Shandas and Parandvash 2010 
households 
Housing typology Zhang and Brown 2005; Domene and Sauri 2006; Fox et al. 
2009 
Normalized Difference of Guhathakurta and Gober 2007; Wentz and Gober 2007; Balling 
Vegetation Index (NDVI) et al. 2008 
Urban Heat Island (UHI) Guhathakurta and Gober 2007 
Conservation policy Campbell et al. 2004; Kenney et al. 2008 
implementation . 
40 
E. Dynamic modeling approaches 
Recognition that water demand is generated through dynamic and continually 
evolving processes based on multi-scale interactions between human agents and the 
natural world has led to a recent increase in the development and implementation of 
dynamic models. In contrast to convention~ static times-series and ecoriom~tric 
models, dynamic models are developed with the intent to capture how influential 
socioeconomic· and eco.logical aspects of water demand, such as urban form and 
housing typology (Galan et al. 2009), changes in price (Athanasiadis et al. 2005; Chu 
et al. 2009), conservation policies (Chu et al. 2009), and climate change (Downing et 
al. 2003), affect water consumption decisions and behaviors., under plausible future 
scenarios. The growing trend toward dynamic models represents a shift away from 
. . 
deterministic modeling approaches intended to deliver sharp predictions, such as 
forecasting. Instead, the rtew focus is on rigorous scenario analysis and improving the 
explanatory abilities of methodologies to progress understanding of the highly 
adaptive components that compose coupled human and natural systems (Galan et al. 
2009). Two dynamic modeling methods bei?-g used ~o examine urban water demand 
.are agent-based models (ABMs) and system dynamics models (SDMs). · 
ABMs have been used widely in land-change scit{nce (Parker et al. 2003; 
Janssen and Ostrom 2006; Manson and Evans 2007; Parker et al. 2008) to examine the · 
drivers and impacts of land use change on sustainability in coupled human and natural 
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systems. ABMs have r~pidly gained popularity in complex system analysis due to 
their ability to: 1) incorporate both spatially- and temporally-explicit data, 2) model 
bidirectional relations between individual human agents and the macro-behavior of the 
social or environmental system being mo~el~d, 3) capture emerging patterns at higher 
scales of the system that result from interactions at lower levels; and 4) blend 
. . 
qualitative and quantitative approaches (Janssen and Ostrom 2006; Manson and Evans 
2007; Galan et al. 2009). Human action is the primary focus of ABMs (Parker et al. 
2003). In water demand models, water consumers are represented as autonomous 
agents who make decisions based on set model parameters, for example; societal 
attitudes toward water cons~rvation and the avail~bility of information re~arding water 
scarcity (Chu et al. 2009; Galan et al. 2009) or social networks and the·speed of 
diffusion of information about new technology and conservation methods 
(Athanasiadis et al. 2005). ABMs allow for positive reinforcement and feedbacks to 
. . 
be integrated into the system, because changes in agent (water user) behavior happens 
over a period of time as agents are influenced by the behaviors of their neighbors and 
·social groups as well as by emerging large-scale patterns that result from the changes 
in water consumption made by the agents who are initially most receptive to the 
scenario signals and thus ~e the first to change their behaviqrs. · 
SPMs are an alternat~ve method that can be. used to address dynamically 
complex problems in water resource' management. Dynamic models allow for the 
examination of how the behavior of a modeled system and its response to 
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inte~entions changes over time (Ford 1999). The foundation of system dynamics is 
that the behavior exhibited by a system is based on the system structur~ and the 
relationships, interactions, and feedbacks among key variables within the system. 
SDMs also have the ability to link external systems, such as climate change, to 
examine the impact on water demand over long periods of time. SDMs improve on 
traditional statistical models because there is a deeper understanding of the system 
structure and the relationships and interactions among the variables. However, urtlike 
ABMs, the behavior of neighbors arid the influenc~ of this behavior on system· 
components over time cannot be simulated. SDMs are often conceptualized using 
stock-and-flow models, which allow for visualization of the effects of different 
intervention strategies over time. Importantly, in both SDMs and ABMs, modeling 
and simulation are aimed at providing valuable insights into. the behavior of the system 
over time; not point prediction. Advantages of the SDM methodology are its ability 
to: 1) use qualitative and quantitative variables, 2) develop nested models to address a 
problem at multiple scales, and 3) continuously test assumptions and system 
... 
sensitivity under multiple alternative futures (Winz et al. 2009). 
4. Conclusions 
Urban water demand represents a complex system, dependent on patterns and 
processes that emerge through multi··scale and cross-scale human-environment 
interactions. Humans hold a unique role because oiu' distinctive characteristics of 
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foresight and intentionality provide us th~ ability to build or erode resilience in 
c~upled systems through the management strategies that we choose to implement 
(Holling et al. 2001 ). This paper reviews the progress that has been made over the last 
thirty years to im~rove understanding of urban water demand through ~eoretical and 
empirical advancements in representing, n:odeling, and simulating complex system 
behavior. The multiple threats of anthropogenic climate change, rapid urbanization, 
and increasing water scarcity have fueled a steady increase in interest in water demand 
analysis (Figure 2.1) from an increasingly wide range of disciplines. Increased data 
availability and advances in technology and computing power have allowed for the 
development of soph~sticated models able to incorporate spatially-explicit data and 
simulate human agency through complex decision-making and social diffusion 
submodels. Although, t~ngible progress has· been made in improving the capabilities 
of water demand· modeling in. the five themes investigated in this review, significant 
limitations remain. Orj.ginally, methodologies were constrained by data lacking 
sufficient temporal or spatial information. Today, data characterized by both long 
temporal s~ales and spatially explicit information are available, but methodologies that 
are able to incorporate this type of data and take advantage of its rich information to 
elucidate· relationships at multiple scales ~till need to be developed. ABMs.are one 
methodology leading the way in this arena, but there is room for improving the 
transparency of the internal system structure and the variable interactions. 
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Furthermore, a common criticism of both ABMs and SDMs is the trade-off that has 
occurred between parsimony and highJy-parameterized, ·data-hungry models. 
' . . ., 
The main findings of this review are: 1) space becomes increasingly more 
important, as spatial analysis of patterns arid processes is made possible by increases 
in the availability of spatially-explicit data and advancements in GIS and spatial 
quantitative analysis; 2) research examining system complexity is improved as the 
disciplines contributing theory and methods increase; 3) ability to isolate, quantify and 
examine sources and magnitudes of uncertainty has improved; and 4) capability <?f 
dynamic models to simulate water demand under alternative future scenarios has 
affected a recent shift away from deterministic modeling approaches. 
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III. Modeling the Impact of Land Use and· Climate Change on Neighborhood-· 
Scale Evaporation and Nighttime Cooling: A Surface Energy Balance Approach 
1.· Introducti.on 
that is healthy and comfortabie and protects natural resource provisions, such as water 
supply and air quality. Cities experiencing population growth have a choice to either 
increase density in their core through infill and vertical development or to incorporate 
rural and less developed land along the peri-urban fringe, a process known as sprawl. 
Two priorities in sustainable ur~an gr~wth are mitigating the urban heat island (UHI) 
and reducing per capita water consumption. The process of urbanization produ<?es 
radical chat;1ges in the physical and chemical characteristics of the surface and 
atmospheric properties of an area. Urban landscapes are characterized by complex 
mixtures of land use and land cover types, which affect the.surface energy balance (Q* 
+ Qp = QH :+ QE + ~Qs (W m-2); as presented in Oke 1987). The urban climate is an 
aggregation of micro-climates, each of which is dominated by the characteristics of its 
immediate surroundings (Oke, 1987). Local-scale land use and land cover 
characteristics, such as city centers, parks, and residential areas, produce ·distinct 
alterations in net radiation (Q*), anthropogenic heating (Qp), heat storage (~Qs), and 
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sensible (QH}and latent heating (Qa), producing significantly different climates than 
surrounding rural areas. Causes of the UHI phenomenon have been well documented 
(see (Souch and Grimmond 2006} for a review) and include: reduced evaporation from 
vegetation removal; reduced longwave energy loss due to limited sky-view factor; 
anthropogenic heati:J;1g; increased heat storage and decreased reflectivity ~ue to the · 
type <?f building materials used; and altered patterns of local airflows due to building 
geometry and urban canyons (Piringer et al. 2007). 
In urban settings, complex interactions between the human modified landscape 
and the surface energy balance occur at rri:ultiple spatial and temporal scales, resulting 
in variable local clh:nates, such that urban dwellers experience a range of climat~s 
across different parts of the city at different times of the day (Coutts et al. 2007; Xu et 
al. 2008; Hart and Sailor 2009). Water· availability plays a significant role in 
modulating the microclimate through the size and variability of urban evaporation. In 
the surface energy balance, water app.ears as the latent heat flux (QE), which is the 
energy required for the state change from liquid water to water vapor (evaporation) to 
. . . 
occur. In urban residential areas, water availability depends not only on the natural 
precipitation regime but also on human external water use, primarily lawn and garden 
irrigation and the presence of pools. In the context of the UHI, evaporation is 
especially important because it acts as a natural cooling mechanism. Energy that is 
consumed in the process of evaporating water is no longer available to be partitioned 
to the sensi~le heat flux (QH), which effectively limits the amOUJ?.t of energy available 
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to· heat the surrounding air. Vegetation is a major so:urce of water vapor in urban 
areas. Summertime irrigation has been found to increase latent heat flux threefold as 
compared to non-irrigated areas (Arnfield 2003). 
In climates that receive limited summer season precipit~tion, humans replace 
the quantity of water evaporated with external water consumption to maintain · 
residential vegetation and to keep pools and water features filled. In Phoenix, Arizona: 
an analysis of the effect of the UHI on water consumption concluded that f~r every 1 
op increase in the average June low temperature, households consumed an average of 
290 more gallons of water over the course of the ~onth (Guhathakurta and Gober 
2007). The type of vegetation present is also an important determinant of the urban 
therrilal environm~.nt. In Portland, ~regon, canopy cover was the primary factor 
. separating warmer regions from cooler regions (Hart and Sailor 2009). Thus, the 
urban microclimate both influences and is influenced by human behavior and 
decision-making, due to the complex interactions among land cover and land use 
characteristics and water availability that produce the variable patterns of daytime 
heating and nighttime cooling that are experienced thr~ughout an urban area. 
Although the primary causes of the UHI are well understood, the exact nature 
of the relationship among land use and land cover characteristics, climate, and the 
. 
amount of energy partitioned into sensible, latent, and storage heat fluxes remains 
unknown (H~ and Sailor 2009; Gober et al. 201 0). Anthropogenic climate change 
and land dev~lopment, which determines urban land cover and irrigation decisions, 
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introduce additional complexity and uncertainty. The purpose of this research is to 
quantify the effect of combined land cover change and climate change on summer 
' . 
season external water consumption and nighttime cooling in nine residential 
neighborhoods with distinct socioeconomic and land use characteristics. The nine 
neighborhoods are located in Hillsboro, a suburban city on the western edge of the 
Portland metropolitan area (Figure 3.1 ). 
This research employs a surface energy balance mQdel, ~e LocaiMScale Urban 
Meteorological Parameterization Scheme (LUMPS) version 5 (Grimmond and Oke 
2002; Lori dian et al. 201 0), to calculate hourly scale-sensible, latent, and storage 
fluxes during the month of August under multiple plausible future scenarios of urban 
development and climate change. Surface energy balance models have been used in 
numerous locations worldwide (Figure 3 .2), but most previous research projects have 
focused primarily on urban·rural comparisons (Cleugh and Oke 1986; Christen and 
Vogt 2004; Xu et al: 2008), comparisons across cities (Grimmond and Oke 2002), or 
. changes in one location under multiple scenarios (Mitchell et al. 2007). Using surface 
energy models to evaluate alternative future land developments is a relatively new 
feature ofUHI research (Mitchell et al. 2008;.Gober et al. 2010) and to the author's 
knowledge, clim~te change scenarios have not been used as model input in previous 
studies. This paper represents a significant contribution to the literature because 1) it 
is an intra-urban analysis of changes in nine small-scale neighborhoods With varying 
land cover characteristics, 2) it employs fine-seal~ water consumption data geo-coded 
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to each household, 3) it examines an area of the Portland region that is expecting 
intense future urban development and population growth, and 4) it integrates 
temperature data from locally down-scaled Global Climate Models (GCM). 
Figure 3.1: Map ofthe Portland metropolitan area, shows the unique urban growth boundary (UGB) and 
highlights the study area, City of Hillsboro, located on the western edge ofthe metropolitan area. 
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Figure 3.2: Map of previous empirical research ofthe surface energy balance and urban heat island in 
cities throughout the world 
2. Background 
The literature describing the impacts of urbanization on the local surface 
energy budget is generally in consensus on five significant modifications caused by 
the heterogeneous 3D form of the urban canopy (Masson 2006). The first effect is the 
trapping of net all-wave radiation in the canopy. For example, observations of local-
scale energy balance fluxes made over a residential district in Ouagadougou, Burkina 
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Faso found that net all-wave radiation increased with urbanization owing to higher 
albedo, lower heat capacity, and increased thermal conductivity of the bare dry soil 
compared to the urbanized surface (Offerle et al. 2005). The second impact is high 
storage uptake during the day, due to the high thermal properties of the building 
materials and the urban surface characteristics (Oke 1987; Arnfield 2003; Masson 
2006; Coutts et al. 2007; Piringer et al. 2007). Evaluating sites of varying density, 
Coutts et al. (2007) found a positive correlation between increased urban density and 
increased heat storage. The third effect is the generation of a positive turbulent heat 
flux to the atmosphere at night, sustained by large releases of heat stored in the urban 
fabric from the previous day (Mas~on 2006; Coutts et.al. 2007; Piringer et al. 2007). 
The fourth modification is general favoring toward sensible heat over latent heat due 
. . 
to reduc((d vegetation in densely urb'!ll areas, which can intensify the UHI effect 
especially during the evening (Oke 1987; Grimmond and Oke 2002; Offerle et al. 
2005; Masson 2006; Coutts et al. 2007; Piringer et al. 2007}. Finally, the fifth effect is 
. . 
the possibility of experiencing large anthropogenic heat fluxes (QF) in dense urban 
areas (Grimmond and Oke 2002; Masson 2006; Xu et al. 2008). 
A wide range of strategies have been posed to mitigate urban warming. The 
availability of moisture is one of the most important controls. on the urban climate 
(Oke 1987) and has been shown to reduce heating in heavily irrigated areas. Dtiring 
summer, sensible heat and heat storage are generally the dominant fluxes because 
latent heat is small, constrained by water availability from precipitation, irrigation and 
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vegetation cover (Coutts et al. 2007). Research suggests that purposefully altering the 
. surface energy balance, for example increasing urban. greenspace, is one method to 
mitigate extreme urban heating (Coutts et al. 2007;·Grimmond 2007; M_itchell et al. 
2008). Results in Basel, Switzerland showed that as green space jncreased, latent heat 
fluxes became more dominant while the sensible heat storage fluxes decreased (Coutts 
et al. 2007). Mitchell et al. (2008) examine a series of urban design scenarios that 
explore the impact of vegetated Water Sensitive Urban Design (Wong 2006) features 
on the urban water balanc~; microclimate, and overall energy consumption for a 
mainly residential suburb of Canberra, Australia. The authors contend that their 
·results confirm the potential role of passively controlling the urban microclimate 
through suburban design that purposefully maximizes evaporation. Another option is 
installing vegetated roofs, which can act as a thermal insulation layer, potentially 
reducing household air conditioning usage during hot summer days (Mitchell et al. _ 
2008). Coutts et al. (2007) also argue that the integration _of rooftop gardens increase 
the evaporative fraction of the surface energy budget, which would help to reduce 
surface temperatures. Other options include changing the material properties of . 
individual buildings or even the spatial arrangements of buildings to create larger 
separations (Grimrnond 2007). Mitchell et al. (2008) fol.md that combining water 
detention ponds, wetlands, grass swales and vegetated roofs with no reduction in 
garden watering yielded the highest rate of evapo~ation and the largest effect on the 
maximum daily temperature, making the area about 0.5 °~ cooler than a conventional 
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suburban design. Stone and Norman (2006) outline tlu:~e physical planning strategies 
_to induce urban cooling: choosing paving and roofing materials to increase surface 
reflectivity, increasing tree canopy, and reducing heat waste. Notably, an important 
tradeoff exists between championing irrigated urban green-space to mitigate urban 
heating and the increase in external water consumption necessary to maintain the 
additional vegetation during hot, dry weather (Gober et al. 2010). 
3. Local Scale Urban Met~orological Parameterization (LUMPS) Model 
The local-scale urban meteorological parameterization scheme (LUMPS) 
(Grimmond and Oke 2002) is a·mod_el designed to calculate the storage heat 
flux(~Qs), and the turbulent s~nsible (QH) and ~atent (QE) heat fluxes in ~e urban 
environment. The model is based on the surface energy balance equation: Q* + Qp = 
QH + QE +-AQs (W m·2), though the anthropogenic heat flux (QF) is ignored. 
Grimmond ~d Oke (2002) explain ~hat the reason Qp is not included is an attempt to 
save input requirements, decrease uncertainty, and not cause a double counting effect 
because the other parameters measured in the surface energy balance already account 
for the anthropogenic heat flux. The model is based on the assumption that heat fluxes 
can be modeled using net all-wave radiation, surface cover information, roughness 
based on height and density, and standard weather observations, -including air 
temperature, humidity, wind ~peed and pressure: The model evaluates a 
"neighborhood response," which is described as a box with side lengths between 102-
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104 meters, at an hourly temporal scale. The model is ~ble to predict spatial and 
temporal variability of heat fluxes that occur both within and between urban areas with 
an acceptable level of accura~y (Grimmond and Oke 2002; Xu et al. 2008). 
Grimmond and Oke (2002) evaluated the LUMPS model for seven North 
American cities, using local meteorological data and varied urban land use sites, 
including central city, light industrial and low- to medium-density residential housing. 
The vegetative surface cover v~ed from 5-60 percent between the sites. The authors' 
major findings for the seven cities studied were that under low wind conditions, the 
storage heat. flux (~Qs) is the most important at the downtown and light industrial 
sites. ·At these dry and built over sites, heat storage changes sequester at least SO 
II 
percent of daytime net all-wave radiation. In the ·first one to two hours of night time, 
the release of the daytime heat reservoir produces an upward-directed flux that is· 
initially larger than the net all-wave radiation. At the light industrial sites, storage heat 
flux is the greatest daytime heat sink, although sensibl~ heat flux is also significant 
representing approximately 40 percent of net all-wave radiation. At the residential 
sites, sensible heat flJ.IX is the greatest sink, though latent heat flnx, sustained by 
garden irrigation and/or precipitation, is significant. The surface cover, most notably 
the fraction vegetated and irrigated, exerts an !mportant control on the latent heat flux. 
Thus, cities with a very dry summer and a ban on irrigation had extremely low levels 
of latent heat flux because the areas were water stressed and potential evaporation was . 
low (Grimmond and Oke 2002). 
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4. Methods and Data 
A. Study Area 
The Portland m~tropolitan area in O~egon, USA is forecasted to have 
significant future population growth of an additional one million residents by the year 
2030 (Metro 201 0). Unique in the U.S., Portland has an urban growth boundary 
• 
(UGB) that is designed to control sprawl and promote dens·e development within the 
urban core. Although the UGB has previously been successful at constraining sprawl 
(Kline and Alig 1999), the challenge of accommodating one million new residents will 
potentiaily lead to an expansion of t}J.e boundary to incorporate surrounding rural land 
for development. An empirical analysis of patterns of urban heating founq that the 
UHI is significant in Portland during the summertime, as daythne temperatures vary 
. . 
· by 5.5 °C across the urban area (H.art and Sailor 2009). 
This research focuses specifically on the suburban city of Hillsboro which is 
located on the western edge of the UGB (Figure 3.1). Hillsboro is the fifth largest city 
in the state of Oregon with an estimated.population of 89,000 people (City of . 
Hillsboro 2008). Hillsboro is one of the main suburbs of Portland and has experienced 
rapid population growth of nearly 25% between April 1, 2000, and July 1, 2006, far 
exceeding the 8.2% growth rate of the ~tate of Oregon (U.S. Census Bureau 2009). 
i . 
Faced with the dual uncertainties of future population growth and climate change,. 
water managers in Hillsboro have questioned the capacity of the current water supply 
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to meet future summer season·peak demand.· The climate of the Pacific Northwest 
(PNW) is maritime temperate with cool, rainy winters and warm, dry summers, during 
which residential water demand sharply increase~ because residential external water 
consumption increases to maintain vegetation and fill water features. Peak summer 
water demand corresponds. with the low-flow period for rivers in the PNW (Oregon 
Water Resources Department 201 0), which may be exacerbated in the future due to 
increased summer season temperature (Figure 3.3a) and evaporation, and possibly 
decreased precipitation (Figure 3.3b) as a result of climate change. The type and 
intensity of urban development that occurs may further exacerbate urban heating, 
which is especially uncomfortable at night, due to the lack ·of central air conditioning 
in homes throughout the Portl~d metropolitan area. 
Table 3.1: Descriptive statistics for the nine study area neighborhoods, including external water use, 
socio-economic, and land-use variables. 
Neighbor- House Area Avg. Avg. Avg. Avg. Indoor Summer-
hood -holds (km;,) Property Building Lot · Year Water· time 
(Water Value Size Size Built Use .External 
Use ($) (SQFT) . (acres) (2007) Water 
Category) Use 
(2007) 
High I 222 0.502 518,717 . 2,860 0.39 1982 .19.60 70.17 
High2 431 0.495 339,900 2,041 0.2 1989 20.73 51..17 
High 3 258 0.553 320,084 1,996 0.31 1976 20.34 41.57 
Average I · 699 0.641 262,224 1,647 0.12 1987 19.22 32.39 
Average 2 464 0.556 234,567 1,473 0:23 1958 20.87 31.01 
Average 3 616 .0.647 253,554 1,573 0.21 1982 I 22.05 . 31.65 
Low 1 550 0.438 300,647 1,768 0.08 1977 14.61 19.20 
Low2 521. 0.507 218,779 1,447 0.14 . 1948' 18.33 
I 
26.33 
Low3 354 0.515 272,950 1,793 0.07 1959 . 17.76 28.68 
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Figure 3.3: Ensemble mean for each month of the year 2040 based on 3 downscaled GCMs (low= 
PCM, medium = IPSL, high = HadCM) for the period 2030-2059, the historical record ( 1981-2009) is 
included for comparison, for a) temperature (C) and b) precipitation (mm/month) 
To examine the effect of land cover change and climate change scenarios on 
rates of evaporation and nighttime cooling, I delineated nine urban residential 
neighborhoods throughout the City of Hillsboro based on household level .extemal 
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water consumption (Figure 3.4). Following Gober et al. (2010), I assume that the 
LUMPS modeled evaporation is a proxy for external water consumption, thus these 
terms will used interchangeably throughout this paper. Gober et al. (2010) compared 
the responses of the surface energy balance in ten lirban census tracts in Phoenix to 
urban development scenarios, but the study areas were chosen based on land cover 
characteristics, defined as mesic residential, xeric residential, and industrial. In this 
study, household level water consumption was chosen as the method of neighborhood 
selection due to water managers' concerns regarding future peak water demand, the 
availability of fine-scale water co~sumption data geo-coded to each household, and 
knowledge that a perfect correlation does not exist between high external water 
consumption and heavily vegetated neighborhoods. The nine neighborhoods selected 
for this study are divided into three categories of summertime external water 
consumption, high, average, and low, and are characterized by different socio-
economic indicators (Table 3.1 ), such as average property value, average lot size, and 
average year the house was built, and varying proportions of vegetation and 
impervious surface cover. To determine external water use from the aggregate water 
consumption data provided by the City of Hillsboro, I divided total water use into its 
two components, base use and seasonal use (Maidment et al. 1985; Zhou et al. 2000; 
Syme et al. 2004; Gato et al. 2007; House-Peters et al. 2010). This method assumes 
indoor water use to be equal to the base use, defined as winter use ((November+ 
December+ January+ February water use) /4), and external water use to be equal to 
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the seasonal use~ defined as [((July+ August+ September+ October water use) /4)-
base use]. Finally, it is important to note that the extent of the neighborhood size was 
limited by t~e assumption inherent in the LUMPS model that the surface energy 
balance is calculated for a local area with no side length longer than 10 kilometers. 
I 
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Figure 3.4: Map of the City of Hillsboro water service provider area, depicting the household-level 
summertime external water consumption for August 2007 and the location of the nine study area 
neighborhoods, as rectangular boxes 
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B. Meteorological Data 
The LUMPS model requires meteorological data and solar radiation data for 
each neighborhood at hourly time scales over the dqration of a month. I obtained 
hourly-scale meteorological data (mean air temperature," precipitation, mean relatiye 
humidity, mean wind speed, mean wind direction, and station air pressure) for all nine 
study areas from the City of Hillsboro ~rport for August and September 2007 (NOAA 
National Climate Data Center 201 0). I obtained hourly-scale measure~ direct 
incoming solar radiation data for August and September 2007 from the City of 
Hillsboro solar radiation observation station monitored by the University of Oregon 
(Solar Radiation MonitoriiJ.g Laboratory 201 0). 
C. Land Cover Analysis 
The LUMPS model requires land cover information for six aggregate land 
_cover classes: buildings, ·impervious, bare soil, trees and shrubs, grass, and water. To 
determine the land cover fractions for each neighborhood, a GeoEye-1 satellite image 
of the Portland metropolitan area with a spatial resolution of2.5 meters was acquired 
on August 19, 2009. The spectral range of the imagery includes panchromatic, blue, 
green, red, and near infrared bands. In urban areas, due to the complexity of the land 
cover and the tendency for spectral mixing, traditional pixel-based classification 
methods are insufficient to recognize and isolate fine--scale land cover patterns (Myint 
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2009). To classify the land cover in the nine neighborhoo_ds, I utilize~ Definiens 
Developer 8, an object-based classification software that employs segmentation 
algorithms to create homogenous image objects that can be classified using either 
. . 
nearest neighbor or expert-rule me~ods (Benz et al. 2004). 
I employed a similar classification scheme to the one developed by Myint 
(2009) to derive the· six .classes of land cover data for central Phoenix, Arizona, for 
input in a previous LUMPS modeling stUdy (Gober et al. 20iO). I utilized the 
normalized vegetation index (NPVI), the principal components analysis (PCA) and 
the four spectral bands of the imagery. The land cover characteristics in western 
Oregon differ significantly from those in central Arizona~ Residential neighborhoods 
in Hillsboro tend to have abundant vegetation, especially trees, which cause 
classification to be more aifficult, because trees cast shadows, producing dark areas on 
the image that have no spectral data. To overcome the challenge ~f shadows and to 
improve the accuracy of discriminating between features with similar spectral · 
responses, but signific~tly different height characteristics, such as building roofs and 
sidewalks, I incorporated Light" Detection and Ranging (LiDAR) data into the 
classification methodology. LiDAR data captures both bare earth and highest hits 
surface elevations and was obtained from the Oregon LiDAR Consortium (DOGAMI· 
2009). Using ArcGIS version 9.3 (ESRI 2009), I subtracted the bare earth elevation 
raster from the highest hits elevation raster producing a surface feature height layer, 
which represents the elevations of urban structures ·and natural features, such as _houses 
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and trees. The surface feature height layer was added to the other image information 
in Definien's Developer, creating a height layer. Both nearest neighbor and expert 
rule methods were used to derive the six land cover ~lasses. ArcGIS was employed to 
calculate the fractions of each land ~over type within the ext~nt of each pre-defined 
neighborhood. To classify shadow, I .developed a rul~ based on the height layer, 
which classified shadows with a height above five feet as buildings and shadows with 
a height below five feet as grass. This rule was developed after extensive visual 
analysis of the im~ge, which showeq that most shado~ed areas were either grass or 
_building roofs, though misclassification of shadowed tree cr~wns and sidewalks did 
occur. Thus this method tends to underestimat~ tree canopy and impervious cover 
when using images with extensive areas of shadow. Table 3.2 presents the res.ults 
from the land cover classification for each neighborhood. Once ~e land cover was 
classified, the neighborhoods were assig!led to two groups, mesic or xeric, depending 
on the proportion ofvegeta~ion and impervious surfaces present (Figure 3.5). Mesic 
neighborhoods were defined as having more than 50 percent vegetation cover, 
calculated as the sum of the two classes, grass and trees. Xeric neighborhoods were 
defined as having more than 50 percent impervious land cover, calculated as the sum 
of the two classes, impervious arid buildings. 
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Table 3.2: Baseline land cover characteristics in the nine neighborhoods 
Neighborhood 
High 1 (%) 
High2 (%) 
High 3 {%) 
Average 1 (%) 
Average 2 (%) 
Average 3 (%) 
Low 1 (%) 
Low 2 (%) 
Low 3 (%) 
0 0.5 
Building Grass Impervious Soil Trees Water Category 
(%) (%) (%) (%) 
12.36 19.50 20.40 3.72 
23.69 29.54 28.70 1.38 
10.89 17.75 12.93 7.04 
22.66 21.38 26.19 4.45 
23.18 19.60 28.05 7.11 
23.46 14.76 27.02 5.00 
23.47 6.59 41.55 4.24 
35.39 16.60 26.77 6.89 
26.01 19.80 25.96 8.00 
High 1 (Mesic) 
D 
(%) 
42.64 
16.62 
51.04 
25.31 
22.00 
29.75 
24.15 
14.31 
20.05 
(%) 
1.38 Mesic 
0.08 Xeric 
0.09 Mesic 
0.01 Mesic 
0.05 Xeric 
0.02 Xeric 
0.00 Xeric 
0.04 Xeric 
0.15 Xeric 
1---;- -- -
Grass 
lmperviou 
Soil 
- Trees 
Water 
Avg. 3 (Xeric) 
Avg. 2 Xeric) \ . -~ , • • • "-: .... ~1• H1gh 3 (Mesac) 
~: 
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Figure 3.5: Object-based classification results for the nine Hillsboro neighborhoods 
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D. Climate Change Scenarios 
To mod~l the impacts of climate change on evaporation and nighttime cooling, 
I obtained statistically downscaled data from three Global Climate Models (GCM), 
UKMO-HadCM3 (Gordon et al. 2000), IPSL-CM4 (Marti et aL 2005), and PCM'. 
(Washington et al. 2000), under the AlB emission scenario. The GCM are derived 
from scenarios performed for the ·International Pan~l on Climate Change (IPCC) 
Fourth Assessment Report and were statistically downscaled for the City of Hillsboro 
. . 
by the Climate Impacts Group at University of Washington using bias correction and 
spatial downscaling (Salathe et al. 2007). The original resolution of the global models 
is between 100-300 kilometers, but to capture local topography to assess more 
accurate local-scale climate impacts, a spatial resolution of 15 kilometers is needed. 
The statistical downscaling method (described in detail in Wood et al. 2002) first bias-
corrects the data based on quantile maps of the. monthly statistical distribution of 
temperature and precipitation for the observed period 1950-1999, and then uses the 
'dynamical scaling' method (Widtp.ann et. al. 2003) to downscale the precipitation data 
and the Salathe (2005) method to downscale the temperature data. 
An additional challenge of incorporating the GCM data into the LUMPS model 
to ~imulate the surface energy bala~tee under climate change scenarios was the 
. . 
temporal step of the data. The GCM data contains daily observations however the 
LUMPS model requires hourly-scale measurements. Because there is high uncertainty 
65 
in projecting future precipitation and wind speed at a fine, hourly temporal resolution, 
_ I used only the temperature data for the climate change scenarios. Thus, all other 
meteorological variables were based on observed data for August 2007 and the results 
fro~ the climate change -simulations represent only GCM modeled change in 
temperature. 
Temporal_ downscaling of climate data is a complex process, especially in _areas 
of varied topography, such as Western, Oregon~ To simplify the process, I calculated 
.the ensemble mean temperature for each day of August for the period 2030-~059, to 
represent the climate _of the 2040s, and for each day of August for the period 1980-
2009, to represent the baseline observed climate. I calcul~ted the difference in 
tempera~e for each day in the 20408 compared to the observed baseline and then 
applied the daily temperature change value, derived in the previous step, to the hourly 
recorded temperature for the month of August, 2007 (Table 3.3). For example, if the 
temperature change bet~een the baseline period and the 2040s was a 1.4 oc increase 
on August 1, 1.4 degrees would be added to each hour of the August 1, 2007 data. 
Due to limited data availability, only one set of meteorological data was used for the 
study area. I applied the same temporally downscaled future temperature data to all 
nine neighborhoods in the study area. The average annual_ change in temperature for 
April through September in the 2040s. under the low scenario (PCM) is +0.8 °C, under 
the medium scenario (IPSL) is+ 1.8 °C, 'and under the high scenario (HadCM) is 3.0 
°C. Th_e processes of spatially and temporally downscaling the climate data ~ntroduces. 
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uncertainty into the analysis, but is reasonable for analysis comparing outcomes based 
on multiple future scenarios rather than forecasting accurate point predictions for the 
future period. 
Table 3.3: Ensemble mean temperature data for input in the LUMPS model 
Ensemble Mean Temperature (degrees C4}lsuis) by Month 
J. F. M. A. M. J. J. A. s. o. N. D. 
Refer~ 4,6 5.8 '8.1 10.3 13.6 16.5 19.4 19.4 16.5 11.4 ' 7.2 4.0 
ence 
Period 
(1981~ 
2009) 
PCM 5.5 6.5 8.0 10.9 14.4 17.3 20.3 70.5 18.6 13.5 8.8 6.7 ' 
(low 
climate 
change) 
(2030~ 
2059) 
IPSL 5.1 7.6 8.8 11.5 14.8 18.3 20.9 21.2 18.9 13.6 8.8 6.6 
(med. 
climate 
change) 
(2030-
2059) 
HadCM 3.8 6.0 7.9 10.9 14.4 18.5 23.4 22.1 19.9 13.8 8.8 6.3 
(high 
climate 
change) 
(2030· 
2059) 
E. Land Cover. Chqnge Scenarios 
The· effect of land cover change on neighborhood-scale evaporation and 
nighttime cooling is examined for two future scenarios, urban sprawl and urban 
densification. The two scenarios are based on spatially-explicit alternative land cover 
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scenarios created by the Pacific Northwest Ecosystem· Research Consortium (PNW-
ERC) for regional analysis of the entire Willamette River Basin in the year 2050 
(Baker et al. 2004; Hulse et al. 2004). The scenarios are value-based assumptions 
about future policy, urban development ~d the spatial distribution of land use that 
occurs both within the urban growth boundaries and in the rural, agricultural and 
1 forest l~ds. The scenarios are the result of thirty months of lay and expert 
stakeholder input and although each scenario is based on different policy and human 
behavior assumptions, plausibility was a fundamental criterion of the scenario design. 
These scenarios ~ave Qeen used for climate change impact assessment on surface 
water hydrology in an adjacent geographic area (Franczyk and Chang 2009) and the 
Tualitan River basin, which inclu~es this study area (Praskievicz and Chang 201 0). · 
The urban sprawl scenario used in this analysis is based on the PNW-ERC 
Development 2050 scenario, which assumes a loosening of current land use laws and 
greater reliance on market-oriented approaches for land and water use decisions, 
which prioritizes short-term economic gain over long-term ecological function. Under 
this scenario, future urban growth would spill beyond the UGB characterized by 
residential densities of approximately 6.2 homes per a~re. In contrast, the urban 
·densification scenario used in this analysis is based on the PNW-ERC Conservation 
. . 
2050 scenario, which prioritizes ~e maintenance of ecosystem services and limits 
future growth to the extent of the UGB, thus protecting rural, agricultural, and forest 
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lands. To contain future growth within the UGB, residential density is increased to 9.3 
homes per acre. 
Data processing was necessary to utilize these regional-scale land cover 
scenarios at the neighborhood-scale. An important limitation of this dataset is the 
large spatial scale for which it wa~ created, in order to represent the entire .Willamette 
river basin. TheJO meter spatial resolution of each raster cell provides data that is too 
coarse to be appropriate for use at the small, neighborhood-scale. To overcome this 
limitation, I used ArcGIS to clip the three available river basin scale land cover 
scenarios, the Development 2050, Conservation 2050 and a base-line, status-quo 
scenario, Plan Trend 2050, to the extent of the Hillsboro city bou~dary {Figure 3.6). 
To determine the land cover fractions of eac~ neighborhood under each of the 
future urban development scenarios, I first calculated the land cover fractions in the 
six target land cover categories (soil, water, grass, trees, buildings, and impervious) of 
each of the three PNW-ERC scenarios once they were. clipped to the Hillsboro city 
boundaries. I then compared the urban sprawl and urban densification scenarios to the 
status-quo scenario (ex.(% ·grass in urban sprawl scenario-% grass in status quo 
scenario) and (% grass. in urban densification sceJ.?.ariO - % grass in status quo 
scenario)) to determine the percent of change in the six land cover classes. To utilize 
the land cover scenarios for the nine· neighborhoods, I applied the same fraction of 
change observed for the city-scale to each of the nine neighborhoods. Thus, the 
percentage of change applied to each neighborhood was the same, but the baseline 
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land cover condition (derived from the satellite image classification and analysis) for 
each neighborhood was differe1:1t. Under the urban sprawl scenario; the land cover 
change calculated at the city-scale is. a 3% decrease in building fraction, a 1% decrease 
in impervious cover, a 2% increase in grass cover, and a 2% increase in tree canopy. 
Alternately, under the urban densification scenario, ~eland cover change is a 3% 
increase in building fraction, a 1% it_1crease in impervious cover, a 2% decrease in 
grass, and a 2% decrease in tree canopy (Table 3.4). 
F. LUMPS Model Calibration and Validation 
I calibrated the LIJ.MPS model individually for each of the nine neighborhoods 
for the month of August 2007 and validated the model With data from September, 
2007. To validate t4e model, I aggregated the geo-coded household-level external 
water consumption data to one average value for each neighborhood for the entire 
month of September, 2007. The latent heat flux (QE) output ofthe LUMPS model can 
. . 
be used to calculate the amount of evaporation that occurs in the neighborhood ·over 
the course of the month. Following the method used in Gober et al. (2010), I assume 
that this evaporation measure is directly comparable to external water consu~ption, 
t~us the model performance can be validated by graphing the modeled evaporation 
against the observed external water consumption (Figure 3. 7). 
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Figure 3.6: Land-use change scenarios for the 2040s for the City of Hillsboro (adapted from Hulse et al. 
2004) 
71 
' 
Table 3.4 Land cover fractions for each neighborhood under the two land cover change scenarios, 
sprawl (sp) and densifjcation (de) 
Neighbor- Building lmper- Soil Trees Grass Water Total Total 
hood (fraction} vious (frac- (frac- (frac- (frac- Vege- lmper-
(fraction) tion) tion) tion} tion) tated vious 
Fraction Fraction 
low1 (sp) 0.205 0.406 0.042 0.261 0.086 0.000 0.347 0.610 
low1 (de) ·0.265 0.426 0.042 0.221 0.046 0.000 0.267 0.690 
low 2 (sp) 0.325 0.259 0:069 0.164 0.186 0.0004 0.350 0.584 
low 2. (de) 0.385 0.279 0.069 0~124 0.146 0.0004 0.270 ·o.664 
low 3 (sp) 0.230. 0.250 0.080 0.221 0.218 0.002 0.439 0.480 
low 3 (de) 0.290 0.270 0.080 0.181 0.178 0.002 0.359 0.560 
avg 1 (sp) 0.197 0.252 0.044 0.273 0.234 0.00001 0.507 0.449 
avg 1 (de) 0.257 0.272 0.044 .0.233 0.194 0.00007 0.427 0.529 
avg 2 (sp) 0.202 0.271 0.071 0.240 0.216 0.0005 0.456 0.473 
avg 2 (de) 0.262 0.291 0.071 0.200 0.176 0.0005 0.376 0.553 
avg ~ (sp) 0.205 0.261 0.050 0.318 0.168 0.0002 0.486 0.466 
avg 3 (de) 0.265 0.281 ·o.o5o 0.278 0.128 :·0.0002 0.406 0.546 
·high 1 (sp) Q.094 0.194 0.037 0.446 0.215 0.014 0.661 0.288 
high 1 (de) 0.154 o:214 0.037 0.406 0.175 0.014. 0.581 0.368 
high 2 (sp) 0.207 0.277 0.014 0.186 0.315 0.001 0.502 0.484 
high 2 (de) 0.267 0.297 0.014 0.146 0.275 0.001 0.422 0.56~ 
high 3 (sp) 0.079 0.119 0.070 0.530 0.198 0.0009 0.728 0.198 
high 3 (de) 0.139 0.139 0.070 0.490 0.158 0.0009 Q.648 0.278 
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Figure 3.7: Calibration of the LUMPS model based on'August 2007 data and validation based on 
September 2007 performance using th.e calibrated parameters 
The LUMPS model has several parameters that can be adjusted to better 
represent the actual conditions in the study area. To calibrate the mod~l, I adjusted the 
irrigated fraction for the land cover classes, grass, trees and impervious, for each · 
neighborhood (Tabl~ 3.5) .. During the month of August~ the study area experiences 
very little natural precipitation and evapotranspiration rates are high. Irrigated grass 
cover is· set at 1 00 percent and is the_ one parameter that is held constant across all 
neighborhoods. 'This rationale for this parameterization is that the land cover 
classification is based on an image from mid-August, during the dry season, thus if 
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_grass is gre~n enough to be classified based on its ndvi value, it is irrigated. The 
fraction of trees and shrubs and impervious surfaces that are irrigated varies with 
human behavior and preconceiyed notions about the amount of ~ater that vegetation 
needs to survive. The LUMPS model is not able to explicitly incorporate human 
behavior, especially the common mismatch between the perceived vegetation water 
demand and actual ecological vegetation water demand. Research has shown a strong 
tendency for people to overestimate the amount ~f water needed to maintain 
residential vegetation during the summer (Fox et al. 2005), often causing the extra 
water to flow onto the sidewalk or street. Thus, to calibrate the LU.MPS model for · 
neighborhoods with high water consumption, but low vegetation fractions, I increased 
the percentage irrigated for the classes "trees and shrubs" and "impervious surfaces". 
This method also accounts for external water use activities that do not directly replace 
· water lost thro\lgh evaporation, such as car washing, hosing down sidewalks, and 
using the sprinklers for recreation purposes. 
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Table 3.5: Irrigated land cover fraction parameters calibrated for each neighborhood for the month of 
August, 2007 
Calibration Parameters 
Grass Tree Impervious 
(fracti.on (fraction (fraction Irrigated (total 
Neighborhood· irrigated) irrigated) irrigated) fraction) 
Low 1 1 0.5 0.7 0.48 
uOW 2 1 0.8 0.7. 0.47 
!Low 3 1 o·.2 . 0.2 0.29 
~verage 1 1 0.8 1 0.68 
Average 2 1 0.5 0.6 0.48 
~verage 3 1 0} 0.8 0.57 
~igh 1 1 0.3 0.8 0.49 
~igh2. 1 0.3 0.8 0.57 
~igh 3 1 0.1 0.1 0.24 
G. Data Analysis 
To derive evaporation (a proxy for external water consumption) and the 
nighttime cooling measurements, I employed the method developed by Gober et al. 
(20 1 0). · I used the. modeled latent heat flux values to estimate monthly-evaporation 
and used the modeled sensibl~ heat flux for the hours 1 Opm to 2am to calculate the 
· nighttime cooling rate. I calculated in the absol~te change in evaporation and 
75 
nighttime cooling for each neighborhood between the individual and combined land 
use and climate change scenarios and the current baseline. The LUMPS model was 
run a total of 12 times per neighborhood. I created a scatter plot to determine if any 
relationship exists between evaporation and nighttime cooling and how the 
relationship respond.s to changes in land cover and temperature. Finally, to address a 
gap in the literature and elucidate the influence of vegetation type (ie. grass or trees) 
on neighborhood-level water consumption and nighttime cooling, I graphed the 
fraction grass cover and t4e-fraction tree c~opy and shrubs in each neighborhood 
against the modeled external water consumption and nighttime cooling for each land 
cover scenario. 
5. Results and Discussion 
A. Nine Neighborhood Average Response 
A number of patterns and general trends emerged when I analyzed. the average 
absolute changes in evaporation (Figure.3.8a) and nighttime cooling (Figure 3.8b) 
from the baseline across all nine neighbo~hoods in response to the land cover and 
climate change scenarios. Under the temperature increase scenarios, external water 
consumption increased to meet increasing evaporation rates and nighttime cqoling 
decreased due to increased available heat energy. The sprawl land use scenario 
·resulted in an increase of 1 ,265 liters of external water use per household for the 
month of August to maintain increased amounts of vegetation due to the larger 
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residential lot sizes. However, the inc.rease in water consumption ·under the sprawl 
scenario created a positive tradeoff balanced by increased nighttime cooling of nearly 
a half degree Celsius over the coll.rse of the night. In contrast, the densification 
scenario, .characterized by reduced residential vegetation and lot sizes, results in a 
decrease in external water consumption a reduction in nighttime cooling. The 
reduction in nighttime cooling is a result of limiting the amount of water available for 
evaporation, causing available energy to be partitioned into sensible rather than latent 
heat flux, raising the air temperature. Under the combined land cover and climate 
change .scenarios, the combination of the sprawl scenario with the temperature 
increase exacerbates the increase in external water consumption, producing significant 
additional demand for water to maintain mesic landscapes in a future climate 
characterized by increased evaporative demand. Dense development concqmitant 
with climate change constrains increases in water consumption,· but exacerbates 
nighttime UHI intensity, reducing nighttime cooling rates by more than 1 °C under 
HadCM, the most exaggerated climate· scenario. 
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Absolute Change in Evaporation for the month of August (1,000 L/ HH) (from current) 
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Figure 3.8: Nine neighborhood average response to scenarios; a) Average absolute change in 
evaporation (I ,000 L/ household) from the baseline across a11 nine neighborhoods in response to each of 
the future scenarios; b) Average absolute change in nighttime cooling rate (°C/ hour) from the baseline 
across a11 nine neighborhoods in response to each of the future scenarios. 
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B. Land Cover Category Response to Scenarios 
Analysis of the neighborhood responses by land cover category group, mesic 
or xeric, suggests that neighborhoods with varying land cover patterns have distinct 
responses to climate change and land cover change scenarios in terms of evaporation 
(Figure 3.9a) and nighttime cooling (Figure 3.9b) rates. Mesic neighborhoods exhibit 
increased sensitivity to climate change, because they experience an increase in 
evaporation nearly two times greater than that of xeric neighborhoods yet show a 
greater absolute decrease in nighttime cooling rate. Thus, mesic neighborhoods may 
be especially maladapted to future climate change because as temperatures increase, 
evaporative demand becomes so great that the trade-off between increasing moisture 
availability in the local boundary climate and nighttime cooling benefits is diminished. 
It is important to note that these measures are absolute change from the baseline 
scenario, thus the mesic neighborhoods will probably still be cooler than the xeric 
neighborhood, it is just that the absolute change is greater. 
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Figure 3.9: Response to scenarios by land cover category (mesic and xeric); a) Average absolute change 
in evaporation (I ,000 L/ household) from the baseline in mes.ic and xeric neighborhoods in response to 
each of the future scenarios; b) Average absolute change in nighttime cooling rate ec; hour) from the 
baseline in mesic and xeric neighborhoods in response to each of the future scenarios. 
Under the sprawl scenario, the mesic and xeric neighborhoods produce 
divergent response patterns. The mesic neighborhoods exhibit an increase in 
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evaporation and an increase in nighttime cooling, similar to the whole study area result 
in section 5.A, but xeric neighborhoods respond with decreased evaporation and 
decreased cooling. This conflicting response may be a result of the fact that some 
neighborhoods that were only slightly xeric or slightly mesic switched categories after 
the sprawl land cover fractions were applied (Table 3.4). Alternately, it is possible 
that for some extremely xeric neighborhoods, the relatively conservative increase in 
vegetation under the sprawl scenario did not significantly affect evaporation due to the 
continued dominance of built and impervious surfaces which more effectively 
partition energy into storage and sensible·heat fluxes. The densification scenario 
results in reduced evaporation in both the mesic and xeric neighborhoods, but reduces 
nighttime cooling most in the xeric neighborhoods, suggesting that future dense 
development in already xeric neighborhoods will produce an increasingly 
uncomfortable environment for residents (Gober et al. 2010). 
The combination of land cover and climate· change scenarios produce 
unexpected results. First, in xeric neighborhoods, increases in temperatur~ and 
increases in density produce results that are more discouraging than originally 
hypothesized. For example, the future scenario that combines PCM temperature 
change and increased urban density, results in an increa~e of over 1,000 liters of water 
per household per month and a decrease in nighttime cooling of almost 2 oc from 
1 Opm to 2am. This magnitude of increase in the UHI intensity in the Portland 
metropolitan area is further aggrava~ed by the fact that many homes do not have 
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central air conditioning, increasing the vulnerability of sensitive populations to heat-
related health impacts. Th~ second surprise is that the tempe~ature increase under the 
HadCM climate scenario results in an increase in water cons.umption under both land 
· c~ver scenarios in both mesic and xeric neighborhoods. This finding does not hold 
I 
·' 
true in either the PCM or IPSL clim~te scenarios, indicating that a temperature-related 
tipping point exists. Once this threshold is crossed, it seems that no matter which type 
of land use planning is developed, water demand will. increase and nighttime cooling 
rates will decrease, further degrading urban sustainability. This surprising result may 
also be the result the approach used to temporally downscale the climate data. The 
temporal downscaling of th~ climate data was achieved by adding the s~e amount of 
. " 
temperature increase to each hour of the day, although it is unlikely that daytime and 
·nighttime hours. would experience the exact same amount of temperature incre~e over 
the course of a day.· Thus, the nighttime cooling rate results may be affected by an 
exaggerated atnQunt of nighttime cooling under the climate change scenarios. 
C. Water Use Group Response to Scenarios 
The response of the neighbo~hoods to the scenarios can be further analyzed by· 
categorizing the neighborhoods based on current patterns of external water 
consumption (Figure 3.4). The modeled absolute change in evaporation (Figure 
3.10a) and nighttime cooling (Figure 3.10b) under the temperature change simulations 
support the basic hypothesis that .high water use neighborhoods will respond to 
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increased temperature with the most dramatic increases in external water consumption 
and the most reduced nighttime cooling rate. Interestingly, under the sprawl scenario, 
regardless of climate change, it is the average water use neighborhoods that respond 
with the most efficient tradeoff between water use and nighttime cooling. For 
example, under the sprawl scenario, 1he average absolu~e change in evaporation in the 
average use neighborhoods is an increase of 940 liters of water per household for the 
. . . 
month of August. This is the least increase in water use of any group, and it is 
concurrent with a 0.17 °Cihour increase in nighttime cooling rate, the largest increase 
in cooling of any group. Finally, under t~e urban densifi~ation scenario, high water 
use neighborhoods experience the greatest external water use savings but show only 
minor reductions in nighttime cooling, an efficient tradeoff. However, when 
densification is combined with the warming scenarios, the highest water use 
neighborhoods actually respond with the highest external water use increases and the . 
most reduced nighttime cooling r.ates. This result implies that the high water . 
consumption neighborhood group is more sensitive to increases in temperature than 
increases in urban density. 
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Figure 3.10: Response to scenarios by water consumption group (low, average, and high external water 
use); a) Average absolute change in evaporation (1,000 Ll household) from the baseline in low, 
. average, and high external water consumption neighborhoods in response to each ofthe.future 
scenarios~ b) Average absolute change in nighttime cooling rate eel hour) from the baseline in low, 
average, and high external water consumption in response to each of the future scenarios. 
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Figure 3.11: Relationship between external water consumption (l,OOOLIHH) and cooling rate ecJHour) 
under each alternative future scenario 
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To examine the relationship between evaporation and nighttime cooli?g, I 
graphed the individual. neighborhood responses to each scenario (Figure 3.11 ). The 
relationship is best modeled by a nonlinear ~ction, which implies that a threshold 
exists beyond which continuing to incr~ase external water conswnption does not illicit 
an equal cooling response. This result agrees with Gober et al. (20 1 0) findings that 
adding water is an inefficient strategy for reducing temperatures in densely vegetated 
neighborhoods in Phoenix, Arizona. 
This analysis recognizes that a perfect correlation between the amol.lllt bf 
vegetation cover present and the amol.lllt of water consumed does not exist. Urban 
water demand is a complex system influenced by both hwnan systems, in terms of 
societal norms, values, and regulations, and natural systems, in terms of climate and 
ecological water requirements. Thus, high water conswnption neighborhoods do not 
have to be characterized by heavy vegetation cover, because people may choose to use 
water for car washing or recreation, purposes not .directly related to replacing water 
.lost to evaporation. 
D. Influence of Veget(ltion Type and Land Cover Fraction 
An area of limited l.lllderstanding is the influence of specific types of 
vegetation cover on the amount of energy partitioned into either the latent or sensible 
heat fluxes in the surface energy bal~ce equation. I investigated this relationship by 
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plotting the ~action grass and the fraction tree cover in each neighborhood against the 
modeled external water use under the baseline (Figure 3.12a), urban sprawl (Figure 
3.13a), and ~ban density (Figure 3.14a) s·cenarios. The data points were best fit by a 
nonlinear curve and in all land cove~ scenarios the relation was strongest between the 
fraction trees and external water use, though the R 2 values were generally weak, 
ranging between 0.26 and 0.37. The rate of change (slope of the line of best fit) 
between fraction grass and external water use is steep·er than that between fraction tree 
cover and external water use for all ~cenarios, indicating that external. water 
consumption increases more sharply in response to increasing grass cover than to 
increasing tree cover. 
The type of vegetation cover also affects urban nighttime cooling rates, 
characterized by a negative relation.. Similar to the exte~al water u~e findings, the 
relation between fraction grass and nighttime cooling is best modeled with a nonlinear 
curve; however the relation between fraction tree cover and nighttime cooling is linear 
(Figures 3 .12b, 3.13 b, 3 .14b ). The relation between cooling rate and fraction trees is 
also the most significant with R2 values ranging from 0.38 to 0.4·1. This finding 
suggests that the relation between grass cover and cooling contains a threshold, 
beyond which adding more grass cover does not continue to produce the same cooling 
effects. Alternately, in the case of tree cover, there does not appear to .be a threshold 
value, meaning that increases in tree cover. will continue to produce increases in 
nighttime cooling at the same rate of change. 
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Figure 3.13: Relationship between vegetation cover (fraction grass and fraction trees) and extema] 
water use and cooling rate in the sprawl scenario· 
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Figure 3.14: Relationship between vegetation cover (fraction grass and fraction trees) and external 
water use and cooling rate in the densification scenario 
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6. Conclusions 
This paper presents research findings from a surface energy balance modeling 
exercise designed to examine the i~pacts of climate change and land cover change on 
patterns ofextemal r.~sidential water consumption and nighttime cooling in a suburban 
city within the Portland, Oregon metropolitan area. The results imply that land cover 
and water use are naturally intertwined at the neighborhood scale due to their 
prominence in affecting the loc~l surface energy balance. Thus, urban land-use 
planning and water management must also be fully integrated to design cities that can 
accommodate future populat.ion growth and development while minimizing negative 
impacts to human health and natural resources. Furthermore, future development 
plans need to be spatially explicit and integrate current vegetation and water 
consumption patterns, so that already heavily developed neighborhoods do not 
experience increased .future imperviousness. Instead, density should be increased in 
sprawling, highly vegetated neighborhoods, to reduce external water consumption, 
especially under future increases in summertime temperature due to climate change. 
Finally, in urban design plans, trees should be prioritized over .grass for increased 
efficiency in promoting urban cooling. while re4ucing external water consumpt~on, as 
trees produce cooling through two mechanisms, shading and increased latent heat 
partitioning, and require limited irrigation inputs as compared to turf grass. 
91 
In ·this study, there are a number of limitations that should be expliCitly 
addressed. fir~t, there is only one weather station, located at the Hillsboro airport, 
with a reliable record of hourly-scale meteprological data and only one station that 
collects hourly-scale incoming solar radiation data .. Because the micro-climates 
thro11;ghout an urban area are variable, it would be ideal to have multiple locations 
collecting meteorological and solar radiation data. Second, the daily time step of the 
downscaled GCM data is also a limitation because the process to further do':"fls~ale 
the data to an hourly time step introduces additional uncert~inty into the modeling 
process. Third, there are some limitations associated with the LUMPS model. They 
are: 1) the rp.odel does not work well in areas with abrupt changes or significant spatial · 
variability in land cover, 2) the study sites should be square to minimize advection, as 
advection is not accounted for in the model, 3) the size of the study site must be 
between 102-104 square meters to correctly calculate the local-scale energy budget, 4) 
the mix: ofland.cover should be homogene~us within the study site, 5) the 
meteorological data should be collected above roof height, but this type of data are 
' . 
only available with a flux tower, and 6) ~thropogenic heat flux is not considered as 
an additional source.of energy which cause~ an underestimation of the turbulent heat 
fluxes in urban environments (Grimmond and Oke 2002; Xu et al. 2008). 
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IV. Utilizing System Dynamics Modeling to Examine the Impacts of Climate 
Change and Land Use Change on Municipal-Scale Residential Water Demand 
1. Introduction 
Faced with the multiple challenges of rapid urbanization, population growth, 
natural climate variability, and anthropogenic climate change, there is a critical need. 
to develop a comprehensive un.derstanding of the coupled human and natural 
dynamics influencing urban water demand. Although the urban water d.emand 
li~erature has grown substantially over the previous decade, research that employs a 
coupled human and natural systems theoretical framework to examine water demand 
remains limited. Historically, research examined the human and natural components 
associated with urban water supply and demand independently. As disc11ssed in 
chapter one, early models tended to be·s.tatic and focused primarily on forecasting 
water demand at the municipal scale. These analyses established important 
relationships between urban residential water ·demand and a wide variety of social and 
ecological variables, including-household size, income, education, age, garden design, 
property size, temperature, precipitation, and wind speed (Table 4.1). However, static 
models lack the capability to model dynamic responses to policy interventions and 
disturbances over time (Winz et al. 2009), are unable to provide insight into the 
complex structure of the urban hydrologic system, and are limited in their ability to 
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represent the multiple interactions and feedbacks that exist between human and natural 
systems variables. 
The primary objective of this research is to use system dynal:nics modeling 
(SDM) to evaluate the response of municipal-scale residential water demand to 
alternative future scenarios that incorporate changes in climate, land-use, and water 
management policy. The results of this research will advance our understanding of 
how human and natural system variables interact within and across scales to produce 
. . 
changes in the amount and timing of peak summertime water demand in western 
Oregon, USA. The central research questions addresse~ in this paper ar~: 1) How· will 
indoor and outdoor residential water demand in the 2040s differ under combined 
climate, land use and policy scenari<:>s? 2) To what extent will climate and land use 
change exacerbate peak summertime water demand? 3) Can policy regulations and 
conservation education mitigate the impact of predicted climate change on water 
demand? This research is significant becat:tse few water demand models combine all 
of the following variables: climate, yegetation, structural design, ~d demographics. 
Thus, this research represents an attempt to comprehensively model water demand 
taking into account a wide range of variables that are often analyzed individually 
rather than holistically. 
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Table 4.1: Significant Variables in Determining Residential Water Demand 
Socio-Economic • Household size (Zhang and Brown 2005; Dahan and Nisan 2007; 
Domene and Sauri 2006; Wentz and Gober 2007). 
. Income (Guhathakurta and Gober 2007; Kenney et al. 2008) 
• Age of residents (Kenney et al. 2008) 
• Number of.indoor water-using appliances (Zhang and Brown 2005) 
Climatic • Precipitation (Maidment, Miaou and Crawford 1985; qutzler _and 
Nims 2005) 
• Daily minimum temperature (Gutzler and Nims.2005; Guhathakurta 
and Gober 2007) 
• Drought conditions (Balling, Gober and Jones 2008; House-Peters et · 
al. in press) 
Structural . Size of house (Kenney et al. 2008; Chang et al. 2010) 
. Age of house (Guhathakurta and Gober 2007; Kenney et at 2008; 
Chang et al. 20 I 0) 
• Size of property Jot (Guhathakurta and Gober 2007; Wentz and 
Gober 2007) 
• Housing density (Domene and Sauri 2006; Ba11ing, Gober and Jones 
2008; Chang et al. 20 I 0) 
Vegetation • Garden design (Domene aqd Sauri 2006; Wentz and Gober 2007) 
• Type of irrigation system (Endter-Wada et al. 2008) 
Behavior • Consumer habits (Zhang and Brown 2005; Domene and Sauri 2006) 
2. Background 
Simply, coupled human and natural systems are integrated systems in whic.h 
people interact With, depend on, and modify natural components of the environment 
(Liu et al. 2007). However, the dynamics of each separate system become 
fundamentally altered when the systems are coupled, driving unexpected, emergent 
. . 
behaviors through the introduction of strong, nonlinear feedbacks (Liu et al. 2007; 
Magliocca 2008). The explicit study of coupled human and natural systems has been 
attracti~g increased attention in interdisciplinary fields such as urban ecology (Grimm 
et al. 2000; Grimm et al. 2008; Pickett et al. 2008) and political ecology (Lebel et al. 
2006; Robbins et al. 2008; Birkenholtz 2009; Mauro 2009). Quantifying the resilience 
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of coupled human and natural systems is challenging because resilience relies on both 
natural processes and human management. practices and interventions, which can act 
to increase or decrease resiliency tht:ough enhancing or destroying natural resources 
(Gunderson and Holling 2002; Adger 2006; Liu et al. 2007). 
Previous research has examined the influence of social and ecological 
variables on residential water demand in a _variety of urban environments worldwide, 
including arid (Balling and Gober 2005; Gutzler and Nims 2005; Wentz and Gober 
2007; Balling et al. 2008; Kenney et al. 2008; Harlan et al. 2009), Mediterranean 
(Domene and Sauri 2006), temperate (Martinez-Espineira 2002; Praskievicz and 
Chang 2009; House-Peters et al. 2010; Chang et al. 2010) and humid (Zhang and 
Brown 2005) climates. This paper presents a brief review of the established literature, 
focusing first on climatic determinants of water use and second on socio-economic 
and cultural determinants. 
A. Influence of Natural System Variables 
Despite the broad literature analyzing the relationship between atmospheric 
conditions and water consumption, our understanding of the possible influence of 
climate variability on water demand remains incomplete, compounded by the fact that 
the influence of climate variables, such as temperature and precipitation, tends ·to vary 
by climatic regime (Glitzier and Nims 2005). Studies of climate variability and 
residential water consumption in Phoenix, Arizona, found t~at per capita water use 
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significantly increases during periods of h~gh temperatures and droughts and decreases 
with higher precipitation (Balling and Gober 2006). Balling et al. (2008) similarly 
reported finding that the strongest correlate is the drought variable. In a study of 
Albuquerque; New Mexico, Gutzler and Nims (2005) found that over 60% of the 
variation .in year-to-year changes in summer residential water demand was accounted 
for by interannual temperature and precipitation changes when using a linear 
regression model, with pre~ipitation being the primary correlate. Although Maidment 
. . 
et al. ( 1985) argued that rainfall is the climatic variable that most significantly 
influences urban water use, the literature is inconclusive regarding the exact 
precipitation factor (total amount, duration, or time between events) that best explains 
. . 
the variation in water consumption. In a study of the impacts of the ~ban heat island 
effect in Phoenix, Arizona, Guhathakurta and Gober (2007) found that an increase in 
daily low temperatures by one degree Fahrenheit is associated with an average 
monthly increase in single-family residential water use of 290 gallons. 
An important trend in the literature is progress toward determining the exact nature 
of spatial variations in climatic sensitivity. ·Although research has shown that hot-dey 
weather generates higher demands for water than cool-wet conditions, the nature of 
the demand relationship between weather and demand for/ water remains uncertain 
(Kenney et al. 2008). One source of this uncertainty is figuring out which climate 
factor (precipitation, maximum temperature, .eyapotranspiration) is the best predictor 
of water demand. This uncertainty is evident in a study of Phoeriix, Arizona (Balling 
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et al. 2008), which found that one third of census tracts had little to no sensitivity to 
climate, while one tract had over 70% of its monthly variance in water use explained 
by climatic co_nditions. Further evid.ence o~ a geographic pattern in climate s~nsitivity 
is the ratio of summer versus winter water use. Across the city of Phoenix, single-
family water use averages a t\:yefold increase during summertime peak demand as 
compared to the low use winter months. Research substantiates that the most climate 
sensitive neighborhoods are characterized by large lots, a high occurrence of pools, a 
large proportion of non-native vegetation, and higher than average incomes and 
property values- (Balling et al. 2008; House-Peters et al. 201 0). 
B. Influence of Human System Variables 
A numb~r of studies have analyzed the significance of socio-economic and land 
use variables in an attempt to predict urban municipal water consumption. A study by 
Kenney et al. (2008) in Aurora, Colorado, found that high volume water users tend to 
. be wealthier and older and live in newer and larger homes than other customers. 
Other studies have shown that structural efficiencies associated with n~w homes and 
higher-density urban development reduce the impact of immediate shortages, and also 
bring long-term benefits by reducing infrastructure costs and augmenting supply 
(Bailing et al. 2008). In an analysis of residential property characteristics, 
Guhathakurta and Gober (2007) found the most significant determinants of water use 
to be lot size and age of housing. _Design-oriented analyses of water consumption 
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hav~ gone one step further, anticipating the change in water consumption that would 
accompany certain types of urban development. For exampl~, in Phoenix, Arizona, 
each .1 ,000 square foot increase in average lot size produces a 1."8 percent increase in 
water consumption (Guhathakurta and Gober 2007). In Portland, Oregon, a 25 percent 
reduction in average residential building size is associated with an annual reduction of 
. . 
25 million liters of water. Additionally, without changing the size of the building, an 
increase in residential density by just one household per acre would reduce annual 
water consumption by 1.6 million liters (Shandas and Parandvash 201 0). 
The significance of the independent demographic variable of household si~e has · 
been substantiated in many studies, but confusion persists regarding whether the 
overall effect of the. variable is increased or decreased water us.e (Zhang and Brown 
2005; Domene and Saurf 2007; Wentz and Gober 2007). In Phoenix, Arizona, Wentz 
and Gober (2007) found an increase in water use as the size of the household 
increased, because more water ~as being used for bathing, laundry, toilet flushing and 
dishwashing. Domene and Saurf (2007) agree that household size is an important 
factor in determining consumption in Barcelona, Spain, but argue that for an equal 
population, more water per capita is consumed in smaller rather than larger households 
because small households cru:mot re~lize the opportunities for yvater saving associated 
with economies of scale. However, Dahan and Nisan (2007) found that residential 
water consumption in J erusa,lem, Israel, exhibits almost no economies of scale with 
regard to household size for households greater than two people because each 
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additional member consumes the same quantity of water regardless of total household 
size. 
Growing urban water demand, from increases in suburban developm~nts, 
population growth, and the uncertainty ofclimate change have caused renewed 
attention to both indoor and outdoor water conservation for the residential and 
commerCial sectors. Recent additions ·to water conservation literature focus on 
advancing understanding of human behavior in an attempt to identify. key factors that· 
either encourage or constrain people from engaging in resource conservation efforts 
and enviro"ntnentally sustainable behaviors (Kurtz et al. 2005; Atwood et al. 2007; 
Endter-Wada et al. 2008; Miller and Buys 2008; Webb et al. 2009). Research 
demonstrates that although attitudes may express concern for high water consumption, 
. . 
these feelings do not always translate into changed behaviors (Askew and McGuirk 
2004; Head and Muir 2006; 2007; Rand?lph and Troy 2008; Miler and Buys 2008). 
Randolph and Troy (2008) explored water use awareness in Sydney and found that 
only twenty percent of respondents knew how much water they were actually using, 
~though most respondents believed that they us~d an average or below average 
amount of water compared with others in Sydney. Miller and Buys (2008) recog~ize a 
similar situation in their results, which is that although many survey respondents 
claimed to have environmentally friendly attitudes, these were not reflected in their 
day-to-day external home water use behaviors. 
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Although external water use is often one of the first areas targeted by water 
utilities for consen_ration efforts and restrictions, residents te~d to resist changing their 
exten:tal water use behavior, namely irrigation practices, as the garden is often seen as 
a cultural product and an extension of the home and the overall living space (Askew 
and McG:uirk 2004). Human perceptions of and desires for lush, green spaces drive 
landscaping choices, which determine the resulting size and composition of household 
gardens, thus directly impacting the amount of water required to maintain the verdant 
. . 
landscape. Randolph and Troy (2008) report that although there appears to be a major 
potential for water conservation with respect to garden use, only 56 percent of the 
surveyed residents described changing their garden water practices to reduce external 
water consumption during a drought. One reason people defy water use restrictions 
and refrain from implementing water sensitive garden practices is because the act of 
watering the garden is often associated with relaxation, tranquility, and meditation 
(Syine et al. 2004; Head and Muir 2007). ·For example, in Eastern Australia, interview 
participants reported a desire to increase water features in their garde~s, equating a 
water rich environment with serenity, tranquility and peacefulness (Head and Muir 
2007). Thus, there is an inherent contradiction between aspirations to conserve water 
and the pleasure derived from. well-watered, verdant environments. 
A study in Sydney, Australia, which sought to involve a wide range of 
community stakeholders in a dialogue about water conservation, concluded that water 
u_se and management are strongly connected with social, economic, cultural, spiritual 
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and political factors (Webb et al. 2009). Atwood et al. (2007) examined residents' 
satisfaction with conser-Vation. efforts, such as the promotio~ of xeriscaping and 
restrictions on.lawn watering in Ontario, Canada, and fourid that the most important 
variables in influencing the residents' assessments of the program were the. 
neighborhood in which they lived, their gender, and their stated attitude toward the 
environment. Endter-Wada et al. (2008) found that the primary factor affecting 
wasteful watering is programmed irrigation systems. Although these systems were 
designed to achieve water efficiency, in reality, residents use them as a way to save 
both time and labor, rather than to ~ave water. 
Recent attention in the literature has been focused on evaluating the role of 
community values and the cultural and historical norms surrounding water use 
behavior in order to gauge the potential for community acceptance of water sensitive 
urban design, water conservation, and mandatory regulations (Miller and Buys 2008; 
Brown et al. 2009; Wong and Brown 2009). Miller and Buys (2008) translate the 
theory of social capital, the idea. that behavior is dependent on p.revailing community 
norms, values and behaviors, to patterns of residential water consumption because a 
person can potentially adopt either desirable or undesirable behaviors through close 
relationships with neighbors. The authors argue that although social capital has the 
potential to be use~l in remedying community challenges, such as fostering water 
conservation in a high use area, it can also be a pitfall and hinder the success of a 
conservation effort (Miller and Buys 2008). For example, the aesthetic desire to live 
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in a neighborhood with attrfJ,~tive, green lawns may take priority in neighbor relations 
over·the more seemingly remote issue of a vulnerable water supply source. Wong and 
Brown (2009) contend that community acceptance and broad political support are 
fundamental for enhancing conservation implementation rates and the receptivity of 
communities to following an ecologically sustainable lifestyle. 
3. Study Area 
Municipal water for the City of Hillsboro is supplied by the Tualatin River 
(Figure 3.1 ). Duri.ng the summer the city also relies on the Hagg Lake and Barney 
reservoirs to meet peak demand, which ·corresponds with the low flow season for the 
Tualatin River. Following a drought scare in 2001, the City of Hillsboro water 
provider instituted an aggressive conservation plan, which resulted in a 20 p~rcent 
reduction in per capita r~sidential water use between 2002 and 2007. Ho~ever, 
overall daily water production did not decrease due to the steady population growth 
over the same period. Predicting a high rate of ~ontinued growth in the future, the 
City of Hillsboro has created a 50-year water demand projection based on urban 
development forecasts and expected population growth. The projected demand for 
water outpaces the current available supply from the dual sources of the river and the 
reservoir. Hillsboro is an appropriate location for this type of research because it is 
balancing the dual uncertainties of future population growth and the potential for t~e 
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summer water flow in the Tualatin River to b~ negatively affected due to climate 
change over the next 50 years (Franczyk and Chang 2009). 
4. Data and Methods 
·A. Data 
This research employs a dynamic simulation model, CCDomestic (Downing et 
al. 2003) to estimate residential water demand. The conceptual model framework 
allows for the integration of multiple human and natural variables while elucidating 
~e linkages arid feedbacks between variables through a stock and flow diagram model 
structure (Figure 4.1). To simulate indoor and outdoor residential water consll:ffiption 
in the historical and future periods, the CCDomestic model requires data from five 
general categories:· population, climate,. outdoor water consumption behaviors, indoor 
water consumption behaviors, and total water demand (Table 4.2). 
I acquired the demographic data, including ·population, household size, ari~ 
income estimates for the period 1980-2050 from the U.S. Census Bureau and the PSU 
Population Research Center. Monthly-scale observed temperature and precipitation 
data for the period 1981-2009 was obtained from the Hillsboro airport meteorological 
station, available online through the -National Climate Data Center (NCDC) (20 1 0). 
The potential evapotranspiration (PET) data was calculated using the Blaney Criddle 
equation, PET= Dann *(0.46*T+8), where Dann is monthly average daylight hours ·and 
. T is temperature COG). Carbon dioxide concentration data for the· historical period was 
\ 
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obtained from the National Oceanic ,and Atmospheric Administration's (NOAA) 
Global Monitoring Division (Thoning et al. 2007). To determine the in?oor and 
outdoor w~ter consumption behavior in Hillsb?ro, I conducted a water use survey with 
103 heads of household (see section 4.B). To calibrate the model for applicability in 
western Oregon and to validate the model's ability to recreate the historical record, I · 
obtained municipal-scale, monthly residential water production data from the City of 
_Hillsboro water provider for the period 1995 to 2008. 
.6.8 
b!j]' 
Kclildj 
Figure 4.1: The W~ter Balance component of the CCDoinestic model, conceptualized as a flow 
diagram, where rectangular boxes indicate stocks, lines represent material flows, and circles represent 
converters. (Visualized with STELLA software) 
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Table 4.2: CCDomestic model data requirer_nents and data sources 
Variable Source 
Population • Population US Census Bureau 
• Average household size PSU Population 
• Income Research Center 
Climate • Observed (1981-2009) and projected National Climate 
(2030-2059) temperature Database 
• Observed (1981-2009) and projected Hillsboro Airport 
(2030-2059} precipitation Climate Impacts Group 
.. potentjal evapotranspiration (PET) 
• Carbon dioxide concentration 
Total Water • Monthly Residential Water Production City of Hillsboro 
Demand • Average consumption for indoor uses 
• A verage.consumption for outdoor uses Household Survey 
Outdoor • Percent of households with gardens Household Survey 
Water Use • Irrigation p~ctices 
• Water 'reatures 
lndoor.Water • Bathing Frequency Household Survey 
Use • Appliances 
• Water-saving technology 
To simulate future scenarios, I acquired statistically downscaled Global 
Climate Model scenarios with temperature and precipitation data for the period 2030-
·2059 from the Climate Impacts Group at the University of Washington (a ~ore 
detail~d description of this data is provided in Chapter III, section 4.0). Projections of 
land use an~ policy decisions for the future period were derived from two sce11:arios·, 
Development 2050 and Conservation 2050, developed by the Pacific Northwest 
Ecosystem Research C~nsortium (Baker ~tal. 2004; Hulse et al. 2004). These 
scenarios contain comprehensive descriptions of the future, including municipal water 
conservation targets to be achieved through a combination of voluritary and mandatory 
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water use reduction policies. Water conservation planning information for the City of 
Hillsboro was also obtained from the Joint Water Consortium (JWC), which 
coordinates conservation efforts for five partner water providers located in the western 
region of the Portland metropolitan area (JWC 2009). 
B. Survey Methods 
To establish a baseline of current indoor and outdoor residential water use 
behavior, I surveyed 1 03 heads of household who are residents of the City of Hillsboro 
~d receive their wat~r from the city provider, ra~er than from a personal well. The· 
survey instrument consists of39 questions, divided into three main sections: indoor 
water use, outdoor water use, and socio-economic. inform.ation (Appendix A). The 
survey was <?riginally distributed online (n=ll) via email Iist-servs provided by 
Homeowner Associations (HOA), but this method garnered limited success. The 
majority of the surveys were given in-person (n=92) over the course of six months at 
locations throughout Hillsboro, including the farmer's market and the central library. 
The sampling method yvas semi-random and self-selected. Ojeda et al. (2008) 
describe various biases that may occur during the process of survey development and 
implementation. Although I tried to iimit bias, in this study, population choice bi~s 
was a factor b~cause people chose to take the survey based solely on intrinsic 
motivation. Thus the survey participants who self-selected to c<ynplete the survey 
may be more civically active and aware of urban resolU:'ce issues than the general 
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population. A comp~son of the socio-economic characteristics of the sample 
population to the entire Hillsboro population (Figure 4.2) reveals that the sample 
. . 
population tended to be more affluent, more likely home owners than renters, 
ethnically diverse, and to have attained a higher level of education. 
DSample 
• Population 
Household Income 
Ethnlcity 
~~I~ 11' ~~~-~LJI---------------~~~~-·-· ~·~rJI-, __~ 
White Black Native · 
Amlllrlc:an 
Allan/South Hispanic 
Asian 
Home Ownership 
~------------------------~ 
70 
60 g50 i 40 l: 
10 
Rent 
Educational Attainment 
70 
80 
~50 
::40 :::L. ~ 30 . 
0 '' 
HighSchool Graduate/ Professional 
Figure 4.2: Comparison of socio-economic indicators ofthe sample population (n=103) to the entire 
Hillsboro population 
Data processing and analysis was required to convert the raw survey response 
data into input for the CCDomestic model. Using water audit brochures (Maryland 
Department of the Environment 2003; Payson Water Department 2007), I compiled 
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average water use values for both traditional and low-flow appliances, such as toilets, 
faucets, showerheads, hoses, and sprinklers. Based on the responses for family size, · 
the number of water using appliances present in-the home, and the frequency and 
length of use, I calculated daily indoor and outdoor water consumption per household 
surveyed. To ensure that the calculated results accurately represented the observed 
water use, I compared the average survey 4erived indoor and outdoor water 
consumption to the average water bill records of indoor and outdoor water 
consumption across the entire Hillsboro population. Water billing records only 
contain one water use value, which represents both indoor and outdoor consumption. 
To determine indoor and outdoor water use from the aggregate value, I used the 
·popular method of dividing water use into its two components, base use and seasonal 
use (Maidment ~tal. 1985; Zhou et al. 2000; Syffie et al. 2004; Gato et al. 2007; 
House-Peters et al. 2010). This method assumes indoor water use to be equal to the 
base use, defined as winter use ((November + December + January + F ebmary water 
use) I 4), and the outdoor water use to be equal to the seasonal use, defined as [((July+ 
August+ September+ October water use) /4)- base use]. 
The survey-response calculations for indoor water use, 227_ gallons per 
household per day, matched closely to the observed average indoor water use across 
·the study area, 210 gallons per household per day. However, the outdoor water use 
calculated from the survey, 83 gallons per household per day, did not correspond 
closely to the observed average outdoor water use, ~ 76 gallons per household per day . 
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There are several reasons for the disparities between the observed and calculated water 
use values. The slight exaggeration of indoor water use could be ~ased on the sample 
population characteristics, as affluence has been found to be correlated with increased 
water consumption (Kenney et al. 2008; Harlan et al. 2009). The significant under~ 
estimation of outdoor water use may be th~ result of a number of factors including: 1) 
the widespread use of automatic sprinkler systems in· the study area (estimated at 
. 45% ), which detach people from the process of outdoor water consumption, thus they 
are less "likely to be able to accurately quantify the amount of time that sprinklers are 
running and the tota1 amount of water consumed per ·use; 2) the survey was conducted 
during the late autumn and winter seaso~s when outdoor wa~er use is limited, thus-
respondents were less likely to accurately identify their summer outdoor water use; 3) 
respondents wanted to appear more conservation-oriented in their survey results than 
their actual behaviors suggest; and 4) the people who chose to take the survey are 
already invested in water conservation activities, such as pl~ting native and drought 
resistant gardens, and thus do not consume as much water for outdoor activities as the 
average household in the study are·a. To overcome the underestimation of outdoor use, 
I adjusted the values fo~ per minute spri~ler water consumption by a factor of 2 
across all households, which produced a more realistic outdo.or water use calculation 
of 166 gallons per household day. 
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C. Scenario Development 
In the natural resources literature, scenario analysis has become an increasingly 
common and complex approach for explicitly considering plausible environmental 
futures (Liu et al. 2007; Garb et al. 2008). Changes in response to various exogenous 
stressors and. internal dynamics of coupled human and natural systems are inevitable, 
thus Holling (200 1) recommends connecting the monitoring of conditions in the 
present and past to poli~ies and actions that can be used to evaluate different futures. 
Scenarios repres~nt storylines about how relevant events might unfold in the future 
and can be used to parameterize models of biophysical and social processes (Garb et 
. al. 2008). This research utilizes climate change and urban development scenarios to 
examine how changes in .the biophysical and built e~vironment wi~l impact municipal-
seal~ water demand in the future. 
The climate change scenarios consist of thre~ statistically downscaled GCM 
scenarios, UKMO-HadCM3 (Gordon et al. 2000), IPSL-CM4 (Marti et al. 2005), and 
PCM (Washington et al. 2000), with the AlB emission scenario. The GCM are 
· derived from scenarios performed for the International Panel on Climate Change 
(IPCC) Fourth Assessment Report and were statistically downscaled for the City of 
Hillsboro using a methodology dev~loped by Climate Impacts Group (Salathe et al. 
2007) (detailed information is provided in Chapter 3, section 4.4). For the 2040s~ the 
mean of the 30-year future period, 2030-2059, the HadCM scenario represents the 
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largest increases in temperature and evapotranspiration, the IPSL represents a middle 
of the road climate change scenario, and the PCM scenario is the most conservative. 
The urban development scenarios are based on spatially-explicit altelJ18.tive 
·land cover scenarios (Figure 3.5) created by the PNW-ERC for regional analysis of the 
Willamette River Basin.in the year 2050 (Baker et al. 2004; Hulse et al. 2004) (see 
chapter 3, sectioh 4.5 for a detailed explanation). The future land use and policy 
components of the scenarios are integrated in the CCDomestic model to evaluate 
impacts to residential water consumption based on management decisions that either 
prioritize the economic marke~ of the ecosystem. The urban sprawl scenario assumes 
a loosening of current land use laws and greater reliance on market-oriented 
. . 
. / 
approaches for land and. water use decisions, prioritizing short-term economic gain 
over long-term ecological function. In contrast, the urban densification scenario 
. . 
prioritizes the maintenance of ecological services, which are protected through 
mandated conservation-oriented behaviors. For example, the densification scenario· 
assumes that m\.micipal water conservation practices result in a 10 percent increase in 
. . 
in-stream water rights by 2050, which is obtained by ~an 8 percent redu~tion in 
municipal per capita water consumption rates. In addition to policy decisions, the type 
of urban form that exists also affects residential water use behavior (Guha~hakurta and 
Gober 2007; Shandas and Parandvash 2010). Under the urban sprawl scenario, the 
decrease in residential density to 6.2. ~omes per acre, the increase in home building 
and lot size, and the 4 percent increase in vegetation, has the potential to result in 
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significant increa~ses in both indoor and outdoor water consumption. Alternately, 
under the urban densification scenario, residential density increases to 9.3 homes per 
acre, home building and lot size decreases and there is a 4 percent decrease in. overall 
vegetative cover, which I hypothesi~e will lead to decreased. indoor and.outdoor water 
consumption. 
D. CCDomestic Model 
System dyn~ics models (SDMs) rypresent an improvement over traditional 
~tatistical models for examining coupled huma.D: and natural system dynamics. SDMs 
seek to represent the complexity and ·dynamism inherent in coupled human and natural 
. . 
systems and are able to ~ntegrate a wide range of input parameters, capture key 
interrelationships in the system, enhance understanding of the system structure, and 
reveal how a system changes over time, including how it responds to management 
intervention·(Downing et al. 2003; Chu et al. 2009; Winz et al. 2009). The stock and 
flow modeling interface of SDMs allow for visualization of the system structure, 
including the feedback lops, relationships between variables, and temporal delays, 
which improves the ability to inyestigate thy effects of different intervention strategies 
through simulation (Ford 1999). Winz et al. (2009) rely on SDM tools for modeling 
and dynamically simulating the change in water resources over time, as a method to· 
provide an informed basis for proactive management strategies, which enhance the 
ability of managers to maximize the adaptive capacity of the system to build resilience 
l.13. 
in face of future Uncertainty. All important limitation of SDMs is that it is not 
designed to be used as a predictive, forecasting model to produce exact ~ture values. · 
Instead, the modeling exercise is me~t to increase understanding of the system and is 
best interpreted through output comparison from multiple scenarios of system 
parameterizatioris. 
The CCDomestic model was originally developed for use in the Stockholm 
Environment Institute's "Climate Change and Demand for Water" project which 
· aimed to systematically evaluate the impacts of climate change and economic 
.sce~arios on future domestic water use in England and Wales (Downing et al. 2003). 
The dynamic simulation model uses empirical data on twentY micro-components of 
indoor and o~tdoor water demand (Table 4.3), including ownership of water-using 
appliances, the volume per-use for each appliance, and th.e frequency of baths apd 
showering. Table 4.3 presents the micro-component of demand input data under the 
• 
current scenario and for two future- scenarios, urban sprawl and urban densific~tion. I 
derived the current data for each micro-component of demand from analysis of the 
survey responses, using water audit ~ata (Maryland Department of the Environm~nt 
2003; Payson Water Department 2007) to calculate exact water volumes. The data for 
. the sprawl and densification scenarios are based on the PNW -ERC urban development 
scenarios (Baker et al. 2004; Hulse et al.2004) and the JWC water conservation . 
planning report, which contains Hill~boro specific conservation targets and previous 
achievements. In this modeling exercise, I intend· the sprawl and densification 
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scenarios to represent two e~treme cases, to demonstrate the upper and lower bounds 
of possibility for future water demand . 
.Table 4.3: Change in the micro-components of demand between the current period and each future 
urban development scenario 
Micro-components of Demand Current Sprawl Densification 
1. Volume of non-climate sensitive Use (L/day) 50 40(-20% 60 (+20o/o) 
2. Car ownershJp (o/o of population} 75 65(-13%) 80 (+7%) 
3. Frequency of car washing (washes per person 0.06 0.05 (-17%) 0.07 (+17o/o) 
per day in a month) 
4. Volume of water per car wash (L) 150 100 (-33%) 200 (+33%) 
5. Shower ownership(% of population) 95 80 (-16%) 90 (-5%) 
6. Low-flow shower ownership(% of population) 70 85 (+ 21%) 75 (+7%) 
7. Bath ownership(% ofpopulation) 85 85 (0%) 85 (0%) 
8. Frequency of baths (baths per person per day in 0.1 0.05 (-50%) 0.15 (+50%) 
·a month) 
9. Frequency oflow-flow shower use (low-flow 0.5 0.7 (+40%) .0.5 (0%) 
showers per person per day in a month) 
I 0. Frequency of shower use (showers per person 0.9 0.7 (-22%) 0.9 (0%) 
per day in a month) 
1I. Volume of water per bath (L) 136 136 (0%) I36 (0%) 
I2. Volume of water per shower (L) 120 90 (-25% 120 (0%) 
13. Volume of water per low-flow shower (L) 60 50 (-17%) 60 (0%) 
14. Volume of miscellaneous use (L/day) 36 29 (-19%) 43 (+19o/o) 
15. Sprinkler ownership(% of population) 50 40 (-20%) 60 (+20%) 
16. Garden water feature ownership (% of 10 IO (0%) 10 (0%) 
population) · 
17. Volume of water per sprinkler use (L) 1,000 500 (-50%) I ,500 (+50%)_ 
18. Frequency of sprinkler use (per person per day 0.05 0.03 (-40%) 0.07 (+40%) 
in a month) 
19. Frequency of refilling garden water feature 0.05 0.03 (-40%) 0.07 (+4q%) . 
(per person per day in a month) 
20. Volume of water per refill of garden water 100 50 (-50%) 150 (+150%) 
feature (L) 
The CCI;)omestic model is a collection of connected sectors, or sub-models, 
that represent physical and human processes, such as climate and population growth, 
. . ) 
and calculate separate components of water demand, including garden demand and 
.115 
bathing demand. For example, the water balance model sector is presented in Figure 
4.1. The calculation of demand is affected by the biophysical environment, because 
the micro-components of demand exhibit varying sensitivitie~ to climate variables, 
namely temperature, precipitation, and evapotranspiration. The model assumes that 
some components of demand are not sensitive to climatic variations, including dish 
washing and clothes washing. Thus the calculation of these elements remains 
constant, unless directly affected by <1: policy intervention. However, for the micro-
components of demand that are climate sensitive, the model includes an accumulated 
degree day calculation, which r~p:r:esents the impact of prolonged warmer weather on 
the frequency of performing _the activity, such as g~den watering ~d car washing. 
Degree days r~present the accumulation of days over course of a month with 
temperatures above the threshold ofl7 °C. The temperature threshold is one 
parameter that can be adjusted to calibrate the climate sensitivity of the model. The 
submodel that estimates garden watering is based on soil moisture deficits and utilizes 
temperature, precipitation, and evapotranspiration data to determine the amount of 
water needed to maintain vegetation~ This submodel includes a monthly coefficient 
that can be calibrated to adjusf evapotranspiration based on the dominant type of 
vegetation present on residential property and the local climate· regime. In Hillsboro, 
grass and shrubs are the dominant vegetation types and utili~e the most water at the 
height of the growing season in mid to late summer, which also corresponds to the dry 
season, thus creating a peak in o:utdoor water demand ·for irrigation during the month 
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of August. Other outdoor activities such as car washing and pool maintenance are also 
. . 
assumed to be climate sensitive, but account for only a minor portion of total 
residential demand. 
To meet the objectives of this study, I used the CCDomestic model to simulate 
indoor, outdoor, and total water demand for the 2040s~ defined· as the monthly 
ensemble mean of the period 203~-2059, under three individual climate change, two 
individual urban development, and six combined climate change and urb~ 
d~velopment scenarios. To have a baseline to compare the changes in water ~emand 
under the future scenarios, I also simulated water demand for the reference period, 
defined as 1981-2009, and .calculated the monthly ensemble mean for this period. 
5. Results and Discussion 
A~ Model Calibration and Validation · 
To calibrate and validate the CCDomestic model for the Hillsboro study area, I 
used monthly municipal-scale residential water production data from the City of 
Hillsboro for the period 1995-2008. ·I parameterized the model based on the historical 
population and climate data and the current indoor and outdoor water use behavior 
data that I obtained from the survey. For the model to perform well for this study are(;l., 
it was necessary to calibrate the climate driven model parameters. The mo~el was 
initially developed to be used in England and Wales, which hav~ humid summer 
climates.- Western Oregon expeJ;iences a dry summer climate, characterized by wann 
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temperatures but little precipitation. The two model parameters that I adjusted to 
achieve optimal results were the mo~thly crop coefficient (Kc) values and the average 
monthly irrigation demand (mm/month), which are both used to calculate garden 
watering demand. The initial Kc values in the model were based on the Food and 
Agriculture Organization (FAO) values for grass in a humid summer climate. I 
adjl:lsted these mon~ly values to reflect the FAO values for grass in a dry climate. For 
the monthly irrigation demand parameter, I increased irrigation demand for the 
summer months and decreased irrigation demand for ·th~ winter months to better 
reflect the increased potentia] evapotranspiration in the summertime in Hillsboro. 
To test the performance of the model, I used the 1995-2001 production data for 
calibration and the 2002-2008 production data for validation. The results of the model 
calibration (Figure 4.3) and the validation (Figure 4.4) produced R2 values, a measure 
of the model's goodness of fit, of0.697 and 0.567. These results are significantly 
· stronger than those obtained in the original study (Downing et al. 2003) which ranged 
from R2 = 0.15 to 0.4& for the seven study areas located in England and Wales. The 
overall model performance for recreating the reference period was acceptable for the 
scope of this research (R2 = 0.61) (Figure 4.5) 
118 
1995-2001 
R2 = 0.6969 
600 
> ro 
"tJ 500 
-
• • c 
0 400 ~ 
~ 
0.. 300 
-
...... 
~ 200 
"' :::>
... 
~ 100 -
ro 
3: 0 
"tJ 
~ 
~ 0 
"tJ 
100 200 300 400 500 600 
0 
~ Observed Water Use (L/person) 
Figure 4.3: Calibration ofthe CCDOM model for the period 1995-2001 
600 
> ro 
~ 500 
s:::: 
~ 
G.l 
0.. 
400 
~ 
G.l 300 
"' ;::) ii 200 
ro 
~ 100 
0 
0 
2002-2008 
R2 = 0.567 
• 
-- -- -- - - - -- -· - - - - - - - - - -. - -- -+- - - - -
• .# • 
- - - ... - · - ·=* - -- -- ----. . . .. 
100 200 300 400 500 600 
Observed Water Use (L/person) 
Figure 4.4: Validation of the CCDOM model for the period 2002-2008 
119 
1995-2008 
R2 = 0.6126 
600 - -- ------
> ftl 
"C 500 ...... 
c 
0 
: 400 Q.l 
~ 
...... 
~ 300 Q.l 
"' ~
Gi 200 
1ii 
3: 100 
"C 
Q.l 
Qj 0 
"C 
0 
:E 
600 -
500 
~ 
ra 
:E 400 
c 
0 
en 
... 
Gl Q. . 
) 300 ' 
- I Gl 
en 
:J 
... 
Gl 200 -
1G 
~ 
100 
0 
• 
- --- • • ··-• • 
----
-
• 
--- -
0 100 200 300 400 500 
Observed Water Use (L/person) 
1 6 11 4 9 2 7 12 5 10 3 8 1 6 11 4 9 2 7 12 5 10 3 8 1 6 11 4 9 2 7 12 5 10 
Month 
Figure 4.5 : CCDOM model performance for the reference period 1995-2008 
600 
- observed 
- modeled 
120 
B. Indoor Water ·use 
The most significant component of indoor water use is for washing and 
bathing. Indoor water demand is generally climate insensitive (varying only 25 
L/person/day throughout the year), though prolonged periods of very hot weather, 
such as a summer heat wave, can induce· a short-term increase in bathing. The results 
of the indoor water ~imulation (Figure 4.6) for the reference ·period illustrate a 
generally constant demand throughout the year of approximately 125 .liters .per person 
per day. The model simulations that incorporate urban development scenarios but rely 
on the historical climate data, produce a similar w.ater use pattern to the reference 
period, maintaining a relatively constant demand throughout the year (Figure 4.6a). 
. . 
However, the amount of water demanded under the urban spn~wl and urban 
densification scenarios differs significantly. The sprawl scenario produces an average 
water demand of 150 liters per per~on a day, while the urban densification scenario 
exhibits a reduced average demand of only 75 liters per person per day. The 
difference in demand is due to combined effects of water management policy and 
urban development. The lack of both voluntary and mandatory conservation programs 
and the increase in house size, due ~o reduced residential density, exacerbates water 
. consumption in th, sprawl scenario. The densification scenario assumes active 
conservation education, rebate and incentive programs for investing in water saving 
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appliances, and increased residential housing density, thus generating reduced 
demand. 
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Figure .4.6: Indoor residential water demand under a) individuaJ GCM and land use scenarios and b) 
combined GCM and land use scenarios 
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The effect of the climate change scenarios on indoor water consumption 
(Figure 4.6a) is interesting because the increas~ in temperature during the summer 
months, specifically August and September, results in a new pattern of demand which 
· includes a summer time peak in demand of 180 (L/person/day) in August increased 
from 126 (L/person/day) in August under the reference period. The variability of 
temperature, precipitation, and evapot~ansp~ration in ~e climate change scenario data 
produces another interesting eff~ct, which is an earlier peak, occurring in August, for 
the high (HadCM) climate scenario rather than in September for the low (PCM) and 
medium (IPSL) climate scenarios. . 
It is unlikely that climate change and urban development will occur in isolation 
. . 
of one another, thus I simulate combined scenapos (Figure 4.6b ). The combin~d 
~nfluence of climate, land use, ~d policy is evident in the results of the indoor water 
demand simulation. The magnitude of increase in demand mirrors the results from the 
individual urban development scenarios but also includes the peak summertime 
demand due to increased accumulated degree· days above the 17 °C threshold under 
the GCM climate projections. Current residential wat.er demand management opera,tes 
under an assumption of relatively constant indoor demand throughout the year. The 
· results from this· modeling exercise indicate that a shift in the timing and pattern of 
. . 
indoor demand may occur due to increased ~ture temperatures that influence people 
to bathe more often and urban development plans that promote large, suburban homes 
and ignore conservation outreach. I performed a statistical analysis using a paired t-
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test to assess the significance of the results under the combined climate change and 
urban development scenarios (Table 4.4). For indoor water demand, the t-test results 
confirm that the demand generated by each com~ined scenario is statistically different. 
Thus, indoor water demand is sensitive to both climate and urban development .. 
. . 
Table 4.4: Results of a paired t-test of the indoor demand mode1ing results under the combined climate 
change and urban development scenarios. Values shown in the table are p-values. Ifp<O.OS, then the 
demand results of the two scenarios are significantly different (these cells are shaded). 
Indoor Water Demand 
C. Outdoor Water Use 
Medium 
Climate 
Densify 
2040s 
Water demand for external purposes, primarily irrigation, is characterized by a 
summertime peak, traditionally occurring in August, when evaporative demand is 
greatest and precipitation is minimal. Water managers anticipate this peak in w~ter 
use (139 L/personlday in the reference scenario) to ensure adequate supply to meet. the 
demand. The results of the urban development scenarios demonstrate a wide range of 
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summertime peak demand, from 26 (L/person/day) under the densify scenario. to.275 
(L/day/person) under the sprawl scenario (Figure 4.7a). 
The increase in residential vegetation and outdoor area and the lack of 
regulation of external water consumption activities, under the sprawl scenario, 
produce an August peak demand (275 L/person/day) in the 2040s that is twice wh~t is 
currently experienced (137 L/person/day). Conversely, the urban densification 
scenario illustrates an extreme reduction in outdoor water demand (26 L/person/day), 
due to the reduction in residential vegetation, the reduction in lot size, and a 
conserv(ltion mandate regulating when, how often, and for how long residents are 
allowed to irrigate veg~tation. Climate scenarios have little impact on the overall 
average amount of outdoor water demand. However, the increase in temperature in 
early summer·under the .QCM scenarios has an important effect, creating two distinct 
demand peaks, one in late June and the second in late August. 
The simulations that combine <?limate change and urban development (Figure 
4. 7b) also produce unexpected results. Under the combined climate and densification 
scenario, the summertime peak water demand (37 L/person/day) is similar to the 
demand· generated from the densification scenario simulated under current climate 
conditions (26.34 L/person/day). However, the combined climate and ~ban sprawl 
scenario results in a highly exaggerated August peak demand of nearly 1 00 
L/person/day liters more than the sprawl ~imulation under current climate (Figure 
4. 7a). Results of a paired t-test (Table 4.5) demonstrate that under combined climate 
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change and urban development scenarios, outdoor water demand is more sensitive to 
urban development and policy decisions than to climate. 
Figure 4.7: Outdoor residential water demand under a) individual GCM and land use scenarios and b) 
combined GCM and land use scenarios 
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Table 4.5: Results of a paired t-test of the outdoor demand modeling results under the combined climate 
change and urban development scenarios. Values shown in the table are p-values. lfp<O.OS, then the 
demand resuJts of the two scenarios are significantly different (these cells are shaded). 
Low Low Medium Medium High 
Climate Climate Climate Climate Climate 
Outdoor Water Demand Densify Sprawl Densify Sprawl Densify 
2040s 2040s 2040s 2040s 2040s 
r-----------------~ 
v. Reference · 
v. Low Climate Dens 
v. Low Climate 
v. Med. CJimate 
v . 
. V. 
D. Total Water Use 
High 
Climate 
Sprawl 
2040s 
The results of the total water use simulations reveal a similar summertime 
pattern to the results from the outdoor water use simulations. (Figure 4.8). Between 
November and May, water demand remains relatively constant, though demand is 
highest under the sprawl scenario (544 L/perspn/day) and lowest under the 
densification scenario (176 L/person/day), as would be expected. Beginning in May, 
all scenarios, except densification, exhibit an increasing trend in total water demand 
(Figure 4.8a). However, the month that water demand peaks, ·differs. For example, 
under high warming scenario (HadCM), total water demand- exhibits an early peak in 
July (317 L/person/day), which was also evident in the indoor and outdoor demand 
patterns, and is due to the increased acc~inulation of high temperature days, ·which. 
cross the temperature threshold increasing frequency of indoor and outdoor water use. 
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The total water demand simulated under combined climate and urban 
development scenarios (Figure 4.8b) clearly demonstrates that combining increases in 
temperature and increases in resideritial.vegetation causes an additive effect that 
exacerbates total water demand, resulting in midsummer demand (708 L/person/day) 
that doubles our current peak consumption (359 L/person/day). The densification 
scenario illustrates that au.stere management and regulation and conscious urban 
planning can miti~ate the pressures of population growth and climate change, reducing 
peak water demand (215 L/person/day) below current levels. The paired t~test ~esults 
for statistical significance (Table 4.6) reveal that the total demand results under each 
scenario are significantly different with the exception of the medium climate sprawl 
and low climate sprawl scenarios, whose results are not significantly different. 
Table 4.6: Results of a paired t~test of the total demand modeling results under the combined climate 
change and urban development scenarios. Values shown in the table are p~values. Ifp<0.05, then the 
demand results of the two scenarios are significantly different (these cells are shaded). 
Low High 
Climate Climate 
Total Water Demand Sprawl Densify 
2040s 2040s ~--------~------~~~~~ 
v. Reference 
v. Low Climate 
v. Low Climate 
v.Med. 
v. 
v. 
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Figure 4.8: Total residential water demand under a) indiviqua1 GCM and land us~ 
scenarios and b) combined GCM and land use scenarios 
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6. ConclusiQns 
To gain a ~omprehensive understanding of the effect of urban dev~lopment, 
. ' 
policy, and climate on water demand, I used a system dynamics model to simulate 
indoor, outdoor, and total ~esidential water demand for the period 2030-2059 under 
five individual and six combined alternative future scenarios. The results highlight the 
complex interactions between biophysical and social drivers of water demand in an 
urban setting. The findings of this study suggest that at the municipal scale, water 
demand is highly sensitive to urban design scenarios due to the implications for policy 
and regulation, which impact water-use behaviors, perhaps even more than climate 
. . 
change. This conclusion reinforces Liu et al. (2007) inference· that "well-designed 
regulation~, policies, incentive~, and governance structures can sti_mulate jnvolvement 
of diverse populations in the understanding and management of coupled human and 
natural systems." Indoor water demand exhibited sensitivity to climate scenario, 
which produced an unexpected midsummer peak. J.fle main conclusions of this 
·research are: 1) Indoor water demand, which has historically been assumed clim~te 
insensitive, may exhibit a summertime peak demarid under increased future 
temperatures due to climate change; 2) Dense urban development that limits lot size 
and vegetation concurrent with strict regulatiOJ?-S regarding external water use can 
mitigate peak summer demand; 3) Peak outdoor water use is especially sensitive to 
urban sprawl and lax water conservation policies; and 4) Climate change may shift the 
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timing of peak demand to earlier in the summer, due to hot, dry weather beginning in 
early,. rather than midsummer ~n western Oregon. 
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V. Conclusions 
This thesis, organized as three discrete academic papers, traced the 
methodological d~velop~ents of water resources research and examined the combined 
impacts of climate change and urban development on residential water demand at the 
neighborhood and municipal scale iJ:?. Hillsboro, Oregon, a large suburb of Portland. 
To determine the influence of biophysical and social drivers on urban water demand at 
multiple scales, I used a neighborhood-scale surface energy balance model, tht? Local-
scale Urban Meteorological Parameterization Sch~me (LUMPS) (Grimmond and Oke 
2002), and a municipal-scale syst(ml, dynamics model, CCDomestic (Downing et al. 
2003). Within the urban environment, large scale processes and patterns result from 
the nesting of local system within regional and global systems (Liu et al. 2007). 
Urban water demand represents a complex system, dependent on patterns and 
processes that emerge through multi:-scale and cross-scale human-environment 
interactions. Humans hold a unique' r~le be~ause our distinctive characteristics of 
foresight and intentionality provide us the ability to build or erode resilience in 
coupled systems thiough the manag~ment strategies that we choose to·implement 
(Holling et al. 2001 ). The complex interactions between the neighborhood and 
municipal scale are highly evident in the findings of this thesis and have i~portant 
implications for urban planning and water m~agement. Land cover and water use are 
highly it?-tertwined and thus urban land-use planning and water management must also 
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become fully integrated in order to i!lcrease resilience and effectively overcome the 
challenges of climate change and population growth while minimizing vulnerability to 
increasiQg water scarcity and over allocation of natural' resources.' FUrthermore, 
future development plans need to be spatially explicit and integrate current vegetation 
and water consumption patterns, so ~at already heavily developed neighborlroods do 
not experience increased future imperviousness. Instead, density should be increased 
in sprawling, highly vegetated neighborhoods, to reduce external water consumption, 
especially under future increases in summertime temperature due to climate change. 
At the city-wide scale, findi~gs suggest that i~creases in water demand from 
population growth and climate change can be mitigated by combining increased 
residential urban density with strict water conservation management. Under this type 
of scenario, there is a positive feedback between reduced vegetation and mandatory 
restrictions on irrigation that results in a significant reduction in peak summertime 
water demand. At the municipal scale this type of integrated land use planning and 
water management policy appears an effective solution. How~ver, results from this 
research have shown that at the neighborhood scale increased urban density in already 
xeric neighborhoods is maladaptive,. because the absolute change in external water 
consumption is insignificant but UHI intensity, especially in terms of reduced 
nighttime cooling, is exacer~ated. Thus, by constraining human behavior through 
. . 
city-scale policy and land-use planning, cities may induce an unexpected shift in the 
coupled human and natural system, resulting in a more degraded local environment. 
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The findings of this thesis support the need for comprehensive future research 
that focuses on the capacity for and effectiveness of decision-making at multiple 
scales of governance in regard to urban water management. Research that targets only 
sole sectors of water consumption and ignores the organizational and legal challenges 
of achieving integrated water management can draw only limited conclusions 
regarding the struggles faced by water managers: This criticism relates directly to this 
thesis, as the research focuses only on water demand from the residential sector, 
ignoring future changes in agricultural, industrial, commercial, and public sector water 
demand. Furthermore, this research assumes that water managers have complete 
control over the water resources that they supply to the-ir customers. However,. the 
complexities inherent in the processes to buy and sell water rights, the intractable legal 
battles being fought over water resources and the reality that the state owns the water 
leaves water managers with severely limited options. The deep uncertainty associated 
with climate change models and the lack of universal methods to quantify the levels of 
this uncertainty also limits the ability for water managers to incorporate climate 
change scenarios into water resource planning. 
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Appendix A: Household Water Use Survey 
I. Indoor Water Use (Please darken only one answer per question.) 
1. How many full bathrooms a} a2 a3 a4+ 
are in your home? 
(including sink, toi~et, 
shower/bath) . 
2. How many half aO a] a2 a3+ 
bathrooms are in your 
home? (including only sink 
and toilet) 
3. Do you have a aYes a No 
dishwasher? 
4. Is your dishwasher an aYes a No 
Energy Star appliance? 
5. Do you have a washing aYes a No 
machine? 
6. Is your washing machine qYes a No 
an Energy Star appliance? 
7. Do you have any wa~er aYes a No If yes, how many? a Not 
conserving "low flow" sure 
faucets? (ex. aerators 
installed) 
8. Do you have any water ayes a No If yes, how many? a Not 
conserving "low flow" sure 
· shower heads?. 
9. Do you have any low-flow aYes a No If yes, how many? a Not 
toilets? (ex. 1.6 gallon/flush) sure 
J 0. Approximately how · aO a I a2-3 a4+ 
many showers are taken per 
day in your home? 
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11. Approximately bow oO ol o2-3 o4+ 
many b~:tths are taken per 
day in your home? 
12. What is the average oLess than 5 o5-10 o 1 0-15 minutes ol5+ 
length of time for a shower minutes minutes minutes. 
in your home? 
13. Approximately how o3-5 o6-8 o9-12 ol2+ 
many times per day is the 
toilet flushed in your home? 
II. Outdoor Water Use (Please darken only~ answer per quest 
1. Do you have a lawn or oYes oNo **If NO, skip to question #11 
garden space? 
2. What is the composition o Mostly lawn oMostly o Mostly water oA mix of 
of your outdoor space? drought needy plants lawn and 
tolerant other pI ants 
plants 
3. How often in the winter oN ever ol-2 times o 3-~ times per oDaily 
season do you water your per week week 
lawn/garden? 
4. How often in the oN ever ol-2 times o3-5 times per oDai1y 
.summer seaso~ do you per week week 
water your lawn/garden? 
5. Do you have a sprinkler eYes oNo 
system? 
6. If you answered yes to oAutomatic oManual oDrip o Traditional 
the previous question (#5), irrigation system irrigation irrigation lawn 
please choose the system system sprinkler 
description of your system 
system (check all that apply). 
7. How do you normally oBy hand using oBy hand o I turn on the oThe 
water your lawn/garden? a watering can using a hose sprinkler sprinkler 
system system is 
automatic 
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8. After how many days o1 day o2-3 days .o4-5 days ol water 
without rain d? you everyday 
decide to irrigate? 
9. Which of the following o75°F o80-85 °F o90+ °F oi water 
daytime temperatures ·everyday 
would cause you to water regardless. 
your lawn/garden? 
' 
10. Appro:Jimately how oLess than 5 o5-10 010-15 o15.+ 
much time <Jo you spend minutes minutes minutes minutes 
watering outside? 
11. Do you have ~ther oPool oJacuzzi/ oFountain oOther: 
outdoor water features? Hot Tub 
(check all that apply) 
12. How many times per oO· o1 o2 o3+ 
month do you wash your· 
car at home? · 
13. How many cars are oO o1 o2 o3+ 
owned by your 
household? 
14. Where do you usually oOn my lawn oOnmy oOn the street oAt a 
wash your car? driveway carwash 
15. On average, how many o 10 minutes· o10-15 min. o 1~+ minutes oNot 
minutes do you spend applicable 
. washing your car? 
III. Demographic Information (Please darken only one answer per question.) 
1. In what year was 
your house built? (~ill 
in year) 
2. Gender oMale oFemale 
3.Age 018-30 o31-45 o46-60 o60+ 
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4. Length of residence o0-5 o6-10 years o 10-20 years o20+ years 
in Hillsboro 
5. Homeownership oRent oOwn 
status 
6. Housing type oSingle- oSingle- oMulti- oMulti-family 
family family family residence (apartment 
residence residence residence complex) 
(detached) (town- (duplex or 
home) triplex) 
7. Is your home part of oYes oNo oDon'tknow 
a Homeowners 
Association? 
8. Family Size o1 p~rson o2 people o3-4 people o5-6 people o7+ 
(including yourself) people 
9. Highest level of oNo. oHigh oCollege oMaster's oPh.D. 
education achieved diploma School 
10. Ethnicity oCaucasian/ oHispanic oAfrican oAsian/ oNative 
White American South Asian Am eric 
an 
11. Household Income o0-$25,000 o$25,000- o$50,000- o$75,000- o$100,0 
$50,000 $75,000 $100,000 00 and 
above 
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Appendix B: Human Subjects Review Waiver 
ttum8ft SUbJeCtS~~~--
III:Jst Ollt<le sox 1'51 503-12S-4288 tel 
F'alt:land, Oregon 972£11'~ 5'€J3..72S-l<U6 k 
llfrrcelllb.-....11 
July7.2009 
To: LayHC:m.se-Pmu 
&om: Nmc:r Ko«doff. BSRRC emu 
Re. HSRRC ~.mviewofym:r.r ~tided,~ ~Re~ 'WJ.tM 
Dema:ad" (;ElSRRC Pmpom # 091015). 
Deat:Lily, 
Ycrm: pmpaw is t!D!tt1pt &om fatthet: Huawl Sabjec::ts Reea.tdl Review Comsuiftae ft!View. md 
y.:m fD1J pmced with the smdy. · 
B'lilell with tim~ ;Wove. it w;n aec:eHat:y by Uui.wnitypoliuy for -yon ta-na1ifythis 
Coamuee Of the pcoposedxesem:h, :md we ~:fOlU timely~ to tbft JD3ltef:.. If 
ycmt!W;ed1aaga in the~~ the Commfttemwstb.aaD&dia ~ ud 
~ m'Mt be~ befo:re being implemented. 
If you have qoestiDM ac coa-ec:m, pleae coataet the HSlUtC iD dle Of&e of Beseueh md 
Spo.moa!d Pcojem {ORSP)~ {503) 72~288.. 6th Plotx. Uaitas ~4th &I.mcalo. 
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