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Abstract|Theory for random arrays predicts a mean side-
lobe level given by the inverse of the number of elements.
In this paper1 two optimization methods for thinned arrays
are given: one is for optimizing the weights of each element,
and the other one optimizes both the layout and the weights.
The weight optimization algorithm is based on linear pro-
gramming and minimizes the peak sidelobe level for a given
beamwidth. It is used to investigate the conditions for nd-
ing thinned arrays with peak sidelobe level at or below the
inverse of the number of elements. With optimization of the
weights of a randomly thinned array it is possible to come
quite close and even below this value, especially for 1D ar-
rays. Even for 2D sparse arrays a large reduction in peak
sidelobe level is achieved. Even better solutions are found
when the thinning pattern is optimized also. This requires
an algorithm that uses mixed integer linear programming.
In this case solutions with lower peak sidelobe level than
the inverse number of elements can be found both in the 1D
and the 2D cases.
I. Introduction
The topic of this paper is the study of the beam pattern
of 1D and 2D arrays. Typical applications are medical ul-
trasound imaging [1] and high-resolution sonar imaging [2].
2D arrays in these elds represent a technological challenge
not the least because of the high channel count [3], [4]. For
this reason sparse 2D arrays, where elements are removed
by thinning, are considered to be necessary.
The starting point of our study are arrays that are regu-
larly sampled with sample distance equal to half the wave-
length. This is the spatial equivalent of the Nyquist crite-
rion. The arrays may be 1-dimensional or 2-dimensional.
In both cases it is assumed that the sampling is regular, ie.
along a line or on a square grid (as opposed to [5] where ar-
bitrary positions are allowed). A sparse array has elements
removed by thinning. This removal may be random or it
may be found from some sort of optimal algorithm. The
trivial thinning of just keeping the full central part of the
aperture is avoided. In this way the aperture is maintained
and thus the resolution. The remaining elements may be
weighted or they may be unweighted.
Steinberg [6] has given a comprehensive theory for the
unweighted randomly thinned array. The main results for
the far-eld continuous wave (CW) beampattern are:
 The probability distribution of the elements’ position de-
termines the main lobe’s shape and the nearby sidelobes in
exactly the same way as they are determined by the weight-
ing in a full array.
 The sidelobe level can be described in a statistical sense
and away from the main lobe, the ratio of the mean sidelobe
1This work was partly sponsored by the ESPRIT program of the
European Union under contract number EP 22 982.
power to the main lobe peak power is 1=K where K is the
number of remaining elements. This result is independent
of the statistical distribution of the elements.
 The sidelobe amplitude away from the main lobe is
Rayleigh distributed and unaected by the element distri-
bution. The peak sidelobe may be as high as 10 dB above
the average sidelobe level.
A. Sparse array optimization
There is a long history in the radar litterature for analy-
sis of beampatterns for sparse arrays for the far-eld single-
frequency case (analysis of the one-way beampattern). In
ultrasound imaging, this was the approach used in [7] where
it was partially conrmed that Steinberg’s results for aver-
age one-way sidelobe levels can be squared to estimate the
levels for the two-way beampattern for pulsed 2-D arrays.
In [8] an optimization of element placement was reported.
The optimization criterion was to nd the best approxi-
mation to the full array’s two-way CW beampattern. The
solution was an optimal thinning pattern with random-like
appearance. This work is an attempt to nd the properties
of the random-like thinning patterns. It is based on opti-
mization of the one-way response by either changing the
element weight or the element positions or both.
There have been previous attempts to weight sparse ar-
rays. This has been reported to have no eect, but this
was because regular weighting functions were sampled [7].
In [9] we showed that it is possible to nd element weight
functions for a given thinning pattern that give the beam-
pattern optimal properties. An important point is that
these functions have little or no resemblance with the corre-
sponding full array’s weight function. In [10] this approach
was extended from 1D to 2D arrays and improved results
were reported. By using the linear programming algorithm
for optimization it was possible to optimize the whole side-
lobe region. Due to the properties of 2D array elements
in ultrasound (high impedance, low sensitivity) it is often
undesirable to weight the elements of a 2D transducer ar-
ray. The goal of this work is therefore not primarily to
propose practical weighting functions, but rather the opti-
mization methods are used to nd properties of the beam-
pattern of such arrays. Of special interest is to determine
the minimum peak sidelobe level and compare it with the
predictions from random theory. Finally a method is also
described for optimizing the element positions of a random-
like sparse array. This optimization gives results that are
more directly useful in an array design. Other related work
on joint optimization of thinning pattern and weights has
been reported in the context of sonar arrays in [11] and
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Fig. 1. A 2D planar array with coordinate system.
[12].
The optimization criterion is usually a minimization of
the maximum sidelobe. This is a criterion which is re-
lated to imaging of a strong reflecting point target in a
non-reflecting background containing other point targets.
An alternative criterion is to minimize the integrated side-
lobe energy. In a medical imaging system, this is related
to imaging of a non-reflecting area like a cyst or a ven-
tricle in a background of reflecting tissue. Some results
on weight optimization for 1D arrays using this criterion
and quadratic optimization have been reported in [13]. In
this paper we nd the properties of arrays based on min-
imization of the peak sidelobe, because this has been the
most common criterion till now and it is straightforward to
formulate optimization algorithms for it.
B. The beam pattern of a planar array
The far-eld continuous wave (CW) beampattern of an
array with an even number, L = 2N , of omnidirectional
elements is given as [14]:
W (~k) =
2NX
n=1
wne
j~k~xn (1)
where the array element locations are ~xn 2 R3 with the
corresponding weights wn 2 R. The wavenumber vector
~k 2 R3 has amplitude j~kj = 2= where  is the wave-
length.
Let the unit direction vector be ~s; = (sin cos ;
sin sin ; cos) in rectangular coordinates, see Fig. 1.
Then the wavenumber vector is ~k = 2~s;=.
The elements of a 2D planar array are located in the
xy-plane with element n at ~xn = (xn; yn; 0). Thus the
beampattern is:
W (kx; ky) =
2NX
n=1
wne
j(kxxn+kyyn) (2)
The beampattern has the following properties:
 For real weights, the beampattern is conjugate symmet-
ric, i.e. W (kx; ky) = W
(−kx;−ky).
 Symmetric arrays with symmetric weights give a real
beampattern.
When the two properties are combined, the beampattern
for an array with an even number of elements is real and
equal to:
W (; ) = 2
NX
n=1
wn cos

2

sin(xn cos + yn sin )

(3)
which gives the array response to a monochromatic wave
from direction (; ). A similar expression for an odd num-
ber of elements can easily be found.
Using matrix notation one gets
W (; ) = v(; )w (4)
where w = [w1    wN ]
T
are the element weights and the
kernel row vector is given as:
v(; ) =

2 cos(
2

~s;  ~x1) ;    ; 2 cos(
2

~s;  ~xN)

:
(5)
II. Optimization of beampattern
Two optimization problems will be formulated as linear
programming problems. The rst is a minimization of the
maximum sidelobe level by varying element weights. The
second problem gives rise to a mixed integer linear pro-
gramming problem which is considerably harder to solve.
It is a minimization of the number of active elements and
an optimization of the weights in order to achieve a specic
maximum sidelobe level.
A. Optimization of element weights
The objective is to minimize the sidelobe level in a con-
tinuous region R of the -plane, which is the equivalent
of a lter’s stopband. Since the beampattern is symmetric
about the -axis; W (−; ) = W (; ), only the right half-
plane is necessary for the optimization. The passband in
this case is minimal in the sense that it consists only of the
-axis.
The element weight optimization problem is to minimize
the beampattern in the stopband by varying the element
weight vector subject to the constraint of having a nor-
malized mainlobe. This problem may be formulated and
solved as a linear programming problem as discussed next.
A linear programming (LP) problem is the minimization
of a linear objective function subject to a (nite) set of
linear inequalities and linear equations [15]. In matrix form
an LP problem may be written as
minimize cTx
subject to Ax  b
(6)
where x is a vector of n variables, and the data is given by
the mn-matrix A and the vectors c and b. Today large-
scale LP problems can be solved eciently on standard
computers with good algorithms and implementations.
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The stopband region R is discretized into a set of M
gridpoints R = f(m; m) : m = 1; : : : ;Mg. Introduce the
MN matrix V with the mth row being theN -dimensional
row vector v(m; m) given in (5), or vm for short. For a
given element weight vector w the maximum sidelobe level
sl on the discrete set R is dened as
sl(w) = maxfjvmwj : 1  m Mg =
maxfj
PN
n=1 vm;nwnj : 1  m Mg:
(7)
Thus the element weight optimization problem is to mini-
mize  subject to jvmwj   for 1  m M , and a normal-
ization corresponding to a unit response for zero azimuth
angle, v0w = 1, where v0 = [1; : : : ; 1]: This is a nonlinear
optimization problem, but a standard reformulation [15],
may be used to turn it into an LP problem. Consider the
LP problem
minimize 
subject to
(i) v0w = 1;
(ii) vmw   for m M ;
(iii) −vmw   for m M:
(8)
The variables are w and . This problem is of the form (6)
with
x =

w 
T
; c =

0 1
T
;
A =
2664
v0 0
−v0 0
V −1
−V −1
3775 ; b =
2664
1
−1
0
0
3775
where 0 is a vector of all ones.
In an optimal solution of (8) the variable  equals the
minimum value of sl(w) in (7). This problem is therefore
a min-max problem. Thus the element weight optimization
problem may be solved as the LP problem (8).
A very fast and reliable LP solver, CPLEX [16], was
used. This is an optimization library for solving linear pro-
gramming and integer linear programming problems. The
problem (8) may be solved for problems corresponding to
2D arrays with thousands of elements where several hun-
dreds of them are active [18]. Thus, the main work of the
implementation is to generate the correct entries in the co-
ecient matrix and vectors. The simplex algorithm (a part
of CPLEX) was used for solving the problem.
B. Optimization of element layout and weights
The simultaneous weighting and thinning problem is a
natural extension of the element weighting problem in the
previous section. Since the objective is to minimize the
number of array elements, a binary variable xn 2 f0; 1g is
introduced for each element. The purpose is to let xn = 1
indicate that the element is present, and xn = 0 indicates
that the element is removed by thinning.
Note that the objective is now to minimize the number of
array elements, rather than minimizing the sidelobe level
. The sidelobe level is consequently a xed parameter
 in this problem as in [11]. Thus one considers the ele-
ment weighting and thinning optimization problem: min-
imize the number of array elements subject to constraints
assuring a normalized mainlobe and xed sidelobe level.
Consider the following problem
minimize
P
n xn
subject to
(i) v0w = 1;
(ii)

V
−V

w  1;
(iii) γ1xn  wn  γ2xn for n  N ;
(iv) xn 2 f0; 1g for n  N:
(9)
Here the constraints (i) and (ii) are as before except that 
is given, while (iii) gives a logical link between the layout
variable xn and the weight variable wn. In order to vary
the weight wn between the two bounds γ1 and γ2 one has
to set xn to 1. The actual values of the parameters γ1 and
γ2 may be set depending on the specic problem studied.
For instance, interesting choices are γ1 = 0 (nonnegative
weights), −γ1 = γ2 > 0 (symmetric bounds), or positive
weights with γ2=γ1 restricted to the maximum allowed dy-
namic range of the weighting hardware.
The problem (9) is a mixed integer linear programming
problem, i.e., a linear programming problem where some
or all variables are required to be integral. This partic-
ular problem may be written in matrix form similarly to
what was shown in the previous section. In general, mixed
integer LP problems are computationally very dicult op-
timization problems. Even this particular problem is dif-
cult, i.e., to nd an optimal solution seems hard also for
moderately sized problems. This is mainly due to the com-
plex structure of the matrix V which comes in combination
with the integrality constraints on the layout variables xn.
In practise it turns out that it is only realistic to solve
problems of size corresponding to 1D arrays so far. At
present only simplied heuristic methods may be used to
solve for the larger problems ([8], [12]). One important use
of the mixed integer linear programming algorithm is that
it may be used to compare the quality of dierent simplied
heuristic methods for the same problem.
Small-scale problems may be solved by the branch and
bound method in CPLEX [16]. This is a general method
for solving mixed integer linear programming problems in
which the feasible region is gradually divided into ner sub-
regions for which a linear programming problem is solved.
To (hopefully) control the combinatorial explosion of these
subdivisions, one cuts o in subdivisions that can not lead
to a further improvement of the current best solution.
For larger problems CPLEX will run \forever", but even
early in this process it may nd good solutions satisfying
(9), that may be of interest. The problem, however, is to
prove that these solutions are the optimal ones.
III. Examples
A. 1D sparse array
A 3.5 MHz array with half wavelength spacing between
elements, 64 elements and gaussian thinning to 48 elements
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Fig. 2. Beampattern before and after optimization for 64 element
array randomly thinned to 48 elements. Thinning and weights
are shown in the center panel of Fig. 4.
was optimized. An example of the beam patterns before
and after optimization are shown in Fig. 2.
Several such optimizations were performed for various
beamwidths and thinning patterns. For each thinning pat-
tern, the start angle 1 (the boundary between the main-
lobe and sidelobe regions) was varied and an optimization
was performed. The resulting peak sidelobe and −6 dB
beamwidth is plotted in Fig. 3. Each curve is the result
of between 5 and 18 such optimizations. The gure shows
two dash-dot lines which are the results of optimizing the
weights to give uniform sidelobe levels for the full arrays.
The left-hand one is the performance for a full 64 element
array, and the right-hand one for a full 48 element array.
Only thinned array with performance better than the 48-
element curve are of interest. All the remaining curves are
for a 64 element array thinned to 48 elements. The upper
solid line shows performance for the worst symmetric thin-
ning that could be found, giving a minimum sidelobe level
of about −13 dB.
The two dashed lines are two realizations of random
gaussian thinning. Both of them start leveling o at −17 to
−18 dB sidelobe level. This is in the vicinity of the mean
sidelobe level predicted for a random array given as the
inverse of the number of elements which is −16:8 dB. How-
ever with the optimization used here this value is achieved
as a peak value instead.
Finally the two lower solid curves are the results from
optimizing the weights for two near-optimal thinning pat-
terns. They were obtained with the combined weight
and layout optimization algorithm with sidelobe targets of
−18 and −19:5 dB. The other values in their curves were
obtained by keeping the layout and then optimizing the
weights only for dierent values of start-angles in the opti-
mization. With such thinnings the peak sidelobe level can
be improved down to the range −17 to −20 dB.
All the thinning patterns are shown in Table 1. Examples
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Fig. 3. Sidelobe level as a function of beamwidth for uniform sidelobe
level 64 element and 48 element full arrays (dash-dot lines), for
two realizations of random 25% thinning of the 64 element array
(dashed lines), and for worst-case and optimally 25% thinned
arrays (solid lines).
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Fig. 4. Weights found after optimization from 2 degrees for three
dierent element layouts. The beampattern of the random layout
is shown in the lower panel of Fig. 2.
of the weights required are shown in Fig. 4. They are quite
dierent from the much smoother weight functions that are
obtained for full arrays (see the Dolph-Chebyshev weights
of Figs. 46-49 of [17]).
B. 2D sparse arrays
A 2D array for 3.5 MHz with 12 by 12 elements with half
wavelength spacing in both dimensions was then consid-
ered. The array is inscribed in a circle giving 112 elements.
Random thinning to 64 elements (57%) and optimization
of the weighting gives a beampattern with a sidelobe level
of −12 to −15 dB. The procedure for nding the optimal
thinning and weighting was then used with a sidelobe tar-
get of −19:5 dB. The optimized layout was then input with
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Elements enabled Comment
11011101110111011101110111011101 Worst-case symmetric array
11010110110110101111101111111011 Random 1 (upper dashed curve)
11011011011111111001010111110111 Random 2 (lower dashed curve)
10111100011001111101101111111111 Optimized 1, (-18 dB) (upper solid curve)
00101001111101111011101111111111 Optimized 2, (-19.5 dB) (lower solid curve)
TABLE I
Left-hand part (32 elements) of symmetric 64 element arrays. All references to relative position are to the right-hand
part of curves in Fig. 3.
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Fig. 5. Sidelobe level as a function of beamwidth for several weight-
optimized uniform sidelobe cases: 112 element full array (dash-
dot line) and three realizations of random thinning to 64 elements
(dashed lines). The best result is obtained for a layout-optimized
62 element thinning (solid line).
varying start-angles in the weight optimization algorithm.
The peak sidelobe level can now be reduced down to −20 to
−22 dB (Fig. 5). Each curve is the result of between 5 and
8 optimizations with dierent start values for the azimuth
angles. The sidelobe value should be compared to the value
predicted for mean sidelobe level of 1=64 = −18:1 dB, and
shows that there is a potential of getting a peak value which
is 3 dB lower than that predicted for the mean if optimized
thinning patterns can be found. This is about the largest
array size where optimized element layouts can be found
with reasonable use of computer resources (less than about
4 hours CPU time and some hundreds of Mbytes of RAM).
The four element layouts are shown in Fig. 6.
Further examples may be found in [18].
IV. Conclusion
A method based on linear programming for nding the
optimum weights for minimum peak sidelobe level and a
method using mixed integer linear programming for nd-
ing both the weights and the element layout have been pre-
sented. They have been used to nd properties of sparse
arrays with random thinning and arrays with optimized
thinning. The properties are found by trading o sidelobe
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Fig. 6. Element layouts for 112 element full array thinned to three
dierent random 64 element layouts and a 62 element optimized
layout. The random arrays are sorted according to the peak
sidelobe level in Fig. 5 with Random 1 having the highest peak
sidelobe level for large beamwidths.
level for beamwidth.
Theory for random arrays predicts a mean sidelobe level
given by the inverse of the number of elements. In prac-
tise the sidelobe level fluctuates much around this mean.
With optimization of the weights it is possible for the peak
value to be at or even below the predicted value for the
mean, especially for 1D arrays. Even for 2D sparse arrays
a large reduction in peak sidelobe level is achieved. How-
ever, when the thinning pattern is optimized also, solutions
which have lower peak sidelobe level than the inverse num-
ber of elements can be found both in the 1D and the 2D
cases.
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