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APPROXIMATION NUMBERS OF SOBOLEV AND GEVREY
TYPE EMBEDDINGS ON THE SPHERE AND ON THE BALL –
PREASYMPTOTICS, ASYMPTOTICS, AND TRACTABILITY
JIA CHEN, HEPING WANG
Abstract. In this paper, we investigate optimal linear approximations (n-
approximation numbers ) of the embeddings from the Sobolev spaces Hr (r >
0) for various equivalent norms and the Gevrey type spaces Gα,β (α, β > 0) on
the sphere Sd and on the ball Bd, where the approximation error is measured in
the L2-norm. We obtain preasymptotics, asymptotics, and strong equivalences
of the above approximation numbers as a function in n and the dimension d.
We emphasis that all equivalence constants in the above preasymptotics and
asymptotics are independent of the dimension d and n. As a consequence
we obtain that for the absolute error criterion the approximation problems
Id : H
r → L2 are weakly tractable if and only if r > 1, not uniformly weakly
tractable, and do not suffer from the curse of dimensionality. We also prove
that for any α, β > 0, the approximation problems Id : G
α,β → L2 are uni-
formly weakly tractable, not polynomially tractable, and quasi-polynomially
tractable if and only if α ≥ 1.
1. Introduction
This paper is devoted to investigating the behavior of the approximation numbers
of embeddings of Sobolev spaces and Gevrey type spaces on the sphere Sd and on
the ball Bd into L2. The approximation numbers of a bounded linear operator
T : X → Y between two Banach spaces are defined as
an(T : X → Y ) : = inf
rankA<n
sup
‖x|X‖≤1
‖Tx−Ax|Y ‖
= inf
rankA<n
‖T −A : X → Y ‖, n ∈ N+,
where N+ = {1, 2, 3, . . .}, N = {0, 1, 2, 3, . . .}. They describe the best approxi-
mation of T by finite rank operators. If X and Y are Hilbert spaces and T is
compact, then an(T ) is the nth singular number of T . Also an(T ) is the nth mini-
mal worst-case error with respect to arbitrary algorithms and general information
in the Hilbert setting.
On the torus Td, there are many results concerning asymptotics of the approxi-
mation numbers of smooth function spaces, see the monographs [21] by Temlyakov
and the references therein. However, the obtained asymptotics often hide depen-
dencies on the dimension d in the constants, and can only be seen after “waiting
exponentially long (n ≥ 2d)” if d is large. In order to overcome this deficiency, Ku¨hn
and other authors obtained preasymptotics and asymptotics of the approximation
numbers of the classical isotropic Sobolev spaces, Sobolev spaces of dominating
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2mixed smoothness, periodic Gevrey spaces, and anisotropic Sobolev spaces (see
[10, 11, 9, 2]). Note that in these preasymptotics and asymptotics, the equivalence
constants are independent of the dimension d and n.
On the sphere Sd and on the ball Bd, the following two-sided estimates can be
found in [7] and [22] in a slightly more general setting:
(1.1) C1(r, d)n
−r/d ≤ an(Id : H
r(Sd)→ L2(S
d)) ≤ C2(r, d)n
−r/d, n ∈ N+,
and
(1.2) C3(r, d)n
−r/d ≤ an(Id : H
r(Bd)→ L2(B
d)) ≤ C4(r, d)n
−r/d, n ∈ N+,
where Id is the identity (embedding) operator, H
r(Sd), Hr(Bd) are the Sobolev
spaces on the sphere Sd and on the ball Bd, the constants Ci(r, d), i = 1, 2, 3, 4,
only depending on the smoothness index r and the dimension d, were not explicitly
determined.
In the paper we discuss preasymptotics and asymptotics of the approximation
numbers of the embeddings Id of the Sobolev spaces H
r (r > 0) and the Gevrey
type spaces Gα,β (α, β > 0) on the sphere Sd and on the ball Bd into L2. We remark
that the Gevrey type spaces have a long history and have been used in numerous
problems related to partial differential equations.
Our main focus in this paper is to clarify, for arbitrary but fixed r > 0 and
α, β > 0, the dependence of these approximation numbers an(Id) on d. In fact, it
is necessary to fix the norms on the spaces Hr on Sd and on Bd in advance, since
the constants Ci(r, d), i = 1, 2, 3, 4 in (1.1) and (1.2) depend on the size of the
respective unit balls. Surprisingly, for a collection of quite natural norms of Hr
(see Sections 2.1 and 6.1), and for sufficiently large n, say n ≥ 2d, it turns out that
the optimal constants decay polynomially in d, i.e.,
C1(r, d) ≍r C2(r, d) ≍r C3(r, d) ≍r C4(r, d) ≍r d
−r,
where A ≍ B means that there exist two constants c and C which are called
the equivalence constants such that cA ≤ B ≤ CA, and ≍r indicates that the
equivalence constants depend only on r. This means that on Sd and on Bd, for
n ≥ 2d,
an(Id : H
r → L2) ≍r d
−rn−r/d,
where the equivalence constants are independent of d and n. We also show that on
Sd and on Bd, for n ≥ 2d,
ln(an(Id : G
α,β → L2)) ≍α −βd
αnα/d,
where the equivalence constants depend only on α, but not on d and n.
Specially, we prove that the limits
lim
n→∞
nr/dan(Id : H
r(Sd)→ L2(S
d)) =
( 2
d !
)r/d
and
lim
n→∞
nr/dan(Id : H
r(Bd)→ L2(B
d)) =
( 1
d !
)r/d
exist, having the same value for various norms. We also prove that for 0 < α < 1,
β > 0, γ =
(
2
d !
)−α/d
, γ˜ =
(
1
d !
)−α/d
,
lim
n→∞
eβγn
α/d
an(Id : G
α,β(Sd)→ L2(S
d)) = 1.
3and
lim
n→∞
eβγ˜n
α/d
an(Id : G
α,β(Bd)→ L2(B
d)) = 1.
For small n, 1 ≤ n ≤ 2d, we also determine explicitly how these approximation
numbers an(Id) behave preasymptotically. We emphasize that the preasymptotic
behavior of an(Id) is completely different from its asymptotic behavior. For exam-
ple, we show that
an(Id : H
r,∗(Sd)→ L2(S
d)) ≍r an(Id : H
r,∗(Bd)→ L2(B
d))
≍r


1, n = 1,
d−r/2, 2 ≤ n ≤ d,
d−r/2
(
log(1+ dlog n )
logn
)r/2
, d ≤ n ≤ 2d,
and
ln
(
an(Id : G
α,β(Sd)→ L2(S
d))
)
≍α ln
(
an(Id : G
α,β(Bd)→ L2(B
d))
)
≍α −β
{
1, 1 ≤ n ≤ d,(
logn
log(1+ dlogn )
)α
, d ≤ n ≤ 2d,
where the equivalence constants depend only on r or α, but not on d and n. Here
“∗” stands for a specific (but natural) norm in Hr on Sd and on Bd.
Finally we consider tractability results for the approximation problems of the
Sobolev embeddings and the Gevrey type embeddings on Sd and on Bd. Based
on the asymptotic and preasymptotic behavior of an(Id : H
r → L2) and an(Id :
Gα,β → L2), we show that for the absolute error criterion the approximation prob-
lems Id : H
r → L2 are weakly tractable if and only if r > 1, not uniformly weakly
tractable, and do not suffer from the curse of dimensionality. We also prove that
for any α, β > 0, the approximation problems Id : G
α,β → L2 are uniformly weakly
tractable, not polynomially tractable, and quasi-polynomially tractable if and only
if α ≥ 1 and the exponent of quasi-polynomial tractability is
tqpol = sup
m∈N
m
1 + βmα
, α ≥ 1.
The paper is organized as follows. In Section 2.1 we give definitions of the
Sobolev spaces with various equivalent norms and the Gevrey type spaces on the
sphere. Section 2.2 is devoted to some basics on the approximation numbers on
the sphere. In Section 3, we study strong equivalence of the approximation num-
bers an(Id : H
r(Sd) → L2(S
d)) and an(Id : G
α,β(Sd) → L2(S
d)). Section 4 con-
tains results concerning preasymptotics and asymptotics of the above approxima-
tion numbers. Section 5 transfers our approximation results into the tractability
ones of the respective approximation problems. In the final Section 6, we ob-
tain the corresponding results on Bd such as strong equivalence, preasymptotics
and asymptotics of the approximation numbers an(Id : H
r(Bd) → L2(B
d)) and
an(Id : G
α,β(Bd)→ L2(B
d)), and tractability of the respective approximation prob-
lems.
2. Preliminaries on the sphere
2.1. Sobolev spaces and Gevrey type spaces on the sphere.
Let Sd = {x ∈ Rd+1 : |x| = 1} (d ≥ 2) be the unit sphere of Rd+1 (with
|x| denoting the Euclidean norm in Rd+1) endowed with the rotationally invariant
4measure σ normalized by
∫
Sd
dσ = 1. Denote by L2(S
d) the collection of real
measurable functions f on Sd with finite norm
‖f |L2(S
d)‖ =
(∫
Sd
|f(x)|2 dσ(x)
) 1
2
< +∞.
We denote by Hdℓ the space of all spherical harmonics of degree l on S
d. Denote
by Πd+1m (S
d) the set of spherical polynomials on Sd of degree ≤ m, which is just the
set of polynomials of degree ≤ m on Rd+1 restricted to Sd. It is well known (see [3,
Corollaries 1.1.4 and 1.1.5]) that the dimension of Hdℓ is
(2.1) Z(d, ℓ) := dimHdℓ =
{
1, if ℓ = 0,
(2ℓ+d−1) (ℓ+d−2)!
(d−1)! l! , if ℓ = 1, 2, . . . ,
and
(2.2) C(d,m) := dimΠd+1m (S
d) =
(2m+ d)(m+ d− 1)!
m! d!
, m ∈ N.
Let
{Yℓ,k ≡ Y
d
ℓ,k | k = 1, . . . , Z(d, ℓ)}
be a fixed orthonormal basis for Hdℓ . Then
{Yℓ,k | k = 1, . . . , Z(d, ℓ), ℓ = 0, 1, 2, . . .}
is an orthonormal basis for the Hilbert space L2(S
d). Thus any f ∈ L2(S
d) can be
expressed by its Fourier (or Laplace) series
f =
∞∑
ℓ=0
Hℓ(f) =
∞∑
ℓ=0
Z(d,ℓ)∑
k=1
〈f, Yℓ,k〉Yℓ,k,
where Hdℓ (f) =
Z(d,ℓ)∑
k=1
〈f, Yℓ,k〉Yℓ,k, ℓ = 0, 1, . . . , denote the orthogonal projections
of f onto Hdℓ , and
〈f, Yℓ,k〉 =
∫
Sd
f(x)Yℓ,k(x) dσ(x)
are the Fourier coefficients of f . We have the following Parseval equality:
‖f |L2(S
d)‖ =
( ∞∑
ℓ=0
Z(d,ℓ)∑
k=1
|〈f, Yℓ,k〉|
2
)1/2
.
Let Λ = {λk}
∞
k=0 be a bounded sequence, and let T
Λ be a multiplier operator
on L2(S
d) defined by
TΛ(f) =
∞∑
ℓ=0
λℓHℓ(f) =
∞∑
ℓ=0
λℓ
Z(d,ℓ)∑
k=1
〈f, Yℓ,k〉Yℓ,k.
Let SO(d + 1) be the special rotation group of order d+ 1, i.e., the set of all
rotation on Rd+1. For any ρ ∈ SO(d+1) and f ∈ L2(S
d), we define ρ(f)(x) = f(ρx).
It is well known (see [3, Proposition 2.2.9]) that a bounded linear operator T on
L2(S
d) is a multiplier operator if and only if Tρ = ρT for any ρ ∈ SO(d+ 1).
5Definition 2.1. Let Λ = {λk}
∞
k=0 be a non-increasing positive sequence with
lim
k→∞
λk = 0. We define the multiplier space H
Λ(Sd) by
HΛ(Sd) :=
{
TΛf
∣∣ f ∈ L2(Sd) and ‖TΛf ∣∣HΛ(Sd)‖ = ‖f |L2(Sd)‖ <∞}
:=
{
f ∈ L2(S
d)
∣∣ ‖f ∣∣HΛ(Sd)‖ := ( ∞∑
ℓ=0
1
λ2ℓ
Z(d,ℓ)∑
k=1
|〈f, Yℓ,k〉|
2
)1/2
<∞
}
.
Clearly, the multiplier space HΛ(Sd) is a Hilbert space with inner product
〈f, g〉HΛ(Sd) =
∞∑
ℓ=0
1
λ2ℓ
Z(d,ℓ)∑
k=1
〈f, Yℓ,k〉 〈g, Yℓ,k〉.
We remark that Sobolev spaces and Gevrey type spaces on the sphere Sd are
special multiplier spaces whose definitions are given as follows.
Definition 2.2. Let r > 0 and  ∈ {∗,+,#,−}. The Sobolev space Hr,(Sd) is
the collection of all f ∈ L2(S
d) such that
‖f
∣∣Hr,(Sd)‖ = ( ∞∑
ℓ=0
(rℓ,d)
−2
Z(d,ℓ)∑
k=1
|〈f, Yℓ,k〉|
2
)1/2
<∞,
where
r∗ℓ,d = (1 + (ℓ(ℓ+ d− 1))
r)−1/2, r+ℓ,d = (1 + ℓ(ℓ+ d− 1))
−r/2,
r#ℓ,d = (1 + ℓ)
−r, r−ℓ,d = (ℓ+ (d− 1)/2)
−r, l = 0, 1, . . . .
If we set Λ = {rk,d}
∞
k=0, then the Sobolev space H
r,(Sd) is just the multiplier
space HΛ

(Sd).
Remark 2.3. We note that the above four Sobolev norms are equivalent with the
equivalence constants depending on d and r. The natural Sobolev space on the
sphere is Hr,∗(Sd). The Sobolev space Hr,−(Sd) is given in [1, Definition 3.23].
Remark 2.4. Let △ be the Laplace-Beltrami operator on the sphere. It is well
known that the spaces Hdℓ , ℓ = 0, 1, 2, . . . , are just the eigenspaces corresponding
to the eigenvalues −ℓ(ℓ+ d− 1) of the operator △. Given s > 0, we define the s-th
(fractional) order Laplace-Beltrami operator (−△)s on Sd in a distributional sense
by
H0((−△)
s(f)) = 0, Hℓ((−△)
s(f)) = (ℓ(ℓ+ d− 1))sHℓ(f), ℓ = 1, 2, . . . ,
where f is a distribution on Sd. We can define (I − △)s, (((d − 1)/2)2I − △)s
analogously, where I is the identity operator. For r > 0 and f ∈ Hr(Sd), we have
the following equalities.
‖f
∣∣Hr,∗(Sd)‖ = (‖f |L2(Sd)‖2 + ‖(−△)r/2f |L2(Sd)‖2)1/2,
‖f
∣∣Hr,+(Sd)‖ = (‖(I −△)r/2f |L2(Sd)‖2)1/2,
‖f
∣∣Hr,−(Sd)‖ = (‖(((d− 1)/2)2I −△)r/2f |L2(Sd)‖2)1/2.
6Definition 2.5. Let 0 < α, β <∞. The Gevrey type space Gα,β(Sd) is the collec-
tion of all f ∈ L2(S
d) such that
‖f
∣∣Gα,β(Sd)‖ = ( ∞∑
ℓ=0
e2βℓ
α
Z(d,ℓ)∑
k=1
|〈f, Yℓ,k〉|
2
)1/2
<∞.
If we set Λα,β = {e
−βkα}∞k=0, then the Gevrey type space G
α,β(Sd) is just the
multiplier space HΛα,β (Sd).
Remark 2.6. M. Gevrey [5] introduced in 1918 the classes of smooth functions on
Rd that are nowadays called Gevrey classes. They have played an important role
in study of partial differential equation. A standard reference on Gevrey spaces
is Rodinos book [18]. The Gevrey spaces on d-dimensional torus were introduced
and investigated in [9]. Our definition is a natural generalization from Rd to Sd.
When d = 1, the unit ball of Gα,β(Sd) recedes to the class Aτ,bq with q = 2, b = α
and τ = β introduced in [21, p. 73]. When α = 1, the action of the Gevrey type
multiplier TΛ1,β on f ∈ L2(S
d) is just the Possion integral of f on the sphere (see
[3, pp. 34-35]).
2.2. Approximation numbers.
Let H and G be two Hilbert spaces and S be a compact linear operator from
H to G. The fact concerning the approximation numbers an(S : H → G) is well-
known, see e.g. Ko¨nig [8, Section 1.b], Pinkus [17, Theorem IV.2.2], and Novak
and Won´iakowski [12, Corollary 4.12]. The following lemma is a simple form of the
above fact.
Let H be a separable Hilbert space, {ek}
∞
k=1 an orthonormal basis in H , and
τ = {τk}
∞
k=1 a sequence of positive numbers with τ1 ≥ τ2 ≥ · · · ≥ τk ≥ · · · . Let H
τ
be a Hilbert space defined by
Hτ =
{
x ∈ H | ‖x|H‖ =
( ∞∑
k=1
|(x, ek)|
2
τ2k
)1/2
<∞
}
.
According to [17, Corollary 2.6] we have the following lemma.
Lemma 2.7. Let H, τ and Hτ be defined as above. Then
an(Id : H
τ → H) = τn, n ∈ N+.
In the sequel, we always suppose that Λ = {λk,d}
∞
k=0 is a non-increasing positive
sequence with lim
k→∞
λk,d = 0. It follows from Definition 2.1 that the mutiplier space
HΛ(Sd) is of form Hτ = (L2(S
d))τ with
{τk}
∞
k=0 = {λ0,d, λ1,d, · · · , λ1,d︸ ︷︷ ︸
Z(d,1)
, λ2,d, · · · , λ2,d︸ ︷︷ ︸
Z(d,2)
, · · · , λk,d, · · · , λk,d︸ ︷︷ ︸
Z(d,k)
, · · · },
where Z(d,m) and C(d,m) are given in (2.1) and (2.2). According to Lemma 2.7
we obtain
Theorem 2.8. For C(d, k − 1) < n ≤ C(d, k), k = 0, 1, 2, . . . , we have
an(T
Λ : L2(S
d)→ L2(S
d)) = an(Id : H
Λ(Sd)→ L2(S
d)) = λk,d,
where we set C(d,−1) = 0.
7Specially, let r > 0,  ∈ {∗,+,#,−}, and 0 < α, β <∞. Then for C(d, k−1) <
n ≤ C(d, k), k = 0, 1, 2, . . . , we have
(2.3) an(Id : H
r,(Sd)→ L2(S
d)) = rk,d,
and
(2.4) an(Id : G
α,β(Sd)→ L2(S
d)) = e−βk
α
,
where the definitions of Hr,(Sd), rk,d,  ∈ {∗,+,#,−} are given in Definition
2.2, and the definition of Gα,β(Sd) is in Definition 2.5.
3. Strong equivalences of approximation numbers
This section is devoted to giving strong equivalence of the approximation num-
bers of the Sobolev embeddings and the Gevrey type embeddings on the sphere.
Theorem 3.1. Suppose that lim
k→∞
λk,dk
s = 1 for some s > 0. Then
(3.1) lim
n→∞
ns/dan(Id : H
Λ(Sd)→ L2(S
d)) =
( 2
d !
)s/d
,
Specially, for r > 0 and  ∈ {∗,+,#,−}, we have
(3.2) lim
n→∞
nr/dan(Id : H
r,(Sd)→ L2(S
d)) =
( 2
d !
)r/d
.
Proof. For C(d, k − 1) < n ≤ C(d, k), k = 0, 1, 2, . . . , we have
an(Id : H
Λ(Sd)→ L2(S
d)) = λk,d.
It follows that
(C(d, k − 1))s/dλk,d < n
s/dan(Id : H
Λ(Sd)→ L2(S
d)) ≤ (C(d, k))s/dλk,d.
We recall from (2.2) that
C(d, k) =
(2k + d)(k + d− 1) !
k ! d !
,
which yields that
lim
k→∞
C(d, k)
kd
= lim
k→∞
C(d, k − 1)
kd
=
2
d !
.
Since
lim
k→∞
(C(d, k − 1))s/dλk,d = lim
k→∞
(C(d, k))s/dλk,d
= lim
k→∞
(C(d, k)
kd
)s/d
ksλk,d =
( 2
d !
)s/d
,
we obtain (3.1). Theorem 3.1 is proved. 
Remark 3.2. One can rephrase (3.2) as strong equivalences
an(Id : H
r,(Sd)→ L2(S
d)) ∼ n−r/d
( 2
d !
)r/d
for r > 0 and  ∈ {∗,+,#,−}. The novelty of Theorems 3.1 is that they give
strong equivalences of an(Id : H
r,(Sd) → L2(S
d)) and provide asymptotically
optimal constants, for arbitrary fixed d and r > 0.
8Theorem 3.3. Let 0 < α < 1, β > 0, and γ =
(
2
d !
)−α/d
. Then we have
(3.3) lim
n→∞
eβγn
α/d
an(Id : G
α,β(Sd)→ L2(S
d)) = 1.
Proof. It follows from (2.4) that for C(d, k − 1) < n ≤ C(d, k), k = 0, 1, 2, . . . ,
an ≡ an(Id : G
α,β(Sd)→ L2(S
d)) = e−βk
α
.
Therefore, we have
(3.4) eβγ(C(d,k−1))
α/d
e−βk
α
< eβγn
α/d
an ≤ e
βγ(C(d,k))α/de−βk
α
.
Since for 0 < α < 1,
lim
k→∞
(γ(C(d, k))α/d − kα) = lim
k→∞
kα
(((
1 +
d
2k
) d−1∏
j=1
(1 +
j
k
)
)α
d
− 1
)
= 0,
we get
(3.5) lim
n→∞
eβγ(C(d,k))
α/d
e−βk
α
= e
β lim
k→∞
(γ(C(d,k))α/d−kα)
= 1.
Similarly, we can show that
lim
n→∞
eβγ(C(d,k−1))
α/d
e−βk
α
= 1,
which combining with (3.5) and (3.4), yields (3.3). Theorem 3.3 is proved. 
Remark 3.4. One can rephrase (3.3) as a strong equivalence
an(Id : G
α,β(Sd)→ L2(S
d)) ∼ e−βγn
α/d
for 0 < α < 1 and β > 0, where γ =
(
2
d !
)−α/d
. The novelty of Theorems 3.3
is that they give a strong equivalence of an(Id : G
α,β(Sd) → L2(S
d)) and provide
asymptotically optimal constants, for arbitrary fixed d, 0 < α < 1, and β > 0.
Remark 3.5. For α = 1, we have
lim
n→∞
eβγ(C(d,k−1))
α/d
e−βk
α
= e
β(d−1)2
2d 6= e
βd
2 = lim
n→∞
eβγ(C(d,k))
α/d
e−βk
α
,
which means that the strong equivalence
an(Id : G
α,β(Sd)→ L2(S
d)) ∼ e−βγn
α/d
does not hold. However, we have the weak equivalence
(3.6) an(Id : G
α,β(Sd)→ L2(S
d)) ≍ e−β(nd !/2)
1/d
,
where the equivalence constants may depend on d, but not on n.
For α > 1, there seems even no weak asymptotics of an(Id : G
α,β(Sd)→ L2(S
d))
as (3.6).
94. Preasymptotics and asymptotics of the approximation numbers
This section is devoted to giving preasymptotics and asymptotics of the approx-
imation numbers of the Sobolev embeddings and the Gevrey type embeddings on
the sphere.
Lemma 4.1. For m ∈ N and d ∈ N+ we have
max
{(
1 +
m
d
)d
,
(
1 +
d
m
)m}
≤ C(d,m) ≤ min
{
ed
(
1 +
m
d
)d
, em
(
1 +
d
m
)m}
.
(4.1)
Proof. We note that(
m+ d
d
)
≤ C(d,m) =
(
m+ d
d
)
2m+ d
m+ d
≤ 2
(
m+ d
d
)
.
Using the inequality (see [10, (3.6)])(
m+ d
d
)
≤ ed−1(1 +
m
d
)
d
,
we get the upper estimate of C(d,m). Using the inequality (see [10, (3.5)])
max
{(
1 +
m
d
)d
,
(
1 +
d
m
)m}
≤
(
m+ d
d
)
,
we get the lower estimate of C(d,m). Lemma 4.1 is proved. 
Theorem 4.2. Let r > 0. We have
(4.2) an(Id : H
r,∗(Sd)→ L2(S
d)) ≍


1, n = 1,
d−r/2, 2 ≤ n ≤ d,
d−r/2
(
log(1+ dlog n )
logn
)r/2
, d ≤ n ≤ 2d,
d−rn−r/d, n ≥ 2d,
where the equivalence constants depend only on r, but not on d and n.
Proof. We have for n = 1,
an(Id : H
r,∗(Sd)→ L2(S
d)) = 1.
For 2 ≤ n ≤ C(d, 1) = d+ 2, we have
an(Id : H
r,∗(Sd)→ L2(S
d)) = r∗1,d = (1 + d
r)−1/2 ≍ d−r/2.
This means that
an(Id : H
r,∗(Sd)→ L2(S
d)) ≍ d−r/2 ≍
{
d−r/2, 2 ≤ n ≤ d,
d−r/2
(
log(1+ dlogn )
logn
)r/2
, d ≤ n ≤ C(d, 1).
For C(d,m− 1) < n ≤ C(d,m), 2 ≤ m ≤ d, we have
(4.3) an(Id : H
r,∗(Sd)→ L2(S
d)) = (1 + (m(m+ d− 1))r)−1/2 ≍ m−r/2d−r/2.
By (4.1) we get that
n ≤ C(d,m) ≤ em(1 + d/m)m ≤
(2ed
m
)m
.
It follows that
logn ≤ m log(2ed/m),
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which implies
(4.4) m ≥
logn
log(2ed/m)
and
log
( 2ed
logn
)
≥ log
( 2ed
m log(2ed/m)
)
= log(
2ed
m
)− log
(
log(
2ed
m
)
)
.
Using the inequality x ≥ 2 log x for x ≥ 2, we obtain
log
( 2ed
logn
)
≥
1
2
log(
2ed
m
).
This combining with (4.4) yields
(4.5) m ≥
logn
2 log(2ed/(logn))
.
On other hand, it follows from (4.1) that
n > C(d,m− 1) ≥
(
1 +
d
m− 1
)m−1
.
This yields
m− 1 ≤
logn
log
(
1 + dm−1
) ≤ logn.
It follows that
m ≤
logn
log
(
2d
logn
) + 1,
which combining with (4.5), leads to
(4.6) m ≍
logn
1 + log
(
d
logn
) .
It follows from (4.3) that for C(d,m− 1) < n ≤ C(d,m), 2 ≤ m ≤ d,
an(Id : H
r,∗(Sd)→ L2(S
d)) ≍ m−r/2d−r/2 ≍ d−r/2
( log(1 + dlogn )
logn
)r/2
.
Note that
2d ≤ C(d, d) ≤ (2e)d
and for 2d ≤ n ≤ (2e)d,
logn
log(1 + dlogn )
≍ d and n−r/d ≍ 1.
We obtain that for C(d, 1) < n ≤ C(d, d),
an(Id : H
r,∗(Sd)→ L2(S
d)) ≍ d−r/2
( log(1 + dlogn )
logn
)r/2
≍
{
d−r/2
(
log(1+ dlogn )
logn
)r/2
, d ≤ n ≤ 2d,
d−rn−r/d, 2d ≤ n ≤ C(d, d).
.
For C(d,m− 1) < n ≤ C(d,m), m > d, we have
(4.7) an(Id : H
r,∗(Sd)→ L2(S
d)) = (1 + (m(m+ d− 1))r)−1/2 ≍ m−r.
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It follows from (4.1) that
m
d
≤ 1 +
m− 1
d
≤ (C(d,m− 1))
1
d ≤ n
1
d ≤ (C(d,m))
1
d ≤ e(1 +
m
d
) ≤
2em
d
.
Therefore, we get
(4.8) m ≍ dn1/d,
which combining with (4.7) yields that for n > C(d, d),
an(Id : H
r,∗(Sd)→ L2(S
d)) ≍ d−rn−r/d.
The proof of Theorem 4.2 is complete. 
Using the same method as in the proof of Theorem 4.2, we can obtain the
following two theorems.
Theorem 4.3. Let r > 0. We have
(4.9) an(Id : H
r,+(Sd)→ L2(S
d)) ≍


1, n = 1,
d−r/2, 2 ≤ n ≤ d,
d−r/2
(
log(1+ dlogn )
logn
)r/2
, d ≤ n ≤ 2d,
d−rn−r/d, n ≥ 2d,
(4.10) an(Id : H
r,#(Sd)→ L2(S
d)) ≍


1, 1 ≤ n ≤ d,(
log(1+ dlog n )
logn
)r
, d ≤ n ≤ 2d,
d−rn−r/d, n ≥ 2d,
and
(4.11) an(Id : H
r,−(Sd)→ L2(S
d)) ≍
{
d−r, 1 ≤ n ≤ 2d,
d−rn−r/d, n ≥ 2d,
where all above equivalence constants depend only on r, but not on d and n.
Theorem 4.4. Let α, β > 0. We have
(4.12) ln
(
an(Id : G
α,β(Sd)→ L2(S
d))
)
≍ −β


1, 1 ≤ n ≤ d,(
logn
log(1+ dlog n )
)α
, d ≤ n ≤ 2d,
dαnα/d, n ≥ 2d,
where the equivalence constants depend only on α, but not on d and n.
5. Tractability analysis
Recently, there has been an increasing interest in d-variate computational prob-
lems with large or even huge d. Such problems are usually solved by algorithms
that use finitely many information operations. In this paper, we limit ourselves
to the worst case setting, information operation is defined as the evaluation of a
continuous linear functional, and we deal with a Hilbert space setting (source and
target space). The information complexity n(ε, d) is defined as the minimal number
of information operations which are needed to find an approximating solution to
within an error threshold ε. A central issue is the study of how the information
complexity depends on ε−1 and d. Such problem is called the tractable problem.
Nowadays tractability of multivariate problems is a very active research area (see
[12, 13, 14] and the references therein).
12
Let Hd and Gd be two sequences of Hilbert spaces and for each d ∈ N+, Fd
be the unit ball of Hd. Assume a sequence of bounded linear operators (solution
operators)
Sd : Hd → Gd
for all d ∈ N+. For n ∈ N+ and f ∈ Fd, Sdf can be approximated by algorithms
An,d(f) = Φn,d(L1(f), ..., Ln(f)),
where Lj, j = 1, . . . , n are continuous linear functionals on Fd which are called
general information, and Φn,d : R
n → Gd is an arbitrary mapping. The worst case
error e(An,d) of the algorithm An,d is defined as
e(An,d) = sup
f∈Fd
‖Sd(f)−An,d(f)‖Gd .
Furthermore, we define the nth minimal worst-case error as
e(n, d) = inf
An,d
e(An,d),
where the infimum is taken over all algorithms using n information operators
L1, L2, ..., Ln. For n = 0, we use A0,d = 0. The error of A0,d is called the ini-
tial error and is given by
e(0, d) = sup
f∈Fd
‖Sdf‖Gd .
The nth minimal worst-case error e(n, d) with respect to arbitrary algorithms and
general information in the Hilbert setting is just the n+ 1-approximation number
an+1(Sd : Hd → Gd) (see [12, p. 118]), i.e.,
e(n, d) = an+1(Sd : Hd → Gd).
In this paper, we consider the embedding operators Sd = Id (formal identity
operators). For ε ∈ (0, 1) and d ∈ N+, let n(ε, d) be the information complexity
which is defined as the minimal number of continuous linear functionals which are
necessary to obtain an ε−approximation of Id, i.e.,
n(ε, d) = min{n | e(n, d) ≤ εCRId},
where
CRId =
{
1, for the absolute error criterion,
e(0, d), for the normalized error criterion.
Next, we list the concepts of tractability below. We say that the approximation
problem is
• weakly tractable, if
lim
ε−1+d→∞
lnn(ε, d)
ε−1 + d
= 0.
Otherwise, the approximation problem is called intractable.
• uniformly weakly tractable, if for all s, t > 0
lim
ε−1+d→∞
lnn(ε, d)
(ε−1)s + dt
= 0.
• quasi-polynomially tractable, if there exist two positive constants C, t such
that for all d ∈ N+, ε ∈ (0, 1),
(5.1) n(ε, d) ≤ C exp(t(1 + ln ε−1)(1 + ln d)).
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The infimum of t satisfying (5.1) is called the exponent of quasi-polynomial tractabil-
ity and is denoted by tqpol.
• polynomially tractable, if there exist non-negative numbers C, p and q such
that for all d ∈ N+, ε ∈ (0, 1),
(5.2) n(ε, d) ≤ Cdq(ε−1)p.
• strongly polynomially tractable, if there exist non-negative numbers C
and p such that for all d ∈ N+, ε ∈ (0, 1),
n(ε, d) ≤ C(ε−1)p.
Of course, the latter tractability implies the former tractability.
• The approximation problem suffers from the curse of dimensionality, if
there exist positive numbers C, ε0, γ such that for all 0 < ε ≤ ε0 and infinitely
many d ∈ N+,
n(ε, d) ≥ C(1 + γ)d.
Recently, Siedlecki and Weimar introduced the notion of (s, t)-weak tractability
in [20]. If for some fixed s, t > 0 it holds
lim
ε−1+d→∞
lnn(ε, d)
(ε−1)s + dt
= 0,
then the approximation problem is called (s, t)-weakly tractable. Clearly, (1, 1)-
weak tractability is just weak tractability, whereas the approximation problem is
uniformly weakly tractable if it is (s, t)-weakly tractable for all positive s and t (see
[19]). Also, if the approximation problem suffers from the curse of dimensionality,
then for any s > 0, 0 < t ≤ 1, it is not (s, t)-weakly tractable.
We introduce the following lemma which is used in the proofs of main results.
Lemma 5.1. Let m, d ∈ N+, s > 0, t > 1. Then we have
lim
m+d→∞
m ln(m+ d)
mt + ds
= lim
m+d→∞
d ln(m+ d)
ms + dt
= 0.
Proof. We set γ = s/t. Let x = m + dγ . Then m + d → ∞ if and only if x → ∞.
If γ ≥ 1, then m+ d ≤ x, and if γ < 1, then
m+ d ≤ m1/γ + d ≤ (m+ dγ)1/γ = x1/γ .
It follows that
m ln(m+ d) ≤ max{1, 1/γ}x lnx.
Using the inequality
(a+ b)p ≤ 2p(ap + bp), a, b ≥ 0, p > 0,
we get
mt + ds ≥ 2−t(m+ ds/t)t = 2−txt.
Hence, we have
0 ≤ lim
m+d→∞
m ln(m+ d)
mt + ds
≤ lim
x→∞
max{1, 1/γ}x lnx
2−txt
= 0,
which means that
lim
m+d→∞
m ln(m+ d)
mt + ds
= 0.
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Similarly, we can prove
lim
m+d→∞
d ln(m+ d)
ms + dt
= 0.
Lemma 5.1 is proved. 
We remark that if e(0, d) = ‖Id‖ = 1, then the normalized error criterion and
the absolute error criterion coincide. We emphasize that
e(0, d) = 1
for the approximation problems
Id : H
r,(Sd)→ L2(S
d), r > 0,  ∈ {∗,+,#},
and
Id : G
α,β(Sd)→ L2(S
d), α, β > 0.
However, we have
e(0, d) =
(d− 1
2
)−r
for the approximation problems
Id : H
r,−(Sd)→ L2(S
d), r > 0.
Theorem 5.2. Let r > 0 and s, t > 0. Then
(1) the approximation problems
Id : H
r,(Sd)→ L2(S
d),  ∈ {∗,+,#}
and for the absolute error criterion the approximation problem
Id : H
r,−(Sd)→ L2(S
d)
are (s, t)-weakly tractable if and only if r > 1/s and t > 0 or s > 0 and t > 1.
Specially, for the absolute error criterion the approximation problems Id : H
r,(Sd)→
L2(S
d),  ∈ {∗,+,#,−} are weakly tractable if and only if r > 1, not uniformly
weakly tractable, and do not suffer from the curse of dimensionality.
(2) for the normalized error criterion, the approximation problem
Id : H
r,−(Sd)→ L2(S
d)
suffers from the curse of dimensionality.
Proof. (1) First we show that for the absolute error criterion the approximation
problems Id : H
r,(Sd)→ L2(S
d) are not (s, t)-weakly tractable if 0 < s ≤ 1/r and
0 < t ≤ 1, where r > 0,  ∈ {∗,+,#,−}.
We note that
e(n, d) = an+1(Id : H
r,(Sd)→ L2(S
d)).
It follows from Theorem 2.8 that for C(d,m − 1) < n + 1 ≤ C(d,m), m ≥ 1, we
have
e(n, d) = rm,d,
where rm,d are given in Definition 2.2. This implies that
e(C(d, d) − 1, d) = rd,d.
Choose
ε = εd = r

d+1,d < r

d,d.
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Then
n(εd, d) = inf{n ∈ N | e(n, d) ≤ εd} ≥ C(d, d) ≥ 2
d.
If 0 < s ≤ 1/r and 0 < t ≤ 1, then we have
lim
1/εd+d→∞
ln(n(εd, d))
(εd)−s + dt
≥ lim
d→∞
d
(rd+1,d)
−1/r + d
6= 0,
which implies that for the absolute error criterion the approximation problems
Id : H
r,(Sd)→ L2(S
d) are not (s, t)-weakly tractable if 0 < s ≤ 1/r and 0 < t ≤ 1.
Next we show that if s > 1/r and t > 0 or s > 0 and t > 1, then for the
absolute error criterion the approximation problems Id : H
r,(Sd) → L2(S
d) are
(s, t)-weakly tractable.
Let 0 < ε < 1 be given and select m ∈ N+ such that
rm,d ≤ ε < r

m−1,d.
Since
e(n, d) = rm,d
for C(d,m− 1) < n+ 1 ≤ C(d,m), we get
n(ε, d) ≤ n(rm,d, d) = inf{n ∈ N | e(n, d) ≤ r

m,d} = C(d,m− 1) < C(d,m).
For s > 0 and t > 1, it follows from (4.1) and Lemma 5.1 that
lim
1
ε+d→∞
lnn(ε, d)
ε−s + dt
≤ lim
m+d→∞
d(1 + ln(m+dd ))
(rm−1,d)
−s + dt
≤ lim
m+d→∞
d(1 + ln(m+ d))
(m− 1)rs + dt
= 0.
For s > 1/r and t > 0, it follows from (4.1) and Lemma 5.1 that
lim
1
ε+d→∞
lnn(ε, d)
ε−s + dt
≤ lim
m+d→∞
m(1 + ln(m+dm ))
(rm−1,d)
−s + dt
≤ lim
m+d→∞
m(1 + ln(m+ d))
(m− 1)rs + dt
= 0.
Hence, for the absolute error criterion the approximation problems Id : H
r,(Sd)→
L2(S
d) are (s, t)-weakly tractable if and only if s > 1/r and t > 0 or s > 0 and
t > 1.
(2) It follows from Theorem 4.3 that for 0 ≤ n ≤ 2d,
e(n, d) = an+1(Id : H
r,−(Sd)→ L2(S
d)) ≍ d−r.
This means that there is a positive constant c depending only on r such that
e(2d, d) ≥ c e(0, d).
Choose ε ∈ (0, c). Then for the normalized criterion we have
n(ε, d) = min{n | e(n, d) ≤ ε e(0, d)} ≥ 2d.
Hence, for the normalized error criterion the approximation problem Id : H
r,−(Sd)→
L2(S
d) suffers from the curse of dimensionality.
Theorem 5.2 is proved. 
Theorem 5.3. Let α, β > 0. Then the approximation problem
Id : G
α,β(Sd)→ L2(S
d)
(1) is uniformly weakly tractable.
(2) is not polynomially tractable.
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(3) is quasi-polynomially tractable if and only if α ≥ 1 and the exponent of
quasi-polynomial tractability is
tqpol = sup
m∈N
m
1 + βmα
, α ≥ 1.
Specially, if α = 1, then tqpol = 1β .
Proof. (1) For 0 < ε < 1, we choose m ∈ N such that
e−β(m+1)
α
≤ ε < e−βm
α
.
Since for C(d,m) < n+ 1 ≤ C(d,m+ 1), m ∈ N,
e(n, d) = an+1(Id : G
α,β(Sd)→ L2(S
d)) = e−β(m+1)
α
,
we get
n(ε, d) ≤ n(e−β(m+1)
α
, d) = C(d,m).
For any s, t > 0, by (4.1) we have
ln(n(ε, d))
ε−s + dt
≤
ln(C(d,m))
esβmα + dt
≤
m(1 + ln(m+ d))
esβmα + dt
.
We note that
lim
m→∞
m2
esβmα
= lim
x→+∞
x2/α
esβx
= 0.
This implies that there exists a positive constant c such that
esβm
α
≥ cm2.
It follows from Lemma 5.1 that
lim
1
ε+d→∞
ln(n(ε, d))
ε−s + dt
≤ lim
m+d→∞
m ln(m+ d)
cm2 + dt
= 0.
Hence, the approximation problem Id : G
α,β(Sd) → L2(S
d) is uniformly weakly
tractable for any α, β > 0.
(2) For any p, q > 0, we choose
εd = e
−β(md+1)
α
, md = [(
q
βp
ln d)1/α]− 1,
where [x] denotes the largest integer not exceeding x ∈ R. Such selection is to make
(εd)
−p ≤ dq.
Since for C(d,md) < n+ 1 ≤ C(d,md + 1), m ∈ N,
e(n, d) = an+1(Id : G
α,β(Sd)→ L2(S
d)) = εd,
we get
n(εd, d) = C(d,md) ≥ (1 +
d
md
)md ≥ (
d
md
)md = emd(ln d−lnmd).
Since lim
d→∞
md = +∞ and lim
d→∞
lnmd
ln d = 0, we get for sufficiently large d,
ln d− lnmd ≥
1
2
ln d and
md
2
≥ 2q + 1.
It follows that
lim
d→∞
n(εd, d)
(εd)−pdq
≥ lim
d→∞
e(2q+1) ln d
d2q
= lim
d→∞
d = +∞,
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which implies that (5.2) does not hold. Hence, the approximation problem Id :
Gα,β(Sd)→ L2(S
d) is not polynomially tractable for any α, β > 0.
(3) Let 0 < α < 1 and β > 0. We choose εd and md as above, i.e.,
εd = e
−β(md+1)
α
, md = [(
q
βp
ln d)1/α]− 1.
Then for sufficiently large d,
n(εd, d) = C(d,md) ≥ e
1
2md ln d = dmd/2.
It follows that for any t > 0,
lim
d→∞
n(εd, d)
e
t(1+ln d)(1+ln 1εd
)
≥ lim
d→∞
dmd/2
e4t2αβ(md)α ln d
= lim
d→∞
d
md
2 −42
αtβ(md)
α
= +∞,
which means that (5.1) is not valid. Hence, the approximation problem Id :
Gα,β(Sd)→ L2(S
d) is not quasi-polynomially tractable if 0 < α < 1.
Let α ≥ 1 and β > 0. We set
(5.3) t0 = sup
m∈N
m
1 + βmα
.
For any 0 < ε < 1, we choose m ∈ N such that
e−β(m+1)
α
≤ ε < e−βm
α
.
Then we have
n(ε, d) ≤ n(e−β(m+1)
α
, d) = C(d,m).
We note from (5.3) that
sup
d∈N+, ε∈(0,1)
n(ε, d)
et0(1+ln d)(1+ln
1
ε )
≤ sup
d∈N+, m∈N
C(d,m)
(ed)t0(1+βmα)
≤ sup
d∈N+, m∈N
C(d,m)
(ed)m
.
From (2.2) we get
C(d, 0) = 1, C(d, 1) = d+ 2, C(1,m) = 2m+ 1,
which yields
sup
d∈N+, m=0,1
C(d,m)
(ed)m
≤ 2 and sup
m∈N, d=1
C(d,m)
(ed)m
≤ 2.
If m, d ≥ 2, then by (4.1) we get
C(d,m)
(ed)m
≤
em(1 + d/m)m
(ed)m
= (
1
d
+
1
m
)m ≤ 1.
This means that for any d ∈ N+ and any ε ∈ (0, 1),
n(ε, d) ≤ 2et0(1+ln d)(1+ln
1
ε ).
Hence, the approximation problem Id : G
α,β(Sd) → L2(S
d) is quasi-polynomially
tractable if α ≥ 1 and the exponent tqpol of quasi-polynomial tractability satisfies
tqpol ≤ t0 = sup
m∈N
m
1 + βmα
.
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Let α = 1. Then t0 = 1/β. For t < t0 = 1/β, we choose εd and md as above.
Such md satisfies lim
d→∞
md = +∞ and lim
d→∞
lnmd
ln d = 0. Then n(εd, d) = C(d,md). It
follows that
lim
d→∞
n(εd, d)
e
t(1+ln d)(1+ln 1εd
)
= lim
d→∞
C(d,md)
et(1+ln d)(1+β(md+1))
≥ lim
d→∞
(1 + d/md)
md
(ed)t+tβ(md+1)
.
Let γ be such that γ ∈ (tβ, 1). Then for sufficiently large d, we have
ln d− lnmd ≥ γ ln d,
which means that for sufficiently large d,
(1 + d/md)
md ≥ emd(ln d−lnmd) ≥ eγmd ln d = dγmd .
Using the facts
ab = db
ln a
ln d , γ − tβ > 0, and lim
d→∞
md = +∞,
we get
lim
d→∞
n(εd, d)
e
t(1+ln d)(1+ln 1εd
)
≥ lim
d→∞
dγmd
(ed)t+tβ(md+1)
= lim
d→∞
d(γ−tβ−
tβ
ln d )md−(t+tβ)(1+
1
ln d ) = +∞,
which means that (5.1) is not true with t < t0 = 1/β. Hence, we have for α = 1,
tqpol = t0 = 1/β.
Let α > 1. Since lim
m→∞
m
1+βmα = 0, there exists a positive integer m0 depending
only on α > 1 and β > 0 such that
t0 = sup
m∈N
m
1 + βmα
=
m0
1 + β(m0)α
.
We choose εd ∈ (0, 1) such that
e−β(m0+1)
α
≤ εd < e
−β(m0)
α
and lim
d→∞
εd = e
−β(m0)
α
.
Since for C(d,m) < n+ 1 ≤ C(d,m+ 1), m ∈ N,
e(n, d) = an+1(Id : G
α,β(Sd)→ L2(S
d)) = e−β(m+1)
α
,
we get
n(εd, d) = inf{n ∈ N | e(n, d) ≤ εd} = C(d,m0).
We have for any t < t0 =
m0
1+β(m0)α
,
lim
d→∞
n(εd, d)
e
t(1+ln d)(1+ln 1εd
)
= lim
d→∞
C(d,m0)
(ed)
t(1+ln 1εd
)
≥ lim
d→∞
d
m0−t(1+ln
1
εd
) ln edln d
m0 !
.
Noting that
lim
d→∞
(
m0 − t(1 + ln
1
εd
)
ln ed
ln d
)
= (1 + β(m0)
α)(t0 − t) > 0,
we obtain
lim
d→∞
n(εd, d)
e
t(1+ln d)(1+ln 1εd
)
= +∞,
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which means that (5.1) is not true with t < t0. Hence, we have for α > 1,
tqpol = t0.
The proof of Theorem 5.3 is complete. 
Remark 5.4. From (4.12) we know that
e(n, d) ≤ C1(d)e
−C2(d)n
α/d
,
where C1(d), C2(d) are two constants depending on d but not on n. This means that
the approximation problem Id : G
α,β(Sd) → L2(S
d) has exponential convergence
(see [16], [6]). So we can consider exponential convergence tractability. Exponential
convergence tractability has been considered in many papers (see for example, [16],
[6], [15]). For t, s > 0, we say the approximation problem is (t, lns)-weakly tractable
(see [15]), if
lim
ε−1+d→∞
lnn(ε, d)
(ln ε−1)s + dt
= 0.
Otherwise, the approximation problem is called (t, lns)-intractable. Specially if s =
t = 1, (t, lns)-weak tractability is just exponential convergence-weak tractability.
Similarly we can define exponential convergence-uniformly weak tractability.
Let nG
α,β
(ε, d) and nH
α,#
(ε, d) be the information-complexities of the approxi-
mation problems Id : G
α,β(Sd)→ L2(S
d) and Id : H
α,#(Sd)→ L2(S
d).
For 0 < ε < 1, we choose m ∈ N such that
e−β(m+1)
α
≤ ε < e−βm
α
.
Then
nG
α,β
(ε, d) = C(d,m).
It follows that
lim
1
ε+d→∞
ln(nG
α,β
(ε, d))
(ln ε−1)s + dt
= lim
m+d→∞
ln(C(d,m))
βsmsα + dt
.
Similarly, for 0 < ε < 1, let k ∈ N be such that
(k + 2)−α ≤ ε < (k + 1)−α.
Then we have
nH
α,#
(ε, d) = C(d, k),
and
lim
1
ε+d→∞
ln(nH
α,#
(ε, d))
ε−s + dt
= lim
k+d→∞
ln(C(d, k))
(k + 1)sα + dt
.
Clearly,
lim
1
ε+d→∞
ln(nG
α,β
(ε, d))
(ln ε−1)s + dt
= 0 if and only if lim
1
ε+d→∞
ln(nH
α,#
(ε, d))
ε−s + dt
= 0,
which means that the approximation problem Id : G
α,β(Sd) → L2(S
d) is (t, lns)-
weakly tractable if and only if the approximation problem Id : H
α,#(Sd)→ L2(S
d)
is (s, t)-weakly tractable, and if and only if α > 1/s and t > 0 or s > 0 and
t > 1. Hence, the approximation problem Id : G
α,β(Sd)→ L2(S
d) is (t, lns)-weakly
tractable if and only if α > 1/s and t > 0 or s > 0 and t > 1. Specially, it is
exponential convergence-weakly tractable if and only if α > 1.
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Using the same reasoning, we can prove that the approximation problem Id :
Gα,β(Sd) → L2(S
d) is exponential convergence-uniformly weakly tractable if and
only if the approximation problem Id : H
α,#(Sd) → L2(S
d) is uniformly weakly
tractable. However, the approximation problem Id : H
α,#(Sd) → L2(S
d) is not
uniformly weakly tractable. Hence, the approximation problem Id : G
α,β(Sd) →
L2(S
d) is not exponential convergence-uniformly weakly tractable for any α, β > 0.
6. Asymtotics, Preasymtotics, and tractability on the ball
6.1. Sobolev spaces and Gevrey type spaces on the ball.
Let Bd = {x ∈ Rd : |x| ≤ 1} denote the unit ball in Rd, where x · y is the usual
inner product, and |x| = (x · x)1/2 is the usual Euclidean norm. For the weight
Wµ(x) = (1−|x|
2)µ−1/2 (µ ≥ 0), denote by L2,µ(B
d) ≡ L2(B
d,Wµ(x) dx) the space
of measurable functions defined on Bd with the finite norm
‖f |L2,µ(B
d)‖ :=
(∫
Bd
|f(x)|2Wµ(x)dx
)1/2
.
When µ = 1/2, Wµ(x) ≡ 1, and L2,1/2(B
d) recedes to L2(B
d).
We denote by Πdn(B
d) the space of all polynomials in d variables of degree at
most n restricted to Bd, and by Vdn,µ(B
d) the space of all polynomials of degree n
which are orthogonal to polynomials of low degree in L2,µ(B
d). Note that
(6.1) N(n, d) := dimVdn,µ(B
d) =
(
n+ d− 1
n
)
.
and
(6.2) D(n, d) := dimΠdn(B
d) =
(
n+ d
n
)
.
It is well known (see [4, p. 38 or p. 229] or [3, p. 268]) that the spaces Vdn,µ(B
d)
are just the eigenspaces corresponding to the eigenvalues −n(n+2µ+ d− 1) of the
second-order differential operator
Dµ,d := △− (x · ∇)
2 − (2µ+ d− 1)x · ∇,
where the △ and ∇ are the Laplace operator and gradient operator respectively.
More precisely,
Dµ,dP = −n(n+ 2µ+ d− 1)P for P ∈ V
d
n,µ(B
d).
Also, the spaces Vdn,µ(B
d) are mutually orthogonal in L2,µ(B
d) and
L2,µ(B
d) =
∞⊕
n=0
Vdn,µ(B
d), Πdn(B
d) =
n⊕
k=0
Vdn,µ(B
d).
Let
{φnk ≡ φ
d,µ
nk | k = 1, . . . , N(n, d)}
be a fixed orthonormal basis for Vdn,µ(B
d) in L2,µ(B
d). Then
{φnk | k = 1, . . . , N(n, d), n = 0, 1, 2, . . .}
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is an orthonormal basis for L2,µ(B
d). Evidently, any f ∈ L2,µ(B
d) can be expressed
by its Fourier series
f =
∞∑
n=0
Projn,µf =
∞∑
n=0
N(n,d)∑
k=1
〈φnk, f〉µφnk,
where Projn,µ(f) =
N(n,d)∑
k=1
〈φnk, f〉µφnk is the orthogonal projection of f from
L2,µ(B
d) onto Vdn,µ(B
d), and
〈φnk, f〉µ :=
∫
Bd
f(x)φnkWµ(x) dx
are the Fourier coefficients of f . We have the following Parseval equality:
‖f |L2,µ(B
d)‖ =
( ∞∑
n=0
N(n,d)∑
k=1
|〈φnk, f〉µ|
2
)1/2
.
Definition 6.1. Let Λ = {λk}
∞
k=0 be a non-increasing positive sequence with
lim
k→∞
λk = 0, and let T
Λ be a multiplier operator on L2,µ(B
d) defined by
TΛ(f) =
∞∑
n=0
N(n,d)∑
k=1
λn〈φnk, f〉µφnk.
We define the multiplier space HΛµ (B
d) by
HΛµ (B
d) =
{
TΛf
∣∣ f ∈ L2,µ(Bd) and ‖TΛf ∣∣HΛµ (Bd)‖ = ‖f |L2,µ(Bd)‖ <∞}
:=
{
f ∈ L2,µ(B
d)
∣∣ ‖f ∣∣HΛµ (Bd)‖ := ( ∞∑
n=0
1
λ2n
N(n,d)∑
k=1
|〈φnk, f〉µ|
2
)1/2
<∞
}
.
Similar to the case on the sphere, we can define the Sobolev spacesHr,µ (B
d), r >
0,  ∈ {∗,+,#,−} and the Gevrey type spaces Gα,βµ (B
d), α, β > 0 analogously.
However, in this section we deal only with the most important and interesting case
µ = 1/2, and the corresponding spaces Hr,∗(Bd) and Gα,β(Bd).
We remark that there is no difference for the cases µ = 1/2 and µ 6= 1/2 con-
cerning with results about strong equivalences, asymptotics and preasymptotics,
and tractability. We also remark that the corresponding results on Hr,µ (B
d),  ∈
{+,#,−} is similar to the ones onHr,(Sd),  ∈ {+,#,−}. The proofs go through
with hardly any change.
Definition 6.2. Let r > 0. The Sobolev space Hr,∗(Bd) ≡ Hr,∗1/2(B
d) is the collec-
tion of all f ∈ L2(B
d) such that
‖f
∣∣Hr,∗(Bd)‖ := ( ∞∑
n=0
1
1 + (n(n+ d))r
N(n,d)∑
k=1
|〈φnk, f〉1/2|
2
)1/2
<∞,
If we set Λ˜∗ = {r˜∗k,d}
∞
k=0, r˜
∗
k,d = (1 + (k(k + d))
r)−1/2, then the Sobolev space
Hr,∗(Bd) is just the multiplier space H Λ˜
∗
1/2(B
d).
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Remark 6.3. Given r > 0, we define the fractional power (−D1/2,d)
r/2 of the oper-
ator −D1/2,d on f by
(−D1/2,d)
r/2(f) =
∞∑
k=1
(k(k + d))r/2Projk,1/2(f)
in the sense of distribution. Then for f ∈ Hr,∗(Bd), we have
‖f
∣∣Hr,∗(Bd)‖ = (‖f |L2(Bd)‖2 + ‖(−D1/2,d)r/2(f) |L2(Bd)‖2)1/2.
Definition 6.4. Let α, β > 0. The Gevrey type space Gα,β(Bd) ≡ Gα,β1/2(B
d) is the
collection of all f ∈ L2(B
d) such that
‖f
∣∣Gα,β(Bd)‖ := ( ∞∑
n=0
e2βn
α
N(n,d)∑
k=1
|〈φnk, f〉1/2|
2
)1/2
<∞.
If we set Λα,β = {e
−βkα}∞k=0, then the Gevrey type space G
α,β(Bd) is just the
multiplier space H
Λα,β
1/2 (B
d).
6.2. Strong equivalences on the ball.
Let Λ = {λk}
∞
k=0 be a non-increasing positive sequence with lim
k→∞
λk = 0. We
note from Definition 6.1 that the mutiplier space HΛµ (B
d) (µ ≥ 0) is also of form
Hτ = (L2,µ(B
d))τ with
{τk}
∞
k=0 = {λ0,d, λ1,d, · · · , λ1,d︸ ︷︷ ︸
N(1,d)
, λ2,d, · · · , λ2,d︸ ︷︷ ︸
N(2,d)
, · · · , λk,d, · · · , λk,d︸ ︷︷ ︸
N(k,d)
, · · · },
where N(m, d) and D(m, d) are given in (6.1) and (6.2). According to Lemma 2.7
we obtain
Theorem 6.5. For D(k − 1, d) < n ≤ D(k, d), k = 0, 1, 2, . . . , we have
an(T
Λ : L2,µ(B
d)→ L2,µ(B
d)) = an(Id : H
Λ
µ (B
d)→ L2,µ(B
d)) = λk,d, µ ≥ 0.
where we set D(−1, d) = 0.
Specially, let r > 0 and α, β > 0. Then for D(k − 1, d) < n ≤ D(k, d), k =
0, 1, 2, . . . , we have
(6.3) an(Id : H
r,∗(Bd)→ L2(B
d)) = (1 + (k(k + d))r)−1/2,
and
(6.4) an(Id : G
α,β(Bd)→ L2(B
d)) = e−βk
α
.
Theorem 6.6. Suppose that lim
k→∞
λk,dk
s = 1 for some s > 0. Then
(6.5) lim
n→∞
ns/dan(Id : H
Λ
µ (B
d)→ L2,µ(B
d)) =
( 1
d !
)s/d
, µ ≥ 0.
Specially, we have for r > 0,
(6.6) lim
n→∞
nr/dan(Id : H
r,∗(Bd)→ L2(B
d)) =
( 1
d !
)r/d
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Proof. The proof is similar to the one of (3.1). For D(k− 1, d) < n ≤ D(k, d), k =
0, 1, 2, . . . , we have
an(Id : H
Λ
µ (B
d)→ L2,µ(B
d)) = λk,d, µ ≥ 0,
where D(k, d) =
(
k+d
k
)
. It follows that
(D(k − 1, d))s/dλk,d ≤ n
s/dan(Id :W
Λ
2,µ(B
d)→ L2,µ(B
d)) ≤ (D(k, d))s/dλk,d.
Using the argument of (3.1) and noting that lim
k→∞
D(k, d)k−d = 1d ! , we get (6.5).
Theorem 6.6 is proved. 
Remark 6.7. One can rephrase (6.6) as a strong equivalences
an(Id : H
r,∗(Bd)→ L2(B
d)) ∼ n−r/d
( 1
d !
)r/d
for r > 0. The novelty of Theorems 6.6 is that they give a strong equivalence
of an(Id : H
r,∗(Bd) → L2(B
d)) and provide asymptotically optimal constants, for
arbitrary fixed d and r > 0.
Theorem 6.8. Let 0 < α < 1, β > 0, and γ˜ =
(
1
d !
)−α/d
. Then we have
(6.7) lim
n→∞
eβγ˜n
α/d
an(Id : G
α,β(Bd)→ L2(B
d)) = 1.
Proof. It follows from (6.4) that for D(k − 1, d) < n ≤ D(k, d), k = 0, 1, 2, . . . ,
an ≡ an(Id : G
α,β(Bd)→ L2(B
d)) = e−βk
α
.
Therefore, we have
eβγ˜(D(k−1,d))
α/d
e−βk
α
< eβγ˜n
α/d
an ≤ e
βγ˜(D(k,d))α/de−βk
α
.
Since for 0 < α < 1,
lim
k→∞
(γ˜(D(k, d))α/d − kα) = lim
k→∞
kα
(( d∏
j=1
(1 +
j
k
)
)α
d
− 1
)
= 0,
similar to the proof of (3.3), we get (6.7). Theorem 6.8 is proved. 
Remark 6.9. One can rephrase (6.7) as a strong equivalence
an(Id : G
α,β(Bd)→ L2(B
d)) ∼ e−βγ˜n
α/d
for 0 < α < 1 and β > 0, where γ˜ =
(
1
d !
)−α/d
. The novelty of Theorems 6.8
is that they give a strong equivalence of an(Id : G
α,β(Bd) → L2(B
d)) and provide
asymptotically optimal constants, for arbitrary fixed d, 0 < α < 1, and β > 0.
6.3. Preasymptotics and asymptotics on the ball.
Let r > 0 and α, β > 0. Then for D(m − 1, d) < n ≤ D(m, d), m = 0, 1, 2, . . . ,
we have
an(Id : H
r,∗(Bd)→ L2(B
d)) = (1 + (m(m+ d))r)−1/2,
and
an(Id : G
α,β(Bd)→ L2(B
d)) = e−βm
α
,
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where D(−1, d) = 0 and D(m, d) =
(
d+m
d
)
. We note that
max
{(
1 +
m
d
)d
,
(
1 +
d
m
)m}
≤ D(m, d) ≤ min
{
ed
(
1 +
m
d
)d
, em
(
1 +
d
m
)m}
.
Using the same reasoning as in the proof of Theorem 4.2, we obtain that for D(m−
1, d) < n ≤ D(m, d), 1 ≤ m ≤ d,
m ≍
logn
1 + log
(
d
logn
) ,
and for D(m− 1, d) < n ≤ D(m, d), m > d,
m ≍ dn1/d.
By the above two equivalences we can obtain the following two theorems.
Theorem 6.10. Let r > 0. We have
(6.8) an(Id : H
r,∗(Bd)→ L2(B
d)) ≍


1, n = 1,
d−r/2, 2 ≤ n ≤ d,
d−r/2
(
log(1+ dlogn )
logn
)r/2
, d ≤ n ≤ 2d,
d−rn−r/d, n ≥ 2d,
where the equivalence constants depend only on r, but not on d and n.
Theorem 6.11. Let α, β > 0. We have
(6.9) ln
(
an(Id : G
α,β(Bd)→ L2(B
d))
)
≍ −β


1, 1 ≤ n ≤ d,(
logn
log(1+ dlogn )
)α
, d ≤ n ≤ 2d,
dαnα/d, n ≥ 2d,
where the equivalence constants depend only on α, but not on d and n.
6.4. Tractability on the ball.
Using the same methods as in Theorems 5.2 and 5.3, we obtain the two theorems.
Theorem 6.12. Let r > 0 and s, t > 0. Then the approximation problem
Id : H
r,∗(Bd)→ L2(B
d)
is (s, t)-weakly tractable if and only if s > 1/r and t > 0 or s > 0 and t > 1.
Specially, the approximation problem Id : H
r,∗(Bd) → L2(B
d) is weakly tractable
if and only if r > 1, not uniformly weakly tractable, and does not suffer from the
curse of dimensionality.
Theorem 6.13. Let α, β > 0. Then the approximation problem
Id : G
α,β(Bd)→ L2(B
d)
(1) is uniformly weakly tractable.
(2) is not polynomially tractable.
(3) is quasi-polynomially tractable if and only if α ≥ 1 and the exponent of
quasi-polynomial tractability is
tqpol = sup
m∈N
m
1 + βmα
, α ≥ 1.
Specially, if α = 1, then tqpol = 1β .
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Remark 6.14. We can also consider exponential convergence tractability for the
approximation problem
Id : G
α,β(Bd)→ L2(B
d) (α, β > 0).
We can prove that the approximation problem Id : G
α,β(Bd)→ L2(B
d) is (t, lns)-
weakly tractable if and only if α > 1/s and t > 0 or s > 0 and t > 1, and is not
exponential convergence-uniformly weakly tractable for any α, β > 0. Specially, it
is exponential convergence-weakly tractable if and only if α > 1.
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