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Abstract: The development of microarray technology will bring opportunities to bioinformatics and makes it possible
to diagnose cancer on the level of gene expression． But the high-dimensional characteristics and small number of
samples in microarray data sets also challenges the traditional machine learning methods． In this paper，we compare
the effect among the popular classification and dimensionality reduction methods in the diagnosis of cancer using the
real gene expression data，the result demonstrates that SVM based on the linear kernel can better classify tumor and
non-tumor gene expression，and thereby provide a reference for cancer diagonsis．










































络( Artificial Neural Networks，ANN) 、K 近邻( K nea-
rest neighbors，KNN) 、线性判别( Linear Discriminant
Analysis，LDA) 和 支 持 向 量 机 ( Support Vector Ma-
chine，SVM) 等优秀算法。一些研究人员在这些算
法基础上进行了改进。针对 SVM-ＲF( Support Vec-






( Linear Discriminant Analysis) 不适用于基因芯片数
据的小样本数据问题，提出了不相关线性判别方法
( Uncorrelated Linear Discriminant Analysis) ［12］。Au
等提出了一个属性聚类方法，根据基因的内部关系
来聚类基因，然后对聚类 后 的 数 据 进 行 分 类［13］。
Statnikov 等 提 出 并 构 建 了 基 因 表 达 模 型 选 择 器


















支持向量机( Support Vector Machine，SVM) 广
泛应用于数据分类、模式识别和机器学习之中，并且


























输入: 1． 训练集 S = { ( xi，yi ) ，i = 1，…，n} ，( X，
Y) ∈Ｒd × Ｒ
2． 待测样本 xt∈Ｒd
～ For i = 1，…，Ntree
～ ( 1) 对原始训练集 S 进行 Boostrap 抽
样，生成训练集 Si
～ ( 2) 使用 Si 生成一棵不剪枝的树 hi :
～ a． 从 d 个特征中随机选取 Mtry个特征
～ b． 在每个节点上从 Mtry 个特征依据
Gini 指标选取最优特征
～ c． 分裂直到树生长到最大
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～ End
输出: 1． 树的集合{ hi，i = 1，…，Ntree}
2． 对待测样本 xt，决策树 hi 输出 hi ( xt )





hi ( xt )













进行 PCA 时，我 们 首 先 对 数 据 进 行 中 心 化
( Center) 或标准化( Standardize ) ，获得协方差矩阵
















ＲF、LibSVM 和 LibLINEAＲ 的分类性能以及它们在
PCA 后的分类性能变化情况。这 8 个数据集均从
网站 http: / /www． gems-system． org /获得。这些数据
被国内外学者广泛引用，具有一定的标准性。数据




Table 1 Detailed information of data set
Lung Cancer 4 种肺部癌症肿瘤 12 600 203 5 62
DLBCL 弥漫性大 B 细胞淋巴瘤和滤泡性淋巴瘤 5 469 77 2 71
Brain-Lumor1 5 种脑部肿瘤 5 920 90 5 66
Brain-Lumor2 4 种脑部肿瘤 10 369 50 4 207
Leukemia1 3 种急性白血病亚型 5 327 72 3 74
Leukemia 2 3 种白血病 11 225 72 3 156
9 Lumors 9 种人类肿瘤 5 726 60 9 95
11 Lumors 11 种人类肿瘤 12 533 174 11 72
Lung_Cancer 数据集中包含了 186 例肺癌病例
样本和 17 例正常病例样本。在 186 例病例样本中
包含 139 例肺腺癌、21 例鳞状细胞肺癌、20 例肺类
癌和 6 例小细胞肺癌 SCLC。
DLBCL 数据集中包含了弥漫性大 B 细胞淋巴







Leukemia1 数据集中包含了 72 个 3 种急性白血
病亚型的病例样本，包括急性髓系白血病( AML) 、急
性淋巴细胞白血病( ALL-B-CELL) B 细胞核急性淋
巴细胞白血病 T 细胞( ALL-T-CELL) 。
Leukemia2 数据集中包含了 72 个 3 种不同白血
病的病例样本，包括急性髓细胞性白血病( AML) 、急
性淋巴细胞白血病( ALL) 和混合系白血病( MLL) 。








9_Tumors 数据集中包含了 60 个 9 种人类常见




11_Tumors 数据集中包含了 174 个 11 种人类常
见的癌症病例样本和基因数据，包括前列腺癌、膀




从表 1 中可以看出，这些数据包含的特征数( 基






数据，记录 5 次实验的平均准确率作为 5 折交叉的
结果。
为保证 ＲF 算法的结果是较有代表性的，其森林
规模( trees) 设置为 4 000，其他参数保持默认值不
变。LibSVM 算法则根据 grid 函数算出最佳的 cost






表 2 三种算法在 8 个数据集上的分类效果对比表
Table 2 Comparative table of the classification results




Lung-Cancer 89． 655 2% 68． 472 9% 95． 073 9%
DLBCL 87． 013 0% 75． 324 7% 96． 103 9%
Brain-Tumor1 82． 222 2% 66． 666 7% 86． 666 7%
Brain-Tumor2 70． 000 0% 39． 000 0% 38． 000 0%
Leukemia1 88． 888 9% 52． 777 8% 93． 055 6%
Leukemia2 93． 055 6% 38． 888 9% 98． 611 1%
9-Tumors 48． 333 3% 13． 333 3% 60． 000 0%
11-Tumors 84． 482 8% 16． 666 7% 95． 402 3%
图 1 三种算法在 8 个数据集上的分类效果对比图




















相关矩阵( correlation matrix) 进行运算，将数据标准
化，而累积贡献率设定为 0． 95，即保持默认值不变。
实验得到的结果如表 3 和图 2 所示。
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表 3 PCA 后三种算法在 8 个数据集上的分类效果对比表
Table 3 Comparative table of the classification results of the three algorithms on eight data sets after PCA
数据集名称 PCA 后特征数 PCA
准确率
Ｒandomforest FibSVM LibLINEAＲ
Lung-Cancer 146 86 69． 950 7% 94． 088 7% 57． 635 5%
DLBCL 56 98 80． 519 0% 96． 103 9% 66． 233 8%
Brain-Tumor1 65 91 74． 444 4% 86． 666 7% 50． 000 0%
Brain-Tumor2 36 288 66． 000 0% 70． 000 0% 46． 000 0%
Leukemia1 59 90 66． 666 7% 93． 055 6% 63． 888 9%
Leukemia2 53 212 79． 166 7% 94． 444 4% 93． 055 6%
9-Tumors 52 110 53． 333 0% 51． 666 7% 46． 666 7%
11-Tumors 135 93 84． 482 8% 87． 356 3% 85． 057 5%
图 2 PCA 后三种算法在 8 个数据集上的分类效果对比图



















Table 4 Comparison table of correct rate of the various methods
数据集名称
准确率( PCA 前) 准确率( PAC 后)
Ｒandomforest LibSVM LibLINEAＲ ＲandomForest LibSVM LibLNEAＲ
Lung-Cancer 89． 655 2% 68． 472 9% 95． 073 9% 69． 950 7% 94． 088 7% 57． 635 5%
DLBCL 87． 013 0% 75． 324 7% 96． 103 9% 80． 519 5% 96． 103 9% 66． 233 8%
Brain-Tumor1 82． 222 2% 66． 666 7% 86． 666 7% 74． 444 4% 86． 666 7% 50． 000 0%
Brain-Tumor2 70． 000 0% 30． 000 0% 38． 000 0% 66． 000 0% 70． 000 0% 46． 000 0%
Leukemial 88． 888 9% 52． 777 8% 93． 055 6% 66． 666 7% 93． 055 6% 63． 888 9%
Leukemia2 93． 055 6% 38． 888 9% 98． 611 1% 79． 166 7% 94． 444 4% 93． 055 6%
9-Tumors 48． 333 3% 13． 333 3% 60． 000 0% 53． 333 3% 51． 666 7% 46． 666 7%
11-Tumors 84． 482 8% 16． 667 0% 95． 402 3% 84． 482 8% 87． 356 3% 85． 057 5%














本文综合对比了 ＲF、LibSVM 和 LibLINEAＲ 三
种不同的算法在 PCA 前后对于癌症诊断模型正确
率的变化情况，总结了各种方法的优劣。通过它们
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