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Abstract--Iterative schemes are devised for solving the nonlinear ion-sound wave equation and the 
improved modified Boussinesq equation separately by using the combined approach of linearization and the 
finite difference method. After analyzing the schemes for the stability and the accuracy, the dynamics of 
waves having various initial wave packets is discussed. For both the models, it is found that (i) the solitary 
waves with amplitudes below a critical value interact elastically with each other, (ii) the solitary waves with 
amplitudes above the critical value interact inelastically with each other and (iii) the coefficient of 
inelasticity increases with the increase of the amplitudes of the interacting solitary waves. These results are 
in conformity with the available results. 
I. INTRODUCTION 
In this paper, we present he numerical solutions of two nonlinear dispersive wave equations. 
A combined approach of linearization technique and finite difference method [ l] is presented for 
computing solutions of these equations. 
First we study the model which describes the dynamics of ion-sound solitary waves of 
small amplitudes and in particular head-on collisions. In the one-dimensional case[2,3], this 
model is represented by the nonlinear partial differential equation in terms of the hydrodynamic 
velocity u as 
Then we study the improved modified Boussinesq (IMBq.) equation 
&I = 4.x + (u3Lx +k.w. (2) 
This equation can be used to study anharmonic lattice properties and nonlinear AlfvCn 
waves [2,3]. 
The special exact solutions of these equations are available only in the form of solitary 
waves. We discuss the interactions of these solitary waves. The proposed numerical schemes 
yield results which are in conformity with the results obtained by Bogolubsky[2]. 
Zabusky[4] has suggested the name ‘Synergetic’ for the study of these type of problems by 
using computer numerical analysis. There are several other papers by Zabusky and others on 
this topic. Additional material and references on this subject can be found in a recent book 
edited by Lonngren and Scott[5]. 
2. SCHEME FOR ION-SOUND WAVE EQUATION 
Let u’“) denote the value of u at the nth iteration and u(O) be the initial guess. We consider 
the following Picard’s approximation [6] for equation (1); 
u$+” = ull+l)+ p;;” - ($)$‘, n=0,1,2 ,.... (31 
The functions in the sequence {u(“)} satisfy the boundary conditions pecified for u. The linear 
convergence of the sequence (C)j to the solution of the original nonlinear problem has been 
established by Bellman and Kalaba[7]. The sequence of the linear problems given by equation 
(3) along with the given initial and boundary conditions is solved by using the finite difference 
method. For the computational work, we consider a finite interval on the x-axis. The domain in 
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x-t plane is discretized by a grid with step length h and time step k. The exact value of u at the 
grid point (x, t) =(rh, sk) is denoted by u,,,(r = 0, 1,2,. . . , N and s = 0, 1,2,. . .) while the 
numerical value is designated by U,,. We take 
4tlr.s =~(u,,+,- 24, +ur,s-,)+O(k’) (4) 
&Xl,, =&+IJ+I -2u,,,+1+ 4-l,s+l 
+ Ur+l,s-I -2u,,,_,+u,_l,s_,)+O(h?+kz) (5) 
&A, = &z[(S~“).+, - 2(S2u,), + (~24L,l + OW + k2) (6) 
where 
(S2u,)s = Ur+I.s -24, + ur-1,s. 
(~2Lll,,s =&[(ur+l,s+l)2-~u r+l,,-l~2-~~,-,.,+l~2+~U,-~.,-,~~l+ w2+ u. (7) 
Substituting equations (4)-(7) in equation (3) and neglecting the truncation error terms, the 
resulting algebraic system of equations takes the form 
where 
+ D( UyJi.fl;,J_l + U%l;$_1) - HU$I/, 
r=l,2,..., N-l,s=l,2 ,... ;n=0,1,2 ,..., (8) 
(9) 
and the superscript n, denotes the final number of iterations required to obtain an acceptable 
approximation to the value of U,. s at the grid points on the line t = sk subject o the criterion [7] 
maxlUr,s , cn+l)- uyj( I 10m5, 1 5 r 5 N. (10) 
I 
Similar explanation is valid for the superscript n,_,. We use the Fourier stability method[6] to 
investigate the stability of scheme (8). We drop iteration index and linearize (8) by substituting 
Ws+l and C&.-I for (uI.s+1)2 and CU,,-,I*, where C is a constant such that max{]Ur.S+lI, 
r 
IUr.S_Il} <‘ICI. Substituting U,, = (12 eicmrh’, i = V( - 1) in (8), we get 
where 
a=l+Qsin’4 
h2 
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p=a+$sin’m 
Ck . 
S = 5 an 24. (12) 
Equation (11) has its two roots of modulus unity for any (k/h) and for all values of 4. Hence, 
the linearized form of the difference scheme (8) is unconditionally stable. For the nonlinear 
difference scheme (8), we choose the mesh ratio k/h appropriately based on some numerical 
experiments. The local truncation error of scheme (8) is found to be 0(k2 + h’). 
3. NUMERICAL METHOD 
Consider the initial conditions 
and the boundary values uo,S and uN.s are specified for all s. The first initial condition specifies 
V,, on the line t = 0. We use the second initial condition to find values on the line t = k by 
employing a false boundary and the second-order central difference formula. 
(14) 
Writing g(rh) = g, we have the approximation 
W, I - U,-, = 2kg, (15) 
For simplicity, we rewrite scheme (8) in the form 
-D(W,+,+W,_,)+HW,=F,r=1,2 )...) N-l, 
s=1,2 ,... ;n=0,1,2 ,...) (16) 
where 
F=-&(Y:+,- Yt,)+(U,+,+ UT_,)+2 1,; u, 
( > 
--&,- V;+,)+QV,+,+ V,-,)-HV” (17) 
D, H, P are defined in (9) and 
v, = U$,l’, u, = UC’, w, = uy;& Y, = uy;+,. (18) 
From (15), we replace U,_, ( = V,) by (W, - 2kg,) in the linear terms of (16) and by (Y, - 2kg,) 
in the nonlinear terms of (16) to get 
-D(W,+,+ W,_J+HW,=G, r=1,2 ,..., N-l; 
s=l,n=0,1,2 ,..., (19) 
where 
G= l+$ L!-~(U~+,+u,-,)-~(Y,,,g,+,-Y,-,g,-,) ( > 
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We solve the tridiagonal system of linear equations (19), subject to the known initial values 
Ur.,,, for all r and the known boundary values U ,,. , and UaV, ,, by Thomas algorithm [6]. 
At the first time level, we use the following iterative procedure: (i) Put Y, = U,, for all r. (ii) 
Solve (19) for W, as mentioned above. (iii) Take Y, = W,, for all r. (iv) Calculate improved values 
of W, from (19). (v) Repeat he iterative procedure (i)-(iv) till the condition (10) is satisfied. 
It may be noted that iterative scheme (19) is a two-level scheme having second order 
accuracy and has a constant coefficient matrix. 
For the (s + 1)th time level (s = 1,2,. , .), we solve the three-level iterative scheme (16) 
subject to the known initial values U,, and U,.S_l, for all r, and the known boundary values 
Uo., and UN.,, for all s. Scheme (16) can be solved for W, in the same way as scheme (19). 
The three-level iterative scheme (16) has the advantage of having second-order accuracy and 
requires the solution of a tridiagonal system having constant coefficients at each time level. 
4. SCHEME FOR IMPROVED MODIFIED BOUSSINESQ EQUATION 
Following the same notations discussed earlier, we take 
(u3LIr,s = &21@2u:)s+, + (~2&Ll +w2 + k2>, (21) 
where 
(S24% = (4+,,J3 -2(4.,)3 + (4-*J3. 
The three-level iterative difference scheme for the improved modified Boussinesq equation (2) 
is 
+ P[( U$!i,‘?_l)3 - 2( U3--I/)’ + ( U$[,‘i_1)3] 
+ D( U~J,;$-~ + U!“_si,lS-l) - HU$$, r = 1,2,. . . , N - 1; 
s=1,2 ,...; n=0,1,2 ,.... (22) 
It was found that the linearized form of the difference scheme (22) is unconditionally stable and 
its local truncation error is 0(/z’ + k2). 
A numerical method similar to the one discussed in the previous section can be used to 
solve the three-level iterative scheme (22). 
5. NUMERICAL RESULTS 
We solve four test examples to illustrate the efficiency of the proposed numerical method by 
studying the solutions of equations (1) and (2). 
Example 1 
The soliton type solution of (1) has the form[2] 
u(x, t) = A sech’ [ (&,J(x - M -x0)], (23) 
where A, x0 are arbitrary constants and 
(24) 
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The wave moves in the positive direction of the x-axis. Replacing (23) by 
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u(x, t) = -A sech* 
we get the wave with negative amplitude and moving in the negative direction of the x-axis. 
In this example, we study the interaction of two solitary waves of equal amplitudes but with 
different signs and moving in opposite directions. We discuss two cases when the amplitude 
A<landwhenArl. 
Case (a). We solve equation (1) subject o the initial condition 
u(x, 0) = A, sech’ [(&$+c] 
- A2 sech’ [(&)“i,-c] (26) 
and 
+ 2A2(y)“* sech* [ ($-)I’** - c] tanh [ (&)“*x - c]. (27) 
The boundaries on the right and left hand sides have been taken to fit u = 0. We have taken 
A, = 0.1, A2 = - 0.1, k = 0.25 and h = 0.5. After some numerical trials, it was found that c = 4.0 
and -65.5 I x I 65.5 were reasonable values for the computational work. Two iterations were 
required for the solution to converge at each time level according to the condition (IO). In Fig. 
1, the interaction of these solitary waves is plotted at different ime steps. For the two solitary 
waves moving towards each other, it is found that the front of the waves steepen and their 
amplitudes decrease continuously. At a certain stage t = 31, the two interacting solitary waves 
almost disappear. After some time, the two solitary waves reappear and regain their shapes and 
velocities. The interaction is clean and exhibits the true soliton behaviour (elastic interaction). 
Case (b). We again use the initial and boundary conditions prescribed for Case (a). We 
consider large values of the amplitude A up to A = 2. For two representative values of A, Figs. 
2 and 3 demonstrate the interactions of identical solitary waves with A, = 1.0, A2 = - 1.0 and 
A, = 2.0, A2 = - 2.0, respectively. In all these numerical results, the nonlinear interactions of 
the solitary waves go through the following three stages: (i) The waves fronts steepen; (ii) The 
amplitudes of the waves decrease continuously till the waves almost disappear; (iii) The waves 
reappear with the same shape and slightly different amplitudes. In between the region of two 
diverging solitary waves, one finds the solution which alternates in sign. 
The interaction of the solitary waves is inelastic and the coefficient of inelasticity increases 
with the increase in the amplitudes of the interacting solitary waves. 
Example 2 
The IMBq. equation (2) has a special solution which describes olitary waves (soliton type 
solution) [2,3]: 
u(x, t) = A sech (28) 
where A, x0 are arbitrary constants and 
M= (l+;A’)“*. (29) 
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Fig. I. Solitary wave interaction for equation (1) with A, = 0.1 and A? = - 0.1. 
In this example, we exhibit the dynamics of one positive solitary wave moving in the 
positive x-direction in the frame-work of equation (2) with the initial data 
4x,0)*= A sech (&x) (30) 
UI(X, 01 = V/(2) AZ sech (Ax) tanh (&x) (31) 
and zero boundary conditions. For the computational work, we have chosen A = 0.5, k = h = 
0.5 and 0 5 x I 302. 
The numerical results are shown in Fig. 4. The amplitude of the solitary wave decreases at a 
very slow rate while the wave is moving in the positive x-direction. A train of oscillations is 
formed behind the solitary wave. These oscillations decrease in wavelength towards the tail 
while the amplitude decreases exponentially. Only three iterations at each time level were 
required for the solution to converge within the accuracy given by (10). 
Example 3 
Now we study the interaction of two IMBq. solitary waves of equal amplitude moving in 
opposite directions. We discuss two cases with amplitude A Q 1 and A L 1. 
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Fig. 2. So!tary wave interaction for equation (1) with A, = 1.0 and A2 = -1.0. 
Case (a). We consider equation (2) with the initial conditions 
u(x, 0) = A, sech 
A 
&x + c > + A2 sech A2 mx-c > 
and 
Al2 Uf(X, 0) = - 
V(2) 
sech(&x+c 
(32) 
(33) 
The boundaries on the right and left hand sides have been so chosen as to fit the condition 
u = 0. We have taken A, = A2 = 0.1 and k = h = 0.5. After some numerical trials, it was found 
that c = 5.0 and -151 I x I 15 1 were appropriate values for maintaining the numerical accuracy 
within the reasonable time of computations. Two iterations were required for the solution to 
converge at each time level. In Fig. 5, the sequence of the head-on collision of the solitary 
waves is plotted at different time steps. When the two solitary waves overlap, their joint 
amplitude is smaller than twice the amplitude of an individual solitary wave. The interaction is 
clean and exhibits true soliton behaviour (elastic interaction). 
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Fig. 3. Solitary wave interaction for equation (I) with A, = 2.0 and Az = - 2.0. 
Case (b). In this case, we consider large values of the amplitude A. The initial and boundary 
conditions are chosen to be the same as prescribed for Case (a) of this example. Taking a 
representative value of the amplitude A = 1.0, Figs. 6 and 7 show the head-on collision 
behaviour of the identical solitary waves. For the considered values of A = 1.0, I.5 and 2.0, the 
joint amplitude of these solitary waves is found to be smaller than twice the amplitude of an 
individual solitary wave. The amplitude of the solitary waves do not change appreciably as a 
result of the interaction. In between the region of two diverging solitary waves, one finds the 
solution which alternates in sign and consists of almost linear waves whose amplitude is small 
compared with that of the solitary waves. The interaction of the solitary waves is inelastic and 
the co-efficient of inelasticity increases with the increase in the amplitude of the interacting 
solitary waves. 
Example 4 
Now we study the dynamics of the interaction of solitary waves having different amplitudes 
and colliding head-on. The initial and boundary conditions are taken to be the same as 
prescribed for Example 3. A representative case is plotted in Fig. 8, where we have taken 
h = 0.25, k = 0.125, c = 8.0 and -32.75 5. x 5 32.75 for A, = 1.0 and AZ = 2.0. In this case, four 
iterations were needed at each time level for the solution to converge. The perturbation 
appearing in the region between two diverging solitary waves increases as the amplitudes of the 
interacting solitary waves increase, while the amplitudes of the individual solitary waves do not 
change appreciably due to the interaction. 
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Fig. 8. Head-on collision of IMBq. solitary waves for A, = 1.0 and A2 = 2.0. 
6. CONCLUSION 
Our study of the interaction of the solitary waves based on equations (1) and (2) gives the 
following results: 
(i) The solitary waves with amplitudes below a critical value interact with each other 
elasticity. 
(ii) The solitary waves with amplitudes above the critical value interact with each other 
inelastically. 
(iii) The coefficient of inelasticity increases with the increase in the amplitudes of the 
interacting solitary waves. 
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