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Introdution générale
Depuis le début des années soixante, l'informatique et la reherhe, notablement poussés par les
besoins industriels, ont permis d'importantes avanées dans le domaine du alul de vibrations
de strutures, si bien qu'aujourd'hui la théorie linéaire des vibrations fondée par Rayleigh (1877)
semble être parfaitement maîtrisée et exploitée. On dispose en eet de tehniques robustes et
ables apables de traiter eaement les problèmes de réponses forées et d'analyse modale,
pour ne iter que les deux prinipaux. Les logiiels de vibrations du ommere, largement utilisés
dans l'industrie du transport et de l'aéronautique, autorisent aujourd'hui le traitement de stru-
tures dénies ave plusieurs dizaines de milliers de degrés de liberté et ela sur des ordinateurs
de puissane moyenne.
Parallèlement, le besoin inessant d'optimiser les strutures a poussé les entreprises aux limites
du domaine de validité du linéaire et don vers un intérêt roissant envers la modélisation non
linéaire, la dynamique et les vibrations n'éhappant pas à ette tendane. Les appliations vi-
sées onernent la modélisation de phénomènes très divers ; loi de omportement hyper-élastique,
plastique, strutures omportant des dommages, des ontats, du frottement (notamment dans
les liaisons entre pièes), et bien sûr la modélisation des strutures mines de plus en plus mines
soumises à des eorts toujours plus importants. D'autres domaines sont aussi onernés, on
pense notamment à l'étude dynamique des instruments de musiques, où les non linéarités sont
néessaires pour la reprodution de la rihesse spetrale ainsi qu'aux vibrations de haînes de
moléules présentant des fores d'intérations non linéaires. Dans tous les as, les tehniques
lassiques utilisées pour l'étude des vibrations, toutes fondées sur le prinipe de superposition
linéaire, deviennent obsolètes ave es modèles. Du point de vue du herheur, il s'agit don de
trouver de nouveaux onepts et tehniques de aluls, adaptés au as non linéaire tout en se
passant du fameux prinipe de superposition et de ses impliations.
La reherhe a pourtant préédé les besoins industriels dans le domaine du non linéaire. Histo-
riquement, l'étude des phénomènes non linéaires débute ave eux de la méanique éleste au
1
2 INTRODUCTION GÉNÉRALE
XIXème (ave la loi de gravitation de Newton), inspirant les travaux ultérieurs de Poinaré (1),
Lindstedt
(2)
, Liapunov
(3)
et prolongés par eux de Krylov, Bogoliubov, Hayashi (1864) (Hayashi
(1985)), et Nayfeh (Nayfeh etMook (1979)). Ces derniers ont très grandement partiipé à l'éla-
boration des théories d'analyses des systèmes dynamiques multidimensionnels à faible nombre de
degrés de liberté. Cependant es théories ont été appliquées à des systèmes à un seul degrés de
liberté, ou limité à l'approhe "single-mode"
(4)
, où la forme des solutions est donnée par la forme
d'un des modes linéaires (Szemplinska-Stupnika (1990a) ou Fertis (1995)). Ces approhes
permettent l'observation de ertains eets aratéristiques des réponses non linéaires : Lien entre
l'amplitude et la fréquene, phénomènes de saut et résonanes seondaires. Cependant, elles ont
montré leurs limites, en oultant notamment les phénomènes de ouplages entre les modes,
souvents apital pour les strutures réelles. Rosenberg à proposé dans Rosenberg (1966) une
approhe originale, pour des systèmes à plusieurs degrés de liberté introduisant les notions de
vibration à l'unisson et de ligne modale dans l'espae des ongurations (voir également l'ou-
vrage de Vakakis et al. (1996) à e sujet). Même si sa méthode est limité aux systèmes à fores
internes impaires, elle onstitue un pas important pour la dénition des modes non linéaires.
Par la suite, d'autres dénitions et tehniques de aluls ont vu le jour, omme la méthode de
l'équilibrage harmonique, la méthode des éhelles multiples, elle des perturbations, elle des
formes normales (voir Jezequel et Lamarque (1991)), ainsi que la méthode phase-amplitude
(voir Bellizzi et Bou (2005)). En e qui onerne la dénition des modes, Shaw et Pierre
(1991-1994) ont exposé dans Shaw et Pierre (1993a) puis pour les systèmes ontinus dans
Shaw et Pierre (1993b) une approhe générale et moderne qui s'appuie sur le formalisme des
systèmes dynamiques. Les modes non linéaires y sont dénis à l'aide de sous-espaes invariants
ourbés de dimension 2 de l'espae des phases. Ce adre, plus large que elui déni par Rosenberg,
permet d'inlure de l'amortissement et n'est pas limité aux fores impaires. Il onstitue mainte-
nant une théorie aepté dans la ommunauté et peut servir de base aux méthodes de aluls
de modes non linéaires ainsi que pour les investigations en matière d'analyse modale non linéaire.
Dans le domaine des vibrations non linéaires, il est aujourd'hui très ourant de résoudre les équa-
tions qui dénissent les modes au moyen d'une méthode de perturbation limité à quelques termes
de séries asymptotiques que l'on alule analytiquement ou numériquement. On sait pourtant
que es approximations ont un domaine de validité assez faible et qu'elles ne permettent pas une
représentation orrete des hangement de régimes (bifurations). Les méthodes purement numé-
riques (équilibrage harmonique ave un grand nombre d'harmoniques, méthodes de tir) tendent
à se développer rapidement ompte tenu des moyens de alul disponibles atuellement. Elles
permettent de s'aranhir de ette hypothèse de faible non linéarité si souvent invoquée dans les
artiles du domaine. L'étape suivante est d'appliquer es tehniques purement numériques pour
des strutures de géométries omplexes disrétisés par éléments nis. On rejoint alors l'état de
l'art atuel des vibrations linéaires. Il ne s'agit pas d'un simple exerie de style, ou d'un travail
simplement tehnique. Le passage de quelques degrés de liberté à un grand nombre de degrés de
(1). Henri Poinaré est l'auteur du mémoire "Sur le problème des trois orps et les équations de la dynamique",
il a déouvert le phénomène de sensibilité aux onditions initiales. Il a amené aussi la notion apitale de portrait
de phase.
(2). La méthode de Lindstedt-Poinaré a permis une avanée dans la résolutions des équations diérentielles en
donnant une méthode permettant l'élimination des termes séulaires. Cette méthode permet notamment d'obtenir
les solutions approhées de l'équation de Dung.
(3). Le théorème de Liapunov (1892), déni la stabilité (la stabilité de Liapunov) d'un système dynamique
donnée.
(4). Il s'agit de projeter les équations du mouvement sur le mode linéaire, e qui onduit à une simpliation
importante, mais aussi une approximation importante.
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onstater dans e mémoire.
Depuis quelques années, le Laboratoire de Méanique et d'Aoustique (LMA), en ollaboration
ave l'ENSTA, l'INSA de lyon, et l'ENTPE, ont formé un groupe national de reherhe dédié au
thème des vibrations non linéaires. Les axes d'études traités sont les suivants : 1/ Élaboration de
nouvelles méthodes de aluls de modes non linéaires ; 2/ Investigations sur une méthode de ré-
dution de modèle basée sur les modes non linéaires ; 3/ Étude de réponses forées de strutures
ave une exitation déterministe ou aléatoire - 4/ Analyse et ompréhension des phénomènes
de bifurations de mode de vibrations. Au LMA, les appliations onernent notamment, les
strutures mines en non linéaire géométrique, l'étude des instruments de musique (larinette),
l'étude de systèmes à pompage d'énergie (le LMA dispose d'un dispositif expérimental de pom-
page aoustique passif), l'étude des vibrations d'assemblages de ombustibles (ollaboration ave
le CEA Cadarahe). Pour les strutures mines, la oneption de odes de alul de vibrations
pour l'obtention des modes non linéaires et des réponses vibratoires forées est une préoupation
majeure du laboratoire (un premier ode de alul basé sur la méthode de la balane harmonique
est présenté dans le mémoire de thèse Perignon (2004) et deux dispositifs expérimentaux sont
opérationnels : le premier étant une poutre mine doublement enastrée et le seond une plaque
enastrées sur ses 4 bords).
Le travail présenté dans e mémoire s'insrit dans e adre. Il porte sur l'étude et le alul numé-
rique de vibrations libres et forées de strutures mines en non linéaires géométrique. On vise
le alul "exat
(5)
" des modes non linéaires d'une struture disrétisée par éléments nis. Ces
modes sont obtenus en eetuant la ontinuation de branhes de solutions périodiques alulées
au moyen d'une méthode d'intégration temporelle pas à pas. Dans le as de nos strutures mo-
délisées par éléments nis, les diagrammes de ontinuation présentent des réseaux de branhes
omplexes, 'est pourquoi une méthode de ontinuation adapté à été hoisie : la Méthode Asymp-
totique Numérique (MAN), et un outil de ontinuation "pilote" du ode de vibration à été onçu
an de parourir le réseau de branhe eaement (notamment à l'aide d'une interfae graphique
dédiée rendant le alul interatif). Il est important de mentionner que et outil a été onçu de
manière totalement indépendante du problème de vibration. Ainsi, il peut être utilisé, ave le
ode utilisateur approprié, pour traiter une large gamme de problèmes non néessairement issus
du domaine de la physique. La première partie de e manusrit est don onsarée à et outil
ainsi qu'aux aspets théoriques liées à la ontinuation de solutions de systèmes d'équations non
linéaires. Ces mêmes aspets, serviront aussi de base à la formulation saine du problème de vi-
brations non linéaires, ainsi qu'à la oneption robuste du ode de alul de vibrations présentés
tous deux en seonde partie de e manusrit.
Le premier hapitre du manusrit aborde brièvement les notions relatives à la ontinuation de
branhes de solutions, on rappellera notamment la méthode de ontinuation utilisé dans e mé-
moire (la MAN). Le seond hapitre propose quelques apports autour de ette méthode, per-
mettant une avanée dans le ontrle de son omportement au niveau des points de bifurations,
il s'agira ensuite de présenter l'outil de ontinuation préité intégrant de nouvelles fontionnali-
tés de ontrle. Le troisième hapitre présente deux exemples d'appliations utilisant l'outil de
ontinuation. C'est seulement au quatrième hapitre que l'on abordera le domaine des vibrations
(5). Le mot "exat" signie que l'on emploi pas de méthodes de perturbations pour le alul des modes. Bien
entendu, les méthodes de disrétisation temporelle et spatialle utilisées introduisent leur part d'erreur.
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non linéaires. Il s'agira de rappeler quelques notions fondamentales appartenant au domaine en
s'attardant sur la dénition des modes linéaires et non linéaires. Le inquième hapitre est à forte
onnotation théorique. On y présentera une formulation du problèmes des solutions périodiques
de systèmes autonomes et onservatifs permettant la onstrution des surfaes invariantes des
modes non linéaires. Dans le sixième hapitre, on présentera la forme numérique de ette for-
mulation en utilisant la méthode des éléments nis, une méthode de disrétisation temporelle,
ainsi qu'une méthode de alul d'orbites périodiques nommée méthode simultanée. Enn le der-
nier hapitre ontient les résultats des expérimentations numériques menées sur deux strutures
mines.
Première partie
Manlab, un outil de ontinuation
interratif
5
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1
Continuation de solutions de
systèmes d'équations non
linéaires
C
e hapitre aborde brièvement les notions relatives
à la ontinuation de branhes de solutions, on rap-
pelle notamment la méthode de ontinuation qui
est utilisée dans e mémoire : la Méthode Asymptotique Nu-
mérique (MAN).
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Introdution
Il s'agit ii d'obtenir les solutions des problèmes pouvant se mettre sous la forme suivante
R(U ,λ) = 0 (1.1)
où U est le veteur des inonnues de Rn, λ le paramètre et R une fontion de Rn × R → Rn
omposée de n équations non linéaires en U . En méanique, on peut iter l'exemple lassique du
problème de ambement de struture disrétisée par éléments nis où le veteur R représente les
équations d'équilibre, U les déplaements aux noeuds et λ le paramètre de harge. La représen-
tation d'une projetion des ourbes solutions dans le plan Ui,λ (ou parfois dans le plan ‖U‖,λ
se nomme diagramme de bifuration. Dans le as d'un problème de ambement lassique, on
observera dans e diagramme une première ourbe partant du point d'équilibre, appelée branhe
fondamentale, puis d'autres ourbes oupant la première en des points nommés points de bi-
furation. Les branhes issues des points de bifurations sont nommées branhes bifurquées et
orrespondent dans le problème de ambement aux divers modes de ambement de la struture.
Le alul numérique des branhes de solutions U(λ) de (1.1), nommé ontinuation de solu-
tion, est notamment basée sur les travaux théoriques de Poinaré (1881-1886), Klein (1882-1883),
Bernstein (1910), et Keller. Les ouvrages Seydel (1994) et surtout Allgower et Georg (1990)
détaillent les proédures permettant d'obtenir de façon numérique es solutions. Deux méthodes
ressortent prinipalement de es ouvrages, la famille des méthodes PC (Prédition-Corretion),
très souvent basées sur l'algorithme de orretion de Newton-Raphson, et la méthode PL (Piee-
wise Linear), moins répandue, basée sur une approximation linéaire par moreaux des équations
de (1.1). Les méthodes PC sont généralement failes à mettre en oeuvre, ainsi la plupart des pro-
blèmes omportant des équations non-linéaires telles que (1.1) sont résolus par es méthodes, sous
réserve que la fontion R soit susamment diérentiable pour le alul du jaobien. Toutefois,
es dernières sourent d'un manque de robustesse notamment lorsque les solutions présentent
de nombreux points de bifurations. Inversement, la Méthode Asymptotique Numérique (MAN),
basée sur un alul de séries entières à grand nombre de termes ave un alul automatique et
adaptatif du domaine de validité onserve sa robustesse, ei au prix d'un développement sup-
plémentaire raisonnable.
Dans ette partie, on rappellera quelques notions relatives à la ontinuation de branhes
de solutions, puis on rappellera la méthode de Newton-Raphson ainsi que la MAN. Les notions
seront alors utilisées dans le hapitre suivant, pour la présentation d'une méthode de branhement
utilisant les avantages de la MAN et la simpliité du prinipe de perturbation.
1.1 Contexte d'appliation
1.1.1 Formalisme en U
Dans le domaine de la ontinuation de branhes de solutions de systèmes d'équations non
linéaires, il est outume d'utiliser la forme (1.1) page 9 qui sépare les variables du veteur U
et la variable du paramètre λ. Cette forme amène une ériture lisible et adaptée aux méthodes
inrémentales en λ. Ave ette forme, l'ensemble de solution est usuellement paramétré ave le
salaire λ, on a don
U = U(λ)
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. Pour éviter les problèmes de points limites (voir par exemple Seydel (1994) pour leur déni-
tion), on préfère utiliser ii une méthode de ontinuation ave une paramétrisation par longueur
d'ar faisant intervenir U et λ. Dans e as, les éritures et aluls ne justient plus vraiment la
séparation entre le salaire λ et le veteur U . C'est pourquoi nous utiliserons la forme suivante
pour l'ensemble du mémoire
R(U ) = 0 (1.2)
ave le veteur résidu appartenant à R
n
et le veteur U appartenant à Rn+1. Ave ette forme,
le salaire de paramétrisation est noté a et sera appelé paramètre de hemin de sorte que l'on ai
U = U (a)
. Et on insistera sur le fait que le paramètre λ se trouve maintenant parmis les n+1 omposantes
du veteur U au même titre que les autres variables.
1.1.2 Théorème des fontions impliites
Très souvent, les systèmes omportant une inonnue de plus que d'équations ('est le as
des systèmes de la forme (1.2)) dénissent une fontion impliite liant les variables du veteur
U entre elles, de façon à e que es dernières évoluent dans un sous ensemble unidimensionnel
de R
n+1
, on dit dans e as que la fontion R(U ) est submerssive. Pour un tel système, la
tangente au voisinage d'un point solution est unique et sert de base de alul à la majorité des
méthodes de ontinuation. Cependant, les systèmes d'équations non linéaires peuvent présenter
des partiularités qui enlèvent ette uniité, e qui est le as au niveau des points de bifurations
par exemple, où plusieurs branhes de solutions se roisent. Les points de bifurations ne sont pas
les seulles partiularités des systèmes non linéaires. La forme générale (1.2)) permet par exemple
l'existene d'espae solution de dimension supérieure à 1 (surfaes solutions ou autre). Bien
entendu, les méthodes de ontinuations lassiques sont onçues pour eetuer la ontinuation
de ourbes solutions unidimensionnelles et les partiularités préédemment itées leur posent
problème.
Le théorème des fontions impliites permet de dénir un adre dans lequel les méthodes de
ontinuations doivent opérer en dehors de toutes les partiularités préitées. Ce théorème utilise
les propriétés de surjetivité du système linéaire sous-jaent pour assurer la submerssivité de la
fontion impliite R(U ) = 0 au voisinage d'un point donné. Ce théorème est rappelé brièvement
i dessous dans le as où la dimension de U est d'une dimension supérieure à la dimension de R.
Théorème 1
Si la fontion R : Rn+1 → Rn est indéniment diérentiable et si U0 est solution de
R(U 0) = 0 (1.3)
et si de plus l'appliation linéaire de matrie
∂R
∂U
(U0) est surjetive (e qui revient à dire que la
matrie
∂R
∂U
(U 0) est de rang n.), alors au voisinage du point U0 l'ensemble de solution de (1.3)
est un sous espae de dimension un.
o
Ainsi, pour s'assurer que le système d'équation dénis une branhe de solution, il faudra vérier
la surjetivité de son problème linéaire sous-jaent.
1.2. MÉTHODES DE CONTINUATION 11
1.2 Méthodes de ontinuation
Lorsque le domaine de validité des méthodes de perturbations lassiques n'est pas su-
samment grand, les méthodes de ontinuations prennent le relais en onstruisant les ensembles
de solutions par moreaux. Les méthodes de prédition-orretion dérivent et ensemble de so-
lution par une liste de points alulés de manière séquentielle. Quand à la méthode asymptotique
numérique, elle-i déoupera les ourbes solutions en moreaux appelés tronçons, haun dérits
par une série entière aussi alulés séquentiellement (voir plus loin).
On rappellera ii le prinipe de la méthode de Newton-Raphson qui est la plus utilisée des
méthodes inrémentales itératives et on présentera brièvement ensuite la méthode asymptotique
numérique pour nir sur une omparaison des deux méthodes.
1.2.1 Méthode de Newton-Raphson
Cette méthode onsiste à herher une suession de pointsUj solutions de (1.3) et vériant
le ritère suivant :
‖R(Uj)‖ 6 ǫnr (1.4)
Le alul se fait en deux étapes, une prédition puis une série de orretions, l'ensemble étant
fontion du paramètre de hemin, noté a, absisse urviligne le long de la ourbe. Le point Uj
étant supposé onnu
(1)
, le point suivant est donné par :
U j+1 = U j + ∆U j︸ ︷︷ ︸
prédition
+
k∑
i=1
∆Ui︸ ︷︷ ︸
k orretions
(1.5)
On se ontente ii de rappeler brièvement les étapes de alul, sans entrer dans les détails. Pour
ela, on pourra onsulter par exemple Crisfield (1997a). La démarhe est don la suivante :
 prédition :
On eetue un pas de prédition, tangent à la ourbe qui onduit à la résolution de :
∂R
∂U
⌋
Uj
∆U j = 0 (1.6)
Ce système est sous-déterminé, on le omplète don par une équation qui donne la longueur
du pas tangent :
‖∆U j‖ = ∆a (1.7)
ave a étant le paramètre de hemin (la ourbe est paramétrée par a).
 orretions :
On eetue k orretions, jusqu'à e que le ritère (1.4) soit vérié. Pour haque itération,
il s'agit de résoudre le système :
∂R
∂U
⌋
Uj
∆U i = −R(U i) (1.8)
Ce système doit aussi être omplété, on peut par exemple hoisir des pas de orretions
orthogonaux à la prédition, soit
∆U j
T
∆U i = 0 (1.9)
A noter que les systèmes (1.6) et (1.8) sont obtenus en se limitant aux développements au premier
ordre. Le prinipe de la méthode de Newton-Raphson est résumé sur la gure 1.1.
(1). le premier point peut être obtenu par exemple par homotopie
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Figure 1.1  Prédiction et corrections pour les méthodes incrémentales-itératives (à gauche) - Calcul
des branches de solutions par la MAN (à droite)
1.2.2 Méthode asymptotique numérique
On reherhe les solutions du système (1.2) sous forme de séries entières tronquées à l'ordre
N en fontion d'un paramètre de hemin a :
U(a) = Uj +
N∑
k=1
akUk (1.10)
ave U j un point solution de départ onnu déterminé par exemple par une méthode lassique de
orretion (Newton-Raphson ou Homotopie).
L'introdution des développements (1.10) dans (1.2) onduit à :
R(U ) = R(U j) + aR1 + a
2R2 + · · · = 0 (1.11)
ei étant valable pour tout a, on obtient une série de problèmes linéaires :
R1 =
∂R
∂U
⌋
Uj
U1 = 0
. . .
Rp =
∂R
∂U
⌋
Uj
Up − Fnlp = 0
. . .
(1.12)
Ainsi, à l'ordre p, Rp = 0 est équivalent à :
∂R
∂U
⌋
Uj
Up = F
nl
p (1.13)
Les seonds membres Fnlp dépendent exlusivement des ordres préédents et sont don entière-
ment déterminés à l'ordre p. Le alul de es "seonds membres" est le point ruial de la MAN.
Comme dans le as de Newton-Raphson, es systèmes sont sous-déterminés. On ajoute don une
ondition qui provient de la dénition du paramètre de hemin a. Si par exemple e paramètre
de hemin est égal à la pseudo longueur d'ar, inspirée de la dénition du paramètre de longueur
d'ar lassique :
U1
T (U −U0) = a (1.14)
alors la ondition à l'ordre p s'érit
U1
TUp = 0 (1.15)
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Ainsi ave l'équation (1.13) et l'équation (1.15) on peut déterminer les omposantes U p du dé-
veloppement (1.10) de manière séquentielle en partant de l'ordre 1 jusqu'à l'ordre N .
Le domaine de validité amax des solutions obtenues par les résolutions suessives des
systèmes (1.12) est donné par la ondition pour
a ∈ [0,amax], ‖R(U(a)) −R(U j)‖ 6 ǫman (1.16)
où ǫman est un ritère de préision donné et R(U
j) le résidu initial. On a alors la propriété
suivante :
‖R(U(amax))−R(U j)‖ = ‖amaxR1 + ...+ an+1maxRn+1 + ...‖ = ‖an+1maxRn+1‖ (1.17)
Pour des séries (1.10) tronquées à l'ordre n, les Ri sont nuls pour i = 1..n (simple appliation
de (1.12)). Le terme prépondérant est an+1maxRn+1 et on montre failement que Rn+1 = F
nl
n+1 et
don, une bonne expression de amax est donnée par l'équation
amax =
(
ǫman
‖FnlN+1‖
) 1
N+1
(1.18)
Conrètement, on alule les termes des séries (1.10) en résolvant (1.12) puis on évalue amax ave
1.18. Ensuite U(amax) donne un nouveau point de départ noté U
j+1
pour un nouveau alul de
série.
A noter qu'il existe également une variante de la MAN, permettant d'améliorer la onver-
gene des séries. Il s'agit d'utiliser des approximants de Padé, et don de remplaer les termes
des séries (1.10) par des frations rationnelles (voir par exemple Cohelin et al. (1994)).
1.2.3 Comparaison
Les prinipaux points forts de la MAN, relativement à Newton-Raphson, se résument en
trois points :
 simpliité d'utilisation et du pilotage : e point onstitue le prinipal avantage de la MAN.
En eet, le hoix de la longueur du pas est entièrement automatique et adaptatif ( ralentissement 
à proximité des points limites, augmentation du pas dans les zones linéaires), et se fait a
posteriori, ave le alul du domaine de validité amax. Il n'est don pas néessaire de se pré-
ouper de la longueur du pas, omme ave Newton-Raphson où un pas trop petit ralentit
l'algorithme et un trop grand le fait diverger. Finalement, du point de vue de l'utilisateur,
il sut de xer l'ordre des séries, N (en pratique, N est hoisi entre 20 et 40, entre es
deux bornes la valeur hoisie n'a nalement que peu d'inuene sur la performane globale
de l'algorithme), un ritère de onvergene, ǫ qui sera hoisi en fontion de la préision
souhaitée. Conformément à (1.18), plus le seuil sera petit, plus les tronçons seront ourts,
plus le temps de alul d'une branhe sera long.
 une seule inversion de la matrie Kt(0) par pas de MAN, quand il en faut k+1 ( une pour
la prédition plus k pour la orretions) pour Newton-Raphson, e qui peut représenter
un gain en temps de alul onséquent si les temps d'évaluation et d'inversion de matries
tangentes sont longs. En fait, pour la MAN, l'essentiel de e temps est utilisé pour le
alul des seonds membres Fnlp , en sahant que le alul de l'un d'entre eux orrespond
approximativement à elui du résidu de Newton-Raphson.
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 solutions analytiques des branhes de solutions plutt que des valeurs pontuelles. De fait,
les séries tronquées sont rihes en informations, notamment en e qui onerne les bifura-
tions.
On remarque également qu'une MAN à l'ordre 1 orrespond à un pas de prédition de Newton-
Raphson (voir terme ∆U j de (1.6) et le terme U1 de la première équation de (1.12)). En fait la
possibilité de prendre un grand nombre de termes dans les séries permet d'avoir une préision
importante sans avoir obligatoirement reours à des orretions.
1.3 Branhes solutions et bifurations
Une des partiularités importantes des systèmes d'équations non linéaires réside dans la
multipliité des branhes solutions de leur ensemble de solution. Selon la nature du système
d'équation, le réseau de branhes pourra avoir des formes plus ou moins omplexes. On pourra
renontrer entre autres des branhes fermées sur elles mêmes, des branhes reliées, des branhes
isolées, ainsi que des ensembles de solutions de dimension supérieure à un.
Les lieux où les branhes du réseau se roisent sont nommés point de bifuration ou points
singuliers, ils onstituent une aratéristique importante des systèmes d'équations non linéaires.
Comme dit préédemment, en es points la tangente n'est pas unique
(2)
et la matrie tangente
du système n'est pas de rang omplet (les hypothèses du théorème des fontions impliites
ne sont pas satisfaites en es points). Il s'en suit que les méthodes de ontinuations doivent
adopter une stratégie partiulière lors du passage de es points. D'autre part, es points étant une
manifestation théorique d'un phénomène physique, ils font souvent l'objet d'études (i.e : points
de ambement de strutures) et permettent une aratérisation des branhes qu'ils initient (i.e :
les modes de ambements de la même struture).
1.3.1 Quasi-bifurations
Dans e mémoire, on distinguera deux grand type de bifurations : les points de bifurations
exates et les quasi-bifurations, illustrés tout deux dans la gure 1.2 page 15. Généralement,
les quasi-bifurations sont des versions perturbées des bifurations exates. C'est à dire que es
quasi-bifurations sont la manifestation d'un phénomène théorique perturbé par un autre phéno-
mène. D'une manière générale en méanique, on renontrera les points de bifurations exates
lors de la résolution de problèmes théoriques où la modélisation du phénomène ne tient pas
ompte des imperfetions
(3)
. Inversement, lors d'une étude expérimentale d'un système non li-
néaire (imparfait par essene) ou lors d'une modélisation plus poussée du phénomène étudié
(modélisation des imperfetions), les points de bifurations exats se trouvent perturbés et de-
viennent des quasi-bifurations. Un exemple typique d'illustration de es onsidérations est le
problème de ambement d'une struture parfaite et son homologue réel. Dans le as parfait,
la branhe prinipale de ompression omporte plusieurs points de bifurations exats, menant
de manière symétrique aux divers modes de ambement. Dans le as réel, à ause des défauts
de formes, la branhe de ompression omportera des quasi-bifurations (asymétriques) menant
aussi aux même modes de ambement. Ainsi, la modélisation d'un problème donné pourra don-
ner lieu aux deux types de bifurations, et es bifurations se manifesteront de manière logique
et normale dans les diagrammes de solutions.
(2). Le nombre de tangente est égal au nombre de branhes se roisant en e point.
(3). Défaut de forme, hétérogénéité en raideur ou en température dans la struture, eorts extérieurs non pris
en ompte et...
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Figure 1.2  Exemple de bifurcation exacte et quasi bifurcation. Lors d’un point de quasi bifurcation,
nous désignerons du même nom les branches de part et d’autre du point de quasi bifurcation, comme
le montre la figure de droite.
Il est important de mentionner que les imperfetions transformant les points de bifurations
exats en points de quasi-bifurations peuvent provenir aussi des approximations faites lors de
l'ériture des équations du problème qui ont pour eet de perturber les solutions exates. Par
exemple, et e sera le as dans la deuxième partie de e mémoire, l'utilisation d'une méthode
de disrétisation spatiale
(4)
ou de disrétisation temporelle des équations aux dérivées partielles,
peuvent (e n'est pas toujours le as) modier le type des points de bifurations initialement
présents dans le modèle théorique. An de se rapproher des solutions exates, et don obtenir
les bonnes bifurations, il faudra augmenter le nombre d'éléments utilisés lors de la disrétisation.
Enn, une autre soure importante de perturbation est l'erreur due à l'impréision du alul
numérique. En eet, la majorité des méthodes de aluls numériques utilisent des algorithmes
itératifs utilisant des seuils de préisions : plus le seuil hoisi est faible, plus le alul est préis
mais long. Inversement plus le seuil est grand, plus le alul est rapide mais plus les branhes de
solutions alulées s'éloignent des branhes de solutions exates, e qui a pour eet de transformer
les bifurations exates en quasi-bifurations. Cette fois i, an de se rapproher des solutions
exates (et don obtenir les bons types de bifurations) il faudra hoisir le seuil de résolution le
plus faible possible (au prix d'un temps de alul plus long).
Ainsi, le fait d'ajouter une perturbation dans les équations du problème exat à pour
eet d'éloigner les branhes solutions du problème perturbé par rapport à elles du problème
initial exat. Comme dit préédemment, et eet est visible surtout au niveau des points de
bifurations mais il peut l'être aussi sur les ourbes elles mêmes si la perturbation est d'amplitude
susamment importante.
(4). Comme la méthode des éléments nis.
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1.3.2 Problème perturbé
Derrière les notions de bifurations exates et quasi-bifurations, se trouve don la notion
de problème perturbe qui provient du fait que les diverses approximations faites lors de l'ériture
du problème exat ainsi que elles apportées par les méthodes de résolutions rendent le problème
exat inaessible, e qui nous ontraint d'étudier le problème perturbé à la plae.
On dénira le problème perturbé ainsi
Définition 1
Soit R(U ) = 0 le problème exat et fp une perturbation imposée onsidérée omme onstante,
on notera alors le problème perturbe
Rp(U ) = R(U )− fp = 0
.
o
ave le veteur de perturbation fp pouvant provenir de soures diverses. En résumé des lignes
qui préèdent, on distinguera les soures de perturbations suivantes :
1. Perturbations dues à l'impréision de la méthode de résolution numérique (erreur de réso-
lution).
2. Perturbations ajoutées intentionnellement (voir plus loin).
En pratique, la perturbation due à l'erreur de résolution est maîtrisable à l'aide du hoix
approprié du seuil de préision de alul. En e qui onerne la perturbation intentionnelle,
elle-i servira à la méthode de branhement.
1.3.3 Méthode de branhement
Lors de la phase de ontinuation, la renontre ave un point de bifuration et le hoix de
la diretion à prendre (aller tout droit, tourner à gauhe ou à droite), se nomme branhement.
On distingue deux grandes lasses de méthodes de branhements,
 Les méthodes basées sur la théorie de la bifuration. Elles reposent sur un alul préis du
point de bifuration et des tangentes au point de bifuration. On peut utiliser une fontion
indiatrie salaire dont le signe hange lors de la traversée de la bifuration. On pourra
prendre par exemple
I(U ) = det(
∂R
∂U
)
et utiliser une méthode dihotomique pour trouver le point de bifuration. Une fois situé sur
e dernier, l'étude du noyau de
∂R
∂U
donne les tangentes utilisées pour faire des préditions
des branhes bifurquées.
Une autre approhe onsiste à herher diretement le point de bifuration
P (U ,V ) =
{
R(U ,λ) = 0
∂R
∂U
V = 0
(1.19)
à l'aide d'un système augmenté, où V est le veteur propre de valeur propre nulle.
 Les méthodes de perturbation. Celles-i onsistent à ajouter une perturbation dans le sys-
tème an de transformer une bifuration exate en quasi-bifuration et à heminer ensuite
sur la branhe perturbée pour passer le point de bifuration.
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Les méthodes basées sur la théorie de la bifuration sont généralement omplexes et néessitent un
développement important. Elles fournissent ependant des informations quantitatives et ables
(nombres de branhes se oupant au point de bifuration, donnent expliitement les tangentes).
D'un autre oté, les méthodes de branhement par perturbation sont extrêmement simples à
mettre en oeuvre mais sont peu ables lorsqu'elle sont utilisées ave la méthode de Newton-
Raphson. En eet, la phase prédition n'est pas adaptée à la ontinuation d'une zone de forte
ourbure, omme le montre la gure 1.3 page 17. Un des objetifs de e mémoire est de redéouvrir
ette méthode de branhement au travers de la oneption d'un outil à base de MAN, don plus à
l'aise au passage des fortes ourbures. On montrera dans le hapitre suivant omment ontrler le
omportement de branhement de la MAN ave l'ajout intentionnel d'un veteur de perturbation
allié aux hoix appropriés des seuils de résolution.
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Figure 1.3  Passage d’une bifurcation par Newton-Raphson (a) et la MAN (b). La méthode de Newton-
Raphson présente le défaut important de sauter les points de bifurcation lorsque la longueur de pas ∆a
est trop grande par rapport au type de bifurcation (voir figure 1.3 page 17). En effet, il se peut que
celle-ci, en effectuant des pas trop grands par rapport à la courbure de la branche située près du point
de bifurcation ignore celui-ci en le sautant purement et simplement. La MAN par contre, en adaptant
sa longueur de pas, tournera systématiquement aux points de bifurcations même si la courbure de la
branche est importante.
1.4 Bilan du hapitre
On a présenté dans e hapitre un adre appliatif à travers une formulation en U et
au travers des hypothèses du théorème des fontions impliites. Sauf indiation ontraire, on
onviendra pour la suite du mémoire que les systèmes d'équations non linéaires étudiés satis-
feront les hypothèses du théorème. Dans les autres as (voir seonde partir du mémoire), on
vériera expliitement la surjetivité de l'appliation tangente de la fontion résidu du problème
étudié.
On a rappelé et omparé ensuite deux méthodes de ontinuation de branhes de solutions.
On hoisira pour la suite la méthode de ontinuation MAN pour son meilleur omportement
au niveau des points de bifurations et on hoisira la méthode de Newton-Raphson lors de la
phase de orretion pour sa simpliité de mise en oeuvre et son utilité pour la phase de débogage.
On a enn rappelé le phénomène de perturbation et son impliation sur les branhes de
solutions et notamment sur son eet au niveau des points de bifurations.
Chapitre
2
Quelques apports autour de la
méthode asymptotique
numérique
C
e hapitre propose quelques apports autour de
la MAN, qui permettent une avanée dans le
ontrle de son omportement au niveau des
points de bifurations. On présente ensuite un outil de onti-
nuation qui intègre es nouvelles fontionnalités de ontrle.
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2.1 Introdution
Le hapitre préédent onsistait à rappeler quelques propriétés importantes des systèmes
non linéaires ainsi que les méthodes de ontinuations numériques permettant d'obtenir leur so-
lutions. On se xe maintenant pour objetif de présenter le travail eetué pendant la thèse,
relatif au ontrle du branhement et à la oneption d'un outil de ontinuation à base de MAN.
Il s'agit de rendre interative la phase de alul en ontrlant notamment le heminement de la
MAN à travers le hoix des diretions de branhements à haque points de bifurations. L'idée
motrie est d'allier la simpliité du prinipe de branhement par perturbation ave la robustesse
de la MAN au servie d'une interfae graphique ontrlable à la souris, e qui onstitue en soit
une première.
Les onnaissanes liées au omportement de la MAN au passage des points de bifurations
n'étant pas omplètes, on s'essayera dans un premier temps de les aner. On présentera briève-
ment ensuite les points forts de la phase de oneption de l'outil de ontinuation, on s'attardera
notamment sur le système de branhement ainsi que sur un système de saut tangent permettant
de traverser les points de quasi-bifuration. On n'eetuera pas de desription exhaustive des
fontionalités de l'outil, ette desription étant onsultable dans la doumentation utilisateur
Arquier (2004).
2.2 Analyse du omportement de la MAN et pilotage
L'objetif de ette setion est d'étudier le omportement de la MAN lors de la ontinua-
tion des branhes et tout partiulièrement aux passages des points de bifurations et de quasi-
bifurations. On souhaite pouvoir aner les onnaissanes relatives à l'évolution de la norme du
résidu et de la norme d'erreur sur les solutions elles-mêmes lors du alul des branhes (augmen-
tation des erreurs d'un pas de MAN au suivant). On souhaite aussi prédire, en vue de pouvoir
ontrler, le omportement de branhement de la MAN au niveau d'un point de bifuration.
2.2.1 Loin des points de bifuration
Il s'agit don dans un premier temps d'étudier l'évolution puis l'inuene des erreurs de
résolution (norme du résidu) sur les résultats de aluls lors de la ontinuation d'une branhe
par la MAN, à la suite d'une orretion de Newton-Raphson et loin d'une bifuration.
Soit U0 le point obtenu après une orretion de Newton-Raphson, on a
‖R(U0)‖ < ǫnr. (2.1)
Rappelons ensuite que d'un pas de MAN à un autre on a
‖R(U j+1)−R(U j)‖ < ǫman (2.2)
ainsi, après plusieurs pas de la MAN, les erreurs dues aux impréisions de (2.1) et de (2.2)
s'aumulent. On a don
(1)
après une orretion de Newton-Raphson et j pas de MAN,
‖R(U j)‖ < ǫnr + jǫman (2.3)
e qui onstitue un premier résultat donnant une borne maximale sur la norme des résidus.
Notons que ette borne n'implique pas une roissane linéaire en jǫman de la norme du résidu.
(1). Soit A,B et C 3 veteurs de Rn. Si ‖B −A‖ < ǫ1 et si ‖C −B‖ < ǫ2 alors ‖C −A‖ < ǫ1 + ǫ2.
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En pratique, on onstate plutt une évolution roissante, puis une évolution stationnaire telle
que
‖R(U j)‖ ≈ ǫnr + kˆǫman (2.4)
ave kˆ souvent prohe de la valeur 10.
2.2.2 A proximité d'un point de bifuration
Plaçons nous maintenant au voisinage d'un point de bifuration. L'objetif est de détermi-
ner le omportement de la MAN au passage d'un point de bifuration en fontion de l'intensité de
la perturbation (due à une erreur de résolution ou ajoutée intentionnellement) et en fontion du
seuil de résolution ǫman. Pour ela, nous reprenons le système à une équation et deux inonnues
déjà exposé dans Baguet et Cohelin (2003),
R(U) = R(x,y) = x(1− y) = 0
dont l'ensemble de solution est onstitué des deux droites x = 0 et y = 1 qui s'intersetent au
point de bifuration exate (0,1).
Plaçons nous maintenant dans le ontexte de alul des pas de la MAN, en onsidérant
que le pas préédent de alul ( ou plus généralement une orretion de Newton-Raphson ) ai
plaé le point de sortie au voisinage de l'origine, ou plus préisément, au point U j = (xj ,yj),
ave xj ≈ 0 et yj ≈ 0. En sortie de e pas de alul, le résidu sera don égal à
R(U j) = R(xj ,yj) = xj(1− yj) = fp
on notera fp la valeur de R(U
j). D'après (1.11) page 12, on sait que le résidu R(U j) qui est du à
l'impréision de la valeur du pas de sortie U j est onservée ar seul les résidus d'ordre supérieurs
sont annulés (voir équation (1.12) page 12). Cela revient à dire que pour le pas suivant, la MAN
ne résout pas le problème exat mais le problème perturbé
Rp(x,y) = R(x,y)−R(U j) = x(1− y)− fp = 0 (2.5)
préisons que ei est vrai même si l'on ne se trouve pas au voisinage d'un point de perturbation.
Intéressons nous maintenant à la solution du problème perturbé (2.5) au voisinage du point
d'origine qui peut se réérire à l'aide d'une série entière omme il suit
x =
fp
1− y = fp(1 + y + y
2 + y3 + · · · ) = fp
∑
p=0
yp
La MAN utilisant une série tronquée à l'ordre N , on limitera de même notre série entière de la
même manière
xN = fp
N∑
i=0
yi
en réinjetant ensuite l'expression de xN dans le problème perturbé 2.5, on obtient
Rp(xN ,y) = fp(
∑N
i=0 y
i)(1− yi) − fp
= fp(1− yN+1) − fp
= −fpyN+1
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Enn, pour déterminer le domaine de validité de la série tronquée, on utilise le ritère (1.16)
page 13, soit dans notre as
|R(xN ,y)−R(U j)| = |Rp(xN ,y)| = | − fpyN+1| < ǫman
on a don
ymax =
(
ǫman
|fp|
) 1
N+1
Selon la valeur du rapport
ǫman
|fp|
le point de sortie du nouveau pas se trouvera avant ou après le
point de bifuration
 Cas
ǫman
|fp|
< 1 : le point de sortie se trouvera avant le point de bifuration. Dans e as, la
série "détete" le point de bifuration et s'arrête avant. Le pas suivant sera don initié juste
avant le point de bifuration et sera aussi solution du problème perturbé. Ce nouveau pas
se stoppera alors une nouvelle fois avant la bifuration. Le sénario se répétera ainsi pour
plusieurs pas de aluls, e qui entraînera le branhement de la proédure sur la branhe
bifurquée (la branhe tournera à droite ou à gauhe du point de bifuration).
 Cas
ǫman
|fp|
> 1 : le point de sortie se trouvera après le point de bifuration. Dans e as,
on peut dire que la série "ne voit" pas le point de bifuration (elle passe au travers). Le
point suivant, qui sera initié après le point de bifuration, ontinuera dans la diretion des
y positifs parallèlement à l'axe des ordonnées. Ce sénario se répétera ainsi pour plusieurs
pas de aluls, e qui entraînera la MAN à traverser le point de bifuration.
Remarque 1
De l'équation (2.4) page 22, on peut déduire qu'après un nombre susant de pas de MAN, on a
|fp| ≈ ǫnr + kˆǫman
et dans es onditions on aura
ǫman
|fp|
< 1. On se trouvera dans le as où la proédure de ontinua-
tion "tourne" au niveau d'un point de bifuration. Ce type de omportement orrespond à elui
de la MAN "basique" détetant et tournant presque systématiquement aux points de bifuration.
o
De es résultats on peut en tirer une méthode de ontrle du omportement de la MAN
au niveau d'un point de bifuration en rappelant tout de même que les résultats de ette étude
sont seulement basés sur et exemple à une équation et deux inonnues.
2.2.3 Proposition de pilotage
Tourner au point de bifuration :
Pour tourner à un point de bifuration il faudra augmenter au maximum la norme de la
perturbation due au résidu de alul. Pour ela on pourra simplement laisser la MAN dévier
de la branhe exate en augmentant le résidu de alul (faisant l'oe d'une perturbation),
e qui orrespond au omportement de la MAN "basique". Cependant, il faut remarquer que
ette déviation n'est pas garantie : Il se peut très bien que la MAN reste prohe de la branhe
exate (|fp| resterait petit). Pour obliger la MAN à dévier de la branhe exate, on pourra
ajouter intentionnellement une perturbation dont la norme sera ontrlée par l'utilisateur. Ainsi
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en hoisissant de plus un seuil ǫman petit, on pourra garantir la validité de l'inéquation
ǫman
|fp|
< 1
et forer la MAN à tourner au point de bifuration.
Traverser un point de bifuration :
Pour traverser un point de bifuration il faudra,
1. diminuer au maximum la norme de la perturbation due au résidu de alul. Pour ela on
pourra eetuer une orretion avant le passage du point de bifuration pour annuler le
résidu de alul (en hoisissant un seuil de orretion ǫnr petit).
2. annuler une éventuelle perturbation intentionnelle,
3. hoisir un seuil ǫman grand an de garantir la validité de l'inéquation
ǫman
|fp|
> 1
Choisir le sens de branhement :
On a vu préédemment omment l'ajout d'une perturbation ombiné à une valeur bien
hoisie du seuil de alul ǫman permettait de tourner au point de bifuration. Pour aller enore
plus loin dans le ontrle de la ontinuation par la MAN, les lignes suivante montrent omment
hoisir le sens de branhement
(2)
.
Par une étude au premier ordre, on pourrait montrer que le fait de hanger le signe du
veteur de perturbation à pour eet de "symétriser" le point perturbé par rapport à la branhe
exate (voir gure 2.1 page 24).
p<0
p>0
PSfrag replaements
Quasi bifuration -
Quasi bifuration +
Bifuration exate
Figure 2.1  Le fait de changer le signe du vecteur de perturbation à pour effet de symétriser la branche
perturbée par rapport à la branche exacte
Il est alors possible d'utiliser le sénario suivant pour bifurquer dans une diretion hoisie
(voir gure gure 2.2 page 25)
1. Se trouvant sur la branhe exate avant une bifuration, on ajoute une perturbation dans
le système.
(2). En d'autres termes omment tourner "à droite" ou "à gauhe"
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2. On lane un algorithme de orretion pour rejoindre la branhe perturbée.
3. Si l'on se trouve du "bon oté" on ontinue, sinon on hange le signe de la perturbation et
on reprend au point 2.
4. On alule une partie de la branhe perturbée de façon à traverser la bifuration.
5. On retire la perturbation.
6. On lane à nouveau un algorithme de orretion pour rejoindre la branhe exate bifurquée
que l'on voulait atteindre.
P=0
P=+c
P=+c
P=0
P=0
P=0
P=0
P=−c
P=−c
P=0
Figure 2.2  En combinant différentes phases de corrections, de calculs de branches et d’ajout de
perturbation, on arrive à choisir la direction de branchement au niveau d’un point de bifurcation.
Le sénario de branhement par perturbation qui est dérit ii n'est pas nouveau et à déjà
été présenté dans Allgower et Georg (1990). La nouveauté réside dans l'utilisation onjointe
de ette méthode de branhement ave la MAN au lieu d'une méthode de prédition-orretion
lassique. Cei à pour eet d'éliminer les problèmes de saut intempestifs (déjà présentés dans
la gure 1.3 page 17) et d'améliorer radialement la robustesse de la proédure en la rendant
réellement viable.
2.2.4 Complément pour les points de quasi-bifuration
La perturbation dénissant l'aspet du point de quasi-bifuration est intrinsèque au pro-
blème et indépendante des seuils et des méthodes de résolution. Par onséquent, l'utilisateur de
la méthode de ontinuation n'aura auun moyen
(3)
pour agir sur la "norme" et l'inuene de
la perturbation. D'autre part, l'ajout d'une perturbation intentionnelle supplémentaire permet
rarement l'augmentation du rayon de ourbure des branhes en es points et enore moins sa
diminution (en vue d'une très hypothétique transformation du point de quasi-bifuration en un
point de bifuration exate).
(3). autre bien sûr que de modier le problème lui même ou de modier les paramètres de disrétisation respon-
sables de la dégénéresene d'une bifuration exate.
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Lorsque la perturbation intrinsèque sera susamment importante ('est à dire lorsque que
les résidus de résolution sont négligeables par rapport à la perturbation), la ourbe solution rée
par la quasi-bifuration aura un rayon de ourbure important, e qui ne posera alors auun pro-
blème pour la MAN qui suivra la ourbe solution et bifurquera (tournera) sans auune diulté.
Pour aller tout droit dans e même as, le seul moyen sera d'utiliser une méthode de saut tangent.
Cette méthode, revient à eetuer une prédition puis une orretion de Newton-Raphson à la
diérene près que la norme du pas de prédition devra être ontrlée an que le point de départ
et le point d'arrivée soient situés de part et d'autre du point de bifuration. La méthode de saut
tangent, sera présenté en détail dans la setion suivante.
Lorsque la perturbation intrinsèque est faible ('est à dire lorsque les résidus de résolution
sont du même ordre ou supérieurs à la norme de la perturbation), des préautions sont à prendre.
Pour tourner, on pourra soit résoudre les équations très préisément (hoisir ǫman très petit) au
pris d'un patinage
(4)
de la MAN, soit onsidérer le point de quasi-bifuration omme un point
de bifuration exate et appliquer les méthodes dérites préédemment. Pour aller tout droit,
l'expériene montre que le saut tangent est la solution la plus viable.
2.3 Coneption de l'outil numérique
On a vu préédemment omment le hoix des paramètres de ontinuation ombinés à
l'ation ontrlée d'une perturbation permettaient de maîtriser le heminement du alul des
branhes solutions en tournant "à gauhe" ou "à droite" ou bien en allant tout droit au niveau
de haque points de bifuration. Cei onstituait une première étape théorique dans l'objetif
d'une oneption d'un outil numérique apable de aluler de manière interative les branhes
de solutions d'un problème donné.
La seonde étape onsistait à onevoir l'outil lui même et à intégrer ette méthode de
branhement en son sein. Il s'agissait aussi, d'apporter à et outil les éléments rudimentaires
d'une base de données dans laquelle se trouvait une liste de branhes déjà alulées. L'aès à
la base de données de branhes, permet à l'utilisateur de se plaer (à l'aide de lis de souris
sur l'interfae (voir gure 2.3 page 27) puis sur le graphique du diagramme) sur une branhe
préédemment alulée, de onsulter/visualiser/sauvegarder les résultats, ou de relaner des al-
uls en séletionnant des diretions de branhements diérentes de elles déjà hoisies de façon
à ompléter le diagramme de solution de la manière voulue.
Un point important onernait la mise en donnée du problème par l'utilisateur. Cette mise
en donnée était déjà failitée par le langage de programmation hoisi : l'environnement Matlab. En
eet, le langage de l'environnement Matlab est un langage interprété
(5)
e qui donne l'opportunité
de dénir le problème utilisateur à l'aide de simples hiers textes ontenant l'expression des
équations. Il restait ependant à dénir un adre dans lequel l'utilisateur aurait le moins de
travail à faire pour dénir son problème tout en le onevant le plus ouvert possible de façon à
ne pas limiter la portée d'utilisation.
Le dernier point fut la rédation d'une doumentation utilisateur (Arquier (2004)), per-
mettant l'utilisation de l'outil par une personne non initiée diretement. Les grandes lignes de la
doumentation (40 pages) sont dérites i dessous :
 Introdution
(4). Le "patinage" est le mot utilisé lorsque la MAN eetue de très petits pas, lorsqu'elle se trouve tout près
d'un point de bifuration, ou plus généralement lorsqu'elle se trouve sur une zone ayant un très fort rayon de
ourbure.
(5). Le ode soure est exéuté sans qu'une ompilation expliite soit néessaire.
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Figure 2.3  Interface utilisateur de Manlab.
 Prérequis
 Type de problèmes traités
 Installation
 Démarrage rapide
 Mise en donnée
 Interfae
 Ahage utilisateur
 Éléments théoriques
 Exemples
Dans ette setion, on reviendra rapidement sur les points méritant le plus d'attention,
à savoir la formulation hoisie pour la mise en donnée du problème, la struturation du ode,
l'intégration du branhement par perturbation, et l'intégration du saut tangent.
2.3.1 Formulation et mise en donnée
L'algorithme de résolution de la MAN ontient notamment l'étape de alul des termes de
séries. Selon la forme du système d'équation, l'ériture de l'algorithme de alul de es termes
peut être très omplexe. Cependant, la forme quadratique
R = L0+L(U ) +Q(U ,U) (2.6)
ave L0 un veteur onstant, L(U ) une forme linéaire, Q(U ,U) une forme bilinéaire, qui peut
paraître restritive au premier abord, permet une ériture simple des seonds membres de l'équa-
tion (1.13) page 12 :
F nlp = −
p−1∑
r=1
Q(U r,Up−r) (2.7)
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où F nlp dépend uniquement des veteurs aux ordres préédents (ordres 1 à p− 1), e qui permet
le alul des ordres suivants de manière séquentielle selon un algorithme très simple et faile à
mettre en oeuvre numériquement.
Bien entendu, ette forme quadratique ne permet pas d'exprimer tout types de systèmes
d'équations (on ne pourra pas par exemple utiliser d'équations transendantes). Cependant,
on peut montrer que tout problème rationnel ( et don aussi polynomial) peut se transformer
en problème quadratique à l'aide d'un ajout de variables intermédiaires et par l'ajout d'un
nombre égal d'équation, e qui diminue onsidérablement la limitation présupposée de la forme
quadratique.
En respet de sa simpliité de mise en oeuvre et de son adre appliatif relativement
important, ette forme quadratique est utilisée dans la majorité des appliations de la MAN et
notamment dans Cohelin et Perignon (2004). Malgré ses restritions, ette forme fut don
hoisie pour dénir le adre d'utilisation de Manlab. Ainsi, pour dénir son problème, l'utilisateur
doit érire les 3 fontions L0, L(U) et Q(U ,U ) dans 3 hiers textes diérents et les plaer dans
un même répertoire (voir Arquier (2004) pour plus de détails) et Manlab se harge de tout le
reste pour la résolution (alul automatique de la matrie tangente, du résidu, de la orretion,
du alul des termes de séries, et...).
2.3.2 Struturation
An de ne pas se limiter au adre déni préédemment, les spéiités de la programmation
orienté objet ont été utilisés. La mise en donnée s'eetue au travers d'une dérivation d'une lasse
de base dénissant un adre strit. Cependant la surharge autorise la modiation des proédures
standards de ette lasse de base. Par exemple, la lasse de base ontient la proédure de alul
automatique de la matrie tangente par l'intermédiaire des fontions surhargées de l'utilisateur
L0, L(U) et Q(U ,U ). Dans le as où le nombre d'équations devient très important, le alul
automatique de la matrie tangente par ette proédure peut devenir lent. Ainsi la surharge
autorise le remplaement de la proédure standard par une autre proédure plus rapide, érite
par l'utilisateur. Il en va de même pour la proédure de alul des termes de séries. En eet, libre
à l'utilisateur d'érire sa propre proédure de alul de termes de série, voire même son propre
type de formulation (pas forément quadratique). Dans e dernier as, seules l'interfae graphique
et la base de données de Manlab sont utilisées lors de la résolution du problème, le reste étant
entièrement érit par l'utilisateur, e qui onstitue un gage d'ouverture de l'appliation.
2.3.3 Intégration du branhement par perturbation
Le système de branhement est réalisé par l'ajout d'une perturbation dont l'intensité et le
sens sont ontrlés par l'utilisateur. Soit
R(U) = 0 (2.8)
le problème utilisateur déni par les formes L0, L(U ) et Q(U ,U), Manlab résout le problème
perturbé
Rp(U ) = R(U) + cP (2.9)
où c est un salaire dont la valeur est aessible dans l'interfae utilisateur et P un veteur de
R
n
dont les omposantes sont hoisies aléatoirement mais de telle sorte que ‖P ‖ = 1. Ajoutons
que la valeur de c est nulle par défaut et qu'à haque hargement du problème, le générateur
aléatoire de Matlab est initialisé systématiquement ave la même graine de sorte que le problème
perturbé soit toujours le même.
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2.3.4 Intégration du saut tangent
Lorsque le alul d'un ertain nombre de branhe est eetué, l'utilisateur peut déplaer
le point ourant de alul (le point U j) sur n'importe quelle branhe ontenue dans la base de
données. Il est alors possible de se plaer juste avant une bifuration ou une quasi bifuration et
d'enlenher la proédure de saut tangent. Dans la proédure normale omme dans la proédure
de saut tangent, une èhe est traée au niveau du point ourant représentant la tangente à la
ourbe projetée dans l'espae éran. La proédure de saut tangent se passe alors omme il suit,
1. l'utilisateur pointe à la souris la zone "d'atterrissage" souhaité (n de saut), notons les
oordonnées dimensionnelles de e point (xf ,yf ),
2. soit (x,y) les deux oordonnées visibles du point ourant et (∆x,∆y) les deux oordonnées
visibles du veteur tangent, on alule le produit salaire
p = (x− xf )∆x + (y − yf )∆y
pour aluler le point de n de saut
U f = U j +
p
∆2x +∆
2
y
∆U j
. Le terme
1
∆2x+∆
2
y
normalise le veteur (∆x,∆y) d'une part et le veteur ∆U
j
par les seules
oordonnées visibles du veteur tangent an que le point de n de saut soit eetivement
situé sur la zone pointé par l'utilisateur.
3. le point U f est ensuite orrigé par la méthode Newton-Raphson an de revenir sur la
ourbe.
2.3.5 Extentions aux systèmes réguliers quelonques (non rationnels)
Comme dit préédemment, les systèmes d'équations polynomiaux et rationnels peuvent
se transformer sous forme quadratique à l'aide d'un ajout susant d'inonnues et d'équations.
Mais lorsque les systèmes omportent des fontions transendantes (fontions exponentielles, lo-
garithmes, trigonométriques, hyperboliques, et...) la transformation quadratique est un peu plus
omplexe. Cependant, on peut toujours aluler eaement les séries en utilisant la méthode
dérite dans l'ouvrage très omplet sur la MAN Cohelin et al. (2007) et rappelée ii sur un
exemple :
Soit
R(u1,u2,λ) =
{
u1 + λe
u2 = 0
tan(u2) + u1u2 = 0
(2.10)
le problème à résoudre, en introduisant

u3 = e
u2
u4 = tan(u2)
u5 = 1 + u
2
4
(2.11)
et en dierentiant les 2 premières équations par rapport au paramètre de hemin a, on réérit le
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système sous forme quadratique
R(u1,u2,u3,u4,u5,λ) =


u1 + λu3 = 0
u4 + u1u2 = 0
u5 = 1 + u
2
4
du3
da
= u3
u2
da
du2
da
= u5
u4
da
(2.12)
Pour la résolution de tels systèmes, Manlab fournis un formalisme assez similaire à elui
présenté en 2.3.1. Son utilisation passe par le remplaement des fontions transendantes par de
nouvelles variables et l'ajout de nouvelles équations omportant leurs dérivées. Il sut ensuite de
fournir les fontions habituelles quadratiques L0, L,Q, et 3 nouvelles, Lh,Qh et f pour traduire
les équations qui ontiennent des termes en
d.
da
. L'utilisation ultérieure de l'interfae reste par
ontre parfaitement similaire (un exemple nommé iruit est fourni dans la notie d'utilisation).
L'ajout de ette fontionnalité ouvre le hamps d'appliation de Manlab de manière onsi-
dérable, en permettant la résolution de pratiquement tous les systèmes réguliers.
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2.4 Bilan du hapitre
A l'issue de e hapitre, on dispose des onnaissanes néessaires au ontrle de la onti-
nuation de branhes. Il est désormais possible de hoisir la diretion de branhement à haque
points de bifurations (ave la méthode de perturbation) et à haque points de quasi-bifuration
(ave la méthode de saut tangent). Enn, on dispose d'un outil faile d'aès et ouvert intégrant
es fontionnalités. Il s'agit maintenant de mettre e dernier à l'épreuve.
Chapitre
3
Manlab à l'épreuve
C
e hapitre présente deux exemples d'appliation
de l'outil de ontinuation.
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3.1 Introdution
On présente dans e hapitre deux exemples d'appliation de Manlab. Le premier exemple
d'appliation onsiste à montrer en détail le déroulement de la mise en donnée d'un problème
simple à travers une reformulation quadratique et l'ériture de fontions lefs. Le seond exemple,
plus poussé, s'applique sur des strutures modélisées par éléments nis. Les objetifs sont d'une
part de montrer que Manlab est adapté à la résolution de problèmes ayant un grand nombre de
degrés de liberté, et d'autre part à présenter rapidement un module éléments nis indépendant
(MODELEEF) implémenté et testé pour les besoins de la seonde partie du mémoire.
3.2 Système à deux inonnues
Le premier problème d'illustration est à une équation et deux inonnues. Il s'agit de deux
paraboles se oupant en deux points de bifurations.
R(U) = R([x,y]T ) = (x− y2)(y − (x− 2)2) + a (3.1)
ave a une onstante. Le problème est à l'origine un problème d'ordre 4 en x et y, mais en posant
v = x − y2 et w = y − (x − 2)2, on peut se ramener à un problème quadratique à 3 équations.
Ainsi, R(U) se réérit
R(U) = R([x,y,v,w]T ) =


vw + a = 0
x− v − y2 = 0
4− 4x+ w − y + x2 = 0
(3.2)
Qui est de la forme quadratique
R(U ) = L0+L(U ) +Q(U ,U) (3.3)
ave
L0 =


a
0
4
, L(U) =


0
x− v
−4x+ w − y
, Q(U1,U2) =


v1w2
−y1y2
x1x2
(3.4)
3.2.1 Mise en donnée
L'ériture des 4 hiers suivants permet la mise en donnée omplète du problème pour
Manlab
Fihier QUADBIF.m :
funtion obj = QUADBIF(a)
% Creation de l'objet de base SYS
% Ave 3 equations, 4 inonnues.
sys = SYS(4);
% Creation de la struture de donnee partagee par les methodes de la lasse
obj.a = a;
% Creation de la lasse 'QUADBIF' ave la struture de donnee obj,
% et derivant de la lasse SYS
obj = lass(obj, 'QUADBIF', sys);
% U = [x, y , v, w℄
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Fihier L0.m :
funtion L0 = L0(obj)
L0 = zeros(3,1);
L0(1) = obj.a;
L0(2) = 0;
L0(3) = 4;
Fihier L.m :
funtion L = L(obj,U)
L = zeros(3,1);
L(1) = 0;
L(2) = U(1)-U(3);
L(3) = -4*U(1) + U(4) - U(2) ;
Fihier Q.m :
funtion Q = Q(obj,U1,U2)
Q = zeros(3,1);
Q(1) = U1(3) * U2(4);
Q(2) = -U1(2) * U2(2);
Q(3) = U1(1) * U2(1);
Il sut ensuite de plaer les 4 hiers dans un même répertoire pour terminer la mise en
donnée.
3.2.2 Lanement du programme
Le sript i dessous permet l'initialisation de Manlab en lui transmettant les données à
traiter (problème, solution initiale, variables à aher),
> manlabinit;
> ML_problem = QUADBIF(0);
> ML_Ustart = [2;sqrt(2);0;0℄;
> ML_dispvars = [1,2℄;
> manlabstart;
Lorsque le sript est exéuté sous l'environnement Matlab, Manlab orrige la solution
initiale et laisse la main à l'utilisateur. La manipulation de l'interfae permet le lanement du
alul séquentiel de plusieurs tronçons de la MAN. Une fois la première parabole obtenue, l'ajout
d'une perturbation et le hoix approprié de la valeur de c et de elle de ǫman permettent le
passage vers l'autre parabole au niveau d'un des points de bifuration (voir gure 3.1 page 37 et
gure 3.2 page 37). Notons que la matrie tangente, néessaire au alul des termes de séries et
pour la orretion, n'a pas été expliitement dénie. Cette tahe est remplie par une proédure
intégrée dans la lasse de base SY S de Manlab qui utilise la forme quadratique du problème pour
onstruire séquentiellement haque veteur olonne de la matrie tangente à partir de veteurs
unitaires (voir Cohelin et Perignon (2004)).
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Figure 3.1  Diagramme du problème QUADBIF. Le diagramme est constitué de deux paraboles qui
s’intersectent en deux points de bifurcation.
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Figure 3.2  Zoom sur le diagramme du problème QUADBIF. La branche perturbé a permis le passage
d’une parabole à une autre.
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3.3 Flambement de strutures disrétisées par éléments nis
On présente ii un exemple d'appliation utilisant un modèle de strutures disrétisées par
éléments nis. Il s'agit d'illustrer les possibilités d'ouverture de l'appliation Manlab en montrant
la faisabilité du alul de solutions de problèmes possédant plusieurs milliers d'équations. Pour
ela on a hoisi un exemple typique en méanique des strutures non linéaires qui est elui du
ambement sous harge. Par ailleurs, on présente aussi dans ette setion un module pour modèle
éléments nis ave MAN, utilisé pour e problème du ambement sous harge, et qui sera réutilisé
pour le problème de vibration de la seonde partie du mémoire.
On dérira don suessivement et brièvement dans ette setion :
 Les fontions niveau problème (module MODELEEFSTAT).
 Les fontions élémentaires niveau modèle (module MODELEEF).
 Les fontions élémentaires de alul éléments nis (module EVEMATLABLIB).
haque modules faisant partie de la struture dérite dans la gure 3.3 page 38.
Figure 3.3  Structure du programme de statique.
3.3.1 Module du problème de statique
Le module MODELEEFSTAT, implanté sous la forme d'une lasse (programmation orienté
objet sous Matlab), onerne la mise en forme du problème de statique et ontient notamment
les fontionnalités suivantes :
1. Dénition du nombre d'équations et d'inonnues.
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2. Calul du résidu. Sans entrer dans les détails, que l'on pourra trouver dans Damil et
Potier-ferry (1990) et dans Azrar et al. (1993), la formulation lassique du problème
de statique,
R(U ) = F int(q) + λF ext = 0
ave U = [q,λ]T , q étant le veteur ontenant les degrés de liberté de la struture, λ étant
le paramètre de harge, F int(q) étant le veteur des fores internes (non linéaire en q),
F ext étant le veteur des fores extérieures appliquées sur les noeuds, est remplaée par
une forme quadratique de type
R(U) =


F int(S,θ)− λF ext = 0
S −D(H l + 12A(θ))θ = 0
θ −Gq = 0
(3.5)
ave S étant le veteur des ontraintes aux points de gauss, et θ étant le veteur des
gradients des déformations. Cette forme quadratique permet l'ériture d'un algorithme
simple donnant les termes de série de la MAN.
3. Surharge de la fontion de alul automatique des termes de série, de la fontion de
orretion, et de la fontion de alul de tangente en fournissant des versions adaptées et
optimisées pour les modèles éléments nis non linéaires.
3.3.2 Module du modèle élément nis
La lasse MODELEEF (modèle Éléments Finis), érite aussi en langage Matlab, onerne
la gestion du modèle éléments nis. Ses fontions prinipales sont relatives à l'interprétation des
hiers de dénition de modèle (géométrie + matériaux + hargement), au alul de veteur des
fores internes, de onstrution de matries de masse et de matries tangentes au fores internes,
ainsi qu'au seonds membres de la MAN. Ce module a été onçu de manière indépendante et
évolutive, ainsi il a été réutilisé tel quel au sein du programme de ontinuation d'orbites périodique
qui est dérit dans la seonde partie de e mémoire. Il est don envisageable de poursuivre le
travail eetué pour en onstituer un outil plus généraliste. On reense dans les lignes qui suivent
les fontions les plus importantes de ette lasse :
1. Interprétation de hiers de dénition de modèle. La géométrie, les onditions aux limites,
les matériaux ainsi que le hargement sont dérits dans des hiers textes lus au moment
de réation de l'instane de la lasse. Lors de la leture du hier, des listes ontenant
des strutures de type matériaux, éléments nis, onditions aux limites, ainsi que des
hargements sont rées et stokées.
2. Constrution des indies des éléments non zéros de la matrie tangente des fores internes
(ette fontion est utilisée une seule fois lors de l'initialisation du modèle).
3. Dénition des valeurs des éléments non zéros de la matrie tangente des fores internes
(ette fontion est utilisée pour haque évaluation de la matrie) à partir des fontions
élémentaires de la bibliothèque dérite i-dessous.
4. Assemblages des seonds membres de la MAN (Les Fpnl) et des parties non linéaires des
ontraintes (Spnl) à partir des fontions élémentaires de la bibliothèque dérite i-dessous.
3.3.3 Bibliothèque de fontions élémentaires DKT
Cette bibliothèque onerne le alul des données relatives à haque élément-nis (Matries
de masse et matrie tangente, fores internes, seond membres de séries et parties non linéaire
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des ontraintes). Elle onsiste en une série de fontions d'interfaes entre le langage Matlab et
les fontions élémentaires des éléments nis de type DKT (Disrete Kirhho Triangle) du ode
EVE
(1)
. Ces fontions sont érites en Fortran 77 et sont ompilées ave le module Matlab MEX
(2)
.
Notons qu'un bon nombre des fontions élémentaires de EVE ont été réérites et intégrées dans
les fontions d'interfaes an de palier à des problèmes d'inompatibilités (1400 lignes de nouveau
ode Fortran).
Cette bibliothèque étant elle aussi onçue de manière indépendante, elle pourra être utilisée
pour d'autres projets. Sa doumentation est fournie en annexe.
3.3.4 Cas d'étude du ambement d'une plaque
On présente ii un exemple d'appliation du programme de statique ave une plaque
ontrainte sur deux de ses bords (dimension 100 × 100 × 5mm3). Le hargement est appliqué
orthogonalement aux deux bords non ontraints et e de manière symétrique. La plaque, modé-
lisée à l'aide de 200 éléments DKT, est présentée ave les points d'appliations des fores et les
onditions aux limites en gure 3.4 page 41.
La gure 3.5 page 42 montre un résultat de ontinuation de la branhe fondamentale et
de quelques branhes bifurquées (modes de ambements). Après le lanement du sript d'ini-
tialisation, le point initial est situé sur l'origine. A la suite du alul de quelques tronçons, la
branhe fondamentale est obtenue sans intervention partiulière. L'obtention des branhes bifur-
quées passe par la méthode préédemment dérite : on replae le point ourant de alul près de
l'origine (avant la première bifuration), on ajoute une perturbation, on orrige, on alule une
portion de la branhe perturbée, on enlève la perturbation, on reorrige, puis on ontinue sur la
branhe bifurquée exate. Le sénario a été répété pour toutes les branhes bifurquées de premier
ordre et de seond ordre. Le diagramme omplet à néessité approximativement 30 minutes de
alul.
(1). EVE est un ode éléments nis pour le alul de struture, développé en Fortran par des enseignants her-
heurs, des dotorants ou des étudiants au ours de projets d'études. Il est essentiellement destiné à la reherhe
et à l'enseignement, il est apable de traiter des problèmes de alul sur des strutures réelles, ave un grand
nombre de degré de liberté.
(2). L'outil MEX, fournis ave la distribution de Matlab, permet la ompilation de bibliothèques de ommuni-
ation entre l'environnement Matlab et des routines érites en Fortran
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Figure 3.4  Plaque en position d’équilibre (force de flambement nulle).
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Figure 3.5  Résultat de continuation de la branche fondamentale et de quelques branches bifurquées
(modes de flambements). Intensité de la charge λ en fonction du déplacement selon z en un point
particulier de la plaque (voir figure figure 3.4 page 41).
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3.4 Conlusion
On a vu dans e hapitre deux exemples d'appliations pour Manlab. Le premier exemple
a montré le déroulement de la mise en donnée d'un problème simple et le seond l'ouverture aux
problèmes possédant plusieurs milliers de degrés de liberté. En e qui onerne le premier pro-
blème, seuls 4 hiers textes de faible longueur sont à saisir après la mise en forme quadratique
du problème, e qui onstitue un très faible investissement en temps. D'autant plus qu'une fois
la mise en donnée terminée, l'obtention des solutions est extrêmement aisée. En e qui onerne
le seond exemple, le travail à été bien plus onséquent. Celui-i a onsisté en une élaboration
de modules indépendants (réutilisés dans la seonde partie du mémoire) permettant le alul des
seonds membres de la MAN et de la matrie tangente aux fores internes. Une fois doté des
modules éléments nis pour MAN, l'intégration dans MANLAB s'est déroulée à travers un autre
module (MODELEFSTAT) possédant des fontions de aluls de termes de séries dédiées.
Pour les deux problèmes, le prinipe de branhement par perturbation à permis l'obtention
des branhes bifurquées de premier ordre et de seond ordre (pour le problème de ambement).
Le hoix des seuils et des valeurs de perturbations pour le branhement (voir (2.2.2) page 22),
bien que non détaillés dans es deux exemples, permet eetivement le déroulement attendu des
opérations de branhements. Il semble don que le ouple branhement par perturbation / MAN
soit une réussite (ei sera onrmé dans la seonde partie du mémoire).
Deuxième partie
Modes non linéaires
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4
Vibrations et modes non
linéaires
O
n aborde ii le domaine des vibrations non li-
néaires. Il s'agit de rappeler quelques notions fon-
damentales, en s'attardant sur la dénition des
modes linéaires et non linéaires. On présente aussi, en n de
hapitre, une étude des solutions périodiques de l'osillateur
de Dung.
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4.1 Introdution
Ce hapitre est une introdution aux vibrations et aux modes non linéaires. La plupart des
notions présentées ii sont bien onnues. Il s'agit don de rappels dans le but d'essayer de donner
au leteur une vision globale des vibrations non linéaires. Sans entrer dans les détails, on présen-
tera tout d'abord le formalisme des systèmes dynamiques ontinus en temps, qui onstitue un
adre général permettant l'étude de systèmes à états évolutifs. On préisera ensuite le ontexte
méanique du mémoire en présentant les équations du mouvement de nos systèmes. Pour ela,
on fera un inventaire des diérents types de non linéarités et des diérents types d'exitations
renontrés dans le domaine des vibrations méaniques non linéaires, en s'attardant sur le as
préis des non linéarités géométriques.
L'étude des vibrations non linéaires utilisant fortement les notions et les résultats du as
linéaire, on présentera les modes linéaires onservatifs et leurs utilisations pour le alul des ré-
ponses libres onservatives et des réponses forées ave amortissement proportionnel. Après avoir
onstaté la limitation imposée par la forme de solution trop restritive utilisée par es modes,
on présentera leur généralisation nommée modes omplexes, qui permet la représentation et les
aluls des systèmes ave amortissement linéaire quelonque. La présentation de ette généra-
lisation permettra surtout de mettre en avant l'aspet géométrique et l'aspet d'invariane des
mouvements modaux, liés tous deux à la notion de surfaes invariantes de l'espae des phases.
Ces surfaes invariantes serviront la présentation des modes normaux linéaires, et à leur généra-
lisation dans le as non linéaire nommée modes normaux non linéaires de Shaw et Pierre.
On poursuivra e hapitre ave des généralités sur le as non linéaire. On présentera tout
d'abord les surfaes invariantes de l'espae des phases utilisées pour la dénition des modes
normaux non linéaires. On présentera ensuite 4 as de réponses de systèmes méaniques non
linéaires, il s'agira essentiellement de dérire qualitativement les réponses des systèmes lorsque
les trajetoires sont initiées sur, ou en dehors de la surfae invariante du mode non linéaire. On
poursuivra par une brève desrition des phénomènes partiuliers renontrés en vibrations non
linéaires, à savoir les résonanes seondaires et les résonanes internes.
On terminera le hapitre ave un exemple unidimensionnel, illustré par l'étude des solutions
périodiques de l'osillateur de Dung dans le as libre, foré harmonique onservatif, et le as
foré harmonique non onservatif.
4.2 Systèmes dynamiques et vibrations non linéaires
Dans le as le plus général, l'étude des vibrations non linéaires fait référene à l'étude
de mouvements osillatoires de systèmes méaniques omportant un ou plusieurs degrés de li-
berté. Ces systèmes méaniques entrent dans la atégorie des systèmes dynamiques non linéaires
ontinus dont les équations régissant leurs évolutions se mettent sous la forme très lassique
dz
dt
= F (z,t) (4.1)
ave t étant la variable temps, z le veteur d'état de dimension N et F étant le veteur de
ot, aussi de dimension N qui est non linéaire en z. Le veteur d'état z ontient l'ensemble des
variables permettant de dénir l'état du système à l'instant t. En méanique, les omposantes
de e veteur sont la plupart du temps des positions, des vitesses, des eorts ou des pressions.
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Dans d'autres domaines de la physique, par exemple en életriité, les équations (4.1) permettent
de dénir les évolutions des grandeurs aratéristiques des iruits életriques à omportements
non linéaires (montages à omparateurs à hystérésis, ampli-opérationnels non idéaux, diodes,
transistors, et. ), dans es as le veteur d'état z ontient les tensions aux noeuds ainsi que les
intensités dans les branhes d'un iruit donné. L'étude des systèmes dynamiques non linéaires ne
se résume pas bien sûr à es seuls domaines. En éologie ou pourra trouver le modèle d'interation
proies/prédateur de Lotka-Volterra, en éonomie le modèle de roissane monétaire de Tobin, en
himie la modélisation de réations himiques osillantes, en biologie l'étude des inux nerveux,
en limatologie les modèles de omportements oéaniques/atmosphériques à grande éhelle, et...
Autant d'exemples qui mènent à l'étude des solutions des équations de type (4.1).
Mais le domaine qui nous intéresse ii est bien sûr elui de la méanique. Dans le as des
systèmes méaniques disrets, généralement modélisés par des masses reliées par des ressorts,
des amortisseurs, des patins frottants ou/et des butées, l'ériture du prinipe fondamental de la
dynamique aboutit à un système d'équations diérentielles de taille égale au nombre de degrés de
liberté. Dans le as des milieux ontinus, les équations aux dérivées partielles (onservation de la
quantité de mouvement, onservation de la masse, onservation de l'énergie), sont habituellement
disrétisées spatiallement (méthode des éléments nis pour les solides, méthode des volumes nis
pour les uides, ou méthode des diérenes nies pour les deux) pour être mises sous la forme
d'équations diérentielles.
4.3 Cas d'étude en méanique
A quelques exeptions près, les équations du mouvement des strutures modélisées par
éléments nis et elles des systèmes méaniques disrets peuvent se mettre sous la forme suivante :
Mu¨+ f int(u,u˙) = fext(u,u˙,t) (4.2)
ave u étant le veteur des degrés de liberté de la struture disrétisée par éléments nis ou des
déplaements des masses dans le as des systèmes méaniques disrets etM étant la matrie de
masse, toujours dénie positive. Le veteur f int, nommé veteur des fores internes ontient les
valeurs d'eorts internes agissant sur haque degré de liberté de la struture ou les eorts des
ressorts dans le as des systèmes dynamiques disrets. Le veteur fext nommé veteur des eorts
extérieurs, ontient les valeurs d'eorts appliqués par le monde extérieur sur le système.
Remarque 2
Si ela s'avère néessaire (pour des raisons d'ordre théorique ou pour rendre le ot ompatible
ave des solveurs au premier ordre), es équations au seond ordre peuvent failement se trans-
former en équations au premier ordre an de se onformer au formalisme de (4.1).
o
En méanique du solide, ainsi que pour le as des systèmes méaniques disrets, l'expression
des fores internes f int varient bien sûr ave le type de non linéarité étudié. On distinguera
notamment les non linéarités de type
 ontat/frottement : f int = f int(u,u˙), ave f int non régulière en u et u˙,
 amortissement visqueux, ou/et présene de plastiité : f int = f int(u,u˙), ave f int ompor-
tant par exemple des termes non linéaires en u˙ ou/et f int dépendant de "l'histoire" de
u,
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 géométrique : f int = L(u)+Q(u,u)+C(u,u,u), non linéarité provenant de l'expression de
la déformation de Green-Lagrange, omportant un terme linéaire L, un terme quadratique
Q et un terme ubique C.
En e qui onerne le terme de forçage f ext, il détermine le type d'exitation. Sans que la
liste soit exhaustive, on reensera les types d'exitation suivants :
 harmonique : f ext(t) = fcos(Ωt),
 multi harmonique : f ext(t) =
∑
i f icos(Ωit),
 paramétrique : f ext = f ext(u,u˙,t),
 (vibrations libres : fext = 0),
Dans e mémoire, on s'intéresse plus partiulièrement aux aluls de réponses en vibrations
libres et en vibrations forées de strutures mines en non linéaire géométrique. Conrètement
nous avons don aaire à des systèmes d'équations diérentielles à non linéarité polynomiale,
obtenues par disrétisation (méthode des éléments nis) des équations aux dérivées partielles
non linéaires elles mêmes issues du problème de l'élastodynamique. On retiendra don seulement
trois as d'étude :
1. Cas de la réponse forée amortie, lorsque nous étudierons les mouvements solutions des
équations
Mu¨+Cu˙+ f int(u) = fcos(Ωt) (4.3)
ave C étant la matrie d'amortissement.
2. Cas de la réponse forée onservative, lorsque le terme d'amortissement est nul, soit
Mu¨+ f int(u) = fcos(Ωt) (4.4)
3. Cas de la réponse libre onservative, lorsque le terme d'amortissement ainsi que le terme
de forçage sont nuls, soit
Mu¨+ f int(u) = 0. (4.5)
L'expression du veteur des fores internes f int(u) sera dérite dans les hapitres suivants. Pour
le moment, on se ontentera de dire que ette expression est onforme au domaine du non linéaire
géométrique, relié à l'expression des déformations de Green-Lagrange, et que ette expression peut
s'érire à l'aide de trois opérateurs fontions du déplaement u ; un opérateur linéaire L(u), un
opérateur quadratique Q(u,u) et un opérateur ubique C(u,u,u), soit f int = L(u)+Q(u,u)+
C(u,u,u).
4.4 Rappels sur le as linéaire
Le as des systèmes linéaires est bien onnu et largement traité dans la littérature, leur
utilisation dans l'industrie est de plus très répandue. Ce as relate l'étude des solutions u(t) de
l'équation de mouvement
Mu¨+Cu˙+Ku = f ext(t) (4.6)
ave les onditions initiales {
u(t0) = u0
u˙(t0) = u˙0
(4.7)
qui provient généralement de l'ériture du prinipe fondamental de la dynamique dans le as
des systèmes disrets et du prinipe des puissanes virtuelles dans le as des systèmes ontinus
disrétisés par éléments nis.
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L'étude des réponses du as linéaire passe très souvent par le alul des modes propres
linéaires. Comme nous allons le voir, es modes onstituent une base de déomposition ommode.
Dans ette base, les équations (4.6) sont déouplées et la résolution se ramène à traiter une
suession de système à 1 degré de liberté. On peut don failement obtenir les réponses en
régime permanent et les régimes transitoires après alul de la base.
Le as linéaire sert aussi de base d'étude aux problèmes non linéaires dénis préédemment.
Ainsi, on parlera de système linéaire sous-jaent, lorsque l'équation (4.6) est la linéarisation de
l'équation du mouvement d'un système non linéaire donné, omme par exemple (4.3), (4.4),
ou bien (4.5). Notons que ette linéarisation se fait habituellement au voisinage d'une position
d'équilibre stable. Dans e as, la matrie de raideur K sera égale à la jaobienne des fores
internes évaluée pour une valeur des déplaements nuls, soit
K =
∂f int
∂u
(0) (4.8)
et sera dénie positive
(1)
. Cette linéarisation des équations non linéaires permet le alul des
modes propres du système linéaire sous-jaent. Ces modes propres étant une approximation des
modes non linéaires, ils servent souvent de solutions approhées pour les algorithmes de aluls
de modes non linéaires.
Il s'agit maintenant de rappeler les notions fondamentales des vibrations linéaires de sys-
tèmes onservatifs disrets, à savoir les fréquenes et modes propres ainsi que leur utilisation
dans le alul de la réponse libre onservative et la réponse forée non onservative. Bien que
souvent susants, les modes linéaires onservatifs ne permettent pas de déomposer tous les mou-
vements possibles, même dans le domaine du linéaire. En eet, les mouvements gyrosopiques
et plus généralement les mouvements solutions de systèmes méaniques ayant un amortissement
non proportionnel ne sont pas représentables ave es modes linéaires. Ainsi les modes omplexes,
présentés dans ette setion, viennent palier au manque en apportant une base plus générale. De
plus, les modes omplexes sont une parfaite introdution à la présentation des modes normaux
linéaires dénis à l'aide de surfaes invariantes planes, eux-même étant une ébauhe des modes
normaux non linéaires à surfae ourbe, qui seront présentés à la setion suivante.
4.4.1 Modes linéaires onservatifs
Les modes linéaires, aussi nommés modes propres, sont dénis omme les solutions pério-
diques du problème onservatif assoié,
Mu¨+Ku = 0 (4.9)
ave la matrieM dénie positive et la matrie K au moins semi-positive, données par la forme
de solution :
u(t) = φi aicos(ωit+ νi) = φiqi(t) (4.10)
Remarque 3
La forme (4.10) impose un mouvement modal où tous les degrés de liberté sont synhrones
(2)
o
(1). ou semi-positive s'il existe des déplaements solides possibles
(2). Tous les degrés de liberté atteigne zéro ou leur position maximale au même instant.
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Les fréquenes propres ωi et les formes propres (ou déformées modales) φi sont des onstantes
indépendantes du temps, obtenues par la résolution du problème aux valeurs propres :
(K − ω2iM)φi = 0 (4.11)
ave i variant de 1 à n, nombre de degrés de liberté du système.
Propriété 1
Les veteurs des déformées modales φi sont orthogonaux vis à vis de la matrie de masse M et
de la matrie de raideur K, on a don
φTi Mφj = 0 ∀i,j et i 6= j
φTi Kφj = 0 ∀i,j et i 6= j
(4.12)
Si on normalise les veteurs par rapport à la matrie de masse de manière à avoir
φTi Mφi = 1 ∀i
alors on aura aussi
φTi Kφi = ω
2
i ∀i
o
4.4.1.a Utilisation pour la réponse libre onservative
Intéressons-nous maintenant au alul des osillations libres d'un système disret onserva-
tif de la forme (4.9). Les modes dénis i-dessus onstituent une base de R
n
et toutes les solutions
de 4.9 peuvent don se déomposer ainsi :
u(t) =
n∑
i=1
φiθi(t) (4.13)
ave les θi étant les oordonnées modales. En projetant les équations du mouvement (4.9) sur
ette déomposition, on obtient n équations déouplées orrespondantes à n osillateurs à un
degré de liberté. : {
Θ¨+ΛΘ = 0, Λ = diag(ω21 , . . . ,ω
2
n), Θ = [θ1, . . . ,θn]
+ onditions initiales
(4.14)
dont les solutions sont :
θi(t) = aicos(ωit+ νi) (4.15)
les variables ai et νi étant déterminées par les onditions initiales. A noter que si les onditions
initiales sont olinéaires à un φi, alors le mouvement restera olinéaire à la déformée φi et tous
les degrés de liberté osilleront à la même pulsation ωi, et e quelle que soit l'amplitude des
osillations.
En pratique, notamment lors de l'étude des strutures ontinues disrétisées par éléments
nis, on utilisera seulement quelques modes pour reonstruire le mouvement ave (4.13). Cette
méthode se nomme rédution de modèle et permet de diminuer onsidérablement la omplexité
de l'étude de la réponse. Cette tehnique est aussi utilisée pour disrétiser les équations aux
dérivées partielles linéaires et non linéaires, en dérivant le mouvement sur un ou plusieurs
modes (approhes "single-mode" ou "multi-mode"), voir notamment Szemplinska-Stupnika
(1990b).
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4.4.1.b Utilisation pour la réponse forée harmonique ave amortissement propor-
tionnel
Reonsidérons le système (4.6) page 51 en lui ajoutant un terme d'amortissement propor-
tionnel et un forçage, soit le système
Mu¨+Cu˙+Ku = f ext(t) (4.16)
ave C = αM+βK, et (α,β) étant les paramètres de Rayleigh ∈ R2. La réponse d'un tel système
est la somme d'une réponse transitoire, fontion des onditions initiales et qui est la solution en
régime libre pour f ext = 0, et d'une solution partiulière, fontion du veteur de forçage f ext
et qui orrespond au régime établi. D'une manière générale, on s'intéressera dans e mémoire à
la réponse en régime établi, ave un veteur de forçage harmonique fext(t) = fcosΩt et après
disparition du transitoire. La forme partiulière de C permet à nouveau la déomposition sur la
base des veteurs propres pour obtenir un système d'équations déouplées
Θ¨+ ξΘ˙+ΛΘ = φTf ext(t) (4.17)
ave φ étant la matrie des veteurs propres, ξ étant un matrie diagonale. Les solutions de ette
équation sont
θi(t) = aicos(Ωt+ νi) (4.18)
ave 
 ai =
P
j φ
t
i,jfj√
(ω2i −Ω
2)+(ξiΩ)2
tanνi =
ξiΩ
Ω2−ω2i
(4.19)
Pour obtenir la réponse dans la base initiale des degrés de liberté, il sut de réutiliser la déom-
position (4.13). Lorsque Ω = ωi, on obtient le maximum de l'expression de ai, e qui orrespond
à la résonane autour du mode linéaire i.
La déomposition (4.13) page 53 permet la représentation des réponses forées onservatives
et non onservatives lorsque la matrie d'amortissement se diagonalise sur les modes linéaires
onservatifs. Dans le as d'une matrie d'amortissement gyrosopique, ou plus généralement
d'une matrie d'amortissement quelquonque, il n'existe plus de déomposition réelle permettant
la déomposition simultanée des matries M , C et K. Ainsi, la déomposition (4.13) page 53
et la forme de solution (4.10) page 52 ne sont plus adaptées. Pour obtenir un déouplage des
équations du mouvement, similaire à elui préédemment présenté, on pourra utiliser les modes
omplexes.
4.4.2 Modes omplexes
Ave z = [u, u˙]t on peut réexprimer le système dynamique au seond ordre (4.6) page 51
en un système du premier ordre équivalent
Az˙(t) +Bz(t) =D(t) (4.20)
ave les onditions initiales
z(t0) =
[
u0
u˙0
]
(4.21)
et ave
A =
[
C M
M 0
]
,B =
[
K 0
0 −M
]
,D(t) =
[
F (t)
0
]
(4.22)
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Les modes omplexes formés par les valeurs propres λi ∈ C et les veteurs propres Φi ∈ C2
sont dénis omme les solutions du problème aux valeurs propres
AΦiλi +BΦi = 0 (4.23)
. Ave une matrie de masse symétrique (réelle) dénie positive et une matrie d'amortissement
symétrique (réelle) semi-dénie positive, il existe 2n valeurs propres λi apparaissant par paires
onjuguées et 2n veteurs propres indépendants apparaissant aussi par paires omplexes onju-
guées Φi. Ces modes peuvent être ensuite utilisés omme base de déomposition du mouvement,
en érivant le hangement de variable suivant,
z(t) =
2n∑
i=1
Φiθi(t) (4.24)
il est alors possible de déoupler les équations du mouvement dans la base formée par les veteurs
propres omplexes,{
Θ˙+ΛΘ = 0, Λ = diag(λ1, . . . ,λ2n), Θ = [θ1, . . . ,θ2n]
Θ(t = t0) = Φ
−1z0 Φ = [Φ1, . . . ,Φ2n]
(4.25)
dont les solutions omplexes sont
θi(t) = (σi + jρi)e
λit
(4.26)
où les σi et ρi dépendent des onditions initiales. En regroupant les paires omplexes ongugées,
la déomposition (4.24) peut se réerire
z(t) =
n∑
i=1
(Φi(σi + jρi)e
λit + Φ¯i(σ
′
i + jρ
′
i)e
λ¯it) (4.27)
ave (¯.) désignant l'opérateur omplexe onjugué et σ′i et ρ
′
i les onstantes du mode omplexe
onjugué i. Le mouvement nal z(t) étant un mouvement dans l'espae réel, il existe forément
des relations entre les ouples (σi,ρi) et (σ
′
i,ρ
′
i) qui doivent rendre les parties imaginaires de (4.27)
nulles. Cei est montré dans les lignes suivantes qui expriment la déomposition (4.27) au temps
t = 0,
z(0) =
∑n
i=1
(
Φiθi(0) + Φ¯iθ
′
i(0)
)
=
∑n
i=1
(
Φi(σi + jρi) + Φ¯i(σ
′
i + jρ
′
i)
)
=
∑n
i=1
(
Φ
R
i σi −ΦIi ρi + j(ΦRi ρi +ΦIi σi) + Φ¯Ri σ′i − Φ¯Ii ρ′i + j(Φ¯Ri ρ′i + Φ¯Ii σ′i)
)
=
∑n
i=1
(
Φ
R
i (σi + σ
′
i)−ΦIi (ρi − ρ′i) + j(ΦRi (ρi + ρ′i) +ΦIi (σi − σ′i)
)
ave Φi = Φ
R
i +jΦ
I
i , omme dit préédemment, ette expression doit avoir une partie imaginaire
nulle, on a don σi = σ
′
i et ρi = −ρ′i, e qui implique que l'on peut réérire (4.27) de la manière
suivante
z(t) =
n∑
i=1
aie
ηit(Φie
j(ωit+ϕi) + Φ¯ie
−j(ωit+ϕi)) (4.28)
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ave λi = ηi+ jωi et σi+ jρi = aie
jϕi
. Après alul
(3)
, ette expression se simplie en la suivante
z(t) = 2
n∑
i=1
aie
ηit(ΦRi cos(ωit+ ϕi)−ΦIi sin(ωit+ ϕi)) (4.29)
qui montre lairement le mouvement réel reomposé à l'aide des modes Φi.
Notons ensuite que le mouvement suivant le mode i s'érit
zi(t) = 2aie
ηit(ΦRi cos(ωit+ ϕi)−ΦIi sin(ωit+ ϕi)) (4.30)
et soulignons qu'il est insrit dans le plan engendré par le ouple de veteurs
Φ
R
i ,−ΦIi (4.31)
.
4.4.3 Aspet géométrique et invariane
Supposons que l'on hoisisse un veteur de onditions initiales z0 ontenu dans le plan
déni par les veteurs (4.31), on aura don
z0 = αΦ
R
i − βΦIi (4.32)
ave α et β deux onstantes réelles. Or, en utilisant la déomposition (4.29) on a
z(0) = 2
∑n
i=1 ai(Φ
R
i cos(ϕi)−ΦIi sin(ϕi)) (4.33)
, en ombinant (4.32) et (4.33) on obtient

2aicos(ϕi) = α
2aisin(ϕi) = β
aj = 0 ∀j ∈ 1 . . . n, j 6= i
(4.34)
e qui montre que pour des onditions initiales engendrées par les veteurs (4.31) du mode i, le
mouvement induit sera dérit seulement par le mode i (les autres modes ne partiipent pas au
mouvement).
Géométriquement parlant, le fait de hoisir une ondition initiale dans le plan engendré
par les veteurs (4.31) génère un mouvement qui reste insrit dans e même plan. Ce résultat
onsistue une propriété d'invariane des mouvements modaux. La gure 4.1.a page 57 montre un
exemple de plan dans l'espae des phases et montre aussi quelques trajetoires ontenues dans
e plan issues du veteur de ondition initiale z0 dans le as où ηi = 0 (amortissement nul) et la
gure 4.1.b montre une trajetoire dans le as où ηi < 0 (mode amorti).
4.4.4 Modes normaux pour les systèmes linéaires
Dans Shaw et Pierre (1993a), S. W. Shaw et C. Pierre utilisent la propriété d'invariane
des mouvements modaux pour dénir les modes normaux linéaires (ainsi que les modes non
linéaires, pour ela voir la setion 4.5.1) à l'aide de surfaes invariantes de l'espae des phases.
(3). On utilise les propriétés des nombres omplexe 1/ A¯A¯ = AA et 2/ A+ A¯ = 2Re(A)
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PSfrag replaements
u1 u1
u1u1
v1 v1
v1v1
u2 u2
u2u2
z0 z0 z0
z0 z0 z0
z0
z0
(a)
(b)
()
(d)
Figure 4.1  figure (a) : plan invariant pour la cas linéaire conservatif, avec quelques trajectoires pé-
riodiques inscrites. figure (b) : plan invariant pour le cas linéaire non conservatif, avec un exemple de
trajectoire dissipative inscrite. figure (c) : surface invariante pour le cas non linéaire conservatif, avec
quelques trajectoires périodiques inscrites. figure (d) : surface invariante pour le cas non linéaire et non
conservatif, avec une trajectoire dissipative inscrite.
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Dans le as linéaire, ette surfae invariante est un plan et le mouvement qui y est insrit est
paramétré par deux des omposantes du veteur d'état. Ainsi, pour un mouvement gouverné
par le déplaement u1 et la vitesse v1 du premier degré de liberté (le hoix du premier degré de
liberté est arbitraire, on pourrait très bien hoisir les autres) on aura


u1
.
.
.
un
v1
.
.
.
vn


=


1 0
a12 a22
.
.
.
.
.
.
a1n a2n
0 1
b12 b22
.
.
.
.
.
.
b1n b2n


[
u1
v1
]
(4.35)
qui est l'équation paramétrique d'un plan plongé dans l'espae des phases. Notons que ette
formulation permet la représentation des mouvements ayant des omposantes déphasées, omme
par exemple les mouvements des modes gyrosopiques et les mouvements des modes ave amor-
tissement non proportionnel.
L'utilisation de e hangement de variable dans les équations du mouvement (4.20) mais
sans forçage (terme B(t) nul), et moyennant quelques transformations, donne un système non
linéaire en a1i,b1i de 4n − 4 équations possédant n solutions orrespondant aux n plans des n
modes du système dynamique linéaire.
Pour obtenir ensuite la dynamique de haque mode, le mouvement est exprimé à l'aide
d'un hangement de variable utilisant les n plans préédemments alulés. L'équation (4.20)
ainsi projetée, donne une dynamique pour haque ouple ui,vi, régie par n systèmes du premier
ordre indépendants donnant haun la valeur de la pulsation et de l'amortissement pour haun
des n modes.
L'utilisation des surfaes invariantes est une approhe diérente de elle utilisée pour les
modes omplexes. Cependant, les auteurs de Shaw et Pierre (1993a) ont montré que les modes
obtenus sont stritement équivalents (les sous-espaes ontenant les mouvements modaux sont
les mêmes ainsi que leur pulsation et amortissement respetifs). L'intérêt de ette approhe réside
en fait dans son extension aux modes non linéaires (voir la setion 4.5.1).
4.5 Généralités sur le as non linéaire
Par l'intermédiaire du prinipe de superposition, nous avons vu que les modes propres
permettaient de reonstruire les osillations libres et les réponses forées de systèmes linéaires.
En non linéaire e prinipe ne s'appliquant plus, il est don légitime de mettre en doute l'intérêt de
l'extension de la dénition des modes au as non linéaire. En fait, leur utilité est déjà démontrée.
On peut montrer tout d'abord que la réponse forée ainsi que la réponse amortie d'un système
non linéaire non onservatif se produit au voisinage des modes non linéaires, e qui onsitue
une première motivation en vue de la prédition des réponses. Les modes non linéaires sont des
attrateurs des trajetoires amorties et ils dénissent de plus une "ossature" de la réponse forée.
D'un point de vue qualitatif, les modes non linéaires permettent de prédire le omportement
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"raidissant" ou "assouplissant" de tel ou tel modèle au voisinage de la résonane du-dit mode
et permettent de plus de prévoir les divers hangements de régimes vibratoires aux voisinages
de points de bifurations et lors des divers types de résonanes. Dans un autre ordre d'idée, es
modes semblent être des andidats possibles pour une éventuelle transposition de la méthode de
rédution de modèle et il semble envisageable de les utiliser aussi pour élaborer une méthode
d'analyse modale dans le as non linéaire.
4.5.1 Dénition des modes non linéaires
Il existe plusieurs manières de dénir les modes non linéaires. On retiendra ii la dénition
proposée dans l'approhe de Shaw et Pierre qui est valable pour les systèmes onservatifs et
non onservatifs et qui n'impose pas de onditions partiulières fortes sur la forme du ot f de
(4.1) page 49. Leur dénition est basée sur le onept mathématique d'invariant de l'espae des
phases. Il s'agit de généraliser les surfaes planes (linéaires) déjà présentées dans la setion 4.4.4
en surfaes ourbes (non linéaires).
Qualitativement, une surfae est dite invariante pour un système dynamique donné lorsque
pour toutes onditions initiales hoisies dans l'ensemble de ette surfae, les trajetoires obtenues
restent insrites dans ette même surfae (voir setion 4.4.3). Shaw et Pierre dénissent don le
mode non linéaire pour un système autonome omme :
"[...℄ un mouvement sur une surfae à deux dimensions, dénie omme une variété inva-
riante de l'espae des phases."
En outre, et invariant est tangent en un point d'équilibre stable du système au sous-espae
plan orrespondant au mode du système linéarisé autour de e même point d'équilibre. La gure
4.1. page 57 illustre quelques trajetoires insrites dans la surfae des invariants de l'espae des
phases dans le as onservatif et la gure 4.1.d les illustre dans le as non onservatif.
Pour xer les idées, on présente une façon de représenter mathématiquement es surfaes
à l'aide d'équations paramétriques,


u1
.
.
.
un
v1
.
.
.
vn


=


u1
u2(u1,v1)
.
.
.
un(u1,v1)
v1
v2(u1,v1)
.
.
.
vn(u1,v1)


(4.36)
Comme pour le as des plans, les fontions ui,vi sont arbitrairement paramétrées par les
premiers degrés de liberté en déplaement et en vitesse. Dans Shaw et Pierre (1993a) es
surfaes servent ensuite pour opérer un hangement de variable permettant d'obtenir (lorsque
les équations du système ne sont pas trop nombreuses et ompliquées) la dynamique non linéaire
de u1(t) et de v1(t) sur le mode onerné.
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4.5.2 Réponses et modes non linéaires
Nous avons vu dans la setion (4.3) 3 des prinipaux as d'étude de vibrations non linéaires.
Il s'agit ii de rappeler brièvement et qualitativement le omportement des réponses de es as
d'étude sous l'élairage des surfaes invariantes des MNLs et dans l'optique d'éventuels aluls
de es réponses ave la méthode des orbites périodiques. Pour les lignes suivantes, nous ferons
l'hypothèse que le système dynamique onerné ne omporte pas de résonanes internes.
4.5.2.a La réponse libre onservative
On peut séparer en deux parties le as de la réponse libre onservative. Le premier as
onerne les réponses initiées en dehors de la surfae invariante
(4)
, et le seond onerne elles
qui sont initiées sur la surfae. Dans le premier as les réponses induites sont indéniment a-
périodiques, voire indéniment haotiques lorsque leur amplitude est susante. Dans le seond
as, les réponses induites sont la plupart du temps périoques et leurs trajetoires restent indé-
niment insrites dans la surfae invariante (le MNL).
Dans e mémoire, il est question de onstruire la surfae du MNL de manière numérique
et 'est à partir des trajetoires périodiques de la réponse libre onservative que nous le ferons.
4.5.2.b La réponse libre non onservative
Lorsque la trajetoire est initiée hors d'une surfae invariante d'un mode non linéaire non
onservatif, on peut montrer qu'au bout d'un ertain temps, la trajetoire des états rejoint une des
surfaes invariantes (un des MNLs non onservatif stable) avant de se terminer sur un des points
d'équilibre stable. On peut don dire que les surfaes invariantes des MNLs non onservatifs sont
des attrateurs des trajetoires (voir notamment l'ouvrage Gukenheimer et Holmes (1983)
pour de plus amples informations à e sujet). Dans le as où la trajetoire est initiée sur la
surfae invariante du mode non linéaire non onservatif, et si le mouvement ne renontre pas de
bifuration lors de l'amortissement, la trajetoire restera insrite dans la surfae invariante pour
se terminer sur un point d'équilibre stable. Inversement, lors de l'amortissement, il peut arriver
que la réponse "renontre un point de bifuration", e qui la fera hanger de surfae invariante
(don de MNL). Le phénomène de pompage, renontré dans les systèmes dynamiques à puit
d'energie est très lié à e type de sénario (voir Gourdon et al. (2007) pour l'étude des systèmes
à puit d'énergie). Le point important est que les trajetoires libres de systèmes dissipatifs sont
des trajetoires amorties et don non périodiques.
Dans e mémoire, les surfaes invariantes étant onstruites à partir de trajetoires pério-
diques il ne sera pas possible de les obtenir dans le as non onservatif (et sans forçage). Cepen-
dant, il est important de rappeler que lorsque l'amortissement est faible, les MNLs onservatifs
sont susants pour interpréter qualitativement les réponses libres non onservatives.
4.5.2. La réponse forée non onservative
L'apport d'énergie du veteur de forçage permet de ompenser la perte énergétique dûe à
la dissipation par amortissement, e qui permet l'existene de trajetoires périodiques. Lorsque
l'amplitude d'exitation est harmonique et de faible amplitude, la réponse du régime établi est
la plupart du temps périodique et se situe au voisinage d'un MNL stable
(5)
de fréquene prohe
de la fréquene de l'exitation. Plus préisément, la distane entre le MNL et la réponse est liée à
(4). C'est à dire lorsque la trajetoire des états z(t) est initiée hors d'une surfae invariante
(5). En toute rigueur, il s'agit du MNL du système non onservatif
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l'amplitude de l'exitation ainsi qu'à sa fréquene. Si l'amplitude est très faible, et si la fréquene
d'exitation est loin de elles des MNLs, les réponses seront pratiquement d'amplitude nulles. Si
par ontre, la fréquene d'exitation vient glisser sur elle d'un MNL, la réponse peut devenir
grande (phénomène de résonane aussi nommé résonane prinipale), voire subitement grande
(phénomène de sauts).
Le point important est que e voisinage omporte aussi une surfae invariante. Mais,
ontrairement à la surfae du MNL qui ne possède pas de référene temporelle, la surfae in-
variante du régime foré harmonique est liée temporellement au veteur d'exitation
(6)
. Cette
surfae invariante temporellement liée étant aussi onstituée de trajetoires périodiques, il sera
possible de la aluler ave la méthode dérite dans e mémoire.
Lorsque le signal exitant est de type aléatoire, il n'est pas toujours possible de faire un lien
entre les surfaes invariantes et les trajetoires des réponses. Si le veteur d'exitation possède
un ontenu fréquentiel prohe d'un MNL, il y a de fortes hanes que la réponse "résonne" sur
e mode, mais la trajetoire ne sera pas exatement périodique.
4.5.2.d La réponse forée onservative
Sans amortissement, le "régime transitoire" qui était amorti dans le as foré non onser-
vatif ne disparait plus dans le as onservatif. Ainsi, pour des ontions initiales arbitrairement
hoisies, les trajetoires induites seront la plupart du temps indéniment a-périodiques. Pour
obtenir une réponse périodique, il faudra hoisir des onditions initiales insrites dans une sur-
fae invariante temporellement liée, prohe de elle du MNL onservatif (l'éart entre les deux
surfaes invariantes est liée à l'amplitude du veteur forçage). Nous verrons que la surfae inva-
riante du régime foré peut être vue omme une version perturbée (par le veteur de forçage) de
la surfae du MNL. Cette propriété est d'ailleur utilisée pour obtenir la surfae du MNL à l'aide
de méthodes de aluls forées, mais ave une amplitude de forçage très faible.
Dans e mémoire, on présentera deux versions distintes de alul de surfaes invariantes.
Une pour le as foré (onservatif ou non), et une autre pour le as libre onservatif. Ainsi, nous
obtiendrons les réponses forées d'une part et le MNL exat d'autre part sans utiliser de forçage
à très faible amplitude.
4.5.3 Résonanes seondaires et résonanes internes
On a vu préédemment que la réponse d'un système dynamique pouvait devenir grande,
voire très grande, lorsque la pulsation d'exitation Ω (mono-harmonique) se rapprohait de la
pulsation ωi d'un de ses modes propres. Ce phénomène est onnu sous le nom de résonane
primaire ou de résonane prinipale. A ontrario, lorsque Ω est éloignée des pulsations propres
ωi, la réponse du système reste faible. Cependant, les non-linéarités peuvent induire des phé-
nomènes de résonanes appelés résonanes seondaires qui se produisent lorsque Ω est éloignée
des pulsations propres. Sans entrer dans les détails, que l'on pourra trouver par exemple dans
Szemplinska-Stupnika (1990a) et dans Szemplinska-Stupnika (1990b) , on distinguera
notamment les résonanes seondaires suivantes, sahant qu'il en existe d'autres :
1. Les résonanes super-harmoniques, qui ont lieu lorque Ω ≈ ωi
p
ave p entier. Notons que lors
de es résonanes, l'harmonique dominante aratérisant la réponse vibre à une fréquene
plus élevée que la fréquene d'exitation (d'où le nom, super -harmonique).
(6). Pour générer un mouvement ayant une trajetoire omplètement insrite dans la surfae invariante de l'espae
des phases en régime foré, il faut non seulement que le point initial soit insrit dans la surfae, mais il faut aussi
le synhroniser ave le signal d'exitation (-a-d ave le déalage de phase approprié).
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2. Les résonanes sous-harmoniques, qui ont lieu lorque Ω ≈ pωi ave p entier.
3. Combinaison de résonanes, qui ont lieu lorque Ω ≈∑j pjωi ave p entier.
On parle de résonane interne lorsque ertaines pulsations propres d'un système donné
sont ommensurables. On a don par exemple des relations du type
ωi = pωj (4.37)
ou
ωi = pωj + nωk (4.38)
Dans le as d'une réponse libre par exemple, et si une de es relations est satisfaite, alors des
phénomènes de ouplage entre les modes peuvent apparaître. Dans e as, l'énergie est onstam-
ment éhangée entre les modes ave une déroissane dans les as amortis. Notons qu'en non
linéaire, les fréquenes de résonane évoluent ave l'amplitude, e qui montre que les relations
(4.37) et (4.38), exprimées à l'aide des pulsations (onstantes) des modes propres, ne sont pas
susantes pour prédire les ouplages entre les modes non linéaires.
4.5.4 Quelques méthodes de alul des MNLs
La lassiation des méthode de alul des MNLs est une tâhe diile. On propose ii de
les séparer en deux grandes familles :
1. la famille des méthodes à dominante analytique :
 omprenant l'ensemble des méthodes de perturbations omme : la méthode des éhelles
multiples (Nayfeh (1973), Nayfeh (1985), Nayfeh et Balahandran (1995)), les
formes normales Jezequel et Lamarque (1991), la méthode Lindsted-Poinaré, et
la méthode de renormalisation, la méthode moyenne, et omprenant aussi la méthode
phase-amplitude (Bellizzi et Bou (2005) et Arquier et al. (2006)).
2. la famille des méthodes à dominante numérique, qui regroupe, sans que la liste soit ex-
haustive, la méthode de l'équilibrage harmonique (Szemplinska-Stupnika (1990a),
Szemplinska-Stupnika (1990b)), les méthodes de ontinuation d'orbites périodiques
(méthode de tir Seydel (1994), ou méthode simultanée Nayfeh et Balahandran
(1995)).
Les méthodes de la première famille ont l'avantage de fournir des solutions analytiques, d'où
une meilleure ompréhension des phénomènes, mais au prix de aluls rapidement lourds et pour
un domaine de validité limité. En e qui onerne les méthodes à dominante numérique, elles
permettent d'obtenir les solutions "exates" et dans un domaine de validité a priori illimité
sous réserve d'une disrétisation susamment préise (nombre d'harmoniques susant pour
l'équilibrage harmonique, nombre de pas de temps susants pour la méthode de ontinuation
d'orbites périodiques). Cependant, l'interprétation des solutions numériques est déliate et ne
permet pas toujours la ompréhension de phénomènes, 'est pourquoi des aluls supplémentaires
sont souvent néessaires (on pense ii à l'étude des valeurs propres des matries de monodromie).
Avant d'aborder les points théoriques néessaires à la formulation de notre méthode d'ob-
tention de MNLs de systèmes méaniques à plusieurs degrès de liberté, on va présenter tout
d'abord quelques solutions périodiques d'un système dynamique unidimensionel. Il s'agit de
montrer quelques phénomènes observables lors de l'étude des réponses d'un système non linéaire
simplié au maximum, an de mieux omprendre les résultats du as multidimensionnel.
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4.6 Solutions périodiques de l'osillateur de Dung
L'osillateur de Dung (1918) est un bon exemple d'illustration des phénomènes obser-
vables en vibrations non linéaires unidimensionnelles. Il possède la partiularité importante d'être
le représentant le plus simple d'une non-linéarité géométrique. En eet, on peut montrer que la
projetion des équations de la dynamique d'une struture à non linéarité géométrique sur un des
modes linéaires donne une équation similaire à l'équation de Dung ave un terme quadratique
supplémentaire
(7)
, soit
mu¨+ cu˙+ ku+ k2u
2 + k3u
3 = fe(t)
La onnaissane des réponses d'un tel système est don importante ar elle-i se rapprohe
fortement des réponses mono-modales de strutures à non linéarité géométrique (ei est d'autant
plus vrai lorsque les ouplages entre les modes sont faibles).
En antiipant, on présente dans la suite des résultats de ontinuations de solutions pério-
diques alulées par la méthode des orbites périodiques. Il aurait été possible d'utiliser d'autres
méthodes de alul déja validées pour obtenir es résultats (omme la méthode de la balane
harmonique), mais il ne s'agit pas ii de présenter les méthodes, mais de faire un rappel sur
les solutions périodiques admissibles par l'osillateur de Dung en insistant sur des points qui
seront utiles pour la n de e mémoire. On admettra don que les résultats présentés ii (ré-
ponse libre, réponse forée onservative, réponse forée amortie), sont valides et identiques aux
réponses exates. Nous rappelons l'artile Hsu (1960) au leteur désirant onnaître les solutions
analytiques de et osillateur.
Les diagrammes de réponses sont traditionnellement présentés dans le plan (amplitude-
pulsation). Dans e doument nous prendrons pour habitude de représenter les diagrammes de
réponses vibratoires dans le plan déplaement initial, noté u(t = 0) sur l'axe des ordonnées, et
pulsation des osillations ω sur l'axe des absisse dans le as non foré (réponse libre) et pulsation
du signal d'exitation Ω dans le as foré. Cette représentation étant plus adaptée à la méthode
des orbites périodiques.
4.6.1 Réponse libre
On s'intéresse tout d'abord à la réponse libre (don un forçage f(t) nul pour tout t) de
l'osillateur de Dung, noté u(t), pour une valeur de la masse m = 1, un amortissement nul
c = 0, une raideur linéaire k = 1, une raideur quadratique nulle k2 = 0, et une raideur ubique
k3 = 1. Soit
u¨+ u+ u3 = 0. (4.39)
e qui orrespond à l'équation de mouvement d'un système autonome et onservatif. Étant donné
que nous présentons ii des solutions périodiques d'un système autonome, nous devons imposer
une ondition supplémentaire pour séletionner seulement une solution périodique parmi toutes
les autres solutions invariantes par translation temporelle. En eet, pour un système autonome,
si u(t) est une solution périodique, alors, uδt(t) = u(t+ δt) est une solution périodique identique
translatée temporellement. Pour hoisir une solution parmi les possibles, on peut imposer la
ondition initiale u˙(t) = 0 pour t = 0. Le fait d'imposer ette ondition initiale est équivalent à
hoisir une référene temporelle pour l'étude de e système autonome. Le système (4.39) devient
don {
u¨+ u+ u3 = 0
u˙ = 0 pour t = 0
(4.40)
(7). Dans les aluls qui vont suivre, nous omettrons volontairement le terme quadratique k2u
2
an de s'approher
des équations du mouvement d'une poutre droite projetées sur son premier mode linéaire de exion.
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Figure 4.2  Solutions périodiques du système (4.39). Déplacement u de la masse pour t = 0 en
fonction de la pulsation ω. Deux solutions distinctes sont présentes, une triviale (l’axe des abscisses) et
l’autre non nulle en forme d’arc parabolique. En traits discontinus est représentée la solution du système
linéarisé (4.41).
La réponse libre de l'osillateur autour du point d'équilibre stable u = 0 alulée par la
méthode des orbites périodiques est traée en gure 4.2 pour une plage de valeur de la pulsation
des osillations ω variant de 0.9rad/s à 1.4rad/s. L'axe des absisses orrespond à la pulsation
ω, et l'axe des ordonnées orrespond au déplaement u de la masse pour t = 0.
Les branhes de solutions en traits pleins orrespondent aux ensembles de signaux pério-
diques admissibles par l'équation (4.40). Deux branhes de solutions distintes sont présentes, se
rejoignant en un point de bifuration exate en (ω = 1,u(t = 0) = 0). La première branhe étant
la solution triviale u(t = 0) = 0 qui est superposée à l'axe des absisses où les osillations de la
masse sont nulles, i.e u(t) = 0 pour tout t. La seonde branhe étant la solution non nulle en
forme d'ar parabolique, symétrique par rapport à l'axe des absisses.
Il est utile de rappeler que le point de bifuration en ω =
√
k
m
= 1 orrespond à la pulsation
des osillations du système (4.39) linéarisé, souvent notée ω0, au voisinage du point d'équilibre
u = 0 soit
u¨+ u = 0 (4.41)
qui admet omme ensemble de solutions u(t) = acos(t+ φ), ave a l'amplitude du mouvement et
φ la phase. L'ensemble de solution est don de dimension deux. Pour e système linéarisé, le fait
de séletionner seulement les solutions u˙(t = 0) = 0 implique φ = 0, e qui réduit la dimension
de l'espae de solution à une. Cet ensemble de solutions est représenté en gure [FIG℄ par la
droite vertiale ω = 1, visible en pointillés.
On s'intéresse maintenant au ontenu fréquentiel de la réponse en trois points du dia-
gramme de la gure 4.2, pour u(t = 0) = 0.162, u(t = 0) = 0.42, u(t = 0) = 0.972 'est à dire
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pour trois points de la partie supérieure de la solution parabolique. Les résultats des transformées
de Fourier disrètes sont ontenues dans le tableau suivant :
u(t = 0) 0.162 0.42 0.972
ω(rad/s) 1.0078 1.062 1.3
Terme onstant 0 0 0
Harm 1 ( ou fondamental.) 3.3192 8.5902 19.477
Harm 2 0 0 0
Harm 3 0.0026 0.0412 0.3344
Harm 4 0 0 0
Harm 5 0.0000 0.0002 0.0054
Harm 6 0 0 0
Harm 7 0.0000 0.0000 0.0001
On retiendra de e tableau les résultats suivants :
 Les omposantes impaires sont non nulles et déroissantes en fontion de l'indie d'harmo-
nique.
 Les omposantes paires sont nulles.
 Pour des amplitudes très faibles, la réponse est presque mono-harmonique, omme la ré-
ponse du système linéarisé (4.41).
 Les omposantes impaires d'indie supérieur roissent plus vite en fontion de l'amplitude
que les omposantes d'indies faible. Autrement dit, le ontenu fréquentiel de la réponse
est d'autant plus rihe que l'amplitude des osillations est importante.
Remarque 4
Dans e mémoire nous appelons fondamental et premier harmonique le premier terme non
onstant d'un développement harmonique donnée de façon à rester ohérent vis à vis du mé-
moire de thèse Perignon (2004). Cette remarque est valable pour toute série de Fourier ou
pour un développement d'une méthode de balane harmonique.
o
4.6.2 Réponse forée harmonique onservative
Passons maintenant à la réponse de l'osillateur de Dung à une exitation mono fréquen-
tielle fe(t) = 0.001cos(Ωt) en régime permanent. Soit le système
u¨+ u+ u3 = 0.001cos(Ωt). (4.42)
La réponse forée alulée par la méthode des orbites périodiques est présentée en gure 4.3.
L'axe des absisses orrespond maintenant à la pulsation Ω de l'exitation et l'axe des ordonnées
orrespond au déplaement pour t = 0, soit u(t = 0). On rappellera brièvement qu'en régime
permanent le signal de réponse est aordé au signal de forçage, on a don ω = Ω. D'autre
part nous n'avons pas, omme préédemment, à hoisir de référene temporelle ar elle-i est
impliitement donnée par le forçage 0.001cos(Ωt). Ainsi la vitesse u˙ n'est pas néessairement
égale à zéro pour t = 0, ar un déphasage existe entre le signal d'exitation et le signal de
réponse.
Deux solutions distintes sont présentes, une première, située sur la partie supérieure du
diagramme, orrespond à des osillations où le signal de réponse est en phase au signal d'ex-
itation, l'autre, située sur la partie inférieure, orrespond à des osillations où le signal est en
opposition de phase.
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Figure 4.3  Solutions périodiques du système (4.42). Déplacement u de la masse pour t = 0 en
fonction de la pulsation d’excitation Ω. Deux solutions distinctes sont présentes, une première, située
sur la partie supérieure du diagramme, correspond à des oscillations o le signal de réponse est en
phase avec le signal d’excitation, l’autre, située sur la partie inférieure, correspond à des oscillations où
le signal est en opposition de phase.
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On observe de plus une grande similarité ave la réponse libre présentée préédemment en
gure 4.2. Plus préisément, l'ajout d'un forçage a pour eet de transformer la bifuration exate
présente en (ω = 1,u(t = 0) = 0) en quasi bifuration. D'autre part, on peut observer que les
branhes de solutions de la réponse forée (traits pleins) et elles de la réponse libre (rappelées
en traits pointillés) se rejoignent lorsque l'amplitude tend vers l'inni.
4.6.3 Réponse forée harmonique non onservative
Pour nir sur l'équation de Dung, on rajoute maintenant un terme d'amortissement
visqueux faible c = 0.0001 et on augmente l'amplitude du forçage f(t) = 0.03cos(Ωt). Ce qui
revient à l'étude du système
u¨+ 0.0001u˙ + u+ u3 = 0.03cos(Ωt). (4.43)
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Figure 4.4  Solutions périodiques du système (4.43). Déplacement u de la masse pour t = 0 en
fonction de la pulsation d’excitation Ω. En figure (a), les deux branches de solutions présentes dans le
cas forcé conservatif, se rejoignent dans le cas forcé amorti pour former une boucle. En figure (b) on
observe une résonance super harmonique de faible amplitude.
La réponse forée amortie alulée par la méthode des orbites périodiques est présentée
en double gure 4.4. L'axe des absisses orrespond à la pulsation Ω de l'exitation et l'axe des
ordonnées orrespond au déplaement pour t = 0, soit u(t = 0). Le alul a été eetué pour une
plage de valeurs de la pulsation de forçage Ω omprise entre 0.1rad/s et 19rad/s.
Sur la gure de gauhe, est représentée la totalité de la plage des pulsations. Contrairement
à la réponse non amortie présentée en gure 4.3, les deux branhes issues de la quasi bifuration
en Ω = 1 ne partent pas à l'inni, mais se rejoignent pour former une boule. On mettra en
garde le leteur sur le fait suivant : le point A n'est pas un point de bifuration, mais juste
un eet de la projetion de l'ensemble de solutions sur le plan de la gure
(8)
. Au point A,
la valeur du déplaement initial est nulle, par ontre l'osillation n'est pas nulle, elle-même
maximale en e point ave un déphasage par rapport au signal d'exitation égal à π/2. Cette
boule montre que la réponse de l'osillateur amorti est bornée, ontrairement au as onservatif
(8). On pourrait s'en onvainre en utilisant une autre projetion et les branhes ne se ouperaient pas de la
sorte.
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foré qui peut répondre ave des déplaements d'amplitude innie. Ce fait est du à la présene
du terme d'amortissement, on pourrait montrer d'ailleurs que l'augmentation de la valeur du
terme d'amortissement réduirait enore l'amplitude maximale de la réponse, e qui se traduirait
graphiquement par une diminution de la taille, voire une disparition, de la boule présentée en
gure 4.4.a.
Sur la gure de droite un zoom à été eetué sur l'étroite plage de pulsation 0.326rad/s
à 0.33rad/s pour montrer une résonane superharmonique en Ω = ω0/3 = 1/3. Les supers
harmoniques sont une des aratéristiques des osillateurs non-linéaires. En es points, le signal de
réponse possède un ontenu harmonique partiulier. En eet, l'harmonique fondamental possède
une amplitude inférieure aux harmoniques supérieures, omme le montre le tableau suivant,
présentant les 7 premières harmoniques de la transformée de Fourier du signal de réponse au
point B :
u(t = 0) 0.092
Ω(rad/s) 0.3282≃1/3
Terme onstant 0
Harm 1 0.6841
Harm 2 0
Harm 3 1.5203
Harm 4 0
Harm 5 0.0019
Harm 6 0
Harm 7 0.0006
Conrètement, lors d'une résonane superharmonique la masse semble osiller plus vite que le
signal d'exitation. Dans le as présent, si l'on néglige le premier harmonique, la masse eetue
trois allers-retours lorsque le signal d'exitation n'en eetue qu'un seul.
4.7. CONCLUSION 69
4.7 Conlusion
Ce hapitre est onstitué de rappels et de dénitions de notions liées aux vibrations non
linéaires de systèmes méaniques. On a préisé le ontexte méanique de l'étude qui est onsarée
aux strutures possédant des non-linéarités géométriques sans toutefois préiser l'expression du
veteur des fores internes (pour ela voir hapitre 6). On a ensuite rappelé les prinipaux résul-
tats du as linéaire en insistant sur l'aspet géométrique des modes et sur ses surfaes invariantes
planes. Les modes non linéaires ont ensuite été présentés omme une généralisation des modes
normaux linéaires et dénis à l'aide de surfaes invariantes gauhes plongées dans l'espae des
phases. S'en est suivi une desription qualitative des diérents types de réponses non linéaires, e
qui nous a permis de reenser elles qui présentaient des solutions périodiques, don alulables
par la méthode des orbites périodiques. Après avoir rappelé les phénomènes partiuliers renon-
trés dans le domaine des vibrations non linéaires, on a terminé e hapitre par une desrition des
réponses périodiques de l'osillateur de Dung. Pour e dernier point, on a noté la néessité de
hoisir une référene temporelle (par l'intermédiaire d'une ondition initiale) pour rendre unique
l'ensemble des solutions libres de l'osillateur. On a retenu aussi la manière dont la ourbe de
réponse forée était "perturbée" omparée à elle de la réponse libre.
Vient maintenant la partie la plus théorique de e mémoire, qui est onsarée à la onstru-
tion des surfaes invariantes (elles de modes non linéaires) via une formulation du problème des
orbites périodiques de systèmes autonomes et onservatifs. On présentera dans la foulée un rappel
de la méthode de alul des réponses forées sans toutefois s'y attarder.
Chapitre
5
Orbites périodiques de systèmes
dynamiques autonomes et
onservatifs, formulation
appliquée à la méanique
C
'est un hapitre théorique. On montre omment
les surfaes invariantes des modes non linéaires
peuvent être onstruites à partir d'orbites pério-
diques de systèmes autonomes et onservatifs. On présente
ensuite une formulation du problème des orbites périodiques
pour es mêmes systèmes.
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5.1 Introdution
Nous avons vu dans le hapitre préédent un exemple de dénition des modes non linéaires
utilisant la notion de surfae invariante ainsi qu'une desription de la lasse des systèmes dyna-
miques que nous onsidérons dans e mémoire. Dans l'objetif du alul numérique de es modes,
il s'agira tout d'abord de dérire le Mode Non Linéaire (MNL) à l'aide d'objets mathématiques
appellés orbites périodiques de l'espae des phases du système onservatif et autonome assoié.
Nous allons voir que la surfae invariante du MNL peut, sous ertaines onditions, être omposée
d'une famille de es orbites périodiques. Il s'agira ensuite de poser les bases théoriques néessaires
à l'élaboration d'un problème bien posé, sous forme d'une appliation submersion
(1)
, dont ette
famille d'orbites périodiques sera la solution.
L'appliation non linéaire que nous obtiendrons ne nous permettra pas d'obtenir direte-
ment/numériquement notre famille d'orbite périodique mais seulement de la dénir de manière
unique. Il faudra appliquer (et e sera fait dans le hapitre suivant), une méthode de disré-
tisation temporelle pour transformer ette appliation en un système d'équations non linéaires
algébriques, et appliquer dans un seond temps une méthode de ontinuation (la MAN par
exemple) pour obtenir les solutions de e système d'équations sous forme numérique. Ainsi, le
système d'équations non linéaires algébriques déoulera de la transformation par disrétisation
de l'appliation du problème des orbites périodiques présenté dans e hapitre.
Conformément aux onsidérations évoquées dans la première partie de e mémoire, il fau-
dra assurer la surjetivité de l'appliation tangente linéaire du système d'équations non linéaires
algébriques pour pouvoir appliquer une méthode de ontinuation. Par onséquent, l'appliation
tangente linéaire du problème des orbites périodiques devra être elle aussi surjetive. La gure
5.1 page 74 illustre les lignes préédentes.
Le alul des solutions périodiques d'un système foré (non autonome) par une méthode
d'intégration temporelle de tir (shooting) ou une méthode simultanée est présenté dans Seydel
(1994) et Nayfeh et Balahandran (1995). On peut l'utiliser pour l'obtention des orbites
périodiques de systèmes autonomes et onservatifs en utilisant un forçage de très faible ampli-
tude. Le système étudié reste onservatif mais devient aussi "légèrement non autonome". Cette
méthode onduit à l'obtention d'une surfae invariante prohe de elle du MNL. La distane (ou
erreur) entre la surfae obtenue et elle du MNL étant liée à la norme du veteur de forçage et
ainsi, plus l'amplitude de forçage est petite, moins l'erreur est grande. Cette idée onduit à la
question suivante : Que se passe t-il lorsque l'amplitude du forçage tend vers zéro? Dans e as,
on se retrouve dans le as autonome et onservatif parfait et ave le problème suivant, qui a été
partiellement évoqué dans le hapitre préédent : Pour un système autonome et onservatif, si
u(t) est une solution périodique, alors, uδt(t) = u(t + δt) est une solution périodique identique
translatée temporellement. Cei onduit à un problème de non-uniité de la solution (l'applia-
tion n'est plus surjetive). Lors de mon stage de DEA, la méthode a d'ailleurs été testée sur
des systèmes à faibles nombre de degrés de liberté, et a eetivement onduit à de sérieux pro-
blèmes numériques. On peut don répondre à la question ainsi : Si ette amplitude devient trop
faible, le onditionnement de la matrie tangente devient mauvais, et les algorithmes itératifs
ne onvergent pas toujours. Si l'amplitude est parfaitement nulle, la matrie tangente est alors
(1). Nous rappelons qu'une appliation est dite submersive si son appliation tangente linéaire est surjetive (voir
partie une).
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Figure 5.1 
parfaitement singulière, e qui empèhe purement et simplement l'obtention des solutions. La
diulté provient notamment du fait que nos sytèmes non forés et non amortis possèdent une
intégrale première (la onservation de l'énergie méanique totale). Les solutions périodiques ne
sont plus isolées (omme dans e as d'un yle limite) mais appartiennent généralement à des
ontinums de dimension 1 de solutions périodiques.
Dans e hapitre, on s'attahera don à la desription d'une nouvelle formulation viable
pour le as autonome et onservatif parfait, basée sur les travaux de Munoz et al. qui proposent
une formulation pour la ontinuation de solutions périodiques de systèmes dynamiques possé-
dant plusieurs intégrales premières
(2)
. Dans e hapitre, après quelques rappels sur ertaines
notions liées à l'étude des sytèmes dynamiques, nous reprendrons une partie des démonstrations
présentées dans Munoz-Almaraz et al. (2003), pour le as des systèmes possèdant une seule
intégrale première
(3)
, et nous (re)montrerons la surjetivité de l'appliation tangente linéaire du
problème des orbites périodiques dans e as. Nous aboutirons à une première formulation appe-
lée formulation à gradient d'énergie, valable d'un point de vue mathématique mais diilement
réalisable numériquement. Nous proposerons don une autre formulation appelée formulation
amortie, basée sur la première mais plus failement réalisable.
Enn, nous terminerons e hapitre par un rappel de la formulation de la ontinuation de
solutions périodiques pour le as des systèmes non autonomes.
(2). Une intégrale première est une onstante du mouvement.
(3). en l'ourene il s'agira de l'énergie méanique totale
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5.2 Famille d'orbites périodiques et modes non linéaires
Nous avons vu au hapitre préédent que le MNL pouvait être déni à l'aide d'une surfae
invariante (bidimensionnelle) dans l'espae des phases tangente au plan invariant déni par le
mode linéaire. Considérons de plus le as des systèmes onservatifs dont l'ensemble des points
onstituant leurs trajetoires sont au même potentiel d'énergie méanique totale. Dans le as
linéaire, les trajetoires insrites dans le plan invariant sont forément toutes périodiques au
regard de la dénition du mouvement sur le mode linéaire (voir l'expression (4.13). Dans le as
non linéaire, il semble a priori évident, et ela est onrmé par le théorème de la variété entrale,
que toutes les trajetoires insrites dans la surfae invariante sont aussi périodiques, du moins
loalement lorsque l'on est prohe du point d'équilibre, 'est à dire lorsque les eets non linéaires
sont faibles, voire négligeables. Ainsi, au voisinage du point d'équilibre la surfae invariante du
MNL est omposée d'une famille de trajetoires périodiques aussi nommées orbites périodiques
de l'espae des phases. Nous pouvons d'ailleurs ajouter que haune de es orbites périodiques
ourbées est aussi un sous-espaes invariant mais de dimension un. Le prinipe de la méthode
de alul du MNL qui est dérite dans e mémoire repose sur es onstats. La gure 5.2 page 76
montre un exemple de surfae invariante de l'espae des phases et quelques orbites périodiques
qui y sont insrites.
Dans la suite, nous ne ferons pas de distintion entre les termes mode non linéaire (MNL)
et la famille des orbites périodiques solution de notre formulation. Pourtant, ette assoiation
n'est pas à prendre à la légère omme le montrent les lignes suivantes.
Impliitement, nous avons fait l'hypothèse forte que la surfae invariante du MNL n'est
omposée que de trajetoires périodiques dans l'espae des phases. En réalité, les sytèmes dy-
namiques que nous étudions possèdent aussi des trajetoires quasi-périodiques ainsi que des
trajetoires homoliniques ou autres trajetoires spéiques aux as des vibrations non linéaires
qui apparaissent notamment lors des phénomènes de bifuration. Ave la méthode qui sera dé-
rite, qui est basée sur la reherhe de solutions périodiques, nous ne pourrons don pas obtenir
es trajetoires partiulières.
D'autre part, le fait de reherher des solutions périodiques au sens strit, sans imposer de
onditions sur la période minimale (notre méthode n'impose pas de telles ontitions), implique le
fait que les solutions doublement
(4)
ou triplement périodiques (ou plus) sont aussi des solutions
admissibles par notre méthode. Nous verrons par la suite que ei a une inuene importante sur
la aratérisation de l'ensemble des solutions admissibles.
An de aluler la surfae invariante du MNL, que nous supposons omposée uniquement
d'orbites périodiques, nous partons tout d'abord d'une orbite périodique de très faible ampli-
tude, prohe d'un point d'équilibre, onstruite à l'aide du mode linéaire du système dynamique
linéarisé. Cette première orbite se trouve don dans le plan invariant du mode linéaire mais n'est
pas exatement insrite dans la surfae invariante du MNL. Nous appellerons ette orbite de
départ l'orbite périodique approhée. N'étant pas exatement insrite sur la surfae invariante du
MNL, nous appliquons une méthode de orretion sur ette orbite périodique approhée pour
obtenir une première orbite périodique exatement insrite sur la surfae invariante du MNL.
Nous appliquons ensuite une méthode de ontinuation pour onstruire de prohe en prohe les
orbites périodiques omposant la surfae invariante du MNL. Cette méthode est illustrée dans
la gure 5.2 page 76.
(4). Une solution doublement périodique est une solution périodique de période moitié qui se répète deux fois à
l'identique.
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Figure 5.2  Illustration d’une portion de la surface invariante de l’espace des phases construite par
continuation d’orbites périodiques. La méthode de calcul consiste à partir d’une orbite périodique de
très faible amplitude construite à l’aide du mode linéaire (en rouge) se trouvant dans le plan invariant du
mode linéaire (en traits discontinus rouge). Nous appliquons ensuite une méthode de correction (phase
1) sur l’orbite périodique approchée pour obtenir une première orbite périodique exactement inscrite sur
la surface invariante du MNL (la surface est déssinée en traits discontinus bleu). Nous appliquons enfin
une méthode de continuation (phases 2,3,4 et 5 etc...) pour construire de proche en proche les orbites
périodiques composant la surface invariante du MNL.
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5.3 Préliminaires
Dans le hapitre préédent, nous avons restreint l'étude aux as des systèmes dynamiques
(4.3) page 51, (4.4) et (4.5) qui sont issus des équations de la dynamique, don sous forme
d'équations diérentielles du seond ordre. D'un autre oté, le formalisme utilisé dans Munoz-
Almaraz et al. (2003) est elui des systèmes dynamiques du premier ordre. Cependant, il sut
de quelques lignes pour ramener les équations au seond ordre (4.3) page 51, (4.4) et (4.5) en
équations au premier ordre, omme le montre les lignes suivantes.
Soit le veteur vitesse v déni ave l'équation ∂u
∂t
= v, on peut ensuite érire (4.4) ainsi{
∂u
∂t
= v
∂v
∂t
= −M−1f int(u) +M−1Cv +M−1f ext(t)
(5.1)
et (4.5) ainsi {
∂u
∂t
= v
∂v
∂t
= −M−1f int(u)
(5.2)
qui orrespond au as autonome et onservatif. Dans e dernier as, l'expression de l'énergie
méanique totale, qui est aussi l'unique intégrale première du mouvement, s'érit
H(u,v) =
1
2
vTMv +W (u) (5.3)
ave W étant l'énergie potentielle de déformation ave f int(u) = −∂W∂u .
Le système (5.2) peut enn se mettre sous forme d'un système du premier ordre
∂z
∂t
= F (z,t) (5.4)
ave z étant le veteur d'état, z = [u,v]t. Ainsi, les équations du mouvement de nos strutures
disrétisées par éléments nis entrent dans le formalisme utilisé dans Munoz-Almaraz et al.
(2003).
Propriété 2
H étant une intégrale du mouvement, nous avons dans le as onservatif et autonome une relation
d'orthogonalité entre le veteur de ot F et le gradient de H dans l'espae des phases, soit,
F (z)T
∂H
∂z
(z) = 0 ∀z ∈ R2n (5.5)
o
Nous allons maintenant eetuer quelques brefs rappels sur l'étude des sytèmes dynamiques
an de mieux omprendre les démonstrations de la setion suivante. Les orbites périodiques
étant un as partiulier de la lasse des trajetoires, on présentera don la notion de trajetoire
dans l'espae des phases. On présentera ensuite la méthode de normalisation temporelle, qui
onsiste à faire un hangement de variable dans le temps an de ramener à l'unité la période
d'intégration temporelle sur une orbite périodique. Viendra ensuite une dénition de la matrie
fondamentale d'un système dynamique linéaire ave oéients dépendant du temps, qui sera
utilisée pour l'expression de l'appliation tangente du problème des orbites périodiques. Enn,
nous présenterons la matrie de monodromie, habituellement utilisée pour l'étude de stabilité des
orbites périodiques, qui servira aussi à l'expression de l'appliation tangente.
78CHAPITRE 5. ORBITES PÉRIODIQUES DE SYSTÈMES DYNAMIQUES AUTONOMES ET CONSERVATIFS, FORMULATION APPLIQ
5.3.1 Trajetoires dans l'espae des phases
En dynamique, une trajetoire de l'espae des phases peut lassiquement se dénir à l'aide
d'un problème aux valeurs initiales (PVI), omme elui présenté i dessous,{
∂z
∂t
= F (z,t) pour 0 ≤ t ≤ T
z(0,p,T ) = p
(5.6)
la première équation étant l'équation de la dynamique régissant le système, la deuxième étant
l'équation imposant les onditions initiales. L'inonnue étant la trajetoire elle-même que l'on
pourra noter z(t,p,T ), ave t désignant la variable temps paramétrisant la trajetoire sur l'in-
tervalle 0 ≤ t ≤ T , ave T étant la durée de l'intégration (qui sera égale à la période lorsque la
trajetoire en question sera périodique), et ave le veteur des onditions initiales p dénissant
le point de départ de la trajetoire. Cei est illustré dans la gure 5.3 page 78.
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Figure 5.3  Trajectoire dans l’espace des phases, solution du problème aux valeurs initiales (PVI) (5.6)
page 78.
Par la suite nous ne ferons pas de distintion entre les formulations suivantes
 la trajetoire z(t,p,T ).
 la trajetoire z.
 la trajetoire (p,T ).
5.3.2 Normalisation temporelle
Dans l'objetif d'une reherhe de solutions périodiques de l'espae des phases, aussi solu-
tions du système (5.6), la variable de durée d'intervalle d'intégration T doit être vue omme une
inonnue qu'il faudra déterminer en même temps que l'orbite elle même. En eet, nous voulons
que la durée de l'intervalle d'intégration T soit exatement la valeur de la période de la solution
périodique. Or nous ne savons pas à l'avane quelle sera la durée de ette période. Pour ette
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raison, il est préférable, essentiellement pour des raisons tehniques qui seront visibles au hapitre
suivant, d'appliquer une normalisation temporelle au système (5.6). Cette normalisation onsiste
à eetuer le hangement de variable temporel t = τT de façon à e que la nouvelle variable de
temps normalisée τ évolue dans l'intervalle unitaire 0 ≤ τ ≤ 1. On notera nalement z(τ,p,T ),
la trajetoire de l'espae des phases paramétrée par la variable temps normalisée τ et issue du
point initial p, la solution du problème aux valeurs initiales normalisé en temps{
∂z
∂τ
= TF (z,t) pour 0 ≤ τ ≤ 1
z(0,p,T ) = p
(5.7)
ave la variable T qui sera abusivement appelée période, mais qui demeure en toute rigueur la
durée de l'intervalle d'intégration, ar il se peut que T ne soit pas toujours la période minimale de
la solution périodique désignée (il en sera don forément de même pour la fréquene du signal,
qui est dénie omme étant f = 1/T , ave T étant la durée de l'intervalle d'intégration) La gure
5.4 page 79 illustre la trajetoire solution du problème (5.7).
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Figure 5.4  Trajectoire normalisée en temps dans l’espace des phases, solution du problème aux
valeurs initiales (PVI) (5.7) page 79.
On insistera sur le fait que l'ensemble de solutions de e nouveau système est stritement
équivalent à elui du préédent noté (5.6).
5.3.3 Matrie fondamentale
Définition 2
Une fontion matrie ψ de dimension l× l est une matrie fondamentale pour le système ∂x
∂t
(t) =
A(t)x(t) si
∂ψ(t)
∂t
= A(t)ψ(t), ψ(t0) = ψ0 non singulière pour une valeur t0 (5.8)
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o
Propriété 3
Si v(t) est une trajetoire solution du système (5.8) de matrie fondamentale ψ(t) telle que
ψ(0) = I, alors on peut exprimer v(t) seulement à l'aide de la matrie fondamentale et du
veteur des onditions initiales v(0),
v(t) = ψ(t)v(0)
o
An de préparer les démonstrations qui viendrons par la suite, nous devons aluler la
matrie fondamentale du système dynamique tangent à (5.7) déni au voisinage d'une solution
périodique. Soit z0(τ) = z(τ,p0,T0) une solution périodique solution de (5.7). On a don
∂z0
∂τ
(τ) = T0F (z0(τ)) ∀τ ∈ [0,1]. (5.9)
en diérentiant ette dernière égalité par rapport à p, on obtient
∂
∂τ
(
∂z0(τ)
∂p
)
= T0
∂F
∂z
(z0(τ))
∂z0(τ)
∂p
∀τ ∈ [0,1].
ave
∂z0(0)
∂p
= I . D'après la dénition 2, V (τ) = ∂z0(τ)
∂p
est la matrie fondamentale du système
varriationnel
∂v
∂τ
= T0
∂F
∂z
(z0(τ))v. (5.10)
Remarque 5
D'apres la propriété 3, toutes trajetoires v(τ) solution de (5.10) vérient
v(τ) = V (τ)v(0) (5.11)
o
5.3.4 Matrie de monodromie et stabilité
Floquet a introduit la notion de stabilité d'une solution périodique d'un système dynamique
exprimée à l'aide d'une matrie nommée matrie de monodromie.
Définition 3
La matrie de monodromie M d'une solution périodique z(τ,p0,T0) de période T0 et de veteur
initial p0 solution de (5.7) est dénie par
M := V (1) =
∂z
∂p
(1,p0,T0)
o
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Cette matrie permet d'exprimer l'eet d'une perturbation δp0 du veteur initial p0 sur la posi-
tion au bout d'une période T0 d'intégration de l'équation de la dynamique. En eet, en eetuant
un développement de Taylor au premier ordre par rapport à la variable p0 sur la solution pério-
dique z(τ,p0,T0) à l'instant τ = 1, on obtient
z(1,p0 + δp0,T0) ≃ z(1,p0,T0) +
∂z
∂p
(1,p0,T0)δp0
Si l'on note δp1 l'éart réé par la perturbation δp0 au bout d'un tour d'intégration on a toujours
au premier ordre
δp1 ≃ z(1,p0 + δp0,T0)− z(1,p0,T0) =
∂z
∂p
(1,p0,T0)δp0 =Mδp0
En introduisant δpk l'éart réé par la perturbation au bout de k tours, on aura
δpk ≃Mkδp0 (5.12)
Soit la matrie P base des veteur propres et Q la matrie diagonale des valeurs propres de la
matrie M , la relation (5.12) peut s'érire
δpk ≃
(
PQ P−1
)k
δp0
soit
δpk ≃ PQk P δp0
ainsi, les valeurs propres de la matrie de monodromie sont diretement liées à la stabilité de
la solution périodique z(τ,p0,T0). Plus préisément, on regardera la position des valeurs propres
(omplexes) de M par rapport au erle unité dans le plan omplexe,
 si au moins une des valeurs propres est située à l'extérieur du erle unité l'orbite sera
instable.
 si toutes les valeurs propres sont stritements à l'intérieur du erle unité, l'orbite sera
stable.
 si toutes les valeurs propres sont situées à l'intérieur du erle unité, dont au moins une
située sur le erle, l'orbite sera indiérement stable.
En plus de l'information donnée sur la stabilité de la solution périodique, la matrie de mono-
dromie permet la aratérisation des bifurations. Cette aratérisation s'eetue en étudiant la
manière dont les valeurs propres rentrent ou sortent du erle unité lors du passage en un point
de bifuration. On pourra distinguer trois as partiuliers,
1. si une valeur propre traverse le erle sur le demi-axe réel positif, la bifuration sera qua-
liée de bifuration transritique, symmetry-breaking, ou bien de type yli-fold, selon la
onguration des branhes stables et instables qui sont issues du point de bifuration,
2. si une valeur propre traverse le erle sur le demi-axe réel positif, alors la bifuration donnera
lieu à deux nouvelles solutions de période doublée par rapport à la solution existante avant
la bifuration,
3. si une valeur propre traverse le erle en dehors de l'axe réel, alors la bifuration donnera
lieu à deux solutions ontenant de nouveaux harmoniques de fréquenes pas forément
ommensurables ave elles présentes dans la solution située avant la bifuration.
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Bien que es informations soient préieuses pour l'interprétation et le alul des diagrammes de
solutions (pour la détetion des bifurations ainsi que pour leur aratérisation), on ne alulera
pas dans e mémoire la matrie de monodromie. En eet, dans le as des systèmes méaniques
modélisés par éléments nis, le alul des valeurs propres de ette matrie ainsi que le alul de
la matrie elle même impliquent des aluls numériques trop importants
(5)
. Pour la détetion
des bifurations, on utilisera plutt les avantages apportés par la MAN, qui rappelons-le, détete
automatiquement es points (diminution des pas près d'un point de bifuration, et suivi des
branhes ave des ourbures importantes). Pour la aratérisation des solutions naissantes au
point de bifuration, on analysera diretement les solutions elles-mêmes (voir dernier hapitre de
ette partie).
5.4 Orbites périodiques de systèmes dynamiques autonomes et
onservatifs
Ayant présenté les rappels néessaires, nous pouvons maintenant ommener à érire la
formulation du problème des orbites périodiques pour les systèmes autonomes et onservatifs.
Nous rappelons que dans e as le veteur de ot F ne dépend pas du temps.
Notre objetif est de dénir orretement un ensemble de solutions périodiques de l'espae
des phases admissibles par les équations de la dynamique. Un moyen simple de le faire est de
poser l'équation de périodiité
r(p,T ) := z(1,p,T )− p = 0 (5.13)
ave z(1,p,T ) étant la valeur dans R2n orrespondant au point nal de la trajetoire ('est à dire
pour τ = 1) solution du PVI (5.7). Ainsi, lorsque (5.13) est satisfaite, le point initial p de la
trajetoire z est égal à son point nal z(1,p,T ). Le fait d'imposer des onditions sur le début et
la n de la trajetoire fait rentrer l'équation (5.13) dans la atégorie des problèmes aux valeurs
aux bords (PVB). Dans l'espae des phases, la trajetoire z(τ,p,T ) ainsi obtenue est fermée et
orrespond don à une orbite périodique, ei est illustré dans la gure 5.5 page 83.
Dans le as des systèmes non automomes, on verra par la suite que l'équation (5.13)
permet de dénir une orbite périodique unique pour une valeur de la période T donnée. Dans
le as autonome et onservatif, le problème de translation de phase, déjà évoqué dans l'étude
des vibrations libres de l'osillateur de Dung (voir premier hapitre de ette partie), est de
nouveau d'atualité. Nous rappellons que pour un système autonome et onservatif, si z(t) est
une solution périodique, alors pour tout déalage temporel δt ∈ R, zδt(t) = z(t + δt) est
aussi une solution périodique géométriquement identique dans l'espae des phases. Ainsi, autour
d'une solution périodique, le système d'équation (5.13) dénit un ensemble de dimension 2. La
première dimension orrespond à la variation de l'énergie H qui orrespond aussi à une variation
de la période T , et la seonde dimension orrespond à une rotation par translation de phase de
l'ensemble des orbites périodiques (voir gure 5.6 page 84). Dans le as autonome et onservatif,
la relation de périodiité (5.13) n'est don pas susante pour dénir de manière unique une
orbite périodique pour une valeur de la période T donnée.
(5). Pour un système méanique modélisé par éléments nis, la taille de la matrie de monodromie peut être très
importante, puisqu'elle est égale au nombre de degrés de liberté de la struture. D'autre part, rappelons que le
alul de valeurs propres de matries est un problème non linéaire, et dans le as des matries de grande taille, la
détermination exhaustive des valeurs propres est rarement possible.
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Figure 5.5  Orbite périodique normalisée en temps dans l’espace des phases, solution du problème
aux valeurs aux bords (PVB) (5.13) page 82. Le point p
0
désigne le point de l’espace des phases tel
que z(1,p
0
,T ) = p
0
, ce point est situé sur l’orbite périodique de trajectoire z(τ,p
0
,T ) avec 0 < τ < 1.
5.4.1 Equation de phase
An que le système (5.13) dénisse une orbite unique pour une valeur de la période T
donné, il est néessaire de lui rajouter une équation de phase. Il existe plusieurs manières de
hoisir une orbite parmi toutes ses soeurs jumelles géométriquement identiques,
 en imposant la valeur d'une omposante du veteur des onditions initiales p
{p}i = {z(0,p,T )}i = η. (5.14)
 en imposant l'orthogonalité entre le point initial de la trajetoire et un veteur n de R2n
bien hoisi
z(0,p,T )Tn = 0. (5.15)
 en rendant nulle la valeur d'une omposante de la dérivée du veteur d'état au temps initial
{F (p)}i = 0. (5.16)
ou plus généralement
F (p)Tn = 0. (5.17)
ave un veteur n de R2n bien hoisi. Cette ondition est illustrée en gure 5.7 page 85.
Lors de l'ériture des équations (5.14) et (5.16), il faudra hoisir une omposante i du
veteur d'état non toujours nulle lors du mouvement que l'on veut aluler
(6)
. En e qui onerne
(6). Par exemple, lors de l'étude du mouvement du mode 2 de exion d'une poutre, la omposante i pourra être
elle orrespondant au degré de liberté de la èhe située au quart ou aux trois-quarts de la longueur de la poutre.
Il ne faudra pas hoisir un degré de liberté de la èhe au milieu de la poutre, ar ette position orrespond à un
noeud lors du mouvement sur un mode 2 de exion. Dans e dernier as, l'équation de phase serait sans eet.
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Figure 5.6  Paramétrisation possible de la surface invariante de l’espace des phases. Le point p
0
,
qui défini de manière unique l’orbite périodique, peut se "positionner" sur la surface à l’aide de deux
coordonnées. La première coordonnée correspond à la variation de l’énergie H qui correspond aussi à
une variation de la période T , et la seconde coordonnée correspond à la variable τ , qui se traduit par
une rotation par translation de phase de l’orbite périodique définie par le point p
0
.
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Figure 5.7  Orbite périodique normalisée en temps dans l’espace des phases. Afin de selectionner une
orbite parmi toutes ses soeurs jumelles construites par translation temporelle, on impose une condition
supplémentaire sur le point initial de la trajectoire. La condition représentée ici est celle qui consiste à
imposer l’orthogonalité entre le flot initial F (p
0
) et un vecteur donné n.
le veteur de phase n de l'équation de phase (5.17) ou (5.15), il devra être hoisi tel que lors du
mouvement on ait
∂z
∂τ
(τ,p,T )Tn 6= 0 pour 0 < τ < 1 (inégalité strite)
Le fait de devoir hoisir la omposante i ou plus généralement le veteur de phase n en
fontion de la nature du mouvement que l'on veut étudier est un onstat gênant. En eet, lors
de la ontinuation d'un ensemble de solutions périodiques, les divers hangements de déformées
modales d'une struture peuvent amener de nouveaux noeuds de vibrations inattendus ou plus
simplement de nouvelles omposantes nulles durant l'évolution du mouvement périodique. Dans
es onditions, le problème redeviendrait mal posé. Pour répondre à e problème, on pourra
utiliser une équation nommée ondition d'orthogonalité présentée dans le hapitre 6 de Nayfeh
et Balahandran (1995) et aussi dans Munoz-Almaraz et al. (2003) érite omme il suit
∂z
∂τ
(0,p,T )T (p− p0) = 0. (5.18)
Dans le ontexte de la ontinuation de solutions périodiques, le veteur p0 de (5.18) est le point
initial d'une orbite périodique onnue et le veteur p est le point initial d'une orbite voisine que
l'on herhe à déterminer. Ainsi, la relation (5.18) empêhe le déphasage de l'orbite en ours de
alul par rapport à l'orbite déjà alulée. On remarquera que ette ondition n'implique pas de
onsidérations partiulières sur le mouvement que l'on veut étudier. Cependant la présene du
veteur p0 n'est pas ompatible ave la méthode numérique dérite au hapitre suivant. Pour
des raisons théoriques nous garderons tout de même ette dernière équation de phase et nous
reviendrons plus tard sur une des préédentes lorsque ela sera possible.
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En onsidérant le problème du hoix de l'équation de phase omme étant réglé, le problème
(5.13), augmenté de l'équation de phase sera noté
R(p,T ) :=
{
z(1,p,T )− p = 0
∂z
∂τ
(0,p,T )T (p− p0) = 0
(5.19)
qui est un système d'équations omposé de 2n+1 équations et de 2n+1 inonnues. Le système
est don arré
(7)
mais l'ensemble des solutions de e système est un ensemble de dimension un,
on montrera d'ailleurs par la suite que le rang de l'appliation tangente Dp,TR(p0,T0) n'est
pas omplet. Ainsi, si le ouple (p0,T0) est solution de (5.19), lorsque la variable T0 varie, le
point p0 parourt l'ensemble des onditions initiales donnant lieu à des trajetoires périodiques.
Autrement dit, l'ensemble de solutions du système (5.19) est étroitement lié au mode non li-
néaire que nous reherhons. Cependant, les systèmes arrés omme (5.19) n'entrent pas dans
le adre de la ontinuation de branhes de solutions (voir la première partie de e doument).
Nous rappellons que e adre est ompatible seulement ave des systèmes d'équations ayant une
inonnue de plus que d'équations et néessite aussi que la matrie Dp,TR(p0,T0) soit de rang
omplet. Par onséquent, et aspet tehnique nous pousse à aller enore plus loin dans la re-
herhe d'une formulation numériquement solvable du problème des orbites périodiques pour un
système autonome et onservatif.
5.4.2 Formulation à gradient d'énergie
Dans Munoz-Almaraz et al. (2003), les auteurs proposent une formulation du problème
des orbites périodiques qui est ompatible ave la méthode de ontinuation dérite dans la pre-
mière partie de e mémoire. Cette méthode onsiste en premier lieu à transformer le système
dynamique autonome et onservatif en un système non onservatif par l'ajout d'un terme pro-
portionnel au gradient de l'intégrale première H dans les équations du mouvement. Ensuite, en
utilisant une formulation telle que (5.19) mais ave le nouveau système dynamique omportant
le terme dissipatif dont l'amplitude est ontrlée par une nouvelle inonnue salaire nommée α,
les auteurs démontrent que l'appliation tangente de leur formulation est surjetive au voisinage
d'une orbite périodique normale et est de taille 2n+2×2n+1, soit ompatible ave notre méthode
de ontinuation.
Au ours des lignes suivantes, nous allons reprendre e qui onstitue la première partie
de leur artile en simpliant au as des sytèmes dynamiques ayant une seule intégrale première.
Nous allons don revisiter les sujets suivants :
1. La formulation du problème omportant le terme dissipatif dénissant les orbites pério-
diques.
2. Montrer que les solutions admissibles par e problème dénissent
(8) α = 0.
3. Exprimer l'appliation tangente orrespondant au problème des orbites périodiques.
4. Dénir e que l'on appelle les orbites normales.
5. Montrer que l'appliation tangente du problème des orbites périodiques ave le terme dis-
sipatif est surjetive au voisinage d'une orbite normale.
5.4.2.a Formulation
Comme dit préédemment, dans Munoz-Almaraz et al. (2003), les auteurs ajoutent le
terme dissipatif Tα∂H
∂z
orrespondant au gradient de l'intégrale première H ave une amplitude
(7). Les systèmes arrés sont des systèmes ayant autant d'inonnues que d'équations
(8). En d'autres termes, la dissipation est toujours nulle pour les solutions périodiques.
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modulée par le salaire onstant
(9) α dans les équations du système dynamique. Ce qui donne le
système dynamique dissipatif suivant :
∂z
∂τ
= TF (z) + Tα
∂H
∂z
. (5.20)
Ce terme dissipatif est orthogonal à l'orbite et tend don à éarter le veteur d'état z de sa
trajetoire initiale onservative. Selon le signe du salaire onstant α, e nouveau terme dissipera
ou bien emmagasinera de l'énergie dans le système (voir gure 5.8 page 87).
PSfrag replaements
{z}i
{z}j
{z}l
z(τ,p0,T )
p0
F (p0)
n
α∂H
∂z
Figure 5.8  Orbite périodique normalisée en temps dans l’espace des phases (trait plein), ainsi que
sa trajectoire déviée par ajout de dissipation (traits discontinus).
Ave e nouveau système dynamique la formulation des orbites périodiques prend mainte-
nant la forme suivante :
RH(p,T,α) :=
{
z(1,p,T,α)− p = 0
∂z
∂τ
(0,p,T,α)T (p− p0) = 0
(5.21)
ave la trajetoire dépendant maintenant aussi de α et étant solution du problème aux valeurs
initiales suivant : {
∂z
∂τ
= TF (z) + Tα∂H
∂z
pour 0 ≤ τ ≤ 1
z(0,p,T,α) = p
(5.22)
On remarquera que la fontion RH(p,T,α) est dénie de R
2n+2
dans R
2n+1
et on montrera plus
tard que son appliation tangente au voisinage d'une solution périodique est surjetive, e qui
permet don la ontinuation de ses solutions.
Le leteur avisé aura noté que e terme dissipatif modie radialement le omportement du
système dynamique onservatif originel, de sorte qu'il semblerait que nous nous éartions de notre
(9). Le salaire est onstant lors de la trajetoire sur l'orbite (α˙ = 0).
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objetif initial qui est de aluler des orbites périodiques d'un système onservatif et autonome.
En fait, les lignes suivantes montrent que les solutions de (5.20) existent seulement pour α = 0
(terme dissipatif nul sur toute la durée d'intégration de (5.22)). Soit z0(τ) = z(τ,p0,T0,α) une
solution périodique solution de (5.22). Puisque z0(1) − z(0) = 0, nous avons aussi
0 = H(z(1)) −H(z(0)) = ∫ 10 ddt (H(z(τ))) dτ
=
∫ 1
0
∂H
∂z
(z0(τ))
T ∂z
∂τ
dτ
=
∫ 1
0
∂H
∂z
(z0(τ))
T
(
T0F (z0) + T0α
∂H
∂z0
)
dτ
= T0α
∫ 1
0 ||dHdτ (z0(τ)) ||2dτ voir 5.5
(5.23)
don α = 0. Ainsi lorsque RH(p,T,α) = 0 le salaire α ne peut qu'être égal à zéro
(10)
.
5.4.2.b Appliation tangente
An de montrer que la ontinuation est possible, nous devons montrer que l'appliation
tangente de RH(p,T,α) est surjetive au voisinage d'une orbite périodique (voir théorème des
fontions impliites dans la première partie de e mémoire). Pour ela nous devons en premier
lieu exprimer ette appliation tangente au voisinage d'une solution périodique que nous noterons
z0(τ) = z(τ,p0,T0,α0), ave (p0,T0,α0 = 0) solution de (5.21)
(11)
. Oupons-nous tout d'abord
de la première équation de (5.21) orrespondant à l'équation de périodiité dénie de R
2n+2
dans
R
2n
. Nous noterons ette équation
rH(p,T,0) := z(1,p,T,0)− p = 0.
En e qui onerne la dérivée par rapport à p, il vient immédiatement ave la dénition
de la matrie de monodromie (présentée préédemment dans e même hapitre) que
∂rH
∂p
(p0,T0,0) =M − I
ave I étant la matrie identité de R2n.
En e qui onerne la dérivée par rapport à T , le alul, étant long et moins évident, on
présente ii seulement le résultat
∂rH
∂T
(p0,T0,0) = F (p0)
En e qui onerne la dérivée par rapport à α, on gardera l'expression :
∂rH
∂α
(p0,T0,0a) = T0M
∫ 1
0
V (τ)−1
∂H
∂p
(τ)dτ (5.24)
Pour nir, en regroupant les trois derniers résultats en ajoutant la ligne orrespondant au
gradient de l'équation de phase, l'appliation tangente de la fontion RH(p,T,α) est la suivante
(10). Le fait de rajouter un terme qui est au nal nul peut sembler a priori paradoxal. Mais nous attirons l'attention
du leteur sur le fait que lors des aluls numériques nous avons parfois RH(p,T,α) 6= 0 ave α 6= 0. C'est le as
lors d'une orretion de type Newton-Raphson par exemple. En somme, l'ajout du terme dissipatif et du salaire
α se justie seulement pour des raisons de régularisations et de solvabilité numérique.
(11). Nous rappelons que l'on a forémént α0 = 0 pour toutes les solutions de (5.21).
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Dp,T,αRH(p0,T0,0).(p,T,α) :={
(M − I)p+ F (p0)T +
(
T0M
∫ 1
0 V (τ)
−1 ∂H
∂p
(τ)dτ
)
α
F (p0)
Tp
(5.25)
5.4.2. Orbite périodique normale
Nous savons que les diagrammes de solutions de réponses libres de systèmes dynamiques
peuvent omporter des points de bifuration. En es points singuliers les solutions périodiques
sont dites dégénérées et ela se traduit par une perte de la surjetivité de l'appliation tangente
(5.25). La formulationMunoz-Almaraz et al. (2003) n'a pas prétention de régulariser les points
singuliers
(12)
, mais seulement de proposer une formulation viable des orbites périodiques de
systèmes autonomes et onservatifs au voisinage d'orbites péridiques normales. Ainsi, les auteurs
de Munoz-Almaraz et al. (2003) proposent une dénition des orbites périodiques normales
dénies omme des orbites périodiques non situées en des points de bifuration an d'assurer la
surjetivité de l'appliation tangente de leur formulation en leur voisinage.
Définition 4
On appellera orbite périodique normale z0(τ) une orbite périodique ayant la propriété suivante :
Im(M − I) + RF (p0) =
∂H
∂p
(p0)
⊥
(5.26)
o
Une orbite périodique normale est don telle que l'espae vetoriel engendré par l'image deM−I
et par le veteur F (p0) sont supplémentaires à l'espae vetoriel omposé de tous les veteurs
orthogonaux
(13)
à
∂H
∂p
(p0).
Propriété 4
L'espae engendré par l'image deM−I et par le veteur F (p0) est de dimension égale à l'espae
vetoriel omposé de tous les veteurs orthogonaux à
∂H
∂p
(p0). L'espae engendré par l'unique
veteur
∂H
∂p
(p0) étant 1, on aura don
dim(Im(M − I) + RF (p0)) = 2n− 1 (5.27)
o
Remarque 6
L'espae engendré, présent dans le membre de gauhe de (5.26), est égal à l'espae engendré par
l'appliation tangente
Dp,TrH(p0,T0,0).(p,T ) = (M − I)p+ F (p0)T (5.28)
Et don d'après la propriété, le rang de ette appliation de R
2n+1
dans R
2n
est 2n− 1.
o
(12). Les points singuliers, orrespondant à des bifurations exates dans les diagrammes de ontinuation, poseront
don toujours des problèmes tehniques lors des aluls des branhes de solutions. Il faudra don employer les
tehniques de sauts ou de perturbation pour passer es points (voir partie une).
(13). Le leteur prendra garde à ne pas onfondre la notation orthogonale X⊥ qui désigne l'espae vetoriel
orthogonal au veteur X et la notation transposé XT .
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Dans Munoz-Almaraz et al. (2003), on montre que la dénition 4 est équivalente à la
proposition suivante, légèrement plus parlante,
Propriété 5
L'orbite périodique z0(τ) est normale si et seulement si
(i) dim(Ker(M − I)) = 1 ou
(ii) dim(Ker(M − I)) = 2 et F (p0) /∈ Im(M − I)
(5.29)
o
An d'élairer un peu plus les points (i) et (ii), une analyse du noyau de (M − I) s'impose.
En diérentiant par rapport à la variable τ l'équation du système dynamique de (5.7) page
79 prise au voisinage d'une solution périodique z0, on obtient
∂2z0
∂2τ
= T0
∂F
∂z
(z0(τ))
∂z0
∂τ
(t)
on a don, aussi d'après l'équation (5.7),
∂
∂τ
(F (z0(τ))) = T0
∂F
∂z
(z0(τ))F (z0(τ))
on en déduit que le veteur F (z0(τ)) est solution du système dynamique tangent
∂x
∂τ
(τ) =
T0
∂F
∂z
(z0(τ))x(τ) de matrie fondamentale V (τ). Don
F (z0(τ)) = V (τ)F (z0(0))
et pour τ = 1 on a V (τ) =M soit
F (z0(1)) =MF (z0(0))
enn, puisque z0(0) = z0(1), on a au nal
(M − I)F (z0(0)) = 0
don
F (z0(0)) ∈ Ker(M − I) (5.30)
Ainsi, +1 est valeur propre de la matrie de monodromie M et F (z0(0)) est un veteur
propre. Dans le as (i), le noyau de M − I est omplètement déterminé, ontrairement au as
(ii) où le seond veteur omposant le noyau de M − I n'est pas onnu. Cependant, nous
allons voir qu'ave les résultats présentés, il est maintenant possible de montrer la surjetivité
de l'appliation tangente que l'on soit dans le as (i) ou dans le as (ii).
5.4.2.d Surjetivité au voisinage d'une orbite périodique normale
An de montrer la surjetivité de l'appliation tangente (5.25) page 89, nous ommençons
tout d'abord par montrer la surjetivité dans R
2n
de l'appliation tangente ontenue dans la
première ligne de (5.25), soit l'appliation tangente de R
2n+2
dans R
2n
suivante :
Dp,T,αrH(p0,T0,0).(p,T,α) = (M − I)p+ F (p0)T +DαrH(p0,T0,0)α
5.4. ORBITES PÉRIODIQUES DE SYSTÈMES DYNAMIQUES AUTONOMES ET CONSERVATIFS 91
Pour ela, il sut de reonsidérer le fait que le rang de Dp,TrH(p0,T0,0).(p,T,0) est égal à 2n−1
(voir remarque 6) et de montrer que DαrH(p0,T0,0) est un veteur manquant de la base de R
2n
.
Cei peut être fait par le raisonnement par l'absurde suivant :
Supposons que "le veteur DαrH(p0,T0,0) soit ontenu dans l'image de l'appliation Dp,TrH(p0,T0,0).(p ",
autrement dit "DαrH(p0,T0,0) ∈ ∂H∂p (p0)⊥" e qui revient à l'expression
P :=
∂H
∂p
(p0)
TDαrH(p0,T0,0) = 0
soit d'après (5.24),
P := T0
∂H
∂p
(p0)
TM
∫ 1
0
V (τ)−1
∂H
∂p
(τ)dτ = 0 (5.31)
D'autre part, d'après (5.26), on a
∂H
∂p
(p0)
T (M − I)x = 0 ∀x ∈ R2n
don aussi pour x =
∫ 1
0 V (τ)
−1 ∂H
∂p
(τ)dτ , en ombinant ave (5.31) on obtient
P := T0
∂H
∂p
(p0)
T
∫ 1
0
V (τ)−1
∂H
∂p
(τ)dτ = 0
en remarquant que
∂H
∂p
(p0) est onstant par rapport à τ , on a maintenant
P := T0
∫ 1
0
∂H
∂p
(p0)
TV (τ)−1
∂H
∂p
(τ)dτ = 0
D'autre part, dérivant par rapport à p l'égalité H(z(τ,p,T )) = H(p) ∀τ ∈ [0,1] au voisinage de
(p0,T0,0), on obtient
∂H
∂p
(z0(τ))
TV (τ) = ∂H
∂p
(p0) ∀τ ∈ [0,1], e qui donne enn, en substituant
e dernier résultat dans la relation 5.4.2.d,
P := T0
∫ 1
0
||∂H
∂p
(τ)||2dτ = 0
e qui est impossible ar ||∂H
∂p
(τ)|| est stritement positif pour toutes les trajetoires non triviales.
On en déduit que la proposition initiale du raisonnement est fausse, et don que sa négation
est vraie, à savoir,"le veteur DαrH(p0,T0,0) n'est pas ontenu dans l'image de l'appliation
Dp,TrH(p0,T0,0).(p,T,0)". Ainsi, ave la remarque 6, l'appliation tangente dénie de R
2n+2
dans R
2n Dp,T,αrH(p0,T0,0).(p,T,0) est de rang 2n.
Reonsidérons maintenant l'appliation omplète tangente du PVB
Dp,T,αRH(p0,T0,0).(p,T,0)
dénie de R
2n+2
dans R
2n+1
omportant la ligne de l'équation de phase. Il faut montrer que
ette appliation est de rang 2n+1. Sahant que les 2n premières lignes sont de rang 2n, il sut
de montrer
(14)
que le veteur ligne orrespondant à l'appliation tangente de l'équation de phase
(14). Soit Q une matrie de dimension n× (n+ 1) telle que rang(Q) = n et v l'unique veteur du noyau de Q,
soit la matrie A formée par la matrie Q et le veteur transposé de v, alors l'appliation linéaire de matrie
A =
»
Q
vT
–
est de rang n+ 1.
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est indépendante des 2n premières lignes. Nous rappelons que la dérivée de l'équation de phase
(5.18) par rapport à p est égale à
∂z
∂τ
(0,p,T ) = T0F (z0(0)) = T0F (p0).
Or d'après (5.30), [F (p0)
T ,0,0] est une ligne indépendante de la matrie de l'appliation tangente.
On en déduit enn que l'appliation tangente
Dp,T,αRH(p0,T0,0).(p,T,0),
dénie de R
2n+2
dans R
2n+1
est surjetive au voisinage d'une orbite périodique normale et don
que l'appliation RH(p,T,α) du système (5.21) satisfait le théorème des fontions impliites au
voisinage de (p0,T0,α = 0).
5.4.3 Formulation amortie
La formulation à gradient d'énergie (5.21) permet de dénir orretement l'ensemble des
solutions périodiques admissibles. Elle pourrait être utilisée sous forme numérique pour eetuer
la ontinuation d'ensembles d'orbites périodiques. Cependant, la présene du terme dissipatif
omplique remarquablement la réalisation de l'implantation numérique. En eet, outre l'aug-
mentation du degré polynmial qu'il impose (on pense ii à l'ériture quadratique de la MAN),
il empêhe l'élimination des équations en vitesse (équations reliant les données en vitesse et en
position du shéma de Newmark, voir setion 6.4.1 page 105 et 6.5.3 page 111) en imposant un
terme ontenant une multipliation matriielle de taille égale au nombre de degrés de liberté.
Ainsi, pour ette raison uniquement, nous proposons une nouvelle formulation, plus simple, va-
lable pour les systèmes tels que (5.2) et possédant une seule intégrale première. Cette formulation
est basée sur une simpliation extrême du veteur dissipatif, tout en ayant un sens méanique
évident.
Après la présentation de la nouvelle formulation omportant le terme dissipatif simpli-
é, nous montrerons la persistane des arguments utilisés pour la validation de la formulation
préédente ave la nouvelle. Ainsi, dans les lignes qui suivent nous allons montrer que
1. les solutions de la fomulation amortie existent aussi seulement pour α = 0,
2. l'appliation tangente du PVB reste surjetive au voisinage d'un orbite périodique normale.
5.4.3.a Formulation
A la plae du gradient de l'énergie omme terme dissipatif, nous proposons le veteur de
R
2n
,
D(z) :=
[
0n
−Cv
]
(5.32)
ave v étant la vitesse et C étant la matrie identité ou la matrie de masse M , ou pourquoi
pas, si l'implantation numérique le suggère, on pourra prendre la matrie C égale à la matrie
d'amortissement de Rayleigh. Ce qui donne le nouveau système dynamique suivant
∂z
∂t
= TF (z) + TαD(z) (5.33)
En se rappelant que les n dernières lignes de (5.33) orrespondent à l'équation du prinipe
fondamental de la dynamique, on s'aperçoit rapidement que le terme −Cv du veteur D joue le
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rle d'un amortissement. Comme pour le gradient d'énergie, le salaire α va ontrler l'apport
ou la perte d'énergie au système dynamique lors de son mouvement.
Ainsi la formulation du PVB des orbites périodiques, ave le nouveau terme dissipatif
simplié, sera noté ainsi
RA(p,T,α) :=
{
z(1,p,T,α)− p = 0
∂z
∂τ
(0,p,T,α)T (p− p0) = 0
(5.34)
ave la trajetoire dépendant de α et étant solution du PVI suivant :{
∂z
∂τ
= TF (z) + TαD(z) pour 0 ≤ τ ≤ 1
z(0,p,T,α) = p
(5.35)
La fontion RA(p,T,α) est dénie de R
2n+2
dans R
2n+1
et on doit montrer que son appliation
tangente au voisinage d'une solution périodique est surjetive. Mais avant ela, nous devons
montrer que les solutions périodiques existent seulement pour α = 0.
Soit z0(τ) = z(τ,p0,T0,α) une solution périodique solution de (5.35). Nous avons en repre-
nant l'avant-dernière étape du alul (5.23), mais ave le terme dissipatif simplié,
0 =
∫ 1
0
∂H
∂z
(z0(τ))
T (T0F (z0) + T0αD(z0(τ))) dτ
= αT0
∫ 1
0
∂H
∂z
(z0(τ))
T
D(z0(τ))dτ
= αT0
∫ 1
0 v0(τ)
TMTCv0(τ)dτ
(5.36)
Ainsi, ave la matrie MTC dénie positive, on a
∫ 1
0 v0(τ)
TMTCv0(τ)dτ 6= 0 et don α = 0.
5.4.3.b Appliation tangente
L'appliation tangente du PVB (5.34) au voisinage d'une solution périodique (p0,T0,0) est
presque la même que elle du (5.21), seul le terme orrespondant à la dérivée du salaire α dière
Dp,T,αRA(p0,T0,0).(p,T,α) :={
(M − I)p + F (p0)T +
(
T0M
∫ 1
0 V (τ)
−1D(τ)dτ
)
α
F (p0)
Tp
(5.37)
5.4.3. Surjetivité au voisinage d'une orbite périodique normale
Pour montrer la surjetivité de l'appliation tangente du PVB (5.34), nous reprenons exa-
tement le même raisonnement qu'en 5.4.2.d, mais en utilisant le nouveau terme dissipatif simplié.
Ce qui donne en reprenant l'avant dernière étape du alul (5.4.2.d),
P := T0
∫ 1
0
∂H
∂p
(p0)
TV (τ)−1D(z0(τ))dτ = 0 (5.38)
soit
P := T0
∫ 1
0
∂H
∂p
(z0(τ))
TD(z0(τ))dτ = 0 (5.39)
enn
P := T0
∫ 1
0
v0(τ)
TMTCv0(τ)dτ = 0 (5.40)
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e qui est impossible ave la matrie MTC dénie positive. En onsidérant à nouveau le rai-
sonnement présent en 5.4.2.d, on en déduit que la olonne orrespondant à la dérivée de α est
indépendante des autres et qu'ave l'équation de phase l'appliation tangente (5.37) du PVB
(5.34) est surjetive au voisinage d'une orbite périodique normale.
5.4.3.d Equation de phase simpliée
Comme dit préédemment, l'équation de phase du système (5.34) page 93 permet de rendre
la solution unique pour une valeur de T donnée, mais l'ériture numérique de ette équation n'est
pas ompatible ave toutes les méthodes de ontinuation ar elle fait intervenir le point p0. On
préfèrera don utiliser une forme plus simple ne faisant pas intervenir e point. L'équation de
phase déjà présentée dans e hapitre (équation (5.15) page 83) satisfait ette ondition, nous la
rappelons ii,
nTp = 0 (5.41)
Il reste à hoisir maintenant les omposantes du veteur n an qu'il joue orretement le rle de
veteur de phase.
On a vu préédemment que le veteur "idéal" permettant la surjetivité de l'appliation
tangente était F (p0), on peut montrer
(15)
qu'il sut de hoisir le veteur n tel que
nTF (p0) 6= 0
pour que l'appliation tangente reste surjetive. En pratique on restreindra l'ation du veteur n
aux données en vitesses, en rendant nulle la vitesse de ertains degrés de liberté de la struture à
l'instant τ = 0. L'ation du veteur de phase n se restreindra don au n dernières omposantes
du veteur p.
5.5 Orbites périodiques de systèmes dynamiques non-autonomes
Dans les setions préédentes, on a présenté une manière de dénir le problème des orbites
périodiques pour un système autonome et onservatif. On a vu aussi que ette formulation
dénissait de manière unique la surfae invariante de l'espae des phases (le MNL). Il s'agit
maintenant de s'intéresser au as de la réponse forée périodique en régime permanent. Notons
qu'il s'agit uniquement de rappels.
Dans le as des systèmes non autonomes, le veteur de forçage "amène" une référene
temporelle et synhronise la réponse ave le signal d'exitation
(16)
. Dans e as, l'équation de
phase n'est pas néessaire, et même fortement déonseillée puisqu'elle sur-ontraint le problème
en réant une ompétition entre ette équation et la référene temporelle "naturelle" donnée par
le signal d'exitation.
Sans justiations théoriques, on prendra simplement l'équation de périodiité (5.13) pré-
sentée préédemment en page 82 pour dénir les orbites périodiques des systèmes non-autonomes.
Rn(p,T ) := z(1,p,T )− p = 0 (5.42)
(15). Soit Q une matrie de dimension n× (n+1), telle que rang(Q) = n et soit v un veteur de la base du noyau
de Q. Soit la matrie A formée par la matrie Q et un veteur u tel que uTv 6= 0, alors l'appliation de matrie
A =
»
Q
uT
–
est de rang n+ 1.
(16). Cei est d'ailleurs illustré par l'étude des systèmes à un degré de liberté en automatisme où l'on trae le
diagramme de phase qui représente le "déalage temporel" entre le signal d'entrée et le signal de sortie.
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ave la trajetoire z(τ,p,T ) solution du PVI,{
∂z
∂τ
= TF (z,t) pour 0 ≤ τ ≤ 1
z(0,p,T ) = p
(5.43)
ave le veteur de ot F (z,t) qui dépend du temps et qui n'est pas forément onservatif.
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5.6 Conlusion
On a tout d'abord présenté le lien existant entre les MNL dénis omme surfaes invariantes
de l'espae des phases et les familles d'orbites périodiques. On a vu que, sous réserves, la surfae
invariante pouvait être omposée d'une famille d'orbites périodiques dénies omme solutions
périodiques du système dynamique autonome et onservatif assoié suivant :
Mu¨+ f int(u) = 0.
Est venue ensuite une partie relative à la formulation du problème des orbites périodiques.
La méthode lassiquement utilisée pour le alul des orbites périodiques de systèmes non auto-
nomes
Mu¨+ f int(u) = αf ext
onduit à des problèmes numériques lorsqu'elle est appliquée naïvement à des systèmes auto-
nomes et onservatifs, 'est à dire lorsque α devient très faible ou nul. Ainsi nous avons proposé
une nouvelle formulation permettant la dénition, et e de manière unique, de la famille des
orbites périodiques dans le as des systèmes autonomes et onservatifs renontrés en méanique.
Cette formulation est issue des travaux théoriques présentés dansMunoz-Almaraz et al. (2003),
qui montre une formulation viable pour les systèmes autonomes omportant plusieurs intégrales
premières. Nous avons tout d'abord repris et présenté les résultats de es travaux en les adap-
tant au as des systèmes possédant une seule intégrale première (as lassique en méanique où
la seule intégrale première est l'énergie méanique totale). La formulation obtenue n'étant pas
simplement réalisable numériquement pour le as des strutures modélisées par éléménts nis
(implantation trop omplexe), nous avons ensuite proposé une version simpliée dont l'appli-
ation numérique n'apporte pas de travail de odage supplémentaire, valable pour le as des
systèmes dynamiques issus du prinipe fondamental de la dynamique. Cette méthode onsiste à
trouver les solutions périodiques du système
Mu¨+ αCu˙+ f int(u) = 0
ave α étant une nouvelle inonnue salaire.
Chapitre
6
Une méthode de alul des
modes non linéaires : la
méthode OPMAN
O
n présente la forme numérique de la formulation
du problème des orbites périodiques en utilisant
la méthode des éléments nis, une méthode de
disrétisation temporelle, ainsi qu'une méthode numérique
de alul d'orbites périodiques nommée méthode simultanée.
Le problème non linéaire ainsi obtenu, on présente ensuite
son algorithme de résolution par la MAN.
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6.1 Introdution
A l'issue du hapitre préédent, nous possédons une formulation sous forme appliative dé-
nissant notre famille d'orbites périodiques (PVB (5.34) page 93). Il s'agit maintenant et dans un
premier temps, de préiser les équations du système dynamique (4.5) page 51 (et aussi (4.3) page
51 ainsi que (4.4)) pour le as de l'élastodynamique en non linéaire géométrique et notamment
pour le as de l'approximation des strutures mines. Dans un seond temps, on transformera le
système non linéaire diérentiel déni par l'appliation en un système d'équations non linéaires
algébriques an de pouvoir appliquer les méthodes de ontinuation numérique présentées dans
la première partie du mémoire et obtenir ainsi les MNL sous forme numérique.
L'ériture du système algébrique passe tout d'abord par la disrétisation des équations du
mouvement par le biais des disrétisations des hamps de déplaements, ontraintes et déforma-
tions, tous ontinus en espae et en temps. On présentera brièvement l'étape de disrétisation
spatiale, onnue sous le nom de méthode des éléments nis, et on s'attardera plus sur la méthode
de disrétisation temporelle. Pour ette dernière, on rappellera le shéma de Newmark, et on
présentera un autre shéma, moins onnu, que nous nommerons du nom de son auteur : shéma
de Simo. Viendra ensuite une omparaison des deux ainsi qu'une étude des erreurs induites par
leur appliation sur la période (T ) des solutions obtenues (l'étude de ette erreur étant motivée
par les interprétations des résultats présentés dans le hapitre suivant).
Une fois l'équation du mouvement obtenue sous forme disrète, on présentera deux mé-
thodes numériques permettant d'obtenir les solutions du PVB (5.34) page 93 sous forme disrète
(plus préisément il s'agira d'une liste de points dans l'espae des phases pour une orbite donnée
de la famille). La première méthode de disrétisation, onnue sous le nom de méthode de tir, sera
brièvement rappelée, la seonde, que nous nommerons méthode simultanées sera plus amplement
présentée et utilisée.
L'appliation de la MAN, à partir du système d'équations issues de la méthode simultanée
sera ensuite détaillée (mise en forme quadratique, problème à l'ordre p, algorithme de alul
des termes des séries et implantation de l'ensemble). A e stade, toutes les étapes permettant
l'obtention de suites de tronçons de la surfae invariante seront atteintes.
6.2 Elastodynamique en non linéaire géométrique
On présente ii la modélisation des strutures méaniques ontinues utilisée dans e mé-
moire. L'objetif est d'érire les équations non linéaires du mouvement de manière exate, sans
auune disrétisation spatiale ou temporelle. Le modèle utilisé mène à des équations aux dé-
rivées partielles omportant des termes quadratiques et ubiques en fontion du déplaement.
La non-linéarité provient uniquement de la relation entre les déplaements et les déformations,
appelée déformation de Green-Lagrange. En eet, dans e mémoire, on ne s'intéresse pas aux non-
linéarités provenant des onditions aux limites, omme par exemple elles que l'on peut trouver
lors des modélisations de hos/ontats/frottements, ni aux relations non linéaires provenant de
la loi de omportement, omme par exemple les relations issues des modélisations de matériaux
plastiques, visqueux, ou viso-plastiques. La relation entre les déformations et les ontraintes est
don une loi de omportement simplement élastique linéaire isotrope.
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On présente le modèle du as général 3D, pour s'attaquer ensuite au as partiulier du
modèle de l'approximation des poutres et plaques, qui est fortement utilisée dans le domaine de
l'étude des strutures mines. Aussi bien pour le modèle du as général 3D que pour le as de
l'approximation des poutres et plaques, on présentera la desription de la géométrie ainsi que
elle du hamp de déplaement. On s'intéressera ensuite à l'expression de la déformation non
linéaire puis à l'expression de la ontrainte via la loi de omportement, pour nir ave l'ériture
des équations du mouvement.
6.2.1 Problème 3D
On onsidère d'une part un orps élastique déformable 3D de volume intial Ω0 et sa frontière
initiale ∂Ω0 et d'autre part son volume déformé orrespondant Ω ave sa frontière déformée ∂Ω.
On onsidère de plus un repère artésien orthonormé (x1,x2,x3) ave ses oordonnées (x,y,z).
6.2.1.a Déplaement
Soit X0 un point de l'espae situé dans le volume Ω0 de la onguration initiale et X le
point de l'espae orrespondant après déformation situé dans la onguration déformée Ω. On
notera u(t,x,y,z) ou u(t,X0) le hamp de déplaement déni sur R
+×Ω0 de telle sorte que l'on
ait
X(t,X0) =X0 + u(t,X0)
6.2.1.b Déformation de Green-Lagrange
L'expression de la déformation suit la loi de Green-Lagrange, qui est exprimée sous la
forme d'un tenseur du seond ordre fontion du déplaement u. Sans auune approximation sur
l'amplitude des déplaements ou des rotations, la relation entre les déplaements et la déformation
est la suivante :
γ(u) =
1
2
(
∂u
∂X0
+
∂u
∂X0
T
) +
1
2
∂u
∂X0
T ∂u
∂X0
(6.1)
soit
γ(u) = γ l(u) + γnl(u,u)
ave γl(u) étant la partie linéaire orrespondant à l'approximation HPP, et γnl(u,u) orrespon-
dant au terme d'où provient l'unique non-linéairité de notre étude.
Pour la suite, on utilisera impliitement la notation de Voight
(1)
.
6.2.1. Contrainte et loi de omportement
Pour un matériau linéaire isotrope, la densité d'énergie est la suivante :
w(u) =
1
2
γ(u)TDγ(u)
ave la ontrainte exprimée par la loi de omportement linéaire
S =
∂w
∂u
=Dγ (6.2)
S est le seond tenseur des ontraintes de Piola-Kirhho et D la matrie de raideur élastique
du matériau.
(1). Cette notation onsiste à érire les tenseurs du seond ordre (γ,S) sous forme de veteurs, et les tenseurs
du quatrième ordre (omme le tenseur D) sous forme matriielle.
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6.2.1.d Equations du mouvement
L'équation du mouvement peut être obtenue en utilisant le prinipe de Halmiton qui stipule
que
δ
∫ t2
t1
T (u)− V (u)dt = 0 pour δu(t1) = δu(t2) = 0 (6.3)
ave T et V étant respetivement l'énergie inétique et l'énergie potentielle.
T (u) =
1
2
∫
Ω0
ρ0
(
∂u
∂t
)2
dΩ0
V (u) =
∫
Ω0
w(u)dΩ0 −
∫
Ω0
f¯ext(t)udΩ0 −
∫
δΩ0
f¯ δext(t)udδΩ0 (6.4)
L'appliation du prinipe (6.3) ave les expressions de T et de V onduit aux équations du
mouvement sous forme variationnelle, nommée prinipe des puissanes virtuelles
−
∫
Ω0
Sδγ(u)dΩ0︸ ︷︷ ︸
Puiss. eorts intérieurs
+
∫
Ω0
f¯ ext(t)δudΩ0 +
∫
δΩ0
f¯ δext(t)δudδΩ0︸ ︷︷ ︸
Puiss. eorts exterieurs
=
∫
Ω0
ρ
∂2u
∂2t
δudΩ0︸ ︷︷ ︸
Puiss. aelérations
∀δu C.A.0
(6.5)
6.2.2 Approximation des strutures mines
L'étude des vibrations de strutures mines et des poutres onstituent la majeure partie des
appliations des.vibrations de strutures en non linéaire géométrique. Dans le as des poutres, la
dimension longitudinale qui est très supérieure aux deux autres failite les déplaements trans-
versaux (phénomène de exion). Ces mêmes déplaements transversaux engendrent par ouplage
non linéaire une tension longitudinale. Dans le as des plaques, e sont les déplaements ortho-
gnaux à la surfae qui sont failités et qui engendrent des phénomènes de tension de membrane.
Le modèle des poutres ave l'hypothèse des rotations modérées et le modèle des plaques de Von
Kärman permettent de modéliser les phénomènes pré-ités. Ces deux modèles sont rappelés i-
dessous, sans entrer dans les détails de la démarhe de alul, qu'on pourra trouver par exemple
dans Geradin (1993), Chia (1980), ou enore Reddy (1997).
On onsidère une poutre droite de setion Σ et de longueur l et une plaque de surfae
moyenne ω et d'épaisseur h. On onserve toutes les notations utilisées auparavant dans e ha-
pitre. On utilisera de plus la notation d'Einstein pour les indies.
6.2.2.a Déplaements
On se limite au as où les setions droites ont un mouvement de orps rigide et restent
normales à la déformée de la ligne moyenne (hypothèse de Kirhho-Love). Les déplaements
sont alors entièrement déterminés par eux de la ligne moyenne pour la poutre et par eux de la
surfae moyenne pour la plaque, noté (u¯,ω) dans x1,x2,x3, ave u¯ = u1(x,t)x1, w = ω(x,t) pour
une poutre et u¯ = u1(x,y,t)x1 + u2(x,y,t)x2, ω = ω(x,y,t) pour une plaque. On a alors
u(x,y,z,t) = (uα − z ∂ω
∂xα
)xα + ωx3
ave α = 1 pour une poutre et variant de 1 à 2 pour une plaque.
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6.2.2.b Contraintes
On utilise l'hypothèse des ontraintes planes. Celles-i se réduisent don à la omposante
Sxx pour une poutre et pour une plaque, elles s'érivent :
S =

 Sxx Sxy 0Sxy Sxy 0
0 0 0


On introduit ensuite les ontraintes génalisées suivantes (ave ∆ = [−h2 ,h2 ] pour une plaque et
∆ = Σ pour une poutre) :
Nαβ =
∫
∆
Sαβd∆ et Mαβ =
∫
∆
zSαβ d∆
nommés respetivement eorts normaux et moments de exion.
6.2.2. Déformations
A ela on ajoute l'hypothèse des rotations modérées (ie les termes de rotations sont petits
mais non négligeables par rapport aux gradients des déplaements), e qui onduit à l'ériture
de γ :
γαβ = e
l
αβ(u¯) + e
nl
αβ(w,w)︸ ︷︷ ︸ +zkαβ(w)
eαβ
(6.6)
pour
elαβ(u¯) =
1
2(uα,β + uβ,α)
enlαβ(w,w) =
1
2w,αw,β
kαβ(w) = −w,αβ
(6.7)
e représente les déformations de membrane (tension pour une poutre) et k elles de exion parfois
appelées ourbure.
6.2.2.d Loi de omportement
De la loi de omportement 3D (6.2), on déduit les lois de omportement pour les strutures
mines, dans le as des poutres (I désigne le moment d'inertie quadratique) :
N11 = EΣe11
M11 = EIk11
(6.8)
dans le as des plaques :
Nαβ =
Eh
1−ν2
((1− ν)eαβ + νeγγδαβ)
Mαβ =
Eh3
12(1−ν2)
((1 − ν)kαβ + νkγγδαβ) (6.9)
6.2.2.e Equations du mouvement
On déduit alors de 6.4 la formulation variationnelle du problème pour les strutures mines :
− ∫Γ(Nαβ(elαβ(δu¯) + 2enlαβ(w,δw)) +Mαβkαβ(δw)) dΓ + Pext(δu¯,δw) = ∫Γ ρΓ(u¨αδuα + w¨δw)dΓ
∀δu¯ et δw C.A.0
(6.10)
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Γ = [0,l] pour une poutre et Γ = ω pour une plaque. ρΓ désigne respetivement la masse linéique
(poutre) ou surfaique (plaque), dénie par :
ρΓ =
∫
Σ
ρdΣ (poutre) ou ρΓ =
∫ h
2
−h
2
ρdz (plaque)
A noter qu'on néglige également l'énergie d'inertie de rotation.
Ce qui donne, pour les équations du mouvement sous forme loale :
Nαβ,β + F¯α = ρΓu¨α dans Γ
Mαβ,αβ + (Nαβw,α(x)),β + F¯z = ρΓw¨
+ onditions aux limites. (6.11)
Les deux formulations rappelées i-dessus pour les poutres et les plaques appellent quelques brefs
ommentaires. Tout d'abord, dans les deux as, le problème est déoupé en deux parties : elui
de membrane, ou tension pour les poutres, (e et N ) et elui de exion (k et M). Dans le as
linéaire, es deux aspets sont déouplés, et don solubles indépendamment l'un de l'autre. En
non linéaire géométrique des termes de ouplage interviennent et ompliquent don la résolution.
En outre, le fait de onsidérer un matériau linéaire élastique simplie fortement le problème.
D'autre ouplages ont lieu, par exemple dans le as des omposites. Mais e n'est pas le propos
de ette thèse et on pourra trouver plus de détails à e sujet, entre autres dans Reddy (1997).
Quoiqu'il en soit, au nal les équations de poutres et de plaques ont la même struture que elles
du as général, (6.4), il sut pour passer d'un as à l'autre "d'adapter" les éritures (passage de
S à (N ,M) et ...). Dans la suite on utilisera le formalisme "trois dimensions" de (6.4) sans se
préouper du as onsidéré (général, poutre ou plaque). Notons que l'on pourra aussi étendre
le formalisme au as des oques en grandes rotations, pour ela voir Zahrouni et al. (1999).
6.3 Disrétisation spatiale
Dans l'objetif de résoudre numériquement les équations du mouvement, nous devons les
transformer en équations algébriques. La première étape onsiste à disrétiser spatialement les
équations aux dérivées partielles du mouvement par la méthode des éléments nis. Nous rappelons
que ette méthode onsiste à disrétiser le volume ontinu Ω0 en sous-domaines. Sur haques sous
domaines, nommés éléments nis, le hamp de déplaement u ou/et le hamp de ontrainte S
sont approhés à l'aide de fontions de formes paramétrées par les valeurs de es mêmes hamps
en leurs noeuds. Dans notre étude nous utiliserons une formulation en déplaement de sorte que
seul le hamp de déplaement sera projeté sur un ensemble d'éléments nis. Ainsi, nous aurons
pour haque élément ni noté e,
ue(t,x,y,z) =N(x,y,z)qe(t)
ave ue(t,x,y,z) étant le déplaement déni sur le volume δΩe0 de l'élément nis e,N une fontion
de forme, et qe étant le veteur de déplaement aux noeuds de l'élément qui est de dimension
égale au nombre de degrés de liberté de l'élément. En e qui onerne le hamp de ontrainte, il
sera déterminé seulement aux points de Gauss, lieux ou les sommations ontinues des intégrales
présentes dans (6.5) sont transformées en sommations disrètes. La relation (6.1), est érite sous
forme disrète à l'aide des matries Bel et B
e
nl bien onnues dans le domaine du non linéaire
géométrique
γe = (Bel +
1
2
Benl(q
e))qe
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ave la matrie Benl(q
e) linéaire en qe. L'expression de la variation disrete de la déformation est
δγe = (Bel +B
e
nl(q
e))δqe = Be(qe)δq
e
Ce qui permet d'exprimer les équations du mouvement (6.5) et la relation de omportement (6.2)
sous forme variationelle pour la struture omplète
∑
e−δqeT
{∫
Ωe0
Be(qe)TSedΩO + f
e
ext(t)−M e d
2qe
d2t
}
= 0
ave Se =D(Bel +
1
2B
e
nl(q
e))qe
(6.12)
ave {
f eext(t) =
∫
Ωe0
NT f¯ext(t)dΩO +
∫
δΩe N
T f¯δext(t)dδΩO
M e =
∫
Ωe0
ρNTNdΩ0
Les veteurs des déplaements aux noeuds qe sont lassiquement assemblés de manière à former
un unique veteur q de déplaement de tous les noeuds (2). Ainsi, les équations pour la struture
omplète peuvent être notées ainsi
− ∫Ω0 B(q)TSdΩO + fext(t) =M d2qd2t
ave S =D(Bl +
1
2Bnl(q))q
(6.13)
et ave la matrie de masse M étant un assemblage des matries élémentaires M e, de même
pour le veteur des eorts extérieurs fext ainsi que pour le veteur des ontraintes S. En e
qui onerne les matries globales Bl, Bnl et B présentes notamment dans le terme des fores
internes
−
∫
Ω
B(q)TSdΩO
, leur notation n'est que formelle, de sorte que es matries ne sont pas expliitement onstruites.
Au lieu de ça, ette expression intégrale est onstruite par assemblage des veteurs fores internes
élémentaires présents dans (6.12). Nous reviendrons sur le problème d'assemblage dans le hapitre
suivant. Avant d'eetuer la seonde disrétisation temporelle onernant ette fois-i la variable
temps, il faut tout d'abord appliquer le prinipe de normalisation temporelle déja évoqué dans
e hapitre. Le système (6.13) après normalisation s'érit
− ∫Ω0 B(q)TSdΩO + f ext(τ) = 1T 2M d2qd2τ
ave S =D(Bl +
1
2Bnl(q))q
(6.14)
ave le veteur fext ayant subi aussi
(3)
le hangement de variable t = τ
T
.
(2). Cet assemblage n'est pas une simple onanétation des veteurs qe (veteur mis bouts à bouts), ar la majorité
des noeuds sont partagés par plusieurs éléments nis. La table de onnetivité des noeuds permet l'assemblage
des veteurs d'eorts, des veteurs déplaements et des matries tangentes de la struture omplète à partir des
données élémentaires
(3). Nous garderons la même notation pour e veteur malgré le hangement de variable temporel
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6.4 Disrétisation temporelle
Toujours dans l'objetif de résoudre les équations du mouvement de manière numérique,
nous devons eetuer maintenant une disrétisation temporelle de (6.14). Cette disrétisation
onsiste à partager l'intervalle de temps normalisé [0,1] en m sous -domaines de dimensions
égales, et à transformer les inonnues q(τ) et S(τ) ontinues en temps en variables disrètes,
seulement déterminées aux temps disrets normalisés τk =
k
m
. Nous noterons qk = q(τk) et
Sk = S(τk) respetivement les veteurs de déplaements aux noeuds de la struture globale à
l'instant τk, et Sk le veteur des ontraintes aux points de gauss de la struture globale aussi à
l'instant τk.
En méanique des strutures, les shémas les plus lassiquement utilisés sont le shéma de
Newmark et ses variantes (shéma de Hilbert-Hugue-Taylor (HHT) entre autres). Cependant, es
shémas
(4)
peuvent s'avérer être instables en non linéaire géométrique lorsque l'amortissement
est inexistant (as des systèmes onservatifs), pour de plus amples informations voir Crisfield
(1997b). Dans Simo et Tamow (1992) est présenté un shéma d'intégration numérique ayant
la propriété de onserver exatement l'énergie méanique entre deux pas de temps. En plus de
la stabilité arue amenée par e shéma, sa propriété de onservation est un aspet qui semble
souhaitable lorsque l'on alule des solutions périodiques
(5)
. Cependant, ette onservation se
paye au prix d'une modiation dans l'ériture des fores internes qui pousse à la réériture des
opérateurs lassiques de aluls de fores internes et de leurs opérateurs tangents, et ei jusqu'au
niveau le plus bas de l'implantation (réériture des proédures jusqu'au niveau élémentaire des
éléments nis). La réériture de es opérateurs étant un travail onséquent, nous avons eetué
des tests omparatifs sur un système à deux degrés de liberté an d'avoir une idée de l'apport
onret et éventuel de e shéma sur notre problème de alul d'orbites périodiques.
Apres une brève desription des deux shémas numériques en question, nous présentons
une étude omparative qualitative.
6.4.1 Shéma de Newmark
Nous rappelons que dans le formalisme des systèmes dynamiques du premier ordre, les
équations du mouvement au seond ordre de (6.14) peuvent s'érire ainsi


− ∫Ω0 B(q)TSdΩO − α 1TCq˙ + f ext(τ) = 1T 2M dq˙dτ
q˙ = dq
dτ
ave S =D(Bl +
1
2Bnl(q))q
(6.15)
et ave q˙ désignant la vitesse normalisée égale à dq
dτ
et en ayant pris soin de rajouter le terme
dissipatif αCq˙. Le shéma de newmark onsiste à érire les équations de (6.15) à l'instant τk+ 1
2
(4). En linéaire, es shémas sont stables et performants
(5). En eet, lorqu'un shéma numérique introduit de la dissipation (ou au ontraire introduit de l'énergie
"artiielle"), les trajetoires initialement périodiques se tranforment en spirales (ou partent à l'inni) et il semble
évident qu'une trajetoire périodique ne puisse exister dans es onditions sans un apport (ou une dissipation)
ompensatoire "artitiel(le)" d'énergie
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en utilisant le shéma du trapèze pour l'expression des dérivées en temps. Ce qui donne
∆k(Zk,Zk+1,T,α) :=
 −
∫
Ω0
B(
qk+qk+1
2 )
TSk+ 1
2
dΩO − α 1TC
q˙k+1+q˙k
2 + f ext(τk+ 12
) = 1
T 2
M
q˙k+1−q˙k
dτ
q˙k+q˙k+1
2 =
qk+1−qk
dτ
ave Sk+ 1
2
=D(Bl +
1
2Bnl(
qk+qk+1
2 ))
(
qk+qk+1
2
)
(6.16)
et ave
(6) dτ = 1
m
, Sk+ 1
2
étant la ontrainte au temps τk+ 1
2
et Zk étant le veteur d'état
Zk = [qk,q˙k]
T
.
6.4.2 Shéma de Simo
Comme dit préédemment, le shéma de Simo onsiste à modier légèrement l'expression
des fores internes, de sorte que les ontraintes soient exprimées aux temps τk. Ainsi les fores
internes utilisent la moyenne des ontraintes aux temps τk et τk+1,
∆k(Zk,Zk+1,T,α) :=
 −
∫
Ω0
B(
qk+qk+1
2 )
T Sk+Sk+1
2 dΩO − α 1TC
q˙k+1+q˙k
2 + f ext(τk+ 12
) = 1
T 2
M
q˙k+1−q˙k
dτ
q˙k+q˙k+1
2 =
qk+1−qk
dτ
ave Sk =D(Bl +
1
2Bnl(qk))qk
(6.17)
ave Zk = [qk,q˙k]
T
.
La forme (6.17) (il en est de même pour (6.16)) peut être utilisée pour faire de l'intégration
direte des équations de la dynamique. Hors du ontexte de la reherhe des orbites périodiques
par méthode simultanée (voir plus loin), ette intégration direte onsiste à aluler des traje-
toires disretes quelonques solutions d'un PVI tel que (5.35). On pourra pour ela utiliser un
proessus itératif de prédition-orretion qui permettra de passer d'un pas de temps τk, où l'état
Zk est onnu, au pas de temps suivant τk+1, où l'inonnue Zk+1 est alulée de manière itérative
à partir des résidus de l'équation (6.17) et de son appliation tangente
∂∆k
∂Zk+1
(Geradin (1993)).
6.4.3 Etude omparative et hoix
Dans Simo et Tamow (1992), et ave f ext(τk) = 0 et α = 0, on montre que le shéma de
Simo (6.17) onserve exatement la somme de l'énergie inétique et de l'énergie potentielle entre
deux pas de temps. Dans un ontexte où (6.17) est utilisé pour faire de l'intégration numérique
direte, ette onservation implique une réponse bornée de la suite qk=0...m même lorsque m est
petit et T est grande. Ainsi le shéma numérique de Simo ne diverge (7) jamais, ontrairement à
un shéma de Newmark dans ertaines onditions. Cette divergene provient de l'ampliation
du bruit numérique souvent amenée dans la partie supérieure de la déomposition de Fourier du
(6). On a τ = t
T
don dτ = dt
T
et de plus T = dtm don dτ = 1
m
.
(7). On dit qu'une intégration diverge lorsque la suite ||qk|| tend vers l'inni.
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signal de réponse (les hautes fréquenes). Ce problème survient d'autant plus si le système est
raide
(8)
, e qui est le as pour nos strutures modélisées par éléments nis.
Les onsidérations préédentes nous poussent don à utiliser le shéma de Simo. Cependant,
pour justier l'eort de odage néessaire de son implantation pour les modèles éléments nis,
nous avons eetué au préalable une étude omparative sur un système dynamique raide à deux
degrés de liberté. Cette étude omparative onsistat en divers tests :
 Test d'intégration direte sur une période d'osillation orrespondant au mode basse fré-
quene ainsi que pour des durées plus longues. Le test onsistait à reherher la raideur
maximale autorisant la onvergene des algorithmes du proessus d'intégration direte des
équations du mouvement. Cei pour les deux shémas en question.
 Test d'intégration direte sur une période d'osillation orrespondant aussi au mode basse
fréquene ainsi que pour des durées plus longues. Le test onsistait à reherher la longueur
du pas de temps (dτ) autorisant la onvergene des algorithmes du proessus d'intégration
direte des équations du mouvement. Cei pour les deux shémas en question.
 Test de onvergene de la méthode de tir (voir plus loin). Le test onsistait à partir d'une
orbite périodique disrétisée en temps, puis de reherher le pas maximal autorisant la
onvergene vers une orbite de plus grande énergie. Cei pour les deux shémas en question.
 Test de onvergene de la méthode simultanée (voir plus loin). Le test onsistait à partir
d'une orbite périodique disrétisée en temps, puis de reherher le pas maximal autorisant
la onvergene vers une orbite de plus grande énergie. Cei pour les deux shémas en
question.
Ces tests, n'ont ependant pas donné les résultats esomptés, à savoir une meilleure robustesse
du shéma de Simo omparé au shéma de Newmark. En eet, les deux shémas ont montré des
performanes équivalentes sur l'ensemble des tests omparatifs. Bien entendu, il est problable
que es mêmes tests, eetués sur des strutures éléments nis à grand nombre de degrés de
liberté auraient donné l'avantage au shéma de Simo.
N'ayant pas le temps néessaire d'eetuer de nouveaux tests omparatifs sur des strutures
éléments nis, nous restons à e jour sans résultats nous permetant de faire un hoix pertinent.
Ainsi, nous érirons la suite du problème en onservant les deux shémas d'intégrations tant
que ela ne surhargera pas trop l'ériture. En e qui onerne l'implantation de la méthode
des orbites périodiques, présenté à la n de e hapitre, elle utilisera le shéma d'intégration de
Newmark, qui est plus faile à mettre en oeuvre numériquement.
6.4.4 Erreur de périodiité et fréquene de Shannon
Il est onnu que la fréquene maximale représentable par un signal disret est limitée par
la fréquene dite de Shannon. Nous rappelons que la fréquene de Shannon d'un signal disrétisé
en temps se dénit ainsi
fs =
fe
2
=
1
2dt
=
m
2T
(6.18)
ave fe étant la fréquene d'éhantillonnage du signal disret, dt la valeur du pas de temps
et T la valeur de la période d'intégration. Ainsi, lors d'une disrétisation d'un signal multi-
harmonique ontinu en temps, seules les harmoniques inférieures à la fréquene de Shannon
(8). On dit qu'un système méanique est raide lorsque le rapport σ entre la plus grande fréquene propre et la
plus petite est grand (lorque σ & 20). En pratique, la majorité des strutures modélisées en éléments nis sont
raides et ei est d'autant plus vrai lorsque la struture est disrétisée nement.
108 CHAPITRE 6. UNE MÉTHODE DE CALCUL DES MODES NON LINÉAIRES : LA MÉTHODE OPMAN
sont orretement représentés. En e qui onerne les harmoniques de fréquenes supérieures, ils
seront translatés
(9)
dans le spetre en des harmoniques de fréquenes inférieures à fs, 'est le
phénomène de repliement.
Lorsque l'on disrétise les équations du mouvement d'un système dynamique pour obtenir
par intégration direte les solutions disrétisées en temps, es onsidérations restent valables. Par
onséquent, et selon (6.18), le nombre de points d'intégration hoisis pour dérire une solution
périodique (ou non périodique) onditionne la valeur de la fréquene de Shannon et don aussi
la fréquene maximale représentable dans le signal disret.
D'autre part, se serait une erreur de penser qu'en se limitant aux fréquenes inférieures
à la fréquene de Shannon, le signal disrétisé s'en trouverait exatement représenté. En fait,
les harmoniques infèrieurs à la fréquene de Shannon sont légèrement translatés dans le spetre
suivant une loi dépendant du shéma d'intégration. Dans le ontexte du alul de solutions
périodiques on peut d'ailleurs introduire une erreur de périodiité, liée à ette translation en
fréquene dans le spetre, dénie dans Geradin (1993) à l'aide de l'expression suivante,
Ep =
Tm − T
T
(6.19)
ave Ep étant l'erreur de périodiité, Tm étant la période d'une réponse d'un système dynamique
disrétisé en temps alulée par intégration numérique, T étant la période de la solution pério-
dique exate du même système dynamique mais ontinu en temps et m étant le nombre de pas
de temps utilisé.
Pour illustrer ei, nous avons dans Arquier (2003), alulé
(10)
l'erreur de périodiité de
la solution disrétisée par shéma de Newmark du système dynamique unidimensionnel
u¨+ u = 0 (6.20)
pour un ensemble de valeurs de m à l'aide d'une méthode prohe de la méthode simultanée ou-
plée à une étude aux valeurs propres. La gure 6.1 page 109 montre l'évolution de l'erreur de
périodiité en fontion du rapport
f
fs
entre la fréquene du signal de réponse f(= 12πHz) et la
fréquene du Shannon fs, elle-même liée (voir relation 6.18) au nombre de pas de temps utilisé
pour la desription de la solution mono-harmonique u(t) = acos(t).
La gure montre l'augmentation de l'erreur Ep ave le rapport
f
fs
. Ainsi, lorque le rapport
f
fs
est faible (
f
fs
< 0.1), l'erreur en périodiité reste raisonnable (Ep < 1.10
−2
). Inversement
lorsque la fréquene du signal f se rapprohe de la fréquene de Shannon (rapport f
fs
prohe de
1), l'erreur en périodiité n'est plus négligeable.
Remarque 7
Cette remarque est importante pour le hapitre suivant. Lorsque le signal est multi-harmonique
(ei inlut le as d'une réponse multimodale), les diérentes harmoniques sont déalés non-
uniformément suivant une loi prohe de elle présentée dans la gure 6.1 page 109. Ainsi, les
harmoniques de basses fréquenes seront peu déalées dans le spetre, ontrairement aux harmo-
niques de hautes fréquenes, prohes de la fréquene de Shannon. En somme, la présene de la
(9). Plus préisément, si fi est la fréquene d'un hamonique tel que fi > fs, alors et harmonique se retrouvera
à la fréquene "symétrique" à fs soit f
′
i = 2fs − fi.
(10). Ce alul n'est ependant que qualitatif. En eet, le système (6.20) est linéaire alors que les systèmes
onsidérés dans ette étude sont non-linéaires. Il est fort probable que la présene d'une non-linéairité modie les
valeurs de l'erreur en périodiité. Malheureusement, ne possédant pas de solutions non linéaire exates, nous ne
pouvons pas aluler l'erreur ave des systèmes dynamiques non linéaires. Par onséquent, il faudra se ontenter
de l'aspet qualitatif des résultats.
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Figure 6.1  Erreur de périodicité en fonction du rapport entre la fréquence du signal solution du
système dynamique (6.20) et la fréquence de Shannon.
disrétisation temporelle induit une distortion des diagrammes de réponse, d'autant plus présente
lorsque le nombre de pas de temps m est faible et que les signaux de réponses omportent des
harmoniques à hautes fréquenes.
o
6.5 Formulation disrète du problème des orbites périodiques
Nous arrivons à terme de la formulation disrète du PVB (5.34) page 93. Ayant formulé
nos équations du mouvement sous forme algébrique (6.16) ou (6.17) , il est maintenant possible
de résoudre les équations d'intégration du sous-problème aux valeurs initiales (5.35). En e qui
onerne les équations de périodiité ainsi que l'équation de phase de (5.34), leur ériture dé-
pend de la méthode de résolution. En eet, ii deux hoix s'orent à nous. Le premier, plus
lassique, onsiste à utiliser la méthode de tir, et le seond, beauoup moins répandu, onsiste à
résoudre simultanément le problème (5.34) et son sous-problème aux valeurs initiales (5.35). Ces
deux méthodes sont dérites dans les lignes qui vont suivre. Enn, sauf indiations ontraires,
nous onsidèrerons pour la suite seulement le système autonome onservatif, 'est à dire que
nous onsidérons la réponse libre du système sans forçage (f ext = 0), an d'obtenir les orbites
périodiques onstituant les modes non linéaires onservatifs.
6.5.1 Méthode de tir
La méthode de tir est dérite dans Seydel (1994) et dans Nayfeh et Balahandran
(1995). C'est une méthode largement répandue dans la ommunauté et qui a fait de nombreuses
fois ses preuves pour la résolution de PVB de toutes sortes
(11)
. Cette dernière permet aisément
de aluler les solutions périodiques de systèmes dynamiques ayant un nombre raisonnable de
(11). Pas seulement des PVB dénissant des orbites périodiques.
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degrés de liberté (le logiiel AUTO utilise ette méthode Doedel (2007)) et lorsque es solutions
orrespondent à des orbites stables. Le prinipe de ette méthode peut s'énoner de la manière
suivante :
1. Connaissant (p0,T 0,0) une solution approhée du PVB (5.34) page 93.
2. On résout par intégration direte la forme disrétisée (6.16) du sous-problème aux valeurs
initiales (5.35) page 93 ave (pi,T i,αi) omme point initial, e qui nous donne la valeur
z(1;pi,T i,αi) orrespondante au point nal de la trajetoire (12).
3. On alule le résidu du système d'équationsRA de (5.35) à partir de la valeur de z(1;p
i,T i,αi).
Si ||RA|| < ǫ, on stoppe en onsidérant que (pi,T i,αi) est notre solution (p0,T0,α0(≃ 0)),
sinon on ontinue.
4. On orrige (pi,T i,αi) à l'aide de l'appliation tangente (5.37) page 93 et de son résidu RA,
e qui donne (pi+1,T i+1,αi+1). On reprend à l'étape 2 ave (pi+1,T i+1,αi+1)→ (pi,T i,αi).
Cet algorithme montre que pour obtenir le point solution (p0,T0,α0(≃ 0)), deux proessus ité-
ratifs imbriqués sont néessaires. Le premier est elui de l'intégration direte
(13)
présent dans
l'étape 2, et le seond est l'algorithme lui-même. D'autre part, la matrie tangente de RA, fai-
sant notamment intervenir la matrie de monodromie, onstruite lors de l'étape 2, nééssite m
multipliations matriielles de taille 2n×2n, e qui est lourd d'un point de vue numérique. Enn,
le fait que l'étape 2 soit en elle-même un proessus itératif et non une simple fontion, empêhe
l'utilisation de la MAN pour la résolution du problème global. Pour toutes es raisons, nous
avons orienté notre hoix vers la méthode simultanée, dérite dans les lignes suivantes.
6.5.2 Méthode simultanée
Comme dit préédemment, la méthode simultanée onsiste à résoudre simultanément le
PVB et son sous-problème aux valeurs initiales. Soit Z = [Z0,Z1, . . . ,Zk, . . . ,Zm]
T
le veteur
ontenant l'ensemble de tous les veteurs d'états de la trajetoire aux instants τk=0...m, l'idée de
la méthode est d'obtenir simultanément le veteur d'ensemble des d'états Z, la période T , ainsi
que le salaire α. Pour ela, on érit dans un même système les formes algébriques disrétisées
des équations du PVI (5.35) ainsi que elles du PVB (5.34) ave l'équation de phase simpliée
jouant sur les données en vitesse seulement. Ce qui donne
RA(Z,T,α) :=


∆0(Z0,Z1,T,α) = 0
∆1(Z1,Z2,T,α) = 0
.
.
.
∆k(Zk,Zk+1,T,α) = 0
.
.
.
∆m−1(Zm−1,Zm,T,α) = 0
Z0 −Zm = 0
vT0 n = 0
(12). Pour les premières itérations, le point (pi,T i,αi) n'étant pas un point exatement situé sur une orbite
périodique, la trajetoire z(τ ;pi,T i,αi) n'est don pas exatement périodique.
(13). Pour passer d'un pas de temps k au suivant k+1, la forme impliite non linéaire de (6.16) oblige l'appliation
d'une méthode itérative omme par exemple la méthode de Newton-Raphson
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Pour des raisons d'ériture et dans un soui de simpliation de l'implantation, on éliminera
l'état Z0 et on ondensera l'équation de périodiité de sorte que le veteur d'ensemble des états
soit égal à Z = [Z1, . . . ,Zm]
T
(l'état initial devient don Z1). On introduira de plus l'indie à
rotation irulaire (k) tel que

si k < 1 alors (k) = k +m
si 1 ≤ k ≤ m alors (k) = k
si k > m alors (k) = k −m
(6.21)
Ce qui donne la nouvelle ériture du problème
RA(Z,T,α) :=
{
∆k(Z(k),Z(k+1),T,α) = 0 pour k = 1 . . . m
vT1 n = 0
(6.22)
qui est un système à 2nm+ 1 équations et 2nm+ 2 inonnues.
Remarque 8
Même si la ondition de périodiité n'est plus présente, la ondition de boulage subsiste. En
eet, en prenant k = m, la dernière équation de (6.22) s'érit ∆k(Zm,Z1,T,α) = 0, e qui montre
la présene impliite d'une ondition de boulage sur les états Zm et Z1.
o
Pour une valeur de la période T xée, le système (6.22) permet de dénir loalement
une orbite unique. Ainsi à l'aide d'un simple algorithme de Newton-Raphson, et d'une solution
approhée, on pourra obtenir la solution exate orrespondante. On pourra aussi employer une
méthode lassique de prédition-orretion ave algorithme de Newton-Raphson pour eetuer
la ontinuation des solutions et obtenir ainsi les surfaes invariantes de l'espae des phases.
Bien que peu utilisée, ette tehnique, onsistant à érire toutes les équations disrétisées
en temps de la dynamique plus l'équation de périodiité dans un seul et même système et
résoudre le tout simultanément n'est pas nouvelle. Dans Nayfeh et Balahandran (1995),
une méthode similaire est dérite, nommée nite dierene method, utilisée pour le alul de
yles limites de systèmes autonomes mais non onservatifs. Comparée à la méthode de tir,
les auteurs parlent d'une "meilleure onvergene" de la méthode nite dierene method dans
les as où les solutions orrespondent à des orbites instables (voir aussi Doedel (1997)). Ce
résultat n'est pas étonnant, puisque ette méthode omporte un proessus itératif de moins
que la méthode de tir. En eet, lors de l'intégration d'un orbite instable, les trajetoires sont
fortement sensibles aux onditions initiales, e qui est fatal pour la proédure de orretion
lors des tirs suessifs (étapes 2,3,4 de l'algorithme présenté en setion 6.5.1). En éliminant
le proessus d'intégration numérique diret, on élimine en même temps ette sensibilité aux
onditions initiales en reherhant diretement l'ensemble des veteurs d'états orrespondant à
une solution périodique. En plus bien sûr de l'amélioration de la onvergene, ette méthode
apporte aussi l'avantage dominant d'étre ompatible ave la méthode numérique asymptotique
(MAN) dérite dans la première partie de e mémoire.
6.5.3 Condensation des vitesses
Comme dit préedement le système (6.22) est de taille 2nm + 1. Lorsque n est grand, la
taille du système peut devenir préoupante d'un point de vue numérique. An de diminuer la
112 CHAPITRE 6. UNE MÉTHODE DE CALCUL DES MODES NON LINÉAIRES : LA MÉTHODE OPMAN
taille du système, on peut ondenser
(14)
les relations liant la vitesse aux déplaements ontenus
dans (6.16) et (6.17). Cei est possible grâe à la forme partiulière du système (6.22). En eet,
les relations vitesses/déplaements étant toutes érites dans un même système et ayant de plus
une relation de boulage impliite, on peut en déduire une relation exprimant la vitesse q˙ au
temps τk simplement en fontion des données en positions qk=1...m. Cette relation est obtenue
ave les aluls qui suivent.
SoitQ le veteur ontenant toutes les inonnues en déplaement, 'est à direQ = [q1, . . . ,qm].
En prenant la seonde équation de (6.16) ou de (6.17), on peut érire
q˙(k) = χkQ− q˙(k−1) (6.23)
ave la matrie χk de taille n×mn telle que χkQ = 2dτ (q(k) − q(k−1)). On peut érire aussi
q˙1 = χ1Q− q˙m
q˙2 = χ2Q− χ1Q+ q˙m
q˙3 = χ3Q− χ2Q+ χ1Q− q˙m
.
.
.
q˙k =
(∑k
j=1(−1)j+kχj
)
Q+ (−1)kq˙m
.
.
.
q˙m =
(∑m
j=1(−1)j+mχj
)
Q+ (−1)mq˙m
(6.24)
De la dernière ligne on tire l'expression de q˙m,
q˙m =
1
1− (−1)m

 m∑
j=1
(−1)j+mχj

Q (6.25)
D'où l'expression reherhée de q˙k simplement en fontion de Q,
q˙k =



 k∑
j=1
(−1)j+kχj

+ (−1)k
1− (−1)m

 m∑
j=1
(−1)j+mχj



Q = V kQ (6.26)
.Ainsi la matrie V k permet d'obtenir l'expression des vitesses normalisées en fontion des dépla-
ements seulement. An de simplier l'ériture, on introduit aussi la matrie Γk+ 1
2
=
V (k+1)−V k
dτ
permettant d'exprimer les aélérations normalisées en fontion des déplaements, 'est à dire
q¨k+ 1
2
= Γk+ 1
2
Q.
Remarque 9
Le dénominateur de la fration
(−1)k
1−(−1)m rend l'expression (6.26) valide uniquement pour m im-
pair
(15)
.
o
(14). C'est à dire éliminer les inonnues en vitesses et les équations reliant les données en déplaements aux
données en vitesses.
(15). Pour m pair, V k n'est pas dénie.
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Utilisons don maintenant les matries V k et Γk pour réérire la relation (6.16) du shéma
de Newmark sans les données en vitesses, tout en introduisant la notation x¯k+ 1
2
=
xk+x(k+1)
2 pour
alléger l'ériture.
∆k(Q,T,α) :=
− ∫Ω0 B(q¯k+ 12 )TSk+ 12 dΩO − α 1TCV¯ k+ 12Q+ f ext(τk+ 12 ) = 1T 2MΓk+ 12Q
ave Sk+ 1
2
=D(Bl +
1
2Bnl(q¯k+ 12
))q¯k+ 1
2
(6.27)
de même pour la relation (6.17) du shéma de Simo,
∆k(Q,T,α) :=
− ∫Ω0 B(q¯k+ 12 )T S¯k+ 12 dΩO − α 1TCV¯ k+ 12Q+ f ext(τk+ 12 ) = 1T 2MΓk+ 12Q
ave Sk =D(Bl +
1
2Bnl(qk))qk
(6.28)
Ainsi, ave (6.27) ou bien (6.28), le système (6.22) se réérit seulement ave les données en
positions, soit
RA(Q,T,α) :=
{
∆k(Q,T,α) = 0 pour k = 1 . . . m
nTV 1Q = 0
(6.29)
qui est un système à n ∗m+ 1 équations et n ∗m+ 2 inonnues.
6.6 Continuation des orbites par la MAN (méthode OPMAN)
Les solutions du système (6.29) peuvent se aluler par ontinuation ave des méthodes
inrémentales-itératives de type prédition-orretion ave algorithme de Newton-Raphson. Ce-
pendant, selon les onsidérations déja évoquées dans la première partie de e mémoire, nous
préférons utiliser la méthode asymptotique numérique pour eetuer la ontinuation des solu-
tions de (6.29). D'autre part, onformément au hoix du shéma d'intégration expliité en (6.4.3)
nous érirons ii le problème des orbites périodiques assoié aux équations du shéma de New-
mark seulement
(16)
.
Pour érire le problème des Orbites Périodiques ave la MAN (méthode OPMAN), nous
allons tour à tour dérire
1. la mise en forme quadratique des équations et une introdution des gradients des déplae-
ments θ,
2. l'ériture du problème à l'ordre p donnant l'expression des termes des séries de la MAN
3. l'algorithme permettant d'obtenir les termes des séries en fontion du point de départ du
tronçon.
(16). Bien que les équations du problème des orbites périodiques érites ave l'algorithme de Simo soient très
prohes de elles érites ave l'algorithme de Newmark, nous ne voulons pas surharger l'ériture
114 CHAPITRE 6. UNE MÉTHODE DE CALCUL DES MODES NON LINÉAIRES : LA MÉTHODE OPMAN
6.6.1 Mise en forme quadratique
Pour ela, nous devons formuler le système (6.29) sous forme quadratique en séparant le
alul des ontraintes du alul des autres membres des équations de (6.27). D'autre part, nous
allons aussi, et ei pour des raisons d'optimisations numériques, introduire la variable des gra-
dients des déplaements θ dans le alul des déformations. Ainsi, le système (6.27) orrespondant
aux équations de Newmark se réérit,
∆k(Q,Sk+ 1
2
,θk,θk+1,F,β) :=
− ∫Ω0 (Bl +A(θ¯k+ 12 )G
)T
Sk+ 1
2
dΩO − βCV¯ k+ 1
2
Q+ fext(τk+ 1
2
) = FMΓk+ 1
2
Q
ave Sk+ 1
2
=D(H l +
1
2A(θ¯k+ 12
))θ¯k+ 1
2
et ave θk = Gqk
(6.30)
Ave F = 1
T 2
et β = α
T
. Ainsi, la forme quadratique des équations du système (6.29) s'érit
RA(Q,S,θ,F,β) :=
{
∆k(Q,Sk+ 1
2
,θk,θk+1,T,α) = 0 pour k = 1 . . . m
nTV 1Q = 0
(6.31)
ave le veteur (sans indies) S = [S1+ 1
2
, . . . ,Sm+ 1
2
]T et θ = [θ1, . . . ,θm]
T
.
6.6.2 Problème à l'ordre p
Nous exprimons les variables qk, Sk+ 1
2
et θk en développement asymptotique à l'ordre N ,


qk(a) =
∑N
r=0 a
rqrk
Fk(a) =
∑N
r=0 a
rF rk
βk(a) =
∑N
r=0 a
rβrk
Sk+ 1
2
(a) =
∑N
r=0 a
rSr
k+ 1
2
θk(a) =
∑N
r=0 a
rθrk
(6.32)
ainsi nous avons impliitement Q(a) =
∑N
r=0 a
rQr. Pour le alul des termes de séries de qrk,
Sr
k+ 1
2
et θrk, nous devons introduire le développement (6.32) dans les équations de (6.31) pour
k = 1, . . . ,m ainsi que dans l'équation de phase présente dans (6.29). Ainsi, en séparant les
termes de même puissane de a on obtient les équations à l'ordre p,
Mouvement à l'ordre p :
0 = F 0MΓk+ 1
2
Qp + F pMΓk+ 1
2
Q0 + β0CV¯ k+ 1
2
Qp + βpCV¯ k+ 1
2
Q0
+
∫
Ω0
(
Bl +A(θ¯
0
k+ 1
2
)G
)T
S
p
k+ 1
2
dΩO +
∫
Ω0
(
A(θ¯
p
k+ 1
2
)G
)T
S0
k+ 1
2
dΩO
+
∑p−1
r=1 F
rMΓk+ 1
2
Qp−r +
∑p−1
r=1 β
rCV¯ k+ 1
2
Qp−r +
∑p−1
r=1
∫
Ω0
(
A(θ¯
r
k+ 1
2
)G
)T
S
p−r
k+ 1
2
dΩO
(6.33)
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Contraintes à l'ordre p :
S
p
k+ 1
2
= DHθ¯
p
k+ 1
2
+ 12DA(θ¯
0
k+ 1
2
)θ¯
p
k+ 1
2
+ 12DA(θ¯
p
k+ 1
2
)θ¯
0
k+ 1
2
+
∑p−1
r=1DA(θ¯
r
k+ 1
2
)θ¯
p−r
k+ 1
2
(6.34)
Gradients à l'ordre p :
θ
p
k = Gq
p
Phase à l'ordre p :
nTV 1Q
p = 0
Ces équations doivent être remaniées an d'exprimer le problème linéaire ayant pour in-
onnue le veteur à l'ordre p, Up = [Qp,F p,βp]. Ce système d'équations linéaires est obtenu en
substituant l'expression des ontraintes à l'ordre p (6.34) dans l'équation du mouvement à l'ordre
p (6.33) et en rajoutant l'équation de phase et l'équation de longueur d'ar ave la matrie de
hemin diagonale
(17) A, soit
Problème à l'ordre p :

K∆U
p = Fnlp
nTV 1Q
p = 0
(U1)TAUp = 0 si p > 1 , (U 1)TAU p = 1 sinon
(6.35)
ave le seond membre Fnlp onstruit par assemblage vertial des petits seonds membres Fnl
p
k
donnés par l'équation :
Seond membre à l'ordre p au pas k :
Fnl
p
k = −
∑p−1
r=1 F
rMΓk+ 1
2
Qp−r −∑p−1r=1 βrCV¯ k+ 1
2
Qp−r
− ∑p−1r=1 ∫Ω0 (A(θ¯rk+ 12 )G
)T
S
p−r
k+ 1
2
dΩO −
∫
Ω0
(
Bl +A(θ¯
0
k+ 1
2
)G
)T
Snl
p
k+ 1
2
dΩO
ave Snl
p
k+ 1
2
=
∑p−1
r=1DA(θ¯
r
k+ 1
2
)θ¯
p−r
k+ 1
2
(6.36)
et ei pour k = 1, . . . ,m. D'autre part, la matrie K∆ du système (6.35) est onstruite par
assemblage (aussi par onanétation vertiale) des petites matries tangentes retangulaires de
taille n× nm de l'équation (6.27) elles-mêmes dénies ainsi :
Matrie tangente au pas k au point U0 :
K∆k =
[
∂∆k
∂Q
|∂∆k
∂F
| ∂∆k
∂β
]
(U 0) (6.37)
(17). Qu'il ne faudra pas onfondre ave la matrie de même notation utilisée pour l'expression de la partie non
linéaire des déformations.
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6.6.3 Algorithme de alul des termes des séries
L'algorithme de alul des termes des séries se sépare en deux parties distintes. La première
partie onerne le alul du permier terme (ordre p = 1), et la seonde onerne le alul des
termes suivants jusqu'à l'ordre N (soit p = 2 . . . N).
Calul de l'ordre 1 : Soit U0 le terme onstant du développement, aussi point de départ
du tronçon de la MAN et solution du système d'équations (6.29), alulé par exemple par une
méthode de orretion
(18)
.
1. On alule la matrie jaobienne K du système d'équations (6.29), égale à ∂RA
∂U
(U 0), qui
est une matrie de taille (nm+ 1)× (nm+ 2).
2. On alule le terme U1 à l'aide du veteur tangent à la branhe au point U0 :
(a) Soit W , un veteur de Rn+2, on résout le système linéaire d'inonnue W ,
∂RA
∂U
(U0)W = 0
ave la omposante nm + 2 du veteur W égale à 1, e qui revient à résoudre le
système, [
∂RA
∂Q
(U 0)
∂RA
∂F
(U0)
]
{W }1,...,nm+1 = −
∂RA
∂β
(U0) (6.38)
(b) Pour être onforme à l'équation de longueur d'ar, on normalise le veteur alulé
préédemment ave l'expression
U t =
W√
W TAW
.
() Soit U s, le veteur de sortie tangent au tronçon préédent de la ontinuation évaluée
pour la valeur du paramètre de hemin a = amax, on prendra enn

U1 = U t si U
T
s U t > 0
U1 = −U t si UTs U t < 0
(6.39)
Ce dernier test permet d'assurer la ontinuité du sens de progression sur la ourbe
solution d'un tronçon à l'autre.
3. On alule S1
k+ 1
2
=D
(
Bl +Bnl(q¯
0
k+ 1
2
)
)
q¯1
k+ 1
2
pour k = 1, . . . ,m.
4. On alule θ1k = Gq
1
k pour k = 1, . . . ,m.
5. On alule Snl2 et Fnl2 onformément à (6.36) mais pour k = 1, . . . ,m.
Calul des ordres p :
1. On onstruit la matrie Kt de taille nm+ 2× nm+ 2 (matrie arrée) par onanétation
vertiale de la matrie K préédemment alulé pour l'ordre 1 et du veteur tangent à
l'équation de longueur d'ar U1
T
A, on a don
Kt =
[
K
U1
T
A
]
(6.40)
(18). On pourra utiliser la méthode de orretion de Newton-Raphson ou une méthode d'homotopie.
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2. Pour des raisons d'optimisation de alul, on déompose une bonne fois pour toutes la
matrie Kt par fatorisation LU + réorganisation de sorte que Kt = P
−1 L U Q−1, ave
L étant une matrie triangulaire inférieure, U étant une matrie supérieure et P et Q des
matries de réorganisation d'indies, permettant une déomposition de Kt optimale (voir
doumentation du logiiel Matlab).
3. Pour p ompris variant de 2 à N
(a) On alule
(19)
l'ordre p,
U p = QU−1L−1P [FnlpT 0]T
(b) On alule S
p
k+ 1
2
=D
(
Bl +Bnl(q¯
0
k+ 1
2
)
)
q¯
p
k+ 1
2
+ Snlp
k+ 1
2
pour k = 1, . . . ,m.
() On alule θ
p
k = Gq
p
k pour k = 1, . . . ,m.
(d) On alule Snlp+1 et Fnlp+1 onformément à (6.36) mais pour k = 1, . . . ,m.
Ainsi, l'appliation de l'algorithme permet d'obtenir les termes de séries pour un tronçon
ayant omme point de départ U 0. Cet algorithme est ensuite ré-itéré an de onstruire le tronçon
suivant, ayant omme point de départ le nouveau point U0 = U(amax), ave U(amax) étant la
"n" du tronçon venant juste d'être alulé. Ainsi, en itérant plusieurs fois l'algorithme, on
onstruit de prohe en prohe les tronçons onstituant la branhe de solution, qui onstitue une
partie de la surfae invariante du MNL.
6.7 Implémentation
Il s'agit maintenant de traduire l'algorithme de la méthode OPMAN dans le langage in-
formatique. Nous présentons ii la version la plus aboutie de l'ériture de la méthode, tout en
mentionnant qu'une dizaine de versions très diérentes les unes des autres ont été implantées. On
reensera ii les 6 versions les plus déterminantes, listées dans l'ordre hronologique de réation :
 Version pour le système à deux degrés de liberté du benhmark de l'Euromeh 457.
 Version pour les équations du modèle de Westerveld, permettant de aluler les modes
non-linéaires de ertains instruments de musique à vents (il s'agit d'ondes stationnaires
unidimensionnelles du uide dans le résonateur).
 Version pour un modèle de poutre disrétisée par éléments nis.
 Version pour les systèmes à deux degrés de liberté à pompage d'énergie.
 Version générique pour les systèmes à faible nombre de degrés de liberté à non-linéarité
quadratique et ubique.
 Version pour les modèles ontinus disrétisés par éléments nis ave élément pour oques
mines (version présentée ii).
Toutes es versions sauf la première ont été interfaées ave MANLAB. La dernière version,
utilisant les modèles éléments nis de oques, fait l'objet de ette setion.
Les lignes suivantes n'ont pas prétention d'être une desription exhaustive. On exposera
seulement les grandes lignes de ette implantation, tout en insistant sur les points qui méritent
une attention partiulière, omme par exemple la desription d'une méthode de onstrution
eae de la matrie tangente ainsi que la onstrution optimisée des seonds membres de la
MAN.
(19). les matries U et L ne sont pas expliitements inversées. En eet, lors du alul du veteur U p, deux système
linéaires sont résolus. Etant donnés que U et L sont triangulaires, le alul est eetué rapidement.
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6.7.1 Struture
La gure (6.2) présente la struture en 4 modules utilisée pour le odage de la méthode
OPMAN. Seules les fontionnalités d'interfaçage utilisateur et de gestion de base de donnée du
programme MANLAB sont utilisées dans ette implantation. L'algorithme de alul des termes
de série ainsi que l'algorithme de orretion de solutions approhées, déja présents dans le pro-
gramme MANLAB, ont été remplaés par des algorithmes dédiés à la méthode OPMAN an de
permettre une ériture optimisée. Ce remplaement est notamment permis par la surharge des
fontions de la lasse de base de l'implantation de MANLAB (voir doumentation de MANLAB
pour plus d'information sur le prinipe de surhage).
On présente maintenant les deux plus haut niveaux de la struture du ode (module MAN-
LAB) et le module de alul d'orbites périodiques (module MODELEEFOP), les deux modules
au plus bas niveau (module MODELEEF, et bibliothèque EVEMATLABLIB) ayant déja été
présentés dans la première partie du mémoire.
PSfrag replaements
Figure 6.2  Structure du code de la méthode OPMAN liée avec MANLAB. Les flèches doivent se lire
comme le terme "utilise".
6.7.2 Niveau 1 : Manlab
Le module MANLAB a déjà été présenté dans la première partie de e mémoire. Nous
indiquons seulement ii les fontionnalités utilisées :
1. Ahage du diagramme de réponse (présentation du diagramme, repositionnement du
point ourant et onsultation de la base de données et...).
2. Interfaçage ave l'utilisateur (lanement du alul de tronçons, sauts, ajout de perturbations
et...)
3. Gestion de la base de données de tronçons (sauvegardes et hargements).
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6.7.3 Niveau 2 : Classe MODELEEFOP
La lasse MODELEEFOP (MODELE Eléments Finis Orbites Périodiques), érite en lan-
gage Matlab, est l'image de la méthode OPMAN. Ses fontions prinipales sont le alul et la
orretion de solutions approhées, ainsi que le alul des termes de séries. On retiendra don les
fontionnalités prinipales suivantes :
1. Constrution de solutions approhées à l'aide des modes propres linéaires alulés dans le
module inférieur MODELEEF.
2. Corretion de solutions approhées par la méthode de Newton-Rapson.
3. Calul du résidu RA(Q,S,θ,F,β) du système (6.31) page 114.
4. Initialisation des liste d'indies non-zeros de la matrie Kt par assemblage des listes d'in-
dies des sous-matries K∆k et des veteurs n
TV 1 et Q
1TA.
5. Assemblage des listes de valeurs de la matrie Kt à partir des listes de valeurs des sous-
matries K∆k, des valeurs des veteurs n
TV 1 et Q
1TA et onstrution eetive de la
matrie Kt au format reux à partir de la liste d'indies d'éléments non-zeros.
6. Assemblage des seonds membres Fnlp de la méthode OPMAN.
7. Assemblage du veteur de ontrainte S.
8. Assemblage du veteur de gradient θ.
9. Algorithme de alul des termes de séries de la méthode OPMAN (voir sous-setion 6.6.3).
6.7.3.a Constrution de la matrie tangente
Les points 5 et 6 onernent la onstrution de la matrie tangente au format reux Kt.
Matlab possède une gestion des matries relativement performante, qui permet en outre d'ee-
tuer aisément des assemblages "à la volée" de matrie reuses à partir de sous-matries reuses.
Cet assemblage peut ependant s'avérer extrêment lent lorsque les matries et sous-matries sont
de grandes dimensions. En eet, les premières implantations de la méthode OPMAN utilisaient
ette méthode d'assemblage à la volée, e qui rendait les temps de aluls très longs, à tel point
que le temps de alul total d'une branhe était pratiquement égal au temps de ontrutions de
matries. An de remédier au problème, nous avons fait la distintion entre
 la onstrution des listes de oordonnées d'indies des oeients non-zéros
(20)
, Kt_rows
et Kt_ols,
 la liste des valeurs des oeients de la matrie (liste de nombres réels), Kt_vals,
 la matrie omplète au format reux (struture non zéros + valeurs), Kt.
Ainsi, les listes d'indies des oeients non-zéros Kt_rows et Kt_ols, qui restent les mêmes pour
toute l'exéution, sont onstruites et stokées une bonne fois pour toutes lors de l'initialisation
du programme. Ensuite, lors d'une évaluation de la matrie (itération de Newton-Rapshon ou
tronçon de MAN), les valeurs des oeients Kt_vals sont alulés, an de onstruire la matrie
au format reux Kt. à l'aide de la ligne suivante :
Kt = sparse(Kt_rows, Kt_ols, Kt_vals);
Comparé à la première méthode (ontrution à la volée) le temps d'exéution de la ommande
Matlab sparse, dédié à la onversion des listes de oordonnées au format Compressed Column
Storage (CCS), est très raisonnable (10% environ du temps de alul total).
(20). Autrement dit, la liste des oordonnées (i,j) des oeients non nuls de la matrie en question.
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6.7.3.b Constrution des seonds membres
Le point 6 onerne la onstrution du veteur seond membre de la MAN. Comme on
peut le voir dans l'expression (6.36) page 115, l'expression des seonds membres fait intervenir
plusieurs sommations sur les indies des termes du développement de la MAN (r = 1, . . . ,N). Ces
sommations peuvent s'eetuer à plusieurs niveaux. Si on hoisit le plus haut niveau (sommations
dans une fontion de la lasse MODELEEFOP), on multiplie les appels de fontions de plus bas
niveau, e qui implique de aluler plusieurs fois ertaines données qui restent onstantes lors de
la sommation (les matries B(q0) et G restent les mêmes pour haque valeur de l'indie r). Si
l'on hoisit d'eetuer les sommations dans le plus bas niveau (bibliothèque EVEMATLABLIB),
on diminue grandement le nombre d'appels de fontions de plus bas niveau, tout en alulant
une seule fois les matries B(q0) et G pour haque valeur de l'ordre p. La première solution
(sommations au plus haut niveau) est plus simple d'un point de vue odage mais plus lente,
alors que la seonde (sommation au plus bas niveau) est plus omplexe mais plus rapide. Par
expériene
(21)
, le gain de temps apporté par la seonde solution est important. Nous avons don
hoisi d'eetuer les sommations au plus bas niveau.
(21). La omparaison de plusieurs programmes de MAN développés sous matlab et l'implantation du ode éléments
nis EVE ont montré que les sommations doivent se faire au plus bas niveau.
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6.8 Conlusion
On a présenté dans e hapitre le passage entre la formulation théorique du problème des
orbites périodiques et son ériture disrète, nommée méthode OPMAN. On a tout d'abord pré-
isé le adre méanique de l'élastodynamique en non linéaire géométrique pour le as exat 3D et
le as de l'approximation des strutures mines. En onservant la formulation générale et exate
du as 3D, on a disrétisé les équations du mouvement en espae par la méthode des éléments
nis, puis en temps, à l'aide de deux shémas temporels diérents. Bien que le shéma de Simo
possède la propriété intéressante de onservation de l'énergie méanique totale, la omparaison
ave le shéma de Newmark n'a pas donné de résultats susamments onvainants justiant sa
mise en oeuvre plus omplexe, du moins dans le as du alul d'orbites périodiques.
Une fois les équations du mouvement obtenues sous forme disrète, on a dérit deux mé-
thodes d'obtention d'orbites périodiques. Pour ela on a rappelé une méthode itérative onnue
sous le nom de méthode de tir, puis on a présenté la méthode simultanée qui possède l'avan-
tage de dénir l'orbite disrète sans proessus itératif et surtout sous forme de système algébrique.
Après avoir divisé par deux la taille du système algébrique en supprimant les données en
vitesse, on a hoisi d'utiliser la MAN pour le résoudre au lieu de la méthode plus lassique de
Newton Raphson, ei an de bénéier des avantages dérits dans la première partie du mémoire
(détetion des bifurations, adaptation automatique des longueurs de pas et méthode de bran-
hement robuste par perturbation). Il s'en est suivi une néessaire reformulation quadratique du
système et la desription de l'algorithme de alul des termes des séries de la MAN. On a terminé
e hapitre par une desription des grandes lignes de l'implantation numérique de la méthode
OPMAN, à savoir la struturation du ode, et le alul eae de la matrie tangente et des
seonds membres.
Vient maintenant la mise à l'épreuve de l'ensemble, à l'aide de strutures mines modélisées
par éléments nis.
Chapitre
7
Expérimentations numériques
ave la méthode OPMAN
C
e hapitre présente les résultats des expérimen-
tations numériques menées sur deux strutures
mines.
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7.1 Introdution
On présente dans e hapitre des simultations de vibrations libres de deux strutures mines
ave la méthode OPMAN, en apportant quelques interprétations sur les résultats obtenus.
Après une desrition d'une poutre mine et de ses fréquenes et modes propres linéaires,
on enhaînera sur la présentation des résultats de ontinuation de ses solutions périodiques. On
étudiera l'ensemble du diagramme et quelques images de déformées obtenues en des points par-
tiuliers, en essayant de lassier les diverses branhes et points de bifuration.
An de pousser la lassiation au maximum, on projettera l'ensemble des solutions sur la
base des modes linéaires, on obtiendra alors pour haque mode linéaire un diagramme représen-
tant la partiipation de sa déformée dans le mouvement non linéaire. Il ne s'agira pas d'eetuer
une déomposition modale à proprement parler, mais ela nous permettra en tout as d'avoir une
vision plus ompréhensible des résultats. On montrera notamment et lairement des branhes
reliant des modes non linéaires entre eux, branhes qui ont d'ailleurs déja été présentées dans
Perignon (2004) sur une poutre de dimensions similaires.
D'autre part, on a montré dans le hapitre préédent omment le nombre de pas de temps
utilisés pour dérire une solution périodique pouvait en modifer sa période. Pour en savoir d'avan-
tage sur l'inuene de la disrétisation temporelle, on eetuera un seond alul, ave un nombre
de pas diérent. On omparera alors les deux diagrammes et on essayera d'en tirer une onlusion.
D'autre part, un des points importants de e hapitre onerne la présene de points de
bifuration partiuliers, qui donnent naissane à des branhes bifurquées alulables seulement
ave ajout de perturbation (il s'agira des bifurations notées ax). Ces bifurations étant assez
nombreuses et problématiques, il semblait important de déterminer leur origine. On présente
don pour ela, les solutions périodiques d'un système disret à deux degrés de liberté, similaire
à deux osillateurs de Dung ouplés. On retrouvera sur e système plus simple les mêmes types
de bifurations partiulières, e qui nous permettra d'apporter quelques expliations sur leur pré-
sene. De fait, à l'issue du hapitre, on pourra mieux évaluer la méthode dérite dans e mémoire.
Enn, pour terminer le hapitre, on présentera les résultats de ontinuation d'une struture
plus omplexe. L'objetif étant d'évaluer l'implantation numérique et notamment son aptitude
à gérer des modèles ayant un nombre important de degrés de liberté.
7.2 Expérimentations numériques sur une poutre
7.2.1 Présentation de la poutre
Nous présentons ii le modèle éléments nis utilisé pour les expérimentations numériques.
Il s'agit d'une poutre doublement enastrée de dimensions 600× 30× 2(mm) disrétisée à l'aide
de 16 éléments nis de type DKT. Le hoix des dimensions du modèle est motivé par l'existene
de la poutre du ban d'essai réel présenté dans Perignon (2004). La gure 7.1 page 126 montre
le modèle disrétisé qui sera utilisé dans nos expérimentations numériques.
D'une manière générale, nous savons que la disrétisation d'un modèle ontinu a une in-
uene sur le ontenu spetral du problème aux valeurs propres linéaires orrespondant. Dans le
as présent, ave seulement 16 éléments nis, les modes à haute fréquene du problème ontinu
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Figure 7.1  Poutre doublement encastrée de dimensions 600× 30× 2(mm) discrétisée à l’aide de 16
éléments finis de type DKT. L’image montre la déformée du premier mode ainsi que la poutre au repos
(en pointillés)
sont mal représentés, voire non representés dans le modèle disrétisé. Ce problème est bien onnu
dans le domaine de l'étude des vibrations linéaires et non linéaires de strutures. L'étude de l'in-
uene de la disrétisation spatiale n'est pas le propos de e mémoire. Ainsi, nous onsidèrerons
le problème disrétisé en tant que simple système dynamique disret, sans se préouper des
diérenes ave le modèle ontinu.
La gure 7.2 page 127 montre le spetre de fréquenes du problème aux valeurs propres
des équations du mouvement linéarisées. Etant donné que la struture possède 70 degrés de
liberté, le spetre de fréquenes omporte don aussi 70 fréquenes propres. Certaines fréquenes
orrespondent à des modes de exion, d'autres à des modes de tration-ompression, d'autres à
des modes de torsion et d'autres à des modes de isaillement. La première barre vertiale située
en fi = 30,09Hz orrespond au premier mode qui est un mode de exion. Seuls les modes à
basses fréquenes sont orretement représentés spatialement, ontrairement aux modes à hautes
fréquenes qui sourent d'un manque de dénition spatiale et sont par onséquent dépourvus de
réalité physique. Cei dit, es modes de vibrations sont des solutions du problème aux valeurs
propres des équations du mouvement linéarisées et leurs pendants non linéaires sont don aussi
solutions des équations du mouvement non linéaires. Nous verrons par la suite que ertains de
es modes à hautes fréquenes se manifestent lors du alul des modes non linéaires à basse
fréquene et ne peuvent don pas être ignorés. Nous présentons par ailleurs les fréquenes des 16
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Figure 7.2  Spectre de fréquences correspondant au problème aux valeurs propres des équations du
mouvement linéarisé du modèle de poutre discrétisée par éléments finis.
premiers modes linéaires dans le tableau suivant
i (mode) fi (fréquene Hz) i mode fi (fréquene Hz)
1 30.09 9 958.43
2 87.58 10 1099.0
3 184.85 11 1443.6
4 365.13 12 1726.3
5 324.04 13 1914.4
6 522.33 14 1994.7
7 727.68 15 42102.2
8 750.47 16 43113.6
7.2.2 Réponse libre
La gure 7.3 page 128 montre un résultat de ontinuation par la méthode OPMAN ave
27 pas de temps (m = 27), ave un veteur de phase n hoisi tel que la vitesse vertiale au
quart de la poutre soit nulle, soit vz(τ = 0,x ≈ L/3) = 0, de telle sorte que le mouvement sur
le premier mode et le troisième mode soit verrouillé de façon ertaine. Le alul a été eetué
ave un départ sur le premier mode linéaire à 30,09Hz (mode de exion) et sur une plage de
fréquene normalisée (
f
f1
) omprise entre 1 et 1.4 (seule la plage 1 à 1.3 est ahée) ave f1
étant la fréquene du premier mode linéaire (f1 = 30,09Hz). Le diagramme présente la èhe
au milieu de la poutre et pour le premier pas de temps (τ = τ1 = 0), soit uz(x =
L
2 ,τ = 0), en
fontion de la fréquene normalisée (
f
f1
= 1
f1T
), ave T étant toujours la période d'intégration de
l'orbite périodique. Plus préisément, haque point du diagramme de ontinuation représente un
départ d'un tronçon de la MAN (termes U0 de l'algorithme (6.6.3) page 116). Pour information,
la èhe au milieu de la poutre au premier pas de temps uz(x =
L
2 ,τ = 0) orrespond à la valeur
de la omposante 51 du veteur U . De même, la fréquene au arré (variable F ) est présente
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dans la omposante 2916. Le diagramme de ontinuation est don une projetion de l'ensemble
des solutions dans le plan
(
√
U2916
f1
,U51)
.
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Figure 7.3  Branche fondamentale et quelques branches bifurquées de la réponse libre conservative
de la poutre présentée en figure 7.1 page 126 calculée par la méthode OPMAN avec 27 pas de temps
(m = 27) et avec un départ sur le mode 1. Flèche au milieu de la poutre et pour le premier pas de
temps (τ = τ1 = 0) soit uz(x = L2 ,τ = 0) en fonction de la fréquence normalisée ( ff1 = 1f1T ). Les flèches
A,C,D,E,F et G indiquent le noms des branches et indiquent aussi les coordonnées où les déformées
sont affichées en figure 7.4 page 129. Les points ab,ac,cd,fc,ae et, eg signalent les points de bifurcation
et de quasi-bifurcations.
Le alul du diagramme de réponse tel qu'il est présenté en gure 7.3 page 128 a néessité
une dizaine d'heures de alul étalées sur plusieurs jours. A l'issue de haque session de alul,
la base de données des tronçons a été sauvegardée puis rehargée pour les sessions suivantes an
d'être omplétée par séletion manuelle des branhes seondaires a priori intéressantes (toujours
à l'aide du logiiel MANLAB). Pour passer les points de bifuration, des sauts ainsi que des
hangements de sens de ontinuation ont été eetués. Par ontre, nous n'avons pas utilisé la
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Figure 7.4  Déformées au premier pas de temps (τ = τ1 = 0) pour les points A,C,D,E,F et G du
diagramme de continuation figure 7.3 page 128.
méthode de branhement par perturbation. Ainsi, toutes les branhes présentées sont issues du
problème non perturbé.
On observe don la branhe fondamentale ainsi que plusieurs branhes bifurquées. Les
points de bifuration ( ou quasi bifurations) sont notés en minusules ( ab,ac,cd,fc,ae et eg) et
les majusules (A,C,D,E,F et G) désignent le nom des diverses branhes et représentent aussi
les oordonnées où les déformées au temps τ = τ1 = 0 (premier pas de temps) sont ahées en
gure 7.4 page 129.
On retiendra de es résultats les faits suivants :
1. Le "début" de la branhe A, situé à l'intersetion de l'axe des absisses et de la branhe A,
qui orrespond à l'orbite initiale obtenue par orretion itérative de l'orbite du problème
aux valeurs propres (premier mode linéaire), n'est pas exatement située en
f
f1
= 1. Cette
erreur en périodiité, dûe à la disrétisation temporelle, est expliquée dans le paragraphe
(6.4.4) page 107.
2. La branhe fondamentale, désignée par la lettre A, témoigne d'un omportement raidissant,
aratéristique des raideurs ubiques d'une poutre droite.
3. La branhe fondamentale A présente un grand nombre de points de bifuration. Ces points
sont signalés soit par une aumulation des départs de séries de la MAN (points de bifur-
ation exate ax), soit par une très forte ourbure (points de quasi-bifurations ac et cd),
ou soit par la présene de branhes bifurquées oupant la branhe fondamentale (points ab
et ae).
4. Par rapport à la branhe fondamentale A, les branhes C et E sont des branhes bifur-
quées de premier ordre oupant respetivement la branhe fondamentale au point de quasi
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bifuration ac et au point de bifuration ae.
5. Par rapport à la branhe fondamentale A, les points de bifuration eg et fc et le point
de quasi bifuration cd donnent lieu à trois branhes bifurquées de seond ordre (branhes
G,F et D).
6. La branhe F est reliée à la branhe fondamentale A par l'intermédiaire de la branhe C,
en passant par les points de quasi bifuration ac, puis cd, puis par le point de bifuration
fc.
7. Les déformées aux points C,D et E mettent en évidene la présene simultanée de déformées
de modes de exion (voir gure 7.4 page 129).
8. La déformée au point G met en évidene la présene de torsion mélée à des déformées
d'autres modes de exion (voir gure 7.4 page 129).
9. Dans la branhe A, seule la déformée du premier mode semble présente (voir gure 7.4
page 129).
10. Dans la branhe F , seule la déformée du troisième mode semble présente (voir gure 7.4
page 129).
11. Dans la branhe C, la déformée du premier mode et la déformée du troisième mode semblent
simultanément présentes (voir gure 7.4 page 129).
12. Les points de bifuration signalés ax, donnent lieu à des branhes bifurquées singulières
(la matrie tangente du problème simultanée n'est plus inversible). Notons que le hange-
ment du degrés de liberté utilisé pour l'équation de phase ne hange pas le problème. Les
branhes issues de es points peuvent ependant être alulées en ajoutant une perturba-
tion d'amplitude susamment importante. On donnera une expliation de e phénomène
en setion 7.3 page 137.
Les informations données par le diagramme de la gure 7.3 page 128 et par les déformées de
la gure 7.4 page 129 nous apportent des informations qualitatives portant la présene de défor-
mées des modes linéaires dans les réponses non linéaires. An de rendre es résultats quantitatifs,
nous présentons dans les lignes suivantes une méthode de post-traitement permettant d'obtenir
des résultats globalement plus lisibles et qui permettent don une interprétation physique plus
poussée.
7.2.3 Analyse par partiipation modale
Comme dit préédemment, les résultats présentés en gure 7.3 page 128 montrent un
nombre important de points de bifuration et de branhes seondaires, mais es données brutes
sont peu lisibles et ne permettent don pas d'interprétation physique.
En observant les déformées présentées en gure 7.4 page 129, on peut tout de même déteter
la présene simultanée de plusieurs déformées modales, prohes des elles données par le alul
aux valeurs propres. D'où l'idée de projeter les trajetoires périodiques omposant le MNL sur une
base des déformées des modes linéaires. Cette projetion peut se faire de la manière suivante, soit
qk pour k = 1, . . . ,m les valeurs disrètes des déplaements des degrés de liberté de la struture
pour un point (une orbite périodique) du diagramme de ontinuation donné, M la matrie de
masse, φi étant la déformée du mode linéaire i obtenu par le problème aux valeurs propres, on
dénira θik, la projetion du mouvement disret sur le mode i au pas de temps k de la manière
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suivante :
(1)
θki = Φ
T
i Mqk (7.1)
Les données θki pour k = 1 . . . m nous permettent ainsi d'avoir le mouvement projeté sur
haque modes i et pour un point donné du diagramme de ontinuation. On peut dénir ensuite la
partiipation modale Pi omme étant l'énergie (au sens de l'analyse du signal) de haque signaux
disrets θik=1,...,m sur la totalité d'une orbite périodique. On dénira ette partiipation modale
omme il suit :
Pi =
1
m
m∑
k=1
(
Φ
T
i Mqk
)2
(7.2)
Remarque 10
L'énergie Pi peut être interprétée omme étant la partiipation de la déformée du mode linéaire
i lors du mouvement de la struture pour un point donné du diagramme de ontinuation.
o
7.2.3.a Résultats pour le diagramme omplet
Nous avons eetué le alul de la partiipation modale (7.2) pour l'ensemble des points
solutions onstituant le diagramme gure 7.3 page 128 et pour i balayant les 70 modes linéaires
de la struture à partir de la base de données de Manlab. Le résultat de e post-traitement
est présenté en gure 7.5 page 132. Seules les partiipations modales des déformées des modes
linéaires i = 1,3,6,9 et 12 sont présentées et traée dans ette même gure (les autres partii-
pations étant nulles à la préision mahine près, e qui en soit est un résultat important). En
ordonnée est présentée la partiipation modale de la déformée de haque mode linéaire i et en
absisse, on retrouve la fréquene normalisée
f
f1
= 1
f1T
. Les èhes A,C,D,E,F et G indiquent
le nom des branhes ainsi que les oordonnées où les harmoniques des signaux θi sont ahées
en gure 7.5 page 132. Comme pour le diagramme préédent, les points ab,ac,cd,fc,ae et, eg
signalent les points de bifuration et de quasi-bifurations
(2)
.
Etant donné que les partiipations sont superposées dans le même diagramme, ertaines
branhes apparaissent simultanément ('est le as pour les branhes C,D,G et E). Pour om-
prendre omment lire le diagramme, prenons l'exemple de la branhe G, située à la droite du
diagramme ( vers
f
f1
= 1.19). Cette branhe apparait 3 fois, dans les partiipations P1, P6 et
P12. Ainsi lors d'un mouvement sur la branhe G, les déformées des modes 1, 6 et 12 partiipent
simultanément au mouvement.
On retiendra de e diagramme les faits suivants :
1. Pour l'ensemble du diagramme de ontinuation de la poutre, seules 5 déformées modales
linéaires sont susantes pour reonstruire les diverses déformées non linéaires.
2. Les branhes bifurquées sont généralement symétriques au voisinage des points de bifur-
ation exate, 'est le as notamment pour les branhes E et G du diagramme préédent
(1). Les veteurs des déformées des modes linéaires sont ertes une base de R
n
, mais ils ne sont pas orthogonaux
entre-eux. Par ontre, ils vérient la propriété suivante : Φ
T
i MΦj = 0 ∀i,j and i 6= j. D'où la néessité d'ee-
tuer le hangement de variable y = Mq pour que la partiipation d'un mode i dans le mouvement n'aete les
valeurs que d'un seul signal disret θi.
(2). Les points A,C,D,E,F,G ainsi que les points ab,ac,cd,fc,ae et, eg orrespondent aux points de mêmes noms
de la gure 7.3 page 128.
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Figure 7.5  Post traitement par participation modale de la branche fondamentale et quelques branches
bifurquées de la réponse libre conservative de la poutre calculée par la méthode OPMAN avec 27 pas de
temps (m = 27) et avec un départ sur le mode 1. En ordonnée, la participation modale Pi des déformées
des modes linéaires 1,3,6,9,12, en abscisse, la fréquence normalisée ( f
f1
= 1
f1T
). Les flèches A,C,D,E,F
et G indiquent les noms des branches et indiquent aussi les coordonnées où les harmoniques des
signaux θi sont affichées en figure 7.5 page 132. Les points ab,ac,cd,fc,ae et, eg signalent les points
de bifurcation et de quasi-bifurcation. Les points A,C,D,E,F,G ainsi que les points ab,ac,cd,fc,ae et, eg
correspondent aux points de mêmes noms de la figure 7.3 page 128.
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en gure 7.3 page 128 qui témoignent de l'apparition déphasée de 180◦ de nouvelles om-
posantes du mouvement de part et d'autre du point de bifuration. Il est intéressant de
remarquer que la transformation de e diagramme à l'aide des partiipations modales a
replié les branhes bifurquées symétriques les unes sur les autres (voir branhes E et G sur
le diagramme gure 7.5 page 132). Cei a pour eet bénéque de simplier le diagramme
en éliminant les branhes qui n'apportent pas d'informations réellement nouvelles pour la
ompréhension du mouvement.
3. La branhe fondamentale A est non nulle seulement dans la partiipation modale P1 (dé-
formée du premier mode linéaire). La branhe bifurquée de seond ordre F est non nulle
seulement dans la partiipation modale P3 (déformée du troisième mode linéaire). Enn,
La branhe bifurquée de premier ordre C est non nulle dans les partiipations modales P1
et P3 (présene simultanée des déformées du premier et du troisième mode linéaire). Si
l'on observe plus préisément la branhe C, qui est située entre les bifurations ac et fc,
on peut voir qu'au point ac (situé sur la branhe fondamentale du mode non linéaire 1),
la paripation modale P1 est non nulle alors que la partiipation modale P3 est nulle, et
inversement, au point fc (situé sur un mouvement porté par la déformée du mode linéaire
3), la partiipation modale P1 est nulle alors que la partiipation modale P3 est non nulle.
Il semblerait don que la branhe C soit une branhe de transition entre le premier mode
non linéaire (branhe A) et une branhe (branhe F ) dans laquelle le mouvement est porté
par la déformée du mode linéaire 3.
4. Si l'on observe maintenant la branhe E, il semblerait qu'un sénario identique se produise.
En eet, au point de bifuration ae situé sur la branhe du premier mode non linéaire,
la partiipation modale P1 est non nulle alors que la partiipation P6 est nulle. Puis,
progressivement, la partiipation du mode P1 laisse la plae à la partiipation modale P6.
Comme préédemment nous avons une transition entre la partiipation de la déformée du
mode 1 et la déformée du mode 6. Le sénario s'arrête malheureusement là, ar les aluls
n'ont pas été poussés jusqu'à l'apparition d'une branhe où seule la partiipation modale
P6 serait non nulle.
5. Observons maintenant la branhe bifurquée seondaire D. Cette branhe naît au point de
bifuration cd et "fait rentrer" la partiipation modale P9. Sur ette branhe nous avons
la présene des partiipations P1, P3 ainsi que P9 qui semblent aller (là enore les aluls
n'ont pas été faits assez loin) vers une disparition des partiipations P1 et P3 au prot de
la partiipation P9.
6. En e qui onerne la branhe bifurquée seondaire G, on observera un sénario similaire
au préédent, joué ave les partiipations P1, P6 et P12.
L'analyse par partiipation modale semble montrer qu'il existe des branhes de transitions
entre des mouvements portés par une déformée d'un mode linéaire donné vers un mouvement
porté sur une ou plusieurs déformées d'un ou plusieurs modes linéaires. A e stade de l'analyse,
nous avons don montré omment les déformées des modes linéaires pouvaient omposer les
déformées des mouvement du MNL de la poutre. An d'aller enore plus loin dans l'analyse,
nous pouvons maintenant étudier le mouvement vibratoire (évolution dans le temps) de haque
déformée des modes linéaires.
7.2.3.b Résultats pontuels ave analyse du ontenu fréquentiel
An d'avoir des informations sur la fréquene de vibration de haque déformée linéaire
i, on peut appliquer à haque signal θi une transformée de Fourier disrète. Nous noterons H
j
i
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le module de l'harmonique j du signal disret θi. Les résultats de es aluls sont donnés dans
la gure 7.6 page 134. Chaque sous-gure présente les valeurs des harmoniques indiés j de la
projetion du mouvement sur la déformée du mode linéaire i pour haque point A,B,C,D,E,F et
G de la gure 7.5 page 132. Les lignes suivantes ommentent les harmoniques des mouvements
pour ertains points
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Figure 7.6  Harmoniques Hji des signaux θi pour les déformées des modes linéaires 1,3,6,9 et 12 et
pour les points A,B,C,D,E,F et G du diagramme de participation modale figure 7.5 page 132.
 Point A. Seule la déformée du premier mode linéaire partiipe à la vibration. Cette vibration
s'eetue prinipalement sur l'harmonique 1 et légèrement sur l'harmonique 3. Même si
ela n'est pas montré dans les gures, la partiipation de l'harmonique 3 et l'hamornique 5
augmentent lorsque l'on se déplae sur la branhe prinipale du MNL (la branhe A) dans
le sens des amplitudes roissantes. Ce phénomène a déja été renontré dans l'étude des
vibrations libres de l'osillateur de Dung dans le hapitre d'introdution de ette partie.
 Point F . Seule la déformée du troisième mode linéaire partiipe à la vibration. Cette vi-
bration s'eetue sur l'harmonique 5 dont la fréquene fondamentale (f = 1
T
) du signal se
trouve à
f = 1.12f1 = 1.12 × 30.09Hz = 33.70Hz
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. Dans es onditions, un observateur de la poutre voit un mouvement vibrant à
5× 33.70Hz = 168.50Hz
, qui est une fréquene prohe de la fréquene f3 = 184.00Hz du troisième mode linéaire.
Ainsi, au point F , l'observateur de la poutre voit une déformée du troisième mode linéaire
vibrant à une fréquene prohe du même mode linéaire. En regardant de plus sa forme
en parabole aratéristique des modes non linéaires, il semblerait don que la branhe F
soit une image du troisième mode non linéaire si e n'est le troisième mode non linéaire
lui même mais "ramené" ou "traé" dans le diagramme à une fréquene 5 fois inférieure.
En e point, il est important de omprendre que la vibration de la poutre est tout à fait
similaire à la vibration du "véritable" troisième mode non linéaire. En eet, dans l'intervalle
d'intégration T , la poutre eetue 5 vibrations identiques, e qui veut dire que l'intervalle
T n'est pas la période minimale du mouvement (la véritable période étant T ′ = T/5, ave
f ′ = 1
T ′
≈ f3).
 Point C. Deux partiipations modales sont non nulles, elle du premier mode linéaire qui
vibre essentiellement sur l'harmonique 1, et elle du troisième mode linéaire qui vibre sur
l'harmonique 5. Or, omme préédemment, la fréquene f du fondamental dans la zone de
la branhe 5 multiplié par le numéro d'harmonique 5 est égale à la fréquene du troisième
mode linéaire. Il semblerait don que la branhe soit représentative d'une résonane interne
1 : 5 entre le MNL 1 et le MNL 3.
Dans Perignon (2004), on trouvera des résultats similaires obtenus par la méthode de la balane
harmonique appliquée sur une poutre de mêmes dimensions aussi disrétisée par éléments nis.
Ces résultats montrent en eet l'existene d'une branhe de liaison entre la branhe du premier
MNL et la branhe du troisième MNL vibrant sur le inquième harmonique du développement
harmonique (ette branhe de liaison, notée C dans nos gures, apparait et disparait entre les
fréquenes normalisées f/f1 ≃ 1.1 et f/f1 ≃ 1.13 et ei pour les deux méthodes). Cette branhe
de résonane interne non linéaire entre le premier MNL et le troisième MNL n'est d'ailleurs pas
unique. En eet, la ontinuation du deuxième et du troisième mode non linéaire de la poutre
met en évidene des phénomènes similaires. Pour le deuxième MNL, les aluls de Perignon
(2004), onrmés aussi par nos aluls, montrent une branhe de liaison entre le deuxième MNL
et le quatrième MNL vibrant sur le troisième harmonique (il s'agit d'une résonane 1 : 3). De
même, la ontinuation du troisième MNL montre une résonane 1 : 2 entre le mode 3 et le mode 6.
7.2.4 Dépendane à la disrétisation temporelle
D'après le paragraphe (6.4.4) page 107 du hapitre préédent, on doit s'attendre à e que
la disrétisation temporelle ait une inuene sur les résultats de ontinuation. On rappelle que
ette inuene doit se manifester notamment par l'introdution d'un déalage dans le spetre de
fréquenes et d'une distortion du diagramme de ontinuation. On présente ii un seond alul
de ontinuation de solutions périodiques de la poutre doublement enastrée (gure 7.1 page 126)
mais ave 25 pas de temps (m = 25) au lieu de 27 pour le alul préédent. Il s'agit de omparer
les deux résultats de ontinuation (pour m = 25 et m = 27) an d'évaluer l'inuene réelle de la
disrétisation tout en s'attardant sur la position des points de bifurations.
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Figure 7.7  Branche fondamentale et quelques branches bifurquées de la réponse libre conservative
de la poutre avec 25 pas de temps (et avec un départ sur le mode 1, dans le plan du déplacement
uz(x =
L
2
,τ = 0) et de la fréquence normalisée f
f1
. Le changement du nombre de pas a affecté la
position des points de bifurcation de la branche A. D’autre part, le point d’intersection de la branche A
(mode 1 décrit principalement par l’harmonique 1) et de l’axe des abscisses a été légèrement deplacé
vers la gauche. En ce qui concerne le point d’intersection de la branche F (mode 3 décrit principalement
par l’harmonique 5) et de l’axe des abscisses, il a aussi été déplacé vers la gauche mais d’une manière
bien plus conséquente. Ceci confirme que le nombre de pas de temps possède une influence liée au
contenu harmonique des solutions.
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En omparaison ave le diagramme à 27 pas de temps, on observe tout d'abord le dépla-
ement en fréquene des points d'intersetion ave l'axe des absisses et des branhes des modes
1 et 3. Le mode 1, prinipalement représenté par l'harmonique 1, s'est peu déplaé omparé à
sa position dans le diagramme préédent. Par ontre le mode 3, prinipalement représenté par
l'harmonique 5 (nous rappelons que le signal est inq fois périodique sur ette branhe) s'est
déplaçé d'une manière bien plus onséquente vers les fréquenes les plus basses. Cei onrme la
remarque (7) page 109 du hapitre préédent.
D'autre part, on remarquera que d'un diagramme à l'autre, ertains points de bifuration
et ertaines branhes ont disparu. C'est le as pour les points de bifuration ax et cd, et 'est le
as des branhes D, E et G qui ne sont plus présentes dans le diagramme à 25 pas de temps. En
e qui onerne la disparition des branhes E et G qui étaient représentées notamment par les
harmoniques 9 et 12 on peut se demander si l'erreur due à la disrétisation temporelle n'a pas
déplaé es branhes en dehors de la fenêtre de fréquene du diagramme. Un alul supplémen-
taire serait néessaire pour onrmer ette hypothèse.
Enn, d'autres points de bifuration et d'autre branhes sont apparus (désignés par les
points d'interrogation).
7.3 Interprétations
Les résultats de ontinuations qui préèdent nous montrent don deux ensembles de points
de bifuration. Le premier ensemble regroupe les points de quasi-bifuration qui donnent lieu à
des branhes bifurquées régulières. Ce groupe ne pose pas a priori de problèmes étant donné que
es solutions périodiques sont orretement alulées et semblent orrespondre à des hangements
de régimes déja observés dans la littérature Perignon (2004) et Ribeiro et Petyt (1999). Le
seond groupe de points de bifuration (notés ax), onstitué de bifurations exates, donne lieu
à des branhes bifurquées singulières qui ne sont pas alulables sans l'adjontion de perturbation.
Nous essayerons ii de donner une interprétation de es faits. Dans un premier temps, on
onsidèrera un système à deux degrés de liberté ensé représenter deux modes non linéaires de
notre poutre disrétisée par éléments nis. Le système à deux degrés de liberté étant simple, on
pourra aisément interpréter les résultats de ontinuation de ses solutions périodiques. A partir
de es mêmes interprétations, on herhera à expliquer ertains phénomènes observés lors de la
ontinuation des orbites périodiques de la poutre.
7.3.1 Présentation du modèle simplié
Nous présentons un système à deux degrés de liberté omposé de deux masses m1 et m2 et
de quatre ressorts linéaires et non linéaires de raideur k1, kl, knl et k2, disposés horizontalement
omme le montre la gure 7.8 page 138. Selon la valeur des raideurs kl (raideur linéaire) et knl
(raideur non linéaire pure) des ressorts entraux, on pourra réaliser diérents types de ouplages
entre les masses m1 et m2 :
 ouplage nul, kl = knl = 0,
 ouplage linéaire, kl 6= 0 et knl = 0,
 ouplage non linéaire pur, kl = 0 et knl 6= 0,
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Figure 7.8  Double ressort horizontal. Système à deux degrés de liberté avec 3 ressorts non linéaires.
 ouplage mixte, kl 6= 0 et knl 6= 0.
L'ériture et le modèle des eorts exerés par les ressorts sont faits de telle sorte que
les équations du mouvement soient similaires à elles d'une struture à non linéarité de Green
Lagrange. Cei onduit aux équations du mouvement suivantes :

m1θ¨1 = −k1(θ1 + 12θ31)− kl(θ1 − θ2)− knl2 (θ1 − θ2)3
m2θ¨1 = −k2(θ2 + 12θ32)− kl(θ2 − θ1)− knl2 (θ2 − θ1)3
(7.3)
qui peuvent se mettrent sous la forme anonique suivante :
Mθ¨ = −(Bl +Bnl(θ))TS
ave S =K(Bl +
1
2Bnl(θ))θ
(7.4)
ave θ = [θ1, θ2]
T
et S = [S1, Sl, Snl, S2]
T
ainsi que
M =
[
m1
m2
]
,K =


k1
kl
knl
k2

 (7.5)
, Bl =


1 0
−1 1
0 0
0 −1

 et Bnl(θ) =


θ1 0
0 0
θ1 − θ2 θ2 − θ1
0 θ2

 (7.6)
Cette forme est similaire à elle obtenue après appliation du prinipe aux puissanes virtuelles
sur les strutures disretisées par éléments nis (6.13) page 104. Ainsi, ave les mêmes aluls
que eux présentés dans le hapitre préédent, on abouti aux équations de la méthode OPMAN
pour e système à deux degrés de liberté. Par onséquent, il est possible d'obtenir les familles
d'orbites périodiques sans travail théorique supplémentaire.
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Remarque 11
En réorganisant les équations du mouvement omme il suit,


m1θ¨1 + k1(θ1 +
1
2
θ31)︸ ︷︷ ︸
mouvement mode 1
+ kl(θ1 − θ2) + knl
2
(θ1 − θ2)3︸ ︷︷ ︸
ouplage 1/2
= 0
m2θ¨2 + k2(θ2 +
1
2
θ32)︸ ︷︷ ︸
mouvement mode 2
+ kl(θ2 − θ1) + knl
2
(θ2 − θ1)3︸ ︷︷ ︸
ouplage 2/1
= 0
(7.7)
on peut séparer les termes des équations en deux groupes : Le groupe dénoté mouvement mode
1 (et 2) ainsi que le groupe ouplage 1/2 (et 2/1). Le groupe mouvement mode est similaire à
une équation de Dung sans terme quadratique et le groupe ouplage introduit le lien en ef-
forts entre les deux équations de Dung par l'intermédiare des ressorts de ouplages. Lorsque
les ressorts de ouplages sont de raideurs nulles, on aboutit don à deux équations de Dung
indépendantes dont les solutions libres, forées et forées amorties ont déja été présentées dans
le premier hapitre de ette partie.
o
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Figure 7.9  Modélisation simplifiée des relations entre deux modes non linéaires d’une structure com-
plexe telle que la poutre. Le système présenté en figure 7.8 page 138 joue ainsi le rôle de deux modes
non linéaires (ressorts de raideur k1 et k2 et masses m1 et m2) couplés avec deux ressorts linéaires et
non linéaires (de raideur kl et knl). Cette modélisation n’est bien sûr que partielle et n’a pas prétention
d’être fidèle aux équations du mouvement de la poutre.
Remarque 12
Les équations (7.7) sont similaires, aux termes quadratiques près, à la projetion des équations
de mouvement de la poutre sur deux de ses modes linéaires. En eet, en projetant le mouvement
de la poutre q(t) sur deux modes linéaires i et j omme il suit
q(t) = θ1(t)Φi + θ2(t)Φj (7.8)
et en subtituant l'expression de q(t) ainsi obtenue dans les équations du mouvement (6.13) page
104, on obtient des équations similaires à (7.7).
o
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On a présenté un système non linéaire à deux degrés de liberté jouant le rle de deux modes
non linéaires d'une struture éléments nis. Nous allons maintenant aluler et interpréter les
solutions périodiques admises par ses équations du mouvement an de mieux omprendre les
phénomènes observés dans le as de la poutre.
7.3.2 Solutions périodiques du modèle simplié
7.3.2.a Système non ouplé
On présente tout d'abord le système non ouplé (kl = knl = 0) ave k1 = 1, k2 = 12 et des
masses unitaires (m1 = 1 et m2 = 2). On a don dans e as deux systèmes masse-ressort non
linéaire omplètement indépendants. Chaun de es systèmes est don équivalent à un Dung en
réponse libre (voir premier hapitre de ette partie). La gure 7.10 page 141 montre les ourbes
de réponses libres pour les deux systèmes alulées de manière indépendante (en ordonnée on a
le déplaement pour t = 0 et en absisse on a la fréquene f = 1/T , ave T étant toujours notre
période d'intégration). La ourbe bleue onerne le premier système et démarre en
f = f1 =
√
k1/m1 = 1.
La ourbe rouge onerne le seond système et démarre en
f = f2 =
√
k2/m2 ≈ 3.46.
7.3.2.b Système ave ouplage linéaire
On présente maintenant le système ave un faible ouplage linéaire, soit kl = 0.01 et knl = 0
ave toujours k1 = 1, k2 = 12 et des masses unitaires (m1 = 1 et m2 = 2). Pour l'interprétation
du diagramme de réponse libre de e système, présenté en gure 7.11 page 142 ainsi qu'en gure
7.12 page 143, il sera pratique de onsidérer le système ressort 1 + masse 1, omme système
maître et le système ressort 2 + masse 2, omme système eslave même si la dénomination est
ontestable.
Le alul a été eetué ave la méthode OPMAN, ave m = 21, et ave une équation de
phase imposant une vitesse nulle pour le système masse-ressort 1 au temps t = 0. Le alul a été
initié pour f = f1 = 1 ave un mouvement de faible amplitude pour la masse 1 et un mouvement
nul pour la masse 2. Il s'agit don d'un départ très prohe du mode 1. On a poursuivi le alul
du premier mode non linéaire ave des amplitudes et fréquenes roissantes et l'on a renontré
trois bifurations (quasi bifuration ab, bifuration exate ac, et quasi bifuration ad), menant
respetivement aux branhes B, C, et D. Ave les déplaements ahés en gure 7.12, on peut
faire les remarques suivantes :
 Sur la branhe A, seul le système maître osille.
 Sur la branhe B, les deux systèmes osillent. D'après la gure 7.12.b (point B), lorsque
le système maître eetue un aller-retour, le système eslave en eetue 3. Il s'agit don
d'une résonane 1 : 3.
 Sur la branhe perturbée C, les deux systèmes osillent. D'après la gure 7.12. (point C),
lorsque le système maître eetue un aller-retour, le système eslave en eetue 2. Il s'agit
don d'une résonane 1 : 2.
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Figure 7.10  Superposition des réponses des deux systèmes (de type Duffing). Le diagramme de la
figure à nécessité deux calculs bien distincts effectués l’un après l’autre.
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Figure 7.11  Réponses périodiques libres du système avec couplage linéaire. En bleu, on a θ1(t = 0)
(déplacement au pas initial du système "maître"), en rouge, θ2(t = 0) (déplacement au pas initial du
système "esclave"), en fonction de la "fréquence" f = 1/T , avec T étant la durée d’intégration.
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Figure 7.12  Réponses de θ1 (en bleu) et θ2 (en rouge) en fonction du pas de temps k pour 4 points
du diagramme de continuation de la figure 7.11 page 142
 Sur la branhe D, les deux systèmes osillent. D'après la gure 7.12.d (point D), lorsque
le système maître eetue un aller-retour, le système eslave en eetue 1. Il s'agit don
d'une résonane 1 : 1.
En résumé, lors de la ontinuation du premier mode, on a des bifurations à haque fois que
f = 1/T devient ommensurable ave la fréquene du deuxième mode linéaire f2.
Il est primordial de préiser que la branhe C, issue du point de bifuration ac, a néessité
l'ajout d'une perturbation (de type aléatoire) pour être alulée. Si l'on enlève la perturbation,
le alul de la branhe est impossible (les orretions de Newton-Raphson ne onvergent plus).
Cei rappelle les problèmes renontrés lors de l'étude la poutre (bifurations ax de la gure 7.3
page 128). Cette remarque appelle les questions suivantes :
1. Pourquoi les branhes B et D se alulent-elles sans adjontion de perturbation?
2. Pourquoi l'adjontion d'une perturbation régularise t-elle les solutions de la branhe C ?
Essayons tout d'abord de répondre à la première question en nous plaçant sur la branhe
A, juste avant la quasi-bifuration ad, soit pour f = 1/T < f2. Préisons qu'en e point on a
un mouvement périodique non nul pour le système maître et un mouvement quasi-nul pour le
système eslave. Considérons alors le système maître omme étant une soure d'eort osillante
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(un forçage), transmettant un eort au système eslave par l'intermédiaire du ressort de ou-
plage. D'après le premier hapitre de ette partie (voir étude du Dung onservatif en réponse
libre), et ompte tenu de la quasi-nullité du mouvement eslave, on peut armer sans trop faire
d'approximation que le mouvement du système maître est de type multi-harmonique impair :
θ1(t) = a1cos(1× 2π/T t) + a3cos(3× 2π/T t) + a5cos(5× 2π/T t) + · · · (7.9)
ave les ai fortement déroissants lorsque i augmente. L'eort reçu par le système eslave est
don de type
f(t) = αθ1(t) (7.10)
ave α étant une onstante réelle soit aussi un signal multi-harmonique impair. Déplaçons-nous
maintenant dans le sens des f roissants (e qui orrespond à une déroissane de la période
d'intégration T , puisque f = 1/T ). Lorsque la fréquene f devient telle que f ≈ f2, on a
don f et f2 ommensurables et il existe une oïnidene entre le premier harmonique du signal
(7.10) donné par le système maître et la fréquene propre du système eslave. Il s'en suit une
résonane du système eslave à peu près onformément à e que l'on a vu dans l'étude du Dung
en réponse forée (gure 4.3 page 66) mais ave le système maître jouant le rle de forçage
multiharmonique. Insistons sur le fait que seul l'harmonique de fréquene égale à la fréquene de
résonane f2 inue notablement sur le mouvement induit du système eslave.
Plaçons-nous maintenant juste avant le point de quasi-bifuration ab. Comme préédem-
ment, le ressort de ouplage transmet des eorts toujours de type (7.10). Lorsque la fréquene
f = 1/T devient telle que f ≈ f2/3, on a don f et f2 ommensurables et il existe une oïn-
idene entre le troisième harmonique du signal (d'amplitude plus faible) (7.10) donnée le par
système maître et la fréquene propre f2 du système eslave. Il s'en suit, omme préédemment
une résonane du système eslave à peu près onformément à e que l'on a vu dans l'étude du
Dung en réponse forée. Notons que la quasi-bifuration ad est prohe d'une bifuration exate.
Insistons enore sur le fait que seule l'harmonique de fréquene égale à la fréquene de résonane
f2 (l'harmonique 3 ) inue notablement sur le mouvement induit du système eslave.
Plaçons-nous enn juste avant le point de bifuration exat ac. Comme dans les deux as
préédents, le ressort de ouplage transmet un eort de type (7.10). Lorsque la fréquene devient
telle que f ≈ f2/2, on a don ertes, f et f2 ommensurables
- mais il n'existe auune oïnidene entre les fréquenes des harmoniques du signal exi-
tant et la fréquene propre f2. -
Il s'en suit qu'il n'y a pas de résonane du système eslave vis à vis du signal d'exitation.
En fait, sur la branhe C, dans l'intervalle de période T = 1/f , deux solutions indépendantes
sont présentes. La première orrespond à la branhe non linéaire du système maître (mode 1),
la seonde à l'initiation de la branhe non linéaire du système eslave (mode 2) dont la solution
est doublée dans l'intervalle T . Puisque les deux réponses sont libres et non ouplées (3), alors
on peut supposer l'existene d'un déphasage arbitraire entre la réponse du système libre maître
(3). En toute rigueur, un ouplage très faible existe entre les réponses des deux systèmes. Pour voir pourquoi
e ouplage est faible, on peut revenir à la (4.3) page 66 de la réponse forée mono-harmonique de l'osillateur
de Dung : Lorsque le signal d'exitation est de faible amplitude et que la fréquene d'exitation est éloigné de
la fréquene de résonane linéaire, alors la réponse du système est pratiquement nulle. Dans notre as, le "signal
d'exitation" est multi-hamornique, mais auune de ses harmoniques est susamment prohe de la fréquene
de résonane du système eslave pour que elui-i résone : les deux réponses sont don "presque totalement"
déouplées.
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et la réponse du système libre eslave (la dénomination n'a d'ailleurs plus de sens dans e as,
il serait plus judiieux de parler simplement des modes 1 et 2 ). En supposant e déphasage
possible, alors l'équation de phase, ajoutée initialement pour régler l'uniité du système maître,
n'est plus susante pour régler simultanément l'uniité de la solution du système eslave. Cei
explique l'apparition d'une singularité dans la matrie tangente et don l'impossiblité de aluler
la branhe (sans ajout de perturbation du moins).
Essayons maintenant de répondre à la seonde question, qui fait référene à l'aspet régu-
larisant de la perturbation aléatoire. Rappelons tout d'abord que la perturbation aléatoire est
dénie par MANLAB et qu'il s'agit d'un veteur dont les omposantes sont onstantes et hoisies
aléatoirement au moment de l'initialisation et ne sont plus modiées pour le reste du alul. Lors-
qu'un tel veteur de forçage est ajouté au système simultané ((6.22) page 111), haque degrés de
liberté de la struture reçoit un forçage périodique, dont les harmoniques sont aléatoirement et
uniformément hoisis dans le spetre des fréquenes
(4)
. Ainsi, le fait d'ajouter une telle perturba-
tion au système à deux ressorts puis de aluler les réponses libres de elui-i revient nalement
à eetuer un alul de réponse forée multiharmonique. Cei permet d'expliquer l'eet régulari-
sant de la perturbation, puiqu'en forçant la synhronisation des réponses ave l'exitation, ette
dernière élimine les problèmes d'uniité liés aux déphasages (voir hapitre inq).
De es remarques, on peut tirer une onlusion sur la apaité de la méthode OPMAN à
aluler les réponses lors des phénomènes de résonanes entre les modes. Lors d'une résonane
interne non linéaire, -a-d lorsque l'on se trouve en présene d'une ombinaison ommensurable
entre les fréquenes, si les modes mis en jeu sont susamment ouplés, alors la méthode OPMAN
n'aura pas de diulté à aluler la réponse. Si par ontre les modes mis en jeu ne sont pas ou-
plés (ou pas susamment ouplés en regard de la préision numérique et des solveurs utilisés),
alors le alul onduira à des problèmes numériques. Pour obtenir tout de même les réponses, on
pourra ajouter un forçage agissant sur un des modes pour régulariser le système. Pour le signal
du veteur de forçage, on pourra hoisir un "bruit blan périodique" sur l'intervalle d'intégration.
En e qui onerne les branhes issues des bifurations ax de la poutre, on peut les inter-
préter omme étant représentatives du même phénomène que elui de la branhe C du système
à deux degrés de liberté : étant donné le nombre de modes du système (voir gure 7.2 page 127)
il existe un nombre important de relations de ommensurabilités entre leurs fréquenes. D'autre
part, on sait qu'un bon nombre de modes non linéaires d'une poutre droite sont peu ouplés
('est le as par exemple pour le premier mode de exion et le seond lorsque les amplitudes
restent faibles, et plus généralement pour les modes pairs ave les modes impairs de exion).
Cei montre que pour la poutre, les situations de ommensurabilité entre les modes non ouplés
sont nombreuses. Ave les résultats atuels, on ne peut bien sûr pas répondre de façon ferme
quand à la validité de ette hypothèse et on est onsient de la omplexité du phénomène, il en
reste que ette dernière reste très plausible.
7.4 Expérimentation numérique sur une oque mine
On termine e hapitre ave une expérimentation numérique d'un modèle élément ni plus
omplexe, possédant un nombre de degré de liberté plus important. Après une présentation de
la oque ave ses toutes premières fréquenes propres, on étudiera rapidement ses réponses libres
(4). La transformée de Fourrier d'un bruit blan donne un spetre harmonique onstant.
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périodiques et quelques déformées situées au voisinage de son premier mode non linéaire. On
terminera l'étude de ette struture ave une étude par partiipation modale sur les modes les
plus inuants. Notons que les résultats ne sont pas omplètement analysés et exploités.
7.4.1 Présentation du panneau ave raidisseurs
Il s'agit d'un panneau à ourbure irulaire de dimensions 1 × 1(m) et d'épaisseur 6mm
munie de deux raidisseurs longitudinaux. Il s'agit don d'une oque très mine d'un rapport
d'aspet 6/1000, on s'attend don à un problème diile, fortement non linéaire. La disrétisation
spatialle du modèle est eetuée à l'aide de 110 éléments nis de type DKT (on a 432 degrés de
liberté). La gure gure 7.13 page 146 montre la struture dans sa position d'équilibre. Notons
que le panneau est enastré sur ses deux bords retilignes.
0
0.2
0.4
0.6
0.8
1 −0.5
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0.51.42
1.441.46
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Figure 7.13  Panneau avec deux raidisseurs en position d’équilibre.
Les fréquenes des 6 premiers modes linéaires (ainsi que 2 autres jouant dans la réponse
libre au voisinage du premier mode non linéaire) sont ahées dans le tableau suivant :
i (mode) fi (fréquene Hz) i mode fi (fréquene Hz)
1 76 5 258
2 147 6 258
3 161 28 552
4 177 29 554
.
7.4.2 Réponse libre
On présente maintenant les résultats de ontinuation de la réponse libre après appliation
de la méthode OPMAN ave 11 pas de temps (m = 11). Le alul a été étalé sur plusieurs jours
et omme pour la poutre, les données du diagramme ont été sauvegardées puis rehargées pour
la omplétion du diagramme. A titre indiatif, le système omporte 4754 équations et le temps
de alul d'un pas de MAN est de 3 minutes
(5)
, lors du alul, on atteint don les limites de
l'interativité : hoix d'un point du point ourant ; lanement du alul de quelques tronçons (une
à deux heures d'attente) ; nouveau hoix d'un point de alul ourrant ; Nouveau lanement du
(5). sur un ordinateur Pentium IV 3.0GHz.
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alul de quelques tronçons (une à deux heures d'attente ) ; et. On présente don seulement les
branhes prohes du premier mode linéaire sur une faible plage de fréquene dans la gure gure
7.14 page 147.
Sur la branhe A, on observe tout d'abord un omportement assouplissant, puis raidissant,
0.97 0.972 0.974 0.976 0.978 0.98 0.982 0.984
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Figure 7.14  Continuation de la réponse libre autour du premier mode. En ordonnée, la flèche au
premier pas de temps du noeud positioné en x = 1 et y = 1/3, et en abscisse, la fréquence normalisée
f/f1. Notons qu’au point B, le rapport d’amplitude sur l’épaisseur avoisine l’unité.
puis à nouveau assouplissant (pour arriver au point B). La déformée de la gure 7.15 page 149
montre un mouvement de exion à "double bosses" (point A, il s'agit de la déformée du premier
mode) mêlé progressivement à un mode de géométrie plus omplexe (voir point B). Sur ette
même branhe A, on a renontré une bifuration menant à la branhe C, qui mêle elle aussi un
mouvement de exion à "double bosses" (il s'agit aussi de la déformée du premier mode) ave
un autre mode à géométrie omplexe.
Par manque de temps, on ne présente pas d'interprétation plus ne du diagramme ni de
aluls d'autres modes de ette struture.
7.4.3 Analyse par partiipation modale
La gure 7.16 page 150 présente les résultats de partiipation modale par projetion sur
les 6 modes linéaires les plus inuants. La plage de fréquene orrespond à elle de la gure
7.14 page 147. An de pouvoir observer les détails on présente aussi un zoom pour une plage
d'amplitude plus faible (et même plage de fréquene).
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Comparé aux résultats de partiipation modale de la poutre, on observe deux diérenes
essentielles :
 D'une manière générale, l'étude de partiipation modale n'amène pas de simpliation de
leture agrante.
 Les ourbes de partiipations modales ne sont plus des droites.
 Pour la branhe fondamentale, plusieurs partiipations modales sont présentes, ontraire-
ment au as de la poutre, où seule la partiipation du premier mode linéaire partiipait au
mouvement de la branhe fondamentale. Pour la branhe fondamentale A, le mode par-
tiipant le plus est le mode 1, mais d'autres déformées partiipent aussi de manière non
négligeable. En eet, si l'on ompare le rapport de partiipation du premier mode sur le se-
ond, lorsque les déplaements sont maximaux, on obtient un rapport 10−4/(4×10−6) = 25.
La partiipation du premier mode, en terme d'énergie, est don 25 fois plus importante que
elle du seond. Mais, qualitativement parlant, il vaut mieux prendre la raine arré de
e rapport pour obtenir un rapport "d'amplitudes" et non "d'énergies" des partiipations
des déformées (voir équation (7.2) page 131 ). En terme de rapport d'amplitudes, la dé-
formée du seond mode partiipe don approximativement dans un rapport 1 : 5 dans le
mouvement, e qui est loin d'être négligeable.
 Auune bifuration de "type ax" n'a été renontrée.
Pour e mode de vibration, les déformées 1,2,4,31,29,28 partiipent don au mouvement. Ce
résultat onrme un fait avéré et fondamental, lié à l'utilisation des méthodes de Galerkin pour
l'étude des réponses non linéaires. Pour un maillage omplexe omme elui du panneau, une
projetion sur seulement un, deux ou trois modes linéaires ne semble pas susante lorsque
les déplaements sont importants. Pour obtenir une représentation du mouvement orrete, les
modes linéaires ne semblant pas être de bon andidats, une utilisation de la déformée donnée
par le mode non linéaire semble plus appropriée.
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Figure 7.15  Déformées de la coque pour 3 points du diagramme
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(a) 'vue générale'
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Figure 7.16  Post traitement par participation modale de la branche fondamentale et quelques
branches bifurquées de la réponse libre conservative de la coque calculée par la méthode OPMAN
avec 11 pas de temps et avec un départ sur le mode 1. En ordonnée, la participation modale Pi des
déformées des modes linéaires 1,2,4,29,28,31, en abscisse, la fréquence normalisée ( f
f1
= 1
f1T
). Les
points A,B,C correspondent aux points de mêmes noms de la figure 7.14 page 147.
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7.5 Conlusion
On a présenté dans e hapitre deux simulations de vibration libres de modèles éléments
nis de strutures mines, ainsi qu'une simulation des réponses libres d'un système à deux degrés
de liberté.
Les résultats de simulation de la struture poutre ont amené un grand nombre d'éléments
permettant l'évaluation de la méthode OPMAN ouplé ave Manlab. Tout d'abord, l'aspet
intératif de la méthode (interfae graphique, possibilité de déplaer le point ourant dans le
diagramme, eetuer des sauts, ajouter une perturbation, et..) a permis une exploration eae
et préise du diagramme de solution. Ensuite, les résultats de ontinuation autour du premier
mode non linéaire ont onrmé l'existene de nombreux points de bifuration menant à des
branhes de ouplages ave d'autres modes non linéaires. Ensuite, on a renontré des points de
bifuration partiuliers menant à des branhes spéiales qui ne sont alulables qu'ave un ajout
d'une perturbation ou d'un forçage. Enn, à l'aide d'un seond alul de réponse libre eetué
ave un nombre de pas de temps diérent, on à montré l'inuene de la disrétisation tempo-
relle en soulignant la sensibilité plus importante des réponses possédant des harmoniques élevées.
Dans un seond temps, le système à deux degrés de liberté a apporté un élairage sur
les branhes spéiales : Il semblerait don que les branhes spéiale soient dues à l'existene
d'une relation ommensurable entre les fréquenes d'un ou plusieurs modes non ouplés (ou pas
susement en regard de la préision numérique des solveurs). Un ajout d'un forçage ou d'une
perturbation permet la régularisation et le alul des es branhes.
Dans un dernier temps, on a présenté un modèle élément nis plus omplexe ainsi qu'un
diagramme de ontinuation de ses solutions périodiques. Cela reste un exemple aadémique, mais
qui est prohe des strutures réelles que l'on souhaite aborder. L'objetif de traer le diagramme
omplet des premiers modes et de leur intération éventuelle n'a pas été atteint par faute de
temps, ompte tenu des performanes limités de la version atuelle. Un objetif à ourt terme
est d'optimiser le logiiel et d'utiliser une mahine plus puissante pour retrouver à nouveau le
aratère intératif de la ontinuation.
Chapitre
8
Conlusion générale
Ce mémoire qui est onsaré aux modes non linéaires a nalement été organisé en deux
parties pour traiter séparément les apports à la méthode de ontinuation utilisée. La première
partie du manusrit, onerne don la ontinuation de solutions de systèmes d'équations non li-
néaires. On a rappelé dans ette partie ertaines notions fondamentales de ette disipline, ainsi
que deux méthodes numériques, dont la MAN. On a ensuite apporté des ompléments sur l'ana-
lyse du omportement de la MAN ainsi qu'une méhotde permettant de piloter le branhement
au niveau d'un point de bifuration. Cette méthode ombine l'utilisation d'un veteur pertur-
bateur, utilisé pour le as des bifurations exates, et la méthode de saut tangent pour le as
des quasi-bifurations. On a ensuite présenté un logiiel intégrant es fontionnalités, ainsi que
d'autres fontionnalités permettant la manipulation eae des données traitées lors des aluls
et lors de l'exploitation des résultats.
Pour la MAN, les travaux du seond hapitre ont amené une meilleure ompréhensoin du
omportement de la ontinuation au voisinage des bifurations, notamment en soulignant l'im-
portane de la qualité du point de départ pour le franhissement eetif ou non des bifurations.
Ce reul nous a permis de dénir une stratégie de pilotage simple et eae, qui permet de
traer des diagrammes omplexes ave un algoritheme basique. Il n'est jamais fat appel à des
proédures spéiques pour déteter les bifurations (alul d'indiateur de bifuration, résolu-
tion de problèmes aux valeurs propres). C'est un avantage pour les gros systèmes, pour lequels
es aluls supplémentaires sont souvent lourds.
Après deux années d'exploitation de Manlab, on tire un bilan très positif du prinipe et
de son implantation en langage interprété Manlab : Sur des systèmes de petites tailles (infé-
rieurs à une dizaine d'inonnuesà, les fontionnalitées de branhement par perturbation et de
saut tangent fontionnent à merveille, l'interativité prend son plein interêt, rendant le alul
et l'exploration des diagrammes solution extrèmement rapide et eae ; Pour des systèmes de
taille moyenne (plusieurs entaines d'inonnues), l'ériture des fontions de bases (L0,L,Q) en
langage Matlab reste viable, mais l'utilisateur aura tout intérêt à érire sa propre fontion de
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alul de matrie tangente pour onserver une réativité susante ; Pour des systèmes de grandes
tailles, le langage interprété n'orant pas de performanes susantes pour onserver une utilisa-
tion agréable, il faura obligatoirement avoir reours au langage ompilé pour la oneption des
sous-proédures de alul (bilibiothèques MAEX) et ela au plus haut niveau possible, l'idéal
étant bien sûr d'érire le fontion L0,L,Q, ainsi que la fontion de alul de matrie tangente, en
langage ompilé. Si es dernières onditions sont orretement remplies, alors la taille du système
ne nuira pas à l'intérêt de la solution (voir l'exemple du problème de statique pour les plaques
dans le troisième hapitre).
En terme de qulité logiielle, Manlab ne remplit ependant pas enore tous les ritères
néessaires à une utulisation industrielle
(1)
. Dans ette oprique, on onsidèrera plutot ette pre-
mière réalisation omme un démonstrateur fontionnel. Lors d'une éventuelle réériture du ode,
plus propre et plus aboutie, on gardera les hoix et onepts suivants : Le prinipe de base de
données de branhes et de tronçons, la struturation, les modèles de systèmes d'équations (qua-
dratique et régulier), le prinipe de surharge des fontions de bases et surtout la méthode de
branhement ombinée à la MAN. Un dernier aspet non négligeable, est d'avoir hoisi d'intégrer
Manlab au sein de Matlab. Ce hoix permet de faire béniier à l'utilisateur toutes les fontionna-
lités de et environnement très omplet (fontions d'ahages, alul matriiel et vetoriel, et...).
En e qui onerne les perpetives, il reste à améliorer les performanes lors d'un branhe-
ment au niveau d'un point de bifuration. En eet, lorsque les branhes perturbées restent trop
prohes d'un point de bifuration, la MAN peut eetuer de très petits et nombreux pas, e qui
implique une perte de temps onséquente. On pourra don répondre au problème en améliorant
les séries et leur domaine de validité en utilisant les approximants de Padé (Cohelin et al.
(1994)) ou les transformations d'Euler. D'autre part, on a présenté et réalisé numériquement
une méthode permettant la résolution de systèmes d'équations quelonques (non quadratiques).
Bien que testée sur quelques exemples simples, ette méthode doit être évaluée de manière plus
poussée.
Le seond thème, abordé dans la seonde partie du manusrit, onerne l'étude de vibra-
tions de strutures mines non linéaires. Après avoir introduit e thème à l'aide du adre trés
général des sytèmes dynamiques, on a rappelé le as linéaire, en soulignant l'invariane des mou-
vements modaux et l'apet géométrique des modes omplexes et des modes normaux linéaires.
Est venu un rappel de ertaines notions importantes du as non linéaire, ave une présentation
des modes normaux non linéaires dénis à l'aide de surfaes invariantes de l'espae des phases.
Dans le hapitre qui a suivi, on a montré omment onstruire es surfaes invariantes à l'aide
d'orbites périodiques de systèmes autonomes et onservatifs. La diulté résidait dans l'ériture
d'un système bien posé ; il fallait résoudre le problème de translation de phase qui est inhérent
aux systèmes autonomes et onservatifs. La solution fut trouvée dans l'artileMunoz-Almaraz
et al. (2003). Une simpliation sur la formulation a ependant été apporté an pour pouvoir
diminuer par deux la taille du système tout en failitant grandement son implantation numé-
rique. Dans le hapitre suivant, on a préisé les équations de l'élastodynamique mises en jeu pour
la modélisation des non linéarités géométriques. On a ensuite présenté l'étape de disrétisation
temporelle en montrant l'inuene de son appliation sur la période des solutions obtenues. Pour
(1). Par exemple, lors de mauvaise manipulations de l'utilisateur (lanement d'un alul alors que le alul en
ours n'est pas terminé ; essai d'un hargement d'une base de donnée innexistante ; impossbilité de stopper un
alul de orretion qui ne onverge pas) les eets entrainent des défaillanes plus ou moins génantes (perte du
alul en ours, messages d'erreurs intempestifs, perte de temps.
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obtenir numériquement les orbites périodiques, on a utilisé la méthode simultanée, qui onsiste
à érire l'ensemble des équations d'équilibres disrétisées à haque pas de temps dans un seul et
même système. Cette méthode, qui apporte en outre une meilleure onvergene des algorithmes
de résolutions que la méthode de tir, permet l'utilisation de la MAN au lieu des méthodes de
ontinuations lassiques de prédition-orretion. On a ensuite présenté de manière omplète
l'algorithme de résolution de la MAN appliqué à notre problème de solutions périodiques de nos
strutures disrétisées par éléments nis. Dans le dernier hapitre, on a présenté les résultats
des expérimentations numériques menées sur deux strutures mines. Ces expérimentations ont
permis de valider la méthode en fournissant un domaine onséquent de l'ensemble des solutions
périodique autour de leur premier mode linéaire. An d'améliorer la phase d'interprétation des
résultats, on a projeté l'ensemble de solutions sur la base des modes linéaires. Le diagramme de
partiipations modales a permis ainsi un autre regard sur les branhes
(2)
.
En onlusion, e travail à apporté une méthode, ainsi que sa réalisation numérique, per-
mettant le alul de familles de réponses libres onservatives et périodiques de strutures mines.
Contrairement aux autres méthodes qui approximent es familles de réponses périodiques libres
à partir des réponses forées ave un forçage de faible amplitude, notre méthode alule la ré-
ponse libre de manière exate, permettant ainsi le alul approprié des surfaes invariantes qui
dénissent les modes non linéaires onservatifs. De plus, notre formulation à été assoié à des
méthodes de résolutions perfomantes et robustes sur des strutures méaniques à géométries
arbitraires (poutres, plaques et oques), toutes modélisées par éléments nis. Comparée au al-
ul numérique diret des surfaes invariantes (voir Peshek et al. (2002)) qui reste très lourd à
mettre en oeuvre, surtout dans un ode éléments nis, notre méthode est plus simple, ar elle
utilise des outils plus standards (on pense notamment à la méthode d'intégration temporelle).
Cette simpliité amène de plus la apaité de traiter d'autres types de non linéarités, omme le
ontat ou le frottement, qui semblent plus faile à réaliser ave une résolution par intégration
temporelle. Enn, la omplexité impliite de l'algorithme global est d'un ordre faible : lorsque
le nombre de pas de temps augmente, la taille du système augmente linéairement ontrairement
au as de la méthode de la balane harmonique où l'augmentation du nombre d'harmoniques
impose une omplexité d'un ordre supérieur pour le alul des seonds membres.
Le fait que ette méthode ne permette pas le alul des solutions libres non onservatives
onstitue la prinipale limitation de e travail. On pourra don reproher à la version atuelle
de la méthode OPMAN de ne pas pouvoir fournir les modes non onservatifs des strutures,
qui sont importants pour les systèmes à pompage d'énergie par exemple. Contrairement à la
méthode phase-amplitude ou la méthode de la balane harmonique, on ne sait pas étendre notre
tehnique de ontinuation d'orbites pour apturer les modes non linéaires amortis. Il existe peut
être un moyen de onstruire les surfaes de es modes amortis, ave des orbites fermées (ou
non), mais ela reste un problème ouvert. Cependant, on tient à signaler que les réponses forées
onservatives et non onservatives ne posent auun problèmes pour la méthode OPMAN (voir
n du hapitre 5 pour la formulation, l'implantation étant évidente : ajout d'un terme de forçage,
retrait de l'équation de phase et de l'inonnue λ). Le ode atuel est d'ailleurs onçu pour aluler
aussi de telles réponses (des aluls ont été menés ave sués sur la poutre, mais non présentés
dans le mémoire).
Au niveau de l'implantation numérique de la méthode OPMAN, on a observé une relative
(2). Comparé au diagramme obtenu par projetion sur un seul degrés de liberté au premier pas de temps, les
diagrammes de partiipations modales sont en eet moins "arbitraires" et plus "parlant".
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lenteur des aluls lorsque le nombre de degrés de liberté de la struture devient trop important
(voir étude du panneau) ou lorsque le nombre de pas de temps est grand. Cette lenteur de
l'implantation atuelle est due à l'utilisation à trop bas niveau du langage interprété Matlab.
Comme dit préédement, il sera préférable à l'avenir de ompiler à plus haut niveau les diérents
modules de l'outil de alul de vibration. On pense notamment à ompiler le module de modèle
éléments nis MODELEEF (voir gure 6.2 page 118), tout en onservant la struturation atuelle
qui a le mérite d'avoir montré la faisabilité de l'outil global : Il est en eet possible de onevoir une
bibliothèque de gestion modèles éléments nis ave MAN totalement indépendante du problème
auquel elle est rattahée (on l'a vu ave l'étude du ambement de struture et la réalisation de
la méthode OPMAN qui utilisent stritement le même module de strutures éléments nis).
D'autre part, nous n'avons pas présenté d'étude de stabilité des solutions périodiques. Cette
étude aurait permis d'améliorer l'interprétation des résultats du dernier hapitre, ou de onforter
les hypothèses émises. En outre, la méthode OPMAN n'empèhe en rien la mise en plae d'une
telle étude, il "surait juste" d'ajouter une proédure de alul de la matrie de monodromie
(3)
.
Cependant, pour des strutures de grande taille, e alul peut devenir extrèmement lourd d'un
point de vue numérique. C'est pourquoi, on a espoir d'obtenir les informations de stabilité (dé-
tetion et lassiation des bifurations) à partir des termes de série de la MAN basique, mais
'est un travail qui reste à onduire.
Enn, durant es années de thèse, on a passé beauoup de temps pour la formulation
du problème des orbites périodiques onservatives ainsi que pour le développement de l'outil,
mais nalement assez peu sur son exploitation. Il reste don à appliquer notre méthode sur des
exemples plus onrets.
(3). Par exemple à l'aide d'un produit des matries élémentaires de la matrie tangente du problème simultané,
voir Arquier (2003)) et d'imaginer une proédure d'interprétation des résultats de alul du problème aux valeurs
propres qu'elle implique (pour les strutures, e problème est loin d'être trivial numériquement parlant.
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1 Introdution
Les setions suivantes sont une doumentation sommaire de la bibliothèque EVEMATLABLIB.
2 Inventaire des onstantes
NOM CONTENU VALEUR
NNOEUD_DKT nombre de noeuds 3
NDDLNOEUD_DKT nombre de ddl par noeuds 6
NDDLE_DKT nombre de ddls 18
NGAUSS_DKT nombre de points de gauss 3
NSGAUSS_DKT taille veteur ontrainte point gauss 6
NSE_DKT dim. veteur ontrainte 18
MAXNORDRE ordre maximum alulable 40
NTETAGAUSS_DKT dim. du veteur teta point gauss 2
NTETA_DKT dim. du veteur teta 6
Remarque :
NDDLE_DKT = NDDLNOEUD_DKT * NNOEUD_DKT
NSE_DKT = NSGAUSS_DKT * NGAUSS_DKT
NTETA_DKT = NGAUSS_DKT * NTETAGAUSS_DKT
3 Inventaire des variables
NOM CONTENU TYPE NLIGNES NCOLS
YG module d young reel 1 1
PS oef de poisson reel 1 1
H epaisseur reel 1 1
D matrie omportement reel NSGAUSS_DKT NSGAUSS_DKT
X oord x noeuds reel NNOEUD_DKT 1
Y oord y noeuds reel NNOEUD_DKT 1
Z oord z noeuds reel NNOEUD_DKT 1
P ordre de serie demande entier 1 1
VE deplaements ddls reel NDDLE_DKT 1
V0 terme 0 des series deplaements ddls reel NDDLE_DKT 1
FINTE fores internes reel NDDLE_DKT 1
SE ontraintes reel NSE_DKT 1
SPS serie des ontraintes lin reel NSE_DKT P-1
SPNLE ontrainte non lin partielle reel NSE_DKT 1
S0PE ontrainte residuelle reel NSE_DKT 1
TETAPS serie des tetas reel NTETAE_DKT P-1
TETAE veteur teta reel NTETAE_DKT 1
RIGTGTE rigidite tangente reel NDDLE_DKT NDDLE_DKT
RIGGEOME rigidite geometrique reel NDDLE_DKT NDDLE_DKT
R matrie de passage reel NDDLE_DKT NDDLE_DKT
POIDS poids de gauss reel NGAUSS_DKT 1
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4 Inventaire des fontions
4.1 Calul de la matrie de omportement element DKT
D = LIBEM_DISOCO_DKT(YG,PS,H)
4.2 Calul des fores internes element DKT non lineaire
FINTE = LIBEM_FINTE_DKT(X,Y,Z,D,VE,SE)
Calule la quantite :
FINTE = Rt ∗

NGAUSS_DKT∑
i=1
(Bli +Bnli(RV E))
t ∗ SEi ∗ POIDSi ∗DETJi


(1)
4.3 Calul du seond membre element DKT non lineaire
[FPNLE,SPNLE℄ = LIBEM_FPNLE_SPNLE_DKT(X,Y,Z,D,V0,TETAPS,SPS,P)
Calule la quantité :
Pour i = 1 . . . NGAUSS_DKT,SPNLEi =D ∗
p−1∑
r=1
A(TETAPSp−ri )TETAPS
r
i (2)
ainsi que la quantité :
FPNLE = −
NGAUSS_DKT∑
i=1
p−1∑
r=1
(
GtA(TETAPSp−ri )
tSPS
p
i +Bi(RV 0)
tSPNLEi
)
(3)
Remarque : Si P=2 on obtient les fores non lineaires lassiques sans séries.
4.4 Calul du terme résiduel des ontraintes element DKT non linéaire
[S0PE℄ = LIBEM_S0PE_DKT(X,Y,Z,D,V0,VP)
Calule la quantité :
Pour i = 1 . . . NGAUSS_DKT, S0PEi =D ∗ (Bli + 1/2Bnli(RV 0)) ∗RV P (4)
4.5 Calul des fores internes lineaires element DKT
[TETAE℄ = LIBEM_TE_DKT(X,Y,Z,VE)
Calule la quantité :
Pour i = 1 . . . NGAUSS_DKT, TETAEi = GiRV E (5)
4.6 Calul de la matrie de rigidite tangente elementaire DKT
RIGTGTE = LIBEM_RIGTGTE_DKT(X,Y,Z,VE,SE,D)
Retourne la matrie tangente aux fores internes non linéaires pour un élément.
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Résumé : Cette thèse vise à fournir et éprouver de nouveaux outils théoriques, numériques et informa-
tiques de aluls de modes non linéaires pour des strutures à non linéarité géométrique et disrétisées
par éléments nis. La surfae invariante de l'espae des phases aratérisant le mode non linéaire est
dérite à partir d'une famille d'orbites périodiques solutions des équations du mouvement. Chaque orbite
périodique est disrétisée en temps (shéma de Newmark et de Simo) et formulée à l'aide d'un système
d'équation global ontenant toutes les inonnues à tous les pas de temps, 'est la méthode simultanée, par
opposition à la méthode de tir lassique. Les familles d'orbites solutions du système global sont obtenues
par la méthode de ontinuation MAN (Méthode Asymptotique Numérique).
Des variations autour de la MAN sont aussi abordées. Il s'agit d'apports liés au ontrle de la ontinua-
tion au passage des points de bifurations à l'aide d'une perturbation ajoutée au système d'équation non
linéaire. On présente un outil-logiiel, MANLAB, permettant la ontinuation interative de diagrammes
de bifuration omplexes, qui est appliquée à la ontinuation de famille d'orbites périodiques.
Mots lefs : Mots Clés : Modes non linéaires, orbites périodiques, éléments-nis, méthode asymptotique
numérique, bifuration, disrétisation temporelle
Abstrat : The aim of this thesis is to evaluate new theori and numeri tools for non linear modes
omputation of strutures with geometri non linearity disretised by the nite element method. The
invariant surfae whih araterises the non linear mode is dened with a family of periodi orbits solu-
tion of the equation of motion. Eah orbit is time disretised (Newmark or Simo sheme) and formulated
with a global system ontaining all unknows for every time steps, this is the simultaneous method, by
opposition with the lassi shooting method. The orbit family solution of the global system is obtained
with the ontinuation method ANM (Asymptoti Numerial Method).
Some variations around the ANM are also adressed. We introdued new approah to ontrol ontinuation
around a bifuration point by adding a perturbation to the non linear system. We also present a software,
MANLAB, allowing interative ontinuation of omplex bifuration diagrams, whih is applied to the
family of periodi orbits.
Keywords : Non linear modes, periodi orbits, nite element, asymptoti numerial method, bifura-
tion, temporal disretisation
