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Trapped atomic ions enable a precise quantification of the flow of information between internal
and external degrees of freedom by employing a non-Markovianity measure [H.-P. Breuer et al.,
Phys. Rev. Lett. 103, 210401 (2009)]. We reveal that the nature of projective measurements in
quantum mechanics leads to a fundamental, nontrivial bias in this measure. We observe and study
the functional dependence of this bias to permit a demonstration of applications of local quantum
probing. An extension of our approach can act as a versatile reference, relevant for understanding
complex systems.
In nature any quantum system inevitably interacts
with its environment [1]. This interaction induces dy-
namics, which creates classical and quantum correlations,
and will eventually lead to decoherence and dissipation
for observables of the open system. Common approaches
to enable a description of the open system dynamics in-
volve the approximation of a Markovian process, i.e., a
memoryless time evolution. However, in many cases this
assumption is not justified, and distinct dynamical fea-
tures witness underlying non-Markovian behavior.
The classical definition of non-Markovianity fails in the
quantum regime, due to the special role of measurements,
as described by the projection postulate [2]. Recently,
several definitions of quantum non-Markovianity, as well
as quantitative measures, have been developed [3–8], see
reviews [2, 9, 10]. The physical implications of memory
effects have initiated a variety of applications for diverse
quantum systems and phenomena, e.g., Ising/Heisenberg
spin chains and Bose-Einstein condensates [11–13], quan-
tum phase transitions [14], Anderson localization [15],
opto-mechanical systems [16], chaotic systems [17, 18],
quantum dots [19], energy transfer processes in photo-
synthetic complexes [20], and quantum metrology [21].
The definition of quantum non-Markovianity devel-
oped in Ref. [4] features a physical interpretation based
on concepts of quantum information theory. It employs
a distance measure in state space to characterize the dis-
tinguishability of quantum states [22] of the open sys-
tem. In this context, non-Markovianity is identified as
backflow of information to the system, i.e., as an in-
crease in distinguishability. So far, non-Markovianity and
related questions of initial system-environment correla-
tions have been experimentally observed in photonic [23–
29], nuclear magnetic resonance [30], and trapped-ion sys-
tems [31].
Trapped atomic ions are well suited to further inves-
tigate aspects of memory effects. Individual control of
electronic and motional degrees of freedom permit the
realization of effective spins with tunable couplings via
or to bosonic degrees of freedom [32–37]. Techniques
for preparation, (coherent) manipulation, effective inter-
action, and detection of quantum states are performed
with efficiencies close to unity [33, 34, 38–40]. Isolation
from surroundings approximates a closed system with pa-
rameters that can be tuned continuously—from a simple
toylike system, still allowing for exact numerical treat-
ment of pure and mixed states, up to complex system-
environment configurations and interactions [35, 36, 41–
44].
In this work, we study fundamental aspects of quantum
non-Markovianity in a trapped-ion system. We experi-
mentally monitor and quantify the exchange of informa-
tion between an open system and its well-defined quan-
tum environment with the measure defined in Ref. [4].
Thereby, we reveal that its mathematical definition trans-
lates intrinsic uncertainties into a systematic bias. Still,
we show how to employ our system as a local quantum
probe to characterize system-environment couplings and
environmental states.
To define quantum non-Markovianity for a system S
interacting with its environment E, the authors of Ref. [4]
suggest to utilize the time evolution of the trace distance,
defined by D(t) = 12 ||ρ1S(t) − ρ2S(t)||. It quantifies the
distinguishability of two system states ρ1,2S [22], which
are obtained by tracing out the environmental degrees
of freedom. While Markovian processes are defined by
a monotonic decrease of D(t), the characteristic feature
of non-Markovian dynamics is any increase of D(t) [4].
Further, the accumulated growth of D within a maxi-
mal duration tmax, where D is sampled in steps of ∆t, is
quantified by [4]:
N =
tmax∑
t=∆t
[D(t)−D(t−∆t)]>0 . (1)
Explicitly, the sum extends over all positive changes of
D(t). In the following, we consider the non-Markovianity
corresponding to a representative pair of orthogonal ini-
tial states ρ1,2S (t = 0). We note that the choice of the
sampling rate γ ≡ 1/∆t and 1/tmax defines the highest
and lowest frequency, respectively, with which a growth
in D can be detected.
In classical probability theory, there exists a mathe-
matical condition for stochastic processes to be Marko-
vian in terms of conditional probability distributions [45].
This definition cannot be transferred to the quantum
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2regime, as the quantum state changes discontinuously
and randomly conditioned on the outcome of a projective
measurement. In particular, measurements on the open
system completely destroy all—classical and quantum—
correlations between system and environment. Hence,
they strongly influence the subsequent dynamics [2]. On
the one hand, Eq. (1) provides a clear definition for a
measure of quantum non-Markovianity which is inde-
pendent of measurement-induced state changes described
by the projection postulate. On the other hand, mea-
surements are subjected to intrinsic uncertainties, re-
ferred to as quantum projection noise (QPN) [46]: Con-
sider a superposition state of a two-level system, |ψ〉 ≡
cA |A〉 + cB |B〉, with |cA|2 + |cB |2 = 1. Any projec-
tive measurement transfers |ψ〉 into the pointer basis of
the measurement device. For example, if the pointer
basis is {|A〉 , |B〉}, the result indicates either |A〉 or
|B〉, with probability |cA|2 or |cB |2, respectively. Con-
sequently, expectation values can only be determined
by averaging r repetitions. The related statistical un-
certainty is proportional to 1/
√
r and persists, even in
absence of any uncertainty in state preparation. We
point out that the mathematical definition of N trans-
lates QPN into a systematic bias B. This yields the
explicit functional dependence N = N (tmax, γ, r). We
regard values with zero QPN and infinite γ as true val-
ues, i.e., Ntrue ≡ limγ,r→∞N (tmax, γ, r). We identify
B ≡ N −Ntrue to be a nontrivial function of the partic-
ular evolution D(t) and the parameters tmax, γ, and r.
In order to investigate properties of quantum non-
Markovian dynamics, we consider the following toy sys-
tem. It is composed of a single spin-1/2, representing
the open system S, and a bosonic degree of freedom that
spans its environment E, see Fig. 1. The bipartite sys-
tem S + E is assumed to be isolated from an additional
surrounding X. We write the open system’s Hamilto-
nian as HS = ~ωzσz/2, where σz is the Pauli matrix
with eigenstates |↓〉 and |↑〉 and effective energy splitting
~ωz, and the reduced Planck constant ~. The environ-
ment is represented by the Hamiltonian HE = ~ωEa†a,
with annihilation (creation) operators a (a†) and eigen-
frequency ωE , and the Fock states are labeled n. The
dynamics of the total system S + E is governed by the
Hamiltonian [35]
H = HS +HE +HI (2)
=
~ωz
2
σz + ~ωEa†a+
~Ω
2
[
σ+eiη(a
†+a) + h.c.
]
.
Here, we express the interaction term HI by the spin cou-
pling rate Ω, spin-flip operators σ± ≡ (σx± iσy)/2, Pauli
matrices σx,y, and the spin-boson coupling-parameter η.
Further, we investigate the evolution of initial product
states ρ(0) = ρS(0) ⊗ ρE(0), with two representative
states, ρ1S(0) ≡ |↑〉 〈↑| and ρ2S(0) ≡ |↓〉 〈↓|, and thermal
states ρE(0) defined by average occupation numbers n¯.
We choose ρE(0) near the ground state to ensure that
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FIG. 1. Toy system to study quantum memory effects. Illus-
tration of the total system, composed of a single spin-1/2, ini-
tially in ρ1S(0) = |↑〉 〈↑| (dashed) or ρ2S(0) = |↓〉 〈↓| (solid), and
a bosonic environment, initially in a thermal state with low
n¯. While ρ1,2S (t) are depicted on the left in the Bloch-sphere
representation, the related populations of the n = {0, 1, 2}
environmental states are shown on the right. Information is
transferred from S to E and into correlations/entanglement
(not depicted); the amount is accounted for by the change of
distinguishability D(t) of ρ1,2S (t).
energies of spin and bosonic degrees of freedom remain
comparable, enabling observations of distinct features of
quantum memory. In Figure 1, we illustrate an exem-
plary time evolution ρ1,2S (t) and changes in Fock-state
populations that indicate a transfer of information from
S to E.
In our experiment, we implement H with a single
trapped 25Mg+. For all our measurements, we en-
sure that residual decoherence rates Γdec, due to cou-
plings to X (technical noise), are negligible, Γdec 
1/tmax < Ω [47]. Two electronic hyperfine states form S,
while E is composed of a motional mode with frequency
ωE/(2pi) = 1.920(3) MHz. The coherent S-E interaction
HI is implemented via two-photon stimulated Raman
transitions [33] with Ω/(2pi) ≈ 100 kHz and η ≈ 0.32.
More details on the experimental implementation and
data analysis are described in the Supplemental Mate-
rial [47] and Refs. [36, 37]. To record D(t), we perform
measurement series of time-resolved spin-state tomogra-
phy [33]. Each sequence starts with initialization of ρ1S(0)
or ρ2S(0), with dedicated n¯. We implement H for vari-
able duration t ∈ [0, 9τ ], with τ ≡ 2pi/Ω. Subsequently,
we detect expectation values 〈σl(t)〉, (l = x, y, z), in in-
dividual sequences for each l with fixed r = r0 ≡ 500
and γ = γ0 ≈ 15τ−1. From recorded 〈σl(t)〉, we deter-
mine ρ1,2S (t), corresponding D(t) and N , and their sta-
tistical uncertainties [47]. To assess systematic effects of
our measurements, we compare our data with numeri-
cal simulations of the total system dynamics generated
by H [37, 47]. We conduct independent calibration mea-
surements to determine corresponding parameters ωE ,
ωz, Ω, and n¯. In particular, we choose γ and r according
to our experimental realizations to generate numerically
simulated values for the averages 〈σl〉. These yield the
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FIG. 2. Features of non-Markovianity. Experimental results
(data points) for D(t) and N , for n¯ = 1.0(1) and ωz ≈ ωE ,
are compared to corresponding (solid lines) and true (dotted
lines) numerical results. Shaded areas indicate the effect of
the fundamental quantum projection noise (QPN). (a) Non-
Markovian behavior is indicated by increases of D. System-
atic deviations of data points (error bars: 1 s.d.) from the
solid line reveal technical imperfections, while systematic de-
viations due to QPN remain negligible. (b) Memory effects
are evidenced by increasing N . Noise yields an increasing
bias, predominantly, when amplitudes in the dynamics be-
come comparable to QPN amplitudes. Error bars (1 s.d.) de-
pict correlated statistical uncertainties, and we show repre-
sentatives only [47].
dispersion of D and values N that include the effect of
QPN [47]. Additionally, to estimate Ntrue and, therefore,
to quantify B, we perform numerical simulations. To
this end, we consider zero noise amplitude, equivalent to
r →∞, a sampling rate 100 γ0, and all other parameters
fixed according to the experimental realizations [47].
First, we consider an example to discuss distinct fea-
tures of recorded non-Markovian behavior. In Figure 2,
we show measured D and N (data points) for n¯ = 1.0(1)
and resonant interaction, ωz/ωE = 1.000(2), and find
good agreement with numerical simulations (solid lines).
Error bars depict the amount of QPN, while additional
experimental uncertainties are neglected. Information,
initially encoded in S, is transferred to E or S-E corre-
lations, evidenced by decreasing D and flat N . Memory
effects are witnessed whenever D increases, accounted for
by an increase of N . The estimated true numerical re-
sults (dotted lines) deviate from data inD only for partic-
ular durations, indicating residual systematic/technical
effects. In contrast, they increasingly deviate from data
in N . We find that QPN accumulates to a systematic
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FIG. 3. Characterizing the impact of QPN and sampling.
Experimental results N (γ, r) (data points) are compared to
corresponding (solid lines) and true (dotted lines) numerical
results for tmax = 9τ and D shown in Fig. 2(a). The bias
B(γ, r) is indicated by the shaded area, while error bars are
omitted for clarity. (a) We find that B(γ0, r0)/Ntrue ≈ +17%
and substantially increases for r < r0 due to QPN. The
bias approaches negative values for r > r0, e.g., B(γ0, r =
104)/Ntrue ≈ −8%, indicating that low amplitudes of fast dy-
namics in D are missed by our recording at γ0. (b) QPN leads
to limγ→∞ B(γ, r0) → ∞, while finite sampling yields nega-
tive B for γτ < 8. The dashed line illustrates limr→∞N (γ, r).
bias in N . Predominantly, the increases of B occur for
durations of near constant N . Here, amplitudes of the
dynamical evolution of D become comparable to noise
amplitudes in D that are a direct consequence of QPN.
Next, we present results to investigate N (γ, r) for fixed
tmax = 9τ . In Figure 3, we quantify the impact of QPN
on N as a function of r and γ, for the time evolution
depicted in Fig. 2. We vary r for fixed γ = γ0 by posts-
election of random subensembles of the r0 experimental
realizations, generate resampled evolutions D(t), and cal-
culate corresponding N (γ0, r) [47]. The results, depicted
in Fig. 3(a), are in agreement with corresponding simu-
lations. For increasing r, the results approach the esti-
mated Ntrue. However, for r  r0, we find a significant
underestimation, e.g., B(γ0, r = 104)/Ntrue ≈ −8%. We
attribute this to dynamical features that cannot be re-
solved due to our choice of γ0. Further, we vary the mean
sampling rate by random postselection of data points in
recorded D for fixed r = r0 [47], and show correspond-
ing results and numerical simulations in Fig. 3(b). We
find that N (γ, r0) continues to increase with increasing
γ, and even diverges for γ  γ0. Sampling rates that
are too small to resolve fast dynamical features in D re-
sult in a significant underestimation of N , i.e., B < 0.
However, sampling rates that approach reasonable val-
ues overestimate Ntrue due to the contribution of QPN
and, correspondingly, limγ→∞ B(γ, r0) → ∞. Generally,
the variable amount of B can hamper a determination
of N .
Nevertheless, we demonstrate that an application of
the non-Markovianity measure N to probe characteris-
tics of E, cf. Ref. [2], is still possible, when QPN is taken
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FIG. 4. Application of local quantum probing. Experimental results (data points, error bars: 1 s.d.) of N (γ0, r0) for distinct
tmax = {2, 5, 9}τ (triangles, squares, circles) are compared to corresponding (solid lines) and true (dotted lines) numerical
results. (a) We choose n¯ = 0.09(2), to ensure elementary quantum dynamics. In turn, corresponding D(t) are close to trivial,
i.e., sinusoidal with variable frequency and amplitude. Contributions of QPN (shaded areas) are near constant. (b) We observe
positive and negative slopes in N (n¯) for ωz/ωE = 1.000(2), reflecting increasingly complex S-E dynamics. Here, the impact of
QPN is variable.
into account. In particular, we keep our parameters of
S and E close to the simple regime and benchmark the
ability of S to probe S-E couplings and variable states
of E. In a first measurement series, we probe changes
in S-E couplings by variation of ωz near ωE , for fixed
n¯ = 0.09(2), and determine N (γ0, r0). Figure 4(a) de-
picts N (γ0, r0, ωz) for three distinct tmax = {2, 5, 9}τ .
We observe resonances near ωz ≈ ωE that differ signif-
icantly in shape, depending on tmax. For small tmax,
recordedN feature a double-peak structure. This reflects
an expected increase of the effective coupling rate Ω′
(faster dynamics) for a detuning from resonance by δωz ≡
ωz − ωE , which can be estimated by Ω′ ∝
√
Ω2 + δω2z .
In contrast, for larger tmax, line shapes become domi-
nated by the resonant S-E interaction, since amplitudes
in D(t) are ∝ Ω2/Ω′2, i.e., they are largest for ωz = ωE ,
cf. [47]. Comparing our data to corresponding and true
numerical results, we estimate B/Ntrue ≈ 18% on average
with small variations, and we can experimentally resolve
predicted features. In a second series of measurements,
we probe the environmental state by tuning the initial
n¯. In Figure 4(b), we depict experimental and numeri-
cal results of N (γ0, r0, n¯) for tmax = {2, 5, 9}τ and fixed
ωz ≈ ωE , and compare them to the related true values.
For short durations, we find an increase of N (n¯) for in-
creasing n¯, while for longer durations this trend changes
and true values suggest a decrease of N (n¯). We reveal
that |B/Ntrue| varies substantially between 0% and 45%,
depending on tmax and n¯. For increasing n¯, the spin inter-
acts with a larger number of Fock states and the evolution
of D features a less trivial frequency spectrum [47]. This
results in a faster and more complex dynamics D(t) that
cannot be resolved with constant significance for fixed γ0
and r0.
While our results can be considered to be a textbook
example, for increasingly complex or unknown states of
E and/or interactions of S and E, the quantification of
B becomes less trivial. Leaving the regime of numer-
ical tractability, it can be successful to experimentally
record functions N (γ, r), as presented above. An esti-
mation for B(γ0, r0) may be obtained by extrapolating
limr→∞N (γ0, r) for varying γ. A detailed mathematical
characterization of B(γ, r) can assist such extrapolations.
In addition, an estimation of B can be achieved, e.g., by
optimizing semi-empirical models, which are designed to
describe D and tested to return recorded N (γ, r) [47].
Further, in combination with these models, Fourier se-
ries of recorded D(t) may allow to isolate dynamics of
interest from QPN. Thereby, frequency filters or regular-
ization methods may allow to estimate B(γ, r) [48]. But,
we point out that an optimized strategy depends on tech-
nical limitations, excess noise levels, and properties of S
and E.
In summary, we set up our trapped-ion system to
implement an effective spin representing an open sys-
tem, which we couple to an environment composed of
a bosonic degree of freedom. We investigate the evolu-
tion of the trace distance of two initially orthogonal spin
states to study distinct features of quantum memory ef-
fects. Our results demonstrate that inherent fluctuations,
arising from random projection during the measurement
process, yield not only uncertainties, but also a signifi-
cant bias in the quantification of such effects. This af-
fects any experimental platform and even numerical ap-
proaches, such as Monte Carlo simulations. We quantify
this bias in our system to determine accurate values of
the quantum non-Markovianity measure. On the basis
of these findings, we employ the open system as a lo-
cal quantum probe to explore characteristics of system-
environment couplings and environments. Our experi-
5mental platform is ideal to tune to more complex environ-
ments and couplings [37], which includes adding spin or
bosonic degrees of freedom, preparing a variety of initial
environmental states, and engineering couplings to addi-
tional, even classical, surroundings. As such, it can act
as a versatile reference and aids understanding of physi-
cal systems, in which parameters are less controlled, and
other noise sources contribute substantially to an excess
bias.
Further, our fundamental findings lead to questions
concerning generalizations and applications of non-
Markovianity. The effect of QPN on other measures,
which are based on, e.g., the divisibility of the dynami-
cal map [5, 6, 8] or the mutual information between the
open system and an ancilla system [7], needs to be stud-
ied, as we expect them to be significantly influenced by
QPN as well. Overall, it may be practical to extend
definitions of non-Markovianity measures by including
physical constraints, in order to enable a comparison of
different systems. Time scales and the related flow of
exploitable information may depend on the application.
In any case, an upper limit for the sampling rate may
be given, e.g., by the so-called quantum speed limit [49],
which, in turn, would directly limit the impact of QPN.
Based on such extensions, applications for characteriz-
ing time scales and experimentally accessible complexity
measures may emerge. These are needed, e.g., in the
context of equilibration dynamics and thermalization in
isolated quantum systems [37].
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7SUPPLEMENTAL MATERIAL
EXPERIMENTS
We employ a linear radio-frequency (rf) Paul trap with
drive frequency Ωrf/(2pi) ≈ 56 MHz to trap single 25Mg+
with secular frequencies ωrad/(2pi) ≈ {3.9, 4.7}MHz in
radial directions and ωE/(2pi) ≈ 1.9 MHz in axial di-
rection. We implement control of the internal and ex-
ternal states of the ion with coherent laser transitions.
Details on the experimental setup can be found in the
Supplemental Material of Ref. [37] and in Refs. [50, 51].
Two electronic ground states in the hyperfine mani-
fold of 25Mg+ (nuclear spin 5/2) form our open system,
|↑〉 ≡ 3S1/2|F=3,mF=3〉 and |↓〉 ≡ 3S1/2|F=2,mF=2〉,
with a splitting of about 2pi 1775 MHz, where F and mF
denote the total angular momentum quantum numbers
of the ion’s valence electron.
To analyze the open system’s dynamics under a given
interaction with its quantum environment, we prepare
factorizing states of the total system, ρS(0)⊗ρE(0), turn
on the interaction for variable duration t, and, subse-
quently, perform spin-state tomography. A schematic of
the experimental sequence is depicted in Fig. 5.
Doppler
cooling
Spin state
preparation
Sideband
cooling Heating Interaction
Spin state
rotation
~1ms ~10µs~1ms ~20µs t ~5µs
Fluorescence
detection
Initialization of total system state
S-E interaction
Spin-state tomography
~40µs
FIG. 5. Experimental sequence (not to scale) implemented
to record dynamics of 〈σl(t)〉, for l = x, y, z. In particular,
we adjust relative phases of the laser fields, which also imple-
mente the S-E interaction, within the analysis pulse to enable
projection of the different spin components onto the z axis.
We perform individual sequences to observe 〈σl(t)〉 with in-
teraction durations t ∈ [0, 9τ ] varied in steps of ∆t ≈ τ/15.
We employ Doppler cooling and subsequent resolved
sideband cooling to prepare the ion in a thermal motional
state with n¯ ≈ 0.1. The ion’s spin state ρS is initial-
ized via optical pumping and microwave electron shelv-
ing techniques [33] to prepare either ρ1S(0) = |↑〉 〈↑| or
ρ2S(0) = |↓〉 〈↓|. To initialize motional states ρE(0) of in-
terest with n¯ ∈ [0, 1.5], we apply electric-field white-noise
to the ion via one of our trap electrodes. This results in
a controlled heating rate ˙¯n ≈ 0.15 quanta/µs, while rele-
vant ambient heating rates are about 6 quanta/s.
Following state initialization, we turn on the system-
environment interaction for variable duration t via two-
photon stimulated Raman (TPSR) transitions [33] with
variable two-photon detuning ωz [35]. The laser beams
are detuned from the transition to 3P3/2 by ∆R/(2pi) ≈
65 GHz and aligned such that the effective wave vector
points along the axial direction. Intensities of the beams
are adjusted to yield the coupling strength Ω/(2pi) ≈
100 kHz. We choose interaction durations t ∈ [0, 9τ ] in
steps of ∆t ≈ τ/15.
To determine D(t), we measure 〈σl(t)〉 (l = x, y, z) for
both initial spin states ρ1,2S , see Fig. 6. We implement
state-sensitive fluorescence detection [33] via the closed
cycling transition |↑〉 ↔ 3P3/2 |4, 4〉 in order to obtain
occupation probabilities P|↑〉 ∈ [0, 1]. This corresponds
to expectation values 〈σz〉 = 2P|↑〉 − 1 ∈ [−1,+1]. To
detect 〈σx,y〉, we map the Bloch-vector component of in-
terest onto the z axis via well-defined rotation pulses em-
ploying TPSR transitions with ωz = 0, such that P|↑〉
yields expectation values 〈σx,y〉. Each sequence is re-
peated r = r0 ≡ 500 times to yield averages 〈σl(t)〉. Cor-
responding uncertainties δ〈σl(t)〉 [46], representing (only)
quantum projection noise (QPN), are given by the stan-
dard deviation of the binomial distribution:
δ〈σl〉 = 2
√
1
r
( 〈σl〉+ 1
2
)(
1− 〈σl〉+ 1
2
)
. (3)
From the measured 〈σl(t)〉, we calculate Bloch vectors
v(t) = (〈σx(t)〉, 〈σy(t)〉, 〈σz(t)〉)T , and the corresponding
trace distance of the states ρ1,2S
D(v1S,v
2
S) =
1
2
√
(v1S − v2S)† · (v1S − v2S)
with statistical uncertainties, obtained by error propaga-
tion:
δD =
√√√√ ∑
l=x,y,z
∑
m=1,2
(
∂D
∂〈σml 〉
δ〈σml 〉
)2
. (4)
We get N by evaluating changes between two consecutive
measurements, ∆D(t) ≡ D(t)−D(t−∆t), and calculat-
ing
N =
tmax∑
t=∆t
∆D(t)|>0 .
The sum extends over all positive values of ∆D(t), i.e.,
all increases ∆Di ≡ Di −Di−1 > 0. The corresponding
uncertainty δN is again obtained by error propagation of
the contributing uncertainties δ∆Di =
√
δD2i + δD
2
i−1
and consequently:
δN =
√∑
i
δ∆D2i .
The above expression considers only statistical uncertain-
ties, while systematic effects are not considered. How-
ever, we note that our tomography scheme is based on
well-defined spin-state rotations, that are most efficiently
performed for motional states with n¯ → 0. Since Rabi
8rates depend on n [52], the fidelity of our experimental
sequence is a function of ρE . We check the fidelity F of
our experimental sequence by evaluating
F [ρexp(t), ρnum(t)] =
√√
ρexp(t)ρnum(t)
√
ρexp(t),
where ρexp represents the experimentally real-
ized/detected spin state and ρnum is numerically
simulated (see next section) for the corresponding
experimental parameters. Figure 6 depicts measured
〈σl(t)〉 compared to numerical simulations and the cor-
responding fidelity F (t) for the time evolution depicted
in Fig. 2.
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FIG. 6. Measurement of ρ1,2S (t) and corresponding fidelity
F (t). We compare measurements of spin-state components
〈σl(t)〉 (l = x, y, z) (data points) with simulated 〈σl(t)〉true
(solid lines) for both initial states ρ1S (orange) and ρ
2
S (blue)
for D(t) from Fig. 2. We observe small systematic variations
of our experimental fidelity that originate from the motional-
state sensitivity of our tomography scheme.
We observe small systematic modulations of F (t) as
ρE is modified during the interaction, see Fig. 6. For the
measurement of D(t) with n¯ = 1.0(1), see Fig. 6, we find
a mean experimental fidelity F = 0.996(3) for both initial
states ρ1,2S . Throughout our manuscript, we neglect the
dynamical variation F (t) in order to detect ρS(t) inde-
pendently from ρE(t) and measure trace distances D(t)
with uncertainties given by δD(t) (see above).
NUMERICAL SIMULATIONS
To assess systematic effects in the quantification of
quantum memory effects associated with QPN and sam-
pling, we implement numerical simulations of the Hamil-
tonian H, cf. [37]. For tractability, we introduce a Fock-
state cutoff nc = 20, which includes more than 99.9988%
of the initial state population for the worst case of our
experimentally realized ρE , i.e., n¯ = 1.4. We perform cal-
culations with parameters ωz, ωE , and Ω, that we extract
from independent calibration measurements to match the
experimental realization.
To estimate true values for the non-Markovianity
Ntrue, we calculate time evolutions D(t) with sampling
rate γ = 100γ0 and r →∞. To judge the accuracy of our
estimations, we calculate values for γ = 200γ0. We en-
sure for all presented numerical simulations of Ntrue that
N (200γ0)/Ntrue < 10−3. We incorporate QPN in our
numerical simulations by following this five-step recipe:
1. Simulate true values 〈σl〉true (l = x, y, z) for both
initial states ρ1,2S .
2. Calculate the QPN-induced uncertainties δ〈σl〉true
according to Eq. (3) with corresponding measure-
ment repetitions r.
3. Generate random numbers 〈σl〉 with a Gaussian
probability distribution centered at 〈σl〉true with
width (1 s.d.) δ〈σl〉true.
4. Calculate trace distance D with incorporated QPN
from 〈σl〉.
5. Extract N from these D to yield one realization of
the non-Markovianity with incorporated QPN.
In order to obtain time evolutions D(t) with mean QPN
impact, we repeat steps one to four for k times and aver-
age the resulting D. Accordingly, to obtain N with mean
QPN impact, we repeat steps one to five for k′ times and
average the resulting N . We choose k = k′ = 50 for our
simulations and, thereby, fluctuations between different
runs with equal parameters remain non-significant.
9SYSTEMATIC STUDY OF B(γ, r)
In order to study the impact of QPN and sampling
on the measure for non-Markovianity N , we vary the
sampling rate γ and measurement repetitions r, while
keeping other parameters fixed. To minimize effects of
systematic uncertainties of the latter, we vary γ and r
retrospectively, by employing variable postselection pro-
cedures.
We vary r for a given measurement 〈σl(t)〉 with r0 rep-
etitions by random postselection of subensembles with r
of the r0 realizations for each 〈σl〉. Thereby, we generate
new results for each data point 〈σl(t)〉 with corresponding
uncertainties according to Eq. (3). We extract D(t) and
associated N and average over 100 iterations to obtain
mean values N (γ0, r).
In order to vary γ, we proceed analogously: Measure-
ments of 〈σl(t)〉 with sampling rate γ0 for interaction
durations t ∈ [0, tmax] create M0 ≡ γ0tmax data points
D(t). To vary γ, we randomly postselect a subensem-
ble with M of the M0 data points, yielding a measure-
ment of the time evolution D(t) with mean sampling rate
γ = (M − 1)/tmax. We extract N and average over 100
iterations to obtain N (γ, r0).
The bias B is an explicit function of γ and r, i.e., B =
B(γ, r) = N (γ, r) − Ntrue. For our system, which we
operate in a regime where numerical calculations can be
performed, we can systematically study B as a function
of γ and r. In Figure 7 we depict simulated values of
B(γ, r) with experimental parameters according to the
measurements depicted in Figs. 2 and 3.
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FIG. 7. B(γ, r)/Ntrue as a function of γ and r. The dot
marks the experimental parameter combination (γ0, r0), while
dotted lines represent the cuts from Fig. 3.
As depicted, B(γ, r) is a nontrivial function, that di-
verges for γ →∞. As r is increased, the divergence flat-
tens, but cannot be eliminated for realistic values of r for
our system. We emphasize that increasing γ inevitably
results in a growth of N . Thus, any increase of γ needs
to be accompanied with substantial enhancement of r in
order to avoid an increase of B. Moreover, to find opti-
mal settings for γ and r, involved optimization strategies
are needed, in particular, if numerical simulations are not
available.
COMMENT ON GENERAL STRATEGIES
In case of more complex environmental states and in-
teractions, our approach to determine B based on exact
numerical simulations of underlying quantum dynamics
may fail. In such cases, we suggest to use, e.g., semi-
empirical models or Fourier series that are optimized to
describe experimental data points 〈σl〉.
For example, semi-empirical models would be opti-
mized based on physical insights that set specific proper-
ties of S, E, and S-E interactions. Once a model is estab-
lished, it can be tested to describe experimental data. In
particular, the variation of N (γ, r) can be generated fol-
lowing the five-step recipe given above, where true values
〈σl〉true (l = x, y, z) are calculated based on the model.
Finally, when data and model calculations are in agree-
ment, the amount of B can be estimated.
QUANTUM PROBE APPLICATIONS
We understand Figs. 4(a) and (b) with the following
considerations. When tuning ωz nonresonant to ωE , ef-
fective coupling rates increase Ω′ ∝ √Ω2 + (ωz − ωE)2,
see Figs. 8(a) and (b). Thus, short tmax may show in-
creased N for nonresonant S-E interactions. However,
for longer tmax, line shapes become dominated by the
resonant S-E interaction, since amplitudes in D(t) are
∝ Ω2/Ω′2, i.e., they are largest for ωz = ωE . Addition-
ally, in Fig. 8(b), we observe the impact of decoherence
within the observed interaction durations. By comparing
measured and simulated D(t), we extract a decoherence
rate Γdec ≈ 0.06τ−1. Throughout our manuscript, we
neglect this effect and consider our total system S + E
completely isolated from external baths, cf. [37].
Comparing Figures 8(a) and (c) yields insight into the
effect of varying initial temperature on N and observed
temperature-induced speed-up of memory effects. While
overall amplitudes in D(t) are reduced, the dynamics be-
comes less trivial and partly faster.
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FIG. 8. Measured D(t), for three representative data points
of N that are shown in Fig. 4, are compared to true numerical
simulations. (a) D(t) for ωz/ωE = 1.000(2) and n¯ = 0.09(2).
(b) D(t) for ωz/ωE = 0.900(2) and n¯ = 0.09(2). (c) D(t)
for ωz/ωE = 1.000(2) and n¯ = 0.80(2). Vertical dashed lines
depict interaction durations tmax = {2, 5, 9}τ .
