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Abstract. This paper develops an abstract theory for subdifferential operators to give
existence and uniqueness of solutions to the initial-boundary problem (P) for the nonlinear
diffusion equation in an unbounded domain Ω ⊂ RN (N ∈ N), written as
∂u
∂t
+ (−∆+ 1)β(u) = g in Ω× (0, T ),
which represents the porous media, the fast diffusion equations, etc., where β is a single-
valued maximal monotone function on R, and T > 0. In [21] and [22] existence and
uniqueness for (P) were directly proved under a growth condition for β even though the
Stefan problem was excluded from examples of (P). This paper completely removes the
growth condition for β by confirming Cauchy’s criterion for solutions of the following
approximate problem (P)ε with approximate parameter ε > 0:
∂uε
∂t
+ (−∆+ 1)(ε(−∆+ 1)uε + β(uε) + piε(uε)) = g in Ω× (0, T ),
which is called the Cahn–Hilliard system, even if Ω ⊂ RN (N ∈ N) is an unbounded
domain. Moreover, it can be seen that the Stefan problem excluded from [21] and [22] is
covered in the framework of this paper.
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1. Introduction and results
Nonlinear diffusion equations have been studied since a long time ago. In particular,
the problems on bounded domains and RN have been often considered for the equations.
This paper will focus on the case of unbounded domains.
In the case that Ω is a bounded domain in RN , the nonlinear diffusion equation
∂u
∂t
−∆β(u) = g in Ω× (0, T )(E)
is studied by many mathematicians, where β : R → R is a maximal monotone function
and T > 0. Recently, in [6] and [7] Colli and Fukao considered the Cahn–Hilliard type of
approximate equation
∂uε
∂t
−∆(−ε∆uε + β(uε) + πε(uε)) = g in Ω× (0, T ),(E)ε
where πε is an anti-monotone function which goes to 0 in some sense as εց 0, and used
one more approximation
∂uε,λ
∂t
−∆
(
λ
∂uε,λ
∂t
− ε∆uε,λ + βλ(uε,λ) + πε(uε,λ)
)
= g in Ω× (0, T ),(E)ε,λ
where βλ (λ > 0) is the Yosida approximation of β. They first in [6] proved existence of
solutions to (E)ε,λ by the compactness method for doubly nonlinear evolution inclusions
(see e.g., Colli and Visintin [8]):
Au′(t) + ∂ψ(u(t)) ∋ k(t)
with some bounded monotone operator A and subdifferential operator ∂ψ of a proper
lower semicontinuous convex function ψ. They next in [7] obtained existence of solutions
to (E)ε and (E) by passing to the limit in (E)ε,λ as λց 0 and in (E)ε as εց 0 individually.
Although it is known that existence of solutions to (E) can be directly proved under a
growth condition for β (see e.g., [2, p. 205]), in [7, Section 6] they used the above approach
whose idea is based on the idea in Fukao [15] to obtain existence and estimates for (E)
without the growth condition for β (the proof of existence of solutions to (E)ε,λ does not
need this condition), see also [15, 16] in the case of dynamic boundary conditions. A class
of doubly nonlinear degenerate parabolic equations generalizing (E) on bounded domains
was studied by using maximal monotone operators in Damlamian [9], Kenmochi [19],
Kubo–Lu [20] and so on; see also Droniou–Eymard–Talbot [11]. Another approach to
nonlinear diffusion equations via cross-diffusion systems was recently built by Murakawa
[24, 25], whose approach is versatile and easy-to-implement. In comparison with the
Cahn–Hilliard approximation as in [7, 16], the methods by [9, 11, 19, 20, 24, 25]
require the growth condition for β.
On the other hand, in the case that Ω is an unbounded domain in RN , nonlinear
diffusion equations are not so sufficiently studied from a viewpoint of the operator theory,
whereas in the case that Ω = RN the equations are studied by the method of real analysis
(see e.g., [18]). The case of unbounded domains would be important in both mathematics
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and physics. This paper is concerned the initial-boundary value problem for nonlinear
diffusion equations
(P)


∂u
∂t
+ (−∆+ 1)β(u) = g in Ω× (0, T ),
∂νβ(u) = 0 on ∂Ω× (0, T ),
u(0) = u0 in Ω
by passing to the limit in the following Cahn–Hilliard system as εց 0:
(P)ε


∂uε
∂t
+ (−∆+ 1)µε = 0 in Ω× (0, T ),
µε = ε(−∆+ 1)uε + β(uε) + πε(uε)− f in Ω× (0, T ),
∂νµε = ∂νuε = 0 on ∂Ω× (0, T ),
uε(0) = u0ε in Ω,
where Ω is an unbounded domain in RN (N ∈ N) with smooth bounded boundary ∂Ω
(e.g., Ω = RN \ B(0, R), where B(0, R) is the open ball with center 0 and radius R > 0)
or Ω = RN or Ω = RN+ , T > 0, and ∂ν denotes differentiation with respect to the outward
normal of ∂Ω, under the conditions (C1)-(C4) given later. In this context there are two
recent works [21] and [22] which dealt with (P) and (P)ε on unbounded domains. In
[21] and [22] existence and estimates for (P) could be directly proved by regarding (P)
as nonlinear evolution equations of the form
u′(t) + ∂φ(u(t)) = ℓ(t) in
(
H1(Ω)
)∗
with a proper lower semicontinuous convex function φ defined well and by applying mono-
tonicity methods (Bre´zis [5]) which are useful methods for unbounded domains. In [22]
the growth condition for β was imposed as∫ r
0
β(s) ds ≥ c|r|2 for all r ∈ R(1.1)
with some constant c > 0, and β admits the example β(r) = |r|q−1r+r, where q > 0, q 6= 1.
In [21] the growth condition for β was assumed as follows:∫ r
0
β(s) ds ≥ c|r|m for all r ∈ R(1.2)
with some constant c > 0 and m > 1, and β includes the typical example
β(r) = |r|q−1r,
where q > 0 (q > 1: the porous media equation (see, e.g., [1, 23, 28, 29]), 0 < q < 1:
the fast diffusion equation (see, e.g., [10, 27, 28])). However, the examples in [21, 22]
exclude the Stefan problem (see, e.g., [4, 9, 13, 14, 15, 17]):
β(r) =


ksr if r < 0,
0 if 0 ≤ r ≤ L,
kℓ(r − L) if r > L,
since this β does not satisfy (1.1), (1.2). This is due to a direct approach to (P) in [21, 22].
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The purpose of this paper is to remove the growth condition for β such as (1.1), (1.2)
completely and provide a new existence result for (P). To this end we turn our eyes to
the fact that (P)ε is solvable without such growth condition for β by the help of the
approximation term ε(−∆+ 1)uε + πε(uε) and regard (P) as an asymptotic limit of (P)ε
as ε ց 0. As a consequence, the Stefan problem can be included in examples of (P)
even if Ω is unbounded. To describe the result we introduce conditions, notations and
definitions. We will assume the following four conditions:
(C1) The following conditions (C1a) and (C1b) hold:
(C1a) β : R→ R is a single-valued maximal monotone function and
β(r) = βˆ ′(r) = ∂βˆ(r),
where βˆ ′ and ∂βˆ respectively denote the differential and subdifferential of a
proper differentiable (lower semicontinuous) convex function βˆ : R → [0,+∞]
satisfying βˆ(0) = 0. This entails β(0) = 0.
(C1b) For all z ∈ H1(Ω), if βˆ(z) ∈ L1(Ω), then β(z) ∈ L1loc(Ω). For all z ∈ H1(Ω)
and all ψ ∈ C∞c (Ω), if βˆ(z) ∈ L1(Ω), then βˆ(z + ψ) ∈ L1(Ω).
(C2) g ∈ L2(0, T ;L2(Ω)). Then we fix a solution f ∈ L2(0, T ;H2(Ω)) of


(−∆+ 1)f(t) = g(t) a.e. on Ω,
∂νf(t) = 0 in the sense of traces on ∂Ω
for a.a. t ∈ (0, T ), that is,∫
Ω
∇f(t) · ∇z +
∫
Ω
f(t)z =
∫
Ω
g(t)z for all z ∈ H1(Ω).
(C3) πε : R → R is a Lipschitz continuous function and πε(0) = 0 for all ε ∈ (0, 1].
Moreover, there exist a constant c1 > 0 and a strictly increasing continuous function
σ : [0, 1]→ [0, 1] such that σ(0) = 0, σ(1) = 1, c1σ(ε) < ε and∣∣π′ε∣∣L∞(R) ≤ c1σ(ε) for all ε ∈ (0, 1].
Moreover, r 7→ ε
2
r2 + πˆε(r) is convex for all ε ∈ (0, 1], where πˆε(r) :=
∫ r
0
πε(s) ds.
(C4) u0 ∈ L2(Ω) and βˆ(u0) ∈ L1(Ω). Also, u0ε ∈ H1(Ω) fulfills βˆ(u0ε) ∈ L1(Ω),
|u0ε|2L2(Ω) ≤ c2,
∫
Ω
βˆ(u0ε) ≤ c2, ε|∇u0ε|2(L2(Ω))N ≤ c2 for all ε ∈ (0, 1], where c2 > 0 is
a constant independent of ε; in addition, u0ε → u0 in L2(Ω) as εց 0.
Remark 1.1. The condition (C1b) and the convexity of r 7→ ε
2
r2+ πˆε(r) in the condition
(C3) are useful in proving that (−∆+1)µε in (P)ε can be represented by a subdifferential
of some convex function when Ω is unbounded (see [21, Lemma 4.2]). Also, in this
paper, it is an essential assumption that β is single-valued. The multi-valued case will be
discussed in our future work. Moreover, the condition for Ω is assumed in order to use
the elliptic regularity.
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We put the spaces H, V,W as follows:
H := L2(Ω), V := H1(Ω), W :=
{
z ∈ H2(Ω) | ∂νz = 0 a.e. on ∂Ω
}
.
Then H and V are Hilbert spaces with inner products (·, ·)H and (·, ·)V , respectively.
The notation V ∗ denotes the dual space of V with duality pairing 〈·, ·〉V ∗,V . Moreover we
define a bijective mapping F : V → V ∗ and an inner product in V ∗ as
〈Fv1, v2〉V ∗,V := (v1, v2)V for all v1, v2 ∈ V,(1.3)
(v∗1, v
∗
2)V ∗ :=
〈
v∗1 , F
−1v∗2
〉
V ∗,V
for all v∗1 , v
∗
2 ∈ V ∗;(1.4)
note that F : V → V ∗ is well-defined by the Riesz representation theorem. We remark
that (C2) implies Ff(t) = g(t) for a.a. t ∈ (0, T ).
We define weak solutions of (P) as follows.
Definition 1.1. A pair (u, µ) with
u ∈ H1(0, T ;V ∗) ∩ L∞(0, T ;H),
µ ∈ L2(0, T ;V )
is called a weak solution of (P) if (u, µ) satisfies〈
u′(t), z
〉
V ∗,V
+
(
µ(t), z
)
V
= 0 for all z ∈ V and a.a. t ∈ (0, T ),(1.5)
µ(t) = β(u(t))− f(t) in V for a.a. t ∈ (0, T ),(1.6)
u(0) = u0 a.e. on Ω.(1.7)
Now the main result reads as follows:
Theorem 1.1. Let T > 0. Assume (C1)-(C4). Then there exists a unique weak solution
(u, µ) of (P), satisfying
u ∈ H1(0, T ;V ∗) ∩ L∞(0, T ;H), µ ∈ L2(0, T ;V )
and there exists a constant M > 0 such that
|u(t)|2H ≤M,(1.8) ∫ t
0
∣∣u′(s)∣∣2
V ∗
ds ≤M,(1.9)
∫ t
0
|µ(s)|2V ds ≤M,(1.10)
∫ t
0
|β(u(s))|2V ds ≤M(1.11)
for all t ∈ [0, T ]. Moreover, in (C4) assume further that
|u0ε − u0|2V ∗ ≤ c3ε1/2
for some constant c3 > 0 and let (uε, µε) be a weak solution of (P)ε for ε ∈ (0, ε] (see
Section 3 below). Then there exists a constant C∗ > 0 such that for all ε ∈ (0, ε],
(1.12) |uε − u|2C([0,T ];V ∗) + 2
∫ T
0
(
β(uε(s))− β(u(s)), uε(s)− u(s)
)
H
ds ≤ C∗ε1/2.
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Remark 1.2. The operator −∆+1 in (P) and (P)ε corresponds to the Riesz isomorphism
from V onto V ∗. In the case of bounded domains, “+1” of the operator −∆ + 1 can be
removed by virtue of the Poincare´–Wirtinger inequality (see e.g., [6, 19, 20]). However,
since the domain Ω is unbounded and the function β is nonlinear in this paper, it would
be difficult to remove “+1” of the operator −∆ + 1 in (P) and (P)ε, which is an open
question; note that the methods of [6, 19, 20] cannot be applied in this paper because
|Ω| appears in these methods, for example, the projection
Pz = z − 1|Ω|
∫
Ω
z(x) dx, z ∈ H
was effectively used.
The strategy of the proof of Theorem 1.1 is as follows. The advantage of our approach
from the Cahn–Hilliard system as in [7, 16] is to obtain estimates, independent of ε > 0,
for solutions to (P)ε without any growth condition for β (Lemma 3.1). The main part
of this paper is to confirm Cauchy’s criterion for solutions of (P)ε (Lemma 4.1) and to
obtain existence and estimates for (P) without the growth condition for β by passing to
the limit in the approximate problem (P)ε as εց 0.
The plan of this paper is as follows. Section 2 presents the porous media equation,
the fast diffusion equation and the Stefan problem as examples. Section 3 provides the
result for (P)ε. In Section 4 we verify Cauchy’s criterion of solutions to (P)ε and prove
Theorem 1.1.
2. Examples
Example 2.1 (The porous media equation, the fast diffusion equation). In (P)
and (P)ε we consider
β(r) = |r|q−1r (q > 0), πε(r) = −ε
2
r.
In the case that q > 1, the above function β appears in the porous media equation (see
e.g., [1, 23, 28, 29]). In the case that 0 < q < 1, β is the function in the fast diffusion
equation (see e.g., [10, 27, 28]). Also, πε is the function appearing in the Cahn–Hilliard
equations. In both examples, β and πε satisfy (C1), (C3) and for ε > 0 there exists u0ε
satisfying (C4) and the assumption of Theorem 1.1 (see [21, Section 6]).
Example 2.2 (The Stefan problem). The Stefan problem mathematically describes
the solid-liquid phase transition. The problem is described by (P) with
β(r) =


ksr if r < 0,
0 if 0 ≤ r ≤ L,
kℓ(r − L) if r > L,
πε(r) = −ε
2
r
for all r ∈ R, where ks, kℓ > 0 stand for the heat conductivities on the solid and liquid
regions, respectively; L > 0 is the latent heat coefficient. In this model, u and β(u)
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represent the enthalpy and the temperature, respectively (see e.g., [4, 9, 13, 14, 15, 17]).
In this case we can confirm that β and πε satisfy (C1) and (C4) as follows.
It follows from a direct computation that
β(r) = βˆ ′(r) = ∂βˆ(r),
where
βˆ(r) :=


ks
2
r2 if r < 0,
0 if 0 ≤ r ≤ L,
kℓ
2
(r − L)2 if r > L.
Let z ∈ V = H1(Ω) and let K ⊂ Ω be compact. Then we have
∫
K
β(z) = ks
∫
K∩[z<0]
z + kℓ
∫
K∩[z>L]
(z − L) ≤ (ks + kℓ)|K|1/2|z|L2(Ω) <∞.
Thus β(z) ∈ L1loc(Ω). Also, letting z ∈ V and ψ ∈ C∞c (Ω), we derive that∫
Ω
βˆ(z + ψ) =
ks
2
∫
[z+ψ<0]
(z + ψ)2 +
kℓ
2
∫
[z+ψ>L]
(z + ψ − L)2
≤ ks
2
∫
Ω
(z + ψ)2 +
kℓ
2
∫
[z+ψ>L]
(z + ψ)2
≤ (ks + kℓ)(|z|2L2(Ω) + |ψ|2L2(Ω))
<∞,
which implies βˆ(z + ψ) ∈ L1(Ω). Hence (C1) holds.
To verify (C4) we let u0 ∈ H = L2(Ω) with βˆ(u0) ∈ L1(Ω) and put
A := −∆+ I : D(A) := W ⊂ H → H,
Jε := (I + εA)
−1, ε > 0.
Then there exists u0ε ∈ H2(Ω) such that


u0ε + ε(−∆+ 1)u0ε = u0 in Ω,
∂νu0ε = 0 on ∂Ω,
that is,
u0ε = Jεu0.
The properties of Jε yield that
u0ε = Jεu0 → u0 in H as εց 0,
|u0ε|H = |Jεu0|H ≤ |u0|H ,
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and hence ∫
Ω
βˆ(u0ε) ≤ 1
2
max{ks, kℓ}|u0ε|2H ≤
1
2
max{ks, kℓ}|u0|2H ,
ε|u0ε|2V =
(
ε(−∆+ I)u0ε, u0ε
)
H
= (u0 − u0ε, u0ε)H ≤ |u0|2H .(2.1)
Thus there exists u0ε satisfying (C4). Moreover, we observe that
|u0ε − u0|V ∗ ≤ ε1/2|u0|H.
Indeed, it follows from (2.1) that
|u0ε − u0|2V ∗ = |ε(−∆+ I)u0ε|2V ∗ = ε2|Fu0ε|2V ∗ = ε2|u0ε|2V ≤ ε|u0|2H .
Finally, letting g ∈ L2(0, T ;L2(Ω)), we can see that (C2) is satisfied. Also, we can confirm
(C3) in view of the definition of πε.
Therefore (C1)-(C4) hold and we can apply Theorem 1.1 for the above β and πε.
3. Preliminaries
In this section we introduce the definition of weak solutions to (P)ε and show the
result for existence of weak solutions to (P)ε with uniform estimates in ε.
Definition 3.1. Let T > 0. A pair (uε, µε) with
uε ∈ H1(0, T ;V ∗) ∩ L∞(0, T ;V ) ∩ L2(0, T ;W ),
µε ∈ L2(0, T ;V )
is called a weak solution of (P)ε if (uε, µε) satisfies〈
u′ε(t), z
〉
V ∗,V
+
(
µε(t), z
)
V
= 0 for all z ∈ V and a.a. t ∈ (0, T ),(3.1)
µε(t) = ε(−∆+ I)uε(t) + β(uε(t)) + πε(uε(t))− f(t) in V for a.a. t ∈ (0, T ),(3.2)
uε(0) = u0ε a.e. on Ω.(3.3)
Lemma 3.1. Let T > 0. Assume (C1)-(C4). Then for every ε ∈ (0, 1] there exists a
unique weak solution (uε, µε) of (P)ε, satisfying
uε ∈ H1(0, T ;V ∗) ∩ L∞(0, T ;V ) ∩ L2(0, T ;W ), µε ∈ L2(0, T ;V )
and there exist constants M > 0 and ε ∈ (0, 1] such that
|uε(t)|2H + ε
∫ t
0
|(−∆+ I)uε(s)|2H ds ≤M,(3.4)
∫ t
0
∣∣u′ε(s)∣∣2V ∗ ds+ ε|uε(t)|2V ≤M,(3.5) ∫ t
0
|µε(s)|2V ds ≤M,(3.6)
∫ t
0
|β(uε(s))|2H ds ≤M(3.7)
for all t ∈ [0, T ] and all ε ∈ (0, ε].
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Proof. We can prove existence and estimates for (P)ε by setting the proper lower semi-
continuous convex function φε : V
∗ → R as
φε(z) :=


ε
2
∫
Ω
(|z(x)|2 + |∇z(x)|2) dx+
∫
Ω
βˆ(z(x)) dx+
∫
Ω
πˆε(z(x)) dx
if z ∈ D(φε) := {z ∈ V | βˆ(z) ∈ L1(Ω)},
+∞ otherwise
and by applying the monotonicity method for


u′ε(t) + ∂φε(uε(t)) = g(t) in V
∗ for a.a. t ∈ [0, T ],
uε(0) = u0ε in V
∗.
Indeed, [21, Lemma 4.1] assures that φε is proper lower semicontinuous convex on V
∗;
note that in [21, Lemma 4.1] the growth condition for β does not need to obtain the
inequality
λ ≥ φε(zn) = ε
2
|zn|2V +
∫
Ω
βˆ(zn) +
∫
Ω
πˆε(zn) ≥ ε
2
|zn|2V +
∫
Ω
πˆε(zn)
because of the nonnegativity of βˆ. Thus we can prove this lemma in the same way as in
[21, Section 4] (without growth conditions for β).
4. Proof of Theorem 1.1
This section gives the proof of Theorem 1.1 by confirming that the solution of (P)ε
converges to a function as εց 0, which constructs the solution of (P). The key is to show
the following lemma which asserts Cauchy’s criterion for solutions of (P)ε.
Lemma 4.1. Let ε, (uε, µε) and M be as in Lemma 3.1. Then we have
|uε − uγ|2C([0,T ];V ∗) + 2
∫ T
0
(
β(uε(s))− β(uγ(s)), uε(s)− uγ(s)
)
H
ds(4.1)
≤ |u0ε − u0γ |2V ∗ + 2M(ε1/2 + γ1/2) + 2MT (ε1/2 + γ1/2 + 2c1(σ(ε) + σ(γ)))
for all ε, γ ∈ (0, ε].
Proof. We have from (1.3), (1.4) and (3.1) that
1
2
d
ds
|uε(s)− uγ(s)|2V ∗ = 〈u′ε(s)− u′γ(s), F−1(uε(s)− uγ(s))〉V ∗,V(4.2)
= −(F−1(uε(s)− uγ(s)), µε(s)− µγ(s))V
= −〈uε(s)− uγ(s), µε(s)− µγ(s)〉V ∗,V
= −(uε(s)− uγ(s), µε(s)− µγ(s))H.
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Here (3.2) yields that
− (uε(s)− uγ(s), µε(s)− µγ(s))H(4.3)
= (uε(s)− uγ(s),−ε(−∆+ 1)uε(s) + γ(−∆+ 1)uγ(s))H
− (β(uε(s))− β(uγ(s)), uε(s)− uγ(s))H
+ (uε(s)− uγ(s),−πε(uε(s)) + πγ(uγ(s)))H .
Combination of (4.2) and (4.3) together with the Schwarz inequality gives that
1
2
d
ds
|uε(s)− uγ(s)|2V ∗ + (β(uε(s))− β(uγ(s)), uε(s)− uγ(s))H(4.4)
= (uε(s)− uγ(s),−ε(−∆+ 1)uε(s) + γ(−∆+ 1)uγ(s))H
+ (uε(s)− uγ(s),−πε(uε(s)) + πγ(uγ(s)))H
≤ (|uε(s)|H + |uγ(s)|H)(ε|(−∆+ 1)uε(s)|H + γ|(−∆+ 1)uγ(s)|H)
+ (|uε(s)|H + |uγ(s)|H)(|πε(uε(s))|H + |πε(uε(s))|H).
Moreover, it follows from (3.4) and (C3) that
|uε(s)|H ≤
√
M,(4.5)
|πε(uε(s))|H ≤ c1σ(ε)|uε(s)|H ≤ c1σ(ε)
√
M(4.6)
for all s ∈ [0, T ] and all ε ∈ (0, ε]. Thus we have from (4.4), (4.5) and (4.6) that
1
2
d
ds
|uε(s)− uγ(s)|2V ∗ + (β(uε(s))− β(uγ(s)), uε(s)− uγ(s))H
≤ 2
√
M(ε|(−∆+ 1)uε(s)|H + γ|(−∆+ 1)uγ(s)|H + c1
√
Mσ(ε) + c1
√
Mσ(γ))
≤M(ε1/2 + γ1/2) + ε3/2|(−∆+ 1)uε(s)|2H + γ3/2|(−∆+ 1)uγ(s)|2H
+ 2c1M(σ(ε) + σ(γ)).
Hence, integrating this inequality, we conclude from (3.4) that (4.1) holds.
We are now in a position to complete the proof of Theorem 1.1.
Proof of Theorem 1.1 (Existence and uniqueness). Lemma 4.1, the monotonicity
of β, (C3), (C4) imply that {uε}ε∈(0,ε] satisfies Cauchy’s criterion in C([0, T ];V ∗), and
hence there exists a function u ∈ C([0, T ];V ∗) such that
uε → u in C([0, T ];V ∗)(4.7)
as εց 0. We have from (4.7) and (C4) that
u(0) = u0 in V
∗
and, since u0 ∈ H , it holds that
u(0) = u0 a.e. on Ω.(4.8)
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The estimates (3.4)–(3.7) yield that there exist a subsequence {εk}k∈N, with εk ց 0
as k → ∞, and some functions v ∈ H1(0, T ;V ∗) ∩ L∞(0, T ;H), µ ∈ L2(0, T ;V ) and
ξ ∈ L2(0, T ;H) satisfying
uεk → v weakly∗ in H1(0, T ;V ∗) ∩ L∞(0, T ;H),(4.9)
εk(−∆+ I)uεk → 0 in L2(0, T ;H),(4.10)
µεk → µ weakly in L2(0, T ;V ),(4.11)
β(uεk)→ ξ weakly in L2(0, T ;H)(4.12)
as k →∞. Now we will confirm that
u = v a.e. on Ω× (0, T ).(4.13)
Let ψ ∈ C∞c (Ω× [0, T ]). Then we see from (4.7) that∫ T
0
∫
Ω
(uεk − v)ψ →
∫ T
0
∫
Ω
(u− v)ψ(4.14)
as k →∞. On the other hand, from (4.9) we have
∫ T
0
∫
Ω
(uεk − v)ψ =
∫ T
0
〈uεk(t)− v(t), ψ(t)〉V ∗,V dt→ 0(4.15)
as k →∞. Thus it follows from (4.14) and (4.15) that
∫ T
0
∫
Ω
(u− v)ψ = 0
for all ψ ∈ C∞c (Ω× [0, T ]). This implies that (4.13) holds. Consequently, we derive that
u ∈ H1(0, T ;V ∗) ∩ L∞(0, T ;H) and
uεk → u weakly∗ in H1(0, T ;V ∗) ∩ L∞(0, T ;H)(4.16)
as k →∞.
Next we show that
(4.17) πεk(uεk)→ 0 in L∞(0, T ;H)
as k →∞. It follows from (C3) that
|πεk(uεk)| ≤ c1σ(εk)|uεk| a.e. on Ω× (0, T ),
and (3.4) enables us to see that (4.17) holds.
Moreover, we prove that
(4.18) ξ = β(u) a.e. on Ω× (0, T ).
To this end it suffices to confirm that
(4.19) lim sup
k→∞
∫ T
0
(β(uεk(t)), uεk(t))H dt ≤
∫ T
0
(ξ(t), u(t))H dt
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(see [3, Proposition 2.2, p. 38]). We infer from (3.2), (4.11), (4.16) and (4.17) that
∫ T
0
(β(uεk(t)), uεk(t))H dt(4.20)
=
∫ T
0
(µεk(t) + f(t), uεk(t))H dt− εk
∫ T
0
|uεk(t)|2V dt
−
∫ T
0
(πεk(uεk(t)), uεk(t))H dt
≤
∫ T
0
〈uεk(t), µεk(t) + f(t)〉V ∗,V dt−
∫ T
0
(πεk(uεk(t)), uεk(t))H dt
→
∫ T
0
〈u(t), µ(t) + f(t)〉V ∗,V dt =
∫ T
0
(u(t), µ(t) + f(t))H dt
as k →∞. Here, from (3.2), (4.10), (4.12) and (4.17) we have
(4.21) µ = ξ − f a.e. on Ω× (0, T ).
Thus combination of (4.20) and (4.21) leads to (4.19), i.e., (4.18).
Next we confirm that there exists a constant C1 > 0 such that
(4.22)
∫ t
0
|β(u(s))|2V ds ≤ C1
for all t ∈ [0, T ]. We derive from (3.6) and (4.11) that there exists a constant C2 > 0 such
that
(4.23)
∫ t
0
|µ(s)|2V ds ≤ C2
for all t ∈ [0, T ]. Hence, noting that µ ∈ L2(0, T ;V ) and f ∈ L2(0, T ;V ), we see from
(4.18), (4.21) and (4.23) that β(u) ∈ L2(0, T ;V ) and
∫ t
0
|β(u(s))|2V ds =
∫ t
0
|µ(s) + f(s)|2V ds
≤ 2
∫ t
0
|µ(s)|2V ds+ 2
∫ t
0
|f(s)|2V ds
≤ 2C2 + 2‖f‖2L2(0,T ;V ),
which implies (4.22). Thus, from (3.1), (4.8), (4.11), (4.16), (4.18) and (4.21) we have
shown that (u, µ) is a solution of (P). Moreover, by (3.4), (3.5), (4.16), (4.22) and (4.23)
we obtain (1.8)–(1.11).
Finally, we check that the solution (u, µ) of the problem (P) is unique. Assume that
(u1, µ1) and (u2, µ2) are the solutions of (P) with the same initial data. Then it follows
from (1.3)–(1.6) that
(u′1(t)− u′2(t), F z)V ∗ + 〈Fz, β(u1(t))− β(u2(t))〉V ∗,V = 0
12
for all z ∈ V . Choosing z = F−1(u1(t)− u2(t)) ∈ V , we derive from (1.7) that
1
2
|u1(t)− u2(t)|2V ∗ +
∫ t
0
(β(u1(s))− β(u2(s)), u1(s)− u2(s))H ds = 0
for all t ∈ [0, T ]. Then the second term on the left-hand side is nonnegative by virtue of
the monotonicity of β, so that
|u1(t)− u2(t)|2V ∗ ≤ 0
for all t ∈ [0, T ]. Hence it holds that u1 = u2. Furthermore, we infer from (1.6) that
µ1(t) = β(u1(t))− f(t) = β(u2(t))− f(t) = µ2(t)
for all t ∈ [0, T ].
Proof of Theorem 1.1 (Error estimate). The error estimate in (1.12) can be proved
by the same argument as in the proof of [21, Theorem 1.3].
References
[1] G. Akagi, G. Schimperna, A. Segatti, Fractional Cahn–Hilliard, Allen–Cahn and porous
medium equations, J. Differential Equations 261 (2016), 2935–2985.
[2] V. Barbu, “Nonlinear semigroups and differential equations in Banach spaces”, Translated
from the Romanian, Editura Academiei Republicii Socialiste Romaˆnia, Bucharest; Noord-
hoff International Publishing, Leiden, 1976.
[3] V. Barbu, “Nonlinear Differential Equations of Monotone Types in Banach Spaces”,
Springer, London, 2010.
[4] D. Blanchard, A. Porretta, Stefan problems with nonlinear diffusion and convection, J.
Differential Equations 210 (2005), 383–428.
[5] H. Bre´zis, “Ope´rateurs Maximaux Monotones et Semi-groupes de Contractions dans les
Especes de Hilbert”, North-Holland, Amsterdam, 1973.
[6] P. Colli, T. Fukao, Equation and dynamic boundary condition of Cahn–Hilliard type with
singular potentials, Nonlinear Anal. 127 (2015), 413–433.
[7] P. Colli, T. Fukao, Nonlinear diffusion equations as asymptotic limits of Cahn–Hilliard
systems, J. Differential Equations 260 (2016), 6930–6959.
[8] P. Colli, A. Visintin, On a class of doubly nonlinear evolution equations, Comm. Partial
Differential Equations 15 (1990), 737–756.
[9] A. Damlamian, Some results on the multi-phase Stefan problem, Comm. Partial Differential
Equations 2 (1977), 1017–1044.
[10] E. DiBenedetto, Continuity of weak solutions to a general porous medium equation, Indiana
Univ. Math. J. 32 (1983), 83–118.
[11] J. Droniou, R. Eymard, K. S. Talbot, Convergence in C([0, T ];L2(Ω)) of weak solutions
to perturbed doubly degenerate parabolic equations, J. Differential Equations 260 (2016),
7821–7860.
13
[12] C. M. Elliott, S. Zheng, On the Cahn–Hilliard equation, Arch. Ration. Mech. Anal. 96
(1986), 339–357.
[13] A. Friedman, The Stefan problem in several space variables, Trans. Amer. Math. Soc. 133
(1968), 51–87.
[14] T. Fukao, N. Kenmochi, I. Paw low, Transmission problems arising in Czochralski pro-
cess of crystal growth, Mathematical aspects of modelling structure formation phenom-
ena (Be¸dlewo/Warsaw, 2000), 228–243, GAKUTO Internat. Ser. Math. Sci. Appl., 17,
Gakko¯tosho, Tokyo, 2001.
[15] T. Fukao, Convergence of Cahn–Hilliard systems to the Stefan problem with dynamic bound-
ary conditions, Asymptot. Anal. 99 (2016), 1–21.
[16] T. Fukao, “Cahn–Hilliard Approach to Some Degenerate Parabolic Equations with Dynamic
Boundary Conditions”, System Modeling and Optimization (Sophia Antipolis, 2015), 282–
291, IFIP AICT 494, Springer, 2017.
[17] A. Haraux, N. Kenmochi, Asymptotic behaviour of solutions to some degenerate parabolic
equations, Funkcial. Ekvac. 34 (1991), 19–38.
[18] C. E. Kenig, “Degenerate Diffusions”, Initial value problems and local regularity theory.
EMS Tracts in Mathematics, 1. European Mathematical Society (EMS), Zrich, 2007.
[19] N. Kenmochi, Neumann problems for a class of nonlinear degenerate parabolic equations,
Differential Integral Equations 3 (1990), 253–273.
[20] M. Kubo, Q. Lu, Nonlinear degenerate parabolic equations with Neumann boundary condi-
tion, J. Math. Anal. Appl. 307 (2005), 232–244.
[21] S. Kurima, T. Yokota, Monotonicity methods for nonlinear diffusion equations and their
approximations with error estimates, J. Differential Equations 263 (2017), 2024–2050.
[22] S. Kurima, T. Yokota, A direct approach to quasilinear parabolic equations on unbounded
domains by Bre´zis’s theory for subdifferential operators, Adv. Math. Sci. Appl., to appear.
[23] G. Marinoschi, Well-posedness of singular diffusion equations in porous media with homo-
geneous Neumann boundary conditions, Nonlinear Anal. 72 (2010), 3491–3514.
[24] H. Murakawa, Reaction-diffusion system approximation to degenerate parabolic systems,
Nonlinearity 20 (2007), 2319–2332.
[25] H. Murakawa, A linear finite volume method for nonlinear cross-diffusion systems, Numer.
Math. 136 (2017), 1–26.
[26] N. Okazawa, T. Suzuki, T. Yokota, Energy methods for abstract nonlinear Schro¨dinger
equations, Evol. Equ. Control Theory 1 (2012), 337–354.
[27] A. Rodriguez, J. L. Va´zquez, Obstructions to existence in fast-diffusion equations, J. Dif-
ferential Equations 184 (2002), 348–385.
[28] J. L. Va´zquez, “The Porous Medium Equation”, Oxford Mathematical Monographs, The
Clarendon Press, Oxford University Press, Oxford, 2007.
[29] H. -M. Yin, On a degenerate parabolic system, J. Differential Equations 245 (2008), 722–
736.
14
