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Abstract:
Thermal expansion and impurity effects on the lattice thermal conductivity of solid argon 
have been investigated with equilibrium molecular dynamics simulation. Thermal conductivity is 
simulated over the temperature range of 20 – 80 K.  Thermal expansion effects, which strongly 
reduce thermal conductivity, are incorporated into the simulations using experimentally measured 
lattice constants of solid argon at different temperatures.  It is found that the experimentally 
measured deviations from a 1−T high-temperature dependence in thermal conductivity can be 
quantitatively attributed to thermal expansion effects. Phonon scattering on defects also 
contributes to the deviations.  Comparison of simulation results on argon lattices with vacancy 
and impurity defects to those predicted from the theoretical models of Klemens and Ashegi et al. 
demonstrates that phonon scattering on impurities due to lattice strain is stronger than that due to 
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differences in mass between the defect and the surrounding matrix. In addition, the results indicate 
the utility of molecular dynamics simulation for determining parameters in theoretical impurity 
scattering models under a wide range of conditions.  It is also confirmed from the simulation 
results that thermal conductivity is not sensitive to the impurity concentration at high 
temperatures.  
Keywords: Thermal expansion, Equilibrium molecular dynamics, Thermal conductivity
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I. Introduction
The thermal conductivity of a dielectric material depends on temperature, sample size, and 
defect concentration.  At very low temperatures phonon transport is dominated by boundary 
scattering, leading to size-dependent thermal conductivity.  As temperature increases, thermal 
conductivity first increases due to increasing population of higher phonon energy levels, and 
reaches a peak value, which is determined by impurity concentration, and then decreases due to 
impurity scattering.  At still higher temperatures, three-phonon Umklapp scattering processes 
begin to become important, and combine with impurity scattering effects to reduce further the 
thermal conductivity [1].  Above the Debye temperature the lifetime of three-phonon scattering 
processes is inversely proportional to temperature while the specific heat and phonon group 
velocity are temperature-independent.  In combination with the kinetic theory of phonon gases, 
this leads to the well-known T-1 behavior of the thermal conductivity of dielectric materials.  In 
practice the T-1 behavior is actually observed at some fraction of the Debye temperature, for 
example at 1/4 of the Debye temperature for argon and at 1/10 of the Debye temperature for 
silicon.
Experimental work by Krupskii and Manzhelli on unconstrained argon samples [2] revealed a 
quadratic temperature term in addition to the theoretically predicted inverse temperature 
dependence.  They attributed this extra term to higher-order four-phonon interactions while 
Clayton and Batchelder [3] attributed it to thermal expansion effects.  Dugdale and MacDonald 
[4] postulated that the differential lattice expansion in the presence of a temperature gradient, for 
example the relative expansion of hotter regions and compression of cooler regions for materials 
with a positive thermal expansion coefficient, creates another source of momentum transfer that 
further reduces thermal conductivity beyond that determined by three-phonon processes alone.  
Using the kinetic theory of phonon gases, they linked thermal conductivity to thermal expansion 
by defining the phonon mean free path as the inverse product of thermal expansion coefficient and 
temperature.  Christen and Pollack [5], whose experimental work agrees well with first principle 
calculations on the contribution of the anharmonic crystal force to thermal resistance, also 
attributed the deviation from T-1 behavior to the effects of thermal expansion on the lattice 
vibrational frequencies.
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Several experimental and theoretical investigations have also been performed to study the 
effects of isotopes, impurities, and defects on the thermal conductivity [6-14].  Stachowiak et al. 
[13] measured the thermal conductivity of solid argon with oxygen impurity in the temperature 
range of 1.3 – 26 K and argued that the interaction of phonons with the spin-rotational motion of 
oxygen molecules provides significant resistance to the phonon transport. Plekhanov [14] showed 
that 1% 13C in natural diamond could lead to a 30% reduction of the room temperature thermal 
conductivity as compared to isotopically pure diamond.  Capinski et al. [8] measured isotopically 
pure silicon made from 99.7% 28Si by liquid phase epitaxy, and found its thermal conductivity to 
be over 250% higher at 100 K than that of natural silicon.  Asen-Palmer et al. [9] measured a 
maximum thermal conductivity of 10.5 kW/m-K for highly enriched 99.99% 70Ge, which is one 
order of magnitude higher than that of natural germanium. 
The dramatic change in thermal conductivity caused by the addition and removal of point 
lattice imperfections and the disagreement in thermal conductivity temperature dependence 
between theoretical models and experimental results prompt us to model the effects of thermal 
expansion and impurities on lattice thermal conductivity.  Molecular dynamics simulation is a 
convenient tool for such a modeling work since it allows precise specification of impurity 
concentration, lattice parameter, and temperature.  Several groups have reported molecular 
dynamics simulations of thermal conduction and thermal expansion in crystalline materials in 
recent years.  For example, Kaburaki et al. [15] performed equilibrium molecular dynamics 
(EMD) simulations of bulk argon and found the predicted results to be uniformly low, although 
the calculated temperature dependence was found to correspond well with experimental data.  
Volz et al. [16] used molecular dynamics to test the validity of the Fourier law.  Lukes et al. [17] 
predicted the thin film thermal conductivity of solid argon based on nonequilibrium molecular 
dynamics.  Porter et al. [18] calculated the thermal expansion coefficient of crystalline silicon 
carbide.  Despite these studies, to the authors knowledge, there has been little research 
investigating how thermal expansion affects thermal conductivity.  The influence of defects on 
high-temperature thermal conductivity and the potential of molecular dynamics simulation for 
better understanding the parameters in theoretical models of impurity scattering also remain to be 
explored.  To address these issues, the present paper examines thermal expansion and impurity 
effects on thermal conductivity using EMD simulations.  The simulations are performed on 
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crystalline argon, one of the best experimentally characterized noble elements.
II.  Mathematical model
The Lennard-Jones 6-12 potential (L-J) 
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is employed in the present EMD simulations. Here e andσ represent the energy and length 
scales of the potential, and r denotes the distance between two particles. The physical parameters 
for Ar and Kr materials are listed in Table 1. Following the Green-Kubo formalism in linear 
response theory, the lattice thermal conductivity of bulk solid argon is calculated by integrating the 
heat current correlation function:
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where T, kB, and V are absolute temperature, Boltzmann’s constant and system volume, 
respectively.  The heat current J  is 
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is the force acting on the particle i from the particle j.  
The energy of particle i, ie , is defined as
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In order to investigate the effects of impurities on the thermal conductivity of solid argon, 
the semi-classical equation of Callaway [6] is employed to fit, over a range of temperatures, both 
existing experimental thermal conductivity measurements and simulation data generated in this 
paper.  In this equation,
)(
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Here ω is phonon frequency, Dω  is the Debye cutoff frequency, h is Planck’s constant, θ  is the 
Debye temperature,
π= 2/hh , (9)
Tkx B/ω= h , (10)
BD k/ωθ h= (11)
7
and cτ  is the combined phonon relaxation time. This relaxation time is comprised of terms 
accounting for normal (N) and Umklapp (U) three-phonon scattering, boundary scattering, and 
impurity scattering processes:
11111 −−−−− τ+τ+τ+τ=τ ibUNc (12)
For argon, the inverse lifetimes of N and U processes are defined as that in Ref. [19]
32
21
11 )( TBBUN ωττ +=+ −− . (13)
The relaxation time due to the boundary scattering depends on the phonon group velocity and the 
characteristic sample dimension l.  For single crystals this dimension corresponds to the physical 
size of the sample, while for polycrystalline materials this dimension corresponds to the grain size.  
Approximating group velocity as the speed of sound leads to
lvsb /
1 =τ− . (14)
Impurity scattering contributes greatly to thermal resistance at low temperatures. The time scale 
for scattering by impurities is expressed using a simple model by Klemens [10]
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where 0V is the atomic volume, iM  is the mass of an atom, M  is the average mass of all 
atoms, including impurities, and if  the fraction of atoms with mass iM . iA in formula (15) is 
read as 
2
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In order to evaluate the theoretical model parameters B1 + B2 in Eq. (13), l in Eq. (14), and Ai
in Eq. (15), the fitting procedure is performed in different temperature regimes.  Depending on 
the regime, least-squares fits are made to either existing experimental data or the present EMD 
simulations. For the simulations, Callaway’s theoretical thermal conductivities calculated from Eq. 
(5) are fitted to the EMD thermal conductivities calculated using Eq. (2) by adjusting the above 
parameters.  At high temperatures N and U processes dominate and boundary and impurity
scattering processes contribute little to the thermal resistance.  The sum B1 + B2 can thus be 
deduced from the simulation data for pure argon by neglecting the boundary and impurity 
scattering terms in Eq. (12).  At very low temperatures it is inappropriate to fit the Callaway 
model to the simulation results, as the classical EMD simulations do not correctly predict the 
quantum effects on thermal conductivity behavior in this regime.  Boundary scattering dominates 
at low temperatures, so the parameter l  for boundary scattering is thus determined by neglecting 
all terms but 1−τb  in Eq. (12) and subsequently fitting the Callaway model to experimental low 
temperature data on solid argon [5].  Once the parameters B1 + B2 and l  are evaluated, they can 
be used to determine the impurity scattering parameter Ai.  This is done by fitting Eq. (5) to 
simulation data in the temperature range between 30 and 60 K where peak thermal conductivity 
occurs.
III. Simulation results and discussion
Simulations are performed in the microcanonical ensemble on face centered cubic solid argon.  
A cubic simulation box of side L is used, with the usual periodic boundary conditions imposed 
along the x, y, and z directions.  Key simulation parameters are listed in Table 1.  Different 
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lattice constants were used in the simulations depending on the particular case of interest and the 
temperature.  The temperature-dependent lattice constants for solid argon of Peterson [20] are
used.
The final simulation results are found to be very sensitive to the total time steps due to the 
slow convergence of the Green-Kubo integration. To obtain reliable results by direct integration a 
very large number of time steps must be used for accurate statistical averaging. In addition, the
number of integration steps must be chosen so that the integration time is larger than the 
characteristic time required for the current-current autocorrelation function to decay to zero. In 
this paper, the total number of time steps is 5 million.  This corresponds to about 5 ns for the heat 
flux autocorrelation integration.  Standard error analysis of the simulation data generated from 
several runs results in errors in effective thermal conductivity between 10 and 15 percent of the
calculated values in most cases.  Below 30 K, cases with high impurity concentrations have an 
error of 20%, the maximum observed in all simulations. 
Figure 1 shows the simulated thermal conductivity in the temperature range of 10 – 70 K. For 
all simulations in this figure, the lattice constant has been fixed to its 0 K value of 0.53 nm over 
the entire temperature range.  Thermal expansion is thus not taken into account in Fig. 1. The 
current simulation results lie nearer to the experimental data [5] than do the previous results of
[15].  In contrast to simulations of silicon [21], no clear evidence of finite size effects on thermal 
conductivity is found.  Simulations on 256 and 864 atom systems display little dependence on the 
number of particles in the simulation domain.  At temperatures below 20 K, the simulation 
results diverge from the experimental data.  This occurs because the classical EMD simulations 
do not account for the different quantum occupation of phonon states from the classical 
Boltzmann distribution that becomes important at temperatures far below the Debye temperature 
(92 K for argon).  Based on these results, EMD can be used to explore thermal expansion effects 
on lattice thermal conductivity only at temperatures above 20 K.
Along with the experimental data and 864 atom fixed lattice constant data from Fig. 1, Figure 
2 shows thermal expansion effects on lattice thermal conductivity.  In these simulations the 
lattice constant has been varied depending on the temperature.  When the temperature exceeds 
55K, the fixed parameter case exhibits a decay of thermal conductivity with increasing 
temperature that is slow compared to experimental results.  The calculations that account for 
10
temperature dependence of the lattice parameter show much better agreement with experimental 
trends.  The temperature dependence of the thermal conductivity can also be fitted with a 
function nTk −∝ for comparison to the theoretical thermal conductivity at high temperature.  In 
the temperature range 30 - 50K, the experimental curve, the fixed lattice parameter case, and the 
temperature-dependent lattice parameter case have values of the exponent n equal to 1.22, 1.16, 
and 1.10, respectively.  These values are all in reasonable agreement and are slightly larger than 
the high temperature thermal conductivity exponent n = 1.  In the temperature range 50 – 70 K, 
the values are 1.4, 0.617, and 1.55, respectively.  Here the exponent for the fixed lattice 
parameter case deviates dramatically from that for the experimental and the 
temperature-dependent lattice parameter cases, and the exponents for the experimental and 
temperature-dependent cases increase further.  These phenomena indicate that thermal expansion 
effects should not be neglected at high temperatures in solid argon.  
Although the trend of thermal conductivity dependence on temperature for the 
temperature-dependent lattice parameter case in Fig. 2 is correct, the calculated data are lower 
than experimental data over the entire temperature range and are also lower than the fixed 
parameter case data.  Since experimental samples typically have defects and impurities that 
scatter phonons, and since no impurities have been introduced into the simulation model, 
simulations should yield higher values than experiments.  This discrepancy is attributed to the 
L-J potential itself.  Although the temperature dependence of argon lattice constants is available, 
there is no such information on the temperature dependence of the energy parameter in the L-J 
potential. The physical parameters of the length and energy scale in the L-J potentials used in this 
paper are all selected from Pollack’s work [22]. In his work, the standard energy and length scales 
for argon, e andσ , come from fitting the lattice constant and the heat of sublimation at 0 K
from the L-J model to experimental results [22, 23] and then using the second virial coefficient 
and the Joule-Thomson coefficient to test the repulsive term in the L-J potential. In general, 
potentials derived from one set of thermodynamic properties give only a fair prediction of other 
sets of properties[22]. There are differences between potentials derived from the equilibrium 
properties (lattice constant and sublimation behavior for crystals, second and third virial 
coefficient and Joule-Thomson coefficient) and those derived from nonequilibrium properties 
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(thermal conductivity and diffusion).  The above fitting procedure for the parameters results in a 
weaker energy scale in the LJ potential than that exists in reality [24], leading to weaker 
interactive forces among atoms and thus a lower thermal conductivity than the experimental 
results. 
As described above, thermal expansion leads to a deviation of the temperature dependence in 
thermal conductivity from 1−∝ Tk . Another interesting problem is to determine the effect of the 
impurity and defect scattering processes on the thermal resistance at higher temperatures.  In the 
present simulations, both impurities and vacancy defects in solid argon are investigated for a 
516-atom system.  This is accomplished by replacing one argon atom with a krypton atom or a 
vacancy, which gives us a defect concentration of 0.39%.  
Figure 3 shows the impurity and vacancy effects on the thermal conductivity.  The 
simulation results indicate that defects decrease the sample thermal conductivity and that the 
temperature dependence of thermal conductivity becomes less pronounced as temperature 
increases.  The results also show that for the same defect density, the thermal conductivity with a 
vacancy defect is smaller than that with a krypton impurity.  According to Eq. (15), the reciprocal 
of impurity scattering time is proportional to the square of the difference in mass between a defect 
and the surrounding material.  Table 1 indicates that the mass difference between a vacancy 
defect and the argon lattice is smaller than that for a krypton defect in an argon lattice.  The 
inverse relaxation time scale 1−iτ of a vacancy scattering is thus smaller than that for a krypton 
impurity scattering, leading to a prediction by Eq. (5) of larger conductivity for the lattice with the 
vacancy defect.  This theoretical result contradicts the current EMD results.
The insertion of a defect displaces the surrounding atoms and induces strain in the lattice. 
The velocity of the phonons is changed by the variation in interatomic distance, leading to a 
change in direction and a phonon scattering event.  Such strain effects are neglected in Eq. (15), 
which only considers the mass difference contribution to impurity scattering.  The relaxation 
time due to the relative displacement of the neighboring atoms is given by [12]
41 ωτ ss A=− , (17)
12
where 
2
1
22
032
0 )1(
2
R
R
fQ
v
V
A i
n
i
i
s
s −= ∑
=
γπ  . (18)
Here Ri and R indicate the radii of the impurity and host atoms and γ indicates the Grüneisen 
parameter.  Typical values of the parameter 0Q  reported for 
+K impurities in NaCl and 
vacancies in KCl are listed in Table 1.  Adding strain effects (Eq.(17)) to the mass difference 
term (Eq. (15)) leads to the following relation for point defect scattering:
4111 )( ωτττ sisip AA +=+= −−− (19)
The values of Ai and As calculated from Eqs. (16) and (18) for vacancies and krypton 
impurities are listed in Table 1.  For both vacancies and krypton impurities, the strain coefficient 
As is about 3 orders larger than the mass difference coefficient Ai.  Since the value of As is larger 
for a vacancy than for a krypton atom, the total inverse scattering time for krypton impurities is 
smaller than that for vacancies.  The inclusion of lattice strain effects thus results in a lower 
thermal conductivity for vacancies than for krypton and removes discrepancies between the 
Calloway model and EMD simulations. 
  To analyze the defect scattering time further, EMD simulations were performed at a 
vacancy concentration density of 1.5%.  The simulation data for these simulations as well as for 
simulations at 0.39% vacancy density and 0% vacancy density (pure argon) were fitted in the 
range 30 – 60 K as described in Section II above, using the parameter si AAA += as the only 
fitting parameter.  The fitted values of A are 4.0E-38 for pure argon, 6.0E-38 for the 0.39% case, 
and 9.5E-38 for the 1.5% case.  The Callaway model, adjusted to include strain effects, was used 
in conjunction with the above A values to calculate thermal conductivity.  These theoretical 
calculations (curves) along with simulation results (points) are shown in Fig. 4.  The parameter A
can also be calculated directly from Eqs. (16) and (18) . The directly calculated data are 2.84 E-38 
and 10.8 E-38 for samples with vacancy densities 0.39% and 1.5%, respectively. The values of A
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from the fitting procedure are of the same order of magnitude as the directly calculated values, and 
for the 1.5% case agree within 15%.  These results indicate that fitting of molecular dynamics 
simulation results is a viable alternative to direct calculation, using Eqs. (16) and (18), for 
determination of the parameter A.  
The temperature dependence of theoretical thermal conductivity is also fitted with 
exponential functions for the pure argon, 0.39%, and 1.5% cases. The values of n equal 1.14, 0.91 
and 0.398 over the temperature range 30 - 60K for the three theoretical curves, respectively. It is 
further confirmed that the temperature dependence in the thermal conductivity deviates greatly 
from 1−∝ Tk due to lattice strain resulting from the vacancy defects.  
Figure 5 presents the effects of impurity concentration on the thermal conductivity at 
different temperature. The two curves represent simulations run at 30 and 50 K. With increasing 
temperature, the impurity effects on the lattice thermal conductivity are observed to diminish.  
IV. Conclusion
Equilibrium molecular dynamics simulation is used to investigate thermal expansion and 
impurity effects on the lattice thermal conductivity of solid argon. The simulated thermal 
conductivity is not sensitive to the simulated cell size. Over the temperature range 20 – 80 K, the 
simulated results agree well with the experimental results. However, the thermal conductivity 
deviates greatly from the measured data below 20 K, which implies that the classical molecular 
dynamics simulation method is not appropriate far below the Debye temperature.  The simulation 
results prove that thermal expansion contributes to thermal resistance, particularly at high 
temperatures.  This paper is the first to report that the coefficients of the relaxation time scale due 
to impurity scattering can be quantitatively fitted from molecular dynamics. The calculations show 
an order of magnitude agreement with the data calculated directly from theoretical models, and for 
the case of 1.5% vacancy defect density the agreement falls within 15%. Based on the simulated 
thermal conductivity for samples with vacancy defects and impurity atoms of krypton, it is found 
that phonon scattering on impurities due to lattice strain is much stronger than that due to mass 
difference. Argon with vacancy defects is thus found to have a lower thermal conductivity than 
argon with krypton impurities at the same defect concentration.
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Figure Captions
Figure 1. Thermal conductivity of solid argon – fixed lattice constant
Figure 2. Thermal expansion effects on thermal conductivity of solid argon 
Figure 3. Defect and impurity effects on thermal conductivity of solid argon
Figure 4. Defect concentration effects on thermal conductivity of solid argon
Figure 5. Thermal conductivity of solid argon at different temperatures 
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Table Caption
Table 1 Simulation parameters
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Table 1
Variable Value Variable Value
Energy scale of argon 
in LJ potential 1ε  (J)
1.67E-21 Length scale of argon 
in LJ potential 1σ (m)
3.4E-10
Energy scale of 
Krypton in LJ potential 
2ε  (J)
2.25E-21 Length scale of argon 
in LJ potential 2σ (m)
3.65E-10
Energy scale for the 
interactions between Ar 
and Kr atoms in LJ 
potential 12ε  (J)
21εε Length scale for the 
interactions between 
Ar and Kr atoms in LJ 
potential 12σ (m)
( ) 221 σσ +
Atom radius of argon 
(m)
8.8E-11 Atom radius of 
krypton (m)
10.3E-11
Atom mass of argon 
m (kg)
6.63E-26 Atom mass of krypton 
1m (kg)
1.39E-25
0Q  for vacancy defect 3.2 0Q for krypton 
impurity
4
Lattice constant of 
argon at 0 K a (m)
5.3E-10 Averaged γ [23] 2.5
iA for vacancy defect 
(0.39%)
5.56E-41 iA for krypton 
impurity (0.39%)
6.09E-41
sA for vacancy defect 
(0.39%)
2.84E-38 sA for krypton 
impurity (0.39%)
0.25E-38
