In this paper we examine the impact of using the Sherali-Adams procedure on highly symmetric integer programming problems. Linear relaxations of the extended formulations generated by Sherali-Adams can be very large, containing O( n d ) many variables for the level-d closure. When large amounts of symmetry are present in the problem instance however, the symmetry can be used to generate a much smaller linear program that has an identical objective value. We demonstrate this by computing the bound associated with the level 1, 2, and 3 relaxations of several highly symmetric binary integer programming problems. We also present a class of constraints, called counting constraints, that further improves the bound, and in some cases provides a tight formulation. A major advantage of the Sherali-Adams formulation over the traditional formulation is that symmetry-breaking constraints can be more efficiently implemented. We show that using the Sherali-Adams formulation in conjunction with the symmetry breaking tool isomorphism pruning can lead to the pruning of more nodes early on in the branch-and-bound process.
Introduction
This paper looks to solve the binary integer programming problem
where c ∈ Q n , b ∈ Q m , and A ∈ Q m×n .
We assume that BIP has a very large symmetry group. The presence of symmetry can confound the branch-and-bound process since there can be many thousands of subproblems in the branchand-bound tree that are equivalent, making even the smallest problems impossible to solve. In the past several years, however, algorithms such as isomorphism pruning [22] , orbital branching [28] , and orbitopal fixing [17] have been developed which successfully identify and remove equivalent subproblems from the branch-and-bound tree. Other methods include adding symmetry-breaking constraints [31] as well as perturbing the objective function [14] . These symmetry-exploiting algorithms can solve highly-symmetric problems orders of magnitude faster than methods that do not exploit symmetry. Despite these successes, there are still many highly-symmetric small BIPs that are unsolvable or require enormous amounts of computational time [19, 29] .
One possible explanation for the inability to solve modestly sized symmetric problems lies with the bounds. Cutting plane methods have been one of the driving forces behind the improvements in integer programming software. However, there is reason to believe that cutting plane methods may not be effective for highly symmetric problems. The linear program (LP) relaxation of symmetric BIPs may contain a large number of equivalent optimal basic solutions. Cutting all such solutions may require the generation of a large number of constraints, making the LP harder to solve. As an example of the failure of cutting plane methods, the Steiner triple systems (sts), the most symmetric class of problems in the MIPLIB library, is discussed in Section 3.
Rather than focus on cutting plane methods, this paper utilizes the Sherali-Adams [30] hierarchy to compute lower bounds and to prune nodes in the branch-and-bound tree. Bounds obtained by Sherali-Adams formulations can be very strong. It is known that the level-n formulation is the convex hull of the solution space. The level-1 closure has been shown to close a significant amount of the integrality gap [5] . [1] shows, in the case of the quadratic assignment problem (QAP) , that the level-2 formulation can be much stronger. Bounds based on level-3 formulations of QAP problems are approximated in [15] . Extended formulations of Sherali-Adams relaxations can be extremely large and impossible to solve directly, as the extended formulation for a level-k relaxation will contain more than n k variables. Fortunately though, the problem symmetry can be exploited to help solve the relaxations faster. This issue has been addressed in the context of semidefinite programming (SDP) [7, 8, 9, 32] , where symmetry is used to create a much smaller SDP with an identical objective value. Similar methods to those used to create the smaller SDP can be applied to the Sherali-Adams formulation in order to create an LP that is solvable. While an SDP formulation is guaranteed to be at least as tight as the level-1 Sherali-Adams formulation, higher level Sherali-Adams formulations can be created. Interestingly, the power of the higher level Sherali-Adams formulation is not just in the improved bounds, but in its ability to efficiently enforce a class of symmetry breaking constraints. As a result, the Sherali-Adams formulation can be incorporated into symmetry breaking algorithms to help prune nodes in the branch-and-bound tree. This is something that is not done by using the traditional SDP formulation.
The paper is structured as follows. Section 2 gives a brief introduction to symmetry in integer programming and how it is exploited by techniques such as isomorphism pruning and orbital branching, while Section 3 describes why applying traditional cutting plane algorithms to highly symmetric problems tend to fail. Section 4 details how to construct an LP formulation whose optimal objective value is equal to that of the Sherali-Adams formulation, and computes the SheraliAdams bounds for a class of highly symmetric problems. These extended formulations are used in Section 5 to improve the bounds for certain subproblems in the branch-and-bound tree, and, as a result, help prune additional nodes.
A Review of Symmetry in Integer Programming
Describing symmetry in integer programs requires some definitions from algebra. The set Π n is the set of all permutations of I n = {1, . . . , n}. This set forms the full symmetric group of I n . Any subgroup, Γ, of the full symmetric group is a permutation group.
The permutation π ∈ Π n maps the point z ∈ R n to π(z) by permuting the indices. We extend the action of a permutation to sets, where, for S ⊆ Z and S ⊆ Z, π(S) = S if and only if π( i∈S e i ) = i∈S e i . The (following) definition of orbits is extended to sets in a similar manner.
The permutation group Γ acts on a set of points, Z ⊂ R n , such that if z ∈ Z then π(z) ∈ Z.
The orbit of z under the action of the group Γ is the set of all elements of Z to which z can be sent by permutations in Γ, or orb(z, Γ) def = {π(z) | π ∈ Γ}. Orbits can also be extended to variables. By definition, if e j , the jth unit vector, is in orb({e k }, Γ), then e k ∈ orb({e j }, Γ), i.e. the variable x j and x k share the same orbit. Therefore, the union of the orbits
forms a partition of I n , which we refer to as the orbital partition of Γ.
The stabilizer of S ⊆ Z is the subset of Γ that maps each element of S to an element in S, i.e.,
We let F be the set of feasible solutions to BIP. The symmetry group of BIP, called G, is the set of permutations of the variables that map each feasible solution onto a feasible solution of the same value.
Solutions x and π(x), for any π ∈ G, are called isomorphic. Note that the symmetry group acts on all elements of R n , not just the elements in F. As a result, pairs of fractional solutions can be considered isomorphic.
Computing the symmetry group G of an integer program is likely far more difficult than solving the instance itself. In facting, simply testing if a permutation is in the problem instances symmetry group is NP-Hard. This can be seen by reducing the feasibility problem for BIP to testing for membership in G (the same problem's symmetry group). If the BIP instance has n variables, then n − 1 tests can be made to determine if the permutation mapping the element 1 to the element i, for i ∈ {2, . . . , n}, while leaving all other elements unchanged, is in G. If any permutation, π, is not in G, then there must be a solution x ∈ F, with π(x) / ∈ F, meaning that there is a feasible solution to the BIP instance. If all permutations are in G, then G = Π n . As such, the constraints
. ≥ x n can be added to the problem formulation while preserving feasibility [4] .
Since only n + 1 integer solutions satisfy these constraints, each of these solutions can be tested for feasibility. If none are feasible, the BIP instance is infeasible.
Practical methods aimed at exploiting symmetries are forced to use a subgroup of the symmetry group that is found by examining the problem formulation. Let (A, b, c) be a formulation of BIP, i.e. F = {x ∈ {0, 1} v , Ax ≥ b}. Given a permutation on the variables π ∈ Π v and a permutation on the constraints σ ∈ Π m , let A(π, σ) = P σ AP π be the matrix obtained by permuting the columns of A by π and the rows of A by σ, for permutation matrices P σ and P π . Applying the permutation to the right hand side vector gives σ(b) = P σ b. The formulation group G(A, b, c) of BIP is the set of permutations
A formulation group G(A, b, c) can be computed by using software (such as nauty [24] or saucy [6] ) designed to compute the isomorphism group of a related graph. More details of the construction are available in [18] . Note that computing G(A, b, c) also generates a set of symmetries on the constraints. We call this set C(A, b, c). In the same way that O is the orbital partition of the variables, we let C be the orbital partition of the constraints. Note that the two constraints a
The formulation group G(A, b, c) is a subgroup of G. In fact, there may be many formulations (A , b , c ) of the problem, and the symmetries present in any formulation group may be used by symmetry-exploiting methods. This is important to consider when discussing cutting plane methods, as is done in Section 3. Generating a valid inequality and adding it to the formulation has the potential to reduce the size of a formulation group. However, because the cut does not remove any feasible solutions, the symmetry group does not change. Thus, it is appropriate to use the formulation group computed before adding the new cut as an approximation of the symmetry group.
Branch-and-bound trees for very small, but highly symmetric, BIP problems can be very large if the symmetry is ignored. The feasible region of a highly symmetric BIP may contain many thousands of equivalent optimal solutions. The presence of so many optimal solutions can make solving the BIP using branch-and-bound very difficult. One popular approach is to remove some of these equivalent solutions by adding symmetry breaking cuts.
Ideally, one would like to generate a set of cuts that remove all but one of each set of equivalent solutions. It is important, then, to determine which solution out of a set of equivalent solutions is chosen. This is typically done by using lexicographical ordering. The notation z z is used to denote lexicographic order. Because all variables are binary in BIP, we can simplify notation by referring to the solution z ∈ {0, 1} n as the set S = {i|z i = 1} and z ∈ {0, 1} n as the set S = {i|z i = 1}. We have that z z if and only if S S .
Unfortunately, restricting the feasible region to include only one element of each equivalent solution is likely to require an exponential number of constraints. This is evidenced by [21] , where Luks and Roy show that an exponential number of constraints are needed to remove all non lexicographically minimal solutions from a problem's feasible region. Another approach is to use symmetry information to prune nodes in the branch-and-bound tree [23, 28] . This is done by orienting the branch-and-bound tree, calling the branching that fixes a variable to one the left branch and the branch that fixes a variable to zero the right branch. The node a is to the left of node b if, at their first common ancestor, an ancestor of node a was formed by a left branch and an ancestor of node b was formed by a right branch. Ancestor nodes and their descendants are not compared in this way. This is illustrated in Fig. 1 However, these branching techniques may still spend time solving unnecessary subproblems. Both isomorphism pruning and orbital branching only attempt to remove non-leftmost solutions from the feasible region by fixing variables and not by generating cuts. It is possible that the LP solution for a subproblem is not leftmost, and that removing all non-leftmost solutions may allow for the subproblem to be pruned by bound. This can be seen in Fig. 2 . F , the dark shaded region in the feasible region, contains only non-leftmost solutions. If F is not removed from the feasible region, node b cannot be pruned by bound, however, removing F will allow pruning.
All, including fractional, non-leftmost solutions can be (impractically) removed by the following branching disjunction. Let node a in the branch-and-bound tree be defined by the set (F a 0 , F a 1 ), where F a 0 is the set of variables fixed to zero at node a and F a 1 is the set of variables fixed to one. Let variable x i be the variable chosen for branching. Suppose the branching disjunction
Figure 2: Feasible region of b without symmetry breaking is used. We call the child formed by fixing x i to one the left child, and the child formed by adding the symmetry breaking constraints the right child. Note that the identity permutation fixes x i to zero in the right child. It is easy to see that no solution in the right child is equivalent to a solution in left. If this branching disjunction is used at all ancestor nodes, then all feasible solutions in the right child will be leftmost. The difficulty with this branching method is in computing all of the symmetry breaking constraints. As will be shown in Table 1 , |G| can be very large, reaching in the billions for (small) instances considered in this paper. The symmetry breaking method orbital branching [28] approximates this method, but replaces G with stab(F a 1 , G).
Cutting Planes and Highly-Symmetric Problems
Cutting plane methods for general integer programs have been dramatically improved in the last decade and very effective implementations are now available in commercial and non-commercial solvers. Several types of general purpose cutting planes are known. Among them, Gomory fractional and mixed integer cuts, as well as disjunctive cuts, are often used to close the integrality gap, and help speed up the solution times of many integer programming problems. In the presence of symmetry, however, these methods can be inefficient. In this section, we review cutting plane methods and discuss why they tend to fail on highly symmetric problems. This is most evident when testing cutting plane methods on the most symmetric instances in the MIPLIB library, the Steiner Triple Systems (sts) problems.
Fischetti et al. [10] performed an exact optimization over the first Chvàtal closure of the natural {0, 1} − LP formulation of sts27 and sts45. They were not able to improve upon the initial lower bound. A similar result has been obtained in [3] when optimizing exactly over rank-1 split cuts, (equivalent to Gomory mixed integer cuts).
Balas et al. [34] showed that a standard implementation of Gomory's fractional cutting plane method (in which fractional Gomory cuts of any rank are generated) is able to close 50% of the initial gap of sts15, but it fails to improve the initial bound of sts27. Interestingly, they also demonstrated that generating Gomory cuts to separate the lexicographically-largest optimal basic solution allowed them to solve to optimality for the first time (with a pure cutting plane algorithm)
sts27. Even though sts27 contains only 27 variables (all of them binary), the cutting plane algorithm of [34] generated over 8,000 cuts in order to produce a tight integrality gap.
Disjunctive cuts also proved to be ineffective when applied to Steiner triple covering problems.
Fischetti and Lodi [11] showed that no improvement of the initial gap has been accomplished on sts27 with ten rounds of disjunctive cuts. This result is surprising given the effectiveness of these cuts on other instances in the MIPLIB library.
While these sts problems may contain additional structure that make them notoriously difficult to solve, one explanation for the lack of success attained by these cutting plane methods is the high degree of symmetry present in these problems. Suppose one generated a valid inequality γx ≤ γ 0 , referred to as (γ, γ 0 ), that removed the fractional solution x LP . If the LP formulation contained a large degree of symmetry, it is likely that there is a solution equivalent to
that satisfies the inequality (γ, γ 0 ). If such a π(x LP ) exists, adding the inequality (γ, γ 0 ) does not improve the LP relaxation. This is seen in [34] , where the LP bound of the sts27 problem is displayed after successive rounds of Gomory cuts. Their results show that it is common for the LP relaxation of sts27 to remain unchanged after several rounds of cuts. The only way to guarantee that π(x LP ) is separated from the feasible region is to include the constraint (π(γ), γ 0 ) to the LP formulation. Similarly, guaranteeing all solutions equivalent to x LP are removed requires adding the set of inequalities (π(γ), γ o ) for all π in G. If G is very large (see Table 3 for the sizes of symmetry groups in common test instances), adding these inequalities may significantly affect the computational time needed to solve the LP relaxation. Fortunately, symmetry can be used to aid in the solving of the LP relaxation.
Theorem 1 Let f (x) be a convex function and X a convex set. There exists a solution x avg = argmin x∈X f (x) with the property x avg i = x avg j for all i ∈ orb({e j }, G).
Theorem 1 was proved in [13] . The intuition of the proof is that for any optimal solution x * , π(x * ) is both feasible and optimal. Taking the average of π(x * ) for all π in G will give the desired
x. The motivation for Theorem 1 in [13] was for its application to semidefinite programming. This theorem is applied to linear programming in [27, 4] .
Corollary 1 Given an LP formulation where O is the orbital partition of the variables with respect to the symmetry group of variables, G, and C is the orbital partition of the constraints with respect to the symmetry group acting on the constraints, C, one can construct an LP formulation containing |O| (the number of non-isomorphic variables) many variables and |C| (the number of non-isomorphic constraints) many constraints that has the same optimal objective value. We call this new LP formulation the symmetry-shrunken LP.
The symmetry-shrunken LP is created by replacing all x j terms in the problem formulation with y i , where i = min(orb(G, j)). As a result of the definition of the formulation group, all constraints that are in the same constraint orbit will be identical. As an example, consider the LP min
All variables in (3.1) share the same orbit. Similarly, all constraints share the same constraint orbit.
We can replace them with y 1 to give the shrunken LP min 3y 1 (3.2) subject to 2y 1 ≥ 1
Note that all the constraints, which shared the same orbit, are now identical. Only one of the constraints is required for the formulation. The optimal solution to (3.2) has y 1 = . This solution can be converted to an optimal solution to the original problem by letting x 1 = x 2 = x 3 = y 1 = 
Extended Formulations of Highly-Symmetric BIPs
As discussed in Section 3, it is not clear how to efficiently implement cutting plane methods for highly symmetric problems. Instead, we seek to obtain better bounds by exploiting Theorem 1.
Because LP relaxations are much easier to solve when symmetry is present, we can consider much larger formulations.
Consider the Lovász-Schrijver relaxation of a {0, 1}-integer program formed by the process defined by:
• Step 1: Generate the nonlinear system (Ax − b)x j ≥ 0 and (Ax − b)(1 − x j ) ≥ 0 for each j in {0, . . . , n}.
• Step 2: Substitute y i,j , i < j, for each x i * x j and x j * x i with i = j, and x i for every x 2 i . Let Y be a symmetric (n + 1)(n + 1) matrix be defined by letting the vector (1, x 1 , . . . , x n ) be both row and column 0. The entry Y i,j for i < j is simply y i,j . Let M be the convex set in R (( n 2 )+n) satisfying the inequalities in Step 1 with the additional restriction that Y be positive semidefinite.
• Step 3: Project M onto the x-space.
The Lovász-Schrijver Relaxation can be much stronger than the traditional LP relaxation. Also,
Step 3 is not necessary, as optimizing a linear function over M is a semidefinite program (SDP).
One downside of solving the SDP is that the SDP formulation is much larger than the original formulation, containing n 2 many additional variables. Recently, there has been interesting work in using the symmetry to reduce the number of variables in the SDP relaxation [7, 8, 9, 32] . Note that lifting the LP formulation to M preserves symmetry. For every permutation π in the formulation group of the LP, we can construct a permutation for the SDP, π + by assigning π
. As M is a convex set, we can use Theorem 1 to add the constraints
is to use these equalities to help construct a smaller SDP whose optimal value is equal to the full SDP. This section outlines a strategy similar to that used by the SDP community for solving large extended formulations.
In [30] , Sherali and Adams describe a technique for generating a hierarchy of formulations of {0, 1} integer programming problems that improve the quality of the linear relaxation. The rank d
Sherali-Adams closure can be created by:
• Step 1: For every J 0 and J 1 subsets of (1, . . . , n) with
• Step 2: Substitute the binary variable x S in place of every monomial i∈S x
i , call the set of solutions in this space M d .
• Step 3: Project M d onto the x-space, let P d be the resulting polyhedron.
It can be shown [30] that P i ⊃ P j for i less than j and that P n equals the convex hull of F. While the Lovász-Schrijver relaxation is guaranteed to be at least as strong as the SheraliAdams level-1 formulation, there are some advantages to using Sherali-Adams. Namely, larger formulations that dominate the SDP formulation can be created and there is a wide variety of software available to solve linear programs (as opposed to semidefinite programs). There has been little work computing bounds associated with Sherali-Adams relaxations of levels greater than one.
However, [5] finds that the level-1 Sherali-Adams bound reduced the integrality gap of several of the smaller MIPLIB instances by an average of 39%.
Similar to the Lovász-Schrijver relaxation, the Sheral-Adams formulation can contain a large number of variables and constraints. In fact, the number of variables grows exponentially with d.
However, as with the SDP case, the symmetry from the original formulation can easily be lifted to the extended formulation. As a result, for highly-symmetric problems, Corollary 1 can be used to create a substantially smaller LP formulation whose objective value is equal to the one found by optimizing over M d (or P d ).
Constructing Shrunken LPs
The naive way of constructing the level-d shrunken LP is to generate the entire extended formulation by first using the process described by the Sherali-Adams procedure. The constraints Theorem 2 Given constraint a T x ≥ b in the original formulation, for any π in stab(a, G), the linearized constraint generated by (J 0 , J 1 ) will be symmetric, with respect to G d , to that generated by (π(J 0 ), π(J 1 )). Similarly, the set of constraints generated by multiplying ax ≥ b by all appropriate J 0 and J 1 terms will be symmetric to those generated using π(a) T x ≥ b for all π in G.
Proof. First, we show that all terms in the linearized constraint generated by (π(J 0 ), π(J 1 )) and a T x ≥ b, rlt π , can be mapped onto a term in the linearized constraint generated by (J 0 , J 1 ) and a T x ≥ b, rlt.
The nonlinear constraint generated by J 0 and J 1 is:
Expanding out the k∈J 1 [1 − x k ] term in (4.1) gives the constraint:
Linearizing (4.2) gives rlt π :
Similarly, rlt π , the linearized constraint generated by (π(J 0 ), π(J 1 )) is:
To show that rlt is symmetric to rlt π , we need to show that π is such that a rlt π(x) = a rltπ π(x). To do this, we will show that π maps each term of rlt onto a unique term in rlt π
Consider the term a i (−1) |C| x J 0 ∪C∪{i} for some i ∈ {1, . . . , n} and some C ⊆ J 1 . The permutation π maps x J 0 ∪C∪{i} to x π(J 0 )∪π(C)∪{π(i)} . We have that π(C) ⊆ π(J 1 ), so we know the term
. Because π ∈ stab(a, G), it must be the case that a i = a π(i) , meaning that each term on the left-hand side of (4.3) gets mapped to a term on the left-hand side of (4.4) with the same coefficient. A similar argument can be used to show that this is true for terms on the right-hand side as well.
If π is an onto mapping from terms in rlt to terms in rlt π , then π −1 is an onto mapping from terms in rlt π to terms in rlt, meaning that π not just an onto mapping, but a 1-1 mapping. This shows that the constraint rlt is symmetric to the constraint rlt π
The second part of the theorem, that the set of constraints generated by multiplying ax ≥ b by all appropriate J 0 and J 1 terms will be symmetric to those generated using π(a)
As a result of Theorem 2, the set of constraints can be restricted to only those generated by one representative of each constraint orbit. Also, J 0 and J 1 can be restricted such that J 0 is the lexicographically minimal representative of orb(J 0 , stab(a, G)) and J 1 is the lexicographically minimal representative of orb(J 1 , stab(J 0 , G) ∪ stab(a, G). All such sets J 0 and J 1 can be found using techniques in non-isomorphic generation such as isomorphism pruning [22] .
The resulting formulation will still contain variables y S and y π(S) for some nontrivial π in G. To generate the shrunken LP, all y S terms can be replaced by y S L , where S L is the lexicographically minimal representative of orb(S, G). This process is formalized in Algorithm 1.
Algorithm 1 Generating a Level-d Shrunken LP
Initialize: m = number of constraint orbits for i in {1, . . . , m}
Step 1: Choose constraint a i 1 from constraint orbit i.
Step 2: For every J ⊆ {1, . . . , n}, with |J| = d and J π(J) ∀π ∈ stab(a i 1 , G)
For every partition (J 0 , J 1 ) of J with:
and
Step 3: Generate the nonlinear system (a
Step 4: Substitute the binary variable y S L in place of every monomial i∈S x i where S L S and there exists a π ∈ G with S L = π(S). 
Improving Sherali-Adams Bounds
One option to further improve the Sherali-Adams bound is to add integrality constraints to some of 
is valid. In the shrunken LP, we can rewrite (4.5) as
We call the constraints in (4.6) counting constraints. Even though they are nonlinear, they can easily be linearized by introducing binary dummy variables d i such that
Similar to the issues with branching on the y variables, introducing these constraints can cause numerical issues as a result of large values of Y S L . As a result, we use an exact LP solver.
When the shrunken LP is solved, the optimal solution, z LP , is often fractional. Typically, in the minimization case, the best bound is then z LP . However, due to the nonlinearity of the counting constraint, it may be possible to do better. For j = z LP , fixing the dummy variable d j to one and resolving may return an optimal solution with an objective value greater than j. In this case, d j+1
can be fixed to one and the shrunken LP can be resolved.
Computational Results
In this section we compute the bound given by the level 1, 2, and 3 Sherali-Adams relaxations for highly symmetric BIP problems. The instances chosen for these tests come from combinatorial optimization problems with applications in coding theory and statistical design. Computations are given in Tables 1 and 3 . The instances beginning with cod are used to compute maximum cardinality binary error correcting codes [20] and the instances whose names begin with cov are covering designs [25] . The instances beginning with codbt are used to computed minimum dominating sets in Hamming graphs. These include the famous "football pool problems". The instances sts are used to compute the incidence width of Steiner-triple systems [12] . Some classes of problems like sts and cov commonly include valid inequalities that are generated by looking at optimal solutions to smaller instances in the family. While these inequalities can strengthen the lower bounds considerably, they are not included in these computational results since our intent was to test the impact of Sherali-Adams relaxation on the original formulations. Including them would further strengthen the bound. Most instances are available on Francois Margot's website http://wpweb2.tepper.cmu.edu/fmargot/lpsym.html.
The shrinking procedure is very effective at reducing the size of the LP needed to compute the Sherali-Adams bound. Table 1 shows the number of variables in each relaxation. While the size of the corresponding LP still increases exponentially as the level increases, the reduction makes a noticeable difference in the size. Note that for only one instance, sts45, the number of variables in the level-2 relaxation is greater than the number of variables in the original problem. This is due to the fact that the size of the symmetry group for this instance is relatively small. Even in the level-3 relaxations, only one instance, codbt34 contains more than 10,000 variables.
The number of variables in the level-k formulation corresponds to the number of nonisomorphic sets of size k with respect to the problem's symmetry group G. The number of constraints generated by a single constraint ax ≤ b in the level-k formulation, on the other hand, corresponds to the number of nonisomorphic sets of size k with respect to the stabilizer of a with respect to G. In the instances considered, all constraints were symmetric, so there was only one constraint orbit used in Algorithm 1. Even so, the extended formulations contained a large number of constraints. Table 1 gives the number of sets J used in Step 2 of Algorithm 1. Not only does the size of J increase considerably as the level increases; the size of J increases in proportion to the number of variables. Using all partitions (J 0 , J 1 ) of J will result in generating 2 |J| many constraints. Limiting the constraints to only those that are lexicographically minimal with respect to stab(J, stab(a)) reduces the number of constraints generated by 5-10% for most instances. There is still a lot of redundancy in the set of constraints generated, though it is difficult to predict when such redundancies are likely to occur. Table 2 shows the times required to generate and solve the shrunken LPs. Both CPLEX, version 12, and and QSopt ex, a rational LP solver [2] , were used to solve the LP problems. CPLEX was used to solve both the formulation with and without counting constraints, while QSopet ex was used to solve only the formulations with the counting constraints. The barrier algorithm option was used for all CPLEX times. A "*" denotes that the LP problems were not solvable even when left to run for a day, whereas the "+" in the column label denotes the time needed to solve the shrunken LP with the counting constraints. Times required to solve level-1 and level-2 formulations were not reported, as all instances were solved in less than one second. As is shown by Table 2 , the times required to generate each level of the Sherali-Adams formulation increases exponentially. There are several reasons for this. First, as shown in Table 3 , the number of sets J that contain d elements and are lexicographically minimal with respect to stab(a), grows exponentially as d increases.
Making things worse, every such J generates 2 |d| many constraints. The constraint generated by the partition (J 0 , J 1 ) of J will contain |J 1 | * (nc + 1) many terms (where nc equals the number of non-zero coefficients of the constraint ax ≥ b). For each term, a i x S , the lexicographically minimal set equivalent to S must be computed. The algorithm for computing the lexicographically smallest element is exponential with respect to the size of S. Note, however, that it may not be necessary to generate every constraint of the shrunken LP. Note from Table 3 that the number of multipliers J is always larger than the number of variables in the shrunken LP, and, as a result, the number of constraints are much larger (more than a factor of 2 d ) than the number of variables.
The bounds obtained by solving the levels 1 through 3 shrunken LPs are shown in Table 3 .
Bounds obtained by solving the original shrunken LP are labeled by "SA", while the bounds obtained with the counting constraints are labeled "SA + ". Unfortunately, because of the difficulty in solving LPs exactly, not all relaxations are solvable. A * denotes those that were unable to be solved. Surprisingly, even for the level-3 formulations, the improvements in the bound by 330  5  29  273  5  48  744  330  10  171  5,298   cov743  5,040  35  4  14  52  4  20  111  35  8  71  758   cov832  40,320  56  4  15  67  3  16  93  28  6  55  624   cov943  362,880  126  5  25  180  4  33  362  84  8  117  2,550   cov954  362,880  126  5  25  180  5  41  477  126  10  147  3,398   sts15  60  15  4  14  40  9  57  237  35  18  222  1,860   sts27  303,264  27  2  4  7  2  5  13  117  4  16  70   sts45  360  45  8  64  533  18  297  3,795  330 Sherali-Adams are negligible. This is surprising given the results from [5] , where the level-1
Sherali-Adams bound reduced the integrality gap by an average of 39%. For these problems, the improvements for the level-1 bound were only 15%. Even the level-3 bound was not as effective as the results from [5] . The bounds for two of the problems, cov1174 and cov832, don't increase at all. Note, however, that the bounds did improve significantly for the sts problems. The counting constraints, however, can be helpful in improving the bound. Including the counting constraints reduced the gap by an extra 10, 20, and 30 percentage points in the level 1, 2, and 3
cases. Interestingly, in several instances the level-k − 1 formulation with the counting constraints appears stronger than the level-k constraints without them. In fact, with the counting constraints, optimality is proven in 6 of the test instances (two at level 2 and four at level 3).
Note from variables. This is a result of the fact that both instances contain a small number of original variables and also have very large symmetry groups (relative to the number of variables). As a result, higher level formulation can be easily created. Table 4 gives the bounds for these two instances for levels 4 through 7. Optimality is proven in level 4 for sts27, while the integrality gap is nearly closed in the seventh level for sts81. Even with the addition of the counting constraints, the bound provided by the Sherali-Adams relaxation is unable to prove optimality for most of the problem instances. Many of the unsolved problems still have large integrality gaps. Considerable effort could be spent trying to compute the level-4 or even level-5 Sherali-Adams relaxation, but those relaxations seem unlikely to prove the optimality of many more problems. Even though the extended formulations are not likely to prove optimality by themselves, it may be beneficial to solve extended formulations at subproblems throughout the branch-and-bound tree. Unfortunately, these extended formulations are only computationally tractable due to the large amount of symmetry in the original problem formulation.
Symmetry is quickly removed from the formulation as variables are fixed to one. It is unlikely, then, that even the level-1 relaxation of subproblems will be solvable in an acceptable period of time. Despite these limitations, the extended formulations can still be a valuable tool in identifying prunable nodes in the branch-and-bound tree. The main reason for this is the fact that symmetry breaking constraints can be efficiently enforced in the Sherali-Adams formulation. In this section, we show the impact of the pruning on several test problems.
As described in Section 2, symmetry breaking algorithms such as isomorphism pruning and orbital branching identify nodes to be pruned or variables to be fixed by testing if all feasible solutions are non-leftmost. It may be the case, however, that the optimal LP solution of a subproblem is not leftmost, but its feasible region contains leftmost solutions. In this case, the subproblem is not pruned by either of these two methods. No attempt is made to remove the non-leftmost optimal solution from the feasible region, as it is not clear how to guarantee that the optimal solution is leftmost without adding an exponential number of constraints to the original formulation. This is not always the case, however, for the Sherali-Adams formulation. For all nodes in the branch-andbound tree with at most k variables fixed, the level-k Sherali-Adams formulation can be used to strengthen the lower bound on the child nodes. This is done, in part, by removing non-leftmost solutions from the Sherali-Adams relaxation.
Suppose the right constraint in the symmetry-breaking disjunction described in (2.1) were added to the formulation. Note that i∈S x i ≤ |S| − 1 can be written as the nonlinear constraint i∈S x i = 0. If S is such that |S| ≤ k + 1, the (non-shrunk) level-k extended formulation will contain a variable y S . Note that |S| ≤ k + 1 because nonlinear formulation of the level-k extended formulation contains monomials with degree less than or equal to k + 1. The nonlinear formulation of the branching constraint can be useful in the extended formulation, as it simply implies that y S = 0. Enforcing that y π(S) = 0 for all π ∈ G can be done easily in the shrunken formulation by fixing y 1 ∪{x i } > 0 to the Sherali-Adams formulation to compute the bound for the left branch, our exerience shows that adding this constraint is unlikely to make a difference.
Because we are using level-3 formulations, we can only use the Sherali-Adams formulation to improve the lower bound on nodes who are children of nodes with only 3 variables fixed to on (and their ancestors). Table 5 shows the number of child subproblems in the branch-and-bound tree generated by parents with exactly 3 variables fixed to one using isomorphism pruning (labeled "ISOP") and using with the Sherali-Adams formulation (labeled "ISOP+SA"). As the results show, the SheraliAdams relaxation (with the counting constraints) can be used to prune nodes early on in the branchand-bound tree. Most notably, six of the eight nodes in cov954 and six of the eight nodes in sts45 are pruned. Still, though, there are problems where few, if any, nodes are not able to be pruned. It is unclear why this method is effective for only some problems. 
Case Study: The Football Pool Problem
The problems listed in Table 5 were chosen to demonstrate how the Sherali-Adams formulation can be used in the branch-and-bound tree. The problems themselves, however, are not sufficiently difficult to make this approach computationally effective. The large amount of time required to generate the Sherali-Adams formulation, combined with the time needed to solve each relaxation, makes this strategy useful only for exceptionally difficult problems. With that in mind, we apply these techniques to the football pool problem.
The football problem is a popular problem from coding theory [16] , due to its application to gambling on football (soccer) games. A gambler wishes to bet on n football games. Each bet can be expressed as an n-digit ternary word, where the ith letter of the word describes the predicted outcome of game i ("0" if the home team wins, "1" if the home team loses, and "2" if the game ends in a tie). The gambler wins a large payout if he makes a bet that predicts all of the games, save one, correctly. The gambler would like to know the minimum number of bets required to guarantee that he wins the payout. This problem can be expressed as a covering problem on a hamming graph with 3 n vertices. The variable x i is equal to one if the bet corresponding to the ternary expansion of i is placed. Each vertex represents a possible outcome, and two vertices are adjacent if their outcomes differ only in one game. Solving these problems is extremely difficult due to the presence of symmetry. For any feasible cover, merely permuting the letters in the corresponding ternary word will generate a new feasible solution. Permuting the meaning of each letter is also a symmetry. As such, the MILP formulation of the football pool problem in n games contains 3 n n! many symmetries. The instances with known optimal values are given in Table 6 .
Problem Size 1 2 3 4 5
Optimal Value 1 3 5 9 27 Table 6 : Optimal values for the Football Pool Problem
The smallest unsolved problem is where one is betting on only 6 games, which we will refer to as f6. The best known feasible solution is 73 [33] . Recently, after tremendous computational effort, a lower bound of 71 has been proved [19] . This required more than 2 centuries of computational effort. The best known lower bound prior to this was 65 [26] . Using branch-and-bound to solve this problem has, to date, been unsuccessful. [19] reports that after processing 500,000
nodes in the branch-and-bound tree, CPLEX v9.1 is only able to improve the lower bound from 56.08 to 58.
Unfortunately, the level-3 Sherali-Adams formulation of f6 proved to be too large to generate.
However, the level-2 formulation can be generated in under 2 hours. The lower bound associated with the level-2 formulation is 66, a slight improvement in the bound provided by [26] . In addition, this formulation can be very useful in minimizing the number of subproblems early in the branchand-bound tree. In this experiment we use the level-2 Sherali-Adams relaxation to prune difficult subproblems in the branch-and-bound tree. Figure 3 shows the early portion of the branch-and-bound tree generated using orbital branching. In this tree, only subproblem C is pruned. Figure 4 shows how the level-2 Sherali-Adams bound can be computed for each subproblem in the tree. For example, the bound for subproblem E can be formed by fixing y L 1,30 to zero (we do not enforce the strict inequalities associated with a left branch). Using the Sherali-Adams relaxation, nodes C, E, and I can be pruned by bound. As mentioned, node C is easily pruned when using just orbital branching. However, subproblems E and I are considerably more difficult to solve. After 10 hours of computing time (each) CPLEX was unable to solve either subproblem, but found a lower bound of 67.93 for subproblem E and 66.21 for subproblem I. Generating the level-2 relaxation requires approximately 2 hours, and solving for the bound at each node takes approximately 10 seconds each. This shows a clear benefit to using the Sherali-Adams relaxation to prune nodes.
Future Work: In this paper we focused on generating the entire description of the shrunken Sherali-Adams formulation. It might be computationally beneficial to only generate a subset of the variables and constraints. For example, generating and solving the level-3 formulation of f6 is likely impossible. However, the bound on the right child of subproblem F may be improved by adding constraints to the level-2 formulation. Suppose that algorithm 1 was used for J = {1, 39, 350}. This process will generate some of the level-3 constraints containing variables of the form y 1,39,350,i . Adding these constraints to the level-2 formulation should improve the relaxation while still leaving the corresponding LP solvable. While the resulting formulation will not be as strong as the level-3 formulation, it can be used to improve the bound for the right child of F .
Conclusions
In this paper, we show how to exploit symmetry when solving linear relaxations of highly symmetric BIPs. When it is present, we can construct LP problems that have objective values identical to that of Sherali-Adams relaxations. These LPs can provide tighter bounds than the original formulation, and in 7 of the test instances they can be used to prove optimality. The relaxations can also provide efficient ways to implement symmetry breaking constraints and help to prune nodes early in the branch-and-bound process. This is demonstrated by pruning some extremely difficult subproblems of the football pool problem. This work shows that solving Sherali-Adams relaxations can be computationally feasible, and can be used to aid in the solving of the BIP
