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Re´sume´
Alors que le syste`me de gestion du trafic ae´rien arrive a` saturation, de nouveaux
concepts sont e´tudie´s afin de trouver une alternative. Cette the`se s’applique a` ve´rifier
la validite´ d’un de ces nouveaux concepts, le concept Sector-Less qui envisage un controˆle
des ae´ronefs par flux, c’est-a`-dire depuis leur ae´roport de de´part jusqu’a` leur ae´roport d’ar-
rive´e, par opposition au controˆle actuel effectue´ par zone ge´ographique. La validation est
faite a` travers la construction et la validation d’un re´seau de routes ae´riennes adapte´ a` ce
concept.
La de´finition de ce nouveau re´seau est donne´e uniquement en fonction des contraintes
impose´es par le concept Sector-Less, sans utiliser de base pre´existante. Ce re´seau initial
de routes est optimise´ par deux me´ta-heuristiques diffe´rentes, recuit simule´ et algorithme
ge´ne´tique. Le processus d’optimisation vise a` minimiser la longueur de la trajectoire pour
chaque flux d’ae´ronefs. Il inte`gre en particulier des algorithmes dynamiques de calcul des
plus courts chemins dans un graphe. Pour prendre en compte les capacite´s de navigation
des ae´ronefs, deux techniques ont e´te´ utilise´es pour inte´grer au processus d’optimisation
des contraintes ge´ome´triques. La premie`re technique consiste a` exprimer les contraintes
ge´ome´triques directement a` travers la structure du graphe et a` utiliser les algorithmes clas-
siques pour calculer les plus courts chemins. La seconde est base´e sur un nouvel algorithme
permettant, sans alte´rer le graphe, de calculer une approximation des plus courts chemins.
Le re´seau de routes ainsi construit est teste´ du point de vue gestion du trafic ae´rien en
simulant, a` l’aide d’un simulateur de trafic en temps discret, le trafic dans l’espace ae´rien
europe´en sur une journe´e comple`te. L’e´valuation estime en particulier la charge de travail
des controˆleurs ae´riens. L’analyse des re´sultats montre que le concept Sector-Less, tel qu’il
est actuellement propose´, ne peut pas eˆtre mis en œuvre.
Abstract
Taking into consideration the fact that the current air traffic management system is
becoming saturated, new concepts are being developed in order to find an alternative. The
aim of this thesis is to verify the validity of one of these new concepts, the Sector-Less
concept, which envisages the control of aircraft from their departure to their destination
as opposed to the current control which is done geographically. The process of validation
is performed by constructing and validating an air route network adapted to this concept.
The definition of this new network is designed from scratch, according to constraints
imposed by the Sector-Less concept, without using any preexisting network. This initial
route network is optimised using two different meta-heuristic, a simulated annealing algo-
rithm and a genetic algorithm. The optimisation process tends to minimise the length of
the trajectory of each flow. It integrates a graph dynamic shortest paths algorithm. Taking
into account the aircraft navigation capacities, two techniques have been used in order to
integrate geometric constraints with the optimisation process. The first technique consists
of expressing geometric constraints directly through the graph structure and to use classic
iv
dynamic shortest paths algorithms. The second one is based on a new algorithm allowing,
without altering the graph, to calculate an approximation of the shortest path.
The route network constructed in this way is tested from an air traffic management
point of view in simulating, using a discreet time air traffic simulator, European air traffic
in the course of one day. The evaluation estimates in particular the workload of the air
traffic controllers. The analysis of the results show that the Sector-Less concept, as it is
currently proposed, cannot be put into effect.
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Introduction
Malgre´ les diffe´rentes crises qui ont secoue´ le monde du transport ae´rien (attentats,
SRAS) et celles qui sont toujours d’actualite´ (augmentation du cours du pe´trole), l’espace
ae´rien europe´en accueille toujours plus d’ae´ronefs et les pre´visions de trafic annoncent en-
core et toujours que le domaine est en expansion puisqu’il est pre´vu pour les six prochaines
anne´es une croissance annuelle moyenne de 3,7% [Marsh 05].
Pour permettre d’absorber toujours plus de trafic dans le respect des re`gles de se´curite´,
les organismes de gestion et de controˆle du trafic ae´rien ont mit en place, au fil des ans,
une certains nombre de mesures permettant e´galement de maintenir un niveau de se´curite´
e´leve´ : recrutement de personnels supple´mentaires, restructurations de l’espace ae´rien, aides
informatiques au controˆle accompagne´es de nouvelles me´thodes de travail afin d’augmenter
la productivite´ des controˆleurs, etc. Ne´anmoins, les diffe´rents acteurs du transport ae´rien
s’accordent aujourd’hui pour dire que le syste`me actuel a atteint ses limites, que les retards
existent et ne sont pas re´sorbe´s et qu’il faut faire e´voluer le syste`me.
Dans cette optique, diffe´rents concepts permettant de renouveler la gestion du trafic
ae´rien ont e´te´ explore´s :
– de´charger a` des degre´s divers le controˆleur ae´rien de certaines taˆches en les automati-
sant, par exemple en assistant le controˆleur dans sa taˆche et lui de´signant les ae´ronefs
en conflit ;
– automatiser totalement le syste`me et laisser les ae´ronefs ne´gocier entre eux afin de
s’e´viter mutuellement ;
– optimiser la structure et la gestion de l’espace ae´rien europe´en ainsi que l’organisation
des flux qui le traversent ;
– imaginer de nouvelles me´thodes de controˆle du trafic ae´rien.
Le travail pre´sente´ dans cette the`se est centre´ sur ce dernier point et sur l’e´tude d’un
nouveau concept nomme´ Sector-Less, imagine´ par une e´quipe de l’agence Eurocontrol
[Duong 01]. Afin de re´pondre aux proble`mes pose´s par l’augmentation du trafic ae´rien,
ce nouveau concept rede´finit radicalement la manie`re dont la gestion et le controˆle du
trafic ae´rien sont re´alise´s. Dans ce concept, le roˆle du controˆleur est totalement diffe´rent
de celui qu’il a aujourd’hui. Au lieu d’avoir deux controˆleurs ge´rant un nombre limite´
d’ae´ronefs dans une zone ge´ographique de´termine´e, le concept Sector-Less pre´voit qu’un
controˆleur est responsable d’un certain nombre d’ae´ronefs depuis leur ae´roport de de´part
jusqu’a` leur destination.
1
2 INTRODUCTION
Plan du document
Ce document a pour but d’e´tudier la viabilite´ de ce nouveau concept. Ce dernier n’e´tant
de´fini que dans ses grandes lignes par ses concepteurs, son e´valuation passe tout d’abord
par la de´finition et la cre´ation d’e´le´ments pratiques et notamment d’un re´seau de routes
ae´riennes.
Ce document se divise en deux parties. La premie`re partie pre´sente les principes ge´ne´raux
du controˆle ae´rien, les diffe´rents concepts existants qui visent a` faciliter la gestion d’un
nombre toujours croissant d’ae´ronefs et plus particulie`rement le concept qui nous inte´resse,
et enfin la mode´lisation de celui-ci.
La seconde partie pre´sente la contribution apporte´e par cette the`se. Partant d’un re´seau
initial de routes adapte´ au concept Sector-Less, celui-ci est optimise´ de diverses manie`res
afin de fournir aux avions le chemin le plus court possible puis e´value´ du point de vue de
la gestion du trafic ae´rien.
Le chapitre 4 expose les notions propres au proble`me du calcul des plus courts chemins
dans un graphe ainsi que de la version dynamique de ce proble`me, c’est-a`-dire le maintien
de ces plus courts chemins lorsque le graphe est modifie´. Ce chapitre pre´sente e´galement
un nouvel algorithme permettant de re´soudre ce proble`me.
Les chapitres 5 et 6 pre´sentent deux types d’algorithmes choisis pour l’optimisation du
re´seau initial de routes, les algorithmes ge´ne´tiques et le recuit simule´, ainsi que la manie`re
dont ceux-ci ont e´te´ utilise´s.
Le chapitre 7 pre´sente les re´sultats de l’e´valuation du concept Sector-Less du point de
vue de la gestion du trafic ae´rien ainsi que ceux de l’e´valuation du nouvel algorithme de
maintien des plus courts chemins. Il montre e´galement comme ce dernier peut eˆtre utilise´
dans le calcul approche´ d’un plus court chemin sous contrainte ge´ome´trique.
Le travail effectue´ durant la the`se a donne´ lieu a` trois communications lors de confe´rences
internationales [Rivie`re 04a, Rivie`re 04b, Rivie`re 05b] et de deux communications aux
se´minaires Eurocontrol [Rivie`re 03, Rivie`re 05a].
Premie`re partie
Contexte de l’e´tude et mode´lisation
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Chapitre 1
Le syste`me de gestion du trafic
ae´rien aujourd’hui
Avant l’anne´e 2002, le nombre de vols controˆle´s connaissait une augmentation re´gulie`re
et ininterrompue. Malgre´ les nombreuses crises qui ont suivi (attentats du 11 septembre,
guerre en Irak, SRAS, etc.) et une baisse conjoncturelle, ce nombre recommence a` augmen-
ter pour, apre`s avoir retrouve´ le niveau de 2002, le de´passer largement. Les pre´visions a`
long terme [Marsh 05] montrent que cette augmentation devrait probablement continuer1.
Dans ce contexte, le syste`me de gestion du trafic ae´rien s’est lentement structure´ pour
permettre de ge´rer un nombre d’avions toujours plus grand par l’ame´nagement de l’espace
ae´rien ainsi que par l’adaptation des me´thodes de controˆle.
1.1 Structure de l’espace ae´rien
L’ame´nagement de l’espace ae´rien est re´alise´ a` travers deux grands modules : la construc-
tion d’un re´seau de routes ae´riennes adapte´ ainsi que le de´coupage de l’espace en secteurs.
1.1.1 Re´seau de route
Il existe deux modes de vol diffe´rents lorsque l’on souhaite effectuer un trajet en avion :
Vol VFR (pour Visual Flight Rules) : Les ae´ronefs souhaitant e´voluer en VFR doi-
vent assurer eux-meˆmes leur se´paration les uns par rapport aux autres par des moyens
visuels. En particulier, les vols VFR ne peuvent pas « percer la couche », c’est-a`-dire
passer au travers d’une couche de nuages. Ils doivent eˆtre e´quipe´s d’un moyen de
radiocommunication pour entrer dans les zones controˆle´es.
Vol IFR (pour Instruments Flight Rules) : Les ae´ronefs souhaitant e´voluer en IFR
doivent eˆtre e´quipe´s de mate´riels de radionavigation et de vol sans visibilite´. Ils
1Cette the`se a` e´te´ de´marre´e bien avant et e´crite au de´but de l’importante augmentation que le prix du
pe´trole a connu fin 2005. Il n’a donc e´te´ tenu compte ni de son impact dans les pre´visions pre´sente´es ici,
ni dans l’e´tablissement du concept ATM que cette the`se e´tudie.
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doivent e´galement de´poser un plan de vol (nous verrons la signification de ce terme
plus loin) et doivent obtenir une autorisation de de´collage ou de survol.
Historiquement, un ae´ronef voulant aller d’un ae´roport a` un autre suivait des balises de
radionavigation existant physiquement au sol. Le pilote se repe´rait graˆce aux moyens de
radionavigation embarque´s (VOR, TACAN, etc.), chaque balise au sol e´mettant un signal
sur une fre´quence qui lui est propre. Cet ensemble de points de report (ou waypoints)
forme ce qu’on appelle une route ae´rienne. Pour des raisons de visibilite´, ces balises e´taient
souvent place´es en fonction du relief ce qui donnait aux routes un aspect parfois tortueux.
L’ame´lioration des moyens de communication embarque´s a permis, au fil du temps, le
de´veloppement d’un second type de points de report. Ceux-ci sont alors parfaitement fictifs
et ne correspondent a` aucun e´quipement physique au sol mais sont parfaitement identi-
fiables par les nouveaux syste`mes de gestion de vol de type Flight Management System 2 (ou
FMS). Ils calculent leur position par triangulation a` l’aide des balises au sol mais utilisent
e´galement d’autres moyens de positionnement tel que le GPS. Cette possibilite´ de pouvoir
de´finir des points de report quelconques a permis de rendre les routes ae´riennes mieux
adapte´es aux besoins du trafic ae´rien. Cependant il n’est pas possible de de´finir une route
a` travers n’importe quelle zone de l’espace ae´rien. Il faut respecter certaines contraintes
d’environnement (surtout a` cause du bruit) mais e´galement e´viter certaines zones d’espaces
re´serve´es, notamment aux militaires.
Le re´seau de routes ainsi de´fini par les balises au sol et par les points de report fictifs est
aujourd’hui relativement rigide, les liberte´s apporte´es par les points fictifs e´tant presque
toutes utilise´es. On s’aperc¸oit alors que pour aller d’un point a` un autre il n’existe bien
souvent qu’une seule route possible. Conside´rons par exemple le survol de la Turquie. La
figure 1.1 repre´sente les routes utilisables pour un ae´ronef, les points nomme´s e´tant des
points de report. On constate alors que ce re´seau de routes ne laisse pas beaucoup de choix
aux pilotes. Les sche´mas de routage ainsi de´finis sont employe´s par les pilotes afin d’e´tablir
leur plan de vol. Il s’agit d’un document que chaque ae´ronef volant suivant les re`gles IFR
doit remettre aux autorite´s charge´es de la gestion de l’espace ae´rien (pour les vols VFR,
il est possible mais non obligatoire de de´poser un plan de vol, le vol se faisant a` vue). Il
contient les informations fondamentales suivantes :
– l’heure de de´part ;
– le niveau de vol3 demande´ pour la croisie`re ;
– la route pre´vue.
2Le Flight Management System est le calculateur principal des ae´ronefs modernes. Il centralise l’en-
semble des informations sur l’ae´ronef, assure la navigation des appareils en fonction des moyens de repe´rage
disponibles, permet d’optimiser vitesses et niveaux de croisie`re en fonction de parame`tres me´te´orologiques
et e´conomiques, et peut envoyer au pilote automatique et aux re´gulations moteurs toutes les informations
ne´cessaires a` l’exe´cution du plan de vol.
3Le niveau de vol correspond a` l’altitude de l’avion et est exprime´ en centaine de pieds. Ainsi, un
ae´ronef volant au niveau 300 est a` une altitude de 30000 ft, c’est-a`-dire environ 9150 m. Il est possible de
demander une succession de niveaux de vol. En effet la consommation de carburant alle´geant l’ae´ronef, il
est alors possible de monter plus haut et plus l’ae´ronef est haut, moins la consommation est importante.
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Fig. 1.1 – Re´seau de routes ae´riennes pour le survol de la Turquie
Ces informations sont utilise´es par les autorite´s de re´gulation ae´rienne pour assurer une
bonne gestion des flux de trafic et informer les controˆleurs ae´riens en charge des secteurs
de controˆle de l’arrive´e des ae´ronefs traversant ces derniers (voir section 1.1.2). Les pilotes
(dans le cas de l’aviation civile commerciale la de´cision vient en ge´ne´ral des compagnies)
peuvent librement choisir la route qu’ils veulent suivre.
1.1.2 Sectorisation de l’espace
L’espace ae´rien est divise´ en volumes d’espace qui ont e´te´ classe´s par l’Organisation
de l’Aviation Civile Internationale (OACI) en 7 cate´gories (nomme´es de A a` G) selon les
services rendus (service de controˆle, service d’information de vol et service d’alerte) et le
type de vols pouvant traverser ces espaces [SIA 03]. La classe A, par exemple, est re´serve´e
uniquement aux ae´ronefs en re´gime de vol IFR. Elle est strictement interdite aux avions
en VFR. Les services rendus dans cette classe d’espace par l’organisme de controˆle est
l’espacement entre ae´ronefs IFR. Dans un espace de classe E, on peut trouver a` la fois
des vols IFR controˆle´s et des vols VFR non controˆle´s (pour lesquels le contact radio avec
l’organisme de controˆle n’est pas obligatoire).
L’espace controˆle´, quelle que soit sa classe, est de´coupe´ en tranches d’espaces volu-
miques, appele´es secteurs de controˆle. La figure 1.2 montre la projection en deux dimen-
sions du de´coupage de l’espace supe´rieur ae´rien franc¸ais. Chaque secteur est ge´re´ par une
e´quipe de controˆleurs (en ge´ne´ral deux) charge´s d’assurer la se´curite´ du trafic a` l’inte´rieur
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de leur volume d’espace.
Fig. 1.2 – Projection 2D du de´coupage de l’espace supe´rieur ae´rien franc¸ais en secteurs de
controˆle
1.2 Controˆle ae´rien et re´gulation
1.2.1 Roˆle des controˆleurs
La de´finition officielle du controˆle du trafic ae´rien est la suivante :
Le but premier du controˆle du trafic ae´rien est d’assurer la se´curite´ du tra-
fic et donc d’e´viter les abordages entre ae´ronefs ope´rant dans le syste`me, puis
d’optimiser les flux de trafic.
Le controˆle ae´rien peut eˆtre divise´ en trois cate´gories :
Le controˆle au sol : il correspond au controˆle des ae´ronefs sur les plates-formes ae´ro-
portuaires (roulage, etc). Nous n’en parlerons pas ici (pour plus d’informations, le
lecteur pourra se re´fe´rer a` [Gotteland 04]).
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Le controˆle d’approche : il correspond au controˆle autour des plates-formes ae´ropor-
tuaires. Le controˆle d’approche fait appel a` des techniques spe´cifiques et se de´compose
en deux type de proble`mes : assurer la suˆrete´ des ae´ronefs en e´vitant les collisions et
inse´rer un ae´ronef dans une file pour permettre le se´quencement de la file en vue de
leurs atterrissages. En raison de la vitesse plus re´duite des ae´ronefs, les controˆleurs
d’approche peuvent employer des techniques de controˆle plus souples. Ils peuvent
aussi mettre les ae´ronefs en attente dans des hippodromes. Un hippodrome est une
zone de l’espace ae´rien ou` l’on « empile » les ae´ronefs en les faisant voler a` un
niveau de vol constant sur une trajectoire ferme´e ayant la forme d’un hippodrome.
L’ae´ronef en bas de l’hippodrome est dirige´ vers l’ae´roport lorsque la piste est preˆte
a` le recevoir, libe´rant ainsi un niveau pour l’ae´ronef imme´diatement au dessus, etc.
Les re`gles de controˆle sont spe´cifiques et les trajectoires d’approche fortement lie´es a`
leur environnement (par exemple dans le cas de mise en place d’un plan de re´duction
des nuisances sonores).
Le controˆle en route : il correspond au controˆle hors zones d’approche. C’est celui qui
nous inte´ressera directement et dont nous allons de´tailler maintenant le mode ope´ra-
toire.
Le controˆle en route est effectue´ par des controˆleurs regroupe´s en centres de controˆle.
On distingue 5 centres de controˆle en route en France (Aix-en-Provence, Bordeaux, Brest,
Paris et Reims), 36 en Europe, chaque centre pouvant ge´rer une ou plusieurs zones de
qualifications 4 (la France en compte 7). La localisation ge´ographique de ces centres n’a
pas de signification particulie`re par rapport au zones qu’ils controˆlent (meˆme si en France
ces derniers sont plus ou moins situe´s au centre de leur zone d’action) mais correspond
plutoˆt aux diffe´rentes politiques d’ame´nagement du territoire. Il existe encore peu de centres
communs a` plusieurs pays. Le centre suisse controˆle deux secteurs frontaliers avec la France,
ceci graˆce a` un accord entre les deux pays. Il existe e´galement deux centres « europe´ens »,
c’est-a`-dire ge´re´s non plus par les pays dont ils controˆlent l’espace mais directement par
l’agence Eurocontrol, agence regroupant divers pays europe´ens dont le but est de de´velopper
et coordonner les diffe´rentes politiques de gestion de trafic ae´rien.
Les controˆleurs travaillent ge´ne´ralement par paire : un controˆleur organique et un
controˆleur tactique. Chaque paire travaille devant une station de controˆle. Un exemple
repre´sentant une position occupe´e (ou arme´e) par deux controˆleurs est pre´sente´ figure 1.3.
La personne au premier plan e´tant le controˆleur organique, la seconde, a` l’arrie`re, le
controˆleur tactique.
Le controˆleur organique est en charge de la gestion du trafic ae´rien a` moyen terme.
Pour cela il dispose de bandes de progression ou, plus couramment, strips (originellement
des bandelettes de papiers, parfois remplace´es par un affichage e´lectronique).
Les strips contiennent toutes les informations fondamentales concernant chaque vol
passant dans le secteur dont il a la charge (un strip par vol). Par exemple, le strip pre´sente´
4Un controˆleur qualifie´ sur une zone ge´ographique donne´e ne peut pas controˆler sur une autre zone.
Ainsi au sein d’un meˆme centre de controˆle, un controˆleur ne peut pas travailler sur n’importe quelle
position.
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Fig. 1.3 – Une position de controˆle
figure 1.4 renseigne le controˆleur sur :
– L’identifiant du vol (AFR1715) et le type d’ae´ronef (A321),
– le niveau de vol d’entre´e (310),
– le niveau de vol demande´ (350),
– les ae´roports de de´part (LIMC, Milan) et d’arrive´e (LFPG, Roissy-Charles de Gaulle),
– la fre´quence radio de contact (132.1),
– et enfin la route pre´vue dans le plan de vol et l’heure de passage pre´vue sur chaque
point de report (par exemple DIJ a` 16h11, TRO a` 16h23).
Fig. 1.4 – Un strip e´lectronique
Les informations contenues dans les strips sont transmises au controˆleur tactique une
dizaine de minutes avant l’entre´e de l’ae´ronef dans le secteur dont il a la charge. Avant
cela le controˆleur organique est charge´ de de´tecter tout conflit qui pourrait eˆtre induit par
la future entre´e d’un ae´ronef dans le secteur qu’il controˆle. Le controˆleur organique doit
e´galement assurer la liaison avec le controˆleur du secteur pre´ce´dent et celui du secteur
suivant afin d’assurer une bonne transmission des ae´ronefs. Cette proce´dure, appele´e co-
ordination, est une des taˆches majeures du controˆle. Il assure aussi la gestion globale du
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flux dans le secteur et doit s’assurer que la taˆche que devra effectuer le second controˆleur
ne sera pas trop lourde.
Le controˆleur tactique a, quant a` lui, la responsabilite´ a` court terme du trafic et no-
tamment la se´paration des ae´ronefs entre eux. Pour cela, il doit maintenir en permanence
une distance minimale entre les ae´ronefs. Cette se´paration est d’environ 5 Nm (1 Nm =
1819 m) dans le plan horizontal ou 1000 ft (1 ft = 30 cm) dans le plan vertical. Lorsque ces
deux normes sont simultane´ment viole´es, on dit qu’il y a perte de se´paration ou conflit.
Pour faciliter le travail du controˆleur, les ae´ronefs volent, comme nous l’avons vu, sur des
routes ae´riennes et lorsqu’ils sont stables, c’est-a`-dire lorsque les ae´ronefs ne sont ni en
monte´e, ni en descente, ils se fixent sur un niveau de vol « entier ». Ainsi un ae´ronef volera
par exemple a` 31000 ft (niveau de vol FL310) mais pas a` 31700 ft. Les niveaux de vol stan-
dards sont ainsi se´pare´s de 1000 ft (FL290, FL300, FL310). Pour maintenir ces diffe´rentes
se´parations, le controˆleur tactique dispose d’une image radar lui montrant la direction de
de´placement des ae´ronefs, leur vitesse respective, leur niveau de vol, etc. Un exemple est
pre´sente´ figure 1.5. Celle-ci ne montre qu’une partie de l’image comple`te que peut avoir un
controˆleur. La partie gris clair correspond au secteur dont les controˆleurs ont la charge, la
partie gris fonce´ permettant de voir les ae´ronefs entrer et sortir du secteur dont ils ont la
charge. Il existe encore tre`s peu d’aide a` la de´tection et a` la re´solution de conflit. Le seul
syste`me automatique actif de de´tection aujourd’hui, du point de vue du controˆleur ae´rien,
est le filet de sauvegarde, un dispositif qui se de´clenche lorsque le risque de collision est
imminent.
Pour assurer la se´paration, le controˆleur tactique dispose de deux cate´gories de ma-
nœuvres : les manœuvres en niveau et les manœuvres en cap. Les manœuvres en niveau se
divisent elles-meˆmes en trois cate´gories. Le controˆleur peut demander au pilote de :
– stabiliser son ae´ronef en monte´e ou en descente avant de l’autoriser a` poursuivre vers
son niveau initialement requis ;
– anticiper la descente lorsqu’il est proche de sa destination ;
– descendre 5 d’un niveau de vol lorsqu’il est stable en croisie`re (cette dernie`re ma-
nœuvre n’e´tant pas du tout populaire aupre`s des pilotes).
Les manœuvres en cap consistent simplement a` modifier le cap d’un ae´ronef a` gauche ou a`
droite, puis a` lui faire reprendre sa trajectoire en lui communiquant un nouveau cap vers
une balise de son plan de vol.
1.2.2 Re´gulation du trafic ae´rien
Nous avons vu pre´ce´demment que ce sont les pilotes qui choisissent leur plan de vol.
Que se passe-t-il alors si tous les ae´ronefs veulent passer au meˆme endroit au meˆme mo-
ment ? Ge´re´ par des ope´rateurs humains, un secteur a une capacite´ limite´e par la quantite´
d’ae´ronefs que peut ge´rer un couple de controˆleurs, capacite´ tre`s infe´rieure a` la capacite´
intrinse`que du secteur offert par son volume. Chaque secteur posse`de ainsi une capacite´ ho-
5Il est e´galement possible de demander a` un ae´ronef de monter d’un niveau mais ceci de´pend des
performances avions et n’est pas toujours possible.
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Fig. 1.5 – Exemple d’image radar
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raire de´pendant du type de trafic (en route, en approche), de l’emplacement ge´ographique
du secteur, de sa taille, etc. Si cette capacite´ est de´passe´e, le controˆleur n’est plus a` meˆme
de ge´rer tous les ae´ronefs et donc de garantir la se´curite´ des vols. Des me´thodes ont ainsi
e´te´ mises en place pour e´viter de telles situations. C’est la gestion des flux de trafic (Air
Traffic Flow Management ou ATFM).
La majorite´ des vols de´passant le cadre purement national (environ 15000 vols par jours
sur les 25000 circulant en Europe lors d’une journe´e moyenne en 2005), la re´gulation du
trafic doit se faire au niveau europe´en plutoˆt que national. En effet pour un vol venant
du nord et atterrissant a` Roissy-Charles de Gaulle, il est parfois ne´cessaire d’appliquer des
mesures de re´gulation alors que l’ae´ronef est toujours pris en charge pas le controˆle belge ou
britannique. En Europe c’est l’agence Eurocontrol qui est en charge de fournir les services
ATFM a` travers la CFMU (Central Flow Management Unit). La figure 1.6 pre´sente (en
gris fonce´) les pays europe´ens couverts par la CFMU.
Fig. 1.6 – Pays collaborant au travers de la CFMU
Pour de´coller d’un ae´roport, la CFMU attribue aux ae´ronefs un cre´neau de de´collage,
c’est-a`-dire que ceux-ci doivent impe´rativement partir dans un laps de temps compris entre
5 minutes avant et jusqu’a` 10 minutes apre`s l’heure officielle de de´collage. Si un ae´ronef
manque son cre´neau, il ne peut, en re`gle ge´ne´rale, de´coller et doit the´oriquement en rede-
mander un autre. En fonction des demandes de re´gulation, la CFMU choisit de modifier
l’heure de de´collage de certains vols. Elle impose donc une heure de de´part diffe´rente de
celle pre´vue a` l’origine (Si un ae´ronef doit eˆtre de´cale´, le de´lai applique´ est donne´ a` la
compagnie ae´rienne 24 heures a` l’avance).
L’algorithme, nomme´ CASA (pour Computer Assisted Slot Allocation [CFMU 00]),
utilise´ par la CFMU est tre`s simple. Pour chaque zone re´gule´e, il ge´ne`re une liste de
cre´neaux de passage. Ainsi, si un secteur d’une capacite´ horaire de 30 ae´ronefs par heure se
trouve re´gule´, CASA va ge´ne´rer une liste de cre´neaux de passage espace´s de deux minutes
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chacun (60 minutes divise´es par la capacite´) et cela pour toute la dure´e de la re´gulation.
La liste ainsi ge´ne´re´e va se remplir au fur et a` mesure que les compagnies ae´riennes
soumettent leurs plans de vol a` la CFMU. Si un ae´ronef « veut » passer dans un cre´neau
de´ja` alloue´ a` un autre vol c’est l’ae´ronef qui aurait duˆ passer le premier en l’absence de
re´gulation qui obtient le cre´neau. L’autre ae´ronef est reclasse´ dans le cre´neau suivant. Si
ce cre´neau est occupe´ alors le processus se re´pe`te. Il peut donc se produire une re´action en
chaˆıne. Un nouveau vol peut de´caler de proche en proche de nombreux autres.
Si un vol traverse plusieurs zones re´gule´es il se voit imposer le retard le plus important.
Il sera donc accepte´ avec ce retard dans toutes les zones. Le me´canisme employe´ ici par
la CFMU n’est pas tre`s clair. Illustrons ce qui se passe sur un exemple simple. Soit un
ae´ronef qui traverse deux zones re´gule´es. La premie`re lui donne un retard de 10 minutes et
la seconde un retard de 25 minutes. L’ae´ronef partira avec 25 minutes de retard. Mais le
premier secteur peut-il prendre l’ae´ronef sans proble`me avec 25 minutes de retard au lieu
de 10 ? Il n’existe pas de re´ponse officielle a` ce proble`me.
Face aux proble`mes d’incertitude sur les heures de passage et sur la capacite´ re´elle
des secteurs, la CFMU apporte une re´ponse pragmatique et statistique. L’ensemble des
acteurs du transport ae´rien respecte les de´cisions prises et dans les faits les re´sultats sont
acceptables. Toutefois, les fondements the´oriques pour justifier son fonctionnement sont
quasiment inexistants.
1.3 Saturation de l’espace ae´rien
Tous les principaux acteurs s’accordent aujourd’hui pour dire que le syste`me actuel se
rapproche de ses limites, du point de vue capacitif.
Jusqu’a` pre´sent, lorsque la re´gulation peinait a` re´soudre les proble`mes de capacite´
ou lorsque ceux-ci e´taient trop fre´quents dans un secteur donne´, la solution consistait a`
diviser le secteur en deux secteurs controˆle´s chacun par une e´quipe de deux controˆleurs.
Or le syste`me de division a de´sormais atteint ses limites. En effet, comme on l’a vu dans la
section 1.2.1, le controˆleur organique est responsable de la coordination avec les controˆleurs
des secteurs adjacents, la communication s’effectuant le plus souvent par te´le´phone. Lorsque
les secteurs deviennent trop petits, le controˆleur organique passe la majeure partie de son
temps a` se coordonner avec ses homologues et ne peux donc plus assurer pleinement son
activite´ de de´tection de conflits potentiels. De plus un controˆleur a besoin d’une certaine
quantite´ d’espace afin de pouvoir changer le cap de certains ae´ronefs et de re´soudre les
diffe´rents conflits. Un secteur trop petit peut donc engendrer des proble`mes de re´solution
de conflits. Il existe donc une taille critique pour un secteur. En Europe, on conside`re que
la quasi totalite´ des secteurs ne peuvent plus eˆtre subdivise´s.
Un second facteur qui influe sur la capacite´ est l’obligation faite aux ae´ronefs de suivre
le re´seau de routes. En effet, s’il facilite le controˆle, le regroupement des ae´ronefs sur les
meˆmes routes renforce le phe´nome`ne de congestion, notamment aux points de croisement
entre diffe´rentes routes. Une seconde solution pour absorber toujours plus de trafic a e´te´ la
mise en place des RVSM (pour Reduced Vertical Separation Minima qui a consiste´ a` re´duire
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les norme de se´paration verticale passant de 2000 a` 1000 ft) et e´galement la re´duction, dans
certaines zones, de la distance de se´curite´ horizontale entre deux ae´ronefs, ceci ayant pu
eˆtre fait graˆce a` la pre´cision toujours croissante des appareils a` bord des ae´ronefs mais
e´galement des radars au sol. Mais encore une fois, on peut penser que l’on se rapproche de
la limite de re´duction possible.
Or, d’apre`s de re´centes e´tudes mene´es par l’agence Eurocontrol [Marsh 05]6, le trafic
ae´rien va encore augmenter dans les prochaines anne´es. Malgre´ les e´piphe´nome`nes tels
que la guerre en Irak ou le SRAS, le trafic ae´rien continue de croˆıtre et la demande de
capacite´ va donc aller en augmentant puisqu’il est pre´vu pour les six prochaines anne´es
une croissance annuelle moyenne de 3,7% (voir figure 1.7).
Fig. 1.7 – Pre´vision de croissance du trafic ae´rien entre 2005 et 2011 [Marsh 05]
1.4 Conclusion sur le syste`me actuel
Le couˆt des retards ae´riens est e´value´ entre 7 et 11 milliards d’euros par an par l’institut
du transport ae´rien dont 60% est imputable au controˆle ae´rien selon [ITA 00]. Il parait donc
essentiel de les re´sorber.
Comme on l’a vu, le syste`me de gestion du trafic ae´rien met en jeu de nombreux
processus et de nombreux acteurs qui n’ont pas tous les meˆmes inte´reˆts : les pilotes veulent
utiliser le chemin le plus court possible, les controˆleurs doivent assurer la se´curite´ sans
eˆtre maˆıtres du plan de vol initial, etc. Les investissements, pour son ame´lioration, sont
6Cette e´tude ne tient pas compte de l’augmentation du prix du pe´trole qui commenc¸ait au moment ou`
celle-ci a e´te´ re´alise´e.
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conside´rables et toute nouvelle fonctionnalite´ se chiffre en centaines de millions d’euros.
De plus, il faut noter que par le passe´, le syste`me a toujours e´te´ capable de s’adapter pour
faire face a` l’augmentation du trafic ae´rien sans bouleversement majeur.
Mais aujourd’hui une autre raison pousse le syste`me vers le changement et elle est
politique. La commission europe´enne souhaite ardemment une unification du syste`me afin
de faire disparaˆıtre les monopoles nationaux. Ceci a provoque´ l’e´mergence de nouveaux
concepts ATM, de la simple aide au controˆle jusqu’a` l’automatisation de ce dernier, chacun
apportant une nouvelle vision de ce que devrait eˆtre le controˆle ae´rien du futur. Il faut alors
pouvoir e´valuer ces nouveaux concepts et c’est dans ce cadre que cette the`se s’inscrit.
Chapitre 2
Diffe´rents concepts de gestion du
trafic ae´rien
La ne´cessite´ d’augmenter la capacite´ du syste`me ATM a ainsi ouvert la voie a` une
multitude de nouveaux concepts. Ceux-ci peuvent eˆtre regroupe´s en deux grands courants
de pense´e : ceux qui visent a` ame´liorer le syste`me actuel tout en conservant les ope´rateurs
humains dans leur roˆle et ceux qui visent une re´forme comple`te du syste`me, soit en suppri-
mant, a` terme, l’ope´rateur humain, soit en lui affectant une taˆche radicalement diffe´rente
de celle qu’il pratique aujourd’hui. Apre`s avoir de´taille´ quelques exemples de syste`mes no-
vateurs section 2.1 et 2.2, nous pre´senterons section 2.3 le concept Sector-Less qui est le
cadre de travail de cette the`se.
2.1 Ame´liorer le syste`me en place
Un des principaux projets, en France, d’ame´lioration de la gestion du trafic ae´rien est
de´nomme´ Erato [era 05]. Il regroupe un ensemble d’outils d’aide au controˆle en route qui
offrent deux fonctions informatiques principales, le filtrage et l’agenda.
Le filtrage permet, a` la demande du controˆleur, de marquer visuellement les vols e´tant
potentiellement en conflit. A` cette fonction est associe´ un processus de surveillance qui
ve´rifie en permanence que le comportement des ae´ronefs est conforme aux pre´visions faites
par le syste`me.
L’agenda propose une organisation du trafic sous forme de proble`mes identifie´s a` partir
des routes de´finies dans le plan de vol. Reprenant des fonctions remplies par les strips, il
permet la mise en e´vidence par le controˆleur des conflits a` venir, la planification et la gestion
des taˆches. Il offre un support visuel a` la me´morisation du trafic et favorise la coope´ration
entre le controˆleur organique et le controˆleur tactique. La pre´sentation temporelle des
taˆches permet aux deux controˆleurs de planifier leur charge de travail en fonction de leurs
priorite´s.
Si Erato est un projet bien avance´, puisqu’a` l’heure actuelle il est en phase d’expe´rimen-
tation en centre de controˆle en route, d’autres ame´liorations sont pour l’instant en phase
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d’e´tudes. Une des dernie`res ide´es en date pour ame´liorer le syste`me actuel a e´te´ pre´sente´e
par Jacques Villiers. D’apre`s [Villiers 04], le controˆleur travaille dans un zone d’incertitude,
c’est-a`-dire que la de´tection de conflits repose sur une « impression » plus que sur un
calcul pre´cis. Ainsi une tre`s faible variation de vitesse des ae´ronefs, non perceptible par
le controˆleur, peut suffire a` supprimer un conflit latent. Nomme´ « controˆle subliminal »,
[Villiers 04] sugge`re de re´soudre certains conflits (par exemple ceux entre deux ae´ronefs
uniquement) de manie`re transparente pour le controˆleur, c’est-a`-dire sans lui « dire ».
Ainsi celui-ci aurait plus de temps pour ge´rer les « vrais » proble`mes. Cette ide´e qui n’en
est qu’a` ses de´buts est en court d’e´tudes pour e´valuer sa faisabilite´ au travers d’un projet
de´nomme´ Erasmus.
Si les diffe´rentes solutions d’ame´lioration d’un syste`me suppose´ avoir atteint ses limites
peuvent paraˆıtre une bonne ide´e sur le cours et moyen terme, il n’en reste pas moins
ne´cessaire d’imaginer le syste`me du futur, soit par la suppression de l’ope´rateur humain,
soit par la cre´ation d’une autre manie`re de concevoir le controˆle ae´rien.
2.2 Automatiser totalement le syste`me
A` la vue des ame´liorations, suˆrement performantes mais force´ment limite´es que l’on peut
amener au syste`me, il faut bien alors se poser la question de la suppression du controˆle au
sol [Durand 99] et de la possibilite´ de laisser aux ae´ronefs le soin de s’e´viter mutuellement.
Diffe´rents concepts, regroupe´s sous l’appellation relativement floue de Free Flight, ont e´te´
propose´s.
Les premiers a` s’inte´resser a` ce concept sont les ame´ricains. Celui-ci, baptise´ Free route
[MIT 95, RTCA 95] permettait aux ae´ronefs de suivre des routes choisies, donc non im-
pose´es par un quelconque re´seau de routes, dans des espaces de faible densite´. La version
europe´enne du Free Flight a e´te´ propose´e par l’agence Eurocontrol a` travers le projet
FREER 1 [Duong 96, Duong 97a, Duong 97b, Duong 98]
FREER se divisait en deux parties :
– FREER-1 devait permettre aux ae´ronefs d’eˆtre totalement autonomes dans des es-
paces de faible densite´ (au dessus des oce´ans par exemple). Il n’y avait plus alors
d’infrastructure au sol pour ge´rer le trafic. Les concepteurs ont comple´te´ les re`gles
de l’air de fac¸on a` pouvoir, d’une part, prendre en compte toutes les configurations
de conflit a` deux ae´ronefs et, d’autre part, de´finir un ordre total sur l’ensemble des
ae´ronefs de`s lors qu’on s’inte´resse a` trois ae´ronefs ou plus. Cependant les re`gles de
re´solution des conflits impliquant plus de quatre ae´ronefs n’ont jamais e´te´ pre´cise´ment
de´crit.
– FREER-2 devait ainsi assurer l’absence de conflit a` plus de trois ae´ronefs en agissant
tel un filtre en amont et depuis le sol pour veiller a` ce que l’espace Free Flight ne soit
pas sature´.
Afin d’ame´liorer ce syste`me et notamment de permettre, par les ae´ronefs eux-meˆmes, la
1Free-Route Experimental Encounter Resolution
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re´solution des conflits impliquant plus de trois appareils, diffe´rentes e´tudes ont e´te´ mene´es
et notamment au LOG. Granger [Granger 01a, Granger 01b, Granger 02] montre qu’il est
possible de traiter la totalite´ des conflits sur une journe´e de trafic europe´en, que les ae´ronefs
volent en route directe ou en suivant le re´seau de routes existant, certains conflits mettant
alors en cause jusqu’a` une vingtaine d’ae´ronefs.
Des concepts e´quivalents au Free Flight ont e´te´ propose´s [Alliot 03] mais tous posent
un meˆme proble`me qui est la question fondamentale de l’automatisation : l’absence de
pilote a` bord. Le train a` grande vitesse sans conducteur serait parfaitement possible sans
la re´sistance psychologique des passagers face au concept de « machine sans pilote a` son
bord ». Notons d’ailleurs que, dans le cas du TGV, le roˆle du conducteur consiste a` mettre
ses mains sur un volant qui n’en est pas un et a` surveiller que tout se passe bien. Il est
de´sormais possible d’avoir des me´tros sans pilote ce qui tend a` montrer que le passager est
preˆt a` accepter un certain degre´ d’automatisation. Ne´anmoins, l’ae´ronef sans pilote est-il
envisageable ?
Un autre proble`me induit par ces nouveaux concepts est la transition entre le syste`me
actuel et un nouveau syste`me. En effet il parait difficile de changer tout un syste`me, qui
de plus transcende les frontie`res, du jour au lendemain. Ainsi, le proble`me de mise en
application de tous ces nouveaux concepts vient e´galement de leur absence de processus
de transition.
2.3 Le concept Sector-Less
Alors que les concepts d’automatisation tels que FREER supposent un transfert des
techniques d’e´vitement du sol vers les airs, le concept Sector-Less propose la refonte du
syste`me tout en conservant la re´partition des roˆles actuels, c’est-a`-dire en laissant la respon-
sabilite´ de la se´paration des ae´ronefs aux controˆleurs au sol. Ce concept a e´te´ pre´sente´ pour
la premie`re fois lors du 4e`me se´minaire ame´ricano-europe´en de recherche et de´veloppement
en ATM en 2001 [Duong 01]. L’essence meˆme du concept Sector-Less est le controˆle des
ae´ronefs non plus dans des volumes d’espaces pre´de´termine´s mais de bout en bout par le
ou les meˆmes controˆleurs.
2.3.1 Roˆle des controˆleurs
Dans le cas d’un controˆle Sector-Less, un controˆleur est responsable de la se´curite´ d’un
nombre limite´ d’ae´ronefs, depuis leur ae´roport de de´part jusqu’a` leur ae´roport d’arrive´e.
En fait, le controˆle dans les zones terminales ou TMA e´tant bien spe´cifique, on conside´rera
qu’un controˆleur est en charge d’un ou plusieurs ae´ronefs depuis leur sortie de TMA jusqu’a`
leur entre´e dans la TMA d’arrive´e. Ceci n’e´tant pas sans rappeler le controˆle ae´rien militaire
[Rivie`re 02]. Pour ge´rer « ses » ae´ronefs, un controˆleur dispose alors des meˆmes outils qu’a`
l’heure actuelle pour re´soudre un conflit, c’est-a`-dire qu’il peut leur donner des manœuvres
en cap ou en niveau.
Pour faciliter leur travail, les controˆleurs se voient attribuer des vols effectuant le meˆme
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trajet (ou des trajets similaires) et/ou volant dans la meˆme zone ge´ographique. Meˆme
en re´alisant une re´partition « intelligente » des vols entre controˆleur, il est impossible
d’e´viter que deux ae´ronefs controˆle´s par deux personnes diffe´rentes ne se croisent. Si aucune
proce´dure, autre que la ne´gociation verbale entre les deux personnes concerne´es, n’a e´te´
mise en place par [Duong 01] lors de la de´finition du concept Sector-Less, un ame´nagement
du re´seau de routes et de nouvelles re`gles adapte´es a` ce concept doit permettre d’e´viter la
trop grande fre´quence de ce genre de proble`mes.
2.3.2 Ame´nagement de l’espace ae´rien
Afin de simplifier la cre´ation d’un re´seau de route, [Duong 01] divise le proble`me en
deux sous proble`mes :
– un re´seau principal ou Trunk Route Network (TRN) couvrant la totalite´ de l’Europe ;
– un re´seau secondaire ou Secondary Route Network (SRN) permettant de relier le
re´seau principal aux diffe´rents ae´roports.
Les deux grandes re`gles d’ame´nagement de l’espace ae´rien associe´es au re´seau principal
sont celles ge´rant la se´paration des flux allant dans des directions oppose´es et celles ge´rant
les croisements entre flux orthogonaux. Comme pre´sente´ figure 2.2, le syste`me de croisement
fonctionne plus ou moins comme un rond-point, tout en utilisant la troisie`me dimension,
l’altitude.
Se´paration des flux paralle`les
La figure 2.1 pre´sente un croisement de routes orthogonales. Chaque route est double´e
afin d’e´viter que les ae´ronefs allant en sens oppose´s ne se retrouvent face a` face. A` l’heure
actuelle, les ae´ronefs dans ce cas sont se´pare´s en niveau. Dans le cadre d’un controˆle
Sector-Less, ils peuvent alors utiliser les meˆmes niveaux. En plus de la se´paration des flux
en opposition, chaque direction est constitue´e de trois voies : une voie principale et deux
secondaires (ou offsets), respectivement de chaque cote´ de la premie`re et pouvant eˆtre
utilise´es pour des de´passements.
Si les ae´ronefs volant dans la meˆme direction ou dans des directions oppose´es peuvent
voler au meˆme niveau car ils sont se´pare´s horizontalement, il faut e´galement se´parer les
ae´ronefs volant dans des directions orthogonales. La solution retenue par [Duong 01] est
alors de se´parer ces ae´ronefs en niveau. Deux routes se croisant doivent donc occuper des
niveaux de vol diffe´rents. On peut imaginer par exemple que les flux est-ouest occupent
les niveaux de vol pairs, les flux nord-sud le niveaux de vol impairs. Ainsi le nombre de
croisements entre ae´ronefs allant dans des directions diffe´rentes doit eˆtre fortement re´duit.
Il reste donc a` ge´rer les changements de directions pour un ae´ronef, c’est-a`-dire, le passage
d’une route a` l’autre.
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Fig. 2.1 – Se´paration de flux dans Sector-Less : un croisement de 2 flux orthogonaux, 2
routes paralle`les chacune ayant 1 voie principale (trait plein) et 2 voies secondaires (trait
pointille´) utilise´es pour les de´passements
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Croisements de routes
Afin de rendre les croisements de routes compatibles avec les performances des ae´ronefs,
la seconde re`gle du concept Sector-Less de´finit la manie`re dont les ae´ronefs peuvent changer
de direction, ces changements s’effectuant a` des endroits pre´de´finis. La figure 2.2 sche´matise
un de ces points de croisement pre´de´finis et ne repre´sente que deux niveaux de vol. Si
les routes paralle`les sont repre´sente´es, les offsets ne le sont pas mais leur inte´gration est
relativement simple. En fait, les points de croisement fonctionnent comme un rond-point
mais en trois dimensions.
Fig. 2.2 – Sche´matisation d’un point de croisement dans le cas d’un controˆle Sector-Less
Comme pre´cise´ dans la section pre´ce´dente, deux routes se croisant doivent eˆtre a` des
niveaux de vol diffe´rents. Ainsi un ae´ronef souhaitant changer de direction doit obliga-
toirement, dans le concept Sector-Less, monter ou descendre d’un niveau. Les re`gles de
croisement sont les suivantes (voir figure 2.3) :
– Tout ae´ronef passant a` travers un point de croisement sans changer de direction doit
rester stable en niveau de vol.
– Tout ae´ronef tournant a` droite ne doit pas traverser le « carrefour » mais change de
niveau (que ce soit en montant ou descendant) pour rejoindre le niveau de vol de sa
nouvelle voie.
– Tout ae´ronef tournant a` gauche doit d’abord franchir le point de croisement pour
ensuite changer de niveau et rejoindre sa nouvelle voie.
Ces deux re`gles sont cense´es faciliter le travail des controˆleurs et permettre une re´duction
importante du nombre de conflits a` traiter. Dans ce concept, c’est au controˆleur d’assurer
la bonne insertion des ae´ronefs dans leur nouvelle voie.
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Fig. 2.3 – Les trois re`gles permettant d’utiliser un point de croisement dans le cas d’un
controˆle Sector-Less
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SuperSecteur : la transition
Un changement aussi radical dans la fac¸on de concevoir la gestion du trafic ae´rien ne
pourra, bien entendu, devenir re´alite´ du jour au lendemain. Les auteurs du concept Sector-
Less ont e´galement pense´ a` la transition. C’est le projet SuperSecteur [Gawinowski 03a,
Gawinowski 03b].
SuperSecteur est un concept a` mi-chemin entre le syste`me actuel, base´ sur la sectorisa-
tion de l’espace et le concept Sector-Less. Il consiste a` diviser l’espace ae´rien en « grands »
secteurs pouvant faire la taille d’un pays. Dans chacun de ces secteurs, un controˆle de type
Sector-Less est mis en place, chaque secteur contenant son re´seau de routes principales et
son re´seau secondaire. La cre´ation du TRN devant se faire de fac¸on cohe´rente pour pouvoir
relier les diffe´rents secteurs entre eux. La viabilite´ de ce concept est en cours de test au
centre expe´rimental d’Eurocontrol.
2.4 Conclusion
Il existe donc plusieurs visions, a` plus ou moins long terme, du futur de la gestion du
trafic ae´rien. Parmi ces visions, le concept Sector-Less fait partie des plus innovantes par
sa volonte´ de garder l’ope´rateur humain dans la boucle de de´cision tout en remodelant
totalement sa manie`re de travailler.
Les bases du concept ayant e´te´ pose´es, il faut de´sormais s’attacher a` la ge´ne´ration d’un
espace ae´rien adapte´ et donc, d’un re´seau de routes permettant la meilleure utilisation
possible de celui-ci. Il faudra e´galement de´terminer si ce concept est viable.
Chapitre 3
Mode´lisation du proble`me
Tel qu’il a e´te´ spe´cifie´ pre´ce´demment, le re´seau de routes ae´riennes se divise en deux
sous-re´seaux : un re´seau principal et un re´seau secondaire. Le re´seau secondaire est celui qui
doit permettre de relier les ae´roports au re´seau principal. Il n’y a donc aucune raison pour
que les diffe´rentes routes de celui-ci soient toutes relie´es entre elles. Le re´seau secondaire
est ainsi tre`s fortement corre´le´ au re´seau principal. De plus chaque ae´roport posse`de ses
propres re`gles d’approche. Il est donc difficile d’automatiser la cre´ation de celui-ci. Ainsi
dans la suite, nous ne nous inte´ressons qu’au re´seau principal de routes.
Ce chapitre s’inte´resse a` la mode´lisation du proble`me, c’est-a`-dire pre´sente les choix
effectue´s lors de la cre´ation du re´seau initial (section 3.2), de´taille section 3.3 le crite`re
d’optimisation retenu afin d’obtenir le meilleur re´seau de routes possible et enfin pre´sente
les choix d’algorithmes effectue´s pour l’optimisation de celui-ci.
3.1 Cre´ation d’un re´seau de routes
Pour des raisons de faisabilite´, la cre´ation d’un re´seau de route a e´te´, dans cette the`se,
se´pare´e en deux sous-proble`mes. Le premier est la cre´ation effective du re´seau de routes
ainsi que son optimisation pour satisfaire certains crite`res tout en respectant les re`gles
d’ame´nagement de l’espace ae´rien promues par le concept Sector-Less. Le second proble`me
est l’utilisation effective de ce re´seau par les ae´ronefs et la manie`re dont les controˆleurs
ae´riens vont ge´rer le trafic sur celui-ci.
Meˆme si l’e´tape de cre´ation du re´seau de routes doit tenir compte de la manie`re dont ce
dernier va eˆtre utilise´, c’est-a`-dire que le re´sultat de l’optimisation doit eˆtre « utilisable en
re´alite´ », il parait difficile de se servir de la « facilite´ d’utilisation » comme crite`re d’optimi-
sation. Le processus d’optimisation requiert un crite`re calculable. Or la gestion d’un re´seau
de routes fait appel a` des notions en partie subjectives et difficilement transposables sous
forme d’e´quations telles que la durete´ de re´solution d’un conflit qui varie d’un controˆleur
a` un autre ou encore le nombre de conflits pouvant eˆtre re´solus par un controˆleur en un
temps donne´.
Le processus de cre´ation et d’optimisation (chapitres 4, 5 et 6) va donc optimiser un
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re´seau initial de routes selon un crite`re mesurable (voir section 3.3) puis l’ade´quation entre
le concept et le re´seau ainsi ge´ne´re´ est ensuite e´value´e (chapitre 7)
3.2 Choix d’un re´seau initial
Les seules spe´cifications donne´es par [Duong 01] concernant le re´seau de routes sont
celles pre´sente´es dans le chapitre pre´ce´dent. C’est une contrainte forte qui ne doit pas eˆtre
modifie´e. Ceci permet ne´anmoins une grande liberte´ de choix, la seule contrainte a` respecter
utile dans notre cas e´tant la topologie des points de croisements, c’est-a`-dire qu’un point
de croisement est la jonction de quatre routes, chacune e´tant la composition d’un ensemble
d’offsets allant dans des directions oppose´es.
L’ide´e a donc e´te´ de partir d’une feuille blanche et non du re´seau de routes de´ja` existant.
La raison principale de ce choix est que le re´seau actuel s’est de´veloppe´ au fil des ans de
manie`re a` ame´liorer la se´curite´ des vols tout en permettant un controˆle plus aise´ et plus
efficace en terme de capacite´. Ainsi la conception du re´seau existant est fortement oriente´e
par le type de controˆle qui y est effectue´ a` l’heure actuelle ainsi que par son e´volution
et celle des moyens techniques au fil des ans. De plus il ne respecte absolument pas la
topologie des points de croisement. D’autres e´tudes pour d’autres concepts ont de´ja` teste´
l’adaptabilite´ du re´seau de routes existant, notamment [Gianazza 04] au sein du LOG.
Ainsi, les choix de de´part effectue´s pour le re´seau de routes principales ont e´te´ totale-
ment arbitraires. Puisqu’une optimisation allait eˆtre faite par la suite, il n’a pas semble´ utile
de cre´er un « bon » re´seau initial mais plutoˆt un re´seau simple et peu dense, caracte´ristiques
souhaite´es par les concepteurs de Sector-Less. Celui-ci a donc deux caracte´ristiques prin-
cipales :
– une taille fixe de 4000 kilome`tres de cote´, afin de recouvrir la quasi-totalite´ de l’Eu-
rope ;
– un espacement re´gulier entre deux points de croisement de 240 kilome`tres, ce qui fait
un total de 256 points de croisement.
Le re´seau pre´sente´ figure 3.1 ne montre pas les offsets propres a` chaque route. Chaque
axe nord-sud (respectivement est-ouest) vertical (respectivement horizontal) e´tant compose´
d’une route montante (respectivement allant de droite a` gauche) et d’une route descendante
(respectivement allant de gauche a` droite), chacune e´tant compose´e de plusieurs voies. Les
points de croisement formant le cadre exte´rieur du re´seau sont, de meˆme que ceux internes
au re´seau, la re´sultante du croisement de quatre routes, les routes « exte´rieures » n’e´tant
pas repre´sente´es sur cette figure.
E´tant donne´ que le re´seau secondaire n’est pas de´fini, nous conside´rons dans la suite de
cette the`se que les ae´ronefs volent en utilisant la route directe entre leur ae´roport de de´part
(respectivement d’arrive´e) et un premier (respectivement dernier) point de croisement,
point d’entre´e (respectivement de sortie) du re´seau principal. Il en est de meˆme pour les
ae´ronefs en provenance ou a` destination d’une zone extra-europe´enne.
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Fig. 3.1 – Re´seau initial de routes principales choisi arbitrairement
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3.3 Crite`re d’optimisation
Le but du concept de´fini par [Duong 01] est de proposer un ame´nagement simplifie´ de
l’espace ae´rien tout en conservant un re´seau de routes, ce qui peut impliquer une distance
a` parcourir (donc une dure´e de vol) plus importante qu’a` l’heure actuelle. En contrepartie,
le concept est cense´ pouvoir traiter un plus grand nombre de vols et re´duire les retards. S’il
n’est pas certain que les compagnies ae´riennes acceptent ce compromis, il est ne´anmoins
certain que l’augmentation de la dure´e de vol ne doit pas eˆtre trop importante, surtout
lorsque le prix du carburant augmente. Ainsi le crite`re d’optimisation va tenter de re´duire
cet allongement des trajectoires et pourquoi pas, permettre la cre´ation d’un re´seau meilleur
que celui utilise´ actuellement. Le crite`re d’optimisation a alors e´te´ choisi de manie`re arbi-
traire.
Crite`re d’optimisation : Allongement global moyen des trajectoires 1 par comparaison
avec la longueur des trajectoires directes.
Le choix d’une trajectoire est alors le plus court chemin passant par le re´seau de routes
principal entre une paire compose´e d’un ae´roport d’origine et d’un ae´roport de destination,
les deux pouvant se situer hors de la zone europe´enne couverte par le re´seau. Pour chaque
extre´mite´, les points de croisement les plus proches (si l’ae´roport concerne´ se trouve en
Europe, ils sont au nombre de quatre, s’il est a` l’exte´rieur, il y en a deux voire un seul)
sont facilement calculable. Connaissant les plus courts chemins entre tous les points de
croisement pris deux a` deux (voir chapitre 4), il est alors aise´ de calculer la trajectoire
la plus courte. On remarquera alors que pour une paire origine-destination donne´e, une
unique trajectoire est prise en compte lors du calcul du crite`re, a` savoir la plus courte.
Une fois le calcul de distance entre chaque paire d’ae´roports effectue´, l’e´valuation des
nouvelles trajectoires se fait par comparaison avec la route directe, c’est-a`-dire la trajec-
toire la plus courte entre deux ae´roports 2 (donc sans passer par un quelconque re´seau
de routes), ce qui, probablement, correspondrait a` la solution optimale du point de vue
des compagnies ae´riennes mais n’est pas envisageable dans le cadre d’un controˆle Sector-
Less. Chaque diffe´rence est ponde´re´e par le nombre d’ae´ronefs empruntant chacune des
trajectoires durant une journe´e3.
La valeur de ce crite`re, applique´ au re´seau initial de routes, est 31.4%, ce qui veut dire
qu’en moyenne un ae´ronef devra parcourir 31.4% de distance en plus que s’il volait en route
directe.
1L’allongement des trajectoires utilise´ dans le calcul du crite`re est celui de la projection des trajectoires
au sol. On ne tient alors pas compte, dans le calcul du crite`re, des changements de niveaux.
2On ne tient pas compte ici des proce´dures spe´cifiques aux diffe´rents ae´roports qui pourraient intervenir,
celles-ci devant eˆtre totalement re´e´crites une fois un nouveau re´seau de routes principales choisi afin de
s’adapter a ce dernier.
3C’est la journe´e du 21 juin 2002 qui a e´te´ choisie arbitrairement car elle correspond, avec plus de 28542
vols et 10738 paires origine-destination distinctes a` l’une des journe´es les plus charge´es de l’anne´e.
3.4. OPTIMISATION DU RE´SEAU INITIAL 29
3.4 Optimisation du re´seau initial
3.4.1 Justification du choix des techniques d’optimisation
Le choix d’une technique d’optimisation se fait tout d’abord en fonction de la nature
du proble`me et e´galement de sa difficulte´. Certains proble`mes peuvent eˆtre re´solus par des
me´thodes de´terministes, d’autres sont trop difficiles. Les proble`mes d’optimisation diffi-
cile sont notamment les proble`mes fortement combinatoires, les proble`mes NP-difficiles ou
encore ceux pour lesquels il n’existe pas de me´thode de re´solution exacte connue. Pour
re´soudre ceux-ci, un ensemble de me´thodes, les me´ta-heuristiques, a e´te´ de´veloppe´. Ces
dernie`res sont ge´ne´ralement utilise´es comme des me´thodes ge´ne´riques pouvant optimiser
une large gamme de proble`mes diffe´rents sans ne´cessiter de changements profonds dans
l’algorithme employe´. On trouve, parmi les me´ta-heuristiques, les algorithmes de recuit
simule´, les algorithmes de colonies de fourmis ou encore les algorithmes ge´ne´tiques. Ces
me´thodes ont en commun une approche stochastique, c’est-a`-dire un parcours partielle-
ment ale´atoire de l’espace des solutions. Ce parcours peut alors eˆtre oriente´ vers la solution
optimale (ou du moins vers une solution proche de l’optimum) par diffe´rents me´canismes,
souvent inspire´s par le monde re´el que ce soit par la physique (recuit simule´), par la biologie
de l’e´volution (algorithmes ge´ne´tiques) ou encore par l’observation du comportement du
monde animal (algorithmes de colonies de fourmis).
S’il existe des re´sultats the´oriques pour certaines me´ta-heuristiques, notamment sur la
convergence the´orique du recuit simule´ (une pre´sentation ge´ne´rale des re´sultats est faite
par [Dre´o 03]) et sur la convergence asymptotique des algorithmes ge´ne´tiques [Cerf 91],
ceux-ci sont peu exploitables en pratique lors du choix de la me´thode a` utiliser et/ou du
re´glage des parame`tres de ces algorithmes.
Si parfois la nature du proble`me peut influencer l’utilisation de certaines me´ta-heuris-
tiques plutoˆt que d’autres (difficulte´ d’e´crire un ope´rateur de croisement qui ait du sens
pour un algorithme ge´ne´tique par exemple), il est parfois difficile de savoir a` l’avance quelle
sera la meilleure me´ta-heuristique.
L’optimisation du re´seau de routes telle qu’elle est aborde´e dans cette the`se va donc
faire appel aux me´ta-heuristiques pour les raisons suivantes :
– l’absence de formulation analytique de ce proble`me rend impossible sa comparaison
avec d’autres proble`mes connus et ainsi d’envisager l’utilisation de me´thode classique ;
– le proble`me est non line´aire ;
– le proble`me est continu mais n’est pas re´ellement combinatoire. L’utilisation de
me´thodes de recherche comple`te telle que la programmation par contraintes parait
peu e´vidente ici, en partie par la difficulte´ de de´crire les variables du proble`me, les
contraintes les reliant, etc.
Dans le cadre de cette the`se, il a donc e´te´ choisi, parmi les me´ta-heuristiques connues,
d’utiliser un algorithme ge´ne´tique (chapitre 5), puis un algorithme de recuit simule´ (cha-
pitre 6). La comparaison des re´sultats donne´s pas ces deux me´ta-heuristiques permettra
d’e´valuer la pertinence de l’utilisation d’une me´thode plutoˆt que l’autre.
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3.4.2 Optimisation pas a` pas
Au vue de la difficulte´ du proble`me, l’optimisation du re´seau initial se fait de manie`re
ite´rative en utilisant un algorithme ge´ne´tique ou un recuit simule´. L’ide´e consiste donc
a` de´placer certains points de croisement afin de ge´ne´rer, a` partir d’un re´seau donne´, un
second, plus ou moins diffe´rent, et cela afin de raccourcir les trajectoires des diffe´rents vols.
Ainsi on dira que l’optimisation se fait par de´formation du re´seau initial de routes.
Ne´anmoins le nouveau re´seau ainsi ge´ne´re´ se doit de respecter la topologie propre au
concept de Sector-Less. Il faut donc que :
– la topologie ne change pas, c’est-a`-dire que les croisements restent des sommets de
graphe posse´dant exactement quatre arcs, rentrant et sortant. On ne peut donc ni
enlever ni ajouter ni sommet ni arc ;
– les axes ne se croisent pas hors des points de croisement afin de restreindre les conflits
aux endroits pre´de´finis (on ne peut donc pas, par exemple, inverser la position de
deux sommets).
De plus, deux points de croisement ne peuvent pas se trouver a` une distance infe´rieure a`
100 km. Cette distance, choisie arbitrairement, doit permettre d’e´viter le chevauchement de
deux points de croisement mais e´galement faire en sorte qu’un ae´ronef passe un minimum
de temps sur les axes avant d’entrer a` nouveau dans un point de croisement.
3.4.3 Conservation de la topologie
Il faut s’assurer que l’effet que la modification du re´seau initial de route va avoir sur
l’ame´nagement de l’espace ae´rien reste compatible avec les re`gles promues par le concept
Sector-Less. Si le processus de de´formation n’a d’impact ni sur la se´paration des flux, ni
sur l’allocation des niveaux de vol pour chaque route, la forme des points de croisement
doit en revanche eˆtre adapte´e. La figure 3.2 pre´sente ainsi un croisement modifie´ afin de
correspondre au nouveau re´seau de routes. Ses dimensions ainsi que la position relative des
quatre balises le de´limitant par rapport au centre de celui-ci ont e´volue´. Le seul parame`tre
qui reste fixe est la distance se´parant les routes allant dans des directions oppose´es.
3.4.4 Limitations
Si le processus d’optimisation va permettre de fournir aux ae´ronefs la route la plus
courte possible entre deux ae´roports tout en essayant, graˆce au concept Sector-Less, de
minimiser les retards, il faut ne´anmoins s’assurer que les nouvelles routes sont « utilisables »
par les ae´ronefs. La figure 3.3 pre´sente un re´seau de routes de´forme´ sur lequel la trajectoire
la plus courte pour aller de Moscou a` Madrid impose aux ae´ronefs d’effectuer des angles
de virages non re´alisables en re´alite´, si ce n’est du point de vue performance, du moins du
point de vue utilisation « normale » d’une ae´ronef.
Il a donc e´te´ impose´ une limitation des angles de virage des trajectoires. Au vue de ce
qui est fait a` l’heure actuelle, on imposera aux routes de ne pas contenir d’angles infe´rieurs
a` 90 degre´s.
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Fig. 3.2 – Adaptation de la structure des points de croisement a` la de´formation du re´seau
de routes
Fig. 3.3 – Exemple de trajectoire non utilisable entre Paris et Moscou
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Chapitre 4
Plus courts chemins dans un graphe
et calcul de trajectoire
Le calcul du crite`re pre´sente´ chapitre 3 fait appel au calcul de tous les plus courts
chemins entre tous les points du graphe pris deux a` deux. L’utilisation de me´ta-heuristiques
va rendre ce calcul fre´quent. Dans le cas d’un algorithme ge´ne´tique (chapitre 5), il faut
e´valuer la valeur du crite`re pour chaque individu a` chaque ge´ne´ration et dans le cas du
recuit simule´ (chapitre 6), il faut e´valuer la valeur du crite`re sur un re´seau de routes a`
chaque ite´ration.
Ce chapitre pre´sente, dans un premier temps, section 4.1 quelques de´finitions et the´o-
re`mes utiles a` la compre´hension du proble`me du calcul des plus courts chemins dans un
graphe puis, section 4.2, quelques algorithmes simples servant a` effectuer ce calcul. Par
la suite, section 4.3, les meilleurs algorithmes connus pour « maintenir » ces chemins
apre`s un changement dans le graphe sont de´crits, c’est-a`-dire les algorithmes permettant
de ne pas recalculer tous les plus courts chemins mais uniquement ceux concerne´s par
une modification du graphe. Enfin ce chapitre pre´sente diffe´rentes solutions envisage´es
pour cre´er un nouvel algorithme de maintien des plus courts chemins, tout d’abord par
l’utilisation des invariants issue de la programmation par contraintes (section 4.4.1) puis,
section 4.4.2, par l’e´criture d’un algorithme ad-hoc.
4.1 Plus courts chemins et graphes oriente´s
Dans cette section nous nous inte´ressons aux plus courts chemins dans un graphe oriente´
entre une source donne´e et tous les autres sommets du graphe. Ce proble`me est de´signe´
comme le single-source shortest path problem. La section 4.1.1 pre´sente les de´finitions et
proprie´te´s des plus courts chemins, la section 4.1.2 justifie la limitation du proble`me aux
graphes n’ayant pas d’arc de poids ne´gatif et la section 4.2 pre´sente les meilleurs algorithmes
connus pour effectuer ce calcul.
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4.1.1 De´finitions et proprie´te´s
Cette section pre´sente quelques de´finitions sur les graphes oriente´s ainsi que la notion
de plus court chemin dans un graphe [Diestel 00, Demetrescu 01].
De´finition 4.1 Un chemin est un graphe G = (V,E) non nul de la forme :
V = {v0, v1, ..., vk} E = {(v0, v1), (v1, v2), ..., (vk−1, vk)}
ou` les vi sont tous distincts. Les sommets v0 et vk sont relie´s par G et sont appele´s
extre´mite´s. On notera v0 ; vk ou 〈v0, ..., vk〉 le chemin de v0 a` vk.
De´finition 4.2 Soit G = (V,E,w) un graphe oriente´ ou` V est l’ensemble des sommets du
graphe, E l’ensemble des arcs et w : E → R une fonction qui a` tout arc (u, v) du graphe
associe un nombre re´el w(u, v) appele´ le poids de l’arc.
Graˆce a` cette de´finition nous pouvons introduire le concept de longueur d’un chemin
comme la somme des poids des arcs qui le composent :
De´finition 4.3 Soit G = (V,E,w) un graphe oriente´ et pi = 〈v0, ..., vk〉 un chemin dans
G. La longueur de pi est :
l(pi) =
k∑
i=1
w(vi−1, vi)
Il est alors possible de de´finir la notion de plus court chemin :
De´finition 4.4 Soit G = (V,E,w) un graphe oriente´. Un plus court chemin entre
u ∈ V et v ∈ V est un chemin pi∗ : u; v ve´rifiant l’e´quation :
l(pi∗) = min
pi:u;v
l(pi)
La fonction w prenant ses valeurs dans R, la pre´sence de cycles de longueur ne´gative
dans un graphe est possible. Or, s’il existe un chemin de la forme pi = 〈u, ..., c, w0, ..., wk, c, ..., v〉
tel que γ = 〈c, w0, ..., wk, c〉 est un cycle de longueur ne´gative, alors minpi:u;v l(pi) = −∞.
Comme il n’existe pas de chemin ayant une longueur infinie, il ne peut exister de plus court
chemin entre u et v. Par la suite, on conside´rera donc uniquement les graphe sans cycle
ne´gatif afin de s’assurer de l’existence d’un plus court chemin entre n’importe quel couple
de sommets du graphe de`s lors qu’il existe au moins un chemin entre ces sommets. On peut
alors de´finir la notion de distance d’une source vers un sommet quelconque du graphe.
De´finition 4.5 Soit G = (V,E,w) un graphe oriente´. Soit s ∈ V un sommet source. On
de´finit la fonction distance ds : V → R tel que :
∀v ∈ V, ds(v) =
{
minpi:u;v l(pi) si v est atteignable
+∞ sinon
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The´ore`me 4.1 Soient G = (V,E,w) un graphe oriente´ et s ∈ V un sommet source. Soit
ds la fonction distance. Pour tout (u, v) ∈ E tel que −∞ < ds(u) < +∞ la condition de
Bellman est satisfaite :
ds(v) ≤ ds(u) + w(u, v)
De plus si 〈s, ..., u, v〉 est le plus court chemin de s a` v alors :
ds(v) = ds(u) + w(u, v)
Preuve Par l’absurde : supposons qu’il existe un arc (u, v) ∈ E tel que ds(v) > ds(u) +
w(u, v). Soit ν = 〈s, ..., u〉 le plus court chemin de s a` u et µ = 〈s, ..., u, v〉. On a
l(ν) = ds(u)
l(µ) = l(ν) + w(u, v) = ds(u) + w(u, v)
Par hypothe`se on a l(µ) < ds(v) ce qui contredit le fait que ds(v) = infpi:s;v l(pi). 2
On de´finit ensuite l’arbre des plus courts chemins (ou shortest path tree).
De´finition 4.6 Soient G = (V,E,w) un graphe oriente´ et s ∈ V un sommet source. On
appelle arbre des plus courts chemins ayant s comme racine tout arbre T (s) =
(V ′, E ′) tel que :
1. V ′ ⊆ V et E ′ ⊆ (V ′ × V ′) ∩ E ;
2. ∀v ∈ V ′, −∞ < ds(v) < +∞ ;
3. ∀(u, v) ∈ E ′, ds(v) = ds(u) + w(u, v).
Ainsi un arbre des plus courts chemins T (s) contient tout les sommets v de G at-
teignables depuis la source s (ds(v) < +∞) sans contenir de cycle de longueur ne´gative
(−∞ < ds(v)). Tout chemin dans T (s) est donc un plus court chemin dans G.
Il est possible d’avoir, pour une meˆme destination, plusieurs plus courts chemins.
Comme l’arbre des plus courts chemins n’en contient qu’un seul, celui-ci peut ne pas eˆtre
unique.
Graˆce aux de´finitions pre´ce´dentes, il est de´sormais possible de de´finir la notion de calcul
des plus courts chemins venant d’une source unique (single-source shortest paths problem).
De´finition 4.7 Soient G = (V,E,w) un graphe oriente´ et s ∈ V un sommet source. On
de´finit le proble`me des plus courts chemins venant d’une source unique comme
e´tant le calcul d’un arbre des plus courts chemins ayant s comme racine.
De meˆme on peut alors introduire le concept des plus courts chemins toutes paires (ou
all-pair shortest paths).
De´finition 4.8 Soient G = (V,E,w) un graphe oriente´. On de´finit le proble`me des
plus courts chemins toutes paires comme e´tant le calcul des plus courts chemins entre
toutes les paires de sommets possibles du graphe.
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4.1.2 Technique de reponde´ration
On pre´sente ici une technique, dit de reweighting ou reponde´ration, permettant, a` partir
d’un graphe quelconque, en modifiant le poids des arcs qui le composent, de ge´ne´rer un
graphe oriente´ sans arc de poids ne´gatif. On obtient graˆce a` cette technique une proprie´te´
importante : les plus courts chemins sont les meˆmes dans le graphe initial et dans le graphe
ainsi ge´ne´re´. Ceci permet de justifier l’utilisation d’algorithmes ne travaillant que sur des
graphes a` arcs de poids non ne´gatifs.
De´finition 4.9 Soit G = (V,E,w) un graphe oriente´. Soit h : V → R une fonction
quelconque de´finie sur l’ensemble des sommets du graphe. On appellera h la fonction po-
tentielle. On de´finit wˆ : E → R la fonction de reponde´ration de w telle que :
∀(u, v) ∈ E, wˆ(u, v) = w(u, v) + h(u)− h(v)
Meˆme si la fonction h utilise´e dans la de´finition pre´ce´dente est totalement arbitraire,
on obtient la proprie´te´ suivante (voir [Cormen 01] pour la de´monstration).
The´ore`me 4.2 Soit G = (V,E,w) et Gˆ = (V,E, wˆ) deux graphes oriente´s ayant le meˆme
ensemble de sommets et d’arcs et ou` wˆ est la fonction de reponde´ration de w. Un chemin
pi∗ est un plus court chemin dans G si et seulement si pi∗ est un plus court chemin dans Gˆ.
De plus, γ est un cycle de longueur ne´gative dans G si et seulement si γ est un cycle de
longueur ne´gative dans Gˆ.
Si la fonction potentielle est la fonction de distance ds alors wˆ est une fonction de
reponde´ration a` valeur dans R+.
The´ore`me 4.3 Soient G = (V,E,w) un graphe oriente´, s ∈ V un sommet source et
ds : V → R la fonction distance depuis s. Si wˆ(u, v) = w(u, v) + ds(u) − ds(v) alors
∀(u, v) ∈ E, wˆ(u, v) ≥ 0
Preuve Le the´ore`me 4.1 nous assure que ds(v) ≤ ds(u) + w(u, v). Ainsi :
0 ≤ ds(u) + w(u, v)− ds(v) = wˆ(u, v)
2
On remarque que cette technique de reponde´ration ayant pour fonction potentielle la
fonction de calcul de la distance n’est pas utilisable pour re´soudre le proble`me du calcul
de l’arbre des plus courts chemins puisqu’il faut que les diffe´rentes distances soient de´ja`
calcule´es. En revanche c’est cette technique qui est a` la base des meilleurs algorithmes pour
re´soudre la version dynamique du proble`me (section 4.3) et permet de limiter ceux-ci aux
graphes d’arcs de poids non ne´gatif.
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4.2 Calculs des plus courts chemins
4.2.1 Algorithme de Dijkstra
Dans cette section nous pre´sentons un algorithme permettant de re´soudre le proble`me
du calcul de l’arbre des plus courts chemins. Compte tenu de notre proble`me re´el qui est
l’e´valuation du crite`re d’optimisation, nous nous limitons ici aux graphes dont les arcs sont
tous de poids positif ou nul. C’est l’algorithme de [Dijkstra 59] que vous de´taillons ici.
L’algorithme de Dijkstra permet de calculer toutes les distances minimales et les plus
courts chemins associe´s dans un graphe oriente´ G = (V,E,w) depuis un sommet source s
vers tout les sommets atteignables. Pour cela, l’algorithme de´veloppe ite´rativement tous
les plus courts chemins depuis s, par ordre de distance croissante.
L’algorithme 1 de´crit dans cette section s’applique sur un graphe oriente´ G = (V,E,w)
avec w : E → R+, s ∈ V e´tant le sommet source choisi. L’algorithme retourne l’arbre
des plus courts chemins T (s), c’est-a`-dire une fonction de distance ds ainsi qu’une fonction
parent ps : V → V ∪ {nil} telle que ps(v) = u si et seulement si (u, v) ∈ T (s). Comme la
source n’a pas de parent dans T(s), on utilise la valeur nil pour ps(s).
Algorithme 1 Algorithme de Dijkstra
Entre´es: G = (V,E,w), s
Sorties: T (s)
1: pour tout v ∈ V faire
2: ds[v]← +∞
3: ps[v]← nil
4: fin pour
5: ds[s]← 0
6: Q← V
7: tantque Q 6= ∅ faire
8: soit u ∈ Q tel que ds(u) = minw∈Qds(w)
9: Q← Q− {u}
10: pour tout v ∈ Q tel que (u, v) ∈ E faire
11: si ds(v) > ds(u) + w(u, v) alors
12: ds[v]← ds(u) + w(u, v)
13: ps[v]← u
14: fin si
15: fin pour
16: fin tantque
17: retourner ds, ps
L’algorithme se de´compose en deux phases :
– une phase d’initialisation lignes 1 a` 6 ;
– une boucle principale lignes 7 a` 16. Cette dernie`re permet le parcourt progressif de
tous les sommets du graphe de manie`re croissante avec leur distance par rapport a` s
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(ligne 8) puis recherche tout arc sortant a` destination d’un sommet non encore traite´.
Si une meilleure solution est trouve´e, ds et ps sont mises a` jour (lignes 12 et 13). On
remarque que si le sommet n’est pas atteignable alors ds vaut +∞.
Soit n = |V | et m = |E|, la complexite´ de cet algorithme est en O(m+ n ∗ log(n)).
4.2.2 Algorithme de Floyd-Warshall
L’algorithme de Floyd-Warshall est sans doute le plus simple des algorithmes de plus
courts chemins a` mettre en œuvre. En revanche, et contrairement a` l’algorithme de Dijkstra,
il ne re´sout que le proble`me toutes paires.
Travaillant sur des graphes oriente´ G = (V,E,w) ou` w en a` valeur dans R+, l’algorithme
repose sur la proprie´te´ suivante :
The´ore`me 4.4 Soit G = (V,E,w) un graphe oriente´ avec w : E → R+. Si pi = 〈v0, ..., vk〉
est un plus court chemin de v0 a` vk alors pour tout i ∈ [0, k], 〈v0, ..., vi〉 et 〈vi, ..., vk〉 sont
deux plus courts chemins.
L’algorithme 2 de´crit par [Floyd 62] calcule la matrice des distances minimales d entre
toutes les paires de sommets du graphe. Soit n le nombre de sommets.
Algorithme 2 Algorithme de Floyd-Warshall
1: pour i, j = 1 a` n faire
2: si i = j alors
3: d[i, j]← 0
4: sinon
5: d[i, j]← w(i, j) si (i, j) ∈ E, +∞ sinon
6: fin si
7: fin pour
8: pour k = 1 a` n faire
9: pour i = 1 a` n faire
10: pour j = 1 a` n faire
11: d[i, j]← min(d(i, j), d(i, k) + d(k, j)
12: fin pour
13: fin pour
14: fin pour
15: retourner d
Les lignes 1 a` 7 permettent l’initialisation de la matrice des distances avec les donne´es
du graphe. Dans le cas d’un graphe non oriente´, cette matrice peut eˆtre triangulaire. On re-
marque ne´anmoins que l’algorithme ne conserve que les distances. Il suffit alors de rajouter
une instruction ligne 11 pour conserver e´galement les chemins. Il faut ne´anmoins pre´voir
une structure de donne´es permettant d’inse´rer facilement un sommet dans un chemin.
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La complexite´ de cet algorithme est trivialement en O(n3) ce qui restreint son applica-
tion aux graphes de taille « raisonnable ». On rappelle que la complexite´ de l’algorithme de
Dijkstra sur le proble`me toutes paires est, avec n = |V | et m = |E|, en O(mn+n2 log(n)).
En revanche une fois les matrices des distances et des chemins calcule´es, on acce`de a`
un chemin en O(1) alors que lorsqu’on utilise un arbre des plus courts chemins, l’acce`s se
fait en O(n) dans le pire cas.
4.3 Algorithmes dynamiques par reponde´ration
4.3.1 De´finition du proble`me
Une fois calcule´ l’arbre des plus courts chemins pour une source donne´e dans un graphe,
les algorithmes dynamiques s’inte´ressent au calcul de ces chemins lorsque le graphe initial
est modifie´.
La solution la plus simple pour re´soudre ce proble`me consiste, une fois le graphe modifie´,
a` re´utiliser l’algorithme de Dijkstra ou de Floyd-Warshall et donc a` recalculer tous les
diffe´rents plus courts chemins. Si cette solution a le me´rite d’eˆtre simple, il est e´vident
qu’elle est loin d’eˆtre optimale. En effet, si les changements sont nombreux et tous les
chemins affecte´s par ces modifications alors cette solution est efficace. Mais dans le cas d’un
changement « localise´ », si peu de plus courts chemins sont affecte´s par la modification,
il paraˆıt plus efficace de ne pas tout recalculer mais seulement les chemins concerne´s. On
parle alors de maintien des diffe´rents plus courts chemins.
Plusieurs e´tudes expe´rimentales testant diffe´rents algorithmes de calcul des plus courts
chemins [Buriol 03, Demetrescu 04] ont montre´ que les algorithmes dynamiques base´s sur
la technique de reponde´ration donnent de meilleurs re´sultats en terme de vitesse de calcul
que le recalcul de tous les plus courts chemins.
L’ide´e principale des algorithmes dynamiques base´s sur la technique de reponde´ration
est de maintenir la fonction de calcul des distances ainsi que les arbres des plus courts che-
mins apre`s les avoir calcule´s une premie`re fois sur le graphe initial en utilisant l’algorithme
de Dijkstra. La fonction distance permet ainsi de de´finir une fonction de reponde´ration
non ne´gative. Lors d’une mise a` jour, le processus utilise un algorithme de Dijkstra sur le
graphe reponde´re´, les plus efficaces travaillant uniquement sur le sous-graphe re´ellement
modifie´ et non pas sur le graphe dans sa totalite´. Les mises a` jour peuvent eˆtre se´pare´es
en deux cas distincts qui seront e´tudie´s en de´tails par la suite :
– l’augmentation de la valeur du poids ou la suppression d’un arc (ce qui revient a`
attribuer une valeur de poids infinie a` l’arc concerne´) ;
– la diminution de la valeur du poids ou l’ajout d’un arc (ce qui correspond a` changer
une valeur infinie en valeur re´elle).
Parmi les meilleurs algorithmes permettant de re´soudre les proble`mes dynamiques, il
en existe deux, [Ramalingam 96] et [King 99], qui donnent les meilleurs re´sultats mais que
les tests effectue´s par [Buriol 03] et [Demetrescu 04] peinent a` de´partager.
Il faut alors remarquer que les algorithmes cite´s ici sont des algorithmes e´crits pour
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re´soudre le proble`me du calcul de l’arbre des plus courts chemins provenant d’une unique
source. Ils ont e´te´ simplement e´tendus au proble`me des plus courts chemins toutes paires en
e´tant exe´cute´s |V | fois sur un graphe oriente´ G = (V,E,w). Si le calcul des |V | arbres des
plus courts chemins paraˆıt produire une quantite´ non ne´gligeable de redondances, il n’existe
pas, a` ma connaissance dans la litte´rature, d’algorithme spe´cialement e´crit pour le proble`me
toutes paires et plus efficace que la re´pe´tition, pour chaque sommet, de l’algorithme de
[Ramalingam 96] ou de [King 99].
Meˆme s’il est impossible de trouver une diffe´rence significative entre les performances
des deux algorithmes en fonction des proble`mes e´tudie´s, l’algorithme de [Ramalingam 96]
semble eˆtre le´ge`rement meilleur dans la plupart des cas. De manie`re totalement arbitraire,
c’est donc ce dernier qui sera pre´sente´ dans les sections suivantes et utilise´ par la suite
comme algorithme de re´fe´rence.
4.3.2 Algorithme de Ramalingam et Reps
Comme annonce´ pre´ce´demment, l’algorithme de Ramalingam et Reps est base´ sur la
re´solution du proble`me de plus courts chemins pour une source donne´e. On conside`re
de´sormais qu’il existe toujours, pour chaque sommet du graphe conside´re´, un arbre des
plus courts chemins ainsi qu’une fonction distance et qu’il faut ensuite ite´rer le processus
|V | fois pour les obtenir tous. L’algorithme travaille sur un graphe oriente´ G = (V,E,w)
ou` w est a` valeurs dans R+. La fonction ds retourne la distance de s au sommet conside´re´
et ps retourne le pe`re du sommet conside´re´ dans le plus court chemin qui le lie a` s.
L’algorithme utilise un maximier H et ainsi que diverses fonctions :
– NonVide qui renvoie vrai si le maximier conside´re´ n’est pas vide ;
– Ajoute qui ajoute un e´le´ment dans un maximier ;
– Ajuste qui remplace le couˆt d’un e´le´ment du maximier conside´re´ par sa nouvelle
valeur si celui-ci y est ou l’ajoute sinon ;
– EnleveMin qui enle`ve l’e´le´ment de couˆt minimal d’un maximier.
A` ces fonctions, vient s’ajouter la fonction Out (respectivement In) retournant, pour un
sommet v donne´, l’ensemble des sommets u relie´ a` v par un arc oriente´ (v, u) (respective-
ment (u, v)).
Augmentation de poids et suppression d’arc (algorithme 3)
Supposons l’augmentation de la valeur du poids d’un arc (u, v) d’une valeur ². Si (u, v)
n’est pas dans T (s), il n’y a rien a` faire. En revanche, si (u, v) est dans T (s) alors seulement
les sommets inclus dans T (v) peuvent changer et leur distance a` s eˆtre mise a` jour.
La figure 4.1 illustre la manie`re dont l’augmentation d’un arc (u, v) affecte l’arbre des
plus courts chemins et le re´sultat de la de´couverte d’un nouveau plus court chemin. Dans
ce cas, le plus court chemin de s a` t change car la distance en passant par p est infe´rieure a`
la nouvelle distance qui tient compte de l’augmentation de poids. Dans ce cas, le sous-arbre
de T (s) ayant v comme racine (Tv(s)) est ampute´ de celui ayant t pour racine (Tt(s)).
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Algorithme 3 Algorithme de Ramalingam et Reps : maintien des plus courts chemins
lors de l’augmentation du poids d’un arc
Entre´es: G = (V,E,w), (u, v), ds, ps
1: si ps(v) = u alors
2: pour tout u′ ∈ In(v) faire
3: si ds(v) = ds(u
′) + w(u′, v) alors
4: ps[v]← u′, Exit programme
5: fin si
6: fin pour
7: P = {v}, A = {v}
8: tantque P 6= ∅ faire
9: Soit p ∈ P , P ← P − {p}
10: ds[p]← +∞
11: pour tout q ∈ Out(p) faire
12: si ps(q) = p alors
13: pour tout p′ ∈ In(q) faire
14: si ds(q) = ds(p
′) + w(q, p′) alors
15: ps[q]← p′, Exit boucle pour tout
16: fin si
17: fin pour
18: si ps(q) = p alors
19: P ← P ∪ {p}, A ← A∪ {p}
20: fin si
21: fin si
22: fin pour
23: fin tantque
24: pour tout p ∈ A faire
25: pour tout o ∈ In(p) faire
26: si ds(p) > ds(o) + w(o, p) alors
27: ds[p]← ds(o) + w(o, p)
28: ps[p]← o
29: fin si
30: fin pour
31: si ds(p) 6= +∞ alors
32: Ajoute(p, ds(p)) dans H
33: fin si
34: fin pour
35: tantque NonVide(H) faire
36: p = EnleveMin(H)
37: pour tout q ∈ Out(p) faire
38: si ds(q) > ds(p) + w(p, q) alors
39: ds[q]← ds(p) + w(p, q)
40: ps[q]← p
41: Ajuste(q, ds(q)) dans H
42: fin si
43: fin pour
44: fin tantque
45: fin si
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Fig. 4.1 – E´volution de l’arbre des plus courts chemins par augmentation du poids de l’arc
(u, v) : le sous-arbre de racine t se de´tache de celui de racine v
Description de l’algorithme 3 : L’algorithme ne s’exe´cute que si l’arc (u, v) dont le
poids a e´te´ modifie´ est dans T (s) (ligne 1). La premie`re e´tape consiste a` trouver dans le
voisinage de v un autre arc (u′, v) fournissant un plus court chemin de meˆme longueur
(lignes 2-6).
Deux ensembles sont initialise´s ligne 7. P permettant le parcours des sommets du
graphe afin de chercher les sommets affecte´s par la modification et A contenant l’ensemble
des sommets affecte´s. Tous deux sont initialise´s par le sommet v.
Si T (s) contient l’arc (u, v) dont le poids a e´te´ modifie´, on recherche les sommets affecte´s
par la mise a` jour (ligne 8-23). Pour tous les sommets p dans P , leur distance a` s devient
infinie et tout arc (p, q) sortant de p est traverse´. Si p est le pe`re de q dans le plus court
chemin de s a` q alors tous les arcs (p′, q) entrant dans q sont e´tudie´s. On tente graˆce a`
cela de trouver une alternative aux plus courts chemins qui passaient par p puisque ds(p)
est de´sormais infinie. Si on trouve une alternative (ligne 15), on ajoute p a` P et on stocke
l’ensemble des sommets affecte´s par la modification (ligne 19).
La boucle lignes 24-34 permet la mise a` jour des distances des chemins a` destination
des sommets affecte´s par l’augmentation du poids de l’arc (u, v). Si cette distance peut eˆtre
diminue´e, le plus court chemin correspondant est mis a` jour (ligne 28). Tous les sommets
dont la distance a e´te´ diminue´e sont inse´re´s dans le maximier H.
Les lignes 35-44 mettent a` jour de la meˆme manie`re que pre´ce´demment les chemins
passant par les sommets affecte´s.
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Diminution de poids et ajout d’arc (algorithme 4)
Supposons maintenant qu’on diminue le poids d’un arc (u, v) d’une valeur ². Si la
distance la plus courte de s a` v reste infe´rieure a` celle passant par u alors il n’y a rien a`
faire. Dans le cas contraire, les distances de s aux sommets du sous-arbre de T (s) ayant v
pour racine sont re´duites et sont donc affecte´es par la modification.
La figure 4.2 illustre les e´ve´nements induits par une diminution de poids. Dans ce cas,
un sommet de T (s) exte´rieur au sous-arbre ayant v pour racine (Tv(s)) trouve un nouveau
parent dans ce sous-arbre. De ce fait, le sous-arbre de T (s) ayant t pour racine (Tt(s)) se
rattache a` Tv(s)
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Fig. 4.2 – E´volution de l’arbre des plus courts chemins par diminution du poids de l’arc
(u, v) : le sous-arbre de racine t s’attache a` celui de racine v
Description de l’algorithme 4 : L’algorithme ne s’exe´cute que si l’arc (u, v) dont le
poids a e´te´ modifie´ a une influence sur le plus court chemin de s a` v (ligne 1). Dans ce cas
on met a` jour v dans T (s) (lignes 2 et 3) et on initialise le maximier H.
La boucle lignes 5-14 permet la mise a` jour des distances des chemins a` destination
des sommets affecte´s par la diminution du poids de l’arc (u, v). Si cette distance peut eˆtre
diminue´e, le plus court chemin correspondant est mis a` jour. Tous les sommets dont la
distance a` s a e´te´ diminue´e sont alors inse´re´s dans le maximier H afin de propager la mise
a` jour.
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Algorithme 4 Algorithme de Ramalingam et Reps : maintien des plus courts chemins
lors d’une diminution du poids d’un arc
Entre´es: G = (V,E,w), (u, v), ds, ps
1: si ds(v) > ds(u) + w(u, v) alors
2: ds[v]← ds(u) + w(u, v)
3: ps[v]← u
4: Ajoute(v, dv) dans H
5: tantque NonVide(H) faire
6: p = EnleveMin(H)
7: pour tout q ∈ Out(p) faire
8: si ds(q) > ds(p) + w(p, q) alors
9: ds[q]← ds(p) + w(p, q)
10: ps[q]← p
11: Ajuste(q, ds(q)) dans H
12: fin si
13: fin pour
14: fin tantque
15: fin si
4.4 Maintien des plus courts chemins pour le pro-
ble`me toutes paires
Comme on l’a vu pre´ce´demment, les meilleurs algorithmes de maintien des plus courts
chemins sont base´s sur l’algorithme de Dijkstra. Or celui-ci permet uniquement de re´soudre
le proble`me du calcul des plus courts chemins issus d’une source unique. Il en est de meˆme
des algorithmes de maintien. De fac¸on surprenante, il n’existe pas, a` ma connaissance,
d’algorithme performant permettant de maintenir des chemins dans le cadre de la re´solution
du proble`me toutes paires.
Partant d’un algorithme re´solvant le proble`me toutes paires (section 4.2.2), cette section
pre´sente diffe´rentes solutions permettant d’en de´duire un algorithme de maintien des plus
courts chemins, tout d’abord par l’utilisation des invariants issus de la programmation par
contraintes (section 4.4.1) puis, section 4.4.2, par l’e´criture d’un algorithme ad-hoc.
4.4.1 Invariants
La premie`re ide´e pour maintenir les plus courts chemins a e´te´ de faire appel aux inva-
riants, issus de la programmation par contraintes. Le lecteur pourra se re´fe´rer a` la the`se
de Nicolas Barnier [Barnier 02] pour obtenir plus de de´tail sur celle-ci.
Les invariants sont des e´quations fonctionnelles entre des variables qui doivent eˆtre
maintenues quand ces variables changent de valeur. Ces e´quations sont des de´pendances
directionnelles entre les variables : dans l’invariant z = f(x, y), la valeur de z doit eˆtre
calcule´e si x et/ou y ont e´te´ modifie´s.
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Dans le domaine de la bureautique, la plupart des tableurs nume´riques fonctionnent sur
ce principe. Les invariants que nous allons conside´rer par la suite viennent de la recherche
locale et du langage de mode´lisation Localizer introduit par [Michel 97] ou` ils sont utilise´s
pour automatiser la mise a` jour incre´mentales de structures de donne´es et des crite`res qui
de´finissent un voisinage et une fonction de couˆt.
Un exemple d’utilisation des invariants sur une somme peut s’e´crire comme ceci : soit v
un invariant. Nous noterons v sa valeur avant une mise a` jour et v¯ sa valeur apre`s la mise
a` jour. Supposons ensuite que v =
∑n
i=1 vi. La mise a` jour d’un vi implique alors la mise a`
jour de v en temps constant : v¯ ← v − vi + vi.
FaCiLe et invariants
Les premiers invariants utilise´s ont e´te´ ceux fournis par la librairie fonctionnelle de
programmation par contraintes sur les domaines finis (entiers et ensembles d’entiers) Fa-
CiLe [Barnier 01]. Cette librairie inte`gre toutes les fonctionnalite´s standards de cre´ation
et de manipulation de variables (logiques) a` domaine fini, d’expressions et de contraintes
arithme´tiques (e´ventuellement non-line´aires), de contraintes globales (diffe´rence, cardina-
lite´, tri, etc.) et de buts de recherche et d’optimisation.
Dans cette librairie, un invariant est une re´fe´rence re´versible (c’est-a`-dire dont les valeurs
sont restaure´es lors d’un retour arrie`re ou backtrack [Barnier 02]). Il peut eˆtre :
– une constante ;
– une variable ;
– le re´sultat d’une fonction ayant pour parame`tres d’autres invariants ;
– un attribut d’une structure de donne´e dynamique (par exemple la valeur maximale
d’un domaine).
L’avantage principal de l’usage de cette librairie est la possibilite´ de prototyper rapide-
ment notre algorithme de maintien. En effet, en plus de fournir la structure de donne´es, elle
fournit e´galement plusieurs moyens permettant « d’invariantiser » les diffe´rentes fonctions
ne´cessaires au calcul (y compris le min). L’algorithme de maintien consiste donc a` :
– « invariantiser » le graphe, c’est-a`-dire rendre invariant le poids des arcs ;
– ge´ne´rer la meˆme matrice des plus courts chemins que celle ge´ne´re´e par l’algorithme de
Floyd-Warshall (section 4.2.2) et utilisant le meˆme algorithme, sauf que les e´le´ments
de cette matrice sont, dans ce cas, des invariants, eux-meˆmes re´sultats de diffe´rentes
fonctions « invariantise´es ».
Ainsi, a` chaque modification du poids d’un arc, les fonctions de re´veil incluses dans FaCiLe
permettent de ne mettre a` jour que les invariants concerne´s, donc les plus courts chemins
concerne´s par la modification.
Le proble`me rencontre´ alors est la non spe´cificite´ des invariants. En effet, FaCiLe e´tant
une librairie de programmation par contraintes, les me´canismes mis en jeu ici sont bien
trop lourds pour eˆtre efficaces. Vu que l’algorithme de Floyd ne fait pas de recherche, toute
la structure de backtrack, attache´e a` chaque invariant, est ici inutile.
Ainsi, le temps de mise a` jour est plus lent que le temps mis par l’algorithme de Floyd-
Warshall pour recalculer tous les plus courts chemins. Nous avons donc e´crit notre propre
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module d’invariants.
Invariants ad-hoc
Un module d’invariants ne´cessite, dans notre cas, en plus de la structure de donne´es
qui permet de relier un invariant aux invariants dont il de´pend, une fonction de re´veil et de
mise a` jour ainsi que toutes les fonctions effectuant des calculs sur des invariants (somme,
concate´nation de chemin, min, if then else, etc). Les fonctions e´tant mieux adapte´es et
la structure moins lourde, les re´sultats sont un peu meilleurs que ceux calcule´s en utilisant
FaCiLe mais ne´anmoins insuffisants.
Le proble`me principal de ce genre d’approche est la consommation excessive de me´moire
car l’algorithme, contrairement aux algorithmes dynamiques, stocke tous les plus courts
chemins allant de i a` j et pas seulement un plus court chemin. Comme nous l’avons vu
pre´ce´demment, supposons que le chemin i; j passe par les points du graphe 〈k1, k2, ..., kn〉.
Il est parfaitement envisageable que la mise a` jour d’un arc ki, ki+1 rallonge ce chemin et
que le nouveau plus court chemin soit un chemin passant par des points totalement autres
que les k1, ..., kn. De meˆme, mettre a` jour un arc quelconque du graphe peut raccourcir
un chemin tel que le nouveau plus court chemin ne soit plus 〈k1, ..., kn〉 mais 〈p1, ..., pn〉,
un chemin diffe´rent. Il faut alors, dans le cas du maintien du chemin i ; j par les inva-
riants stocker en me´moire, non seulement le plus court chemin du moment 〈k1, ..., kn〉 mais
e´galement l’information que 〈p1, ..., pn〉 pourrait eˆtre plus court. Ainsi pour chaque paire
i, j du graphe, le nombre de chemins a` retenir au cas ou` est beaucoup trop important et
donc trop gourmand en me´moire.
Nous avons donc de´veloppe´ une me´thode pour maintenir plus efficacement les diffe´rents
chemins pour le proble`me toutes paires.
4.4.2 Algorithme ad-hoc
De la meˆme manie`re que l’algorithme de Ramalingam et Reps est base´ sur l’algorithme
de Dijkstra, l’algorithme de´crit ici est base´ sur l’incre´mentalite´ de l’algorithme de Floyd-
Warshall. Contrairement aux algorithmes inspire´s de celui de Dijkstra, l’ide´e est de cre´er
un unique algorithme qui fonctionne a` la fois pour une augmentation et/ou une diminu-
tion de poids pour pouvoir effectuer plusieurs modifications en une seule fois. En effet les
algorithmes pre´sente´s pre´ce´demment ne sont capables que de traiter les modifications au
cas par cas.
La boucle principale de l’algorithme de Floyd-Warshall peut s’e´crire :
Soit d la matrice des distances entre les n sommets du graphe.
for k = 1 to n do
for i = 1 to n do
for j = 1 to n do
d(i, j)← min(d(i, j), d(i, k) + d(k, j))
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La premie`re observation que l’on peut formuler a` propos de cet algorithme est que,
pour un k fixe´, la longueur du chemin entre i et j (d(i, j)) soit reste inchange´e, soit ne
de´pend que de la longueur du chemin entre i et k (d(i, k)) et de celle entre j et k (d(k, j)).
Conside´rons alors n + 1 matrices dk (k ∈ [0, n]), la matrice 0 e´tant celle repre´sentant le
graphe. On a :
∀k ∈ [1, n],∀i, j ∈ [1, n] dk(i, j) = min(dk−1(i, j), dk−1(i, k) + dk−1(k, j))
dk(i, j) est alors le plus court chemin entre i et j passant par des sommets infe´rieurs
ou e´gaux a` k (on suppose ici que les sommets sont e´tiquete´s par un nume´ro allant de 1
a` n). La matrice dn est donc la matrice des plus courts chemins telle que celle calcule´e
par l’algorithme de Floyd-Warshall. Or, plutoˆt que de calculer chacune des valeurs de
chaque matrice, on peut e´crire chacune d’entre elles comme le re´sultat d’une e´quation
fonctionnelle dont les variables sont des valeurs de la matrice pre´ce´dente. La figure 4.3
illustre la de´pendance entre ces n+ 1 matrices.
dk−1
k, j
i, j i, ji, j
i, k-1
k-1, j
i, k
dk dk+1
Fig. 4.3 – De´pendance entre matrices
Une fois l’initialisation des n+1 matrices effectue´e, lorsqu’un arc voit son poids modifie´,
seuls les chemins de´pendants de ce poids sont mis a` jour .
Pour k fixe´, la distance de u a` v minimale par des sommets infe´rieure a` k s’e´crit :
dk(u, v) = min(dk−1(u, v), dk−1(u, k) + dk−1(k, v)) (4.1)
Lorsque le poids d’un ou plusieurs arcs est modifie´, l’algorithme 5 met a` jour les dis-
tances et les plus courts chemins concerne´s par cette modification. On noteraM l’ensemble
des arcs modifie´s dans le graphe initial.
Soit k fixe´. On distingue trois cas :
– u 6= k, v 6= k : la valeur mise a` jour dans (4.1) est dk−1(u, v). On met donc a` jour la
valeur dk(u, v) si besoin est (lignes 4 - 7).
– u = k : la valeur mise a` jour dans (4.1) est dk−1(k, v). Pour tout i ∈ [0, n − 1] on
recalcule dk(i, v) (lignes 10 - 13).
50 CHAPITRE 4. PLUS COURTS CHEMINS ET CALCUL DE TRAJECTOIRE
– v = k : la valeur mise a` jour dans (4.1) est dk−1(u, k). Pour tout j ∈ [0, n − 1] on
recalcule dk(u, j) (lignes 17 - 20).
On recommence avec k + 1 en tenant compte des nouvelles valeurs mises a` jour dans la
matrice k.
Algorithme 5 Algorithme de maintien de plus courts chemins inspire´ par l’algorithme de
Floyd-Warshall
Entre´es: M contenant l’ensemble des arcs modifie´s
1: pour k = 1 a` n+ 1 faire
2: M′ ← ∅
3: pour tout (u, v) ∈M faire
4: si dk(u, v) > dk(u, k) + dk(k, v) alors
5: dk[u, v]← dk(u, k) + dk(k, v)
6: M′ ←M′ ∪ (u, v)
7: fin si
8: si u = k alors
9: pour i = 1 a` n faire
10: si i 6= u ∧ i 6= v ∧ dk(i, v) > dk(i, k) + dk(k, v) alors
11: dk[i, v]← dk(i, k) + dk(k, v)
12: M′ ←M′ ∪ (i, v)
13: fin si
14: fin pour
15: sinon si v = k alors
16: pour j = 1 a` n faire
17: si j 6= u ∧ j 6= v ∧ dk(u, j) > dk(u, k) + dk(k, j) alors
18: dk[u, j]← dk(u, k) + dk(k, j)
19: M′ ←M′ ∪ (u, j)
20: fin si
21: fin pour
22: fin si
23: fin pour
24: M←M′
25: fin pour
Pour le calcul de la complexite´, l’algorithme exe´cute n fois la boucle principale (ligne 1)
et n mises a` jour de distance lorsque u = k ou v = k (lignes 8 et 15). L’algorithme fait
e´galement autant de fois la boucle ligne 3 que le nombre d’arcs affecte´s par la modification,
ce nombre e´voluant a` chaque k, sa borne supe´rieure est le nombre d’arcs du graphe. La com-
plexite´ de cet algorithme est donc, dans le pire des cas, en O(mn2) meˆme si, en moyenne,
le nombre d’arcs affecte´s de proche en proche est ge´ne´ralement nettement infe´rieur a` m.
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4.5 Conclusion
La complexite´ de l’algorithme de Ramalingam et Reps est en O(||δ||+ |δ|log|δ|) avec |δ|
le nombre de sommets affecte´ par la modification δ et ||δ|| le nombre de sommets affecte´s
plus le nombre d’arcs dont au moins une des extre´mite´s est un sommet affecte´. Dans le
pire des cas, la complexite´ est en O(m + n log(n)), la meˆme que l’algorithme de Dijkstra.
Dans le cas du calcul des plus courts chemins toutes paires, la complexite´ dans le pire des
cas est en O(m ∗ n+ n2 log(n)).
On se rend bien compte alors que l’algorithme de Ramalingam et Reps est de complexite´
moindre que celui inspire´ de l’algorithme Floyd-Warshall. Ne´anmoins, dans certain cas (voir
chapitre 7), ce dernier peut se re´ve´ler inte´ressant a` utiliser.

Chapitre 5
Re´solution par algorithmes
ge´ne´tiques
Les algorithmes ge´ne´tiques (parfois appele´s algorithmes e´volutionnaires) sont inspire´s
du concept de se´lection naturelle propose´e par Charles Darwin. Le vocabulaire employe´ est
directement calque´ sur celui de la the´orie de l’e´volution et de la ge´ne´tique. Nous parlerons
donc ici d’individus (solutions potentielles), de populations, de ge`nes (variables), de chro-
mosomes, de parents, de descendants, de reproductions, de croisements, de mutations, etc.
Les points de l’espace de recherche sont alors les individus d’une population et la fonction
a` optimiser leur adaptation. Ces algorithmes font alors e´voluer une population de manie`re
ite´rative. Certains individus se reproduisent, d’autres mutent ou encore disparaissent et
seuls les individus les mieux adapte´s sont cense´s survivre. L’he´ritage ge´ne´tique de chaque
ge´ne´ration doit permettre a` une population d’eˆtre de mieux en mieux adapte´e, donc de
correspondre de plus en plus au crite`re d’optimisation.
Les origines de ces algorithmes remontent aux anne´es 60, avec les travaux de [Holland 62]
sur les syste`mes adaptatifs. L’ouvrage de re´fe´rence [Goldberg 89] a fortement participe´ a`
leur essor. Ils sont de´sormais tre`s populaires et leurs domaines d’applications sont de plus
en plus varie´s.
Ils ont e´te´ utilise´s a` de nombreuses reprises pour re´soudre divers proble`mes de trafic
ae´rien tel que l’optimisation du trafic au sol sur les grands ae´roport [Gotteland 04], la
re´solution de conflits ae´riens [Granger 02] ou encore l’optimisation des flux de trafic ae´rien
[Gianazza 04]. C’est pourquoi le choix d’une premie`re me´ta-heuristique s’est porte´ sur les
algorithmes ge´ne´tiques.
5.1 Principes et ge´ne´ralite´s
D’une manie`re ge´ne´rale, les algorithmes ge´ne´tiques sont utilise´s pour rechercher les
optima d’un crite`re d’optimisation de´fini sur un espace de recherche E . Leur mise en œuvre
ne´cessite :
53
54 CHAPITRE 5. RE´SOLUTION PAR ALGORITHMES GE´NE´TIQUES
– La de´finition d’une fonction d’adaptation f a` maximiser, de´finie sur l’espace
de recherche E et ge´ne´ralement a` valeurs dans [0; 1] ou R+. Cette fonction peut
e´galement eˆtre appele´e fonction d’e´valuation ou encore fitness. Elle se de´finit en
fonction du crite`re d’optimisation du proble`me : les extrema recherche´s du crite`re
doivent correspondre aux maxima de f .
– Un codage des donne´es, associant a` chaque point de l’espace de recherche une
structure de donne´es particulie`re, appele´e ge´notype ou ensemble de chromosomes,
qui caracte´risera chaque individu de la population.
– Une population initiale, de´finie comme un ensemble d’individus, dont de´riveront
toutes les futures ge´ne´rations.
– Des ope´rateurs d’e´volution de la population, permettant l’exploration, plus ou
moins de´terministe, de l’espace de recherche E .
– Un processus de se´lection des individus les mieux adapte´s, qui sera applique´ sur
chaque nouvelle ge´ne´ration d’individus.
La figure 5.1 illustre les principales e´tapes d’un algorithme ge´ne´tique :
1. ge´ne´ration de la population initiale ;
2. ge´ne´ration d’une nouvelle population :
(a) mesure de l’adaptation de chacune des se´quences pre´sentes ;
(b) reproduction de chaque se´quence en fonction de son adaptation. Les se´quences
les mieux adapte´es se reproduisent mieux que les se´quences inadapte´es. La nou-
velle population est compose´e des se´quences apre`s reproduction ;
(c) croisement d’un certain nombre de paires d’individus tire´es ale´atoirement (voir
section 5.1.4) ;
(d) mutation d’un certain nombre d’individus choisis de manie`re ale´atoire (voir
section 5.1.4) ;
3. crite`re d’arreˆt. Il peut eˆtre de´fini en fonction de plusieurs indicateurs tels que le
nombre de ge´ne´rations, l’adaptation du meilleur individu, etc.
Comme souvent pour ce type de me´canisme, qui pourrait apparaˆıtre comme un peu
magique car il peut eˆtre utilise´ pour re´soudre un grand nombre de proble`mes, le « re´glage »
de parame`tres des algorithmes ge´ne´tiques est de´licat. Le premier re´glage consiste alors a`
bien choisir les divers parame`tres.
5.1.1 Parame`tres des algorithmes ge´ne´tiques
La rapidite´ et la qualite´ de convergence d’un algorithme ge´ne´tique sont influence´es par
de nombreux parame`tres, souvent lie´s entre eux. Les principaux parame`tres nume´riques
sont :
– La taille de la population (Npop) : plus le nombre d’individus est grand, plus la
probabilite´ de convergence est e´leve´e mais plus l’algorithme est lent pour calculer
l’adaptation (e´valuation de chaque individu) et ge´ne´rer la nouvelle population. La
complexite´ de l’algorithme ge´ne´tique s’exprime ge´ne´ralement en O(Npop).
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Génération i
Génération i+1
(a): Évaluation
(c+d): Croisements et mutations
(a): Évaluation{
{
(b): Reproduction
Fig. 5.1 – Une ite´ration d’un algorithme ge´ne´tique
– Le nombre maximal de ge´ne´rations effectue´ par l’algorithme, qui se de´finit le
plus souvent en fonction de la taille de la population et du temps imparti pour
re´soudre le proble`me. Plus il est court et plus on risque d’eˆtre loin de la solution
optimale.
– Les taux de croisement et de mutation qui fixent la proportion de la popu-
lation qui sera, a` chaque ge´ne´ration, influence´e par la diversification. Ces taux ont
ge´ne´ralement une influence importante sur la qualite´ de convergence de l’algorithme
ge´ne´tique mais leur valeur optimale de´pend de la nature des ope´rateurs employe´s et
du proble`me a` re´soudre.
Un certain nombre de parame`tres plus qualitatifs sont e´galement ne´cessaire pour une
bonne convergence de ces algorithmes :
– La pression se´lective, c’est-a`-dire la quantite´ d’individus conserve´s lors de la re-
production, celle-ci ayant pour fonction de favoriser les individus les mieux adapte´s.
Sans cette pression se´lective, l’algorithme ne peut converger car les individus ne sont
pas force´s a` converger vers un optimum. En revanche, si elle est trop e´leve´e, la po-
pulation risque de s’agglome´rer trop rapidement autour des meilleurs individus et on
risque alors de s’enfermer dans la recherche d’un optimum local.
– Le niveau de de´terminisme des ope´rateurs de croisement et de mutation. Lorsqu’il
est trop e´leve´, la population ne peut qu’e´voluer cycliquement entre divers optima
locaux de la fonction et n’a que tre`s peu de chances d’explorer certaines re´gions de
l’espace de recherche. Dans le cas inverse, la convergence peut eˆtre fortement ralentie,
au point de rendre la me´thode inefficace.
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– L’e´litisme de l’algorithme, qui consiste a` forcer la conservation du ou des meilleurs
individus trouve´s. Cette strate´gie assure la croissance de la fonction d’adaptation du
meilleur individu de la population mais peut nuire a` la diversite´ de la population.
Le re´glage de ces parame`tres est souvent fastidieux. Il ne´cessite beaucoup d’essais et
de´pend fortement du proble`me (du crite`re) a` optimiser. Les re´sultats the´oriques sur la
convergence des algorithmes ge´ne´tiques n’apportent que tre`s peu d’e´le´ments concluants
sur la calibration des diffe´rents parame`tres, qui reste de ce fait l’e´tape la plus difficile de
leur mise en œuvre.
5.1.2 Fonction d’adaptation
Dans le cadre des algorithmes ge´ne´tiques, aucune hypothe`se de re´gularite´ n’est faite
sur la fonction a` maximiser. Elle peut ne pas eˆtre de´rivable et peut meˆme eˆtre fortement
discontinue. Le calcul de la fonction d’adaptation peut ainsi eˆtre quelconque, que ce soit
une simple e´quation ou le re´sultat d’un algorithme. Dans le cas de la re´solution de conflits
par exemple, le calcul ne´cessite la simulation de tout ou partie du trafic ae´rien sur un
horizon de pre´diction donne´ [Granger 02].
Une fac¸on tre`s simple de de´finir l’adaptation consiste donc a` prendre le crite`re lui-meˆme
lorsqu’il doit eˆtre maximise´, ou son inverse pour un proble`me de minimisation.
Cependant, la qualite´ et surtout la rapidite´ de convergence de l’algorithme ge´ne´tique
sont influence´es par l’allure de la fonction d’adaptation, notamment par le nombre de ses
optima locaux. Pour cette raison, dans beaucoup de proble`mes, la relation entre le crite`re
et l’adaptation n’est pas toujours directe.
Dans le cas des proble`mes avec contraintes, deux principales strate´gies peuvent eˆtre
utilise´es :
– Lorsqu’il est possible d’assurer que tous les individus respectent les contraintes,
l’adaptation ne repre´sente que le crite`re [Michalewicz 91]. Il parait alors naturel de
faire en sorte que la ge´ne´ration de la population initiale et que l’application des
ope´rateurs d’e´volution ne fournissent que des individus correspondant a` une re´gion
admissible de l’espace de recherche. Cette option est parfois la plus efficace (car elle
re´duit directement l’espace de recherche) mais ne concerne que les proble`mes avec
des contraintes relativement simples (line´aires par exemple) car il faut eˆtre capable
de conserver ces contraintes a` travers le croisement et la mutation.
– Dans les autres cas, la fonction d’adaptation prend en compte les violations de
contraintes en pe´nalisant l’e´valuation des individus ne respectant pas tout ou partie
des contraintes. Une solution classique consiste a` plafonner la valeur de l’adapta-
tion des individus en fonction du nombre de contraintes qu’ils violent (me´thode dite
par palier). Cette me´thode a l’avantage de conserver, dans les premie`res ge´ne´rations
tout au moins, des individus situe´s dans le domaine non admissible. En effet, ces
derniers peuvent malgre´ tout ge´ne´rer des individus de bonne qualite´. Certaines tech-
niques [Joines 94] utilisent un palier e´volutif, fonction par exemple de l’adaptation
du meilleur e´le´ment et du nombre de ge´ne´rations effectue´es pour conserver plus long-
temps des individus hors du domaine admissible.
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Lorsque les irre´gularite´s de la fonction d’adaptation peuvent eˆtre lisse´es sans changer
ses optima, la convergence de l’algorithme peut eˆtre acce´le´re´e. Cette situation peut notam-
ment survenir dans les proble`mes fortement contraints pour lesquels certaines contraintes
sont plus restrictives que d’autres. La fonction d’adaptation peut pe´naliser d’avantage leurs
violations, ce qui permet d’orienter progressivement la population vers le domaine admis-
sible.
5.1.3 Population
Codage des donne´es
Le codage de chaque individu est une phase essentielle de l’e´laboration d’un algorithme
ge´ne´tique et peut influencer fortement son utilisation. En effet cette phase de´termine la
structure de donne´es qui sera utilise´e pour coder le ge´notype des individus de la population
mais va e´galement influencer la de´finition des ope´rateurs d’e´volution qui vont lui eˆtre ap-
plique´s. Le codage doit donc eˆtre adapte´ au proble`me a` re´soudre, c’est-a`-dire a` l’e´valuation
des individus, a` la se´parabilite´ des proble`mes, etc.
Dans l’algorithme initial de Holland, chaque individu e´tait code´ par une se´quence bi-
naire de longueur fixe. Ce codage binaire reste aujourd’hui encore tre`s populaire. Par la
suite et pour d’autres proble`mes plus structure´s, le codage binaire s’est parfois re´ve´le´
moins pratique ou moins efficace que des codages entiers ou re´els Dans ce cas, le ge´notype
se de´finit par une chaˆıne d’entiers ou de re´els [Goldberg 89] ou encore plus ge´ne´ralement
par une combinaison des deux. Cette forme de codage reveˆt plusieurs avantages :
– Les ope´rations de codage et de de´codage sont souvent simples.
– Le ge´notype devient structure´ et peut eˆtre de´compose´ en diffe´rentes parties identi-
fiables, parfois appele´es ge`nes. Cette structure peut eˆtre utilise´e par des ope´rateurs
de croisement et de mutation spe´cifiques afin d’augmenter les chances d’obtenir des
descendants meilleurs que leurs parents, lors du renouvellement de la population.
– La gestion des contraintes du proble`me peut e´galement eˆtre simplifie´e lorsque celles-ci
ne concernent qu’un sous-ensemble re´duit de variables du proble`me.
Population initiale
La population initiale est celle qui va servir de population souche a` l’algorithme ge´ne´ti-
que. Elle peut donc avoir une influence sur la vitesse de convergence de l’algorithme meˆme
si celle-ci n’est pas toujours maˆıtrisable. Dans tous les cas, l’e´tablissement d’une « bonne »
population initiale est fortement corre´le´ a` la nature du proble`me a` optimiser :
– Pour certains proble`mes, leur nature ne permet pas de pre´sager de la position de l’op-
timum dans l’espace de recherche. Ainsi un tirage uniforme dans ce dernier devrait
fournir un ensemble d’individus suffisamment homoge`ne et eˆtre re´parti uniforme´ment
dans tout l’espace de solutions. Si on connaˆıt a priori la structure de l’espace des so-
lutions, on peut aussi scinder celui-ci en plusieurs composantes et choisir un individu
dans chacun de ces sous-ensembles.
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– Pour les proble`mes fortement contraints dont le crite`re est relativement re´gulier,
l’optimum recherche´ est souvent conditionne´ par les contraintes (il se trouve sur la
frontie`re du domaine admissible) et l’optimum du proble`me sans contrainte est parfois
connu. Dans ce cas, la population initiale peut eˆtre compose´e d’individus ge´ne´re´s
ale´atoirement dans un voisinage fixe´ de l’optimum sans contrainte. Le non respect de
ces contraintes forcera les individus a` se diversifier lors des premie`res ge´ne´rations de
l’algorithme graˆce a` l’exploration de la re´gion ou` le crite`re est optimal.
– Lorsque des me´thodes sont connues pour trouver diffe´rentes solutions non optimales
mais respectant les contraintes du proble`me, ces solutions peuvent former autant de
re´gions dans lesquelles seront ge´ne´re´s les individus de la population initiale.
Dans tous les cas, le choix de la population initiale ne peux se faire arbitrairement et
il faut donc proce´der par essais-erreurs. En effet, il se peut que dans certains cas une
population choisie en fonction du crite`re d’optimisation donne de meilleurs re´sultats et
que dans d’autres cas, une population choisie ale´atoirement soit plus efficace. Comme pour
toute me´ta-heuristique, si les ide´es sont re´utilisables et transposables d’un proble`me a` un
autre, rien ne garantit leur succe`s.
5.1.4 Ge´ne´ration de population
La cre´ation d’une nouvelle ge´ne´ration de population se fait en deux e´tapes :
– par se´lection, ce qui va permettre une meilleure reproduction des bons individus
par rapport aux individus moins bien adapte´s ;
– par renouvellement (croisement et mutation), ce qui va permettre d’enrichir la
population avec de nouveaux individus et de rendre l’algorithme ge´ne´tique susceptible
d’atteindre tous les points de l’espace d’e´tats sans pour autant ne´cessairement les
adresser tous lors du processus de re´solution (proprie´te´ d’ergodicite´), ceci quelle que
que soit la population initiale.
Se´lection
Le roˆle de la se´lection est d’assurer majoritairement la survie des meilleurs e´le´ments au
de´triment des plus mauvais. Il est tout de meˆme important de ne pas garder que les meilleurs
e´le´ments afin de conserver une diversite´ ge´ne´tique suffisante. En effet meˆme les individus
les moins bien adapte´s peuvent, par croisement ou mutation, permettre de ge´ne´rer une
descendance inte´ressante du point de vue de la recherche d’un optimum. C’est la pression
se´lective. Plus celle-ci est grande et plus sont repre´sente´s les meilleurs individus, c’est-a`-dire
que les mauvais individus survivent moins bien d’une ge´ne´ration a` une autre. Or lorsque
la pression se´lective n’est pas adapte´e, l’algorithme ge´ne´tique peut devenir inefficace :
– soit les individus « s’e´talent » dans tout l’espace de recherche sans jamais progresser
(pression se´lective trop faible) et l’algorithme ne converge pas ou tre`s peu ;
– soit quelques individus, bien mieux adapte´s que tous les autres, sont syste´matiquement
se´lectionne´s (pression se´lective trop forte) et la population tend a` s’homoge´ne´iser.
L’algorithme converge alors trop rapidement vers un optimum local.
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Dans le cas d’une pression se´lective trop faible, la solution consiste ge´ne´ralement a` affiner
les ope´rateurs de croisement et de mutation, pour les rendre plus de´terministes par exemple.
En revanche le cas inverse impose l’utilisation de diverses techniques (le scaling pre´sente´
section 5.2.1 et le sharing section 5.2.2) permettant de faire varier artificiellement la pression
se´lective.
Il existe de nombreuses techniques afin de re´aliser cette se´lection parmi lesquelles trois
sont les plus utilise´es.
Se´lection par tournoi Deux individus sont choisis au hasard, selon une loi de probabilite´
uniforme et combattent, c’est-a`-dire que l’on compare leur adaptabilite´. Le plus adapte´
l’emporte avec une probabilite´ P ∈ ]1
2
; 1], ou` P est un parame`tre qui permet de re´gler la
pression se´lective. Il est tout a` fait envisageable qu’un meˆme individu participe a` plusieurs
tournois, il aura donc la possibilite´ de se dupliquer plusieurs fois.
Se´lection par roulette Cette technique reproduit le principe du tirage ale´atoire utilise´
dans les roulettes de casino avec une structure line´aire. A` chaque individu i est associe´e une
probabilite´ d’eˆtre choisi proportionnelle a` son adaptation. Supposons la fonction d’adap-
tation a` valeur dans R+. On de´signe par
∑
f la somme des adaptations de la population.
Si
∑
f = 0 alors li =
1
Npop
, sinon li =
fi∑
f
La nouvelle population est obtenue par Npop tirages ale´atoires (avec une distribution uni-
forme de probabilite´) de re´els entre 0 et 1, chaque re´el tire´ de´signant un individu se´lectionne´.
Avec cette me´thode, les individus les mieux e´value´s sont statistiquement se´lectionne´s plus
souvent.
Reste stochastique sans remplacement Pour chaque individu on de´termine un nom-
bre de clones pre´sents dans la future population. Pour un individu i, ce nombre est donne´
par E(τi) ou` E de´signe la partie entie`re et τi l’adaptation de i rapporte´e a` la moyenne
des adaptations de tous les individus. Le reste de la population est ensuite comple´te´ par
la me´thode de se´lection par roulette ou` l’e´valuation de chaque individu est donne´e par le
reste stochastique ri = τi − E(τi).
Parmi ces trois techniques, c’est la troisie`me qui est retenue. La se´lection par tournoi
n’est pas suffisamment efficace car elle induit bien souvent une pression se´lective trop
faible (meˆme avec P = 1). D’un autre coˆte´, la se´lection par roulette posse`de un biais plus
ou moins important en fonction de la taille de la population. En effet, lorsque la taille
de la population est re´duite, le nombre de tirages est faible et l’espe´rance mathe´matique
de se´lection peut ne pas eˆtre obtenue. La technique de reste stochastique tente alors de
minimiser ce biais induit.
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Mutation
La mutation d’un individu consiste a` modifier localement son patrimoine ge´ne´tique afin
de ge´ne´rer un nouvel individu et ceci, jamais de manie`re de´terministe. Elle est cense´e eˆtre
suffisante pour satisfaire la contrainte d’ergodicite´. Certaines imple´mentations n’utilisent
que celui-ci [Fogel 66].
En re`gle ge´ne´rale, on proce`de en tirant ale´atoirement un ou plusieurs ge`nes dans le chro-
mosome puis on les modifie de manie`re ale´atoire (par exemple en rajoutant un bruit gaus-
sien) en assurant tout de meˆme que la re´sultante est une solution admissible au proble`me
(voir figure 5.2). La mutation est souvent de´licate a` re´gler en terme d’e´valuation du nouvel
individu ainsi cre´e´ : insignifiante et on risque de s’enfermer dans la recherche d’un optimum
local, trop importante et on risque d’empeˆcher toute convergence de l’algorithme.
père
fils
Fig. 5.2 – Un ope´rateur de mutation pour un algorithme ge´ne´tique
Croisement
Le croisement permet la cre´ation de plusieurs individus a` partir du patrimoine ge´ne´tique
de plusieurs parents. Quelque fois, de « bons » ge`nes d’un parent viennent remplacer les
«mauvais » ge`nes d’un autre et cre´ent des fils mieux adapte´s que les parents. Contrairement
a` l’ope´rateur de mutation, le croisement peut eˆtre moins ale´atoire puisqu’on peut choisir
a priori quels sont les ge`nes qui seront croise´s. Il lui est alors comple´mentaire et permet
d’orienter les recherches.
En re`gle ge´ne´rale on cre´e deux enfants a` partir de deux parents p et q. Dans le cas
des proble`mes discrets, on peut par exemple choisir ale´atoirement deux ge`nes dans chacun
des parents et e´changer ensuite les deux sous-chaˆınes ainsi de´finies (figure 5.3). Dans le
cas de proble`mes continus, la re`gle la plus connue est le croisement arithme´tique (de type
BLX-alpha line´aire). On cre´e les fils p′ et q′ tels que :
~p′ = α ∗ ~p+ (1− α) ∗ ~q
~q′ = (1− α) ∗ ~p+ α ∗ ~q
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ou` α est un coefficient de ponde´ration ale´atoire adapte´ au domaine de de´finition des ge`nes.
On utilise ainsi souvent un intervalle de variation e´gal a` [−0.5; 1.5].
p
q q’
p’
Fig. 5.3 – Un ope´rateur de croisement pour un algorithme ge´ne´tique
De meˆme que pour l’ope´rateur de mutation, il existe une grande quantite´ d’ope´rateurs
de croisement dans la litte´rature, chacun correspondant a` un type de proble`me. Malgre´ ce
grand nombre, il faut toujours adapter ces derniers en fonction du proble`me a` optimiser et
a` la structure utilise´e pour le codage des individus. De meˆme que pour l’e´tablissement des
parame`tres de l’algorithme ge´ne´tique, il est tre`s difficile de dire quels ope´rateurs vont eˆtre
efficaces sans tester a priori.
5.2 Ame´liorations et adaptations classiques
5.2.1 Scaling
La figure 5.4 (partie de gauche) illustre un cas ou` les techniques de se´lection peuvent
poser proble`me. En effet, si la re´partition de la population est relativement homoge`ne, on
s’aperc¸oit que l’individu q posse`de une valeur d’adaptation e´leve´e alors que celles des autres
individus oscillent autour d’une valeur moyenne beaucoup plus faible. On risque alors de
favoriser la duplication de q et de ne jamais atteindre le ve´ritable optimum qu’est p.
De meˆme, lorsqu’aucun optimum ne se de´tache (partie droite de la figure 5.4), il serait
probablement inte´ressant de « grossir » artificiellement la zone entoure´e afin d’y chercher
un individu meilleur que les autres.
Pour pallier ces deux proble`mes, la technique de scaling (ou mise a` l’e´chelle) permet
de diminuer ou d’augmenter artificiellement les e´carts d’e´valuation entre les individus afin
d’ajuster la pression se´lective des techniques de se´lection.
Deux techniques sont utilise´es couramment [Michalewicz 92] :
Le scaling line´aire de´fini par une fonction de mise a` l’e´chelle affine :
fs(i) = a ∗ f(i) + b avec a > 0
– si a < 1 alors la pression se´lective est affaiblie et la recherche de solutions est plus
exhaustive :
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P
Q
Fig. 5.4 – Exemples ou` la se´lection risque de ne pas eˆtre efficace, dans un premier cas par
mauvaise distribution de la population initiale, dans un second cas par l’absence de pic
– si a > 1 alors la pression se´lective est renforce´e et la recherche se concentre sur les
individus les mieux adapte´s.
La constante b n’est utilise´e que pour permettre a` fs d’eˆtre a` valeurs dans R+ si la
technique de se´lection le requiert. Il est possible de faire varier a et b en fonction de l’indice
de la ge´ne´ration.
Le scaling exponentiel de´fini par une fonction de mise a` l’e´chelle :
fs(i) = f
k(i)
– Pour k proche de 0, la pression se´lective est fortement re´duite. L’algorithme ge´ne´tique
se comporte alors comme une exploration ale´atoire de l’espace de recherche.
– Pour k proche de 1, le scaling est inactif.
– Pour k > 1, la pression se´lective est renforce´e et seuls les meilleurs individus survivent.
De meˆme que pour le scaling line´aire, k peut varier au fil des ge´ne´rations. En ge´ne´ral, k
varie de manie`re croissante en fonction du nombre de ge´ne´rations, avec par exemple (figure
5.5) :
k =
(
tan
(
n
Ngen + 1
∗ pi
2
))p
avec

n : nume´ro de la ge´ne´ration courante
Ngen : nombre maximal de ge´ne´rations
p : intensite´ du scaling
Dans la pratique [Granger 02, Gotteland 04, Gianazza 04], la valeur p = 0.1 s’est sou-
vent montre´e efficace.
5.2.2 Sharing
Le sharing (partage ou re´partition) relativise l’adaptation des individus par rapport a`
leur proximite´ (ou densite´) relative dans l’espace de recherche. L’objectif est de forcer la
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k>1
k<1
k=1
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min’
min maxmoy
f = fs r
ks
r
2
1
k
n
Ngen
Fig. 5.5 – Fonctions de scaling exponentielle et e´volution du parame`tre k
Sans sharing Avec sharing
Fig. 5.6 – Objectif du sharing : re´partir la population pour e´viter sa concentration pre´coce
autour d’un unique optimum
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population a` se re´partir dans diffe´rentes re´gions de l’espace de recherche afin de satisfaire
la contrainte d’ergodicite´. Son utilisation est particulie`rement recommande´e avec des fonc-
tions objectifs pre´sentant de nombreux optima locaux afin d’e´viter que la population ne
se regroupe sur un seul d’entre eux (figure 5.6). Sa mise en œuvre ne´cessite la notion de
distance sur l’espace de recherche ou entre les individus ce qui la rend souvent de´licate a`
mettre en œuvre.
De meˆme que le scaling, le sharing modifie l’adaptation des individus. Ce dernier
pe´nalise un individu en fonction du taux d’agre´gation de la population dans son voisinage.
Pour cela, une distance d repre´sentative des diffe´rences entre individus est ne´cessaire. La
nouvelle fonction d’adaptation fsh d’un individu i est donne´e par :
fsh(i) =
f(i)∑Npop
j=1 S(d(xi, xj))
Avec :
{
S(d) = 1−
(
d
σshare
)α
si d < σshare
S(d) = 0 si d > σshare
– Le parame`tre σshare de´finit la zone d’influence des individus : seuls les individus dont
la distance est infe´rieure a` σshare se pe´nalisent mutuellement. Sa valeur doit eˆtre
de´termine´e en fonction du proble`me traite´ et de la distance de´finie sur l’espace de
recherche. Il est souvent utile, pour ce re´glage, de normaliser les distances (entre 0 et
1 par exemple).
– Le parame`tre α fixe l’intensite´ du sharing : plus α est grand, plus les groupes d’indi-
vidus agglome´re´s sont pe´nalise´s (figure 5.7).
S(d)
1
1
α=1
α>1
α<1
0
shareσ
d
Fig. 5.7 – Allure de la fonction de sharing en fonction de son intensite´
Dans la pratique, ce type de sharing donne de bons re´sultats mais sa complexite´ en
O(N2pop) par rapport au nombre d’individus peut s’ave´rer pe´nalisante compare´e aux autres
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ope´rations de l’algorithme ge´ne´tique qui s’effectuent ge´ne´ralement en O(Npop). C’est pour-
quoi le sharing clusterise´ lui est souvent pre´fe´re´.
Sharing clusterise´
Le sharing clusterise´ [Yin 93] permet de re´duire la complexite´ du sharing en re´partissant
les individus de la population par groupes de proximite´ appele´s clusters. Deux parame`tres
dmin < dmax de´finissent la manie`re avec laquelle sont construits ces clusters :
– Initialement, chaque individu de la population est conside´re´ comme le centre d’un
cluster dont il est l’unique e´le´ment.
– Si deux centres sont a` une distance infe´rieures a` dmin, les deux clusters correspondant
sont re´unis dans un unique cluster dont le centre est le milieu des deux centres
initiaux.
– Si la distance d’un individu au centre du cluster le plus proche est infe´rieure a` dmax,
l’individu est ajoute´ au cluster et le centre de ce dernier devient le barycentre entre
l’individu et l’ancien centre du cluster.
Cette me´thode peut eˆtre imple´mente´e en O(Npop logNpop) ope´rations [Yin 93]. Le sha-
ring consiste alors a` modifier l’adaptation de chaque individu i comme suit :
fsh(i) =
f(i)
m′i
; m′i = ni ∗
(
1−
(
di
2dmax
)α)
Avec :

ni : nombre d’individus dans le meˆme cluster que i
di : distance entre i et le centre de son cluster
α : intensite´ du sharing
Ce type de sharing s’ave`re aussi efficace que celui pre´sente´ pre´ce´demment. La me´thode
ne´cessite cependant le calcul de barycentres entre les points de l’espace de recherche, ce
qui peut eˆtre difficile en fonction du codage utilise´ pour les individus.
5.3 Convergence the´orique
Les premie`res e´tudes the´oriques sur les algorithmes ge´ne´tiques se sont inte´resse´es a`
leur fonctionnement avec un codage binaire. Ces re´sultats sont connus sous le nom de la
the´orie des sche´mas. Ils sont largement de´veloppe´s dans [Goldberg 89] et re´sume´s dans
[Alliot 92]. Ils permettent de mieux comprendre l’effet du processus de se´lection et de
certains ope´rateurs de mutation et de croisement sur les sche´mas1 constituant le ge´notype
des individus. Il apparaˆıt par exemple qu’avec les ope´rateurs envisage´s, les sche´mas de
petite taille (de´finis sur un nombre restreint de bits) sont favorise´s et ont plus de chance
d’eˆtre reproduits au cours des ge´ne´rations.
1Un sche´ma est une suite du type ∗110∗∗01 ou` ∗ peut eˆtre indiffe´remment 0 ou 1. L’ordre d’un sche´ma
est son nombre de positions fixe (0 ou 1) et sa longueur fondamentale est la distance se´parant la premie`re
position fixe de la dernie`re. Par exemple ∗110 ∗ ∗01 est d’ordre 5 et de longueur fondamentale 8− 2 = 6
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Des proprie´te´s de convergence des algorithmes ge´ne´tiques avec codage re´el ont e´te´
de´veloppe´es par [Cerf 91]. Cette e´tude the´orique permet notamment d’e´tablir le compor-
tement asymptotique des algorithmes ge´ne´tiques ainsi que les cycles qui re´gissent la dyna-
mique du processus. Elle de´montre par ailleurs qu’un algorithme ge´ne´tique peut converger
sans utiliser d’ope´rateur de croisement.
Ces re´sultats the´oriques ne rendent cependant pas compte du fonctionnement des al-
gorithmes ge´ne´tiques tels qu’ils sont utilise´s en pratique. En effet pour obtenir une bonne
vitesse de convergence il faut conjuguer une population initiale bien e´quilibre´e avec de
bons ope´rateurs de renouvellement, le tout couple´ avec des parame`tres bien e´talonne´s. Or
changer la population initiale peut remettre en cause l’e´tablissement des parame`tres. Tout
cela fait qu’il est bien souvent impossible de justifier l’emploi de telle ou telle me´thode afin
d’ame´liorer la convergence, sauf par la pratique.
5.4 Application a` l’optimisation du re´seau principal
de routes
Dans cette section, un algorithme ge´ne´tique est applique´ au proble`me d’optimisation
du re´seau principal de routes. La section 5.4.1 de´crit les diffe´rentes imple´mentations de
celui-ci et la section 5.4.2 rend compte de la mise en pratique et compare les diffe´rents
choix effectue´s.
5.4.1 Diverses imple´mentations
Codage des donne´es
La topologie du re´seau de route est fixe´e par le concept Sector-Less (voir section 2.3
page 19). Hormis le roˆle du controˆleur, deux caracte´ristiques sont ne´cessaires : la se´paration
des flux paralle`les et le syste`me de croisement des flux orthogonaux.
Lors de l’optimisation du re´seau de routes, seule la notion de distance sol est inte´ressante.
Le point de vue ATM ne vient qu’une fois une bonne solution trouve´e. Il est donc pos-
sible lors de la phase d’optimisation de faire abstraction du fait qu’entre deux points
de croisement plusieurs voies paralle`les existent, que le re´seau est en trois dimensions et
qu’une me´thode particulie`re est utilise´e pour faire tourner les ae´ronefs. Seul l’emplacement
ge´ographique des points de croisement est donc ne´cessaire.
Ainsi un individu, repre´sentant un re´seau de routes, est de´fini par chacun des points
de croisement qui composent le re´seau, qu’on appellera chromosomes. Un individu posse`de
donc 256 chromosomes. Chaque chromosome contient deux ge`nes qui sont les coordonne´es
de celui-ci dans le plan.
Population initiale
Deux types de population initiale ont e´te´ utilise´s :
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– Le premier et le plus simple est la re´pe´tition d’un meˆme individu. La population
est donc compose´e de n fois l’individu repre´sentant le re´seau initial de routes de´crit
section 3.2 (page 26).
– Le second type de population est compose´ d’individus repre´sentant des re´seaux de
routes ayant la meˆme ge´ome´trie que celui de´crit section 3.2 mais ayant une position
ge´ographique au-dessus de l’Europe diffe´rente.
Parce que la population initiale doit eˆtre solution du proble`me, la ge´ne´ration ale´atoire
d’individus a e´te´ teste´e sans succe`s car il est pratiquement impossible de trouver des in-
dividus respectant la topologie mais e´galement la contrainte d’angle et d’assurer ainsi que
toute paire origine-destination posse`de au moins un chemin (donc un plus court chemin)
dans chaque individu.
Enfin, pour les meˆmes raisons, un dernier type de solution repre´sentant des re´seaux de
routes ayant leurs points de croisement dans le voisinage ge´ographique des flux principaux
a e´te´ teste´e et n’a jamais donne´ de re´sultats satisfaisants.
Fonction d’adaptation
La fonction d’adaptation f de l’algorithme ge´ne´tique est maximise´e. Elle est donc de´finie
comme l’inverse du crite`re d’optimisation pre´sente´ section 3.3.
Croisement
De meˆme que pour la population initiale, le me´lange ale´atoire des chromosomes de deux
parents afin d’obtenir deux enfants ne donne pas facilement des individus acceptables du
point de vue de la topologie et des limitations impose´es. Deux types de croisement ont tout
de meˆme e´te´ teste´s :
– Les enfants sont ge´ne´re´s en remplac¸ant une se´quence de ge`nes d’un pe`re par celle de
l’autre parent. Ge´ographiquement cela consiste a` de´couper chaque parents en deux.
Le sens de de´coupe, horizontal ou vertical, est choisi ale´atoirement de meˆme que
l’endroit de la de´coupe. Ensuite on e´change une des deux parties avec celle provenant
de l’autre parent. Il faut alors ve´rifier que les diffe´rents points sur la zone de coupure
ne sont pas trop preˆt et qu’aucun axe ne se croise. Ce type de croisement sera de´signe´
comme e´tant le croisement par de´coupage.
– La seconde technique est celle pre´sente´e section 5.1.4. Les deux fils ge´ne´re´s a` par-
tir de deux parents sont des barycentres par rapport a` une constante α choisie
ale´atoirement dans [−0.5; 1.5]. Supposons que chaque chromosome soit nume´rote´ et
que cette nume´rotation est commune a` tout les individus. Le barycentre de deux
individus est de´fini comme le barycentre de la position dans le plan des sommets de
meˆme nume´ro dans chacun des deux graphes. Ce type de croisement sera de´signe´
comme e´tant le croisement arithme´tique.
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Mutation
L’ope´rateur de mutation utilise´ ge´ne`re un fils en modifiant ale´atoirement la valeur d’un
chromosome. Ge´ographiquement, cela revient a` de´placer un point de croisement choisi au
hasard dans une direction ale´atoire. On s’assure alors que le point ainsi de´place´ n’est ni trop
proche d’un autre point, ni que ce de´placement n’implique l’intersection de deux routes en
un point non pre´de´fini (voir section 3.4.2).
Sharing clusterise´
Le sharing est ne´cessaire pour e´viter une homoge´ne´isation pre´mature´e de la population
autour des premiers individus repre´sentant de « bonnes » solutions. Le sharing clusterise´
ne´cessite la de´finition de distance et de barycentre entre deux individus. Pour le calcul
du barycentre, on reprend la meˆme de´finition que pour l’ope´rateur de croisement. Pour le
calcul de la distance, en supposant toujours les sommets nume´rote´s, on de´finit la distance
entre un individu A et un individu B comme suit :
D(A,B) =
∑
i
d(Ai, Bi)
ou` d est la distance ge´ome´trique entre deux points.
Terminaison
Le crite`re d’arreˆt de l’algorithme est de´fini par un nombre maximal d’ite´rations. Passe´
celui-ci, l’algorithme s’arreˆte quelle que soit l’adaptation des diffe´rents individus de la
dernie`re population trouve´e.
5.4.2 Comparaison des diffe´rentes me´thodes
Le but ici n’est pas de ge´ne´rer la meilleure solution possible mais plutoˆt de comparer les
vitesses de convergence ainsi que le nombre d’individus a` ge´ne´rer pour obtenir une certaine
valeur du crite`re, le tout en fonction des diffe´rents choix effectue´s pour les parame`tres de
l’algorithme ge´ne´tique. De plus, il ne sera pas discute´ ici de la qualite´ de la solution obtenue
du point de vue ATM (voir chapitre 7 page 85).
E´tant donne´ qu’un algorithme ge´ne´tique fait appel a` des fonction de tirage ale´atoire, les
re´sultats pre´sente´s ici sont obtenus en faisant la moyenne des re´sultats de dix exe´cutions
de l’algorithme teste´.
Taux de croisement et de mutation
En re`gle ge´ne´rale les premiers re´glages s’effectuent sur les taux applique´s aux ope´rateurs
de renouvellement car on conside`re que ceux-ci sont les moins a` meˆme d’eˆtre perturbe´s par
les autres parame`tres. Ne´anmoins ceux-ci de´pendent de l’ope´rateur conside´re´. Il faut donc
faire les tests pour les deux ope´rateurs de croisement de´finis pre´ce´demment.
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Pour chacun des ope´rateurs de croisement (par de´coupage et arithme´tique), deux se´ries
de tests ont e´te´ re´alise´es. Les premiers tests (figures 5.8.a et 5.8.b) ont e´te´ effectue´s avec
une population initiale homoge`ne, c’est-a`-dire avec le meˆme individu duplique´ n fois, Les
suivants (figures 5.8.c et 5.8.d) avec une population initiale he´te´roge`ne.
Quatre taux de renouvellement (somme du taux de croisement et du taux de muta-
tion) ont e´te´ teste´s. Les figures suivantes pre´sentent la valeur du crite`re de´fini section 3.3
(page 28) du meilleur individu trouve´ apre`s 100 ge´ne´rations (moyenne sur dix exe´cutions).
Il s’agit donc de l’inverse de l’adaptation du meilleur individu. L’algorithme est applique´
avec une population de taille 100, sans scaling ni sharing.
La premie`re observation vient confirmer le fait que chacun des parame`tres de l’algo-
rithme influe sur les autres. La rapidite´ de convergence est diffe´rente, non seulement en
fonction des taux de croisement et de mutation utilise´s mais e´galement en fonction du type
de population initiale.
Malgre´ ces fluctuations, on peut tout de meˆme de´gager une tendance. Plus le taux de
renouvellement est important, plus la de´croissance du crite`re d’optimisation est rapide.
Quel que soit le type de population initiale et d’ope´rateur de croisement, un couple de
valeurs semblent donner les meilleurs re´sultats :
– Taux de croisement : 10%
– Taux de mutation : 80%
En revanche il est difficile d’affirmer que l’ope´rateur de croisement arithme´tique est plus
efficace que celui par de´coupage. En effet, sachant qu’il est plus facile d’allonger un flux
que de le raccourcir et qu’ainsi, en moyenne, un grand nombre de modifications de´grade
plutoˆt que n’ame´liore globalement le crite`re, l’ope´rateur de croisement par de´coupage, en
modifiant ale´atoirement un grand nombre de flux, a` tendance a` avoir un effet ne´gatif sur
le crite`re. En revanche, on pouvait espe´rer que le croisement arithme´tique allait permettre,
dans certains cas, d’accentuer le de´placement de sommets dans une bonne direction ou
d’atte´nuer ceux partant dans une mauvaise direction. Au vu des diffe´rents re´sultats, la
diffe´rence n’est pas flagrante et il est difficile de conclure. On retrouve ainsi les re´serves
e´voque´es section 3.4.1 sur les difficulte´s d’e´crire des ope´rateurs de croisement efficaces.
De plus, la meilleure valeur est obtenue avec un taux de croisement de seulement 10%,
quel que soit l’ope´rateur utilise´. Lorsque ce taux augmente, l’adaptation du meilleur indi-
vidu diminue. Ceci tendrait a` montrer l’inefficacite´ de cet ope´rateur de croisement.
Choix et taille de la population initiale
A priori, la convergence d’un algorithme ge´ne´tique est ame´liore´e par augmentation
de la taille de la population et du nombre de ge´ne´rations. Ne´anmoins il faut trouver
un compromis entre ces deux parame`tres afin de limiter le temps d’exe´cution. Si Npop
de´signe le nombre d’individus et Ngen le nombre de ge´ne´rations, le temps de re´solution
s’exprime ge´ne´ralement en O(NpopNgen) car l’ope´ration la plus pe´nalisante est en re`gle
ge´ne´rale (et c’est la cas ici) l’e´valuation de chaque individu. Il est donc possible, pour un
temps d’exe´cution fixe´, de conserver la somme Npop +Ngen constante mais il faut trouver
le re´glage optimal par essais successifs.
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Fig 5.8.a - Croisement par de´coupage : in-
fluence du taux de croisement et de mu-
tation avec une population initiale ho-
moge`ne de 100 individus. E´volution sur 100
ge´ne´rations
Fig 5.8.b - Croisement arithme´tique : in-
fluence du taux de croisement et de mu-
tation avec une population initiale ho-
moge`ne de 100 individus. E´volution sur 100
ge´ne´rations
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Fig 5.8.c - Croisement par de´coupage :
influence du taux de croisement et de
mutation avec une population initiale
he´te´roge`ne de 100 individus. E´volution sur
100 ge´ne´rations
Fig 5.8.d - Croisement arithme´tique :
influence du taux de croisement et de
mutation avec une population initiale
he´te´roge`ne de 100 individus. E´volution sur
100 ge´ne´rations
Fig. 5.8 – Tests pour l’algorithme ge´ne´tique des taux de mutation et de croisement
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Dans cette optique, la vitesse de convergence est e´tudie´e avec une population variant
de 10 a` 200 individus et avec un nombre de ge´ne´rations inversement proportionnel a` la
taille de la population, de 150 pour 200 individus par ge´ne´ration a` 3000 pour 10 individus.
L’e´volution de la valeur de l’e´valuation du meilleur individu est corre´le´e au nombre total
d’individus explore´s, donne´ par le produit du nombre de ge´ne´rations et du nombre d’indi-
vidus. Les autres parame`tres de l’algorithme sont fixe´s avec les valeurs optimales obtenues
pre´ce´demment, c’est-a`-dire 80-10, quel que soit le type de croisement utilise´.
Les figures 5.9.a et 5.9.b pre´sentent les re´sultats des tests pour une population initiale
ou` tout les individus sont identiques alors que les figures 5.9.c et 5.9.d pre´sentent ceux
calcule´s pour une population initiale he´te´roge`ne.
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Fig 5.9.a - Croisement par de´coupage : in-
fluence de la taille de la population avec
une population initiale homoge`ne
Fig 5.9.b - Croisement arithme´tique : in-
fluence de la taille de la population avec
une population initiale homoge`ne
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Fig. 5.9 – Tests pour l’algorithme ge´ne´tique de diffe´rentes tailles de population
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Contrairement a` ce qui est ge´ne´ralement attendu, l’augmentation de la population tend
ici a` pe´naliser la convergence du processus.
Quel que soit l’ope´rateur de croisement choisi et la population initiale, moins il y a
d’individus, plus la convergence est rapide et, pour atteindre une meˆme valeur du crite`re,
moins il est ne´cessaire de ge´ne´rer des individus. Cela vient donc confirmer un peu plus les
re´sultats pre´ce´dents quant a` l’utilite´ d’un algorithme ge´ne´tique pour re´soudre ce type de
proble`me.
Efficacite´ du sharing
Diffe´rentes techniques et notamment le sharing permettent d’ame´liorer la distribution
de la population dans l’espace de recherche. Sur une population peu nombreuse, cette
technique ne devrait pas avoir d’effet notable mais on peut espe´rer que sur une population
dense, cette technique acce´le`re la convergence de l’algorithme ge´ne´tique.
La figure 5.10.a donne la valeur moyenne de l’e´volution du meilleur individu en fonction
du nombre de ge´ne´rations tout d’abord avec diffe´rentes valeurs du taux de sharing de´fini
section 5.2.2 puis sans sharing pour une population de 100 individus, un taux de mutation
de 80% et un taux de croisement de 10% calcule´ sur dix exe´cutions. Les re´sultats sont peu
probants et aucune ame´lioration re´elle n’est visible.
Si on applique la meˆme technique de sharing (figure 5.10.b) a` une population de 10
individus avec les meˆmes valeurs de taux de croisement et de mutation, celle-ci n’a que
peu d’influence, ce qui est attendu au vu de la taille de la population initiale.
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Fig 5.10.a - Influence du taux de sharing
sur la vitesse de convergence pour une po-
pulation initiale de 100 individus
Fig 5.10.b - Influence du taux de sharing
sur la vitesse de convergence pour une po-
pulation initiale de 10 individus
Fig. 5.10 – Tests pour l’algorithme ge´ne´tique de diffe´rents taux de sharing
Encore une fois et meˆme en utilisant les techniques les plus abouties, il n’est pas possible
sur le proble`me de l’optimisation du re´seau principal de routes d’eˆtre re´ellement plus efficace
que lorsqu’on utilise un algorithme sans « ame´lioration », c’est-a`-dire, ici, sans sharing.
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5.5 Conclusion
On rencontre ici un proble`me classique lorsqu’on tente de re´soudre un proble`me avec
une me´ta-heuristique : les re´sultats obtenus ne sont pas « mauvais » mais les techniques
habituelles n’ame´liorent en rien de fac¸on probante l’algorithme ge´ne´tique utilise´ ici. Se
pose alors la question de savoir si l’utilisation de cette me´ta-heuristique est adapte´e au
proble`me traite´. Ne´anmoins, l’e´valuation de l’utilisation de cette me´ta-heuristique ne prend
en compte que l’allongement des trajectoires, pas la qualite´ des solutions du point de vu
gestion du trafic ae´rien. Pour connaˆıtre la re´elle efficacite´ de l’algorithme ge´ne´tique, cette
e´tape va eˆtre de´terminante.
Finalement, la remarque la plus importante, faite lors des diffe´rents tests, est l’absence
de tendance forte, en particulier quant a` l’e´volution de la valeur du crite`re, ni en fonction de
la population initiale ou encore, ni en fonction de l’ope´rateur de croisement. L’algorithme
pre´sente´ ici n’est donc pas robuste.
Le principal re´sultat est alors que c’est l’ope´rateur de mutation qui permet a` l’algo-
rithme de converger vers une bonne solution. Ainsi, on peut penser que l’utilisation d’un
recuit simule´ donnera de meilleures solutions.

Chapitre 6
Re´solution par recuit simule´
Le recuit simule´ est une me´ta-heuristique inspire´e d’un processus utilise´ en me´tallurgie.
Ce processus alterne des cycles de refroidissement lent et de re´chauffage (ou recuit) qui
tendent a` minimiser l’e´nergie du mate´riau en re´organisant les atomes qui le composent.
La description des phe´nome`nes physiques et quantiques lie´s au processus de recuit
s’appuie sur la statistique de Boltzmann utilise´e en physique statistique pour de´terminer
la distribution de particules selon un ensemble de niveaux d’e´nergie. Elle est notamment a`
la base de la the´orie cine´tique des gaz.
Le recuit simule´ s’appuie sur l’algorithme de Metropolis [Metropolis 53], qui permet
de de´crire l’e´volution d’un syste`me thermodynamique. Par analogie avec le processus phy-
sique, la fonction a` minimiser deviendra l’e´nergie E du syste`me. On introduit e´galement
un parame`tre fictif, la tempe´rature T du syste`me. Cet algorithme a e´te´ mis au point par
trois chercheurs de la socie´te´ IBM, S. Kirkpatrick, C.D. Gelatt et M.P. Vecchi en 1983
[Kirkpatrick 83] et inde´pendemment par V. Cerny en 1985 [Cerny 85].
6.1 Principes et ge´ne´ralite´s
Le principe ge´ne´ral du recuit simule´ est de parcourir de manie`re ite´rative l’espace des
solutions. Partant d’une solution donne´e (c’est l’e´tat initial) on modifie celle-ci afin d’en
obtenir une seconde, qui sera alors, soit accepte´e et servira de base pour calculer la pro-
chaine ite´ration, soit refuse´e suivant certains crite`res que nous pre´senterons par la suite. Si
cette nouvelle solution ame´liore le crite`re que l’on cherche a` optimiser, on dit alors qu’on
a fait baisser l’e´nergie du syste`me ; si celle-ci le de´grade, on a alors une augmentation de
l’e´nergie du syste`me (recuit). On effectue le meˆme proce´de´ de manie`re ite´rative.
Si l’on accepte uniquement les nouvelles solutions qui ame´liorent le crite`re, on tend alors
a` chercher l’optimum dans le voisinage de la solution de de´part. L’acceptation d’une «mau-
vaise » solution permet ainsi d’explorer une plus grande partie de l’espace de recherche.
Sans cela, on « plonge » vers un optimum local.
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6.1.1 E´tat initial
L’e´tat initial peut eˆtre pris au hasard dans l’espace des solutions. A` cette solution
correspond une e´nergie initiale E0 calcule´e a` partir du crite`re que l’on souhaite optimiser.
Une tempe´rature initiale T0 (ge´ne´ralement e´leve´e) est e´galement choisie. Ce choix est alors
totalement arbitraire et va de´pendre de la technique utilise´e pour faire diminuer cette
dernie`re.
6.1.2 Ite´rations
A` chaque ite´ration de l’algorithme, une modification e´le´mentaire de la solution est
effectue´e. Cette modification entraˆıne une variation ∆E de l’e´nergie du syste`me. Si cette
variation est ne´gative (c’est-a`-dire qu’elle fait baisser l’e´nergie du syste`me), la solution
engendre´e par la modification devient la solution courante. Sinon, elle est accepte´e avec
une probabilite´ donne´e.
Dans la grande majorite´ des cas, le choix de cette probabilite´ est ge´ne´ralement celle
pre´sente´e comme e´tant de Boltzmann [Szu 87]. La probabilite´ d’acceptation p d’une solution
est base´e sur les chances d’obtenir un nouvel e´tat ayant une e´nergie Ek+1 ge´ne´re´ a` partir
d’un e´tat ayant une e´nergie Ek :
p(∆E) =
e−
Ek+1
T
e−
Ek+1
T + e−
Ek
T
=
1
1 + e−
∆E
T
' e−∆ET
6.1.3 Variation de tempe´rature
Deux the´ories s’affrontent quant a` la variation de la tempe´rature :
– Pour la premie`re, on ite`re en gardant la tempe´rature constante. Lorsque le syste`me
a atteint un e´quilibre thermodynamique (au bout d’un certain nombre de change-
ments et lorsqu’aucune modification ne fait plus e´voluer le crite`re d’optimisation de
manie`re notable), on diminue la tempe´rature du syste`me. On parle alors de paliers
de tempe´rature.
– La seconde the´orie est base´e sur la baisse de la tempe´rature de manie`re continue. On
peut alors imaginer toute sorte de lois de de´croissance. La plus courante e´tant affine :
Ti+1 = α ∗ Ti avec α < 1
La valeur fre´quemment utilise´e pour α est comprise entre 0, 90 et 0, 99.
Si la tempe´rature atteint un seuil pre´de´fini ou que le syste`me devient fige´, l’algorithme
s’arreˆte.
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Quelle que soit la manie`re de faire de´croˆıtre celle-ci, la tempe´rature joue un roˆle im-
portant. A` haute tempe´rature, le syste`me doit eˆtre libre de se de´placer dans l’espace des
solutions (e−
∆E
T proche de 1) en choisissant des solutions ne minimisant pas force´ment
l’e´nergie du syste`me. A` basse tempe´rature, les modifications baissant l’e´nergie du syste`me
seront choisies majoritairement tout en conservant la possibilite´ d’en accepter de « mau-
vaises », empeˆchant ainsi l’algorithme de tomber dans un minimum local.
6.1.4 Description de l’algorithme de recuit simule´
Le pseudo-code de l’algorithme 6 correspond a` une baisse continue de la tempe´rature.
On initialise avec une tempe´rature T0 donne´e et une solution S0 choisie dans l’espace des
solutions du proble`me a` optimiser. La fonction energie retourne l’e´nergie d’une solution
c’est-a`-dire applique le crite`re a` optimiser (dans le cas d’une minimisation) a` la solution
courante. La fonction modifie retourne une solution diffe´rente calcule´e a` partir de S et la
fonction reduire applique une fonction de´croissante a` la tempe´rature courante. On s’arreˆte
lorsque l’on a atteint une tempe´rature donne´e Tmin.
Algorithme 6 Recuit simule´
Entre´es: T0, S0, Tmin
Sorties: S
1: S = S0
2: T = T0
3: E = energie(S0)
4: tantque T > Tmin faire
5: S ′ = modifie(S)
6: E ′ = energie(S ′)
7: ∆E = E
′ − E
8: si ∆E ≤ 0 alors
9: S = S ′, E = E ′
10: sinon
11: S = S ′, E = E ′ sous condition
12: fin si
13: T = reduire(T )
14: fin tantque
15: retourner S
Meˆme s’il existe d’autres algorithmes de recuit simule´ re´pute´s plus rapides, notamment
le Very Fast Simulated Re-Annealing [Ingber 89], les re´sultats pre´sente´s ici sont ceux des
tests effectue´s sur l’algorithme classique de recuit simule´ pre´sente´ pre´ce´demment, les tests
utilisant le VFSR n’ayant pas montre´ de re´elle ame´lioration.
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6.1.5 Acceptation et rejet de solutions
La condition d’acceptation ou de rejet d’une nouvelle solution (ligne 11 dans l’algo-
rithme 6) est fonction de la variation d’e´nergie ∆E :
– si ∆E < 0, on ame´liore le crite`re d’optimisation et la solution est accepte´e sans
restriction aucune ;
– si ∆E > 0, la valeur du crite`re est de´grade´e. On tire alors un nombre p ale´atoirement
entre 0 et 1 en fonction d’une loi normale. Si p ≤ e−∆ET , on accepte la transformation.
6.2 Application au proble`me d’optimisation du re´seau
initial de routes
Dans cette section, un algorithme de recuit simule´ est applique´ au proble`me d’optimi-
sation du re´seau de routes principales. Les premie`res parties (6.2.1, 6.2.2 et 6.2.3) rendent
compte des diffe´rentes imple´mentations de celui-ci puis la dernie`re (6.2.4) compare les
diffe´rents choix effectue´s.
L’utilisation de l’algorithme de recuit simule´ lors de l’optimisation du re´seau principal
de routes correspond, dans un premier temps, au pseudo-code de l’algorithme 6, la solution
initiale correspondant au re´seau initial de´crit section 3.2 page 26. L’e´nergie correspond alors
a` l’application du crite`re pre´sente´ section 3.3 page 28. Sa valeur initiale est alors de 31,4%.
La section 6.2.1 pre´sente les diffe´rentes heuristiques utilise´es pour la cre´ation d’une nou-
velle solution (fonction modifie dans l’algorithme 6), la section 6.2.2 pre´sente les diffe´rentes
conditions envisage´es pour l’acceptation ou le rejet de la nouvelle solution (lignes 8 et 11
dans 6) et enfin la section 6.2.3 pre´sente les diffe´rentes lois de de´croissance de la tempe´rature
(ligne 13).
6.2.1 Heuristiques pour la modification de la solution courante
De meˆme que pour l’algorithme ge´ne´tique, l’optimisation consiste a` de´former le graphe
correspondant au re´seau initial de routes afin de re´duire les distances a` parcourir sans en
changer la topologie, c’est-a`-dire sans croisement de routes non pre´vu (sans intersection
entre les arcs), sans ajout ou disparition de points de croisement (sans ajout ni disparition
de sommet dans le graphe) ou encore sans chevauchement de points de croisement.
A` chaque ite´ration, afin de ge´ne´rer une nouvelle solution a` partir de la solution courante,
la premie`re technique a e´te´ de reprendre celle utilise´e pour l’ope´rateur de mutation de l’algo-
rithme ge´ne´tique (voir section 5.4.1 page 66), c’est-a`-dire de ne de´placer ge´ographiquement
qu’un unique point de croisement par ite´ration, c’est-a`-dire de ne modifier qu’un unique
sommet du graphe et donc la valeur du poids des arcs relie´s a` ce sommet. Une seconde
heuristique permettant de de´placer plusieurs points de croisement a e´galement e´te´ utilise´e.
Le choix des sommets de´place´s a e´galement e´te´ fait selon diffe´rentes heuristiques, soit
ale´atoirement, soit en choisissant le point a` de´placer de manie`re controˆle´e. L’ide´e est alors
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de choisir un point sur une des trajectoires les plus fre´quente´es afin de maximiser la pro-
bable re´duction du crite`re de se´lection. La re´partition du nombre de vols e´tant fortement
disproportionne´e sur une journe´e, presque tous utilisant les meˆmes axes, cette heuristique
n’e´tait pas bien adapte´e a` un re´seau dont la pre´tention est de couvrir toute l’Europe. Une
autre heuristique a donc consiste´ au choix du point de croisement a` de´placer parmi les flux
dont l’allongement est supe´rieur a` la valeur courante du crite`re, c’est-a`-dire a` l’allongement
moyen.
Une comparaison des diffe´rentes heuristiques est pre´sente´e section 6.2.4.
6.2.2 Acceptation et rejet de solutions
Lors de l’utilisation du recuit simule´ en ne modifiant qu’un unique sommet a` chaque
ite´ration (qu’il soit ou non choisi ale´atoirement), l’acceptation ou le rejet de la nouvelle
solution est effectue´ suivant la re`gle pre´sente´e section 6.1.5.
Lorsqu’on bouge plusieurs points, les de´placements sont conside´re´s comme un seul et
unique mouvement et on agit comme dans le cas pre´ce´dent.
6.2.3 Ite´ration et de´croissance de la tempe´rature
La nature meˆme du proble`me, le nombre de variables qui le composent, rend le syste`me
tre`s difficile a` optimiser et encore plus a` stabiliser. Au vu du nombre de flux conside´re´s,
tous les points de croisement sont parcourus par plusieurs de ces flux et le fait de bouger
un point a une influence tre`s complexe sur la valeur du crite`re. En effet, de´placer un point
va raccourcir certains flux et dans le meˆme temps augmenter la distance des autres flux
passant par ce point. De plus, de´placer un point a toujours une influence sur le crite`re,
d’ou` une grande difficulte´ a` stabiliser le syste`me.
Le de´placement d’un seul point ne fait jamais baisser le crite`re de fac¸on dramatique
(c’est-a`-dire de plusieurs %). En ge´ne´ral, un mouvement ne fait varier le crite`re que de
quelque centie`me voir millie`me. Ainsi il est difficile d’e´tablir une condition sur un quel-
conque « e´quilibre thermodynamique ».
Ne pouvant pas utiliser la me´thode de variation de la tempe´rature du syste`me par
palier, tout le proble`me re´side alors dans la manie`re de faire de´croˆıtre cette dernie`re. Trop
vite et on risque de s’enfermer dans la recherche d’un optimum local, trop lentement et on
ne se rapproche jamais suffisamment d’une solution satisfaisante.
6.2.4 Comparaison des diffe´rentes me´thodes
De meˆme que pour l’algorithme ge´ne´tique, le but ici n’est pas de trouver la meilleure
solution possible mais plutoˆt de comparer des vitesses de convergence en fonction des
diffe´rentes heuristiques. De meˆme, il ne sera pas discute´ ici de la qualite´ de la solution
obtenue du point de vue ATM (voir chapitre 7).
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Tests sur la tempe´rature
Plusieurs tests ont e´te´ re´alise´s en utilisant une de´croissance ge´ome´trique de la tempe´-
rature. La figure 6.1 pre´sente la moyenne sur dix exe´cutions du nombre de de´gradations de
la valeur du crite`re qui ont e´te´ accepte´es en fonction du nombre d’ite´rations (en pourcentage
d’ite´ration et en valeur) et la figure 6.2, l’e´volution de la moyenne de la meilleure valeur du
crite`re, toujours en fonction du nombre d’ite´rations. La variation de tempe´rature est faite
telle que Ti+1 = 0.99 ∗ Ti. D’autres valeurs du coefficient de de´croissance, comprises entre
0, 90 et 0, 99 ont e´te´ teste´es mais les re´sultats, sensiblement identiques aux figures 6.1 et
6.2, ne sont pas pre´sente´s ici. Un test a e´galement e´te´ re´alise´ avec une tempe´rature nulle,
c’est-a`-dire qu’aucune de´gradation n’a e´te´ accepte´e.
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Fig. 6.1 – Tests sur la variation de la tempe´rature : e´volution du nombre de de´gradations
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Comme attendu, plus la tempe´rature de de´part est e´leve´e plus le nombre de de´gradations
accepte´es est important. De meˆme lorsque la tempe´rature est e´leve´e, les premie`res e´tapes
ont tendance a` accepter beaucoup de de´gradations ce qui « retarde » le de´but de l’ame´lio-
ration de la valeur du crite`re (apre`s plus de 1500 ite´rations pour une tempe´rature de
de´part valant 50, apre`s plus de 1000 ite´rations pour une tempe´rature de 1). On remarque
e´galement que lorsqu’on n’accepte aucune de´gradation (tempe´rature initiale nulle), la vi-
tesse de convergence est au moins aussi rapide qu’avec une tempe´rature initiale non nulle.
Dans le cas de la de´croissance continue de la tempe´rature, on obtient bien le re´sultat
attendu qui est qu’une tempe´rature initiale trop e´leve´e retarde l’optimisation du crite`re.
En revanche le fait qu’une tempe´rature trop basse risque de faire plonger l’algorithme vers
un optimum local et peut ainsi empeˆcher le parcours inte´gral de l’espace des solutions n’a
pas l’air d’avoir lieu ici.
Une solution adapte´e a` notre proble`me consiste alors a` de´buter la recherche sans ac-
cepter de de´gradation pour faire baisser la valeur du crite`re puis effectuer un « ve´ritable »
recuit simule´ une fois un certain seuil atteint.
Pour cela, un recuit « sans tempe´rature ni probabilite´ d’acceptation » a finalement e´te´
utilise´. Il s’agit en fait de tenter d’ame´liorer le crite`re au maximum, donc d’atteindre un
optimum local, puis d’accepter une ou plusieurs de´gradations afin de parcourir un autre
zone de l’espace des solutions. Ce recuit consiste donc a` effectuer un palier mais sans
condition particulie`re quant a` la de´finition de « l’e´quilibre thermodynamique ». Dans ce
cas, si le crite`re est ame´liore´, la solution est accepte´e ; si le crite`re est de´grade´, la solution
est refuse´e syste´matiquement. Si au bout d’un certain nombre d’ite´rations, la solution
courante n’est jamais ame´liore´e, on conside`re que l’on a atteint un optimum local et une
de´gradation est alors accepte´e. Ainsi on est certain de s’approcher « au plus pre`s » d’un
optimum local. Ce n’est qu’apre`s cela que l’on cherche a` explorer une autre partie de
l’espace des solutions en acceptant une de´gradation. C’est finalement cette solution qui
fournit les meilleurs re´sultats pre´sente´ chapitre 7.
Diffe´rents mouvements de points
Le but des tests qui suivent est de comparer la vitesse de convergence en fonction des
diffe´rentes heuristiques de choix de points. La figure 6.3 pre´sente diffe´rents tests re´alise´s avec
une tempe´rature nulle, c’est-a`-dire en n’acceptant que les solutions ame´liorant le crite`re
d’optimisation. La courbe Long flux repre´sente la meilleure valeur du crite`re en choisissant
de de´placer un unique sommet du graphe appartenant a` un des flux dont l’allongement est
supe´rieur a` l’allongement moyen (les tests sur le de´placement de plusieurs points apparte-
nant aux « longs flux » donnent des re´sultats e´quivalents). Les autres courbes repre´sentent
les tests re´alise´s en de´plac¸ant de deux a` dix sommets du graphe par ite´ration. Pour pou-
voir comparer ces re´sultats, les meilleures valeurs du crite`re sont pre´sente´es en fonction du
nombre de mouvements et non en fonction du nombre d’ite´rations comme pre´ce´demment.
Ainsi, dans le cas de 10 mouvements par ite´ration, 5000 mouvements ne correspondent
qu’a` 500 ite´rations.
On note alors que la meilleure solution est alors la plus simple, c’est-a`-dire celle ne
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Fig. 6.3 – Tests sur les heuristiques de choix de points : e´volution de la meilleure valeur
du crite`re en fonction du nombre de de´placements de sommets re´alise´s
faisant qu’un seul de´placement par ite´ration.
Dans le cas d’un choix « re´fle´chi » du point a` de´placer parmi les flux dont l’allongement
est supe´rieur a` l’allongement moyen, le de´croissance est continue mais peu rapide puisqu’en
5000 ite´rations, le crite`re est passe´ de 31,4% a` 29,6% alors que dans le meˆme temps, sans
choix pre´alable, le crite`re atteint 19,6%. Une explication de ce phe´nome`ne est, qu’a` cause
des limitations de´crites section 3.4.4 page 30, il est ne´cessaire de de´placer certains sommets
n’e´tant jamais inclus dans les trajectoires les plus longues afin de permettre a` ces derniers
de se de´placer sans contrainte puisqu’il est interdit a` un sommet de se retrouver dans le
voisinage d’un autre sommet.
Le choix de de´placer plusieurs points par ite´rations pose un autre proble`me. E´tant
donne´ qu’en moyenne, le de´placement ale´atoire d’un sommet tend plutoˆt a` de´grader le
crite`re d’optimisation qu’a` l’ame´liorer, plus on de´place de points en meˆme temps, plus on
risque que la somme des de´placements unitaires de´grade le crite`re. Ainsi, plus on de´place de
points, plus il est difficile de trouver une combinaison qui ame´liore le crite`re d’optimisation.
La meilleure solution reste donc de ne bouger les points qu’un par un, ite´ration apre`s
ite´ration.
6.3 Conclusion
Nous venons de le voir encore une fois, la meilleure des solutions est finalement la plus
simple, c’est-a`-dire de ne de´placer qu’un unique sommet tout en respectant les limitations
ge´ographiques inhe´rentes au concept Sector-Less. Aucune autre heuristique tente´e ne donne
de meilleurs re´sultats.
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Quant a` la de´croissance de la tempe´rature, il parait plus efficace de ne pas utiliser un
tel parame`tre. De meˆme qu’avec les algorithmes ge´ne´tiques, les me´thodes d’ame´lioration
les plus abouties n’ame´liorent en rien les solutions trouve´es a` notre proble`me.

Chapitre 7
E´valuation des re´sultats
Une synthe`se des travaux d’e´valuation est pre´sente´e dans ce chapitre. Tout d’abord
les re´sultats fournis par les diffe´rents algorithmes d’optimisation sont e´value´s du point de
vue de la gestion du trafic ae´rien (section 7.2). La section 7.1 de´veloppe alors de quelles
manie`res et graˆce a` quel outil les simulations de trafic ont e´te´ re´alise´es. Les sections 7.3
et 7.4 s’inte´ressent a` l’e´valuation des diffe´rents algorithmes, que ce soit de maintien de
plus courts chemins ou d’optimisation, en fonction du temps de calcul et de la quantite´ de
me´moire utilise´e.
7.1 Simulation de trafic ae´rien
Cette section de´crit la manie`re dont sont teste´s, du point de vue du trafic ae´rien, les
re´seaux de routes ge´ne´re´s.
Une simulation de trafic re´el est effectue´e sur ces nouveaux re´seaux en utilisant le
moteur de simulateur de trafic CATS-OPAS [Alliot 97]. Ce simulateur est base´ sur un
temps discre´tise´ et e´value a` chaque pas de temps 1 les positions et vitesses de tous les
ae´ronefs. Il permet ainsi de faire voler des ae´ronefs en temps acce´le´re´ en routes directes
ou sur n’importe quel re´seau de routes. Il permet e´galement de de´tecter les conflits entre
ae´ronefs et de les re´soudre en utilisant diffe´rents algorithmes [Granger 02].
7.1.1 Donne´es d’une journe´e de trafic
Partant de plans de vol re´els, c’est-a`-dire des plans de vol de´pose´s par les compagnies
ae´riennes pendant une journe´e de trafic au dessus de l’Europe, de nouveaux plans de vol
sont ge´ne´re´s en utilisant les nouvelles balises (correspondant aux points de croisement) du
re´seau principal de routes utilise´. On limite les simulations sur une seule journe´e. Ces plans
de vols contiennent :
– le type d’ae´ronef qui permettra de se re´fe´rer a` un mode`le de performances ;
– l’ae´roport d’origine et la balise d’entre´e dans le re´seau de routes principales ;
1Le pas de temps utilise´ ici est de 15 secondes
85
86 CHAPITRE 7. E´VALUATION DES RE´SULTATS
– l’ae´roport de destination et la balise de sortie du re´seau de routes principales ;
– l’indicatif du vol ;
– l’heure de de´collage demande´e dans le plan de vol, qui pourra eˆtre modifie´e de manie`re
a` ce que deux ae´ronefs ne de´collent pas au meˆme moment du meˆme ae´roport ;
– l’heure d’entre´e, pour un ae´ronef arrivant de l’e´tranger, dans l’espace ae´rien europe´en
(un ae´ronef venant en Europe depuis un pays extra-europe´en ou e´tant en transit au
dessus de l’Europe ne sera pris en compte qu’a` son entre´e dans le re´seau de routes ;
le simulateur ne se charge pas de le faire voler avant son arrive´e dans l’espace ae´rien
europe´en mais calcule sa position d’entre´e dans cet espace) ;
– le niveau de vol demande´ ;
– le niveau de vol en entre´e de l’espace ae´rien europe´en (un ae´ronef qui arrive de
l’e´tranger n’est pas force´ment au niveau qu’il a demande´) ;
– la vitesse de l’ae´ronef (ce sont ge´ne´ralement les compagnies qui fixent cette vitesse
en fonction du « cost-index », un compromis entre le couˆt du carburant pour aller
plus vite et le couˆt duˆ a` l’augmentation du temps de trajet) ;
– la route pre´vue, c’est-a`-dire la suite de balises que l’ae´ronef va utiliser.
Notons que CATS-OPAS peut simuler du trafic avec ou sans pre´re´gulation (la pre´-
re´gulation n’e´tant pas e´quivalente a` l’action effectue´e par la CFMU de´crite chapitre 1
mais uniquement une re´gulation au sol, c’est-a`-dire e´vitant que deux ae´ronefs ne de´collent
ou n’atterrissent en meˆme temps). Pour l’application pre´sente´e dans cette the`se, c’est
uniquement du trafic re´gule´ au sol qui est observe´. En effet, la re´gulation de la CFMU
a e´te´ de´finie pour un espace de´coupe´ en secteur. Elle n’est donc pas compatible avec un
concept de controˆle Sector-Less.
7.1.2 Trajectoire et de´tection de conflits
Pour pouvoir e´valuer les nouveaux re´seaux de routes, il faut pouvoir savoir a` tout instant
ou` se situent les ae´ronefs et quelles sont leurs trajectoires. L’e´valuation va se faire en terme
de charge de travail pour les controˆleurs, c’est-a`-dire, ici, en nombre de conflits a` re´soudre.
Le proble`me principal de cette me´thode est qu’il faut pre´voir une certaine incertitude
quant aux positions des ae´ronefs. La de´tection de conflits doit donc tenir compte de cette
incertitude.
Mode`le de trajectoire
Le mode`le de vol utilise´ pour les ae´ronefs est un mode`le tabule´. L’ae´ronef se de´place par
pas de temps. Le mode`le tabule´ indique, en fonction du type de l’ae´ronef, de son altitude
et de son e´volution (en monte´e, en descente ou en croisie`re), la vitesse sol 2, la vitesse
verticale et la consommation de l’ae´ronef.
Les mode`les de performance ae´ronef proviennent de la base de donne´es BADA (pour
Base of Aircraft DAta) fournie par l’agence Eurocontrol. Dans cette table on peut trouver
2Le simulateur de trafic CATS-OPAS ne tient pas compte du vent.
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67 mode`les d’ae´ronefs diffe´rents. On conside`re alors, a` l’aide d’une table de synonymes,
que les autres appareils se comportent comme l’un de ces 67 mode`les.
ACFT FL Croisie`re Monte´e Descente
kts fuel(kg/min) kts ROCD(fpm) kg/min kts fpm kg/min min NM
FL TAS min nom max TAS max nom min fuel TAS ROCD fuel TIME TOPD
A300 30 230 64.1 75.0 93.8 178 2060 2020 1640 213.4 230 1490 30.3 2.01 7.72
A300 40 233 64.3 75.2 94.1 212 2640 2490 2060 216.9 233 1510 29.6 2.68 10.29
A300 60 272 69.3 78.1 93.4 272 3470 2960 2350 221.0 240 1550 28.3 3.97 15.45
A300 80 280 69.8 78.7 94.2 280 3320 2810 2210 212.8 280 1760 27.0 5.10 20.75
A300 100 289 70.3 79.3 95.0 289 3160 2670 2070 204.6 289 1800 25.7 6.21 26.11
A300 120 297 70.9 80.0 95.9 356 3150 2690 2150 208.1 356 2320 24.4 7.08 31.22
A300 140 306 71.4 80.7 96.8 366 2950 2510 1980 199.9 366 2360 23.1 7.92 36.39
A300 160 377 87.5 94.5 106.7 377 2750 2320 1810 191.7 377 2400 21.8 8.76 41.63
A300 180 388 88.1 95.3 107.6 388 2540 2130 1630 183.7 388 2440 20.5 9.58 46.93
A300 200 400 88.7 96.0 108.6 400 2330 1940 1450 175.8 400 2480 19.2 10.38 52.30
A300 220 412 89.3 96.7 109.6 412 2120 1740 1270 168.0 412 2520 17.9 11.18 57.75
A300 240 425 90.0 97.5 110.6 425 1910 1540 1090 160.3 425 2550 16.6 11.96 63.31
A300 260 438 90.6 98.3 111.7 438 1690 1340 900 152.6 438 2590 15.3 12.73 68.95
A300 280 452 91.2 99.1 112.7 452 1480 1140 710 145.0 452 2620 14.0 13.50 74.70
A300 290 459 91.5 99.5 113.3 459 1370 1040 620 141.3 459 2640 13.4 13.87 77.59
A300 310 458 88.2 96.8 111.8 458 1690 1230 630 132.1 458 3590 12.1 14.43 81.85
A300 330 454 84.8 94.2 110.6 454 1450 990 380 122.8 454 3250 10.8 15.05 86.50
A300 350 450 82.1 92.4 108.2 450 1210 740 110 113.9 450 3180 9.5 15.68 91.22
A300 370 447 80.3 91.6 100.1 447 870 430 0 105.4 447 2910 8.2 16.36 96.34
A300 390 447 79.4 91.8 92.5 447 630 170 0 97.4 447 2920 6.9 17.05 101.44
Tab. 7.1 – Table de performances BADA pour l’airbus A300
De´taillons ici rapidement le fonctionnement du simulateur et des tables de performance
dont un exemple se trouve dans la table 7.1. Supposons un airbus A300 volant au niveau
330 (33000 ft). Si l’ae´ronef est en vol stable, sa vitesse est de 454 kts et il consomme alors
entre 84,8 et 110,6 kilos de fuel par minute, avec une consommation nominale de 94,2
kgs/min. S’il est en monte´e, sa vitesse est e´galement de 454 kts, son taux de monte´e est
compris entre 380 et 1450 pieds par minute avec un taux nominal de 990 ft/min et sa
consommation est de 122,8 kg/min. Enfin, s’il est en descente, sa vitesse est toujours de
454 kts, son taux de descente de 3250 ft/min et sa consommation de fuel de 10,8 kg/min ; il
lui reste alors 15,05 minutes avant d’atteindre le niveau 0. Enfin, l’information porte´e dans
la dernie`re colonne indique qu’il doit commencer sa descente 86.5 Nm avant son ae´roport
de destination, s’il veut le rejoindre exactement en appliquant les taux nominaux tout au
long de la descente.
Le simulateur utilise directement ces tables de performance avec un pas de discre´tisation
de 15 secondes. Ce pas a e´te´ choisi de manie`re a` ce que deux ae´ronefs face a` face ne puissent
pas se croiser sans que le conflit ge´ne´re´ ne soit de´tecte´. Pour les ae´ronefs dont l’altitude
n’est pas un niveau de vol entier, une interpolation line´aire entre les deux niveaux les plus
proches est re´alise´e. Il existe e´galement d’autres raffinements qui ne seront pas de´crit ici,
comme l’arrondi de la trajectoire de l’ae´ronef lorsqu’il atteint le niveau de vol auquel il
doit se stabiliser.
On ne peut alors manquer de se poser des questions sur le re´alisme de ce mode`le. La
re´ponse n’est pas simple et l’on peut meˆme dire qu’il est extreˆmement difficile de la donner
aujourd’hui. Comme tout mode`le tabule´, le mode`le BADA occulte nombre des proble`mes
que pose la pre´vision de trajectoire. Cependant, il est le re´sultat de nombreuses anne´es
d’expe´rience. Il ne s’agit en effet pas d’un mode`le base´ sur des performances ae´ronefs ou de
la dynamique du vol mais plutoˆt sur une « observation » de la re´alite´ du comportement des
ae´ronefs. On peut noter d’ailleurs certaines bizarreries si on compare ces tables aux re´sultats
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d’e´quations de me´canique du vol. Ainsi, on observe un de´crochage net entre les vitesses
stables du niveau 140 et du niveau 160 qui n’a aucune explication en terme de me´canique
du vol. On peut supposer que le mode`le BADA est un mode`le plausible, surtout pour les
ae´ronefs en route et ce sont ceux-la` qui nous inte´ressent ici plus particulie`rement.
Incertitude sur les trajectoires et de´tection de conflit
A` un instant t, si le simulateur permet facilement de connaˆıtre la position de tous les
ae´ronefs, il est en revanche plus difficile de de´terminer leurs positions futures. Or ce sont
ces positions futures qui permettent de ve´rifier le respect des distances de se´paration entre
ae´ronefs. Dans le cas ou` ces distances minimales risquent d’eˆtre viole´es dans un futur plus
ou moins proche, on parle de conflit potentiel.
La pre´vision de trajectoire doit prendre en compte des incertitudes sur les positions
futures des ae´ronefs. On ne peut pas, dans la pratique, connaˆıtre la position future d’un
ae´ronef pour plusieurs raisons : si la vitesse et la direction des vents sont connues, elles
le sont ge´ne´ralement avec une certaine incertitude ; il est difficile de pre´voir les taux de
monte´e ou de descente que vont utiliser les ae´ronefs (le mode`le tabule´ donne, par exemple,
pour la monte´e un encadrement du taux de monte´e utilisable par le pilote) ; les consignes
compagnie en terme de vitesse ne sont pas connues ce qui rend difficile de pre´voir les
acce´le´rations et de´ce´le´ration des ae´ronefs, etc.
Les pilotes sont, en ge´ne´ral, capable de maintenir leur ae´ronef relativement stable a`
une altitude et sur une route en croisie`re. Ne´anmoins, les erreurs e´ventuelles sur ces deux
donne´es sont prises en compte par les normes de se´paration. Les tenues de vitesse et de
taux de monte´e ou de descente sont beaucoup plus ale´atoires et ne peuvent pas eˆtre prises
en compte par les normes de se´paration, meˆme pour une pre´vision courte de 5 minutes
environ.
Pour ce faire, le simulateur ne repre´sente pas les ae´ronefs par des points mais par des
volumes ressemblant plus ou moins a` des cylindres. A` l’instant initial (voir figure 7.1),
l’ae´ronef est repre´sente´ par un volume re´duit a` un point.
Dans le plan horizontal, au cours du temps et a` cause de l’incertitude sur la vitesse de
l’appareil, le volume se de´forme dans la direction du vecteur vitesse de l’ae´ronef. L’ae´ronef
est repre´sente´ par un segment de droite dont le « point avant » se de´place a` la vitesse
maximale possible de l’ae´ronef et le « point arrie`re » se de´place a` la vitesse minimale
possible. Dans la pratique, on de´finit un taux d’incertitude eg (pour ground speed error)
et le « point avant » se de´place a` v ∗ (1 + eg) ou` v est la vitesse nominale de l’ae´ronef, le
« point arrie`re » se de´place a` v ∗ (1− eg). Le segment s’allonge avec le temps. Lorsque le
« point avant » du segment atteint une balise, il change de direction pour se diriger vers
la balise suivante. L’ae´ronef n’est alors plus repre´sente´ par un segment mais par deux. Il
peut ainsi eˆtre repre´sente´ par une liste de segments.
Dans le plan vertical c’est l’incertitude sur les taux de monte´e et de descente qui
de´forme le volume. Tous les ae´ronefs ont une altitude maximale et minimale. Ces altitudes
sont modifie´es en tenant compte du taux d’incertitude sur les taux de monte´e et de descente.
Ainsi il faut tenir compte de ces diffe´rentes incertitudes lorsqu’on e´value le nombre de
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balise
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Fig. 7.1 – Mode´lisation de l’incertitude pour le calcul des positions futures des ae´ronefs
conflits potentiels pour un horizon temporel donne´. Pour connaˆıtre plus en de´tail le cadre
mathe´matique permettant l’e´valuation du nombre de conflits potentiels, le lecteur pourra
se re´fe´rer a` [Granger 02].
7.2 E´valuation du point de vue gestion du trafic ae´rien
7.2.1 Travail du controˆleur
Dans le concept Sector-Less, le roˆle du controˆleur est de guider chaque ae´ronef dont il a
la charge a` travers le re´seau principal de routes en assurant la suˆrete´ du vol. Plusieurs flux,
controˆle´s potentiellement par diffe´rents controˆleurs, employant les meˆme axes, la re´solution
des conflits doit alors se faire par concertation entre les diffe´rents controˆleurs implique´s.
On peut de´composer le travail des controˆleurs en deux types de proble`mes a` re´soudre :
– la re´solution des conflits ;
– l’insertion d’un avion sur un axe lorsque celui-ci tourne au dessus d’un point de
croisement (et donc change de niveau de vol).
Ceci n’e´tant pas sans rappeler le controˆle d’approche, la possibilite´ de mettre les avions en
attente sur des hippodromes en moins (voir section 1.2.1 page 8).
Pour permettre une comparaison des re´sultats pre´sente´s par la suite, cette section rap-
porte ceux pre´sente´s par [Averty 98] dans une the`se sur l’activite´ des controˆleurs ae´riens
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d’approche autour de l’ae´roport de Lyon-Saint-Exupe´ry 3.
[Averty 98] a re´alise´ une e´tude portant sur vingt cinq controˆleurs dont l’aˆge se situe entre
37 et 54 ans. Les observations ont e´te´ re´alise´es pendant une semaine entre 18 et 21 heures,
cet intervalle de temps contenant une des deux pe´riodes de la journe´e (l’autre e´tant le
matin) ou` le trafic a` ge´rer est le plus conse´quent. Lors de cette pe´riode, diffe´rentes analyses
du comportement (mesure du stress, de la sudation, de l’anxie´te´, etc) ont e´te´ re´alise´es puis
corre´le´es au trafic ge´re´ (analyse de l’image radar, des strips et des communications).
La charge de travail des controˆleur a e´te´ e´value´e au moyen d’un indice global, appele´
indice de sollicitation permettant de chiffrer non seulement la quantite´ de trafic (le nombre
d’avions) ge´re´, mais e´galement sa « qualite´ » du point de vue des proble`mes qui lui sont
attache´s, c’est-a`-dire des types de proble`mes a` re´soudre.
Il re´sulte de cette e´tude qu’un controˆleur d’approche ge`re en moyenne quatre ae´ronefs
au meˆme moment mais ce nombre peut aller jusqu’a` une dizaine. Le nombre maximal de
proble`mes a` re´soudre peut aller jusqu’a` six. Lorsque ces bornes maximales sont atteintes,
[Averty 98] conside`re que la valeur de l’indice de sollicitation est telle que la charge est
alors conside´re´e comme excessive.
7.2.2 Une meilleure solution de´couverte
La figure 7.2 pre´sente une parmi les meilleures solutions trouve´es en terme de valeur
du crite`re, les me´ta-heuristiques ne permettant pas de prouver l’optimalite´ d’une solution.
L’allongement moyen des trajectoires est de 16,7%. Cette solution a e´te´ trouve´e en utilisant
le recuit simule´ pre´sente´ section 6.2.4 page 79.
Les axes nord-sud sont repre´sente´s en rouge alors que les axes est-ouest paraissent en
bleu.
La figure 7.3 montre un exemple d’utilisation de ce re´seau principal de routes a` travers
la trajectoire d’un ae´ronef effectuant le trajet de Reykjavik en Iceland (BIKF) a` Palma de
Majorque en Espagne (LEPA).
7.2.3 Premie`re e´valuation
La premie`re comparaison est faite par rapport au re´seau de routes existant. Le crite`re
d’optimisation est l’allongement moyen des trajectoires ponde´re´es par le nombre d’ae´ro-
nefs qui les utilisent. Si l’on s’affranchit de cette ponde´ration, on obtient un allongement
moyen de 17,99% ce qui est plus important que la valeur du crite`re sans ponde´ration.
Comparativement, l’allongement moyen d’une trajectoire sur le re´seau utilise´ a` l’heure
actuelle par rapport a` la route directe se situe entre 7% et 11% 4. Les nouvelles trajectoires
3A` l’e´poque, l’ae´roport se nommait Lyon-Satolas.
4On n’a pas ici de nombre unique pour l’allongement moyen car dans le syste`me actuel, un ae´ronef peut
parfois choisir entre plusieurs routes pour aller d’un point a` un autre. Ainsi, la borne minimale est obtenue
en conside´rant que tous les ae´ronefs utilisent les routes les plus courtes, la borne maximale en conside´rant
qu’ils utilisent tous les routes les plus longues.
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Fig. 7.2 – Meilleur re´seau de routes de´couvert
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Fig. 7.3 – Un exemple de trajectoire utilisant le re´seau principal de routes pour un ae´ronef
allant de BIKF a` LEPA
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sont donc, en moyenne, plus longues, ce qui e´tait attendu au vu de la simplification en
terme de densite´ de routes impose´e par le concept Sector-Less.
Si on regarde plus attentivement la re´partition du nombre de vols en fonction de leur
allongement par rapport a` la route directe (figure 7.4), on s’aperc¸oit ne´anmoins que la
grande majorite´ des allongements se situe sinon en dessous des 7%, du moins en dessous
des 11% (ces bornes sont repre´sente´es en pointille´ sur la figure 7.4). Environ 5% des vols
sont allonge´s de plus de 50% et 2% de plus de 100%. Parmi ces derniers, certains ont
un allongement de plus de 2000%. Ce re´sultat est duˆ au crite`re tre`s strict de ge´ne´ration
de trajectoire. En effet, tout ae´ronef doit emprunter le re´seau de route, quelle que soit
la distance a` parcourir. Or lorsque deux ae´roports sont proches, cela impose parfois aux
ae´ronefs d’effectuer un large de´tour. De plus les Ac¸ores et les ıˆles Canaries font partie
de l’Europe de l’aviation civile. Ainsi les vols inte´rieurs a` ces ıˆles doivent donc passer
par le re´seau de routes qui, lui, ne couvre que l’Europe ge´ographique. Ces vols sont donc
contraint d’effectuer un passage au dessus du Portugal avant de revenir vers leur ae´roport
de destination. Il faut donc filtrer ces vols.
Ces vols, peu nombreux, sont alors conside´re´s comme ne suivant pas le re´seau principal
de routes et devant faire l’objet a posteriori d’un traitement spe´cifique. En filtrant les vols
dont l’allongement est supe´rieur a` 100%, l’allongement moyen du re´seau principal de routes
est de 10,75%. En filtrant ceux dont l’allongement est supe´rieur a` 50%, l’allongement moyen
est de 9,38%, ce qui montre qu’il est possible de faire au moins aussi bien, en moyenne,
que le re´seau actuel a` condition de lui faire subir un post traitement pour traiter les cas
particuliers.
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Fig. 7.4 – Re´partition du nombre de vols en fonction de l’allongement de leur trajectoire
par rapport a` la route directe
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La ve´rification de la cohe´rence du re´seau de routes obtenu et donc du processus d’opti-
misation peut-eˆtre faite par une premie`re e´valuation « visuelle ». En effet on peut relever
plusieurs points positifs quant au re´sultat pre´sente´ figure 7.2 :
– Les diffe´rents algorithmes d’optimisation de´placent majoritairement les points de
croisement la` ou` les ae´ronefs sont les plus pre´sents. En effet on remarque qu’il n’y a,
au dessus de la mer du nord ou de la mer me´diterrane´e, aucun point de croisement,
les ae´ronefs n’ayant pas besoin de tourner au dessus de ces zones.
– Les routes ont tendance a` suivre les flux principaux (a` cause du crite`re d’optimisation
utilise´). On distingue nettement, par exemple, les axes Paris-Toulouse, Paris-Marseille
ou encore Paris-Londres. Par ailleurs on remarque bien, au dessus de l’Europe conti-
nentale une re´elle organisation des points de croisement en un re´seau simple et struc-
ture´.
– Enfin, on assiste a` un regroupement des points dans les « coins » du graphe, duˆ en
partie au fait que les ae´ronefs arrivant ou partant vers « l’exte´rieur » suivent tous,
plus ou moins, les meˆmes routes et tendent a` arriver par les coins. Ces regroupements
multiplient alors les choix qu’ils ont pour la route a` prendre.
En revanche, la structuration du re´seau de routes en fonction des grands flux risque
d’avoir un effet pervers. En effet, un plus court chemin e´tant la somme de plus courts
chemins, le crite`re retenu mais surtout la faible densite´ du re´seau de routes ainsi ge´ne´re´
va avoir tendance a` faire passer tous les ae´ronefs au meˆme endroit. Par exemple, comme
pre´sente´ figure 7.3, un ae´ronef allant de Reykjavik a` Palma de Majorque va passer sur des
segments de route de´ja` tre`s fre´quente´s comme ici les axes Londres-Paris et Paris-Toulouse.
Ceci risque donc d’augmenter le nombre de conflits dans ces zones. Malheureusement, avec
un tel re´seau, il n’est pas re´ellement possible d’offrir un chemin alternatif de longueur
acceptable.
7.2.4 E´valuation en terme de charge de travail du controˆleur
Les simulations pre´sente´es dans cette section ont e´te´ re´alise´es en utilisant des donne´es
plans de vol europe´ens datant de 2002. Arbitrairement c’est la journe´e du 21 juin qui a e´te´
retenue car c’est une des journe´es les plus importantes en terme de trafic ae´rien avec plus
de 28000 vols pour une moyenne de 24000 vols par jour sur l’anne´e 2002.
La charge de travail des controˆleurs est calcule´e ici en fonction du nombre de conflits po-
tentiels a` re´soudre. Les conflits sont comptabilise´s mais non re´solus. On impose cependant
trois restrictions :
– On ne compte que les conflits ayant lieu sur le re´seau de routes principales puisque
c’est celui-ci que l’on veut e´valuer, les conflits autour des ae´roports ne sont donc pas
comptabilise´s.
– Les conflits ayant lieu en dessous du niveau de vol 100 ne sont pas non plus comp-
tabilise´s. En effet on conside`re qu’en dessous de ce niveau de vol, les ae´ronefs sont
ge´re´s par le controˆle d’approche ou sont des vols non commerciaux.
– Plusieurs ae´ronefs en conflit plus d’une fois ne sont comptabilise´s que si le temps
entre deux conflits est supe´rieur a` 30 secondes.
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Afin d’e´viter que deux ae´ronefs ne de´collent ou n’atterrissent en meˆme temps et au
meˆme endroit, le trafic est re´gule´ en ordonnanc¸ant les de´parts et les arrive´es sur chaque
ae´roport en imposant un espacement de 60 secondes entre deux de´collages ou deux atterris-
sages (sauf pour Paris-Charles de Gaulle ou` le de´lai est de 30 secondes ainsi que Paris-Orly
ou` le de´lai est de 45 secondes) 5.
Nombre total de conflits
La faisabilite´ du concept Sector-Less et du re´seau de routes associe´ est tout d’abord
e´value´e en terme de nombre de conflits pendant une journe´e. Si cette valeur, d’un point de
vue global, n’est pas assez significative pour permettre une e´valuation pre´cise de la charge
de travail de chaque controˆleur, elle permet ne´anmoins d’e´valuer la meilleure valeur quant a`
l’espacement entre deux routes paralle`les de directions oppose´es pre´sente´ figure 2.1 page 21
(figures 7.5 et 7.6 pour les re´sultats). On distingue deux types de conflits :
– les conflits situe´s au-dessus du niveau de vol 300. Au-dessus de ce niveau on ne trouve
que des ae´ronefs en croisie`re. La ge´ome´trie des conflits est donc ge´ne´ralement simple
car elle se situe souvent dans le plan horizontal.
– les conflits « e´volutifs » c’est-a`-dire les conflits concernant des ae´ronefs dont un
au moins est, soit en monte´e, soit en descente. Malgre´ l’absence d’image radar en
trois dimensions, ces conflits sont souvent simple a` re´soudre car il suffit alors de
stabiliser un des ae´ronefs en e´volution sur un niveau donne´. Ne´anmoins, c’est le type
de manœuvres le plus couˆteux en terme de consommation de carburant et de moins
confortable pour les passagers.
La figure 7.5 pre´sente le nombre total de conflits sur le re´seau de routes en fonction
de l’espacement entre les routes paralle`les. La figure 7.6 pre´sente le nombre de points de
croisement ou` sont de´tecte´s des conflits, ceux ou` sont de´tecte´s plus de 50 conflits par jour
puis ceux avec plus de 100 conflits par jour, en fonction de l’espacement entre les routes
paralle`les. Dans ce cas, les conflits sont uniquement ceux de´tecte´s a` l’inte´rieur des points de
croisement, c’est-a`-dire lorsqu’un au moins des ae´ronefs en conflit se situe entre les quatre
balises qui de´limitent chaque point de croisement.
La norme de se´paration horizontale e´tant de 5 NM (environ 9.3 km), il n’est pas surpre-
nant que le nombre de conflits pour une distance de se´paration infe´rieure a` 10 km soit bien
plus grand que pour toute autre valeur (figure 7.5). Ainsi on note une forte de´croissance du
nombre de conflits pour des valeurs situe´es entre 9 km et 10 km. La de´croissance enregistre´e
pour des valeurs comprise entre 10 km et 11 km est due a` l’incertitude quant a` la position
des ae´ronefs. Pour une distance comprise entre 11 km et 50 km, le nombre de conflits reste
stable. Les valeurs supe´rieures a` 50 km n’ont pas e´te´ teste´es car, a` partir de cette taille,
les points de croisement sont tellement larges qu’ils se recouvrent deux a` deux, ce qui n’a
plus aucun sens.
Si le nombre de croisements impacte´s lorsque la distance entre deux routes paralle`les
(qui est aussi celle de la largeur des points de croisement) est plus faible lorsque celle-ci
5Sur les grands ae´roports (comme ceux de Paris) l’espacement entre ae´ronefs peut eˆtre re´duit graˆce a`
la multiplication des pistes. Au moment des simulations ces donne´es faisaient de´faut
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Fig. 7.5 – E´volution du nombre de conflits en fonction de l’espacement des routes paralle`les
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est supe´rieure a` la norme de se´paration, il apparaˆıt que cette valeur n’a qu’une influence
limite´e.
Ainsi, on peut affirmer que la valeur de la se´paration entre les routes paralle`les importe
peu. On la choisira e´gale a` 15 km par la suite.
Conflits par point de croisement
Puisque le concept Sector-Less implique un controˆle de chaque ae´ronef depuis son
ae´roport de de´part jusqu’a` sa destination, donc un controˆle par flux, la charge des points de
croisement fournit une bonne vision quant a` la faisabilite´ du concept en terme de quantite´
de trafic ge´rable pas les controˆleurs.
Si le nombre total de conflits donne une premie`re impression, il est important de
comprendre comment ces conflits sont re´partis ge´ographiquement. Ainsi, nous ne nous
inte´ressons plus ici qu’aux conflits qui se situent au sein des points de croisement, ceux
ayant lieu le long des axes n’e´tant que des conflits en rattrapage (c’est-a`-dire lorsqu’un
ae´ronef va plus vite que celui qui le pre´ce`de) et facilement re´solu par le syste`me, soit en
re´gulant la vitesse des ae´ronefs, soit en utilisant les voies de de´passement propre a` chaque
routes.
Comme on peut le voir sur la figure 7.6, quelle que soit la taille des points de croise-
ment, une vingtaine d’entre eux ont plus de 100 conflits par jour. Ge´ographiquement (voir
figure 7.7), la partie la plus charge´e d’Europe est compose´e du sud du Royaume-Uni, de la
France, du Be´ne´lux et de l’Allemagne. On trouve ensuite les autres croisements comptant
beaucoup de conflits potentiels isole´s pre`s des flux importants, par exemple un en Espagne
pre`s de Barcelone ou encore en Italie pre`s de Milan. Enfin on trouve quelques points de
croisements tre`s charge´s dans les « coins » de la grille correspondant aux points d’entre´e
ou de sortie des ae´ronefs en provenance ou a` destination d’un lieu extra-europe´en.
Conflits par point de croisement et par feneˆtre glissante
Quelles que soient les solutions ge´ne´re´es, les points de croisement les plus charge´s se
situent toujours dans les meˆmes zones ge´ographiques. Nous nous inte´ressons, dans cette
partie, a` quatre croisements conside´re´s comme repre´sentatif du point de vue de la charge
(voir figure 7.7) :
– un point de croisement aux environs de Limoges (au sud-ouest de Paris) (LMG) avec
71 conflits dans la journe´e et un point de croisement a` l’est de Paris (PE) avec 112
conflits ; on conside´rera ces deux points comme repre´sentatifs de zones charge´es en
terme de conflits mais dont le nombre parait ge´rable par des controˆleurs ;
– un point de croisement en Suisse (GNV) avec 212 conflits ainsi qu’un point de croise-
ment au sud de l’Allemagne (FFT) avec 349 conflits ; on conside´rera ceux-ci comme
repre´sentatifs de zones probablement surcharge´es et donc difficilement controˆlable.
Le nombre total de conflits ne permettant pas d’e´valuer la charge de travail des diffe´rents
controˆleurs, la figure 7.8 pre´sente le nombre instantane´ de conflit sur une journe´e. La
premie`re observation qui peut eˆtre faite est que ce nombre de´passe rarement 1, c’est-a`-
98 CHAPITRE 7. E´VALUATION DES RE´SULTATS
133
12
5
71
114
212
93
227
99
46
18
285
349
112169
262 308
186
4
PE
FFT
GNV
LMG
Fig. 7.7 – Nombre de conflits par points de croisement avec un espacement de 15 km entre
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dire qu’il n’arrive que tre`s rarement que deux conflits inde´pendants (c’est-a`-dire n’ayant
pas d’ae´ronefs implique´s en commun) surviennent au meˆme moment. Bien entendu, plus
le nombre total de conflits est e´leve´, plus leur fre´quence est importante. On se rend bien
compte alors que les points de croisement les plus charge´s vont eˆtre difficilement ge´rables
par les controˆleurs.
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Fig. 7.8 – Nombre instantane´ de conflits internes aux quatre points de croisement de
re´fe´rence
Si le nombre instantane´ de conflits donne une premie`re indication sur la charge de
travail des controˆleurs, une meilleure mesure est le nombre de conflits a` traiter dans les x
minutes a` venir. La figure 7.9 pre´sente ainsi les re´sultats utilisant une feneˆtre glissante de
15 minutes, c’est-a`-dire le nombre de conflits a` re´soudre dans les 15 prochaines minutes.
Sur les points de croisement ayant « peu » de conflits, ce nombre de´passe rarement 5, ce
qui parait parfaitement ge´rable par les controˆleurs [Averty 98]. En revanche, si on conside`re
les points de croisement ayant un nombre e´leve´ de conflits par jour, le nombre de conflits a`
re´soudre en moins de 15 minutes est re´gulie`rement supe´rieur a` 10 et parfois meˆme supe´rieur
15. On se rend bien compte alors que, dans ce cas extreˆme, la re´solution est impossible a`
effectuer par un ope´rateur humain.
Il faut maintenant rappeler le principe ge´ne´ral d’un controˆle Sector-Less. Dans ce cadre-
ci, un ae´ronef est controˆle´ par un meˆme controˆleur depuis la zone d’approche de son
ae´roport de de´part (ou depuis son point d’entre´e dans le re´seau de routes s’il vient d’un
pays hors zone couverte par le re´seau) jusqu’a` celle de son ae´roport d’arrive´e (ou de son
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de´part du re´seau s’il rejoint un pays hors zone). Lorsqu’il y a conflit entre deux ou plusieurs
ae´ronefs, deux cas sont alors envisageables :
– le controˆleur controˆle tous les ae´ronefs en conflits et la gestion de ceux-ci n’a pas d’in-
fluence sur les autres ae´ronefs ; alors le conflit est facilement soluble par le controˆleur
concerne´.
– plusieurs controˆleurs sont concerne´s par le conflit ou la re´solution d’un conflit peut
perturber la trajectoire d’ae´ronefs exte´rieurs a` celui-ci. La re´solution implique donc
une « ne´gociation » entre les diffe´rents ope´rateurs humains concerne´s.
Le proble`me principal vient donc de savoir quels types de conflits on rencontre le plus.
E´tant donne´ que les conflits enregistre´s sont uniquement dus aux ae´ronefs changeant de
direction donc changeant de niveau et les ae´ronefs e´tant, a priori, affecte´s aux controˆleurs
en fonction de leur flux, on risque donc, en grande majorite´ se retrouver avec des conflits
concernant deux ou plusieurs controˆleurs. C’est bien entendu ceux-ci qui posent le plus de
proble`mes. En effet, si l’on s’inte´resse aux points de croisement charge´s, on peut imaginer un
meˆme controˆleur oblige´ de re´soudre un conflit avec un controˆleur et un autre conflit avec un
autre controˆleur. D’apre`s [Averty 98] la charge d’un controˆleur est excessive lorsque celui-ci
doit ge´rer six conflits au meˆme moment. Un conflit, dans le cadre du concept Sector-Less
pouvant, en plus, faire intervenir une ne´gociation entre deux voire plusieurs controˆleurs,
on se rend bien compte que ceci risque de devenir totalement inge´rable.
Le concept Sector-Less montre alors toutes ses limites et parait, pour l’instant, peu
transposable dans la re´alite´.
7.3 E´valuation des algorithmes de maintien des plus
courts chemins dans un graphe
Tous les tests e´voque´s dans les sections qui suivent ont e´te´ effectue´s sur un pentium IV
cadence´ a` 2.8 Ghz posse´dant 4 Go de me´moire vive.
Les algorithmes pre´sente´s chapitre 4 ont tout d’abord e´te´ teste´s sur des graphes pla-
naires quelconques ge´ne´re´s ale´atoirement, puis sur des graphes planaires quelconques mais
respectant la topologie de´crite au chapitre 3 (un sommet est relie´ a` au plus quatre autres
sommets qui lui sont « ge´ographiquement » adjacents) et enfin sur le proble`me principal
traite´ dans ce document, c’est-a`-dire la ge´ne´ration et l’optimisation d’un re´seau principal
de routes pour un controˆle Sector-Less.
Les re´sultats des tableaux 7.2 et 7.3 montrent, pour un nombre donne´ de variations
ale´atoires du graphe (modification du poids des arcs pour le tableau 7.2, « de´placement »
de sommets pour le tableau 7.3), le temps CPU (en secondes) pour l’initialisation (calcul
pour la premie`re fois de tous les plus courts chemins) ainsi que le temps total d’exe´cution
hors temps d’initialisation. La dernie`re ligne de chaque tableau indique la quantite´ (en
Mo) maximale de me´moire utilise´e mesure´e (apre`s l’initialisation et au total apre`s 1000
ite´rations).
La comparaison se fait entre trois algorithmes diffe´rents, le but e´tant d’e´valuer l’algo-
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rithme de maintien des plus courts chemins pre´sente´ section 4.4.2 page 48. On le compa-
rera tout d’abord a` l’algorithme de Floyd-Warshall (section 4.2.2 page 40) puisque l’algo-
rithme ad-hoc en est directement inspire´ et ceci afin de pouvoir relever les ame´liorations
re´alise´es, puis a` l’algorithme de Ramalingam et Reps (section 4.3.2 page 42), ce dernier
e´tant conside´re´ comme la re´fe´rence en terme d’efficacite´.
7.3.1 E´valuation des algorithmes de maintien sur des graphes
planaires ale´atoires
Les premiers tests ont e´te´ re´alise´s sur des graphes planaires quelconques ge´ne´re´s ale´a-
toirement 6. On e´value les algorithmes en fonction de plusieurs caracte´ristiques :
– le nombre d’ite´rations, c’est-a`-dire le nombre de fois ou` l’on exe´cute les algorithmes
de mise a` jour de la structure contenant les plus courts chemins. Dans le cas de
l’algorithme de Floyd-Warshall, c’est le nombre de fois ou` l’on exe´cute entie`rement
le processus (tous les plus courts chemins sont alors recalcule´s).
– le nombre de modifications de poids d’arcs par ite´ration, c’est-a`-dire le nombre d’arcs
ayant la valeur de leur poids modifie´e. L’algorithme de Ramalingam et Reps effectuant
les mises a` jour une par une, on exe´cute dans ce cas l’algorithme autant de fois qu’il
y a d’arcs modifie´s.
Le tableau 7.2 pre´sente la moyenne des re´sultats des tests effectue´s sur dix graphes
planaires ale´atoires de 256 sommets. La premie`re partie du tableau pre´sente les re´sultats
apre`s n ite´rations, chaque ite´ration correspondant a` l’alte´ration du poids d’un unique arc
choisi au hasard ; la seconde partie pre´sente les re´sultats ou` l’on effectue quatre modifica-
tions de poids sur 4 arcs diffe´rents choisis au hasard et enfin la dernie`re ou` l’on effectue 10
modifications sur 10 arcs diffe´rents.
Le tableau 7.3 pre´sente la moyenne des re´sultats des tests effectue´s sur dix graphes pla-
naires ale´atoires de 256 sommets mais respectant la topologie, c’est-a`-dire que les graphes
sont « en forme » de grille. La premie`re partie du tableau pre´sente les re´sultats apre`s n
ite´rations, chaque ite´ration e´tant le de´placement d’un sommet choisi au hasard donc cor-
respond a` l’alte´ration du poids des arcs relie´s a` ce sommet (jusqu’a` 4 arcs mis a` jour) ;
la seconde partie pre´sente les re´sultats ou` l’on effectue quatre de´placements de sommets
(jusqu’a` 16 arcs mis a` jour) et enfin la dernie`re ou` l’on effectue 10 modifications sur 10
sommets diffe´rents.
Au vu des re´sultats, c’est bien entendu l’algorithme de Ramalingam et Reps qui est le
plus efficace, quel que soit le cas e´tudie´. Non seulement il est bien plus rapide que tous les
autres algorithmes mais de plus il consomme moins d’espace me´moire.
L’algorithme ad-hoc inspire´ de celui de Floyd-Warshall est quant a` lui plus rapide que
ce dernier mais uniquement dans les cas les plus simples, c’est-a`-dire lorsque l’on change
le poids d’un unique arc ou lorsque l’on de´place un unique sommet donc que l’on modifie
la valeur des poids des arcs qui lui sont relie´s. Dans le premier cas on ame´liore par un
6Les graphes planaires quelconques ont e´te´ ge´ne´re´s en utilisant la librairie Ocamlgraph (voir
www.lri.fr/~filliatr/ocamlgraph).
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1 modification ale´atoire d’arc par ite´ration
Floyd-Warshall Ramalingam et Reps Algorithme ad-hoc
Nb ite´rations init. mises a` jour init. mises a` jour init. mises a` jour
1 0.47 0.50 0.22 0.00 2.96 0.05
10 0.46 4.97 0.22 0.05 2.94 1.07
100 0.46 49.81 0.22 0.47 2.95 12.80
1000 0.46 502.30 0.22 4.96 2.96 155.51
RAM (Mo) 2.6 2.8 1.6 1.6 131.9 242.1
4 modifications ale´atoires d’arcs par ite´ration
Floyd-Warshall Ramalingam et Reps Algorithme ad-hoc
Nb ite´rations init. mises a` jour init. mises a` jour init. mises a` jour
1 0.47 0.50 0.22 0.02 2.96 0.27
10 0.47 4.99 0.22 0.18 2.97 4.82
100 0.47 50.26 0.22 1.90 2.96 60.22
1000 0.47 508.67 0.22 21.95 2.95 675.41
RAM (Mo) 2.6 2.8 1.6 1.6 131.9 243.7
10 modifications ale´atoires d’arcs par ite´ration
Floyd-Warshall Ramalingam et Reps Algorithme ad-hoc
Nb ite´rations init. mises a` jour init. mises a` jour init. mises a` jour
1 0.47 0.50 0.22 0.05 2.97 1.05
10 0.46 5.04 0.21 0.49 2.97 12.36
100 0.47 50.56 0.22 5.01 2.98 153.79
1000 0.47 506.23 0.22 57.99 2.94 1634.62
RAM (Mo) 2.6 2.9 1.6 1.6 131.9 244.5
Tab. 7.2 – Temps CPU en seconde (initialisation et temps des mises a` jour) des algorithmes
de maintien sur des graphes planaires ale´atoires de 256 sommets en fonction du nombre de
modifications par ite´ration
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1 sommet de´place´ ale´atoirement par ite´ration (jusqu’a` 4 arcs modifie´s)
Floyd-Warshall Ramalingam et Reps Algorithme ad-hoc
Nb ite´rations init. mises a` jour init. mises a` jour init. mises a` jour
1 0.32 0.33 0.23 0.04 2.78 0.08
10 0.31 3.26 0.23 0.53 2.77 1.26
100 0.31 33.05 0.23 4.56 2.77 11.27
1000 0.32 331.78 0.23 45.39 2.78 142.09
RAM (Mo) 2.0 2.3 1.6 1.6 130.2 237.2
4 sommets modifie´s ale´atoirement par ite´ration (jusqu’a` 16 arcs modifie´s)
Floyd-Warshall Ramalingam et Reps Algorithme ad-hoc
Nb ite´rations init. mises a` jour init. mises a` jour init. mises a` jour
1 0.32 0.33 0.23 0.24 2.80 0.51
10 0.31 3.33 0.23 1.98 2.72 4.45
100 0.32 32.87 0.23 18.38 2.75 53.45
1000 0.31 331.53 0.23 178.69 2.75 604.86
RAM (Mo) 2.0 2.3 1.6 1.6 130.2 237.8
10 sommets modifie´s ale´atoirement par ite´ration (jusqu’a` 40 arcs modifie´s)
Floyd-Warshall Ramalingam et Reps Algorithme ad-hoc
Nb ite´rations init. mises a` jour init. mises a` jour init. mises a` jour
1 0.32 0.33 0.23 0.53 2.76 1.14
10 0.32 3.40 0.24 4.89 2.81 10.91
100 0.31 33.14 0.23 45.74 2.82 135.58
1000 0.32 330.98 0.23 445.96 2.76 1405.91
RAM (Mo) 2.0 2.3 1.6 1.6 130.2 238.2
Tab. 7.3 – Temps CPU en seconde (initialisation et temps des mises a` jour) des algorithmes
de maintien sur des graphes planaires ale´atoires de 256 sommets respectant la topologie en
fonction du nombre de modifications par ite´ration
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facteur 3, dans le second par un facteur 2. En revanche de`s que le nombre de modifications
devient important, l’algorithme de maintien n’est plus efficace et il est alors plus rapide de
recalculer tous les plus courts chemins.
7.3.2 E´valuation des algorithmes de maintien sur le cas re´el
La diffe´rence majeure lors de l’e´valuation du cas re´el avec les e´valuations faites pre´ce´-
demment est, en plus de l’environnement (lecture des donne´es, optimisation, ge´ne´ration
de plans de vol, etc.), l’ajout de la contrainte d’angle impose´e a` tous les ae´ronefs (voir
section 3.4.4 page 30). Or il n’est pas possible d’inte´grer cette contrainte au sein meˆme
de l’algorithme de maintien de Ramalingam et Reps. En effet, les diffe´rents algorithmes
de maintien des plus courts chemins utilisant la structure d’arbre des plus courts chemins,
maintiennent cette structure en tenant compte du fait qu’un plus court chemin est une
somme de plus courts chemins. Conside´rons le plus court chemin allant de i a` k passant
par le sommet j 〈i, j, k〉. Supposons alors que j est modifie´ tel que îjk ne ve´rifie plus la
contrainte d’angle mais en conservant 〈i, j〉 et 〈j, k〉 comme les plus courts chemins allant
respectivement de i a` j et de j a` k. 〈i, j, k〉 n’est plus, au regard de la contrainte d’angle, le
plus court chemin allant de i a` k. On ne peut donc plus construire l’arbre des plus courts
chemins ayant pour racine i.
Insertion de la contrainte angulaire dans le graphe
Pour contourner cette difficulte´, la contrainte a e´te´ « inse´re´e » dans le graphe lui-meˆme.
Chaque sommet du graphe a ainsi e´te´ duplique´ en huit sommets identiques afin de pouvoir
ge´rer les angles de virages. La figure 7.10 pre´sente cette duplication. Les fle`ches repre´sentent
les sens des arcs. En re´alite´ ces huit sommets se superposent ge´ographiquement.
Ainsi, lorsque l’on de´place un sommet, en calculant les diffe´rents angles qu’il forme avec
son voisinage et en supprimant les arcs correspondant aux trajectoires ne respectant pas
les contraintes, il devient impossible de calculer un plus court chemin ne respectant pas la
contrainte angulaire.
Par exemple, comme illustre´ figure 7.11 supposons qu’un de´placement implique que
l’angle ÂCB devient infe´rieur a` la limite impose´e (dans le cas des simulations, on prend
cette limite e´gale a` 90 degre´s), il suffit alors de supprimer les arcs
−→
1, 8 et
−→
7, 2. Si l’angle
redevient supe´rieur a` la limite angulaire, ces arcs sont rajoute´s. Pour ne pas fausser le
calcul de distance, ces arcs « internes » sont de poids nuls. Sachant que les algorithmes
de maintien ge`rent parfaitement l’ajout ou la suppression d’arc, cette modification n’a pas
d’influence sur le code de ces algorithmes. En revanche la taille du graphe a` parcourir est,
elle, huit fois supe´rieure.
Le proble`me de cette solution est qu’il est alors difficilement possible d’utiliser l’al-
gorithme ad-hoc. En effet, il faudrait pouvoir stocker 2048 matrices (256 ∗ 8) de taille
respective 2048 x 2048. Cela est bien entendu possible a` condition de posse´der un machine
ayant plus de 64 G0 de me´moire vive...
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Fig. 7.10 – Duplication de sommet afin de permettre l’insertion d’un contrainte angulaire
dans un graphe
Contrainte angulaire partielle
Une autre solution consiste alors a` utiliser notre algorithme en valeur approche´e quant
au calcul des plus courts chemins. Contrairement a` l’algorithme de Ramalingam et Reps,
car il travaille sur les arbres de plus courts chemins, il est possible d’inse´rer une contrainte
d’angle partielle au sein meˆme de l’algorithme ad-hoc et ainsi e´viter la duplication des
sommets. En revanche le re´sultat trouve´ ne sera alors qu’une approximation de la ve´ritable
valeur car certaines trajectoires seront plus longues que le ve´ritable plus court chemin. Il
faudra alors faire subir au re´sultat un post traitement afin de ge´ne´re´ les bons plans de vol
a` partir des ve´ritables plus courts chemin respectant la contrainte d’angle, ceci ne pouvant
eˆtre fait qu’en dupliquant chacun des sommets comme pre´ce´demment.
On ajoute la contrainte partielle aux lignes 4, 10 et 17 de l’algorithme 5 page 50. Pour
un i et un j fixe´s, l’algorithme e´value si un plus court chemin ne passerait pas par k.
Connaissant le plus court chemin de i a` k passant par des sommets infe´rieurs a` k, soit i′ le
sommet tel que 〈i...i′k〉 est ce plus court chemin. Connaissant le plus court chemin de k a`
j passant par des sommets infe´rieurs a` k, soit j′ le sommet tel que 〈kj′...j〉 est ce chemin.
On peut alors facilement contraindre î′kj′ a` eˆtre supe´rieur a` la limite fixe´e.
La contrainte n’est alors que partielle. En effet, l’algorithme de Floyd et sa version de
maintien des plus courts chemins de´veloppe´e ici sont base´s sur deux proprie´te´s : l’incre´men-
talite´ qui assure de parcourir tous les sommets du graphe mais e´galement le fait qu’un plus
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Fig. 7.11 – Modification de graphe entraˆınant le non respect de la contrainte angulaire et
ainsi la suppression d’un arc « interne »
court chemin est la somme de plus courts chemins. Or en rajoutant une contrainte angulaire
on perd cette seconde proprie´te´ a` cause de l’incre´mentalite´.
La figure 7.12 pre´sente un cas ou` cette proprie´te´ est viole´e. Calculons le plus court
chemin pour aller de 1 a` 6. L’algorithme parcourt les diffe´rents sommets dans l’ordre
croissant :
– Le premier teste´ est le sommet nume´ro 2. Comme il n’existe pas de plus court chemin
entre 2 et 6 passant par des sommets infe´rieurs a` 2, le passage par ce sommet n’est
pas valide.
– On tente par 3. Le plus court chemin de 1 a` 3 passe par 2. Comme l’angle 2̂, 3, 6 est
infe´rieur a` 90 degre´s, le passage par ce sommet n’est pas valide.
– Par 4. Pas de plus court chemin entre 4 et 6 passant par des sommets infe´rieurs a` 4.
– Par 5. Le plus court chemin de 1 a` 5 passe par 2. Comme l’angle 2̂, 5, 6 est infe´rieur
a` 90 degre´s, le passage par ce sommet n’est pas valide.
– Par 7. Le plus court chemin de 1 a` 7 passe par 4. Celui de 7 a` 6 passe par 4 et 5.
4̂, 7, 4 est infe´rieur a` 90 degre´s, le passage par ce sommet n’est pas valide.
– Par 8. Le plus court chemin de 1 a` 8 passe par 2 et 5. Celui de 8 a` 6 passe par 5.
5̂, 8, 5 est infe´rieur a` 90 degre´s, le passage par ce sommet n’est pas valide.
– Par 9. Le plus court chemin de 1 a` 9 passe par 2, 5 et 8. Le passage par ce sommet
est valide.
Ainsi le plus court chemin trouve´ pour aller de 1 a` 6 avec la contrainte angulaire partielle
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Fig. 7.12 – Exemple de graphe ou` la contrainte angulaire partielle empeˆche de trouver le
plus court chemin
est 〈1, 2, 5, 8, 9, 6〉. Or le ve´ritable plus court chemin est 〈1, 4, 5, 6〉 mais celui-ci n’a pas e´te´
de´tecte´ car au moment de tester le passage par 4, il n’existait pas de plus court chemin
allant de 4 a` 6 par des sommets infe´rieurs a` 4. On obtient donc un plus court chemin
approche´.
Ne´anmoins il est tout a` fait possible d’utiliser cette contrainte angulaire pour optimiser
le re´seau de route. La valeur du crite`re ne sera donc qu’une valeur approche´e et les mouve-
ments rejete´s car de´gradant le crite`re potentiellement bon. Un fois l’optimisation termine´e,
il suffira d’e´tablir les ve´ritables plans de vol en utilisant la technique de duplication des
sommets.
Le tableau 7.4 pre´sente les temps d’exe´cution de chacun des algorithmes de plus courts
chemins en fonction du nombre d’ite´rations du recuit simule´, un unique sommet e´tant
de´place´ a` chaque ite´ration. Les valeurs repre´sentent la moyenne sur dix exe´cutions du
temps CPU passe´ par le recuit simule´ a` de´placer les sommets, calculer/maintenir les plus
courts chemins et calculer le crite`re qui est pre´sente´ ici (on s’affranchit alors de la lecture
des donne´s et autres fonctions secondaires). Dans le cas de l’algorithme de Floyd-Warshall
ou de notre algorithme, on fait un calcul en valeur approche´e, dans le cas de l’algorithme
de Ramalingam et Reps, on duplique les sommets donc le calcul se fait en valeur exacte.
A` cause de la grande taille du graphe sur lequel s’exe´cute l’algorithme de Ramalin-
gam et Reps, le temps d’initialisation est tre`s important (plus d’une centaine de seconde)
comparativement au temps entre deux ite´ration (entre 2 et 3 secondes).
Par comparaison avec les tests sur un graphe ale´atoire, on pouvait s’attendre a` un gain
d’environ 50% (voir tableau 7.3) pour 1000 ite´rations en utilisant l’algorithme de main-
tien des plus courts chemins par rapport a` l’algorithme de Floyd-Warshall or on n’obtient
7.4. E´VALUATION DES ALGORITHMES D’OPTIMISATION 109
Nb ite´rations Floyd-Warshall Ramalingam et Reps Algorithme ad-hoc
GC normal GC normal GC normal GC augmente´
1 0.82 119.21 0.99 0.86
10 8.39 144.51 9.59 8.11
100 83.45 352.93 76.77 62.35
1000 848.60 3212.48 760.64 612.32
RAM (Mo) 10.9 155.8 247.9 802.6
Tab. 7.4 – Tests sur le cas re´el, en valeur approche´e pour les Floyd, en valeur exacte pour
Ramalingam et Reps
(re´sultats de gauche intitule´s GC normal, dernie`re colonne dans 7.4) qu’un gain de 10%. Le
proble`me vient alors de la quantite´ de me´moire utilise´e, notamment lors du calcul du crite`re.
Les e´le´ments stocke´s en me´moire utilise´s pour ce calcul sont nombreux et importants (256
matrices de taille 256 x 256). En profilant l’exe´cution de l’algorithme, on observe alors que
30% du temps est utilise´ par les fonctions du re´cupe´rateur de me´moire (ou garbage collec-
tor). En augmentant la taille de la me´moire qui lui est re´serve´e (space overhead) (re´sultats
de droite intitule´s GC augmente´, dernie`re colonne dans 7.4), on re´duit conside´rablement
le temps de calcul (on obtient une ame´lioration de l’ordre de 30% entre l’algorithme de
Floyd-Warshall et celui ad-hoc) mais la quantite´ de me´moire utilise´e augmente fortement
passant de 250 Mo a` 800 Mo. L’augmentation de la taille de l’espace me´moire re´serve´ dans
le cas de l’algorithme de Ramalingam et Reps n’a que peu d’influence sur la vitesse de
l’algorithme.
Si la meilleure solution pre´sente´e pre´ce´demment (section 7.2.2) a` e´te´ trouve´e en utilisant
l’algorithme de Ramalingam et Reps, les solutions ge´ne´re´es en utilisant la valeur approche´e
du crite`re, une fois calcule´s les plus court chemins par duplication, sont e´quivalente en terme
d’allongement moyen des trajectoires sans ponde´ration. En fait, l’erreur de l’approximation
n’est, en moyenne, que de l’ordre de 3%. Il y a donc un re´el avantage en terme de temps
de calcul a` utiliser, dans notre cas, l’algorithme de´veloppe´ dans cette the`se. En revanche la
consommation de me´moire induite est alors non ne´gligeable. On retrouve ainsi le compromis
commun a` beaucoup d’applications entre quantite´ de me´moire et temps de calcul.
7.4 E´valuation des algorithmes d’optimisation
Il est difficile de comparer, du point de vue du temps de calcul les deux me´ta-heuristiques.
En effet si l’on tente de tester l’algorithme ge´ne´tique en l’associant a` l’algorithme de Ra-
malingam et Reps, les parame`tres e´tant ceux « optimaux » trouve´s chapitre 5 donc avec
une population de 10 individus, la consommation de me´moire vive est de l’ordre de 2 Go.
Le temps de calcul pour passer d’une ge´ne´ration a` une autre est alors tellement long et le
nombre de ge´ne´rations e´tant importants, cet algorithme devient alors totalement inutili-
sable. Dans le cas de l’algorithme ad-hoc, le test n’a meˆme pas pu eˆtre effectue´ par manque
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de me´moire sur la machine de test...
On peut alors tenter de comparer les deux me´ta-heuristiques sur des graphes ale´atoires
mais dans ce cas, on s’aperc¸oit tre`s rapidement de la supe´riorite´ du recuit simule´. L’ope´-
rateur de croisement de´fini pre´ce´demment n’e´tant pas re´ellement efficace, c’est a` dire ne
ge´ne´rant que tre`s rarement de bon individus.
Conclusion et perspectives
Du point de vue algorithmique
Nous avons propose´ dans cette the`se un nouvel algorithme de maintien des plus courts
chemins permettant de re´soudre le proble`me dynamique du calcul des plus courts chemins
toutes paires.
Dans le cas particulier qui nous inte´resse, ou` le calcul des plus courts chemins est soumis
a` une contrainte ge´ome´trique, les algorithmes classiques ne sont pas assez performants. En
revanche, le nouvel algorithme de´veloppe´ dans cette the`se permet de calculer rapidement
une valeur approche´e de ce proble`me sous contraintes. Si les chemins maintenus par cet
algorithme ne sont pas les plus courts, leur valeur est suffisamment proche pour eˆtre utili-
sable lors de la ge´ne´ration et de l’optimisation, en terme de distance, du graphe qui nous
inte´resse.
Ne´anmoins cet algorithme est nettement plus lent et plus gourmand en me´moire que les
meilleurs algorithmes connus lorsqu’il est utilise´ sur des graphes sans contrainte ge´ome´trique.
Si cet algorithme n’est donc, pour l’instant, utile uniquement qu’au cas par cas, il ouvre
plusieurs perspectives dans le maintien des plus courts chemins sous contrainte et notam-
ment par l’e´laboration d’un nouvel algorithme qui permettrait, non plus de calculer les
plus courts chemins en valeur approche´e mais en valeur exacte.
Du point de vue ATM
Nous avons e´value´ dans cette the`se la faisabilite´ d’un nouveau concept de gestion du tra-
fic ae´rien, le concept Sector-Less, entre autre par la cre´ation, l’optimisation et l’e´valuation
d’un re´seau principal de routes adapte´.
La cre´ation et l’optimisation du re´seau principal de routes montre qu’il est possible de
ge´ne´rer un re´seau moins dense mais au moins aussi bon que le re´seau existant, en terme
de distances a` parcourir pour les ae´ronefs. Ceci peut avoir des conse´quences positives,
meˆme pour le syste`me actuel, et peut permettre d’ame´liorer le re´seau de routes existant.
En canalisant mieux le trafic actuel, il est peut eˆtre possible d’augmenter la capacite´ du
syste`me.
Ne´anmoins, le type de controˆle effectue´ dans le concept Sector-Less ressemble plus ou
moins a` celui effectue´ par le controˆle ae´rien militaire franc¸ais [Rivie`re 02]. Les controˆleurs
militaires franc¸ais sont responsables de plusieurs ae´ronefs pour une zone ge´ographique
donne´e (correspondant ge´ne´ralement a` un quart de la France), ces ae´ronefs leur e´tant
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affecte´s de manie`re a` ce que deux ae´ronefs allant dans une meˆme direction soient ge´re´s
par le meˆme controˆleur. Lorsqu’un ae´ronef est potentiellement en conflit avec un second,
une discussion s’engage entre les deux controˆleurs concerne´s, ceux-ci se trouvant dans une
meˆme salle. Il en re´sulte un marchandage permanent entre les diffe´rents controˆleurs. Pour
avoir assiste´ a` leur travail lors d’une journe´e particulie`rement charge´e (le centre de Tours
alors visite´ e´tait responsable ce jour la` de toute la moitie´ ouest de la France), on se rend
bien compte que ceci n’est absolument pas transposable dans l’aviation civile. En fait, afin
de limiter les risques, un controˆleur militaire ne peut pas ge´rer plus de trois mouvements 7
et l’e´tat major recommande fermement de ne pas de´passer deux mouvements hors pe´riode
de surcharge exceptionnelle. Avec plus de 25000 vols par jour en moyenne, cette limitation
du nombre de vols apparaˆıt difficilement transposable dans le cas du controˆle civil.
Ainsi, meˆme si le concept Sector-Less, en plus du syste`me de controˆle par flux, fournit
un ame´nagement de l’espace ae´rien compose´, entre autre, d’un re´seau de routes adapte´ et
performant en terme de distances a` parcourir pour les ae´ronefs, au vu des simulations ef-
fectue´es ici, il apparaˆıt difficile d’utiliser celui-ci sans modification majeure. Pour permettre
son utilisation, le concept requiert notamment une affectation « intelligente » des ae´ronefs
aux controˆleurs en fonction de leurs trajectoires et notamment en fonction des ae´ronefs avec
lesquels ils risquent d’eˆtre en conflit puisqu’il est plus facile pour un controˆleur de ge´rer
seul ces ae´ronefs que de devoir trouver un compromis avec une autre personne. Malgre´ cela,
rien n’indique, pour l’instant, que ce concept est viable.
7Les controˆleurs militaires ge`rent une patrouille compose´e de plusieurs avions comme un seul et unique
vol d’ou` l’appellation de mouvement
Glossaire
ATFM Air Traffic Flow Management, 13
ATM Air Traffic Management, 5, 16, 17, 19, 48, 61
BADA Base of Aircraft DAta, 84, 85
CASA Computer Assisted Slot Allocation, 14
CFMU Central Flow Management Unit, 13, 14, 84
FMS Flight Management Display, 6
FREER Free-Route Experimental Encounter Resolution, 18, 19
GPS Global Positionning System, 6
IFR Instruments Flight Rules, 5, 6, 8
OACI Organisation de l’Aviation Civile Internationale, 8
RVSM Reduced Vertical Separation Minima, 15
SRN Secondary Route Network, 20
TACAN Tactical Air Navigation system, 6
TMA Terminal Maneuvring Area, 8, 19
TRN Trunk Route Network, 20, 22
VFR Visual Flight Rules, 5, 6, 8
VOR VHF Omnidirectional Range, 6
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