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FUNCTIONS DEFINABLE IN DEFINABLY COMPLETE
UNIFORMLY LOCALLY O-MINIMAL STRUCTURE OF THE
SECOND KIND
MASATO FUJITA
Abstract. We consider a definably complete uniformly locally o-minimal ex-
pansion of the second kind of a densely linearly ordered abelian group (DCU-
LOAS structure) in this paper. The first main theorem is the following mono-
tonicity theorem. For a definable function f on an interval I, the interval I
is decomposed into four definable sets. Three sets are open definable sets on
which f is locally constant, locally strictly increasing and continuous, and lo-
cally strictly decreasing and continuous, respectively. The last definable set is
discrete and closed.
We also investigate uniform continuous definable functions and derive Arzela-
Ascoli-type theorem for definable functions. Consider the parameterized func-
tion f : C×P →M which is equi-continuous with respect to P . The projection
image of the set at which f is discontinuous to the parameter space P is of
dimension smaller than dimP when C is closed and bounded.
Finally, we demonstrate that an archimedean DCULOAS structure which
enjoys definable Tietze extension property is o-minimal.
1. Introduction
An o-minimal structure enjoys tame properties such as monotonicity and de-
finable cell decomposition [3, 7, 9]. Toffalori and Vozoris first introduced locally
o-minimal structures in [11]. Roughly speaking, a locally o-minimal structure is
defined by simply localizing the definition of an o-minimal structure. See their
paper [11] for the precise definition of locally o-minimal structures. In spite of its
similarity to the definition of o-minimal structures, a locally o-minimal structure
does not enjoy the localized counterparts such as local monotonicity theorem and
local definable cell decomposition theorem.
A uniformly locally o-minimal structure of the second kind was first introduced
in [4] as a structure which enjoys a local monotonicity theorem [4, Theorem 3.2] and
a local definable cell decomposition theorem [4, Theorem 4.2] with the extra cost
of definably completeness [8]. If it is also an expansion of a densely linearly ordered
abelian group, it also enjoys more tame properties such as good dimension theory
and a decomposition into special submanifolds [4, 5, 6]. We consider a definably
complete uniformly locally o-minimal expansion of the second kind of a densely
linearly ordered abelian group in this paper. We call it a DCULOAS structure for
short.
We investigate functions definable in a DCULOAS structure in this paper. In a
DCULOAS structure, we get a non-local monotonicity theorem which is stronger
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than the conventional local monotonicity theorem [4, Theorem 3.2]. For a defin-
able function f on an interval I, the interval I is decomposed into four definable
sets. Three sets are open definable sets on which f is locally constant, locally
strictly increasing and continuous, and locally strictly decreasing and continuous,
respectively. The last definable set is a discrete and closed.
The new monotonicity theorem together with good dimension theory enables
us to investigate definable continuous functions. For instance, a definable contin-
uous function on a definable closed bounded set is uniformly continuous. We also
demonstrate an Arzela-Ascoli-type theorem for definable functions. Consider the
parameterized function f : C × P → M which is equi-continuous with respect to
P . One of our main theorems is that the projection image of the set at which f is
discontinuous to the parameter space P is of dimension smaller than dimP when
C is closed and bounded.
Functions definable in a DCULOAS structure enjoy several tame properties as
above. Definable Tietze extension theorem is a convenient tool for topological
studies of structures such as [10]. It is available in a definably complete expansion
of an ordered field [1, Lemma 6.6]. Unfortunately, a uniformly locally o-minimal
expansion of the second kind of an ordered field is o-minimal [4, Proposition 2.1].
The author’s concern is whether a DCULOAS structure enjoys definable Tietze
extension property. We obtain a negative partial result on this conjecture. An
archimedean DCULOAS structure which enjoys definable Tietze extension property
is o-minimal.
We introduce the terms and notations used in this paper. The term ‘definable’
means ‘definable in the given structure with parameters’ in this paper. For a linearly
ordered structure M = (M,<, . . .), an open interval is a definable set of the form
{x ∈ R | a < x < b} for some a, b ∈ M . It is denoted by ]a, b[ in this paper. We
define a closed interval similarly. It is denoted by [a, b]. An open box in Mn is the
direct product of n open intervals. When the structure M is an expansion of an
abelian group. The notation M>r denotes the set {x ∈M | x > r} for any r ∈M .
We set |x| := max1≤i≤n |xi| for any vector x = (x1, . . . , xn) ∈ Mn. The function
|x − y| defines a distance in Mn. Let A be a subset of a topological space. The
notations int(A) and A denote the interior and the closure of the set A, respectively.
This paper is organized as follows: We first review the previous works in Section
2. The dimension theory of sets definable in a definably complete uniformly locally
o-minimal structure of the second kind is reviewed in this section. The monotonicity
theorem is proved in Section 3. Definable choice lemma for a DCULOAS structure
is necessary for our study. Section 4 is devoted to the lemma and its corollaries.
We prove the main theorems other than the monotonicity theorem and the theorem
on Tietze extension in Section 5 using the assertions in the previous sections. We
consider definable Tietze extension property in Section 6.
2. Review of previous works
We first review the dimension theory of sets definable in a definably complete
uniformly locally o-minimal structure of the second kind. A definably complete
uniformly locally o-minimal structure of the second kind admits local definable cell
decomposition by [4, Theorem 4.2]. We review the definitions of cells and local
definable cell decomposition in [4, Definition 4.1].
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Definition 2.1 (Definable cell decomposition). Consider a densely linearly ordered
structureM = (M,<, . . .). Let (i1, . . . , in) be a sequence of zeros and ones of length
n. (i1, . . . , in)-cells are definable subsets of M
n defined inductively as follows:
• A (0)-cell is a point in M and a (1)-cell is an open interval in M .
• An (i1, . . . , in, 0)-cell is the graph of a continuous definable function defined
on an (i1, . . . , in)-cell. An (i1, . . . , in, 1)-cell is a definable set of the form
{(x, y) ∈ C ×M | f(x) < y < g(x)}, where C is an (i1, . . . , in)-cell and f
and g are definable continuous functions defined on C with f < g.
A cell is an (i1, . . . , in)-cell for some sequence (i1, . . . , in) of zeros and ones. An
open cell is a (1, 1, . . . , 1)-cell.
We inductively define a definable cell decomposition of an open box B ⊂ Mn.
For n = 1, a definable cell decomposition of B is a partition B =
⋃m
i=1 Ci into finite
cells. For n > 1, a definable cell decomposition of B is a partition B =
⋃m
i=1 Ci into
finite cells such that pi(B) =
⋃m
i=1 pi(Ci) is a definable cell decomposition of pi(B),
where pi :Mn →Mn−1 is the projection forgetting the last coordinate. Consider a
finite family {Aλ}λ∈Λ of definable subsets of B. A definable cell decomposition of B
partitioning {Aλ}λ∈Λ is a definable cell decomposition of B such that the definable
sets Aλ are unions of cells for all λ ∈ Λ.
When a locally o-minimal structure admits local definable cell decomposition,
we can define the dimension of definable sets and it enjoys several good properties.
Three equivalent definitions of dimension are given in [4, Definition 5.1, Corollary
5.3]. We only review the assertions on dimension in [4, 5] which are necessary for
this study.
Proposition 2.2. Let M = (M,<, . . .) be a definably complete uniformly locally
o-minimal structure of the second kind. The following assertions hold true:
(1) Let X ⊂ Y be definable sets. Then, the inequality dim(X) ≤ dim(Y ) holds
true.
(2) Let X be a subset of Mn. The set X is of dimension n if and only if X
has a nonempty interior.
(3) A definable subset of Mn is of dimension ≥ d if it contains an (i1, . . . , in)-
cell with
∑n
j=1 ij ≥ d.
(4) Let X be a nonempty definable subset of Mn. There exists a point x ∈ X
such that dim(X ∩U) = dimX for any open box U containing the point x.
(5) Let X and Y be definable subsets of Mn. We have
dim(X ∪ Y ) = max{dim(X), dim(Y )}.
(6) Let X be a definable set. The frontier X \X is of dimension smaller than
dimX.
(7) Assume that M is a DCULOAS structure. Let f : X → R be a definable
function. The set of the points at which f is discontinuous is of dimension
smaller than dim(X).
Proof. (1) [4, Lemma 5.1]; (2) through (4) [4, Corollary 5.3]; (5) [4, Corollary
5.4(ii)]; (6) [4, Theorem 5.6]; (7) [5, Corollary 1.2]. 
We also need the following lemma on the dimension of a definable subset in M .
Lemma 2.3. Let M = (M,<, . . .) be a definably complete uniformly locally o-
minimal structure of the second kind. Let X be a definable subset of M . It is of
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dimension zero if and only if it is discrete and closed. If X is of dimension zero
and bounded below, we have inf X ∈ X.
Proof. The first assertion follows from [4, Lemma 5.2, Corollary 5.3]. Let X be
a definable subset of M of dimension zero. Since M is definably complete, the
infimum infX is well-defined. It is finite because X is bounded below. Since X is
closed, we have inf X ∈ X . 
The following technical lemma is used in Section 5.
Lemma 2.4. Let M = (M,<, . . .) be a definably complete uniformly locally o-
minimal structure of the second kind. Consider definable subsets X1 and X2 of
Mm and Mn, respectively. Let pi : Mm+n → Mm be the projection onto the
first m coordinates. Let W be an open box in Mm+n. Consider a definable cell
decomposition of W partitioning W ∩ (X1 ×X2). Assume that a cell E contained
in X1 ×X2 satisfies the following conditions:
(a) dim pi(E) = dimX1;
(b) Any cell E′ such that dimE′ > dimE, pi(E′) = pi(E) and E′ ∩ E 6= ∅ is
not contained in X1 ×X2.
Then there exist a point x ∈ E and an open box U in Mm+n containing the point
x such that (X1 ×X2) ∩ U is contained in E.
Proof. Let E be an (i1, . . . , im+n)-cell. Consider the family D of the cells in pi(W )
contained in X1 which is not pi(E). Set D˜ = pi(E) \
⋃
D∈DD. We have dim D˜ =
dimX1 by Proposition 2.2(5) because dimD∩pi(E) ≤ dimD\D < dimD ≤ dimX1
for all D ∈ D by Proposition 2.2(1), (6). Let D′ be a cell contained in D˜ with
dimD′ = dimX1, the intersection pi
−1(D′) ∩ E is obviously a cell of dimension
dimD′ + im+1 + · · ·+ im+n = dimE by the definition of dimension. The definable
set F = pi−1(D˜) ∩ E is of dimension dimE by Proposition 2.2(3).
Consider the family E of the cells E′ in W contained in X1 × X2 such that
pi(E) = pi(E′) and E′ ∩ E 6= ∅. We have dimE′ ≤ dimE by the assumption. Set
G = F \
⋃
E′∈E E
′. We have dimG = dimE for the same reason as above. In
particular, the definable set G is not an empty set. Take a point x ∈ G and a
sufficiently small open box U containing x. It is obvious that D ∩ pi(U) = ∅ for all
D ∈ D and E′ ∩ U = ∅ for all E′ ∈ E by the definition. Take an arbitrary cell E′′
contained in X1 × X2 which is not a member of E and pi(E′′) = pi(E). We have
E′′ ∩E = ∅. Hence, we may assume that E′′ ∩U = ∅ for such cells E′′ shrinking U
if necessary. We have demonstrated that (X1 ×X2) ∩ U is contained in E because
U has an empty intersection with the cells contained in X1×X2 other than E. 
3. Monotonicity
Parameterized local monotonicity theorem for uniformly locally o-minimal struc-
ture of the second kind is demonstrated in [4, Theorem 3.2]. We derive another
monotonicity theorem in this section when the structure is a DCULOAS structure.
We first review the definition of local monotonicity.
Definition 3.1 (Local monotonicity). [4, Definition 3.1] A function f defined on
an open set I is locally constant if, for any x ∈ I, there exists an open interval J
such that x ∈ J ⊂ I and the restriction f |J of f to J is constant.
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A function f defined on an open set I is locally strictly increasing if, for any x ∈ I,
there exists an open interval J such that x ∈ J ⊂ I and f is strictly increasing on
the interval J . We define a locally strictly decreasing function similarly. A locally
strictly monotone function is a locally strictly increasing function or a locally strictly
decreasing function. A locally monotone function is locally strictly monotone or
locally constant.
We need the following lemmas which are given in [4].
Lemma 3.2. Let M = (M,<, . . .) be a uniformly locally o-minimal structure of
the second kind. Let f : I → M be a definable function on an open interval I.
Assume that, for any a ∈ I, there exists an open interval Ia such that a ∈ Ia ⊂ I,
f(x) < f(a) for all x ∈ Ia with x < a and f(x) > f(a) for all x ∈ Ia with x > a.
Then, f is locally strictly increasing.
Proof. [4, Lemma 3.1] 
Lemma 3.3. Let M = (M,<, . . .) be a uniformly locally o-minimal structure of
the second kind. No injective definable functions defined on open intervals have the
local minimum throughout the intervals.
Proof. [4, Lemma 3.2] 
The following is one of the main theorems in this paper.
Theorem 3.4 (Monotonicity theorem). Let M = (M,<,+, 0, . . .) be a DCULOAS
structure. Let I be an interval and f : I →M be a definable function. There exists
a partition I = Xd ∪Xc ∪X+ ∪X− of I into definable sets satisfying the following
conditions:
(1) the definable set Xd is discrete and closed;
(2) the definable set Xc is open and f is locally constant on Xc;
(3) the definable set X+ is open and f is locally strictly increasing and contin-
uous on X+;
(4) the definable set X− is open and f is locally strictly decreasing and contin-
uous on X−.
Proof. We prove the theorem basically following the strategy of the proof of [4,
Theorem 3.2]. We first demonstrate the following claim:
Claim 1. There exists a partition I = X ′d ∪Xc ∪Xn such that
(a) the definable set X ′d is at most of dimension zero;
(b) the definable set Xc satisfies the condition (2) of the theorem;
(c) the definable set Xn is open and f is locally injective on it.
Here, a function g : I → M is called locally injective if, for any x ∈ I, there exists
an open interval I ′ such that x ∈ I ′ ⊂ I and the restriction of g to I ′ is injective.
We show Claim 1. Set
Xc = {x ∈ I | ∃x1, x2 ∈ I such that x1 < x < x2 and
f(x) = f(x′) for all x′ with x1 < x
′ < x2}.
The set Xc clearly satisfies the condition (2) of the theorem. Let E be the boundary
of the definable set Xc. It is at most of dimension zero by Proposition 2.2(6). Set
Y = I \Xc.
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Consider the definable set
Xn = {x ∈ Y | ∃x1 < x, ∃x2 > x, f is injective on the interval ]x1, x2[}.
It is obviously open. It satisfies the condition (c) of Claim 1. We show that Xn
is dense in Y . Fix an arbitrary point x′ ∈ Y . There exists x2 ∈ Y such that the
open interval J :=]x′, x2[ is contained in Y . For any y ∈ f(J), the definable set
{x ∈ J | f(x) = y} does not contain an open interval by the definition of Xc and Y .
It is of dimension zero by Proposition 2.2(2). It has the smallest element by Lemma
2.3. Consider a definable map g : f(J)→ J given by g(y) = inf{x ∈ J | f(x) = y}.
We have f(g(y)) = y for all y ∈ f(J). The image of g contains an open interval
one of whose endpoints is x′. Otherwise, there exists an open interval ]x′, x′2[⊂ J
with ]x′, x′2[∩g(f(J)) = ∅ becauseM is locally o-minimal. Take a point u ∈]x
′, x′2[.
We have g(f(u)) > u. However, g(f(u)) is the smallest element in {x ∈ J | f(x) =
f(u)} by the definition of g. It is a contradiction because u is smaller than g(f(u)).
We have shown that there exists x′2 with ]x
′, x′2[⊂ g(f(J)). It means that f is
injective on the interval ]x′, x′2[. We have shown that Xn is dense in Y .
Since Xn is dense in Y , the set Y \Xn does not contain an open interval. We have
dim(Y \Xn) ≤ 0 by Proposition 2.2(2). The definable set Xn satisfies the condition
(c) of Claim 1. Set X ′d = E ∪ (Y \Xn), then the set X
′
d satisfies the condition (a)
of Claim 1 by Proposition 2.2(5). We have finished the proof of Claim 1.
Claim 2. There exists a partition Xn = X
′′
d ∪X
′
+ ∪X
′
− such that
(a) the definable set X ′′d is at most of dimension zero;
(b) the definable set X ′− is open and f is locally strictly decreasing on it;
(c) the definable set X ′+ is open and f is locally strictly increasing on it.
We demonstrate Claim 2. Define the definable subsets X ′′−, X
′′
+, Xmax and Xmin
of Xn as follows:
X ′′− = {x ∈ Xn | ∃x1 < x ∃x2 > x with x1 ∈ Xn, x2 ∈ Xn,
∀x′((x1 < x
′ < x)→ (f(x′) > f(x)) ∧ x′ ∈ Xn),
∀x′((x < x′ < x2)→ (f(x) > f(x
′)) ∧ x′ ∈ Xn)}
X ′′+ = {x ∈ Xn | ∃x1 < x ∃x2 > x with x1 ∈ Xn, x2 ∈ Xn,
∀x′((x1 < x
′ < x)→ (f(x′) < f(x)) ∧ x′ ∈ Xn),
∀x′((x < x′ < x2)→ (f(x) < f(x
′)) ∧ x′ ∈ Xn)}
Xmax = {x ∈ Xn | ∃x1 < x ∃x2 > x with x1 ∈ Xn, x2 ∈ Xn,
∀x′((x1 < x
′ < x)→ (f(x′) < f(x)) ∧ x′ ∈ Xn),
∀x′((x < x′ < x2)→ (f(x) > f(x
′)) ∧ x′ ∈ Xn)}
Xmin = {x ∈ Xn | ∃x1 < x ∃x2 > x with x1 ∈ Xn, x2 ∈ Xn,
∀x′((x1 < x
′ < x)→ (f(x′) > f(x)) ∧ x′ ∈ Xn),
∀x′((x < x′ < x2)→ (f(x) < f(x
′)) ∧ x′ ∈ Xn)}
Since M is locally o-minimal and f is locally injective on Xn, we have
Xn = X
′′
− ∪X
′′
+ ∪Xmax ∪Xmin.
Let E′ be the union of boundaries of X ′′+ and X
′′
−. The definable set X
′
+ = X
′′
+ \E
′
satisfies the condition (c) of Claim 2 by Lemma 3.2. In the same way, the definable
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set X ′− = X
′′
− \ E
′ satisfies the condition (b) of Claim 2. The definable set Xmin
is at most of dimension zero by Lemma 3.3 and Proposition 2.2(2). In the same
way, Xmax is at most of dimension zero. The definable set X
′′
d = E
′ ∪Xmin ∪Xmax
satisfies the condition (a) of Claim 2 by Proposition 2.2(5). We have proven Claim
2.
We are ready to finish the proof of the monotonicity theorem. Set D = {x ∈
X ′+ ∪X
′
− | f is discontinuous at x}. It is at most of dimension zero by Proposition
2.2(7). Set X+ = X
′
+ \ D, X− = X
′
− \ D and Xd = X
′
d ∪ X
′′
d ∪ D. Since D is
closed by Lemma 2.3, X+ and X− are open. The definable set Xd is discrete and
closed by Lemma 2.3 and Proposition 2.2(5). The definable sets Xc, X+, X− and
Xd satisfy the conditions of the theorem. 
We also need the following lemma in [4].
Lemma 3.5. Let M = (M,<, . . .) be a definably complete local o-minimal struc-
ture. A locally strictly monotone definable function defined on an open interval is
strictly monotone.
Proof. [4, Proposition 3.1] 
The following corollary guarantees the existence of the limit.
Corollary 3.6. Let M = (M,<,+, 0, . . .) be a DCULOAS structure. Let s > 0
and f :]0, s[→Mn be a bounded definable map. There exists a unique point x ∈Mn
satisfying the following condition:
∀ε > 0, ∃δ > 0, ∀t, 0 < t < δ ⇒ |x− f(t)| < ε.
The notation limt→+0 f(t) denotes the point x.
Proof. We first reduce to the case in which n = 1. Assume that the corollary holds
true for n = 1. Let pii be the projection onto the i-th coordinate for all 1 ≤ i ≤ n.
Apply the corollary to the composition pii ◦ f . Set xi = limt→+0 pii ◦ f(t) for all
1 ≤ i ≤ n. It is obvious that x = (x1, . . . , xn) is the unique point satisfying the
condition in the corollary. We have succeeded in reducing to the case in which
n = 1.
Set I =]0, s[. Applying Theorem 3.4 to f , we get a partition I = Xd ∪ Xc ∪
X+ ∪X− into definable sets satisfying the conditions in Theorem 3.4. Since Xd is
discrete and closed, we have inf Xd ∈ Xd by Lemma 2.3. Shrinking the interval I if
necessary, we may assume that Xd is an empty set. Since the interval I is definably
connected by [8, Proposition 1.4], we have I = Xc, I = X+ or I = X−. We only
consider the case in which I = X−. We can prove the corollary similarly in the
other cases.
The function f is strictly decreasing by Lemma 3.5 because I = X−. Set x =
inf0<t<s f(t), which exists because f is bounded. It is obvious the point x satisfies
the required condition because f is strictly decreasing. Let x′ be another point
satisfying the condition. We fix an arbitrary ε > 0. There exists δ > 0 with
|x−f(t)| < ε whenever 0 < t < δ. There exists δ′ > 0 with |x′−f(t)| < ε whenever
0 < t < δ′. Set δ′′ = min{δ, δ′}. We have |x − x′| ≤ |x − f(t)| + |x′ − f(t)| < 2ε
whenever 0 < t < δ′′. We get x = x′ because ε is an arbitrary positive element. 
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4. Definable choice
We review the following definable choice lemma and its applications.
Lemma 4.1 (Definable choice). Consider a definably complete expansion of a
densely linearly ordered abelian group M = (M,<,+, 0, . . .). Let X be a defin-
able subset of Mm+n. The notation pi : Mm+n → Mn denotes the projection onto
the last n coordinates. There exists a definable map ϕ : pi(X) → X such that the
composition pi ◦ ϕ is the identity map on pi(X).
Proof. [6, Lemma 5.1] 
The following curve selection lemma is worth to be mentioned.
Corollary 4.2. Consider a DCULOAS structure M = (M,<,+, 0, . . .). Let X
be a definable subset of Mn which is not closed. Take a point a ∈ X \ X. There
exist a small positive ε and a definable continuous map γ :]0, ε[→ X such that
limt→+0 γ(t) = a.
Proof. Let pi : Mn+1 → M be the projection onto the last coordinate. Set Y =
{(x, t) ∈ X ×M | |a − x| = t}. Since M is locally o-minimal, the intersection
]− δ, δ[∩pi(Y ) is a finite union of points and open intervals for a sufficiently small
δ > 0. Since the point a belongs to the closure of X , the intersection ]− δ, δ[∩pi(Y )
contains an open interval of the form ]0, ε[ for some ε > 0. There exists a definable
map γ :]0, ε[→ X with (γ(t), t) ∈ Y for all 0 < t < ε by Lemma 4.1. The set D
of points at which the definable function γ is discontinuous is of dimension zero
by Proposition 2.2(7). We have inf D ∈ D by Lemma 2.3. In particular, we get
infD > 0. Taking a smaller ε > 0 if necessary, we may assume that γ is continuous.
The equality limt→+0 γ(t) = a is obvious by the definition of γ. 
The following two lemmas are used in the subsequent section. They can be
proved by using the definable choice lemma.
Lemma 4.3. Consider a DCULOAS structure M = (M,<,+, 0, . . .). Let C and
P be definable subsets of Mm and Mn, respectively. Let X be a definable subset
of C × P . The notation pi : Mm+n → Mn denotes the projection onto the last n
coordinates. Assume that dimpi(X) = dimP . Then there exists a point (c, p) ∈ X
such that dimpi(X ∩W ) = dimP for all open boxes W in Mm+n containing the
point (c, p).
Proof. We can find a definable map τ : pi(X)→ X such that the composition pi ◦ τ
is the identity map on pi(X) by Lemma 4.1. Let D be the closure of the set of points
at which τ is discontinuous. We have dimD < dimpi(X) = dimP by Proposition
2.2(5), (6), (7). Set E = pi(X) \ D. We obtain dimE = dimP by Proposition
2.2(5). Therefore there exists a point p ∈ E with dim(E ∩U) = dimP for all open
box U in Mn containing the point p by Proposition 2.2(4). Set (c, p) = τ(p).
We demonstrate that the point (c, p) satisfies the condition in the lemma. Take
an arbitrary sufficiently small open boxW inMm+n containing the point (c, p). We
may assume thatD∩pi(W ) = ∅ because p 6∈ D andD is closed. Since τ is continuous
onE, the set τ−1(W ) = pi(τ(E)∩W ) is open in E. There exists an open box U in Rn
such that p ∈ U and E∩U ⊂ pi(τ(E)∩W ). Shrinking U if necessary, we may assume
that U is contained in pi(W ). We have dimP = dimE ∩ U by the definition of the
point p. We then get dimP = dimE ∩ U ≤ dimpi(τ(E) ∩W ) ≤ dim pi(X ∩W ) ≤
dimP by Proposition 2.2(1). We have demonstrated the lemma. 
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Lemma 4.4. Consider a DCULOAS structure M = (M,<,+, 0, . . .). Let C be a
definable closed and bounded subset of Rm. Let ϕ, ψ : C → M>0 be two definable
functions. Assume that the following condition is satisfied:
∀x ∈ C, ∃δ > 0, ∀x′ ∈ C, |x′ − x| < δ ⇒ ϕ(x′) ≥ ψ(x).
Then we have inf ϕ(C) > 0.
Proof. Set l = inf ϕ(C) ≥ 0, which exists by the definably completeness of M. We
have only to show that l > 0. Since M is locally o-minimal, we have l ∈ ϕ(C) or
there exists u ∈ M with l < u and ]l, u[⊂ ϕ(C). It is obvious that l > 0 in the
former case. We consider the latter case in the rest of the proof.
Let Γ be the graph of the function ϕ. Let pi1 :M
m+1 →Mm and pi2 :Mm+1 →
M be the projections onto the first m coordinates and onto the last coordinate,
respectively. We can take a definable map η :]l, u[→ Γ such that the composition
pi2 ◦ η is the identity map on ]l, u[ by Lemma 4.1. Note that the map η is bounded
because the domain of definition C of ϕ is bounded and the interval ]l, u[ is bounded.
Since the set of points at which η is discontinuous is at most of dimension zero by
Proposition 2.2(7), we may assume that η is continuous by taking a smaller u if
necessary.
Set z = limt→l+ η(t), which uniquely exists by Corollary 3.6. We have pi2(z) = l
by the definition of η. Set c = pi1(z). It belongs to C because C is bounded and
closed. For any t > l sufficiently close to l, pi1(η(t)) ∈ C is close to the point
c. We have pi2(η(t)) ≥ ψ(c) for such t by the assumption. We finally obtain
l = limt→l+ pi2(η(t))) ≥ ψ(c) > 0. 
5. Properties of definable functions
We investigate the properties of functions definable in a DCULOAS structure.
Definition 5.1. Consider an expansion of a densely linearly ordered abelian group
M = (M,<,+, 0, . . .). Let C and P be definable sets. Let f : C × P → M be
a definable function. The function f is equi-continuous with respect to P if the
following condition is satisfied:
∀ε > 0, ∀x ∈ C, ∃δ > 0, ∀p ∈ P, ∀x′ ∈ C, |x− x′| < δ ⇒ |f(x, p)− f(x′, p)| < ε.
The function f is uniformly equi-continuous with respect to P if the following
condition is satisfied:
∀ε > 0, ∃δ > 0, ∀p ∈ P, ∀x, x′ ∈ C, |x− x′| < δ ⇒ |f(x, p)− f(x′, p)| < ε.
The function f is pointwise bounded with respect to P if the following condition
is satisfied:
∀x ∈ C, ∃N > 0, ∀p ∈ P, |f(x, p)| < N .
Proposition 5.2. Consider a DCULOAS structure M = (M,<,+, 0, . . .). Let C
and P be definable sets. Let f : C × P →M be a definable function. Assume that
C is closed and bounded. Then f is equi-continuous with respect to P if and only
if it is uniformly equi-continuous with respect to P .
Proof. A uniformly equi-continuous definable function is always equi-continuous.
We prove the opposite implication.
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Take a positive c ∈ M . Consider the definable function ϕ : C ×M>0 → M>0
given by
ϕ(x, ε) = sup{0 < δ < c | ∀p ∈ P, ∀x′ ∈ C, |x− x′| < δ ⇒ |f(x, p)− f(x′, p)| < ε}.
Since f is equi-continuous with respect to P , we have ϕ(x, ε) > 0 for all x ∈ C and
ε > 0. Fix arbitrary x ∈ C and ε > 0. We also fix an arbitrary point x′ ∈ C with
|x′ − x| < 1
2
ϕ(x, ε
2
). We have |f(x′, p)− f(x, p)| < ε
2
by the definition of ϕ.
For all y ∈ C with |x′ − y| < 1
2
ϕ(x, ε
2
), we have |x − y| ≤ |x − x′| + |x′ − y| <
ϕ(x, ε
2
). We get |f(y, p) − f(x, p)| < ε
2
by the definition of ϕ. We finally obtain
|f(y, p) − f(x′, p)| ≤ |f(x′, p) − f(x, p)| + |f(y, p) − f(x, p)| < ε. It means that
ϕ(x′, ε) ≥ 1
2
ϕ(x, ε
2
) whenever |x′−x| < 1
2
ϕ(x, ε
2
). Apply Lemma 4.4 to the definable
functions ϕ(·, ε) and 1
2
ϕ(·, ε
2
) for a fixed ε > 0. We have inf ϕ(C, ε) > 0.
For any ε > 0, set δ = inf ϕ(C, ε). For any p ∈ P and x, x′ ∈ C, we have
|f(x, p)− f(x′, p)| < ε whenever |x− x′| < δ by the definition of ϕ. It means that
f is uniformly equi-continuous. 
It is well known that a continuous function defined on a compact set is uniformly
continuous. The following corollary claims that a similar assertion holds true for a
definable function defined on a definable closed bounded set.
Corollary 5.3. Consider a DCULOAS structure M = (M,<,+, 0, . . .). Let C be
a definable closed and bounded set. A definable continuous function f : C → M is
uniformly continuous.
Proof. Let P be a singleton. Apply Proposition 5.2 to the function g : C×P →M
defined by g(x, p) = f(x). 
We define a definable family of functions and investigate its properties. Equi-
continuity, convergence and uniform convergence are defined for sequences of func-
tions in classical analysis. We consider similar notions for a definable family of
functions.
Definition 5.4. Consider an expansion of a densely linearly ordered abelian group
M = (M,<,+, 0, . . .). Let C be a definable set and s be a positive element in
M . A family {ft : C → M}0<t<s of functions with the parameter variable t is a
definable family of functions if there exists a definable function F : C×]0, s[→ M
such that ft(x) = F (x, t) for all x ∈ C and 0 < t < s. We call it a definable family
of continuous functions if every function ft is continuous.
Consider a definable family of functions {ft : C → M}0<t<s. Set I =]0, s[.
The map F : C × I → M given by F (x, t) = ft(x) is a definable function by
the definition. The family is a definable family of equi-continuous functions if F
is equi-continuous with respect to I. It is a definable family of pointwise bounded
functions if F is pointwise bounded with respect to I.
A definable family of functions {ft : C →M}0<t<s is pointwise convergent if for
all positive ε > 0 and for all x ∈ C, there exists s′ > 0 such that |ft(x)−ft′ (x)| < ε
for all t, t′ ∈]0, s′[.
The following lemma is proved following a typical argument in classical analysis.
Lemma 5.5. Consider an expansion of a densely linearly ordered abelian group
M = (M,<,+, 0, . . .). Let C be a definable set and s be a positive element in M .
Consider a pointwise convergent definable family of functions {ft : C →M}0<t<s.
For any x ∈ C, there exists s′ > 0 such that the set {ft(x) | 0 < t < s
′} is bounded.
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Proof. Fix x ∈ C. Take a positive ε > 0. There exists s′ > 0 such that|ft(x) −
ft′(x)| < ε for all t, t′ ∈]0, s′[. Fix u ∈]0, s′[. For any t ∈]0, s′[, we have |ft(x)| ≤
|fu(x)|+ |fu(x)− ft(x)| < |fu(x)| + ε. It means that the set {ft(x) | 0 < t < s′} is
bounded. 
We also get the following converse when M is a DCULOAS structure.
Lemma 5.6. Let M = (M,<,+, 0, . . .) be a DCULOAS structure. Let C be a
definable set and s be a positive element in M . A definable family of pointwise
bounded functions {ft : C →M}0<t<s is pointwise convergent.
Proof. Fix x ∈ C. Set I =]0, s[. Consider the definable function g : I → M given
by g(t) = ft(x). It is bounded. There exists a limit y = limt→+0 g(t) by Corollary
3.6.
Take a positive ε > 0. There exists s′ > 0 such that|y − g(t)| < ε/2 for all
t ∈]0, s′[. We have |ft(x)−ft′(x)| ≤ |ft(x)−y|+|y−ft′(x)| < ε whenever t, t′ ∈]0, s′[.
It means that the family {ft : C →M}0<t<s is pointwise convergent. 
We define the limit of a pointwise convergent definable family of functions.
Definition 5.7. Consider a DCULOAS structure M = (M,<,+, 0, . . .). Let C be
a definable set and s be a positive element in M . Consider a pointwise convergent
definable family of functions {ft : C → M}0<t<s. For any x ∈ C, consider the
function gx :]0, s[→M given by gx(t) = ft(x). Taking a smaller s > 0 if necessary,
we may assume that gx is bounded by Lemma 5.5. There exists a unique limit
limt→+0 gx(t) exists by Corollary 3.6. The limit limt→+0 ft : C →M of the family
{ft : C →M}0<t<s is defined by (limt→+0 ft)(x) = limt→+0 gx(t).
Definition 5.8. Consider an expansion of a densely linearly ordered abelian group
M = (M,<,+, 0, . . .). Let C be a definable set and s be a positive element in M .
A definable family of functions {ft : C → M}0<t<s is uniformly convergent if for
all positive ε > 0, there exists s′ > 0 such that |ft(x) − ft′(x)| < ε for all x ∈ C
and t, t′ ∈]0, s′[.
The following proposition and its proof is almost the same as the counterparts
in classical analysis.
Proposition 5.9. Consider a DCULOAS structure M = (M,<,+, 0, . . .). Let
C be a definable set and s be a positive element in M . Consider a uniformly
convergent definable family of continuous functions {ft : C →M}0<t<s. The limit
limt→+0 ft : C →M is continuous.
Proof. Fix arbitrary ε > 0 and x ∈ C. Since the family is uniformly convergent,
we may assume that |ft(x′) − ft′(x′)| <
ε
5
for all x′ ∈ C and t, t′ ∈]0, s[ by taking
a smaller s > 0 if necessary. Fix t0 with 0 < t0 < s. There exists δ > 0 such that
|ft0(x
′)− ft0(x)| <
ε
5
whenever |x− x′| < δ because ft0 is continuous. Fix a point
x′ ∈ C with |x−x′| < δ. We can take t1, t2 ∈]0, s[ with |(limt→+0 ft)(x)−ft1(x)| <
ε
5
and |(limt→+0 ft)(x′) − ft2(x
′)| < ε
5
by the definition of the limit limt→+0 ft. We
finally have |(limt→+0 ft)(x
′) − (limt→+0 ft)(x)| ≤ |(limt→+0 ft)(x
′) − ft2(x
′)| +
|ft2(x
′)−ft0(x
′)|+|ft0(x
′)−ft0(x)|+|ft0(x)−ft1(x)|+|ft1(x)−(limt→+0 ft)(x)| < ε.
We have proven that limt→+0 ft is continuous. 
The following Arzela-Ascoli-type theorem is a main theorem of this paper.
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Theorem 5.10. Consider a DCULOAS structure M = (M,<,+, 0, . . .). Let C
be a definable closed and bounded set. A pointwise convergent definable family of
equi-continuous functions {ft : C →M}0<t<s is uniformly convergent.
Proof. Set I =]0, s[. Consider the map F : C × I → M given by F (x, t) = ft(x).
It is an equi-continuous definable function with respect to I by the definition. Set
g = limt→+0 ft. It is well-defined because the family is pointwise convergent.
Take c > 0. Consider the definable function ϕ : C ×M>0 →M>0 given by
ϕ(x, ε) = sup{0 < δ < c | ∀t, t′ ∈]0, δ[, |F (x, t) − F (x, t′)| < ε}.
We first show that it is well-defined. Fix x ∈ C and ε > 0. There exists δ > 0 such
that |F (x, u)− g(x)| < ε
2
for all u ∈]0, δ[ by the definition of g. For any t, t′ ∈]0, δ[,
we have |F (x, t)− F (x, t′)| ≤ |F (x, t)− g(x)|+ |g(x)− F (x, t′)| < ε. The definable
set {0 < δ < c | ∀t, t′ ∈]0, δ[, |F (x, t)−F (x, t′)| < ε} is not empty and the function
ϕ is well-defined.
We fix x ∈ C and ε > 0 again. Since F is equi-continuous with respect to I,
there exists δ′ > 0 such that
∀t ∈]0, s[, ∀x′ ∈ C, |x− x′| < δ′ ⇒ |F (x, t)− F (x′, t)| <
ε
3
.
Fix arbitrary x′ ∈ C with |x−x′| < δ′. For any t, t′ ∈]0, ϕ(x, ε
3
)[, we have |F (x, t)−
F (x, t′)| < ε
3
by the definition of ϕ. We finally get
|F (x′, t)−F (x′, t′)| ≤ |F (x′, t)−F (x, t)|+|F (x, t)−F (x, t′)|+|F (x, t′)−F (x′, t′)| < ε
whenever t, t′ ∈]0, ϕ(x, ε
3
)[. It means that ϕ(x′, ε) ≥ ϕ(x, ε
3
). Apply Lemma 4.4 to
the definable functions ϕ(·, ε) and ϕ(·, ε
3
) for a fixed ε > 0. We have inf ϕ(C, ε) > 0
for all ε > 0.
Fix ε > 0. Set δ = inf ϕ(C, ε) > 0. We have |ft(x)−ft′(x)| = |F (t, x)−F (t′, x)| <
ε for all x ∈ C and t, t′ ∈]0, δ[. It means that the family {ft : C → M}0<t<s is
uniformly convergent. 
The above theorem together with the curve selection lemma yields the following
corollary:
Corollary 5.11. Consider a DCULOAS structure M = (M,<,+, 0, . . .). Let C
and P be definable sets. Assume that C is closed and bounded. Let f : C×P →M
be a definable function which is equi-continuous and pointwise bounded with respect
to P . Take p ∈ P . There exists a definable continuous curve γ :]0, ε[→ P such that
limt→+0 γ(t) = p and the definable family of functions {gt : C → M}0<t<ε defined
by gt(x) = f(x, γ(t)) is uniformly convergent.
Proof. The corollary follows from Corollary 4.2, Lemma 5.6 and Theorem 5.10. 
Consider a parameterized function f : C×P →M which is equi-continuous with
respect to P . The following theorem claims that the projection image of the set at
which f is discontinuous onto the parameter space P is of dimension smaller than
dimP when C is closed and bounded.
Theorem 5.12. Consider a DCULOAS structure M = (M,<,+, 0, . . .). Let C be
a definable closed and bounded set and P be a definable set. Let pi : C×P → P be the
projection. Consider a definable function f : C × P →M which is equi-continuous
with respect to P . Set D = {(x, q) ∈ C×P | f is discontinuous at (x, q)}. We have
dimpi(D) < dimP .
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Proof. Let C and P be definable subsets of Mm and Mn, respectively. We first
consider the set
S = {(x, p) ∈ D | ∃U ⊂Mm : open box with x ∈ U and C ∩ U = Dp ∩ U},
where the notation Dp denotes the fiber {x ∈ C | (x, p) ∈ D}. We first demonstrate
that dim pi(S) < dimP .
Assume the contrary. There exists a point (c, p) ∈ S such that dimpi(S ∩W ) =
dimP for all open box W in Mm+n containing the point (c, p) by Lemma 4.3. Fix
a sufficiently small open box W containing the point (c, p). Let τ : C ×P → P ×C
be the map defined by τ(x, p) = (p, x) and pi′ : Mm+n → Mn be the projection
onto the first n coordinates. Shrinking W if necessary, there exists a definable
cell decomposition of W ′ = τ(W ) partitioning the definable sets W ′ ∩ (P × C)
and S′ = τ(S ∩ W ) by [4, Theorem 4.2]. There exists a cell E contained in S′
with dimpi′(E) = dimP by the assumption. Let Emax be a cell of the maximum
dimension among such cells.
Let E′ be a cell such that pi′(E′) = pi′(Emax), dimE
′ > dimEmax and E′ ∩
Emax 6= ∅. We show that E′ ∩ (P × C) is an empty set. Assume the contrary.
The cell E′ is contained in P × C because it is a cell of the cell decomposition
partitioning the set W ′ ∩ (P × C). Take (p′, c′) ∈ E′ ∩ Emax. We obviously have
(p′, c′) ∈ P ×C because Emax ⊂ S
′ ⊂ P ×C. Since (p′, c′) is an element of S′, there
exists an open box U ′ in Mm containing the point c′ such that C ∩U ′ = Dp′ ∩U ′.
We can take a point d ∈ C ∩U ′ with (p′, d) ∈ E′ because (p′, c′) ∈ E′ ∩Emax. Take
an open box V ′ in Mm contained in U ′ and containing the point d. We obviously
have C ∩ V ′ = Dp′ ∩ V ′. It means that (p′, d) ∈ S′. The cell E′ is contained in S′
because the cell decomposition partitions the set S′. We have dimE′ > dimEmax,
dimpi′(E′) = dimpi′(Emax) = dimP and E
′ ⊂ S′. It is a contradiction to the
definition of Emax. We have demonstrated that E
′ ∩ (P × C) is an empty set.
We can take a point (p1, c1) ∈ Emax such that intersection (P × C) ∩ (V1 × U1)
is contained in Emax for a sufficiently small open box U1 in M
m containing the
point c1 and a sufficiently small open box V1 in M
n containing the point p1 by the
previous claim and Lemma 2.4. It means that (C×P )∩(U1×V1) is contained in S.
Consider the restriction g of f to the set (C × P ) ∩ (U1 × V1). The set of points at
which g is discontinuous is D∩(U1×V1), and g is discontinuous everywhere because
S is contained in D. It contradicts to Proposition 2.2(7). We have demonstrated
that dim pi(S) < dimP .
We next demonstrate that dimpi(D) < dimP . We lead to a contradiction as-
suming the contrary. Set T = D \ pi−1(pi(S)). We have dimpi(T ) = dimP by
Proposition 2.2(5) because dimpi(S) < dimP . There exists a point (c, p) ∈ T such
that dimpi(T ∩W ) = dimP for all open boxW inMm+n containing the point (c, p)
by Lemma 4.3. Fix an arbitrary ε > 0. Since f is uniformly equi-continuous with
respect to P by the assumption and Proposition 5.2, there exists δ > 0 satisfying
the following condition:
(1) ∀q ∈ P, ∀x, x′ ∈ C, |x− x′| < δ ⇒ |f(x, q)− f(x′, q)| < ε/3.
Since T ∩S = ∅, there exists c1 ∈ C such that |c− c1| < δ/2 and (c1, p) 6∈ D. There
exists δ′ > 0 such that
(2) ∀q ∈ P, |q − p| < δ′ ⇒ |f(c1, q)− f(c1, p)| < ε/3
because f is continuous at (c1, p).
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Consider an arbitrary point (c′, p′) ∈ C ×P with |c− c′| < δ/2 and |p− p′| < δ′.
We have |f(c1, p)− f(c, p)| < ε/3 by the inequality (1) because |c− c1| < δ/2. We
also have |f(c′, p′)− f(c1, p′)| < ε/3 by (1) because |c′− c1| ≤ |c′− c|+ |c− c1| < δ.
We get
|f(c′, p′)− f(c, p)| ≤ |f(c′, p′)− f(c1, p
′)|+ |f(c1, p
′)− f(c1, p)|+ |f(c1, p)− f(c, p)|
< ε
by the above inequalities together with the inequality (2). We have demonstrated
that f is continuous at (c, p). It is a contradiction to the condition that (c, p) ∈
T ⊂ D. We have finished the proof of the theorem. 
6. Definable Tietze extension theorem and o-minimality
We treat the assertions satisfied in a DCULOAS structure in the previous sec-
tions. We consider a slightly different type of problem in this section. We consider
whether a DCULOAS structure satisfying definable Tietze extension property is
o-minimal or not.
Definition 6.1. A structure M = (M, . . .) enjoys definable Tietze extension prop-
erty if, for any positive integer n, any definable closed subset A of Mn and any
continuous definable function f : A → M , there exists a definable extension
F :Mn →M of f .
We first prove the following lemma.
Lemma 6.2. Consider a definably complete expansion of a densely linearly ordered
abelian group M = (M,<,+, 0, . . .). If the structure M has a strictly monotone
definable homeomorphism between a bounded open interval and an unbounded open
interval, any two open intervals are definably homeomorphic and there exists a
definable strictly increasing homeomorphism between them.
Proof. By the assumption, there exists a strictly monotone definable homeomor-
phism ϕ : I → J , where I is a bounded open interval and J is an unbounded open
interval. We may assume that I =]0, u[ for some u > 0. In fact, an open interval
]u1, u2[ is obviously definably homeomorphic to ]0, u2−u1[. We may further assume
that ϕ is strictly increasing because the map τ :]0, u[→]0, u[ defined by τ(t) = u− t
is a definable homeomorphism.
We next reduce to the case in which J =]0,∞[. We have only three possibilities;
that is J =]v,+∞[, J =] − ∞, v[ and J = M for some v ∈ M . In the first and
second cases, we may assume that J =]0,∞[ because J =]v,+∞[ and J =]−∞, v[
are obviously definable homeomorphic to ]0,∞[. In the last case, set u′ = ϕ−1(0).
Then the restriction of ϕ to the open interval ]0, u′[ is a definable homeomorphism
between ]0, u′[ and ] −∞, 0[. Hence, we can reduce to the second case. We have
constructed a strictly increasing definable homeomorphism ϕ :]0, u[→]0,∞[. We fix
such a homeomorphism.
We next construct a definable strictly increasing homeomorphism between an
arbitrary bounded open interval and ]0,∞[. We may assume that the bounded
interval is of the form ]0, v[. We have nothing to do when v = u. When v < u, the
map defined by ϕ(t+u−v)−ϕ(u−v) for all t ∈]0, v[ is a definable homeomorphism
between ]0, v[ and ]0,∞[. When v > u, consider the map ψ :]0, v[→]0,∞[ given
by ψ(t) = t for all t ≤ v − u and ψ(t) = ϕ(t + u − v) + v − u for the other
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case. It is a desired definable homeomorphism. We have constructed a definable
homeomorphism between ]0, u[ and all open intervals other than M .
The remaining task is to construct a definable homeomorphism between ]0, u[ and
M . There exists a strictly increasing definable homeommorphisms ψ1 :]0, u/2[→
]−∞, 0[ and ψ2 :]u/2, u[→]0,∞[. The definable map ψ :]0, u[→M given by ψ(t) =
ψ1(t) for t < u/2, ψ(t) = 0 for t = u/2 and ψ(t) = ψ2(t) for t > u/2 is a definable
homeomorphism. They are well-defined because (M,+) is a divisible group by [8,
Proposition 2.2]. 
Lemma 6.3. Consider a uniformly locally o-minimal expansion of the second kind
of a densely linearly ordered abelian groupM = (M,<,+, 0, . . .). If the structureM
has a strictly monotone definable homeomorphism between a bounded open interval
and an unbounded open interval, it is o-minimal.
Proof. Since the map τ :]0, u[→]0, u[ defined by τ(t) = u − t is a definable homeo-
morphism, we may assume that there exists a strictly decreasing definable homeo-
morphism ϕ :]0, u[→]0,+∞[ for some u > 0 by Lemma 6.2.
Let X be an arbitrary definable subset of M . We show that it is a finite union
of points and open intervals.
We first consider the case in which X is bounded. We may assume that x > 0
for all x ∈ X by shifting the definable set X if necessary. Take N > 0 with x < N
for all x ∈ X . Consider the map ψ :]0,∞[×]0, u[→]0, u[ defined by
ψ(x, y) = ϕ−1(x + ϕ(y)).
Set Z = {(z, y) ∈]0, u[×]0, u[ | z = ψ(x, y) for some x ∈ X}. The notation Zy
denotes the set {z ∈ M | (z, y) ∈ Z} for all y ∈ M . Since M is a uniformly
locally o-minimal structure of the second kind, there exists c > 0 and d > 0 such
that, for any 0 < y < d, the intersection Zy∩]− c, c[ is a finite union of points and
open intervals. We may assume that c < u taking a smaller c if necessary. Take
0 < y < c. For all x ∈ X , we have
ψ(x, y) = ϕ−1(x+ ϕ(y)) < ϕ−1(x+ ϕ(c)) < ϕ−1(ϕ(c)) = c
because x > 0 when x ∈ X . It means that ψ(X, y) is contained in the open interval
]0, c[. Fix a sufficiently small y > 0 with y < min{c, d}. We have ψ(X, y) =
Zy∩] − c, c[, which is a finite union of points and open intervals. Since the map
ψ(·, y) is a definable homeomorphism for the fixed y, the set X itself is a finite
union of points and open intervals.
We next consider the case in which X is unbounded. Set X+ = {x ∈ X | x > 0}
and X− = {x ∈ X | x < 0}. Consider the sets ϕ−1(X+) and ϕ−1(−X−). They
are bounded definable subsets of M , and they are finite unions of points and open
intervals. Therefore, X itself is a a finite union of points and open intervals because
ϕ is definable strictly decreasing homeomorphism. We have demonstrated that M
is o-minimal. 
Definition 6.4. Consider an expansion of a densely linearly ordered abelian group
M = (M,<,+, 0, . . .). It is called archimedean if, for any positive a, b ∈ M , there
exists a positive integer n with na > b. Here, na denotes the sum of n copies of a.
The following theorem is the last main theorem of this paper. Its proof is inspired
by [2, Example 3.4].
16 M. FUJITA
Theorem 6.5. Consider an archimedean DCULOAS structureM = (M,<,+, 0, . . .).
If the structureM enjoys definable Tietze extension property, the structureM is o-
minimal and it has a strictly monotone definable homeomorphism between a bounded
open interval and an unbounded open interval.
Proof. We have only to construct a strictly monotone definable homeomorphism
between a bounded open interval and an unbounded open interval by Lemma 6.3.
Fix c > 0. Set X = {(x, y) ∈ M2 | x ≤ 0 or x ≥ c}. Consider the definable
continuous map f : X → M given by f(x) = −y if x ≤ 0 and f(x, y) = y
otherwise. Since the structure M enjoys definable Tietze extension property by
the assumption, the function f has a definable continuous extension F :M2 →M .
Fix ε > 0. The map gy : [0, c] → M given by gy(x) = F (x, y) are uniformly
continuous for all y ∈M by Corollary 5.3. Therefore there exists δy > 0 such that
the condition |x− x′| < δy implies that |F (x, y)− F (x′, y)| < ε for all x, x′ ∈ [0, c].
It means that the definable function ϕ :M>0 →M>0 defined by
ϕ(y) = sup{0 < δ ≤ c | ∀x, x′ ∈ [0, c], |x− x′| < δ ⇒ |F (x, y)− F (x′, y)| < ε}
is well-defined.
The infimum inf ϕ(M>d) always exists for any d > 0 because M is definably
complete. We prove that
inf ϕ(M>d) = 0.
We lead to a contradiction assuming that inf ϕ(M>d) > 0 for some d > 0. Take
a positive µ > 0 with µ < inf ϕ(M>d). We have ϕ(y) > µ for all y > d. There
exists a positive integer n with nµ > c because M is archimedean. Set xi =
i
n
c
for all 0 ≤ i ≤ n. They are well-defined because (M,+) is a divisible group by [8,
Proposition 2.2]. We have |xi − xi−1| =
c
n
< µ < ϕ(y) for all y > d and 1 ≤ i ≤ n.
For any y > d, we get
2y = |F (c, y)− F (0, y)| ≤
n∑
i=1
|F (xi, y)− F (xi−1, y)| < nε
by the definition of ϕ(y). It is a contradiction because y is an arbitrary element
with y > d. We have demonstrated that inf ϕ(M>d) = 0.
Fix d > 0. Since ϕ(M>d) is a set definable in a locally o-minimal structure and
inf ϕ(M>d) = 0, there exists u > 0 such that the open interval ]0, u[ is contained in
ϕ(M>d). Consider the definable function ι :]0, u[→M>0 given by
ι(t) = inf{y ∈M>d | ϕ(y) = t}.
We define ψ :]0, u[→M>0 as follows: Set ψ(t) = ι(t) when t = ϕ(ι(t)). Otherwise,
the set
Tt = {y ∈M>d | y > ι(t), ∀y
′, ι(t) < y′ < y ⇒ ϕ(y′) = t}
is not empty because of local o-minimality. The supremum e(t) = supTt ∈ M ∪
{+∞} exists by definable completeness. Set ψ(t) =
ι(t) + e(t)
2
when e(t) <∞, and
set ψ(t) = ι(t) + c otherwise. We have ϕ(ψ(t)) = t by the definition.
For any 0 < u′ < u, the restriction of ψ to the open interval ]0, u′[ is unbounded.
Assume the contrary. There exists 0 < u′ < u and v > 0 such that ψ(]0, u′[) is
contained in [d, v]. Since the closed box [0, c]× [d, v] is bounded, there exists δ˜ > 0
such that the following condition holds true by Corollary 5.3:
∀(x, y), (x′, y′) ∈ [0, c]× [d, v], |(x, y)− (x′, y′)| < δ˜ ⇒ |F (x, y)− F (x′, y′)| < ε.
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It implies that ϕ(y) ≥ δ˜ for all d ≤ y ≤ v. We may assume that δ˜ < u′ taking
a smaller δ˜ if necessary. Take t > 0 smaller than δ˜. We have d ≤ ψ(t) ≤ v and
ϕ(ψ(t)) = t < δ˜. Contradiction. We have proven that the restriction of ψ to the
open interval ]0, u′[ is unbounded for any 0 < u′ < u.
Taking a smaller u > 0 if necessary, we may assume that the function ψ is
continuous and monotone by Theorem 3.4 and Lemma 3.5. Since the restriction of ψ
to the open interval ]0, u′[ is unbounded for any 0 < u′ < u, it is strictly decreasing.
The restriction ψ to the open interval ]0, u/2[ is a strictly monotone definable
homeomorphism between the bounded open interval ]0, u/2[ and the unbounded
open interval ]ψ(u/2),∞[. 
We have only proved that an archimedean DCULOAS structure which enjoys
definable Tietze extension property is o-minimal in Theorem 6.5. The following
conjecture is still open.
Conjecture. A DCULOAS structure is o-minimal when it enjoys definable Tietze
extension property.
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