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PARAMETER ESTIMATION IN DIAGONALIZABLE STOCHASTIC
HYPERBOLIC EQUATIONS
W. LIU AND S. V. LOTOTSKY
Abstract. A parameter estimation problem is considered for a linear stochastic
hyperbolic equation driven by additive space-time Gaussian white noise. The damp-
ing/amplification operator is allowed to be unbounded. The estimator is of spectral
type and utilizes a finite number of the spatial Fourier coefficients of the solution.
The asymptotic properties of the estimator are studied as the number of the Fourier
coefficients increases, while the observation time and the noise intensity are fixed.
1. Introduction
A typical example of a parabolic equation is the heat equation
ut = uxx;
a typical example of a hyperbolic equation is the wave equation
utt = uxx.
In a more abstract setting, if A is linear operator such that u˙+Au = 0 is a parabolic
equation, then
u¨+Au = 0
is natural to call a hyperbolic equation; u˙ and u¨ are the first and second time derivatives
of u.
Damping in a hyperbolic equations is introduced via a term depending on the first
time derivative of the solution. For example, a damped wave equation is
utt = uxx − aut, a > 0.
Indeed, if we define the total energy E(t) =
∫ (
u2t (t, x) + u
2
x(t, x)
)
dx, then integration
by parts shows that
d
dt
E(t) = −a
∫
u2t (t, x)dx;
it also shows that a < 0 (negative damping) corresponds to amplification. More gen-
erally, we write a damped linear hyperbolic equation in an abstract form
(1.1) u¨+Au = Bu˙,
where A and B are linear operators on a separable Hilbert space H ; depending on the
properties of the operator B, the result can be either damping or amplification.
In this paper, we consider a stochastic version of (1.1), perturbed by additive space-
time white noise and with operators A and B specified up to an unknown parameter:
(1.2) u¨+ (A0 + θ1A1)u = (B0 + θ2B1)ut + W˙ , 0 < t ≤ T.
2000Mathematics Subject Classification. Primary 62F12; Secondary 60G15, 60H15, 60G30, 62M05.
Key words and phrases. Cylindrical Brownian motion, Second-Order Stochastic Equations, Sto-
chastic Hyperbolic Equations.
1
2 W. LIU AND S. V. LOTOTSKY
The objectives are
• to determine the conditions on the operators so that the equation has a gen-
eralized solution that is a square-integrable random element with values in a
suitable Hilbert space;
• to construct a maximum likelihood estimator of the unknown parameters θ1, θ2
using a finite-dimensional projection of the solution, and to study the asymp-
totic properties of the estimator as the dimension of the projection increases.
For stochastic parabolic equations with one unknown parameter, a similar problem
was first suggested by Huebner, Khasminskii and Rozovskii [4] and was further inves-
tigated by Huebner and Rozovskii [5]. Estimation of several parameters in parabolic
equations has also been studied [3, 10]. For stochastic hyperbolic equations, most of
these problems remain open. Since the equation is second-order in time, it is natural
to start with two unknown parameters. In the case of the wave equation, these pa-
rameters correspond to the propagation speed of the wave and the damping coefficient
[9].
With precise definitions to come later, at this point we interpret W˙ (t) as a formal
sum
W˙ (t) =
∑
k≥1
hkw˙k(t),
where {hk, k ≥ 1} is an orthonormal basis in the Hilbert space H , and wk(t) are
independent standard Brownian motions. We look for the solution of (1.2) as a Fourier
series
(1.3) u(t) =
∑
k≥1
uk(t)hk,
and call it a generalized solution. If the trajectories of uk(t) are observed for
1 ≤ k ≤ N and all 0 < t < T , then there exists a closed-form expression for maximum
likelihood estimator of (θ1, θ2) in terms of uk and u˙k; see Section 3 below.
The main technical assumptions about the equation are
• zero initial conditions (to simplify the presentation);
• the ability to write equation (1.2) as an infinite system of uncoupled stochas-
tic ordinary differential equation (this is essential in the construction and the
analysis of the estimator). In other words, we assume that the equation is
diagonalizable: the operators A0, A1, B0 and B1 have a common system of
eigenfunctions {hk, k ≥ 1}:
(1.4) A0hk = κkhk, B0 = ρkhk, A1hk = τkhk, B1 = νkhk
and this system is an orthonormal basis in the Hilbert space H .
• hyperbolicity, that is,
(1) there exist positive numbers C∗, c1, c2 such that {κk + θτk +C∗, k ≥ 1} is
a positive, non-decreasing, and unbounded sequence for all θ ∈ Θ1 and
(1.5) c1 ≤ κk + θτk + C
∗
κk + θ′τk + C∗
≤ c2
for all θ, θ′ ∈ Θ1;
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(2) there exist positive numbers C, J such that, for all k ≥ J and all θ1 ∈
Θ1, θ2 ∈ Θ2,
(1.6) T (ρk + θ2νk) ≤ ln(κk + θ1τk) + C.
If equation (1.2) is diagonalizable and the solution has the form (1.3), then the Fourier
coefficient uk satisfies
u¨k − (ρk + θνk)u˙k + (κk + θ1τk)uk = w˙k, uk(0) = u˙k(0) = 0.
We show in Section 2 that if the equation is also hyperbolic and X is a Hilbert space
such that H ⊂ X and the embedding operator  : H → X is Hilbert-Schmidt, then u
is an X-valued process.
The maximum likelihood estimators of θ1 and θ2 are constructed in Section 3 using
the processes uk, u˙k, k = 1, . . . , N (the corresponding formulas are too complicated to
present in the Introduction). Analysis of these estimators in the limit N → ∞ is the
main objective of the paper and is carried out in Sections 4 and 5. Here is the main
result of the paper for the case when Ai,Bi are (pseudo)differential elliptic operators.
Theorem 1.1. Assume that equation (1.2) is diagonalizable and hyperbolic and that
Ai,Bi are positive-definite elliptic self-adjoint differential or pseudo-differential oper-
ators on a smooth bounded domain in Rd with suitable boundary conditions or on a
smooth compact d-dimensional manifold. Then
(1) the maximum likelihood estimator of θ1 is consistent and asymptotically normal
in the limit N →∞ if and only if
(1.7) order(A1) ≥ order(A0 + θ1A1) + order(B0 + θ2B1)− d
2
;
(2) the maximum likelihood estimator of θ2 is consistent and asymptotically normal
in the limit N →∞ if and only if
(1.8) order(B)1 ≥ order(B0 + θ2B1)− d
2
.
Similar to the parabolic case (Huebner [3]), the results of the paper extend to a more
general estimation problem
u¨+
n∑
i=0
θ1iAiu =
m∑
j=0
θ2jBj u˙+ W˙ ,
as long as all the operators Ai,Bj have a common system of eigenfunctions. For
example, in the setting similar to Theorem 1.1, the coefficient θ1p can be consistently
estimated if and only if
order(Ap) ≥
order (
∑n
i=0 θ1iAi) + order
(∑m
j=0 θ2jBj
)
− d
2
.
Throughout the presentation below, we fix a stochastic basis
F = (Ω,F , {Ft}t≥0,P)
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with the usual assumptions (completeness of F0 and right-continuity of Ft). We also
assume that F is large enough to support countably many independent standard Brow-
nian motions. For a random variable ξ, Eξ and Var ξ denote the expectation and vari-
ance respectively. The time derivative of a function is denote either by a dot on top
(as in u˙) or by a subscript t (as in ut).
The following notations are used for two non-negative sequences an, bn, n ≥ 1:
(1.9) an ⊲⊳ bn
if there exist positive numbers c1, c2 such that c1 ≤ an/bn ≤ c2 for all sufficiently large
n;
(1.10) an ≍ bn
if
(1.11) lim
k→∞
ak
bk
= c for some c > 0;
(1.12) an ∼ bn
if (1.11) holds with c = 1. Note that if an ∼ bn and
∑
n an diverges, then
∑n
k=1 ak ∼∑n
k=1 bk.
Finally, we recall that a cylindrical Brownian motion W =W (t), t ≥ 1, over (or on)
a Hilbert space H is a linear mapping
W : f 7→Wf (·)
from H to the space of zero-mean Gaussian processes such that, for every f, g ∈ H
and t, s > 0,
(1.13) E
(
Wf(t)Wg(s)
)
= min(t, s)(f, g)H.
A cylindrical Brownian motion W is often written as a generalized Fourier series
(1.14) W (t) =
∑
k≥1
wk(t)hk,
where wk =Whk . The corresponding space-time white noise is written as
W˙ (t) =
∑
k≥1
w˙k(t)hk.
2. Diagonalizable Stochastic Hyperbolic Equations
We start by introducing the following objects:
(1) H , a separable Hilbert space with an orthonormal basis {hk, k ≥ 1};
(2) X , a separable Hilbert space such thatH is densely and continuously embedded
into X and
(2.1)
∑
k≥1
‖hk‖2X <∞
(in other words, the embedding operator from H to X is Hilbert-Schmidt);
(3) A0, A1, B0, B1, linear operators on H ;
(4) Θ1, Θ2, two compact sets in R;
(5) θ1, θ2, two real numbers, θ1 ∈ Θ1, θ2 ∈ Θ2;
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(6) (Ω,F , (Ft)t≥1,P), a stochastic basis with the usual assumptions and a countable
collection of independent standard Brownian motions {wk = wk(t), k ≥ 1}.
In this setting, a cylindrical Brownian motion W = W (t) on H is a continuous
X-valued Gaussian process with representation
(2.2) W (t) =
∑
k≥1
hkwk(t).
The process W indeed has values in X rather than H because
E‖W (t)‖2X = t
∑
k≥1
‖hk‖2X <∞.
For fixed non-random T > 0, consider the second-order stochastic evolution equation
(2.3) utt(t) + (A0 + θ1A1)u(t) = (B0 + θ2B1)ut(t) + W˙ (t), 0 < t ≤ T,
with zero initial conditions u(0) = ut(0) = 0.
Definition 2.1. Equation (2.3) is called diagonalizable if the operators A0, A1, B0,
and B1 have a common system of eigenfunctions {hk, k ≥ 1}.
We will refer toA = A0+θ1A1 and B = B0+θ2B1 as the evolution and dissipation
operators, respectively, and use notations (1.4) for the eigenvalues of the operators
Ai, Bi. Hyperbolicity of the equation means that the evolution operator is bounded
from below and dominates, in some sense, the dissipation operator. More precisely, we
have
Definition 2.2. A diagonalizable equation (2.3) is called hyperbolic on the time
interval [0, T ] if
(1) there exist positive numbers C∗, c1, c2 such that {κk + θτk + C∗, k ≥ 1} is a
positive, non-decreasing, and unbounded sequence for all θ ∈ Θ1 and
(2.4) c1 ≤ κk + θτk + C
∗
κk + θ′τk + C∗
≤ c2
for all θ, θ′ ∈ Θ1;
(2) there exist positive numbers C, J such that, for all k ≥ J and all θ1 ∈ Θ1, θ2 ∈
Θ2,
(2.5) T (ρk + θ2νk) ≤ ln(κk + θ1τk) + C.
Condition (2.5) means that there is no restriction on the strength of dissipation, but
amplification must be weak. For example, let ∆ be the Laplace operator in a smooth
bounded domain G ⊂ Rd with zero boundary conditions, and H = L2(G). Then each
of the following equations is diagonalizable and hyperbolic on [0, T ] for all T > 0:
utt =∆u+ ut + W˙ , utt =∆u− ut + W˙ ,
utt =∆(u+ ut) + W˙ , utt =∆u−∆2ut + W˙ ,
(2.6)
while equations
utt = ∆(u− ut) + W˙ , utt =∆u+∆2ut + W˙
6 W. LIU AND S. V. LOTOTSKY
are diagonalizable but not hyperbolic on any [0, T ]. To construct an example of an
equation that is hyperbolic on every time interval [0, T ] and has unbounded amplifi-
cation, take θ1 = θ2 = 1 and consider the operators with eigenvalues κk = ρk = 0,
τk = e
k, νk = ln k.
The following result shows that, in a hyperbolic equation, the evolution operator is
uniformly bounded from below.
Proposition 2.3. If equation (2.3) is diagonalizable and hyperbolic, then
(2.7) lim
k→∞
(
κk + θτk
)
= +∞
uniformly in θ ∈ Θ1, and there exists an index J ≥ 1 and a number c0 such that, for
all k ≥ J and θ ∈ Θ1,
κk + θτk > 1,(2.8)
|τk|
κk + θτk
≤ c0.(2.9)
Proof. To simplify the notations, define
λk(θ) = κk + θτk.
Since {λk(θ) + C∗, k ≥ 1} is a positive, non-decreasing, and unbounded sequence for
all θ ∈ Θ1 and (2.4) holds, we have (2.7), and then (2.8) follows.
To prove (2.9), we argue by contradiction. Assume that the sequence {|τk| λ−1k (θ), k ≥
1} is not uniformly bounded. Then there is a sequence {|τkj | λ−1kj (θj), j ≥ 1} such that
(2.10) lim
j→∞
|τkj |
θjτkj + κkj
= +∞.
With no loss of generality, assume that τkj > 0, and, since Θ1 is compact, we also
assume that limj→∞ θj = θ◦ ∈ Θ1 (if not, extract a further sub-sequence).
Then (2.10) implies
(2.11) lim
j→∞
κkj
τkj
= −θ◦.
Note that limj→∞ |τkj | = +∞, because limj→∞(θ◦τkj + κkj) = +∞. Consequently,
lim
j→∞
λkj(θ) + C
∗
λkj(θ
◦) + C∗
=
θ − θ◦
θ◦ + limj→∞(κkj/τkj)
=∞, θ 6= θ◦.
As a result, if (2.9) fails, then so does (2.4) for θ 6= θ◦, θ′ = θ◦. 
To state the result about existence and uniqueness of solution for (2.3), note that we
do not have enough information about the operators Ai and Bi to define the traditional
variational solution because we are not assuming that the operators act in a normal
triple of Hilbert spaces — the usual setting to define a variational solution (see, for
example, Chow [2, Section 6.8]). On the other hand, if the operators Ai,Bi were
bounded and if the process W were H-valued, then there would be a unique process
v = v(t) with continuous trajectories in H such that u(t) =
∫ t
0
v(s)ds and
v(t) +
∫ t
0
(A0 + θ1A1)u(s)ds =
∫ t
0
(B0 + θ2B1)v(s)ds+W (s);
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see Chow [2, Theorem 6.8.2]. If, in addition, equation (2.3) is diagonalizable, then u
would have the following expansion in the basis {hk, k ≥ 1}:
u(t) =
∑
k≥1
uk(t)hk,(2.12)
u¨k(t)− (ρk + θ2νk)u˙k(t) + (κk + θ1τk)uk(t) = w˙k(t), uk(0) = u˙k(0) = 0.(2.13)
The basis {hk, k ≥ 1} thus becomes a natural collection of test functions.
Since the operators Ai, Bi are in general not bounded on H and the process W is
not H-valued, we use the auxiliary space X and establish the following result.
Theorem 2.4. Assume that equation (2.3) is diagonalizable and hyperbolic. Then
there is a unique adapted X-valued process u = u(t) with representation (2.12), (2.13);
we call the process u a generalized solution of (2.3). If, in addition, there exists a
real number C0 such that θ2νk+ ρk ≤ C0 for all k, then v(t) = u˙(t) is also an X-valued
process.
Let us make a few comments about the result.
(1) By Lemma 2.3, we know that κk+θ1τk > 1 for all sufficiently large k. Condition
(2.5) means certain subordination of the dissipation operator B0 + θ2B1 to the
evolution operator A0 + θ1A1. In particular, any dissipation (negative µk =
ρk + θ2νk) is admissible, as well as certain unbounded amplification (positive
and unbounded µk), as long as the sequence {µk, k ≥ 1} does not grow too
fast; the critical growth rate depends on the length of the time interval. This
possibility to have an unbounded dissipation operator makes the result different
from those considered in the literature, such as [2, Theorem 6.8.4].
(2) The resulting generalized solution is weak in the PDE sense, but is strong in
the probabilistic sense, being constructed on a given stochastic basis;
(3) The solution is defined by its Fourier coefficients and therefore does not depend
on the choice of the space X . The role of X is to ensure that the equation is
well-posed in the sense that the output process (the solution u) takes values in
the same space as the “input” process W . Given the special form of W , we are
not discussing any continuous dependence of u on W .
Proof of Theorem 2.4. To simplify the presentation, introduce the notations
(2.14) λk = κk + θ1τk, µk = ρk + θ2νk.
For a fixed k ≥ 1, let us consider the process uk defined by (2.13). Equation (2.13)
has a unique solution, and direct computations show that
(2.15) uk(t) =
∫ t
0
fk(t− s)dwk(s),
where the fundamental solution fk satisfies
(2.16) f¨k(t)− µk f˙k(t) + λkfk(t) = 0, fk(0) = 0, f˙k(0) = 1;
see Appendix for details. Thus, Euk(t) = 0 and, since the processes uk are independent
for different k, the series (2.12) defines an X-valued process if
(2.17) sup
k≥1
sup
t∈[0,T ]
E|uk(t)|2 <∞.
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By direct computation using (2.15) and the Itoˆ isometry,
(2.18) E|uk(t)|2 =
∫ t
0
f2k(t− s)ds =
∫ t
0
f2k(s)ds.
The proof of the theorem is thus reduced to the study of the fundamental solution fk
for sufficiently large k. More precisely, we will show that
(2.19) sup
t∈[0,T ]
sup
k
f2k(t) <∞,
which, by (2.18), implies (2.17).
The solution of equation (2.16) is determined by the roots r± of the characteristic
equation
(2.20) r2 − µkr + λk = 0 : r± = µk ±
√
µ2k − 4λk
2
.
By Lemma 2.3, limk→∞ λk = +∞, and, in particular, λk > 0 for all sufficiently large
k. Also, condition (2.5) means that if µk > 0, then µk ≤ (lnλk + C)/T , and therefore
µk < 2
√
λk for all sufficiently large k. Accordingly, we assume that λk > 0 and consider
two cases: |µk| < 2
√
λk and µk ≤ −2
√
λk.
If |µk| < 2
√
λk, then equation (2.20) has complex conjugate roots, and, with ℓk =√
λk − (µ2k/4),
(2.21) f2k(t) = t
2eµkt
(
sin(ℓkt)
ℓkt
)2
.
If µk ≤ 0, then f2k ≤ T 2 for all t ∈ [0, T ] and (2.19) follows. If µk > 0, then, for
sufficiently large k, condition (2.5) ensures that eµkt ≤ λkeC and λk/ℓ2k < 2. Then
f2k ≤ 2T 2eC and (2.19) follows.
If µk ≤ −2
√
λk, then (2.20) has real roots (a double root if µk = −2
√
λk), and, using
the notations ℓk =
√
µ2k − 4λk, a = µk + ℓk,
(2.22) f2k(t) = t
2eat
(
1− e−ℓkt
ℓkt
)2
;
the case of the double root corresponds to the limit ℓk → 0. By assumption, a ≤ 0, so
that f2k(t) ≤ T 2 and (2.19) follows.
Similarly, v(t) =
∑
k vk(t)hk, vk(t) =
∫ t
0
f˙k(t − s)dwk(s), and Ev2k(t) =
∫ t
0
|f˙k(s)|2ds.
By direct computation, if µk ≤ C0, then supt∈[0,T ] supk |f˙k(t)|2 < ∞, and therefore
v(t) ∈ X .
This completes the proof of Theorem 2.4. 
3. Estimation of Parameters
Assume that the solution of equation (2.3) is observed so that the measurements of
uk(t) and vk(t) = u˙k are available for all t ∈ [0, T ] and k = 1, . . . , N . The objective is
to estimate the parameters θ1, θ2. We keep notations (1.4), and also define
(3.1) λk(θ) = κk + θτk, µk(θ) = ρk + θνk.
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Since
(3.2) dvk(t) =
(− λk(θ1)uk + µk(θ2)vk)dt+ dwk(t)
(see (2.13)), and uk(t) =
∫ t
0
vk(s)ds, the vector process v = (v1, . . . , vN) is a diffusion-
type process in the sense of Liptser and Shiryaev; see [8, Definition 4.2.7]. Therefore,
by Theorem 7.6 in [8] (see also Section 7.2.7 of the same reference), the measure Pv
generated by the process v in the space of RN -valued continuous functions on [0, T ]
is absolutely continuous with respect to the measure Pw, generated in the same space
by the N -dimensional standard Brownian motion w = (w1, . . . , wN). Moreover, the
density Z = dPv/dPw has a representation
Z(v) = exp
(
N∑
k=1
(∫ T
0
(− λk(θ1)uk(t) + µk(θ2)vk(t))dvk(t)
− 1
2
∫ T
0
(− λk(θ1)uk(t) + µk(θ2)vk(t))2dt)
)
.
Define
z = lnZ(v).
Note that z is a function of θ1, θ2, and the maximum likelihood estimator of the pa-
rameters θ1, θ2 is computed by solving the system of equations
(3.3)
∂z
∂θ1
= 0,
∂z
∂θ2
= 0,
with unknowns θ1, θ2. This system can be written as
F1,N + L1,N +K1,Nθ1 +K12,Nθ2 = A1,N
F2,N + L2,N +K12,Nθ1 +K2,Nθ2 = A2,N ,
(3.4)
where
A1,N = −
N∑
k=1
∫ T
0
τkuk(t)dvk(t), A2,N =
N∑
k=1
∫ T
0
νkvk(t)dvk(t),
F1,N = −
N∑
k=1
∫ T
0
κkτku
2
k(t)dt, F2,N =
N∑
k=1
∫ T
0
ρkνkv
2
k(t)dt,
K1,N =
N∑
k=1
∫ T
0
τ 2ku
2
k(t)dt, K2,N =
N∑
k=1
∫ T
0
ν2kv
2
k(t)dt, K12,N = −
N∑
k=1
∫ T
0
νkτkuk(t)vk(t)dt,
L1,N = −
N∑
k=1
∫ T
0
ρkτkuk(t)vk(t)dt, L2,N = −
N∑
k=1
∫ T
0
κkνkuk(t)vk(t)dt.
(3.5)
All the numbers A, F , L and K are computable from the observations of uk(t) and
vk(t), k = 1, . . . , N , t ∈ [0, T ].
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Note that
K12,N = −1
2
N∑
k=1
τkνku
2
k(T ), L1,N = −
1
2
N∑
k=1
ρkτku
2
k(T ), L2,N = −
1
2
N∑
k=1
κkνku
2
k(T ),
because, by assumption, uk(0) = 0 and thus∫ T
0
ukvk(t)dt =
∫ T
0
uk(t)duk(t) =
1
2
u2k(T ).
By the Cauchy-Schwartz inequality, K1,NK2,N − K212,N > 0 with probability one,
because the process uk is not a scalar multiple of vk. Therefore (3.4) has a unique
solution
θˆ1,N =
K2,N
(
A1,N − F1,N − L1,N
)−K12,N(A2,N − L2,N − F2,N)
K1,NK2,N −K212,N
,
θˆ2,N =
K1,N
(
A2,N − F2,N − L2,N
)−K12,N(A1,N − F1,N − L1,N)
K1,NK2,N −K212,N
.
(3.6)
With notations (3.5) in mind, formulas (3.6) provide explicit expressions for the
maximum likelihood estimators of θ1 and θ2. To study asymptotic properties of these
estimators, we need expressions for θˆi,N − θi, i = 1, 2:
θˆ1,N − θ1 = 1
1−DN
(
ι1,N
K1,N
− ι2,NK12,N
K1,NK2,N
)
,
θˆ2,N − θ2 = 1
1−DN
(
ι2,N
K2,N
− ι1,NK12,N
K1,NK2,N
)
,
(3.7)
where
(3.8)
ι1,N = −
N∑
k=1
∫ T
0
τkuk(t)dwk(t), ι2,N =
N∑
k=1
∫ T
0
νkvk(t)dwk(t), DN =
K212,N
K1,NK2,N
.
It follows that, as N →∞, asymptotic behavior of the estimators is determined by
ιi,N/Ki,N , i = 1, 2, and K12,N/(K1,NK2,N). Note that each of ιi,N , Ki,N , K12,N is a sum
of independent random variables. Moreover,
(3.9) Eι2i,N = EKi,N , i = 1, 2.
If fk is the function satisfying
(3.10) f¨k(t)− µk(θ2)f˙k(t) + λk(θ1)fk(t) = 0, fk(0) = 0, f˙k(0) = 1,
then, by direct computation, uk(t) =
∫ t
0
fk(t−s)dwk(s) (see Appendix for more details),
so that
Eu2k(t) =
∫ t
0
|fk(s)|2ds, Ev2k(t) =
∫ t
0
|f˙k(s)|2ds,
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and
Ψ1,N := EK1,N =
N∑
k=1
τ 2k
∫ T
0
∫ t
0
|fk(s)|2dsdt,
Ψ2,N := EK2,N =
N∑
k=1
ν2k
∫ T
0
∫ t
0
|f˙k(s)|2dsdt,
Ψ12,N := EK12,N = −1
2
N∑
k=1
τkνk
∫ T
0
|fk(s)|2ds.
(3.11)
The following is a necessary conditions for the consistency of the estimators.
Proposition 3.1. If limN→∞ θˆ1,N = θi in probability, then limN→∞Ψ1,N = +∞. Sim-
ilarly, if limN→∞ θˆ2,N = θi in probability, then limN→∞Ψ2,N = +∞.
Proof. Each of the sequences {Ψi,N , N ≥ 1} is monotonically increasing and thus has
a limit, finite or infinite. If limN→∞Ψi,N < ∞, then limN→∞ ιi,N/Ki,N exists with
probability one and is a non-degenerate random variable. Equalities (3.7) then implies
that θˆi,N cannot converge to θi. 
Under the assumptions of Theorem 2.4, we derived a bound |fk(t)|2 ≤ const. · T 2,
which was enough to establish existence and uniqueness of solution of (2.3). To study
estimators θˆi,N , and, in particular, convergence/divergece of the sequences {Ψi,N , N ≥
1}, we need more delicate bounds on both |fk(t)|2 and |f˙k(t)|2. The computations,
while relatively straightforward, are rather long and lead to the following relations (see
(1.10) for the definition of ∼):
Eu2k(T ) ∼
eµk(θ2)T − 1
2µk(θ2)λk(θ1)
, Varu2k(T ) ∼ 3
(
eµk(θ2)T − 1
2µk(θ2)λk(θ1)
)2
;(3.12)
E
∫ T
0
u2k(t)dt ∼
T 2M
(
Tµk(θ2)
)
λk(θ1)
, Var
∫ T
0
u2k(t)dt ∼
T 4V
(
Tµk(θ2)
)
λ2k(θ1)
,(3.13)
E
∫ T
0
v2k(t)dt ∼ T 2M
(
Tµk(θ2)
)
, Var
∫ T
0
v2k(t)dt ∼ T 4V
(
Tµk(θ2)
)
,(3.14)
where
M(x) =


ex − x− 1
2x2
, if x 6= 0,
1
4
, if x = 0;
(3.15)
V (x) =


e2x + 4ex − 4xex − 2x− 5
4x4
, if x 6= 0,
1
24
, if x = 0.
(3.16)
Note that the functions M and V are continuous and positive on R, and
(3.17) M(x) ∼
{
(2|x|)−1, x→ −∞,
2(2x)−2 ex, x→ +∞; V (x) ∼
{
4(2|x|)−3, x→ −∞,
4(2x)−4 e2x, x→ +∞.
12 W. LIU AND S. V. LOTOTSKY
The computations leading to (3.12)–(3.14) rely on the fact that uk and vk are Gauss-
ian processes, so that, for example,
Var
∫ T
0
u2k(t)dt = 4
∫ T
0
∫ t
0
(
E
(
u(t)u(s)
))2
dsdt.
It follows from (3.13) and (3.14) that if limN→∞Ψi,N = +∞, then
(3.18) Ψ1,N ∼ T 2
N∑
k=1
τ 2k M
(
Tµk(θ2)
)
λk(θ1)
, Ψ2,N ∼ T 2
N∑
k=1
ν2k M
(
Tµk(θ2)
)
.
Relations (3.18) show that conditions for consistency and asymptotic normality of
the estimators require additional assumptions on the asymptotical behavior of the
eigenvalues of the operators Ai, Bi.
The asymptotic behavior of the eigenvalues of an operator is well-known when the
operator is elliptic and self-adjoint. For example, let D be an operator defined on
smooth functions by
Df(x) = −
d∑
i,j=1
∂
∂xi
(
aij(x)
∂f(x)
∂xj
)
,
in a smooth bounded domainG ⊂ Rd, with zero Dirichlet boundary conditions. Assume
that the functions aij are all infinitely differentiable in G and are bounded with all
the derivatives, and the matrix (aij(x), i, j = 1, . . . , d) is symmetric and uniformly
positive-definite for all x ∈ G. Then the eigenvalues dk of D can be enumerated so that
(3.19) dk ≍ k2/d
in the sense of notation (1.10). More generally, for a positive-definite elliptic self-
adjoint differential or pseudo-differential operator D of order m on a smooth bounded
domain in Rd with suitable boundary conditions or on a smooth compact d-dimensional
manifold, the asymptotic of the eigenvalues dk, k ≥ 1, is
(3.20) dk ≍ km/d;
note that m can be an arbitrary positive number. This result is well-known; see, for
example, Safarov and Vassiliev [11, Section 1.2]. An example of D is (1−∆)m/2, m > 0,
where ∆ is the Laplace operator; note also that, for this operator, relation (3.20) holds
even when m ≤ 0.
In our setting, when the operators are defined by their eigenvalues and eigenfunctions,
more exotic eigenvalues are possible, for example, τk = e
k or νk = (−1)k/k. On the
other hand, it is clear that the analysis of the estimators should be easier when all the
eigenvalues in the equation are of the type (3.20). Accordingly, we make the following
Definition 3.2. Equation (2.3) is called algebraically hyperbolic if it is diago-
nalizable, hyperbolic, and the eigenvalues λk(θ) = κk + θτk, µk(θ) = ρk + θνk have the
following properties:
(1) There exist real numbers α, α1 such that, for all θ ∈ Θ1,
(3.21) λk(θ) ≍ kα, |τk| ≍ kα1 ;
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(2) Either |µk(θ)| ≤ C for all θ ∈ Θ2 or there exist numbers β > 0, β1 ∈ R such
that, for all θ ∈ Θ2,
(3.22) − µk(θ) ≍ kβ, |νk| ≍ kβ1.
To emphasize the importance of the numbers α and β, we will sometimes say that
the equation is (α, β)-algebraically hyperbolic; β = 0 includes the case of uniformly
bounded µk(θ).
The reader can easily verify that
• under hyperbolicity assumption, α > 0 and no unbounded amplification is
possible;
• each of the equations in (2.6) is algebraically hyperbolic.
4. Analysis of Estimators: Algebraic Case
Theorem 4.1. Assume that equation (2.3) is (α, β)-algebraically hyperbolic in the
sense of Definition 3.2.
(1) If
(4.1) α1 ≥ α+ β − 1
2
,
then the estimator θˆ1,N is strongly consistent and asymptotically normal with
rate
√
Ψ1,N as N →∞:
lim
N→∞
θˆ1,N = θ1 with probability one;(4.2)
lim
N→∞
√
Ψ1,N
(
θˆ1,N − θ1
)
= ξ1 in distribution,(4.3)
where ξ1 is a standard Gaussian random variable.
(2) If
(4.4) β1 ≥ β − 1
2
,
then the estimator θˆ2,N is strongly consistent and asymptotically normal with
rate
√
Ψ2,N as N →∞:
lim
N→∞
θˆ2,N = θ2 with probability one;(4.5)
lim
N→∞
√
Ψ2,N
(
θˆ2,N − θ2
)
= ξ2 in distribution,(4.6)
where ξ2 is a standard Gaussian random variable.
(3) If both (4.1) and (4.4) hold, then the random variables ξ1, ξ2 are independent.
Remark 4.2. (a) In terms of the orders of the operators (see (3.20)), condition (4.1)
becomes
(4.7) order(A1) ≥ order(A0 + θ1A1) + order(B0 + θ2B1)− d
2
,
and condition (4.4) becomes
(4.8) order(B1) ≥ order(B0 + θ2B1)− d
2
.
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(b) The condition for consistency of θˆ2,N does not depend on the evolution operator and
is similar to the consistency condition in the parabolic case [5, Theorem 2.1].
The intuition behind conditions (4.7) and (4.8) is as follows. The information about
the numbers θ1, θ2 is carried by the terms A1u and B1ut, respectively, and these terms
must be irregular enough to be distinguishable in the noise W˙ during a finite obser-
vation window [0, T ]. The higher the orders of the operators, the more irregular the
terms, the easier the estimation.
Proof of Theorem 4.1. Note that if β > 0, then limk→∞ µk(θ) = −∞, and therefore,
by (3.17),
(4.9) Mk
(
Tµk(θ)
) ∼ 1
2T |µk(θ)| ≍ k
−β, Vk
(
Tµk(θ)
) ∼ 1
2|Tµk(θ)|3 ≍ k
−3β .
Let
γ1 = 2α1 − α− β, γ2 = 2β1 − β, γ12 = α1 − α+ β1 − β.
We have (see (1.9) for the definition of ⊲⊳)
τ 2kE
∫ T
0
u2k(t)dt ⊲⊳ k
γ1 , τ 4k Var
∫ T
0
u2k(t)dt ⊲⊳ k
2γ1−β,(4.10)
ν2kE
∫ T
0
v2k(t)dt ⊲⊳ k
γ2 , ν4k Var
∫ T
0
v2k(t)dt ⊲⊳ k
2γ2−β,(4.11)
|νkτk|Eu2k(T ) ⊲⊳ kγ12 , ν2kτ 2k Varu2k(T ) ⊲⊳ k2γ12 ,(4.12)
and therefore
(4.13) Ψ1,N ⊲⊳


const., if γ1 < −1,
lnN, if γ1 = −1,
Nγ1+1, if γ1 > −1,
Ψ2,N ⊲⊳


const., if γ2 < −1,
lnN, if γ2 = −1,
Nγ2+1, if γ2 > −1,
(4.14) |Ψ12,N | ⊲⊳


const., if γ12 < −1,
lnN, if γ12 = −1,
Nγ12+1, if γ12 > −1.
Next, we show that condition (4.1) implies
(4.15) lim
N→∞
K1,N
Ψ1,N
= 1 with probability one,
condition (4.4) implies
(4.16) lim
N→∞
K2,N
Ψ2,N
= 1 with probability one,
and either (4.1) or (4.4),
(4.17) lim
N→∞
DN = 0 with probability one.
Indeed, convergence (4.15) follows from (3.13) and (A.10), because (4.1) implies∑
n
n2γ1−β
Ψ2n,1
<∞.
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Similarly, (4.16) follows from (3.14) and (A.10), because (4.4) implies∑
n
n2γ2
Ψ2n,2
<∞.
For (4.17), we first observe that limN→∞K12,N/Ψ12,N exists with probability one. If
γ12 < −1, the the limit is a P-a.s finite random variable. If γ12 ≥ −1, the (3.12) and
(A.10) imply that limit is 1. Then direct analysis shows that
lim
N→∞
Ψ212,N
Ψ1,NΨ2,N
= 0
if at least one of Ψ1,N , Ψ2,N is unbounded.
Next, we show that (4.1) implies
(4.18) lim
N→∞
ι1,N
Ψ1,N
= 0 with probability one,
and
(4.19) lim
N→∞
ι1,N√
Ψ1,N
= ξ1 in distribution,
whereas (4.4) implies
(4.20) lim
N→∞
ι2,N
Ψ2,N
= 0 with probability one,
and
(4.21) lim
N→∞
ι2,N√
Ψ2,N
= ξ2 in distribution.
Indeed, (4.18) follows from (3.13) and (A.5), because (4.1) implies that
∑
k k
γ1 = +∞.
Similarly, (4.15) follows from (3.14) and (A.5).
Both (4.19) and (4.21) follow from Corollary A.4. Together with (4.17), the same
Corollary also implies independence of ξ1 and ξ2 if both (4.1) and (4.4) hold.
To complete the proof of the theorem it remains to show that
(4.22) lim
N→∞
ιi,NK12,N
K1,NK2,N
= 0, i = 1, 2, with probability one,
and
(4.23) lim
N→∞
√
Ψi,N ιi,NK12,N
K1,NK2,N
= 0, i = 1, 2, in probability.
We leave to the interested reader to verify that (A.5) implies (4.22), and (4.17), (4.19),
(4.21) imply (4.23).
This completes the proof of Theorem 4.1. 
Remark 4.3. From Proposition 3.1, we see that condition (4.1) is both necessary
and sufficient for consistency and asymptotic normality of estimator θˆ1,N . Similarly,
condition (4.4) is necessary and sufficient for consistency and asymptotic normality of
estimator θˆ2,N .
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Since in the algebraic case the sum
∑N
k=1 k
γ appears frequently, we introduce a
special notation to describe the asymptotic of this sum as N →∞ for γ ≥ −1:
(4.24) ΥN (γ) =
{
Nγ+1, if γ > −1,
lnN, if γ = −1.
With this notation,
∑N
k=1 k
γ ≍ ΥN (γ), γ ≥ −1.
Let us consider several examples, in which ∆ is the Laplace operator in a smooth
bounded domain G in Rd with zero boundary conditions; H = L2(G). We start with
these three equations:
utt = θ1∆u+ θ2ut + W˙ , θ1 > 0, θ2 ∈ R;(4.25)
utt =∆(θ1u+ θ2ut) + W˙ , θ1 > 0, θ2 > 0;(4.26)
utt = θ1∆u− θ2∆2ut + W˙ , θ1 > 0, θ2 > 0.(4.27)
The following table summarizes the results:
Asymptotic Eq. (4.25) Eq. (4.26) Eq. (4.27)
Ψ1,N N
2
d
+1 N ΥN(−2/d), d ≥ 2
Ψ2,N N N
2
d
+1 N
4
d
+1
In equations (4.25)–(4.27), A1 and B1 are leading operators, that is, α = α1 and
β = β1. This, in particular, ensures that the estimator θˆ2,N is always consistent.
Let us now consider examples when A1 and B1 are not the leading operators:
utt =
(
∆u+ θ1u
)
+
(
∆ut + θ2ut
)
+ W˙ , θ1 ∈ R, θ2 ∈ R;(4.28)
utt +
(
∆2u+ θ1u
)
=
(
θ2∆ut −∆2ut
)
+ W˙ , θ1 ∈ R, θ2 ∈ R;(4.29)
utt +
(
∆2u+ θ1∆u
)
=
(
θ2ut −∆2ut
)
+ W˙ , θ1 ∈ R, θ2 ∈ R.(4.30)
The following table summarizes the results:
Asymptotic Eq. (4.28) Eq. (4.29) Eq. (4.30)
Ψ1,N ΥN (−4/d), d ≥ 4 ΥN(−8/d), d ≥ 8 ΥN(−4/d), d ≥ 4
Ψ2,N ΥN (−2/d), d ≥ 2 N ΥN(−4/d), d ≥ 4
As was mentioned in the Introduction, an interested reader can investigate a four-
parameter estimation problem, such as
utt +
(
θ11∆
2u+ θ12∆u
)
=
(
θ21ut − θ22∆2ut
)
+ W˙ .
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5. Analysis of Estimators: General Case
While the algebraic case, corresponding to elliptic partial differential operators,
seems the most natural, we believe that a more general case, allowing eigenvalues
such as λk ∼ ek or µk ∼ ln k, is also worth considering, not only as a mathematical cu-
riosity, but also as an example of a model with observations coming from independent
but not identical channels (see Korostelev and Yin [6]).
As the proof of Theorem 4.1 shows, the key arguments involve a suitable law of
large numbers. Verification of the corresponding conditions is straightforward in the
algebraic case, but is impossible in the general case unless we make additional assump-
tions about the eigenvalues of the operators. Indeed, as we work with weighted sums
of independent random variables, we need some conditions on the weights for a law of
large numbers to hold. In particular, the weights should not grow too fast: if ξk, k ≥ 1,
are iid standard Gaussian random variables, then the sequence {n−2∑nk=1 nξ2k, n ≥ 1}
converges with probability one to 1/2, but {e−n∑nk=1 ekξ2k, n ≥ 1} does not have a
limit, even in probability.
Theorem A.2 in Appendix summarizes some of the laws of large numbers, and leads
to the following
Definition 5.1. The sequence {an, n ≥ 1} of positive numbers is called slowly
increasing if
(5.1) lim
n→∞
∑n
k=1 a
2
n(∑n
k=1 ak
)2 = 0.
The purpose of this definition is to simplify the statement of the main theorem
(Theorem 5.2 below). It was not necessary in the algebraic case because the sequence
{nγ, n ≥ 1} is slowly increasing if and only if γ ≥ −1. The reason for the terminology
is that the sequence {enr , n ≥ 1} has property (5.1) if and only if r < 1. Further
discussion of (5.1), including the connections with the weak law of large numbers, is
after the proof of Theorem A.2.
In general, we have to replace (4.1) with
Condition 1. The sequence {τ 2kM
(
Tµk(θ2)
)
/λk(θ1), k ≥ 1} is slowly increasing,
and (4.4), with
Condition 2. The sequence {ν2kM
(
Tµk(θ2)
)
, k ≥ 1} is slowly increasing.
Theorem 5.2. Assume that equation (2.3) is diagonalizable and hyperbolic.
(1) If Condition 1 holds, then
lim
N→∞
θˆ1,N = θ1 in probability;(5.2)
lim
N→∞
√
Ψ1,N
(
θˆ1,N − θ1
)
= ξ1 in distribution,(5.3)
where ξ1 is a standard Gaussian random variable.
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(2) If Condition 2 holds then
lim
N→∞
θˆ2,N = θ2 in probability;(5.4)
lim
N→∞
√
Ψ2,N
(
θˆ2,N − θ2
)
= ξ2 in distribution,(5.5)
where ξ2 is a standard Gaussian random variable.
(3) If both Conditions 1 and 2 hold, then the random variables ξ1, ξ2 are indepen-
dent.
Proof. The main steps are the same as in the algebraic case (Theorem 4.1). In par-
ticular, (4.18) and (4.20) continue to hold as long as Ψ1,N → ∞ and Ψ2,N → ∞,
respectively. The only difference is that Conditions 1 and 2 do not provide enough in-
formation about the almost sure behavior ofK12,N/EK12,N , and, in this general setting,
there is no natural condition that would do that. As a result, in (4.17), the convergence
is in probability rather than with probability one, and then, in both (4.15) and (4.16),
convergence in probability will suffice. Conditions 1 and 2 ensure (4.15) and (4.16),
respectively, but with convergence in probability rather than almost sure. This is a
direct consequence of the weak law of large numbers.
In the case of (4.17), we have
E|K12,N | ≤
N∑
k=1
|τkνk|Eu2k(T )
and, for all sufficiently large k,
Eu2k(T ) ≤
4T
λk(θ1)
M
(
Tµk(θ2)
)(
1 + max
(
0, Tµk(θ2)
))
,
because xex − x ≤ 4(ex − x− 1)(1 + max(0, x)) for all x ∈ R. Then
(5.6) lim
N→∞
E|K12,N |√
Ψ1,NΨ2,N
= 0.
Indeed, under Condition 1, (5.6) follows from
(
E|K12,N |
)2
Ψ1,NΨ2,N
≤
16
∑N
k=1
τ2
k
M
(
Tµk(θ2)
)
λk(θ1)
(
1+max
(
0,Tµk(θ2)
))2
λk(θ1)
T 2
∑N
k=1
τ2
k
M
(
Tµk(θ2)
)
λk(θ1)
(Cauchy-Schwartz inequality) and
(5.7) lim
k→∞
(
1 + max
(
0, Tµk(θ2)
))2
λk(θ1)
= 0
(hyperbolicity condition), while, under Condition 2, (5.6) follows from
(
E|K12,N |
)2
Ψ1,NΨ2,N
≤
16
∑N
k=1 ν
2
kM
(
Tµk(θ2)
) (1+max(0,Tµk(θ2)))2
λk(θ1)
T 2
∑N
k=1 ν
2
kM
(
Tµk(θ2)
)
(Cauchy-Schwartz inequality with a different arrangement of terms) and (5.7).
The interested reader can fill in the details in the rest of the proof. 
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As an example, consider the operators with eigenvalues κk = e
2k, τk = e
k, ρk = 0,
νk = ln ln(k + 3) and assume that θ1 > 0, θ2 > 0. Then
λk = e
2k + θ1e
k, µk = θ2 ln ln(k + 3),
so that τ 2k/λk ∼ 1. Next, for all sufficiently large k,(
ln(k + 3)
)Tθ2/2 < M(Tµk) < ( ln(k + 3))Tθ2 ,
and also ν2kM(Tµk) ≍
(
ln(k + 3)
)Tθ2 . Using integral comparison, we conclude that,
for all r > 0,
N∑
k=1
(
ln k
)r ∼ N( lnN)r.
Thus, both Condition 1 and Condition 2 hold. By Theorem 5.2, both θˆ1,N and θˆ2,N
are consistent and asymptotically normal. An interested reader can verify that
Ψ1,N ≍
N
(
lnN
)Tθ2(
ln lnN
)2 , Ψ2,N ≍ N( lnN)Tθ2 .
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Appendix
First, let us recall some basic facts about second-order stochastic ordinary differential
equations with constant coefficients. Consider the initial value problem
(A.1) y¨(t)− 2by˙(t) + a2y(t) = 0, y(0) = 0, y˙(0) = 1.
With 2b = µk(θ2) and a
2 = λk(θ1), we recover (2.16); recall that λk(θ1) > 0 for all
sufficiently large k. If ℓ =
√|b2 − a2|, then
(A.2) y(t) =


sin(ℓt)
ℓ
ebt, a2 > b2;
tebt, a2 = b2;
sinh(ℓt)
ℓ
ebt, a2 < b2;
as usual, sinh x = (ex − e−x)/2. Note that if b < 0 and b2 > a2, then b + ℓ < 0. The
solution of the inhomogeneous equation
x¨(t)− 2bx˙(t) + a2x(t) = f(t), x(0) = x˙(0) = 0
is then x(t) =
∫ t
0
y(t− s)f(s)ds.
Next, we formulate the laws of large numbers and the central limit theorem used in
the proof of consistency and asymptotic normality of the estimators.
To begin, let us recall Kolmogorov’s strong law of large numbers.
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Theorem A.1. Let {ξk, k ≥ 1} be a sequence of independent random variables with
Eξ2n <∞. If {bn ≥ 1} is an unbounded increasing sequence of real numbers (bn ր +∞)
and∑
n≥1 b
−2
n Var(ξn) <∞, then
(A.3) lim
n→∞
b−1n
n∑
k=1
(ξk − Eξk) = 0
with probability one.
Proof. See, for example, Shiryaev [12, Theorem IV.3.2]. 
The following laws of large numbers, both strong and weak, are often used in the
current paper.
Theorem A.2 (Several Laws of Large Numbers). Let χk, k ≥ 1, be independent
random variables, each with zero mean and positive finite variance. If
(A.4)
∑
k≥1
Eχ2k = +∞,
then
(A.5) lim
N→∞
∑N
k=1 χk∑N
k=1Eχ
2
k
= 0 with probability one.
Next, assume in addition that
(A.6) Eχ4k ≤ c1
(
Eχ2k
)2
for all k ≥ 1, with c1 > 0 independent of k. Then
(A.7) lim
n→∞
∑n
k=1
(
Eχ2k
)2
(∑n
k=1Eχ
2
k
)2 = 0
implies
(A.8) lim
N→∞
∑N
k=1 χ
2
k∑N
k=1 Eχ
2
k
= 1 in probability
and
(A.9)
∑
n≥1
(
Eχ2n
)2
(∑n
k=1Eχ
2
k
)2 <∞,
implies
(A.10) lim
N→∞
∑N
k=1 χ
2
k∑N
k=1Eχ
2
k
= 1 with probability one.
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Proof. To prove (A.5), we take ξn = χn and bn =
∑n
k=1Eχ
2
k and apply Theorem A.1;
note that convergence of
∑
n b
−2
n Eχ
2
n follows from divergence of
∑
k≥1Eχ
2
k:∑
n
Eχ2n
b2n
≤
∑
n
(
1
bn−1
− 1
bn
)
.
To prove (A.10), we take ξn = χ
2
n and bn =
∑n
k=1Eχ
2
k, and again apply Theorem A.1;
this time, we have to assume convergence of the series
∑
nVar ξnb
−2
n . Finally, (A.8)
follows from (A.7) and Chebyshev’s inequality. 
In other words, normalizing a sum of zero-mean random variables by the total vari-
ance will give in the limit zero with probability one as ling as the total variance is
unbounded, while normalizing a sum of positive random variables by the total mean
will give in the limit one only under some additional assumptions. Given a collection
of iid standard normal random variables {ξk, k ≥ 1}, an interested reader can verify
that the sequence
(∑n
k=1 e
kξ2k
)
/
(∑n
k=1 e
k
)
does not converge in probability as n→∞.
To understand the meaning of conditions (A.7) and (A.9), note that if ξk, k ≥ 1,
are iid non-negative random variables with Eξ1 = A > 0, then, taking in Theorem A.1
bn =
∑n
k=1Eξk = An, we recover the classical strong law of large numbers:
lim
n→∞
1
n
n∑
k=1
ξk = A
with probability one. In the second part of Theorem A.2, we want to establish a similar
result when the random variables ξk are positive and independent, but not identically
distributed. Condition (A.6) (which holds, for example, for Gaussian random variables)
allows us to apply Theorem A.1 with bn =
∑N
k=1 Eξk. If ak := Eξk > 0 for all k, then
conditions (A.6) and (A.9) become, respectively,∑
n≥1
an = +∞,(A.11)
∑
n≥1
a2n
(
∑n
k=1 ak)
2 <∞.(A.12)
On the other hand, if
(A.13) lim
n→∞
∑n
k=1 a
2
k
(
∑n
k=1 ak)
2 = 0,
then Chebyshev’s inequality leads to a weak law of large numbers.
In general, (A.11) does not imply (A.12) or (A.13) (take an = e
n), nor does (A.12)
imply (A.11) (take an = 1/n
2), but obviously (A.13) implies (A.11). An interested
reader can also verify that the sequence {e√n, n ≥ 1} satisfies (A.13) but not (A.12).
On the other hand, since we use (A.11) and (A.12) to prove a strong law of large
numbers, and use (A.13) to prove a weak law of large numbers, it will be natural to ex-
pect that conditions (A.11) and (A.12) together are stronger than (A.13). Kronecker’s
Lemma (see [12, Lemma IV.3.2] with bn = (
∑n
k=1 an)
2
, xn = a
2
n/bn) shows that this is
indeed the case: (A.11) and (A.12) imply (A.13).
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We say that a sequence of positive numbers {an, n ≥ 1} is slowly increasing
if condition (A.13) holds. The notion of a slowly increasing sequence simplifies the
conditions for consistency and asymptotic normality of the estimators in the general
(non-algebraic) setting. Related conditions in the context of the law of large numbers
can be found, for example, in the paper [1]. If an = n
γ , γ ∈ R (algebraic case), then
(A.11) (that is, γ ≥ −1) implies (A.12), which is the reason for the strong consistency
in Theorem 4.1.
The following theorem is used to prove asymptotic normality of the estimators.
Theorem A.3 (A Martingale Central Limit Theorem). Let Mi,n = Mi,n(t), t ≥ 0,
n ≥ 1, i = 1, 2, be two sequences of continuous square–integrable martingales. If, for
some T > 0,
lim
n→∞
〈Mi,n〉(T )
E〈Mn〉(T ) = 1, i = 1, 2, in probability,
and
lim
n→∞
〈M1,n,M2,n〉(T )(
E〈M1,n〉(T )
)1/2(
E〈M2,n〉(T )
)1/2 = 0 in probability,
then
lim
n→∞
(
M1,n(T )
(
E〈M1,n〉(T )
)−1/2
M2,n(T )
(
E〈M2,n〉(T )
)−1/2
)
= N (0, I) in distribution,
where N (0, I) is a two-dimensional vector whose components are independent standard
Gaussian random variables.
Proof. If Xn and X are continuous square-integrable martingales with values in R
d
such that X is a Gaussian process and limn→∞〈Xn〉(T ) = 〈X〉(T ) in probability, then
limn→∞Xn(T ) = X(T ) in distribution; recall that, for a vector-valued martingale
X = (X(1), . . . , X(d)), 〈X〉(t) is the symmetric matrix with entries 〈X(i), X(j)〉(t). This
is one of the central limit theorems for martingales; see, for example, Lipster and
Shiryaev [7, Theorem 5.5.11]. The result now follows if we take
Xn(t) =
(
X1,n
X2,n
)
, X(t) =
(
w1(t)/
√
T
w2(t)/
√
T
)
,
where
Xi,n =
Mi,n(t)(
E〈Mi,n〉(T )
)1/2 , i = 1, 2,
and w1, w2 are independent standard Brownian motions. 
Corollary A.4. Let fi,k = fi,k(t), t ≥ 0, i = 1, 2, k ≥ 1 be continuous, square-
integrable processes and wk = wk(t) be independent standard Brownian motions. Define
ηi,N =
∑N
k=1
∫ T
0
fi,k(t)dwk(t)(∑N
k=1E
∫ T
0
f 2i,k(t)dt
)1/2 , i = 1, 2.
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If
lim
N→∞
∑N
k=1
∫ T
0
f 2i,k(t)dt∑N
k=1E
∫ T
0
f 2i,k(t)dt
= 1 in probability, and(A.14)
lim
N→∞
∑N
k=1 E
∣∣∣∫ T0 f1,k(t)f2,k(t)dt∣∣∣(∑N
k=1E
∫ T
0
f 21,k(t)dt
)1/2 (∑N
k=1E
∫ T
0
f 22,k(t)dt
)1/2 = 0,
then
lim
N→∞
(
η1,N
η2,N
)
= N (0, I) in distribution,
where N (0, I) is a two-dimensional vector whose components are independent standard
Gaussian random variables.
Proof. This follows from Theorem A.3 by taking
Mi,n(t) =
∑n
k=1
∫ t
0
fi,k(s)dwk(s)(
E
∫ T
0
f 2i,k(t)dt
)1/2 ,
because E〈Mi,n〉(T ) = 1 and
〈M1,n,M2,n〉(T ) =
∑N
k=1
∫ T
0
f1,k(t)f2,k(t)dt(∑N
k=1 E
∫ T
0
f 21,k(t)dt
)1/2 (∑N
k=1 E
∫ T
0
f 22,k(t)dt
)1/2 .

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