Introduction 25
Solid oxide fuel cell (SOFC) power generation systems have been intensively developed and 26 these machines are now nearly ready for commercialization. There are still few reports of 27 field tests on these units [1] [2] [3] [4] [5] , while in the last two decades researchers have been especially 28 active in developing mathematical models [6] [7] [8] [9] [10] [11] [12] and the results of this research activity point 29
to several issues open to further investigations: 30 1. the heat, mass and charge transport in single cells and stacks still require in-depth study 31
[13]; 32 2. only a few of published mathematical models have undergone experimental validation; 33 3. the thermophysical properties and reaction kinetics of several materials at high 34 temperatures are still not well known [14] [15] [16] [17] . 35 The experimental activities conducted on SOFCs have been characterized mainly by: (i) the 36 study of new materials [18] ; (ii) developments in single cell design [19] [20] [21] ; (iii) the 37 development of cell manufacturing methods, with numerous studies on the parameters that 38 influence the microstructure of the materials [20] [21] [22] [23] . As a result, the open literature is still 39 short of information on the validation of the generation system's performance as a whole. 40 The documented tests to date on SOFC generators focused on: a) durability under stressing; b) 41 long-term life; c) performance. Such tests have been conducted on the following units: 42 1) Sulzer Hexis HXS 1000 (1kWel) [1] : this unit is fueled with natural gas. It uses a planar 43 geometry and can provide 1 kWel and 24.5kWth by means of an auxiliary boiler. The 44 experimental campaign was started in March 2002, but so far no results have been circulated 45 about the commercial unit; 46 2) Siemens CHP-100 SOFC Field Unit, also named EDB/ELSAM 100 (100 kWel) [2] : this 47 unit consists of Siemens-designed tubular cells fed with natural gas. It has been in operation 48 for 36900 hours and submitted to tests on its durability and performance, reaching an 49 electrical efficiency (AC) of 40.07% and a global (electrical and thermal) efficiency of 50 61.10%. An analysis of variance (ANOVA) was conducted on the voltage considering as 1 parameters the mean temperature of the stack and the utilization factor. 2 3) Siemens SFC 5 Alpha 6 (3.5 kWel) [3] : this unit is fueled with natural gas and has 3
Siemens-designed tubular cells. Tests have been performed on its performance, obtaining an 4 electrical efficiency (AC) of 35.50% and a global efficiency of 65.32%. Here again, an 5 ANOVA was conducted on the voltage considering as parameters the mean temperature of 6 the stack and the utilization factor. 7 4) Siemens SCE 220kW (220kWel) [4] : this unit has the same features of the stack as the 8 EDB/ELSAM 100. The unit was tested at 3 atm. The reported data indicate that the unit 9 worked for 3000 hours and was then switched off. The unit had been designed to run coupled 10 with a gas turbine. 11 5) Acumentrics CP-SOFC 5000 (5 kWel) [5] : this unit consists of Acumentrics-designed 12 tubular solid oxide cells. Durability tests have been performed and the unit has been operated 13 for 1500 hours. Some aspects of its performance have been classified, as concerns the 14 reduction in the average manifold voltage time. The machine was submitted to three stops and 15 starts as a stressing test. 16 The tests conducted therefore focused mainly on durability, while few systematic studies have 17 attempted to derive fundamental rules on these units' operation. 18
Concentrating now exclusively on the performance testing activities, a thorough description 19 of experiments conducted on a large SOFC generator is given in [19] , where a detailed 20 statistical analysis is provided, also based on the experimental design proposed. Using this 21 method enables important conclusions to be drawn on the operation of the system with 22 variations in the utilization factor and the air flow delivered to the SOFC generator. On the 23 other hand, the proposed method makes it difficult to select a considerable number of 24 parameters to vary because the machine takes effect on many of them on the strength of its 25 internal control logic, thereby restricting the conclusions that can be drawn. 26 The problem of deducing general rules derives from the way in which the data collected are 27 presented, which is typically in arrays of time-dependent values. devices of a fuel cell generator instead of the presently-adopted proportional-integral systems. 47
The PCA also reveals the most crucial operational aspects, identifying the parameters that 48 most influence the unit's performance. This data analysis is particularly useful when 49 performance depends on a large number of parameters, as in [27] for instance, where 62 50 parameters were adopted and it was necessary to simplify the study considering exclusively 1 the most important operating parameters. 2
In the present case, the SOFC generator's performance depends on the interactions between 3 some of its sections. The constitutive elements of a SOFC generator are the balance of plant 4 (BoP), the power conditioning system (PCS), the fuel cell stack, and the electronic control 5 and monitoring system. In fact, the control of the electrochemical reaction in the stack gives 6 rise to the optimal thermodynamic conditions for each electrical load required, but in this 7 condition the PCS might operate at the point of minimum efficiency, reducing the electrical 8 power generated. The control loops in the control and monitoring system may also not always 9 be set correctly when the unit operates under variable electrical loads [29] , giving rise to 10 further inefficiencies. 11
The results of operating SOFC generators therefore still fall far short of the performance 12 achievable with other more efficient power generation systems. However, the advantage of a 13 SOFC generator lies in its ability to maintain the same performance over a wide range of rated 14 electrical power making it suitable for distributed generation. The performance 15 characterization of the Gen521 is outlined below, based on data obtained from an 16 experimental campaign processed using PCA. The data analysis also highlights how the 17 machine's various operating parameters influence the performance in different working 18
conditions. Finally, the data were used to develop simple but sufficiently accurate equations 19 (taking the black box approach) capable of defining the behavior of the Gen521. 20 21
The test rig 22
An outdoor test rig was set up to quantify the performance of the Gen521 (Figure 1) Figure 2 shows the position of the measuring devices in the SOFC 42 machine under investigation. The voltage sensors installed provide the difference in potential 43 between two tubes belonging to a manifold. In addition to the sensors connected to the 44 generator, several electrolyzer parameters are also measured. The Acumentrics generator (Gen521) consists of two SOFC stacks, a set of components 7 belonging to the BoP (blowers, control valves and heat exchangers) and a PCS for treating the 8 DC electrical power. The unit can produce 2.5kW of rated electrical power, it is 86 x 145 x 9 127 cm in size and weighs 794kg (batteries included). The generator has 144 tubular anode-1 supported solid oxide cells divided into two stacks. Each stack is assembled in 2 separate 2 blocks. Each block is made of 6 overlapping rows, with 6 cells placed in series in each row 3 ( Figure 2 ). Each cell is 1.5cm in diameter and 33cm long, with an anode about 0.15cm thick, 4 an active surface of 133cm 2 and a horizontal position. Air flows around the outside of the 5 cells (cathode side) and hydrogen through the inside (anode side) using an internal distributor 6 tube. The anode is a cermet of nickel oxide and yttria-stabilized zirconia to support the weight 7 of the cell, the electrolyte is pure yttrium-oxide-stabilized ZrO 2 (YSZ) and the cathode is 8 lanthanum-strontium manganite (Sr-dopped LaMnO 3 ). The interconnections are in lanthanum 9 chromite (LaCrO 3 ). The cathode current collector is made of silver. The characteristics of the 10 single cells are therefore similar, in terms of the materials and design, to those described in 11
[30]. 12
Each stack works with a vertical thermal gradient during its operation and each single row of 13 cells operates at a different temperature, with a negligible horizontal thermal gradient. As for the PCS, in a fuel cell generator this is typically made as explained in [31] . In the 28 particular case of the Gen521, the PCS consists of a first stage to set the stack output voltage 29 to 48V DC. The power obtained from this DC/DC converter is stored in 4 batteries and then 30 sent to the inverter. Priority is given to the batteries because they serve as a buffer useful for 31 powering the BoP components during unit start-ups, or for restarting after a malfunction. 32
Finally, the power converted by the inverter feeds a set of 5 lights (400W rated), each of 33 which represents an electrical load; this configuration enables the electrical loads to be set at 34 various levels (400W, 800W, 1200W, 1600W, 1800W On start-up, the generator stacks are brought from ambient temperature beyond a temperature 5 set-point (typically 680°C) using the hydrogen/air mixture in the burner. When this threshold 6 has been exceeded, the electric circuit between the stacks and the user is closed, placing the 7 load and the batteries in contact with the generator. During this first phase the batteries are 8 charged, taking priority over the electrical load. Within a few hours the temperature of the 9 stack becomes stable generally within a range of 760°C to 850°C, depending on the operating 10 conditions, with an internal vertical thermal gradient that in normal operating conditions is 11 approximately 40°C. When the balance is reached, the burner is used exclusively to control 12 the temperature of the stacks. The valve CV1 simultaneously delivers outside air for the 13 cooling of the stacks. All controls implemented inside the system are handled by means of 14 proportional-integral loops that take effect with default parameters established by 15
Acumentrics Corp. The generator is monitored and controlled by an internal programmable 16 logic controller connected to a software implemented on a remote PC. 17 18
SOFC generator testing strategy 19
The experiments were designed to establish the unit's performance in terms of SV and DC 20 electrical power in different operating conditions. In particular, only the steady state working 21 conditions were considered, so the tests consisted in changing some adjustable parameters and 22 the electrical loads to 400W, 800W, 1200W, 1000W and 1400W. The experimental data were 23 obtained by combining the results recorded in these different operating conditions. The results 24
were typically arrays of time-dependent values. This very large set of collected data was 25 filtered using four criteria: 26 1. stack temperatures: each temperature value acquired had to be no more than 2.5°C higher 27 or lower than the mean temperature measured for the previous 600 s; 28 2. the voltages measured for the 24 stacks: each voltage value acquired had to be no more 29 than 0.01V higher or lower than the mean voltage measured for the previous 600 s; 30 3. battery voltage: each battery voltage value acquired had to be no more than 0.075V higher 31 or lower than the mean voltage measured for the previous 600 s; 32 4. residence time of the value measured: all measured values had to satisfy the above 33 conditions for at least 30 s. 34
The data acquired were thus reduced in number and were representative of genuinely stable 35 operating conditions. The experimental data gave rise to numerous clusters, as shown in 36 Figure 4 , so they were difficult to interpret and group into common working conditions 37 illustrating the unit's operation. In fact observing the dependence of DC electrical power and 38 SV on the current, in Figure 4 might seem that there are three operating conditions. Actually 39 the operating stable conditions are more than three. The scatter plots in Table 3 show  1 numerous clusters and so several functioning points. Therefore one has to take into account 2 not only the current but also other equally important parameters studying the dependence 3 between such parameters, the DC electrical power and SV. A multivariate analysis allows the 4 study of the unit operation in this way. By adopting this method for data analysis it is possible 5 define relations on the dependence between the parameters selected as significant and the 6 performance (DC electrical power and SV). So after identifying the system's input parameters 7 and output variables, any stable system operating conditions are presented as a vector of the 8 data, each available vector differing from the others. Regression of the experimental vectors 9 can be done using the response surfaces method. This method can be applied to different 10 types of analysis, the most straightforward (and consequently best documented) being 11 multivariate polynomial interpolation. This method leads to the formulation of polynomials, 12 however, and consequently often gives rise to surfaces that are not monotonous in the domain 13 of interest. 14 Therefore it was chosen to regress the experimental data using the multilinear (or linearizable) 15 regression method, also based on the results of a PCA [32] . The identification of a multilinear 16 (or linearizable) response surface based on considerations from the PCA led to a simplified 17 relationship between several independent parameters (inputs) and the dependent variable 18 (output) of interest. In fact, PCA enables a subset of parameters to be selected to formulate 19 more than one regression equation. These relations can be determined by means of a 20 subsequent multivariate regression on some selected input parameters. 21 22 23 Figure 4. Experimental data collected for DC electrical power and SV in a steady state for 24 different currents generated by the stacks 25 26 6. Pattern recognition 27
As emerges from the experimental data collected in Figure 4 , there was a higher density of 28 acquisitions in certain current ranges because the tests were conducted at different electrical 29
loads. Figure 4 also shows a discontinuity in the DC electrical stack power (before the DC/DC 30 converter) at around 85 A. 31
This discontinuity highlights the different operating conditions imposed on the machine at the 32 higher currents. Given this discontinuous trend of the DC stack power (DC power) and SV, it 33 became necessary to divide the operating domain between the higher currents (from 88.00 A 34 to 112.8 A) and the lower currents (from 33.02 A to 82.57 A). These two zones into which the 35 study was divided had the characteristics outlined in Table 2 . Looking at the data in Table 2,  36 the largest differences between the two datasets for the operating zones 1 and 2 clearly 37 coincide with the global thermal gradient of the stacks (DT), the mean working temperature 38 of the stacks (TM) and the utilization factor (FU). So our proposed characterization will 1 therefore be divided into two parts depending on the stack current (SA) range. 2 3 The table 3 shows the scatter plot and correlation matrix for the whole data set (zones 1 and 6
2). Significant correlation coefficients are in bold and were obtained considering the values 7 outside the range ±0.500. Table 3 shows the plots of the coupled variables. Several clusters 8 can be seen, which make it difficult to generalize the machine's operation. Table 3 shows  9 some of the correlations in the machine's operation; some of them depend on the control 10 system, which correlates certain variables that are themselves not correlated. 11 12 HyF and AirF and consequently also RAirHy through TM. The hydrogen pressure at the 25 anode inlet (HyP) does not correlate with any variable and this may be justified by the fact 1 that, as shown in Table 2 , HyP has a very limited range of variation around atmospheric 2 pressure. Now it is possible to apply to the data the procedure shown in Figure5. As a first 3 step the PCA on the study zones is performed, then a multi-linear regression and eventually a 4 full factorial design on the developed equation to identify the most important operational 5 parameters. 6 7 8 Figure 5 . Procedure for the data analysis 9 10
The data had to be scaled first, however, because the units of measure of each parameter and 11 variable differed. Conducting the analysis without completing this important preliminary step 12 would produce erroneous results because they would be influenced by the very different order 13 of magnitude of the numerical values. For instance, it would be wrong to treat HyP and DT in 14 the same analysis because their numerical values have different orders of magnitude and 15 different variances. Data scaling is therefore a step that enables the effects of different units of 16 measure and variances on the PCA to be minimized. This scaling can be done in various 17 ways. For the present problem, it was opted for a natural-logarithmic scaling of the data due 18
to the large differences in the orders of magnitude between the numerical values and between 19 their variances [33] . Then the PCA was conducted on the scaled data. PCA is mathematically 20 defined as an orthogonal linear combination that transforms the data to a new coordinate 21 system having the PCs as axes. PCA is a multivariate analysis of data method performed on a 22 dataset for the purpose of identifying a limited number of parameters that account for most of 23 the variance of the data. The method is therefore used to establish which parameters 24 determine similarities between the data. In PCA the original set of (correlated or uncorrelated) 25 parameters is converted into a new set comprising an equal number of independent 26 uncorrelated principal components (PCs), which are linear combinations of the original 27 parameters. Along the first coordinate (PC1) the greatest variance of data is present, then the 28 second coordinate (PC2) adds another part of variance of data and so on for all PCs."Along 29 the first coordinate (PC1) is present the greatest variance of data, adding the second 30 coordinate (PC2) it is explained another part of variance of data and so on for all PCs. At the 31 end of the analysis, it is also obtained a sequential list of linear combinations that best explain 32 the variance of the data and from these combinations it is possible to identify the parameters 33 that affect the variance the most. From the viewpoint of the similarity of data instead of the 34 variance, projecting the data onto a space that depends on the linear combination of the 1 parameters enables us to identify any clusters, which represent similar operating conditions. 2
By applying PCA to the data, the loadings of the parameters on the various PCs were 3 obtained. 4
Clearly, other methods of clustering or classification could be adopted, such as the Gastofan-5
Kessel clustering [34] or self organization mapping [35] to obtain more precise divisions. 6 Table 4 shows the loadings of the PCs for the data in zones 1 and 2. 7 8 In common practice only the loadings with an absolute value higher than 50% are considered. 10
For both the zones, the analysis suggested that the first 4 PCs explain 100% of the variance of 11 the data, but the most important PCs for zone 1 were PC1 and PC2 (95.6% of the variance), 12 while PC1, PC2, PC3, PC4 were all important for zone 2. 13 Figure 6 shows the experimental data for zone 1 as a function of PC1 and PC2, where it can 14 be seen the previously described effects. Intuitively, there are three clusters identifiable on the 15 strength of PC1 e PC2. 16 17 Figure 6 . Experimental data on the PC1-PC2 hyperspace 18 19
From the data for zone 1, it were obtained the three clusters shown in Figure 6 on the plane 20 PC1-PC2. From the data for zone 2, it were obtained the two clusters shown in Figure 7 . In 21 this latter case, it was need to check the distribution of the data in all the first four PCs due to 22 the variance is more evenly divided between them. 23 1 Figure 7 . Experimental data on the hyperspaces PC1-PC2, PC1-PC3, PC1-PC4 2 3
The identification of different clusters leads to the determination of different operating 4 conditions. Thus by separately analyzing the data belonging to each cluster and the principal 5 differences between the clusters, it can be identified which parameters influence the 6 machine's performance. 7
To identify these parameters the most often-used method consists in performing a stepwise 1 regression using the PCs [36, 37] . Table 5 shows the steps involved in the stepwise regression 2 and the corresponding results. 3 4 
]/(n-p)} where n is the number of data and p is the number of parameters in the model. Adjusted R 2 gives a modified version of the coefficient of determination R 2 which adjusts for the number of parameters in the model.
5
The parameters that determine the similarity of the data are for SV, RAirHy and SA in zone 1, 6
and DT as well in zone 2. Such results show that the main difference in the data collected for 7 the operation between zones 1 and 2 consists in the thermal gradient inside the stacks. 8
For DC Power in zone 1 the similarity of the data is given by similar values for RAirHy, SA 9
and AirF. SA remains for zone 2, while RAirF and AirF no longer contribute to the variance 10 of the data. It can be concluded that DC Power depends primarily on SA in zone 2 and 11 secondarily on HyF, since the introduction of the parameter HyF does not appear to be 12 particularly important for the regression. The low value of the adjusted R-square in zone 2 of 13 SV demonstrates that the correlation between SV and its parameters is not linear. DC Power 14 in zone 2 is also non-linear in relation to its parameters, but less than SV. In zone 1, on the 15 other hand, the adjusted R-square values suggest that both SV and DC Power have a linear 16 trend. 17
Finally, it should be noted that Table 5 shows the parameters that influence the variance of the 18 data. So the PCA was used to measure the significance of the selected parameters on the 19 differences between clusters of data. To formulate a correlation based exclusively on these 20 parameters would be an oversimplification because using the parameters deduced by PCA 21 alone would not enable a sufficiently accurate description of the variation in SV and DC 22
Power within a given cluster. To describe the passage between several steady states, other 23 parameters in addition to those selected, were need to introduce. On the other hand, if a rough 24 estimate of the machine's operation were sufficient, the selection of the identified parameters 25 could be sufficient. 26 27 8. Results 28
The above-described analysis enabled us to select a subset of parameters for modeling the 29 unit's operating conditions. Figure 4 shows a close correlation between SA and DC Power 30 from which the correlation between SA and SV (the unit's polarization curve) could also be 31 derived. As shown in Figure 4 , this correlation cannot be derived by direct regression of the 32 data on SV because these data form several clusters. Based on the previous PCA it could be 33 developed a simplified equation in order to correlate SV and DC Power, involving a few 34 significant parameters, or more complex models could be developed, considering all the 35 parameters, by means of a multivariate regression. Finally, two models needed to be 36 developed, one for each zone investigated. Thus, the correlations adopted for the regressions 37
were where Log is the natural logarithm. Table 6 shows the coefficients derived from the various 6 regressions by means of increasingly simple models for each operating zone, for both SV and 7 DC Power. In addition to the adjusted R-square, table 6 also shows other equally important 8 parameters to confirm the validity of the regression. 9 10 in the latter, not in the former. The difference between the two classes of equations consists in 13 the introduction of the natural logarithm of SA in the case of the non-linear models. 14 Introducing this non-linear parameter enables us to obtain the coefficient of determination 15 much higher and to concentrate the study on the curvature tests. The curvature was assessed 16 on a confidence interval (95%) centered on the least-squares parameter estimates. The 17 curvature in Table 6 is a scaled measure of the radius of curvature of the parameter space. 18
Generally speaking, the non-linear expressions with a higher curvature were those most 19
closely following the experimental data in zone 2 of SV and DC Power. The models on which 20 the subsequent considerations were based are those identified with the numeral 1 in Table 6  21 and are listed below. Figure 8 shows the regression of the experimental data with eqns.
(1-4) for SV and DC Power 20 in zones 1 and 2. These models were selected because: 21 1) they have a greater curvature. For SV it is important to take the parameters other than SA 22 into account as well because the operating domain of SV is very limited. This obliges the 23 accuracy of the correlations to be lower than the first decimal digit. In fact, a model based 24 entirely on SA could be developed, but it would not be useful for mapping the experimental 25 points. The parameterization of the data entails the need to distinguish differences at least in 26 the first decimal digit. For DC Power the curvature test shows that, if it wishes to remain with 27 curvatures higher than 0.7, there is no advantage in selecting a relationship characterized by a 28 number of parameters slightly lower than those involved in (3) and (4). In fact, in zone 2, DC 29
Power acquires a curvature for high currents. To follow this behavior it is needed to introduce 30 non-linear model in the same way as for SV; 31
2) being composed of all the parameters investigated, the proposed models are suitable for 32 estimating the influence of every single factor on the output of interest (SV or DC Power) by 33 means of a two-level full factorial design (FFD) [38] . 34 Figure 8 shows the correctness of the fit for the experimental data with the eqns. (1-4) . The 35 analysis of the residuals is shown in Figure 9 . In zone 1, the equations (1) and (3) regress the 36 experimental data with a satisfactory accuracy. In zone 2, it can be seen that the equation (4)  37 produces accurate results, while equation (3) reveals a strong non-linearity of the data. This 38 suggests that, in order to improve the model (3), it would be necessary to formulate an 39 alternative non-linear correlation. Although the model (3) is the only one proving critical 40 among those developed, the coefficient of determination and the curvature are still sufficiently 41 high, so even equation (3) was considered valid, albeit with a lower accuracy than those 42 obtained in the regressions of the corresponding experimental data using equations (1), (2) 43 and (4). 44 45 1 Figure 8 . Regression of the experimental data with the models selected 2 3 4 Figure 9 . Residuals analysis on SV and DC Power using eqns (1-4) 5 6
A two-level FFD was performed within the ranges defined in Table 2 to identify the weight of 7 the single parameters within eqns. (1-4) . The purpose of this analysis was to highlight the 8 parameters with the greatest influence on the order of magnitude of SV and DC Power, 9
considering the models derived. The result is contained in the Pareto charts in Figure 10 . 10
After screening by means of normal probability plots, It can be seen that the most significant 11 parameters for SV, in absolute terms, for zone 1 are RAirHy>AirF and for zone 2 they are 12
RAirHy>AirF>HyF>DT>TM. So, when the machine operates in the conditions of zone 2, 13 other parameters become important to the machine's performance in terms of SV. Similar 14 conclusion can be drawn observing the Pareto chart relating to DC Power. In zone 1, the order 15 of significance of the parameters, considering their weight in absolute terms, is 16 SA>AirF>RAirHy>TM>FU, while in zone 2 it is AirF>RAirHy>SA>HyF>DT>TM. In this 1 case, the importance of certain parameters is reversed, and other parameters make their 2 appearance. 3 4 Figure 10 . Pareto charts obtained for eqs (1-4) 5 6
Obviously the analysis of variance on eqns.
(1-4) contain the error from the regression 7
procedure. This means that it is best to focus on the mutual relationships between the weights 8 of the parameters rather than on their absolute values, and also to concentrate just on the 9 parameters that show a higher significance. It would also be possible to avoid the analysis on 10 SV because it could be deducible from the analysis on DC Power. The latter analysis also 11 leads to more reliable results because the correlations derived on DC Power contain a smaller 12 error (Table 6 ). The analysis on SV nonetheless provides further information on the 13 performance and are more accurate control of the accuracy of the relationships obtained. 14 Finally, the analysis on the equations confirms the results of Table 5, and adds other  15 parameters to those identified in the PCA, which are important for determining the magnitude 16 of SV and DC Power. Considering SA as a variable and consequently excluding SA by the 17 analysis, Figure 10 confirms the importance of the parameters identified in the PCA. In 18 particular, for SV it is obtained: 19 1) in zone 1, the PCA identifies RAirHy, whereas the FFD identifies AirF and RAirHy as of 20 the parameters with the strongest influence on SV; 21 2) in zone 2, the PCA identifies just SA as an influential parameter, but SA is an independent 22 variable and so it is implicitly included in the analysis. In other words, SV is per se always 23 considered a variable dependent on SA. The FFD thus indicates AirF, HyF and RAirHy as 24 parameters influencing the value of SV. Although they have a high magnitude, TM and DT 25 can be disregarded because their magnitude can be assumed to derive from the regression 26 error. 27
For DC Power: 28 1) in zone 1, the PCA points to AirF and RAirHy; the FFD to AirF and RAirHy; 29 2) in zone 2, the PCA identifies SA, which is excluded from the parameters for the previously 30 mentioned reasons; the FFD suggests AirF, HyF, RAirHy, TM and DT with a smaller 31 influence of TM and DT on the value of DC Power than that of the first three parameters. 32
It seems clear from the results that the air flow is the main factor used to adjust the unit so as 33 to modulate its performance to suit the required load. As confirmed in [39] the air flow rate 34 can be adjusted to extend the linear correlation between SA and SV even at high currents. The 35 present study demonstrates, however, that when the apparent limiting current is reached, there 36 is a zone in which the correlation between SA and SV is no longer linear. Other operating 37 parameters have to be included in the description of the machine's performance for this zone. 38 Figure 11 shows the eqns (1-4) applied to a long operating period, also in unsteady states. 1 Although large differences are evident during the start-up, these differences decrease in the 2 transition period between two different steady states of the system. For DC Power the 3 equations (3) and (4) produce very similar values: this is because the parameters with the 4 strongest influence on DC Power in zone 1 also influence zone 2. generator. Exclusively steady state conditions were investigated. It is difficult to deduce 12 general rules from the data obtained because they consist of a considerable number of 13 quantities that vary simultaneously, also on the basis of control logic installed in the machine. 14 This means that the conclusions that can be drawn are limited. The data collected were 15 typically in the form of arrays of time-dependent values, so graphically representing the 16 relationships between the working variables produced no evident trends, but clusters of points 17 in certain operating regions, which represent different operating conditions. Performing a 18 multivariate analysis on the data produced useful information for interpreting the system as a 19 black box. The analysis conducted enabled us to: 20 1) cluster the machine's operating data within a limited number of operating conditions; 21
2) identify the parameters with the strongest influence on SV and DC Power in each operating 22 zone (Table 5 and Figure 10);  23 3) generate several fairly accurate, progressively simplified multilinear models (contained in 24 Table 6 ) for predicting the value of SV and DC Power on the basis of the operating 25 parameters estimated directly from input-output data. 26
In conclusion, the proposed data analysis enabled us to derive general rules that describe the 27 system's operation, and to use said rules to study the system's response to variations in its 28 operating parameters. 
