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Abstract
In this paper we develop a general theory of compressed sensing for analog signals, in
close similarity to prior results for vectors in finite dimensional spaces that are sparse in
a given orthonormal basis. The signals are modeled by functions in a reproducing kernel
Hilbert space. Sparsity is defined as the minimal number of terms in expansions based
on the kernel functions. Minimizing this number is under certain conditions equivalent
to minimizing an atomic norm, the pre-dual of the supremum norm for functions in
the Hilbert space. The norm minimizer is shown to exist based on a compactness
argument. Recovery based on minimizing the atomic norm is robust and stable, so it
provides controllable accuracy for recovery when the signal is only approximately sparse
and the measurement is corrupted by noise. As applications of the theory, we include
results on the recovery of sparse bandlimited functions and functions that have a sparse
short-time Fourier transform.
1 Introduction
Sparse regularization techniques are a nowadays common and successful approach to solve
ill-posed inverse problems. Due to constraints imposed by an application one often faces
the problem of having access to only very few measured quantities, sometimes far less than
the ambient dimension of the space in which the solution to the problem resides. The
linear version of this problem – solving an underdetermined linear problem for a solution
being sparse in a prescribed representation system – has been extensively studied in the
area of what is called compressed sensing or – seemingly more general, but often used
interchangeably – sparse recovery [14, 10, 17].
The sparse recovery problem has so far been predominantly treated in discrete settings,
following the tacit assumption that it is inherent in the digital domain only. However, real-
world signals are foremost of analog nature, calling for an adapted algorithmic framework
to this structure. Let us exemplarily consider the problem of determining the dominant
frequencies of a musical score. If we assume that the range of possible frequencies is a
discrete set – e.g., that the instruments are perfectly tuned according to the well-tempered
scale and that the musicians playing the instruments are not making the slightest of mistakes
– we can without problem convert this into a discrete setting. As soon as the frequencies
deviate slightly from the fixed grid – i.e., if the instruments are not perfectly tuned – it
becomes impossible to precisely represent the scores as discrete vectors. This is not merely
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an academic issue: As an illustrative example, consider the vector
v = (e
iθk
m )mk=−m ∈ C2m+1. (1)
Despite its apparent sparsity in the frequency domain, its discrete Fourier transform v̂ has
many nonzero entries as soon as θ is not an integer multiple of 2pi. This phenomenon occurs
much more widely, and is commonly called the basis mismatch problem [13].
In this paper, we will develop a sparse recovery approach suitable for analog signals and
provide precise recovery guarantees, even in the situation of the signals being impacted by
noise. The key ideas of our framework are to consider reproducing kernel Hilbert spaces
as ambient spaces with the kernel functions being the elements of the representation sys-
tem, and to solve a total-variation minimization problem for sparse atomic measures as an
extension of classical atomic measures.
1.1 Desiderata for Analog Signals
A classical sparse recovery problem aims to recover a vector x ∈ Rn from linear, non-
adaptive, and underdetermined measurements b := Ax, A ∈ Rm×n with n being much
larger than m. The key constraint imposed on x is sparsity, namely that either
‖x‖0 := #{i : xi 6= 0, i = 1, . . . , n}
is small or that there exists a representation system Φ ∈ Rn×k – often coined dictionary
and assumed to be an orthonormal basis or more generally a frame – such that x = Φc and
‖c‖0 is small. One of the most popular and well-explored recovery approaches is to solve
a convex optimization problem, more precisely, to find a minimizer for the `1-norm that
achieves
min
x˜∈Rn
‖x˜‖1 subject to Ax˜ = b.
Under certain conditions [21], such a minimizer is indeed the desired solution.
Aiming for a true analog setting, the following four desiderata can be identified:
(D1) Hilbert space model. A classical mathematical model for analog signals consists of
reproducing kernel Hilbert spaces, one particularly prominent example being the re-
producing kernel Hilbert space of bandlimited functions.
(D2) General measurements. In contrast to the classical setting, in which measured quanti-
ties are indexed by a finite or countable, discrete set, we wish to include measurements
whose index set is equipped with a more general metric structure. This includes the
case of a measurement whose range is a reproducing kernel Hilbert space.
(D3) Reconstruction in infinite dimensions. The reconstruction should not impose a dis-
cretization, but remain in the continuum setting. Solving an appropriate convex opti-
mization problem based on the measurement should allow robust and stable recovery
of the analog signal with respect to the relevant norm.
(D4) Analog sparsity. The notion of sparsity itself should not be linked to a specific discrete
set, but in fact – following the analog spirit – allow for sparse representations within
an uncountably infinite dictionary.
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Besides developing an appropriate model setting and recovery strategy, the main goal
will consist in providing precise recovery guarantees. In particular, we will not address the
problem of numerically solving the infinite dimensional optimization problems we will inves-
tigate. It should be noted that in some special cases such as when the linear measurements
are (related to) Fourier samples (see, e.g., [8, 32, 19, 25]) or piecewise linear measurement
functions [23], the infinite dimensional problem can in fact be solved exactly through finite-
dimensional problems. Deriving such statements for our more general situation is beyond
the scope of this paper and will be studied in future work.
1.2 Related Work
The discrete paradigm of sparse recovery was challenged in the ground-breaking paper [12],
where atomic norms with respect to infinite dictionaries where introduced. Although the
concept of atomic norms was certainly not new in itself, the authors argued that many of
the norms used for structured regularization, i.e., the nuclear norm, could be viewed as the
atomic norms of certain dictionaries. We will exploit and extend the idea of atomic norms
in order to realize our envisaged properties (D1)–(D4). One deficiency of the previously
investigated atomic norms is that the norms still relied on discrete representations; in the
particular example of the nuclear norm of a matrix, it is equal to the sum of its finitely
many singular values.
A different, and more truly “non-discrete” type of sparse recovery problem was already
treated in [18], before much of the literature on compressed sensing. The idea in this work
was to consider the recovery of a signed measure µ of the form
µ =
s∑
i=1
ciδxi (2)
for c ∈ Rs and xi ∈ Ω, rather than a discretized vector. Hence, the theory does address
(D4). The other desiderata were not considered in that work; the article only treats the
problem of recovering a measure from a part of its Fourier transform µ̂,
µ̂(ξ) =
∫ 1
0
exp(2piiξx)dµ(x), (3)
thus not using a more general type of measurement as in (D2). Moreover, rather than
proposing a concrete recovery guarantee, the article provides a condition on the support of
the measure ensuring the possibility of stable recovery of it in form of an oracle inequality,
so that (D3) is not fulfilled. The set-up also does not use explicit signal models as in (D1).
The analogue of the `1-norm in this setting is the total variation norm, or simply TV -
norm. Having the success of the `1-minimization from the discrete realm in mind, it seems
plausible that, given linear measurements b = Aµ, a TV -norm minimization of the form
min ‖µ‖TV subject to Aµ = b (4)
should be successful at recovering a measure of the form (2). Notice that the model of a
measure resolves the basis mismatch problem described before by viewing v from (1) as
samples of the “perfectly sparse” measure δθ.
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One of the first publications giving a concrete treatise of this optimization problem, in
particular, giving recovery guarantees, is [15]. In this work, the authors consider measure-
ments of the form ∫
Ω
mk(x)dµ(x),
where (mk)
m
k=1 is a so-called M-system, meaning that, for each K, any function of the form
K∑
k=1
ckmk
possesses at most K zeroes in Ω. Notice that various relevant measurement families fall into
this category such as (trigonometric) polynomials. The authors provide guarantees for the
exact recovery of both positive and more general measures, the latter obeying a minimal
separation condition.
This setting was treated further in the two contributions [8] and [32]. The authors of
[8] assumed that all coefficients (Aµ)k for |k| ≤ m are known; whereas in [32] it is assumed
that only a random subsampling is given. In both papers it is then proven that under a
condition on the minimal separation of the xi’s, depending on m, the solution of (4) equals
(2). In comparison to [15], the number of measurements needed for resolving measures with
a certain separation is much smaller. It should also be mentioned that the authors provide a
method for numerically resolving the infinite dimensional TV -minimization problem exactly
using a finite-dimensional SDP .
Relating again to our list of desiderata, in these three articles neither our model as-
sumption (D1) is satisfied, nor are infinite indexed measurement sets allowed. But within
the model setting considered in [8] and [32], (D3) and (D4) are indeed fulfilled.
Since the appearance of [8] and [32], research progress on problems of the form (4) has in
fact been quite limited. A few articles on purely theoretical considerations, such as existence
and structure of the solutions, on the behavior of discretized versions of (4) or on questions
of identifiability (e.g., if a measurement operator A is injective on the set of sparse atomic
measures) have been published [33, 20, 23, 22, 7]. But concerning the question of concrete
recovery guarantees, the literature is quite scarce.
There are a few notable exceptions. We would like to mention [25] and [19], in which two-
dimensional Fourier measurements are considered. The first paper analyzes the situation
of sampling on a rectangular grid, whereas the second paper studies sampling along radial
lines. Although the articles without doubt contain important and substantial new ideas,
the specific Fourier nature of the measurements allow their arguments to make heavy use
of the results from [8, 32]. Hence, they fail to meet the desideratum (D2).
During the final preparation of this manuscript, we also became aware of [2]. This paper
treats a somehow different type of measurements, namely short time Fourier measurements
of measures on R (or the torus). The authors furthermore allow for the measures to have
countably many support points, which by itself imposes many delicate problems not present
in the model of finitely many support points considered here. In [2], all of the desiderata are
met with the exception of (D2), since the authors only treat the case of short time Fourier
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measurements.
Let us finally comment on another line of work which constitutes a generalization of
compressed sensing to infinite dimensions (see, e.g., [1, 24]). In these papers, it is assumed
that the signal f has a sparse representation in a countable representation system (ψk)k∈Z,
e.g.,
f =
∑
k∈Z
dkψk
with d being (approximately) sparse (see, for example, [1, 24]). This model is quite general,
since it includes cases such as assuming f to be piecewise smooth and choosing (ψk)k∈Z to
be equal to a wavelet system, which then leads to d being approximately sparse. It however
cannot capture sparsity in the sense of (D4).
The main ideas of this line of work is to carefully sample the function f using filters
(sn)n, resulting in a countable compressed sensing problem of the form
〈s`, f〉 =
∑
k∈Z
dk 〈s`, ψk〉 , ` ∈ Z.
This problem is subsequently, again with great care, approximated with finite dimensional
compressed sensing problems. These can be solved with methodologies such as Basis Pur-
suit, leading to a provably stable recovery procedure. This philosophy is quite different from
ours: whereas this approach first discretize and then optimize, we will analyze an infinite
dimensional optimization problem directly. Hence, these approaches do also not fulfill (D3).
We believe that these types of theories should be considered to be entirely separate from,
rather than competing with, the one we are treating, since it is designed for and applies to
an entirely different class of signals.
1.3 Our Contribution
Let us for intuition purposes first focus on the case of Fourier measurements (3). It is then
clear that the recovery of µ from Mµ is equivalent to the task of recovering the parameters
(ci, xi) from samples
s∑
`=1
cie
2piikxi , k = −m, . . . ,m
of the sum of complex exponentials P (ξ) =
∑s
`=1 cie
2piiξxi . Historically, this problem was
in fact already studied by Prony in the late 19th century. The algorithm he proposed is of
algebraic nature and consists of re-encoding the samples into a polynomial, which then can
be proven to have zeroes exactly in the points xi. In recent years, it has experienced quite
a renaissance, for instance, in the context of signals with finite rate of innovation [34]. It is
commonly referred to as Prony’s algorithm [29]. This algorithm is however very specifically
tailored to the special case of Fourier measurements on a uniform grid, and is furthermore
quite sensitive to noise.
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A different interpretation of the problem – which is of inevitable importance for us – is
that the sum of complex exponentials P can be seen as a signal having a sparse represen-
tation in the dictionary of complex exponentials
Φ = (exp(2piix(·)))x∈[0,1] .
With the methodology of [12] in mind, it seems natural to minimize the atomic norm over
all elements Q (in some appropriately chosen ambient space) having the same – for now
discrete – measurements (Q(k))mk=−m as P , with the goal to find the parameters (ci, xi)
sparsely representing the element P .
In this article, we will follow this general strategy. Our ambient model spaces will be
reproducing kernel Hilbert spaces H, thereby satisfying (D1). The kernel functions (Kx)x∈H
of those Hilbert spaces will serve as dictionary functions, allowing for an analog version of
sparsity (D4). The atomic norm with respect to such dictionaries will be defined through a
TV -minimization problem. Hence problems of the form (4) – extended to countably infinite
indexed measurement sets (D2) – can readily be interpreted as atomic norm minimizations.
This recovery strategy then also fulfills (D3). Considering this framework for sparse
recovery for analog signals, we derive precise recovery guarantees in the noiseless (Theorem
1) and noise-impacted (Theorems 2 and 3) situations. The general ideas are the same
as the line of work started by [8, 32] – however, formulating the problem in reproducing
kernel Hilbert spaces sheds new light on it, and allows for unification. In particular, the
work [8] can be seen as a special case of the theory. We will also be able to derive results
for measurement operators which have not been considered before, related to bandlimited
functions and functions with a sparse time-frequency representation.
1.4 Outline
This paper is organized as follows. In Section 2, we introduce and prove a few fundamental
properties of atomic norms on reproducing kernel Hilbert spaces. Then, in Section 3, we
present our recovery guarantees. Finally, in Section 4, we apply the framework of the
previous sections to two concrete settings.
2 Reproducing Kernel Hilbert Spaces and Atomic Norms
To set up our model situation according to (D1), we start by recalling the key definitions
and notation related to reproducing kernel Hilbert spaces. For the sparse recovery approach,
we in addition require a suitable norm on this space. The so-called atomic norm unified
various sparse recovery settings in Euclidean space, and it seems conceivable that such a
type of norm will also be highly beneficial for our general setting. This atomic norm was
originally defined in [12] in a slightly different, more geometric manner. In the sequel, we
will introduce a version specifically adapted to the reproducing kernel Hilbert space setting.
2.1 Reproducing Kernel Hilbert Spaces Revisited
Let us start with recalling the definition of a reproducing kernel Hilbert space.
6
Definition 1. A reproducing kernel Hilbert space H over a set X is a set of functions on X
forming a Hilbert space such that for each x ∈ X , there is a function Kx ∈ H that produces
the point evaluation of any f ∈ H at x via the inner product with Kx, i.e.,
f(x) = 〈f,Kx〉 . (5)
The reproducing kernel is the function K : X ×X → C given by K(x, y) = Kx(y), x, y ∈ X .
We say that H has a unit-norm reproducing kernel, if K(x, x) = 1 for all x ∈ X .
The inner product ofH induces the usual norm and the topology with respect to whichH
is complete. From the fact that each Kx furnishes the point evaluation, one can deduce that
the span of {Kx}x∈X is dense in H. If the kernel K is not unit-norm, then one can switch
to a normalized one, K˜(x, y) = K(x, y)/(K(x, x)K(y, y))1/2 and pass the weight onto the
functions. This defines a Hilbert space isomorphism ι˜ : H → H˜, ι˜f(x) = √K(x, x)f(x), x ∈
X to the Hilbert space H˜ with unit-norm reproducing kernel K˜. This change is useful to
show that each function has a norm-convergent expansion in an at most countable number
of kernel functions. Assuming a unit-norm kernel function, then the weak greedy algorithm
described by Temlyakov [31] provides a norm-convergent expansion for each f˜ ∈ H˜, and by
unitarity, also for each f ∈ H in terms of an at most countable number of kernel functions
{Kx}x∈X .
Although each function f can be represented as a countable norm-convergent sequence,
it will turn out to be convenient to allow also expansions of the form
K ∗ µ ≡
∫
X
Kxdµ(x), (6)
where µ is an element of M(X ), the space of regular complex Borel measures of bounded
total variation on a locally compact Hausdorff space X . For the purposes of this paper, we
understand the integral of the vector-valued function x 7→ Kx with respect to the complex
measure µ in the sense of Bochner [35], for which it is sufficient to assume that H is
separable, K is a unit-norm kernel, and each f ∈ H is Borel measurable [28, 30]. A simple
condition that ensures measurability is to have x 7→ Kx continuous from X to H, which
implies through the Cauchy-Schwarz inequality and the reproducing kernel identity (5) that
each f ∈ H is continuous. All of the examples we consider have this property.
2.2 Atomic Norms on Reproducing Kernel Hilbert Spaces
The space M(X ) is naturally equipped with the total-variation norm, which assigns to
µ ∈M(X ) the value
‖µ‖TV ≡ |µ|(X ) = sup⋃n
i=1 Ei=X
Ei disjoint.
n∑
i=1
|µ(Ei)| ,
where the elements of the partitions of X are Borel measurable sets. The Riesz-Markov-
Kakutani theorem identifies this normed space with the dual of the space C0(X ) of contin-
uous functions vanishing at infinity. In the following, we will frequently view M(X ) as a
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locally convex vector space, equipped with the weak-∗-topology that it obtains as the dual
of C0(X ).
We may now define the atomic norm in H.
Definition 2. Let X be a locally compact Hausdorff space andM(X ) the space of regular
complex Borel measures with bounded total variation. Let H be a separable reproducing
kernel Hilbert space of Borel measurable functions on X with a unit-norm reproducing
kernel K. The atomic norm of H associates with each f ∈ H the value
‖f‖A = inf
{‖µ‖TV : µ ∈M(X ),K ∗ µ = f} . (P)
By the triangle inequality for the norm, the Radon-Nikodym property [28, 30], and the
normalization of each Kx,
‖K ∗ µ‖ =
∥∥∥∥∫X Kxdµ(x)
∥∥∥∥ ≤ ∫X ‖Kx‖d |µ| (x) = |µ|(X ) ,
the map D : µ 7→ K ∗ µ is (strongly) continuous. This allows us to prove the following
lemma.
Lemma 1. In addition to the assumptions on X and H, let X be second countable and
H ∩ C0(X ) be dense in H, then for f ∈ H with ‖f‖A < ∞, there exists a µ ∈ M(X ) with
f = K ∗ µ and ‖µ‖TV = ‖f‖A.
Proof. What we need to prove is that (P) has a minimizer. By X being second countable,
C0(X ) is separable. Take a number R ∈ R with R > ‖f‖A. Using Helly’s version of
Banach-Alaoglu for dual spaces of separable Banach spaces, the closed ball {µ ∈ M(X ) :
‖µ‖TV ≤ R} is weak-* sequentially compact. Moreover, D−1({f}) is weak-* closed because
it is the intersection of the weak-* closed sets Mg = {µ : 〈K ∗ µ, g〉 =
∫
X gdµ = 〈f, g〉}
over all g ∈ H ∩ C0(X ). Hence, any minimizing sequence for (P) has a weak-* convergent
subsequence. The limit µ of this subsequence then satisfies K ∗ µ = f and ‖µ‖TV = ‖f‖A.
Although the atomic norm does not appear to be discussed in the context of Hilbert
spaces with reproducing kernel, its dual is more commonly known.
Proposition 1. Given g ∈ H, then the dual of the atomic norm is
‖g‖∗A = sup
x∈X
|g(x)| = ‖g‖∞ .
Proof. Using Lemma 1 and the definition of the dual norm, we see that
‖g‖∗A = sup‖f‖A≤1
|〈g, f〉| ≤ sup
‖µ‖TV ≤1
|〈g,K ∗ µ〉| = sup
‖µ‖TV ≤1
|
∫
g(x)dµ(x)| = ‖g‖∞ .
Hence, ‖g‖∗A ≤ ‖g‖∞. To see the opposite inequality, let  > 0 be arbitrary but fixed and x
be such that |g(x)| ≥ (1− ) ‖g‖∞. We then have
(1− ) ‖g‖∞ ≤ |〈g,Kx〉| ≤ ‖g‖∗A ‖Kx‖A ≤ ‖g‖∗A ,
since ‖Kx‖A ≤ 1 due to Kx = K ∗ δx. Since  > 0 was arbitrary, this proves ‖g‖∞ ≤ ‖g‖∗A.
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Let us now discuss the connection to the original atomic norm definition from [12]. As
said before, this notion has a more geometric nature: If Φ is a symmetric subset of a real
finite dimensional vector space, the authors defined the atomic norm ‖·‖A′ as
‖x‖A′ = inf {t > 0 | tx ∈ conv(Φ)} , (7)
where conv(Φ) is the closed convex hull of the set Φ. When X is a second countable
locally compact metric space, and we take Φ = (ω · Kx)|ω|=1,x∈X , then the previous def-
inition presented in (7) is equivalent to our TV -optimization based definition also in the
infinite dimensional setting. We prepare this statement with an approximation lemma that
concentrates the support of elements in M(X ).
Lemma 2. Let X be a second countable locally compact metric space, then the set of
finitely supported complex measures
∆ =
{∑
i∈P
ciδxi | |P | <∞, xi ∈ X , ci ∈ C, i ∈ P
}
is weak-∗-dense in M(X ). More specifically, for each µ ∈ M(X ), there exists a sequence
(νn)n∈N in ∆ such that νn
∗
⇀ µ and for each n ∈ N, ‖νn‖TV ≤ ‖µ‖TV .
Proof. The fact that ∆ is dense in the weak-* topology is by the double-perp theorem
equivalent to the pre-annihilator of ∆ being the trivial subspace {0}. The Dirac measures
are included in ∆, so if f ∈ C0(X ) is annihilated by each element in ∆ then it vanishes.
For the approximation result, let µ ∈M(X ) be given. For each n ∈ N, choose a compact
set Cn such that |µ|(Cn) > ‖µ‖TV −1/n. Next, by the definition of the total variation norm,
let {A(n)k }m(n)k=1 be such that
∑m(n)
k=1 |µ(A(n)k )| > |µ|(Cn) − 1/n . Using a countable basis for
the topology consisting of open balls, for any δ > 0 we refine the partition to obtain a Borel
measurable partition {A(n,δ)k }m(n,δ)k=1 whose sets have a diameter of at most δ.
We now specify the sequence by choosing a sequence of diameters, δn = 1/n; we select
a point x
(n)
k ∈ A(n,1/n)k for each k ≤ m(n, 1/n), and let
νn =
m(n,n−1)∑
k=1
µ(A
(n,n−1)
k )δx(n)k
.
By definition, ‖νn‖TV ≤ ‖µ‖TV . We wish to prove νn ∗⇀ µ. For this, let f ∈
C0(X ). Since f is vanishing at infinity, f is uniformly continuous, and hence given  > 0,∣∣∣f(x)− f(x(n)k )∣∣∣ ≤  for all x ∈ A(n,1/n)k provided n is large enough.
This implies that∣∣∣∣∫X fdµ−
∫
X
fdνn
∣∣∣∣ ≤
∣∣∣∣∣∣
∫
Cn
(f −
m(n,n−1)∑
k=1
f(x
(n)
k )1A(n,n
−1)
k
)dµ
∣∣∣∣∣∣+ ‖f‖∞ |µ| (X\Cn)
≤ ‖µ‖TV + ‖f‖∞ /n ≤ C
for n large enough, where the constant C only depends on µ and f . Hence, νn
∗
⇀ µ.
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This now allows us to discuss to which extent both definitions are equivalent.
Proposition 2. Let X be a second countable locally compact metric space,H be a separable
reproducing kernel Hilbert space over X with unit-norm kernel K such that C0(X ) ∩ H is
dense in H. Let Φ = (ω ·Kx)|ω|=1,x∈X , then ‖·‖A′ defined in (7) is equal to ‖·‖A.
Proof. Let f ∈ H be arbitrary and t > ‖f‖A′ . Then there exists a g ∈ conv Φ such that
f = tg. By assumption, the function g can be expressed as a limit limn→∞ gn with
gn =
∑
i∈Mn
θni ω
n
i Kxni = K ∗
(∑
i∈Mn
θni ω
n
i δxni
)
,
for sets |Mn| < ∞, real, positive, scalars (θni )i∈Mn with
∑
i∈Mn θ
n
i ≤ 1 and unimodular
complex numbers (ωi)i∈Mn . The corresponding sequence of measures µn =
∑
i∈Mn θ
n
i ω
n
i δxni
have norms bounded above by one and therefore, due to sequential weak-∗ compactness of
the closed unit ball inM(X ), there is a weak-∗-convergent subsequence µn′ ∗⇀ µ∗, ‖µ∗‖TV ≤
1. Due to continuity of D as a map from M(X ) to H equipped with the weak topology,
f = tg = w- lim tgn = w- lim tDµn = tDµ∗, which proves that ‖f‖A ≤ ‖tµ∗‖TV ≤ t. Since
t > ‖f‖A′ was arbitrary, we conclude ‖f‖A ≤ ‖f‖A′ .
If on the other hand ‖f‖A = t, there exists by Lemma 1 some µ with f = Dµ and
‖µ‖TV = t. Lemma 2 shows that there exists a sequence of finitely supported measures
µn =
∑
i∈Mn c
n
i δxni weak-∗-converging to µ, with ‖µn‖ ≤ ‖µ‖ . Continuity of D as above
implies that f = w- limDµn = w- limn→∞
∑
i∈Mn c
n
iKxni . By decomposing c
n
i = tθ
n
i ω
n
i with
|ωni | = 1, θni ≥ 0, and
∑
i∈Mn θ
n
i ≤ 1, we see that f is in the weak closure of the convex
hull of tΦ, which coincides with the strong closure, so f ∈ t conv Φ. This completes the
proof.
3 Sparse Recovery by Atomic Norm Minimization
Having prepared and introduced our general model situation following (D1), we now aim
for developing a theory for sparse recovery based on atomic norm minimization satisfying
our desiderata (D2)–(D4).
3.1 Sparsity in Reproducing Kernel Hilbert Spaces
We start by formalizing the notion of sparsity we aim to exploit. Notice that this definition
is indeed in line with (D4).
Definition 3. A function f ∈ H is called s-sparse, if there exist sequences {cn}sn=1 in Cs
and {xn}sn=1 in X s, such that
f =
s∑
n=1
cnKxn
and for any other expansion f =
∑s′
n=1 c
′
nKx′n of f we have
s ≤ s′.
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It would be useful if any linear combination of s kernel functions gave an s-sparse
function. In order to guarantee this, we need to rule out linear dependencies of the kernel
functions. This property is present in the function spaces we consider here, but proving it
can be challenging, as seen in the conjecture by Heil, Ramanathan and Topiwala [26]. The
key notion for ensuring this property is made precise by the following definition.
Definition 4. A Hilbert space with reproducing kernel has the s-HRT property, if for any
set of s points {xn}sn=1 in X the corresponding kernel functions form a linearly independent
set {Kxn}sn=1.
The next result shows that indeed the s-HRT property leads to the required injectivity
when a complex measure with support of size at most s is mapped the corresponding
expansion in terms of kernel functions.
Proposition 3. IfH has the 2s-HRT property, then any f ∈ H of the form f = ∑sn=1 cnKxn
with c ∈ Cs and x ∈ X s is s-sparse and the choice of c ∈ Cs and x ∈ X s is uniquely
determined by f .
Proof. If this were not the case, then there would be two non-identical linear combinations
of at most s terms giving f . Equating them shows that the zero vector can be written
as a non-trivial linear combination of at most 2s terms, which contradicts the 2s-HRT
property.
The next two examples shall show that the s-HRT property is by far not artificial and
in fact occurring in many well-known situations.
Example 1. Let X be the torus, identified with [0, 1) and the metric distance d(x, y) =
min{|x− y|, |x− y+ 1|, |x− y− 1|} between x, y ∈ [0, 1). For m ∈ N, let the Dirichlet kernel
be given by Dm(x) =
1
2m+1
∑m
k=−m e
2piikx, and let Ky(x) = Dm(x− y). Then the space of
trigonometric polynomials Tm of degree at most m, equipped with the inner product
〈p, q〉 = (2m+ 1)
∫ 1
0
p(x)q(x)dx
between p and q in Tm, is a reproducing kernel space. By the interpolation property of
Tm, any set of at most 2m + 1 kernel functions is linearly independent, hence Tm has the
(2m+ 1)-HRT property.
Another example we study further below is a space of entire functions with significance
in time-frequency analysis.
Example 2. Consider the space F containing each entire function f : C → C obtained
from a series
f(z) =
∞∑
n=0
cn
zn√
n!
with c ∈ `2. The map from c to f ∈ F becomes an isometry when the norm of f is given
by an L2-norm with a Gaussian weight,
‖f‖2 =
∫
C
|f(x+ iy)|2e−(x2+y2)dxdy
pi
.
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The sequence of monomials (en)
∞
n=0 with en(z) = z
n/
√
n! is then an orthonormal basis
for F . When approximating any entire function f whose weighted L2-norm is finite by
fm =
∑∞
n=m〈f, en〉en, its orthogonal projection onto the subspace Fm of polynomials of
degree m, then it can be shown with the mean value property of entire functions that
(fm)m∈N converges uniformly on compact sets in C, so each such f is in F . This space is
called Bargmann space [4].
From the resolution of the identity with (en)n∈N and summability,
f(w) =
∞∑
n=0
〈f, en〉wn/
√
n!
which shows that f(w) = 〈f,Kw〉 with the reproducing kernel Kw(z) =
∑∞
n=0
znwn
n! = e
zw.
This kernel is not unit norm, but as described we can pass to the space F˜ with kernel
K˜w(z) = e
−(|z|2+|w|2)/2ezw whose inner product is given by the Lebesgue measure on C ' R2.
Because of the interpolation property of polynomials, F and F˜ and the m-dimensional
subspaces Fm and F˜m associated with polynomials of maximal degree m have the m-HRT
property.
3.2 Main Sparse Recovery Result
In this section, we present our main recovery result. The setting is as follows: We are given
linear measurements (〈f,Mi〉)i∈I of a signal f ∈ H, indexed by an at most countable set
I and corresponding to a family of vectors (Mi)i∈I in H, thereby ensuring satisfaction of
(D2). Our standard assumption is that (Mi)i∈I is a Bessel family with Bessel bound 1, or
equivalently, that the measurement map
M : H → `2(I), (Mf)i = 〈f,Mi〉
has operator norm ‖M‖ = 1. Whenever convenient, we will also replace `2(I) by a general
separable Hilbert space H′ and think of the measurement as a contraction M : H → H′.
Note that the latter interpretation allows for inclusion of even uncountable sampling sets:
Observing a function Mf in a reproducible kernel Hilbert space H′ on an uncountable
domain Ω amounts to taking uncountably many samples Mf(x), x ∈ Ω) of the function
Mf .
We will assume that f =
∑s
n=1 cnKxn , for some coefficient vector c ∈ Cs. The first main
result of this section is dedicated to finding conditions that ensure ‖c‖1 = ‖f‖A, that is, the
measure
∑s
n=1 cnδxn is a minimizer of the program (P). Since it will be very convenient in
the sequel, let us introduce a term for such minimizers:
Definition 5. Let X and H be as stated in Lemma 1, and f ∈ H with ‖f‖A < ∞. A
minimizer µ∗ of (P) is called an atomic decomposition of f .
Note that atomic decompositions do not necessarily need to be unique – but they always
exist due to Lemma 1. When there is no risk for confusion, we will also very liberally speak
of Dµ∗ =
∫
X Kxdµ∗(x) as being an atomic decomposition of f .
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Inspired by e.g. [12], we propose the following program for recovering f from the mea-
surement with (Mi)i∈I :
min ‖g‖A subject to 〈f,Mi〉 = 〈g,Mi〉 , i ∈ I. (PA)
We stress that this also following our philosophy for recovering analog signals in the sense
of (D3).
We now state and prove the first main result on sparse recovery in reproducing kernel
Hilbert spaces. It generalizes results by Cande`s and Fernandez-Granda [8] as well as Tang
et al. [32], based on the use of dual certificates as in [11].
Theorem 1. Let f ∈ H be given by the linear combination
f =
s∑
n=1
cnKxn
with c ∈ Cs and x ∈ X s. Assume that the closed linear span of the measurement vectors
span {Mi, i ∈ I} = H′ contains a continuous function ψ ∈ H ∩ C0(X ) with the properties
(i) ‖ψ‖∞ = 1,
(ii) ψ(xj) = cj/ |cj |, j = 1, . . . ,m,
(iii) |ψ(x)| < 1 for x /∈ {xj , j = 1, . . .m},
and additionally that (Kxn)
m
n=1 is linearly independent. Then f is the unique solution of
the program (PA) and µ0 =
∑s
n=1 cnδxn is an atomic decomposition of f .
Proof. Towards a contradiction, assume that there exists a g ∈ H with 〈g,Mi〉 = 〈f,Mi〉 for
all i ∈ I but ‖g‖A ≤ ‖f‖A ≤ ‖c‖1. Let µ be an atomic decomposition of g. By continuity,
〈f,Mi〉 = 〈g,Mi〉 for all i implies that 〈g, ψ〉 = 〈f, ψ〉. This has the consequence
0 = 〈f − g, ψ〉 = 〈K ∗ (µ0 − µ), ψ〉 =
∫
X
〈Kx, ψ〉d(µ0 − µ) =
∫
X
ψdµ0 −
∫
X
ψdµ
=
m∑
n=1
|cn| −
∫
X
ψdµ = ‖c‖1 −
∫
suppµ
ψdµ .
Now if there were x ∈ suppµ with |ψ(x)| < 1, there would exist a neighborhood U of
x with µ(U) > 0 and |ψ(y)| < 1 for all y ∈ U . This would have the consequence that
‖g‖A ≤ ‖c‖1 =
∣∣∣∫suppµ ψdµ∣∣∣ < ‖µ‖TV , which is a contradiction to µ being an atomic
decomposition of g. Hence, suppµ ⊆ {xn}mn=1, and the linear independence property implies
that µ = µ0, in particular f = g.
The problem addressed in this work is whether a signal in a space of trigonometric
polynomials that satisfies a sparsity pattern requirement can be recovered from projections
onto lower-dimensional subspaces. The subspaces are chosen to consist of low-frequency
content so that the measurement observes a low-pass version of the signal, and the recovery
restores the signal to its original level of resolution.
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Example 3. Consider the space of trigonometric functions presented in Example 1. We
wish to recover a sufficiently sparse signal f ∈ FN from a set of measurements with
{Mj}2m+1j=1 with Mj(t) = e2piijt and m ≤ N .
As shown by [8, Proposition 2.1], if m ≥ 128, and T = {t1, t2, . . . , ts} is a sequence in
[0, 1) such that ∆(T ) = mini 6=j d(ti, tj) ≥ 2/m, then for any w ∈ Ts, there exists ψ ∈ Fm
such that ψ(tj) = wj for each j ∈ {1, 2, . . . , s} and |h(t)| < 1 if t 6∈ T . Consequently, by the
preceding theorem, given any f ∈ FN such that
f =
s∑
n=1
cnKtn
and T = {tj}sj=1 satisfies the separation condition for ∆(T ), then c ∈ Ts, t ∈ [0, 1)s and f
are uniquely characterized by the projection of f onto Fm and by the identity
‖f‖A =
s∑
n=1
|cn| .
3.3 Stability and Robustness
In this section we study the effect of noisy measurements and the question whether accurate
recovery can be achieved even if the model assumption of sparsity is only approximately
satisfied.
Let M be the measurement operator on H, associated with the Bessel family (Mi)i∈I as
described in the preceding section. Suppose that we are given contaminated measurements
b = Mf + n, of an element f ∈ H with an approximately sparse atomic decomposition
f =
s∑
n=1
cnKxn +K ∗ µc,
in (Kx)x∈X . The complex measure µc is hereby arbitrary in M(X ), and intuitively should
be thought of as a small ‘non-sparse’ part of f . We wish to find conditions under which the
following problem approximately recovers f :
min ‖g‖A subject to ‖Mg − b‖ ≤ . (PA)
For `1-minimization for recovery of sparse signals v0 ∈ Rn, theorems like Theorem 1
often generalize to statements about approximate recovery by programs like (PA). A typical
statement would be that the solution x∗ of a regularized version `1-minimization
min ‖x‖1 subject to ‖Mx− b‖2 < 
obeys
‖x∗ − x0‖1 ≤ C1 ·
(
min
c s-sparse.
‖x0 − c‖1
)
+ C2,
for constants C1, C2 ∈ R (see, for instance, [21, 6.12]). The direct analogue of that result in
our setting would be obtained by replacing the `1-norm with the total variation norm, x
∗
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with µ∗, x0 with µ0 and c with µ, where the minimization is over µ whose support is of size
s. It is unfortunately not possible to prove a statement like this in our setting. To see this,
note that often the map x 7→ Kx is continuous. (In the two cases considered in Section 4,
this is the case.) Therefore, ‖MKx′ −MKx‖2 is small for x close to x′. Hence, for certain
contaminations n, a multiple of Kx′ will be a solution of PA – but ‖δx − δx′‖TV = 2 for all
x 6= x′.
In [20], the author perform a very precise analysis of the structure of the solution of the
Beurling LASSO, given by
min
µ∈M(T)
1
2
‖Φµ− b‖22 + λ ‖µ‖TV ,
for the case of Φ :M(T)→ L2([0, 2pi]) being a smooth convolution operator, i.e.,
Φµ(t) =
∫ 2pi
0
χ(t− x)dµ(x) with χ ∈ C2(T).
T is thereby the torus T ' R/(2piZ). The authors prove that for small noise levels  and
small values of λ, under certain dual certificate conditions partly resembling the ones we
have discussed above, the solutions µ∗ of the Beurling LASSO are concentrated on sets
close to the support of the ground truth solution µ0. In the particular case of a train of s
δ-spikes as ground truth measure, the minimizer of the Beurling Lasso will also be a train
of s δ-spikes, whose positions and amplitudes are close to the ones of µ0.
To prove this is certainly an achievement, but the special form of the measurement
operator is explicitly used several times in the arguments. In particular, some of their
conditions involve both the first and second derivative of the dual certificate (the function
ψ in Theorem 1), which does not need to exist for more general measurement operators.
We will prove a result which is of similar flavor, although by far not as precise, as the
ones of [20] for (PA). Intuitively, it states that for ground truth signals having an atomic
decomposition with small, finite support, most of the mass of the atomic decompositions of
the minimizer of PA will be concentrated in a set close to the support of an atomic measure.
We introduce some notation to make the notion of concentration quantitative. For a
sequence (xi)i∈N in the metric space X and δ > 0, we define Sδ = ∪i∈NUδ(xi) where Uδ(x)
is the open ball of radius δ centered at x. Given a reproducing kernel Hilbert space H and
a contraction M : H → H′ to another Hilbert space H′, for a sequence (ωj)j∈N and λ, δ > 0,
we define the following set of interpolating measurements:
Θx,ω,λ,δ = {ν ∈ H′ :M∗ν ∈ H ∩ C0(X ) (8)
M∗ν(xj) = ωj , j ∈ N (9)
‖M∗ν‖∞ ≤ 1, (10)
|M∗ν(x)| ≤ λ for x /∈ Sδ} . (11)
This allows us to derive a stability result of our sparse recovery approach for analog
signals when those signals are affected by noise.
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Theorem 2. Let X and H be as in Proposition 2 and M : H → H′ a contraction. Let
f ∈ H have the form
f =
∑
i∈N
ciKxi +K ∗ µc
and let f∗ be a solution of the program,1 given by
min ‖g‖A subject to ‖b−Mg‖ ≤ , (P)
with ‖b−Mf‖ ≤ . Further, define µ∗ through f∗ = Dµ∗, ‖f∗‖A = ‖µ∗‖TV , and for
δ, λ > 0, set
C(λ, δ) := sup
|ωj |=1
inf{‖ν‖ : ν ∈ Θx,ω,λ,δ}.
Then we have
|µ∗| (Sδ) ≥ ‖f‖A −
2C(λ, δ)+ ‖µc‖TV
1− λ . (12)
Proof. We first note that f is included in the set over which the atomic norm is minimized,
so the minimizer µ∗ satisfies ‖µ∗‖TV = ‖f∗‖A ≤ ‖f‖A. Furthermore, combining this with
the triangle inequality gives
‖µ∗‖TV ≤ ‖f‖A ≤ ‖c‖1 + ‖µc‖TV .
Denote µ0 =
∑
i∈N ciδxi and pick ωj =
cj
|cj | . If there exists no ν fulfilling the constraint,
there is nothing to prove. So let ν fulfill (8)-(11) and ψ = M∗ν. Due to (9) and the triangle
inequality, ‖f‖A ≤ 〈K ∗ µ0, ψ〉 + ‖µc‖TV . Also, 〈K ∗ µ0, ψ〉 = 〈K ∗ µ0,M∗ν〉 = 〈Mf, ν〉.
This implies
‖f‖A ≤ 〈K ∗ µ0, ψ〉+ ‖µc‖TV = | 〈Mf −Mf∗, ν〉 |+ | 〈K ∗ µ∗, ψ〉 |+ ‖µc‖TV
≤ 2 ‖ν‖ +
∣∣∣∣∫X ψ(x)dµ∗(x)
∣∣∣∣+ ‖µc‖TV ,
where the last inequality follows from the constraint of P, as well as the fact that ψ ∈
H∩C0(X ). Now let us take a closer look at the integral. Splitting the domain of integration
according to ∫
X
ψdµ∗ =
∫
Sδ
ψdµ∗ +
∫
X\Sδ
ψdµ∗
and estimating ψ by (10) and (11) gives∣∣∣∣∫X ψdµ∗
∣∣∣∣ ≤ |µ∗| (Sδ) + λ |µ∗| (X\Sδ)
≤ λ ‖f∗‖A + (1− λ) |µ∗| (Sδ).
1Such a solution always exists: the set
{
µ| ‖Mf −DMµ‖ ≤ , ‖µ‖TV ≤ 2 ‖f‖A
}
is convex, bounded and
closed, thus weak-∗-compact.
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Next, we estimate ‖f∗‖A ≤ ‖f‖A. Inserted in the preceding estimate for ‖f‖A, this yields
‖f‖A ≤ 2 ‖ν‖ + λ ‖f‖A + (1− λ) |µ∗| (Sδ) + ‖µc‖TV .
Rearranging, we arrive at
|µ∗| (Sδ) ≥ ‖f‖A −
2 ‖ν‖ + ‖µc‖TV
1− λ
The definition of C(λ, δ) yields the claim.
Looking at the proof again, we see that it actually proves that if µ is a measure satisfying
‖µ‖TV ≤ ‖f‖A and ‖b−MDµ‖ ≤ , the existence of the dual certificate ψ implies the
estimate (12). This fact allows us to prove the following “interpolation result” (which is
arguably more practically relevant than the above.)
Theorem 3. Let X , K and H be as in Proposition 2. Assume that the map X → H,
x 7→ Kx is continuous. Let
f =
s∑
i=1
ciKxi +K ∗ µc
and let (µn) ⊆ ∆ (∆ still denotes the set of finitely supported measures) be a minimizing
sequence of the program
inf
µ∈∆
‖µ‖TV subject to ‖b−MK ∗ µ‖ ≤ , (P∆)
with ‖b−Mf‖ ≤ . Then there exists a δ0 > 0 so that, for all δ ≤ δ0 satisfying the same
assumptions as in Theorem 2 and for all sufficiently large n, the following error bound holds:
‖Dµn − f‖ ≤ 2C(λ, δ)+ (C(λ, δ) + 1)
(
 ‖f‖A + ‖µc‖TV +
2C(λ, δ)+ ‖µc‖TV
1− λ
)
= C1+ C2 ‖µc‖TV .
Proof. We begin by proving that the optimal value of (P∆) is smaller than ‖f‖A: Due to
Lemma 2, there exists a sequence of measures υnc with υ
n
c
∗
⇀ µc and ‖υnc ‖TV ≤ ‖µc‖TV .
The continuity of D and M then implies that for η ∈ (0, 1) sufficiently close to one,
η
s∑
k=1
ckδxk + υ
n
c (13)
will eventually be feasible for (P∆). Hence, by η < 1 the infimum of that program is strictly
smaller than ‖f‖A. Since (µn) is a minimizing sequence, µn will therefore eventually satisfy
‖µn‖TV ≤ ‖f‖A and ‖b−MDµ‖ ≤ . Theorem 2 together with the remark directly prior
to the current theorem implies that
|µ◦| (Sδ) ≥ ‖f‖A −
2C(λ, δ)+ ‖µc‖TV
1− λ =: ‖f‖A − 
′,
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where µ◦ denotes µn with n large enough. This implies
|µ◦| (X\Sδ) = ‖µ◦‖TV − |µ◦| (Sδ) ≤ ‖f‖A − (‖f‖A − ′) = ′. (14)
Next, we define a sequence of complex measures µ◦ of support {x1, x2, . . . , xs} through
µ◦ =
s∑
k=1
µ◦(Uδ(xk))δxk .
Assuming that δ is sufficiently small so that {Uδ(xk)}sk=1 is a sequence of disjoint sets, we
then have ∥∥∥∥∫
Sδ
Kxdµ
◦(x)−
∫
Sδ
Kxdµ
◦(x)
∥∥∥∥ ≤ s∑
i=1
∫
Uδ(xi)
‖Kxi −Kx‖ dµ◦
with Sδ = ∪si=1Uδ(xk). Since x 7→ Kx is continuous, there exists a δ0 such that for all
δ ≤ δ0, ‖Kxi −Kx‖ ≤  for all i and x ∈ Uδ(xi). This, and the fact that ‖νnc ‖TV ≤ ‖µc‖TV
for all n, implies that the above expression can be estimated by
s∑
i=1
∫
Uδ(xi)
‖Kxi −Kx‖ dµ◦ ≤ µ◦(Sδ). (15)
Inequalities (14) and (15) together imply
‖K ∗ (µ◦ − µ◦)‖ ≤
∥∥∥∥∫
Sδ
Kxdµ
◦(x)−
∫
Sδ
Kxdµ
◦(x)
∥∥∥∥+
∥∥∥∥∥
∫
X\Sδ
Kxdµ
◦(x)
∥∥∥∥∥
≤  ‖f‖A + |µ◦| (X\Sδ) ≤  ‖f‖A + ′ . (16)
Next, let ψ be a function obeying the constraints (8) - (11) with ωj ∈ C, |ωj | = 1 such
that ωj(µ
◦(Uδ(xj))− cj) = |µ◦(Uδ(xj))− cj |. We recall that for µ◦ feasible,
‖Mf −MK ∗ µ◦‖ ≤ 2
so by Mf = MK ∗ (µs + µc), this choice of ψ gives
‖µ◦ − µs‖TV =
s∑
i=1
|µ◦(Uδ(xj))− cj | = 〈K ∗ (µ◦ − µs), ψ〉 = 〈MK ∗ (µ◦ − µs), ν〉
≤ ‖ν‖ (‖MK ∗ (µ◦ − µ◦)‖+ ‖MK ∗ µ◦ −M(f −K ∗ µc)‖)
≤ ‖ν‖ (‖K ∗ (µ◦ − µ◦)‖+ ‖MK ∗ µ◦ −Mf‖+ ‖µc‖TV )
≤ ‖ν‖ (‖f‖A + ′ + 2+ ‖µc‖TV ). (17)
This finally implies, together with estimate (16),
‖f −K ∗ µ◦‖ ≤ ‖f −K ∗ µs‖+ ‖K ∗ µs −K ∗ µ◦‖+ ‖K ∗ (µ◦ − µ◦)‖
≤ ‖µc‖TV + ‖µ◦ − µs‖TV + ‖K ∗ (µ◦ − µ◦)‖
≤ ‖µc‖TV + ‖ν‖ (‖f‖A + ′ + 2+ ‖µc‖) +  ‖f‖A + ′
≤ 2 ‖ν‖ + (‖ν‖+ 1)( ‖f‖A + ‖µc‖TV + ′).
The definitions of ′ and C(λ, δ) give the claim.
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4 Applications
We will now discuss two applications of our methodology, namely sparse recovery in the
situations of bandlimited functions – as stated in the introduction the “classical” exam-
ple for analog signals – and of functions with sparse expansions in the short-time Fourier
transforms.
4.1 Sparse recovery for bandlimited functions
Definition 6. The space of bandlimited functions on R with bandlimit 1/2 is also known
as the Paley-Wiener space PW1/2. It is the space consisting of square integrable functions
f whose Fourier transforms fˆ have essential support in [−1/2, 1/2]. In particular, they are
obtained from their Fourier transform by
f(t) =
∫ 1/2
−1/2
fˆ(ω)e2piiωtdω .
The norm on PW1/2 is the L
2-norm.
From the inclusion L2([−1/2, 1/2)) ⊂ L1([−1/2, 1/2)), it can be inferred that each
f ∈ PW1/2 is a continuous function. The space PW1/2 is indeed a reproducing kernel space
on X = R, with reproducing kernel
Kt(s) =
∫ 1/2
−1/2
e2piiω(t−s)dω =
sin(pi(t− s))
pi(t− s) for s 6= t, s, t ∈ R,
and Kt(t) = 1 for t ∈ R.
Now assume that a function f ∈ PW1/2 is given through f =
∑s
j=1 cjKtj +K ∗µc, with
tj ∈ [−L/2, L/2] and µc a complex Borel measure of bounded total variation. Intuitively,
f is a linear combination of a finitely supported complex measure plus a noise part µc, run
through a low pass filter; see also Figure 4.1. We wish to recover f approximately, assuming
the set of points {tj} is sufficiently separated. We note that if {tj} ⊂ [−L/2, L/2), then the
Fourier transform of f satisfies
fˆ(ω) =
s∑
j=1
cje
2piitjω + µˆc(ω)
on ω ∈ (−1/2, 1/2).
Motivated by a result concerning recovery of trigonometric polynomials [8], it seems
natural to use sampling in the frequency domain as measurements. However, point eval-
uations of the Fourier transform are not bounded linear functionals on PW1/2. We will
circumvent this fact by instead using “mollified” Fourier measurements: Assuming that
(2m+ 1)/L < 1, then integrating the Fourier transform fˆ with a moving window
〈f,Mk〉 =
(
L
2ρ
)1/2 ∫ (k+ρ)/L
(k−ρ)/L
fˆ(ω)dω
19
Figure 1: The function f ∈ PW1/2 (dashed) is a low-pass filtered version of the sum of the
finitely supported measure
∑s
i=1 ciδti and a non-sparse part µc.
for k ∈ {−m,−m+1, . . . ,m−1,m}, gives perturbed measurements of the Fourier transform
of µ0 =
∑s
j=1 cjδtj according to
〈f,Mk〉 = fˆ ∗ hˆρ(k/L)
with hρ(x) =
(
L
2ρ
)1/2
sin(piρx/L)/(pix), ρ ≤ 1/2. We note that with this choice {Mk}mk=−m
is an orthonormal system.
It is convenient to re-encode these measured values in a trigonometric polynomial ac-
cording to
p(y) =
m∑
k=−m
〈f,Mk〉e2piiky
=
m∑
k=−m
fˆ ∗ hˆρ(k/L)e2piiky
=
∫
R
m∑
k=−m
exp(2piik(y − x/L))f(x)hρ(x)dx
= (2m+ 1)
∫
R
Dm(y − x/L)hρ(x)d(µ0 + µc)(x)
where we used the notation from Example 1. The last identity follows from the fact that
x 7→ Dm(y − x/L)hρ(x) is in PW1/2 ∩ C0(R). Hence, M maps functions in PW1/2 to the
space T C≤m[x] of trigonometric polynomials on [−1/2, 1/2] of degree at most m.
In the following, we will investigate to which extent Theorem 2 is applicable in this
context. The result of the application of Theorems 2 and also 3 to this setting will be
summarized in Theorem 4.
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Let us start by noting that the range of the operatorM∗ is the space {x 7→ q(x/L)hρ(x), q
a trigonometric polynomial (periodically extended on R) of degree at most m}. This can
be confirmed from the form of p and from the fact that the translates of the Dirichlet kernel
Dm span the space of trigonometric polynomials of degree m. This fact will enable us to
prove the following lemma.
Lemma 3. If ∆(T ) ≥ 5m and ρ > 0 is small enough, there exists a trigonometric polynomial
qρ such that g = qρhρ satisfies
g(xk) = 1, xk ∈ T,
|g(x)| ≤ 1− 0.34m2(x− xk)2 if |x− xk| ≤ 0.16749/m, (18)
|g(x)| ≤ 1− 0.34 · 0.167492 else. (19)
Proof. Considering the form of the range of the measurement operator M , it is necessary
to construct a trigonometric polynomial q with the properties
q(xk) = ωkhρ(xk)
−1, (20)
q′(xk) = −
h′ρ(xk)
hρ(xk)2
, (21)
then the function q · h namely obeys q(xk)h(xk) = ωk, ∂x(q(xk)h(xk)) = 0. To do this, we
will use an ansatz of the form
q =
s∑
j=1
αjκ(· − xj) + βjκ′(· − xj),
where κ(x) =
(
sin(pi(m/2+1)x))
sin(pix)
)4
, just as in the paper [8]. The interpolation problem then
reduces to the following system of linear equations:
s∑
j=1
αjκ(xk − xj) + βkκ′(xk − xj) = ωkhρ(xk)−1,
s∑
j=1
αjκ
′(xk − xj) + βkκ′′(xk − xj) = −
h′ρ(xk)
hρ(xk)2
.
The proof of Lemma 2.2 in [8] shows that the matrix
κ =
[
[κ(xk − xj)]sk,j=1 [κ′(xk − xj)]sk,j=1
[κ′(xk − xj)]sk,j=1 [κ′′(xk − xj)]sk,j=1
]
is invertible if the minimum separation ∆(T ) obeys ∆(T ) ≥ 2m . Under this assumption, it
hence exists for each ρ > 0 a trigonometric polynomial qρ satisfying (20).
By choosing ωk instead of ωkhρ(xk)
−1, and 0 instead of − h′ρ(xk)
hρ(xk)2
, respectively, one
obtains a different trigonometric polynomial. Let us call this polynomial q˜. Assuming
∆(T ) ≥ 5m , then for q˜ and for each xk ∈ T , [8, Lemma 2.5] implies
|q˜(x)| ≤ 1− .3354m2(x− xk)2 for |x− xk| < 0.16749/m.
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If |x− xk| ≥ 0.16749/m for all k, we further have |q˜(x)| < 1− 0.3354m2 · 0.167492.
If we prove that qρhρ → q˜ in C2([−pi, pi]) for ρ→ 0, then the inequalities (18)–(19) will
eventually be induced by the corresponding ones for q˜. This is clear for (19), and as for
(18), a Taylor expansion around xk implies
|q˜(x)− qρhρ(x)| ≤
∣∣q˜(xk) + q˜′(xk)(x− xk)− qρ(xk)hρ(xk)− ∂x(qρhρ)(xk)∣∣
+ sup
y∈[xk,x]
∣∣q˜′′(y)− ∂x(qρhρ)(y)∣∣ (x− xk)2
2
≤ ‖q˜ − ∂x(qρhρ)‖C2
(x− xk)2
2
First, we have hρ(x) =
√
ρ/2L sinc(ρx/L). Consequently, h′ρ(x) =
√
ρ/2L·ρ/Lpi sinc′(ρx/L)
and h′′ρ(x) =
√
ρ/2L · ρ2/L2pi2 sinc′′(ρx/L). Therefore,√
2L/ρhρ → 1√
2L/ρ · L/ρh′ρ(x)→ 0√
2L/ρ · L2/ρ2h′′ρ(x)→
pi2
6
,
where the convergence is uniform on any compact interval. This actually proves that√
2L/ρhρ → 1 in C2([−R,R]) – the extra ρ’s in front prevents the second derivative to
converge to zero – removing them makes it do that.
Now we notice that the trigonometric polynomial q∆ = (ρ/2L)
1/2qρ − q˜ solves the
interpolation problem
q∆(xk) = ωk((ρ/2L)
1/2h−1ρ (xk)− 1)
q∆(xk) = −
ρ1/2h′ρ(xk)
(2L)1/2hρ(xk)2
.
Due to construction, q∆ is linearly dependent on the finitely many values w = (q∆(xk), q
′
∆(xk)).
Hence, if we prove that w → 0 as ρ → 0, q∆ → 0. The latter convergence is furthermore
true in any norm on T C≤m[x], in particular the C2[−1, 1]-norm, since all norms on finite
dimensional spaces are equivalent. But ((ρ/2L)1/2h−1ρ (xk) − 1) → 0 is a consequence of
(2L/ρ)1/2hρ → 1, and
lim
ρ→0
√
ρ
2L
h′ρ(xk)
h2ρ(xk)
= lim
ρ→0
√
ρ
2L
√
ρ/2Lpiρ/L sinc′(ρxk/L)
ρ/2L · sinc2(ρxk/L)
= lim
ρ→0
piρ
L
sinc′(ρxk/L)
sinc2(ρxk/L)
= 0.
We conclude that (ρ/2L)1/2qρ → q˜ and (2L/ρ)1/2hρ → 1 in C2([−1, 1]). Consequently,
qρhρ → q˜ in the same sense, and the claim has been proven.
We now assume that we observe a noisy version of Mf , i.e. Mf +υ, ‖υ‖2 ≤  (this is in
particular the case if we assume that υ(y) =
∑m
k=−m λk exp(ikpiy) with ‖λ‖2 ≤ , i.e. that
we build Mf via noisy Fourier samples 〈f, exp(ikpi(·))〉 + λk. Using the previous lemma,
we can derive the following result.
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Theorem 4. Assume that ∆(T ) ≥ 5m . Then there exists a ρ0 > 0 so that for every ρ ≤ ρ0,
the following is true for the solution µ∗ of PA
|µ∗|
(
Smin(δ,.16749/m)
) ≥ ‖f‖A − 2
√
2L
ρ sinc(ρ/2L)2
+ ‖µc‖TV
1− .34 ·min(δ, .16749)2 , (22)
where Sδ is as in Theorem 2. Furthermore, a minimizing sequence (fn) for the TV -
minimization problem of the form
∑
t∈∆n ctKt will eventually satisfy
‖fn − f‖ ≤
√
L
2ρ sinc(ρ/2L)2

+
(√
2L
ρ sinc(ρ/2L)2
+ 1
)‖f‖A + ‖µc‖TV +
√
2L
ρ sinc(ρ/2L)2
+ ‖µc‖TV
1−min(δ, .16749)2
 .
Proof. By construction, ψ = qρ(·/L)hρ, where q is the trigonometric polynomial constructed
in Lemma 3 can be used as ψ in the stability theorem. Since for ν ∈ T C≤m[x]
M∗f(x) = hρ(x)
∫ 1/2
−1/2
Dm(y − x/L)ν(y)dy = hρ(x)ν(x/L),
we see that the ν-function in the stability theorem can be identified with qρ.
Since ‖qρhρ‖∞ ≤ 1, we can conclude
‖ν‖22 = ‖qρ‖22 ≤
∫ 1/2
−1/2
h−2ρ (x)dx =
2L
ρ
∫ 1/2
−1/2
sinc(ρx/L)−2dx ≤ 2L
ρ sinc(ρ/2L)2
Lemma 3 (in particular the bounds (18) and (19)) now implies that the constant C(λ, δ)
in Theorem 2 satisfies
C(0.34 · 0.167492, L · 0.16749/m) ≤
√
2L
ρ sinc(ρ/2L)2
,
C(0.34 ·m2δ2, L · 0.16749/m) ≤
√
2L
ρ sinc(ρ/2L)2
, δ ≤ 0.3298/m.
(Note that Lemma 3 is to be applied for the points xk/L!) Applying Theorems 2 and 3
now immediately yields the statements of the theorem.
Remark 1. Note that the constant in front of  in (22) tends to infinity as ρ→ 0. On the
other hand, 2/(1 − 0.34 · 0.167492) ≤ 1.00963, so the constant in front of ‖µC‖TV is quite
moderate.
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4.2 Gaussian Window Radar Measurements.
Next, we consider another model for sparsity, which is motivated by an application to
Doppler radar. Very rudimentarily explained, a radar device functions as follows: A wave-
form h, say in L2(R), is sent out from the radar antenna. This waveform is reflected by
different objects, and is then measured by a receiving antenna as it returns. The transmis-
sion and reflection cause the signal to lose power and shift phase, and since the reflection
happens at a distance from the device, it returns with a delay. In addition, if the reflecting
object is moving, the received signal is shifted in frequency. Assuming that the reflection
takes place at distinct point-like objects, the signal r acquired by the receiving antenna is
a linear combination of time-frequency shifted copies of the signal h,
r(t) =
s∑
i=k
rkh(t− τk)e2piiωkt.
rk ∈ R are reflection coefficients modelling the loss of power, τk ∈ R are the delay and ωk
the frequency shifts.
This problem was treated in [25]. By assuming that h is a trigonometric polynomial,
the authors were able to rewrite the problem as a super resolution task from 2D Fourier
measurements. This strategy allow the authors to apply techniques from [8, 32] to come up
with a recovery guarantee.
Here, we will instead assume that the original waveform is a Gaussian, i.e. h(t) = e−Λt2 ,
Λ > 0, and hence fully leave the Fourier regime. This filter is certainly not non-realistic,
but it should be noted that its exact form will be essential for our arguments. The received
signal can then be rewritten as follows:
r(t) =
s∑
k=1
rke
−Λ(t−τk)2e2piiωkt
The problem at hand is now to reconstruct the parameters rk, τk and ωk from the knowledge
of the function r. In the following, we will show that we can map r onto a signal r˜ which
is a short linear combination of the kernel functions, indexed by (τk, wk), of the so called
Bargmann space. This will allow us to apply the framework we have developed to recover
(τk, wk) by atomic norm minimization. Towards this goal, let us begin to describe the route
from the radar measurements r to the signal in the Bargmann space r˜.
Definition 7. Let {Ta}a∈R be the family of translation operators, acting on f ∈ L2(R) by
Taf(x) = f(x − a) for Lebesgue-almost every x ∈ R. The short-time Fourier transform of
a function f ∈ L2(R) with a window g ∈ L2(R) is given by the function Vgf , defined on the
time-frequency plane R2. The transform Vgf has the value
Vgf(t, ω) = (fTtg)ˆ (ω) =
∫
R
g(s− t)e−2piiωsf(s)ds , (t, ω) ∈ R2.
Henceforth, we exclusively use L2-normalized Gaussian windows, gΛ(s) = (
2
pi )
1/4Λ1/2e−Λ2s2 ,
and replace the subscript gΛ with the parameter Λ > 0,
VΛf(t, ω) = (
2
pi
)1/4Λ1/2
∫
R
e−Λ
2(s−t)2−2piiωsf(s)ds , (t, ω) ∈ R2.
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Using the isometry of the Fourier transform together with the normalization assumption
on g, one easily proves that VΛ is an isometry and consequently maps L
2(R) to a closed
subspace of L2(R2). This space is a reproducing kernel Hilbert space, as the following
lemma shows.
Lemma 4. The range of VΛ is a reproducing kernel Hilbert space with a unit-norm repro-
ducing kernel given by
Kt,ω(t
′, ω′) = e−Λ
2(t−t′)2/2−pi2(ω−ω′)2/2Λ2eipi(t+t
′)(ω−ω′) .
Proof. By definition of VΛ, VΛf(t, ω) = 〈f,MωTtgΛ〉 hence with the isometry property,
Kt,ω = VΛMωTtgΛ is the claimed reproducing kernel. Moreover, by the normalization of gΛ,
it is a unit-norm kernel. The explicit expression for the kernel follows from Kt,ω(t
′, ω′) =
〈MωTtgΛ,Mω′Tt′gΛ〉.
We also define a transform AΛ, which maps f to an analytic function, by
AΛf(z) = (
2
pi
)1/4Λ1/2ez
2/2
∫
R
e−(z−Λs)
2
f(s)ds , z ∈ C.
To establish the relation between VΛ and AΛ, we map a point (t, ω) in the time-frequency
plane to z = Λt− ipiω/Λ and verify
AΛf(z) = e
iz1z2e(z
2
1+z
2
2)/2VΛf(z1/Λ, z2Λ/pi) .
Hence, we can interpret AΛ as a short-time Fourier transform in complex coordinates with
a change of measure. The range of this transform is Bargmann space [3, 4] from Example 2.
Lemma 5. The map AΛ is an isometry with the space F as its range.
Proof. The map AΛ is seen to be an isometry from the relationship between AΛ and VΛ, the
change of measure dz1dz2pi = dtdω and from the fact that VΛ is an isometry. The fact that
the space F is the range of AΛ follows from the fact that each monomial is in the range of
AΛ. Monomials can be obtained by repeatedly differentiating the kernel function Kw with
respect to w and then setting w = 0. This is admissible because the vector-valued function
w 7→ Kw =
∑∞
n=0
wn√
n!
en is arbitrarily often differentiable.
Lemma 6. If h = gΛ and r is a finite linear combination as described, then AΛr is a linear
combination of kernel functions with indices located at zk = Λτk − ipiωk/Λ.
Proof. On the space F , the time-frequency translations act unitarily by
AΛTtf(z) = e
−Λ
2
t2etzf(z − Λt)
and
AΛMωf(z) = e
− pi2
2Λ2
ω2eipiωz/Λf(z − ipiω/Λ)
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By Lemma 4, VΛr is an element of the reproducing kernel Hilbert space
H = {g : g(z) = e−|z|2/2f(z), f ∈ F}
with unit-norm reproducing kernel K(z, w) = e−(|z|2+|w|2)/2ezw. Hence, by choosing the
measurement operator M equal to the identity, we are in the setting of our main results
with H′ = H. We write {ηw}w∈C for the normalized family of kernel functions,
ηw(z) = e
− 1
2
|w|2ewz ,
so 〈f, ηw〉 = e− 12 |w|2f(w) .
Remark 2. Note that although it may seem that our setting is related to [2], the two
problems are in fact quite different: In [2], the problem is to reconstruct a measure defined
on R from short time Fourier measurements. We on the other hand are essentially assuming
that we are given the adjoint of the short time Fourier transform applied to a measure
defined on R2.
Let us remark that H is more regular than a standard reproducing kernel Hilbert space,
in the sense that not only the evaluation of a function itself, but also its derivatives, is
continuous on H. The following proposition is a consequence of standard calculations:
Lemma 7. (i) For w, z ∈ C, consider the function
dηw(z) = e
− |w|2+|z|2
2 ewz(z − w) ∈ H
Then for g ∈ H, we have
〈dηw, g〉 = g′(w)
(ii) Define the function d2ηw ∈ H through
d2ηw(z) = e
− |w|2+|z|2
2 ewz(z − w)2
Then, for g ∈ H, the Hessian Hw (in Wirtinger notation– see for instance2) [27] of the
function z 7→ |g(z)|2 is given by
Hw(|g|2) =
[|〈dηw, g〉|2 − |〈Kw, g〉|2 〈Kw, g〉 〈d2ηw, g〉
〈d2ηw, g〉 〈Kw, g〉 |〈dηw, g〉|2 − |〈Kw, g〉|2
]
Now we are in a position to prove the main theorem of this section. The technique will be
similar to above: towards applying Theorem 1, we will construct a function g ∈ ranVΛ = H
with g(wk) = uk and |g(w)| < 1 for w ∈ C\ {wk, k = 1, . . . s}, for unimodular values (uk)sk=1.
2The notation used here differs slightly from the form given in [27], since the complex gradient is defined
slightly different there. We choose this form to not avoid unnecessary complications.
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If such a function exists, it certainly satisfies ddw |g(wk)|2 = 0 for k = 1, . . . s. Our strategy
will therefore be to try and find a function g ∈ H which satisfies{
g(wk) = uk
d
dw |g(wk)|2 = 0
, k = 1, . . . s (23)
and subsequently check under which conditions this function really obeys ‖g‖∞ = 1. (Com-
pare [8] and [20, Section 4].) The idea of the proof will be similar to the mentioned sources,
i.e. to make an ansatz, conclude that the conditions (23) is equivalent to a system of linear
equations, prove that that is solvable, and then finally check that |g| ≤ 1 for the resulting
function. Under a few conditions on the set W = {wk |, k = 1, . . . , s}, this strategy will be
successful.
The formal theorem and proof are as follows:
Theorem 5. Let R ≥ 1, Ω = BR(0) ⊆ C, W = {wk | k = 1, . . . s} ⊆ C be a set of time-
frequency shifts and f0 ∈ F a signal of the form
f0 =
∑
wk∈W
ckKwk .
Define the quantities
σ(W, z) =
s∑
j=1
e−
1
2
|z−wj |2(1 + |z − wj |+ |z − zj |2 + |z − wj |3)
σ↓(W ) = sup
i
σ(W,wi), σ↑(W ) = sup
z∈C
σ(W, z).
Suppose that there exists a τ > 0 for which
sup

s∑
j=1
e−
1
2
|z−wj |2 | dist(z,W ) >
√
5− 1
4σ(W )↑
 < 1− τ (24)
Then, the measure
∑s
wk∈W ckδwk (and therefore also f0) can be recovered by solving the
problem
min
µ∈M(BR(0))
‖µ‖TV subject to 〈K ∗ µ,mn〉 = 〈f0,Mn〉 , n = 1, . . . N.
Proof. Let  ∈ (0, 14) be a parameter for which we will specify the value later. Using the
notation introduced above, consider the ansatz
g =
∑
wk∈W
αkηwk +
∑
wk∈W
βkdηwk .
Lemma 7 implies that the conditions g(wk) = sgn(ck) and g
′(wk) = 0 for each k then
corresponds to the system of equations[ (〈
ηwj , ηwk
〉)s
j,k=1
(〈
ηwj , dηwk
〉)s
k,j=1(〈
dηwj , dηwk
〉)s
k,j=1
(〈
dηwj , dηwk
〉)s
k,j=1
]
·
[
α
β
]
=
[
(sgn ck)
s
k=1
0
]
. (25)
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Let us define the matrix in the above equation as Φ(W ). Noticing that 〈ηw, ηw〉 = 〈dηw, dηw〉 =
1, and that the off-diagonal entries are under control, we see that Φ(W ) is close to the iden-
tity. Concretely, we have, using the explicit forms of the functions ηw and dηw,
‖Φ(W )− id2s‖∞ ≤ sup
i
sup
k=0,1
∑
j 6=i
∣∣∣〈d(k)Kwj ,Kwi〉∣∣∣+ ∣∣∣〈d(k)Kwj , dKwi〉∣∣∣
≤ sup
i
∑
j 6=i
e−
|wi−wj|2
2 (1 + |wi − wj |+ |wi − wj |2) ≤ σ↓(W )− 1 ≤ ,
where we invoked the assumption that σ↓(W ) − 1 is small. Now by a Neumann series
argument (compare [8]), we see that there will exist α and β for which (23) is satisfied, and
additionally,
|αk − 1| , |βk| ≤ 2
1− 2 (26)
for each k.
Now we will check if the choice of the function g which is induced by the above choice
of α and β satisfies |g|2 < 1 for all z /∈ W . We will proceed in two steps: First, we will
prove that for z with dist(z,W ) ≤ δ˜ Hz(|g|2) will be negative definite. Then we will prove
that for z with dist(z,W ) ≥ δ˜, |〈g,Kz〉| < 1. δ˜ is thereby another parameter whose value
we will specify later.
Let us begin by investigating Hz(|g|2) for z close to a wj . Towards this goal, let us first
note that
〈
Kwj , g
〉
= sgn cj ,
〈
dKwj , g
〉
= 0 implies that
|〈dηz, g〉|2 − |〈ηz, g〉|2 =
∣∣〈dηz − dηwj , g〉∣∣2 − ∣∣〈ηz − ηwj , g〉∣∣2
− 2 Re (sgn cj 〈ηz − ηwj , g〉)− 1 (27)
〈ηz, g〉
〈
d2ηz, g
〉
= sgn cj
〈
d2ηz, g
〉
+
〈
ηz − ηwj , g
〉 〈
d2ηz, g
〉
. (28)
Hence, if we can prove that
∣∣〈d(k)ηz − d(k)ηwj , g〉∣∣ for k = 0, 1 as well as 〈d2ηz, g〉 is close
to zero for z close to wj , Lemma 7 proves that dHz is close to − id2s for z close to wj , and
hence negative definite.
Let us first note that for w, z arbitrary and ` = 0, 1, 2, we have∣∣∣〈d(l)ηw − d(l)ηz, g〉∣∣∣ ≤ s∑
j=1
|αj |
∣∣∣〈d(l)ηw − d(l)ηz, ηwj〉∣∣∣+ s∑
j=1
|βj |
∣∣∣〈d(l)ηw − d(l)ηz, dηwj〉∣∣∣ .
Remembering (26), we obtain∣∣∣∣∣∣〈d(l)ηw − d(l)ηz, g〉∣∣∣∣∣∣ ≤ 1
1− 2
s∑
j=1
∣∣∣〈d(l)ηw − d(l)ηz, ηwj〉∣∣∣
+
s∑
j=1
2
1− 2
∣∣∣〈d(l)ηw − d(l)ηz, dηwj〉∣∣∣+ ,
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where it should not be forgotten that we have made R-related terms small by arguing that N
is large. By a continuity argument, we can further bound 11−2
∑s
j=1
∣∣〈d(l)ηw − d(l)ηz, dηwj〉∣∣
uniformally for z, w ∈ C by a constant K .
It is now only left to estimate
〈
d(`)ηw − d(`)ηz, ηwj
〉
. (Note that due to
〈
d2ηwj , ηwj
〉
=
(z − w)2e− |w|
2+|z|2
2 ewz|z=wj = 0, this also produces a bound for
∣∣〈d2Kw,Kwj〉∣∣). This is
however not hard: The mean value theorem implies∣∣∣〈d(`)ηw − d(`)ηz, ηwj〉∣∣∣ ≤ sup
ξ∈[z,w]
∣∣∣η(`+1)wj (ξ)∣∣∣ |z − w| ,
so that
∣∣∣〈d(`)ηw − d(`)ηz, ηwj〉∣∣∣ ≤


supξ∈[z,w] e
− |ξ−wj|
2
2 |ξ − wj | , ` = 0
supξ∈[z,w] e
− |ξ−wj|
2
2 (1 + |ξ − wj |2), ` = 1
supξ∈[z,w] e
− |ξ−wj|
2
2 |ξ − wj | (1 + |ξ − wj |2), ` = 2
 · |z − w|
Summing up, and letting ξ run through the entirety of C, we obtain∣∣∣∣∣∣〈d(l)ηw − d(l)ηz, g〉∣∣∣∣∣∣ ≤ σ↑(W )
(1− 2) |z − w|+ (2K + 1),
=⇒ sup
|z−wj |≤δ
∥∥∥Hz(|g|2)− (− id2)∥∥∥ ≤ 2σ↑(W )
1− 2 δ + 2
(
σ↑(W )
1− 2 δ
)2
+ Cσ2↑(W )
where applied Lemma 7,(27)-(28), collected a number of constants to form C, and used the
evident bound σ↑(W ) ≥ σ(W,wi) ≥ 1. Here, the norm can be chosen to be the spectral
norm: The same estimate for the `1 and `∞-operator norms can be proven with the same
technique used as for bounding id2s−Φ(W ). Then, an interpolation argument does the job.
If we now choose
δ =
1
σ↑
√3
4
− Cσ
2
↑
2
− 1
2
 (1− 2),
Hz(|g|2) will be negative definite for each z with dist(z,W ) ≤ δ. Also note that for  small
enough, we then have δ ≥
√
3−1
4σ(W )↑
.
It is by now easily estimate |〈Kz, g〉| for z with dist(z,W ) ≥ δ˜ directly. We have,
|〈ηz, g〉| ≤
s∑
j=1
|αj |
∣∣〈ηz, ηwj〉∣∣+ |βj | ∣∣〈Kz, dKwj〉∣∣
≤ 1
1− 2
s∑
j=1
e−
|z−wi|2
2 +
2
1− 2
s∑
j=1
e−
|z−wi|2
2 |z − wi|
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where we again invoked (26). Now we take the supremum over all z with dist(z,W ) ≥ δ.
These automatically obey the estimate dist(z,W ) ≥
√
3−1
4σ(W )↑
, so that
|〈ηz, g〉| ≤ 1
1− 2(1− τ) +
2
1− 2σ↑(W ) < 1,
for  > 0 small enough. The proof is finished.
Remark 3. In practice, we of course have to subsample AΛr somehow. We can for in-
stance do it as follows: Let (Mn)n∈N := (e−|z|
2/2 1√
n!
zn)n∈N denote the orthonormal basis of
monomials for H. We then measure
〈f,Mn〉 , n = 0 . . . N + 1.
Note that we can only need to have access to r in order to calculate these values: 〈f,Mn〉 =
〈AΛr, en〉 = 〈r,A∗Λen〉.
The range of these measurements is given by span(Mn)
N+1
n=0 . By using the following
approximations of ηw and dηw:
pNwk = e
−|wk|
2
+|z|2
2
N∑
n=0
wk
n
√
n!
mn, q
N
wk
= (z − wk)e−
|wk|2+|z|2
2
N∑
n=0
wk
n
√
n!
mn.
instead of ηwk and dηwk for our ansatz, we can apply a similar argument to above to deduce
that if N is large enough, exact recovery from these measurements. Due to the similarity
to the above argument, we choose to not include the details here. These will instead be
included in the upcoming PhD thesis of one of the authors.
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