TARDIS is a simulation package intended for simulating electrical drive systems on a digital computer. The core of TARDIS is a general-purpose differential-algebraic equation solver that can handle discontinuities efficiently and differential-algebraic system of equations of index 0 and 1. Designed to emphasize accuracy and efficiency, TARDIS incorporates several new features: local truncation error control, modeling of discrete components by state machines, zero location, and sparse matrix techniques.
BACKGROUND
Simulation of electrical drive systems on the digital computer is complicated because the differential equations of the motors or the control are often nonlinear, and because of the frequent discontinuities due to changes in the structure of the systems or the values of the device parameters introduced by the switching or the control. If the differential equation solver is not specifically designed to handle discontinuities, it may be unable to handle them or very inefficient at handling them.
Existing simulation packages may be loosely divided into two categories: general-purpose and application-specific. Most generalpurpose packages will require the input in the form of differential or differential-algebraic equations. Such packages are also referred to as equation-oriented packages. To use them, the user has to provide the system equations in the required format. On the other hand, application-specific simulation packages provide convenient readyto-use modules for typical components. There are also simulation, packages that are in between the two categories; they let the user specify the equations for the modules and use them in the network- There are also numerical simulation packages in the form of FORTRAN subroutines for solving differential or differentialalgebraic equations, for example, IMSL [lo] , ODEPAK [Ill, and DASSL [121. These packages, however, do not perform well for electrical drive simulations because they do not have any discontinuity handling capability other than local truncation error control, which usually reduces the integration step size to very small values.
INTRODUCTION
TARDIS evolved from our research on modeling, numerical methods, and data structures for a suitable framework to simulate electrical drive systems efficiently on digital computers. It incorporates several novel features: notably a refined local truncation error control that works efficiently with the variable-step, variable-order integration scheme, the use of state machines to handle discrete components, and data structures that are compatible with the sparse matrix techniques used to maximize computational efficiency.
TARDIS is written in C programming language, and the current version, about 4500 lines long, has been tested on a Mac II and a Sun 3/60. TARDIS uses dynamic memory allocation to adjust its own size according to how big the problem is during execution; memory space allocation is on the as needed basis through routines that are customized to each type of internal data structure. All floating-point computations are done in double precision to ensure maximum accuracy, and where floating-point operations can be done using bitwise manipulations, TARDIS will use the bitwise version to improve the speed. To improve its speed a bit further, elements in arrays or matrices are accessed by pointers, and registers are used for often-used variables.
NUMERICAL ALGORITHMS
Drive system simulation, typically, involves solving differential-algebraic equations (DAE) of index 0 and 1 of the form,
where ymt are the non-state variables, yst and yit are the state variables and their derivatives, respectively. Those with index 0 are actually ODE's, and those with index 1 are ODE's with some algebraic equations which can be symbolically or numerically reducible to ODE's. Loosely speaking, if one has to find the n* order derivative of the input to get the solution, the index number of that DAE system will be n+l, for n 2 1 [Is] .
90/CH 2935-5/90/CiX&O467$01.00@1990 EEE Since numerical stiffness does not depend on the system characteristics alone but also on the initial conditions, accuracy requirement [15] , and duration of integration, as such it is unlikely that the stiffness of the system to be simulated is known in advance.
It is, therefore, prudent to provide an integration algorithm that can adapt to the stiffness of the systems.
Integration
Implicit integration algorithms can generally handle stiff systems better than the explicit ones [6] , of which the trapezoidal, Adams, and Gear algorithms [15, 18] are commonly used. Of the three, the Gear algorithm is the best implicit algorithm for handling stiff systems. TARDIS uses a variable-step, variable-order Gear algorithm implemented by using Newton's divided difference as described in [16] . The resulting equations after the substitution is algebraic and are solved by a Newton-Raphson (NR) algorithm. If there are non-state variables, the resulting algebraic equations have both non-state and state variables as unknowns. Along with calculating p and S, the predictor value, yR1, the polynomially extrapolated value of the previous k+l solutions at G+l, will be also be determined. yR1 is used not only as an initial guess to start the NR method, to improve its convergence, but also in the estimation of the local truncation error (LTE), that is used for among other things adjusting the integration order and step size of the integration. The steps in finding p, S, and yr+1 from the divided differences, 
where the truncation error per unit time, ET, is specified or calculated from the ratio of the specified global truncation error allowable to the duration of simulation, and hallow is the allowable step size.
Since the local truncation error of the k" order integration is proportional to hk+', the allowable step size is given by
If there is more than one state variable, the next step size will be set equal to the smallest value of their hallow.
As for the order of integration, it is usually selected to correspond to the largest of the hallow computed from Eq. (2) Some packages will fix the first step after a discontinuity or at the beginning of the simulation to some arbitrary tiny fraction of the desired output interval since reliable information needed to apply Eq. (2) is lacking. Such an approach will be computationally inefficient when there are many discontinuities, for when the instants of such discontinuities are not known in advance, the first step may be too big to locate the next discontinuity accurately. Some LTE control to adjust the initial step size is desirable. In TARDIS the initial LTE after a discontinuity is calculated from Eq. (2) with ~$ 1 derived from the forward Euler formula; that is For subsequent steps, the aim is for as few NR iterations per time step as possible by picking values of hallow small enough so that the predicted values of state variables are within the error tolerance of the NR algorithm the corrector values. Our experimentation led to the following LTE control scheme, in which:
where EM is the error tolerance used in the NR algorithm. The .75
factor is used to reduce the ratio of the expected error in the NR algorithm to the correction made to the predictors at the current step and the .7 factor in the exponent is used to account for the fact that the Eq. (6) is a rough estimate of the relationship between local truncation error and step size. The two factors given are by no means optimal but they have so far given satisfactory results in all the test problems.
To minimize spurious changes of the order of integration Gear
[21] has suggested selecting the order of integration according to some simple functions of the present and past step sizes. In TARDIS, the order will be reduced if
and the order will be increased only if Again, the above four factors are not guaranteed to be optimal in all cases but they seem to work just fine with the sample tests.
With LTE control on the initial step and the above conditions to minimize spurious order change, the ratio of number of iterations to total steps of TARDIS is roughly 1.5 on the average. For most of the test cases, the speed up is by a factor of two when compared to that with a LTE control scheme using Eqs. (3-5).
Newton-Raphson Algorithm
TARDIS uses the NR algorithm to solve the resulting nonlinear equations, g(y) = 0, iteratively.
where J is the Jacobian matrix of g evaluated at y'. During the integration, the predicted values, ~$ 1 , from the Gear algorithm are used as the initial values of the state variables.
Since TARDIS also stores previous values of non-state variables for interpolations, they can be used to provide the predicted values of the non-state variables.
To save some computations, the same LU decomposition could be used over some time, as long as the convergence of the NR algorithm can be achieved in a few iterations. With the variableorder, variable-step-size Gear algorithm, however, it is unlikely that the same LU decomposition can be used for several steps without some modifications to reflect changes in the order or the step size of the integration. Petzold uses the following scheme in DASSL [12] to speed up the NR convergence.
and c is calculated from
where Pcm is the current value of P, and Pold is the value of P when the Jacobian matrix was last evaluated. This scheme had been tried in TARDIS, but it was found that, for the kinds of problems of interest, the computations required actually increased. It was observed that the value of p is very large compared to other terms in the system equations most of the time. Consequently, when the LU decomposition is performed, the entries involved with P are often chosen as pivots. This observation led us to devise a scheme for updating the LU decomposition directly based on the ratio of Pcm to
Pold. Pivots associated with P will be modified as follows:
Pivots that are not associated with P will not be updated. This scheme seems to extend the use of the same Jacobian matrix for several more time steps in the sample tests.
Problems with exponential functions can sometimes cause the NR algorithm to diverge when there is no limit placed on the correction, Ay. TARDIS has the provision that will let the user specify the limit function that is to be applied on the corrections of some or all variables. By default there is no limit function. However, for TARDIS there is no a priori knowledge of the types of functions, so the value of yi will be perturbed by half the machine precision instead. This approach seems to be working well for the sample problems tested. As in the case of the stopping criterion, the user can write a routine to replace the default routine for perturbing the value of yi provided in TARDIS.
-_
Solving the Jacobian Equation
LU decomposition technique is employed when solving Eq. 
Data Structures
Symbolic LU decomposition is not appropriate for TARDIS because the structure of the system equations is not fixed. data structures is found to be about a factor of two. After the LU decomposition is done, all the elements in column linked lists are returned to the free-storage pool.
DISCRETE EVENTS
The handling of discrete events by simple IF-ELSE statements when the Jacobian equations are solved by an iterative method (as part of the integration) can cause some convergence problems, because the end condition after the IF-ELSE statement, the terms or the equations of the systems could change from one iteration to the next.
In TARDIS the framework used to model components associated with discrete events is Petri nets 1141. Components associated with discrete events are represented by stare machines.
The status of a state machine is indicated by a state associated with that state machine. A state machine can change its state when any of the transitions connected to the current state are satisfied (or fired).
If there is more than one fired transition, the one with highest priority assigned by the user will be chosen. For a scheduled event, the integration process will be carried out to the instant where the scheduled event occurs because the instant is known in advance. Then all active transitions will be checked to find out the fired transitions. If no fired transition is detected, the integration will continue. If there are fired transitions, the corresponding state machines will change their states. Then the system equations will be solved for the values of non-state variables and the derivatives of state variables. This process will be repeated until there is no more fired transition.
For a conditional event, the current integration step will actually go beyond the instant where the event occurs since the instant is not known in advance. The methods used to locate the instant of the conditional event will be discussed in the next section. After the instant of the event is found, repeated solving of the system equations and updating the states of the state machines will be carried out until there is no fmd transition. Then the integration will resume again. Changes in the states of the state machines may cause changes in the input signals to the system or in the system parameters. Whenever a change that cannot be locally expressed by polynomials, such as an abrupt change occurs, previous values of state variables should be discarded and the integration order should be reset to 1. If the integration is allowed to be carried on without resetting the order, it is very likely that the next several integration steps will repeatedly fail, and the step size will eventually be reduced to a very small value before the integration process can continue. Whenever there is any abrupt change in the system parameters, the Jacobian matrix used in the NR method must also be updated.
Locating Zeros of Switching Functions
Gear [4] uses the step size control to locate discontinuities.
Ellison [22] and Birta, et al. [23] use the values of switching functions and their derivatives in interpolating polynomials to locate discontinuities with the Runge-Kutta integration algorithm. There are also some integration routines that have a root-finding capability.
One such routine is LSODAR [17, 20] , which locates the zeros of user-specified switching functions from the sign change.
Instead of detecting the sign change, TARDIS detects the negative values of expressions that describe the conditions for the transitions. The normal values of these expressions are positive.
Whenever they are negative, TARDIS will try to locate the zerocrossing points with the aid of simple interpolating polynomials.
Then the integration will be carried out to the nearest value of all zero-crossing points detected. Values of switching functions with active transitions are stored in terms of divided differences for interpolation purposes. The order of interpolation is equal to or less than the integration order. If the order of integration is reset, the order of interpolating polynomials is also reset. At any time, the order of interpolating polynomials will be less than or equal to the integration order. Locating negative-going-zero-crossing is done by a routine modified from Brent's [13]. Brent's routine altemately uses the three methods depending on how the function whose zero is to be found behaves: linear interpolation, inverse quadratic interpolation, and binary search. However, TARDIS uses inverse quadratic interpolation and binary search to locate the zero-crossing point, except at the beginning where the routine starts off with a linear interpolation.
Locating the zero-crossing points with interpolating polynomials is not always reliable. Sometimes, it may predict a false zero-crossing point. This usually happens in a very short period of time: one or two time steps just before the real zerocrossing point occurs. Thus one cannot take the zero-crossing point predicted by the interpolating polynomial right away. TARDIS avoids this problem by reintegrating to that point to confirm whether that point is a real zero-crossing point. This, however, can make the step size very small. So the integration part of TARDIS is designed to expect this very small step size on such occasions.
To avoid numerical problems, some "band of certainty" which is suggested by Birta, et a1 [23] in locating discontinuities is also used. In TARDIS, this band must be on the negative side and will be called a negative band. As to how large this negative band ought to be, that depends on the switching function and how accurate the user wants it to be. TARDIS will try to locate a zero-crossing point which gives a magnitude of the switching function less than that of the band but as close to it as possible (down to the machine precision). The reason is that when there is more than one fired transition in the current step, the switching functions at the zerocrossing point will have the values within the band.
As an aid to detect short-lived discontinuities, the signs of the slopes at the end points are also used whenever such information is available. In TARDIS the slopes are approximated from the interpolating polynomials which are calculated and stored from one time step to another. When the slopes at the end points have different signs, TARDIS will first approximate the location of the minimum point using linear interpolation of slopes, and then use the interpolating polynomial to find out whether the value at that point is lower than the negative band or not. If it is, TARDIS will use the information at the minimum point and previous points to locate the zero-crossing point.
NUMERICAL EXAMPLE
TARDIS is capable of simulating a wide variety of drive Part of the results for a start-up run obtained with the speed reference set at 900 rpm or 50% of the rated speed is shown in Fig.   3 . The initial values of the motor speed and dc-link current are zero.
The load torque was assumed to be proportional to the speed, that is 50% of the rated speed the load torque is 50% of the rated value.
Since the startup of the drive takes a long time, relative to the switching operations, to preserve some of the details due to the generates slightly more output points than the usual scheme does, the new scheme can reduce the number of calls to the routine containing system equations, since each call to the routine is used effectively to advance time in the simulation -not wasted in the stopping criterion of the Newton-Raphson algorithm. The new scheme is also more reliable than the usual scheme because the new scheme uses a smaller step size than does the usual scheme with the same stopping criterion for the Newton-Raphson algorithm. By choosing appropriate error control parameters in the scheme, it is possible to avoid too small a step size. The computations involved in the new scheme are also fewer than those of the usual scheme.
The second feature is the use of state machines to represent the components associated with discrete events. Although the idea of state machines has been used to simulate the behavior of switches, the use of state machines in TARDIS is extensively applied to all discrete components -not just switches. Using the state machines to simulate the behavior of discrete components simplifies the modeling of discrete components, and also contributes to better convergence characteristic for the Newton-Raphson algorithm when solving equations involving discrete parameters, because the state machines will allow those parameters to be changed only after the convergence of iteration process is achieved, not during the iteration process. Keeping the system equations in a separate routine from that containing the state machines improves the speed, because, when the states of the state machines are to be changed, TARDIS does not have to go through the system equations. Yet changes in the state machines are effected on the system equations in the other routine by the use of variables common to both routines. In TARDIS the simultaneous changes in the state machines are simulated by updating the status of all the state machines after the program codes for all the state machines have been executed.
The third feature is the method of locating the zeros of switching functions and confirming the existence of zeros by integrating to the instants in question. Simple polynomial interpolation w i l l work fine when locating a zero that occurs away from a minimum point. There is no need to use more elaborate algorithms for this kind of zero crossing. But for zeros that occur near the minimum points, information on the first derivatives is found to be helpful in locating such zeros. In any case, the existence of a zero should be c o n h e d by actually integrating to the instants found from the interpolation, to avoid a false location of zero.
The fourth feature is the data structures for the sparse Jacobian and the LU decomposition method. Using separate data structures for the rows and columns saves time as compared to using a structure which has the row and column combined; time is saved by not ordering the information in the separate column structures, ordering which is unavoidable when the combined data structure is used.
As with any program of this size and complexity, extensive testing will have to be performed to test it out. Further work on this include more testing and also incorporating some user friendly features, such as templates or modules for common drive components.
