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This Letter presents a neural estimator for entropy production, or NEEP, that estimates entropy
production (EP) from trajectories of relevant variables without any prior knowledge of the system
dynamics. For steady state, we rigorously prove that the estimator, which can be built up from
different choices of deep neural networks, provides stochastic EP by optimizing the objective function
proposed here. We verify the NEEP with the stochastic processes of the bead-spring and discrete
flashing ratchet models, and also demonstrate that our method is applicable to high-dimensional
data and non-Markovian systems.
Nonequilibrium states are ubiquitously observed from
colloidal particles to biological systems [1–6]. Injection of
energy, lack of relaxation time, or broken detailed balance
are ordinary sources of nonequilibrium, and in general,
such systems are in contact with a heat bath such as a
fluid. Thus, to describe the behavior of a nonequilibrium
system, it is necessary to investigate the energetics of
the system; however, experimentally, heat flow is difficult
to measure directly [7–10]. In this case, measuring the
entropy production (EP) can be one remedy to estimate
heat flow in a nonequilibrium system [10–12].
Many techniques have been developed to accurately
measure EP, such as approaches calculating probabil-
ity currents and density [9, 13]. These methods require
detailed information from a governing equation though,
so to address this issue, a few methods to estimate
the EP rate without such detailed information have
been proposed, including the plug-in method [14–16],
the compression-based estimator [15–19], and the ther-
modynamic uncertainty relation (TUR) based estima-
tor [13, 20–23]. The plug-in and compression-based meth-
ods estimate the EP rate through the Kullback–Leibler
divergence, but they are only applicable for discrete state
variables. And while the TUR-based approach has re-
cently been adopted in frameworks for the exact esti-
mation of EP rates and distributions in short-time lim-
its [21–23], estimating stochastic EP remains an unsolved
issue for continuous state variables.
Various fields in physics have been employing machine
learning (ML) to solve a wide range of non-trivial prob-
lems such as identifying relevant variables [24–26], iden-
tifying phase transitions [27–32], quantum many-body
problems [33–40], and others [41]. Likewise, ML has also
been applied to EP rate estimation [23, 42] as well as
classification of the direction of time’s arrow [43]. Re-
latedly, in the ML community, a recent work by Ra-
haman et al. [44] proposed a neural network to measure
an entropy-like quantity by unsupervised learning; how-
ever, the quantity was not physically well defined, i.e. it
had no scale. To the best of our knowledge, estimating
EP using neural networks has yet to be explored.
In this Letter, we propose the neural estimator for en-
tropy production (NEEP), which can estimate stochastic
EP from the time-series data of relevant variables without
any prior knowledge of the dynamics of the system. For
Markov chain trajectory s1, s2, ..., sL, we build a function
hθ that takes two states, st and st+1, where θ denotes
the trainable neural network parameters. As shown in
Fig. 1(a), the output of NEEP is defined as
∆Sθ(st, st+1) ≡ hθ(st, st+1)− hθ(st+1, st). (1)
Here, ∆Sθ(st, st+1) satisfies the antisymmetric relation
∆Sθ(st, st+1) = −∆Sθ(st+1, st). We define the objective
function to be maximized as
J(θ) = EtEst→st+1 [∆Sθ(st, st+1)− e−∆Sθ(st,st+1)], (2)
where Et denotes the expectation over t, which is uni-
formly sampled from {1, ..., L − 1}, and Est→st+1 is the
expectation over transition st → st+1. If detailed balance
is satisfied, then the transition s → s′ and its reverse
transition s′ → s equally appear in the ensemble of the
trajectories. In this case, the optimized ∆Sθ is zero for
all possible transitions, but if detailed balance is broken,
then ∆Sθ becomes larger due to more irreversible tran-
sitions. In steady state, J(θ) can be written as
J [h] =
∑
i,j
piTij
[
(hij − hji)− e−(hij−hji)
]
(3)
where we set hij ≡ h(si, sj), pi ≡ p(si) is the steady
state probability density, and Tji ≡ p(si, t + 1|sj , t) is
st st+1
xt1 x
t+1
1x
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FIG. 1. (a) Architecture of the neural estimator for entropy
production (NEEP). (b) Illustration of a multilayer percep-
tron (MLP) with three hidden layers for anN = 2 bead-spring
model where st = (x
t
1, x
t
2).
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FIG. 2. (a) Entropy production (EP) rate as a function of Tc/Th for models with two and five beads. The solid lines and symbols
indicate the analytical and estimated values, respectively. (b) Cumulative EP over time τ along a single trajectory, which is
randomly sampled from the test set. The inset shows the ensemble-averaged EP. (c) Local EP rate as a function of x1 and
x2. The top and bottom panels show the NEEP and the analytical results, respectively. (d,e) Estimated EP rate with respect
to training iteration for (d) two beads and (e) five beads. The left (right) inset corresponds to results before (after) training,
showing scatter plots between the estimated and true EP with a fitted linear regression line (solid red line). Error bars and
shaded areas represent the standard deviation of estimations from five independently trained estimators. The results in (b–e)
are performed at Tc/Th = 0.1 with Th = 10.
a propagator. Because the neural networks tune output
hαβ ≡ h(sα, sβ) by optimizing θ, the maximum condition
for Eq. (3) becomes
0 =∂hαβJ [h] (4)
=
∑
i,j
[
piTij(1 + e
−(hij−hji))(δiαδjβ − δiβδjα)
]
=pαTαβ(1 + e
−(hαβ−hβα))− pβTβα(1 + e−(hβα−hαβ)).
Then the solution for the optimization problem is
hαβ − hβα = − ln (pβTβα/pαTαβ), (5)
which is the definition of stochastic entropy produc-
tion [12] when Tji = T˜ij . Here, T˜ij is the time-reversal
propagator of Tij . This proof supports the ability of our
NEEP to learn appropriate EP. We maximize Eq. (2) via
the stochastic gradient ascent method that is widely used
in deep learning literature [45, 46]. See Supplemental Ma-
terial (SM) [47] for the training and evaluation details.
To validate our approach, we estimate the EP of two
widely studied nonequilibrium systems: the bead-spring
model for continuous state variables [5, 13, 42, 48] and
the discrete flashing ratchet model for discrete state vari-
ables [15, 16, 49]. To attempt more challenging problems,
we additionally apply NEEP to high-dimensional contin-
uous models and a non-Markovian model.
In the bead-spring model, N beads are coupled to the
nearest beads or boundary walls by springs, and con-
tacted with thermal heat baths at different temperatures,
as described in Fig. 2(a). For displacements x1, x2, ..., xN ,
the dynamics of N -beads is governed by an overdamped
Langevin equation
x˙i(τ) =Aijxj(τ) +
√
2Ti/γξi(τ), (6)
where
Aij = −2k
γ
δi,j +
k
γ
(δi,j+1 + δi+1,j). (7)
Here, k is a spring constant, γ is the Stokes friction coef-
ficient, and the temperature Ti of each heat bath linearly
varies from Tc to Th. ξi is an independent Gaussian white
3noise satisfying E[ξi(τ)ξj(τ ′)] = δijδ(τ − τ ′) where E de-
notes the ensemble average. We set all the parameters
to be dimensionless and kB = k = γ = 1. The linearly
varying temperature induces a thermodynamic force that
drives the system to a nonequilibrium state.
To attempt EP estimation in a system with contin-
uous variables, we firstly consider N = 2 and N = 5
bead-spring models. Here, σ˙ is the analytical value of
the ensemble-averaged EP rate [47]; Fig. 2(a) plots σ˙ for
N = 2 (5) with a blue (orange) solid line. As illustrated
in Fig. 1(b), we employ a 3-hidden-layer multilayer per-
ceptron (MLP) for hθ. See SM [47] for the configuration
and robustness of the architecture. For training and test
sets, we numerically sampled 103 positional trajectories
in steady state for each model. Each trajectory was sam-
pled with time step ∆τ = 10−2 [50]. The total num-
ber of steps L is 104. We present the training results at
Tc/Th = 0.1 in Fig. 2(b–e). Note that all reported results
in Fig. 2 are from the test set. We also demonstrate the
estimation ability of NEEP with various L [47].
For the N = 2 case, as shown in Fig. 2(b), it is ob-
served that our estimator provides accurate values not
only for the ensemble average but also for a single tra-
jectory over τ . Here, S(τ) ≡ ∑τ/∆τi=0 ∆S(si, si+1) and
σ(τ) ≡ E[S(τ)] where ∆S is the analytic stochastic EP
per ∆τ . Figure 2(c) shows that the local EP rate over
the displacement space (x1, x2) calculated by NEEP (top
panel) is the same as the analytical solution (bottom
panel). The local EP rate from NEEP at (x1, x2) is mea-
sured by averaging the EP rate produced when a particle
passes through the point (x1, x2).
To check the training process, we plot the estimated
values of σ˙θ over training iteration in Fig. 2(d). The
dashed red line indicates the analytic EP rate σ˙. Insets
in Fig. 2(d) are scatter plots between ∆Sθ and ∆S in a
randomly sampled single trajectory. As can be seen in the
left inset, there is no correlation between ∆Sθ and ∆S be-
fore training. But after training (right inset), ∆Sθ is well-
fitted to ∆S (coefficient of determination R2 = 0.9931).
We apply the same process to the N = 5 bead-spring
model, where estimating the stochastic EP and EP rate
using the thermodynamic force is difficult due to the
curse of dimensionality [13]. The result shows that ∆Sθ is
again well-fitted to ∆S with R2 = 0.9660 (see Fig. 2(e)).
We also train our estimator at Tc in the range of 1–10
with Th = 10, as indicated in Fig. 2(a), and verify that
NEEP provides the exact EP rate with small errors. No-
tably, these results are from the test set, implying that
NEEP can generalize to estimate EP even for unseen
data.
Estimating EP in high-dimensional Langevin systems
has not been explored because of the curse of dimension-
ality [22]. While a recent work [23] has made estimations
of EP rates up to N = 15 using TUR, here, we apply
NEEP to bead-spring models with N = 8, 16, 32, 64, and
128. For each N , we set Th = 10 and Tc to a value where
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FIG. 3. Results of NEEP for high-dimensional bead-spring
models. The estimations on EP rate σ˙θ as a function of N
for each number of steps (L) are plotted with five different
markers indicated in the legend. The red dashed line denotes
the analytic value of σ˙. The R2 values of the linear regres-
sion between ∆S and ∆Sθ are shown in the inset. Error bars
represent the standard deviation of the estimations from five
independently trained estimators.
the EP rate σ˙ = 1 [47]. By increasing the training data
points (103L), we can see that the estimated EP rate σ˙θ
for each N approaches to 1 in Fig. 3. Although EP rate
estimation errors of over 10% are seen for N = 64 and
128, the R2 values support that NEEP was able to learn
the stochastic EP with appreciable correlations (see the
inset in Fig. 3). Note that, with an increasing number of
beads, the architecture of NEEP does not change except
for the number of input nodes (2N), which means that
our neural estimator’s computation time and the number
of parameters are linearly proportional to N . Based on
these points, we show that NEEP can efficiently mitigate
the curse of dimensionality through a neural network.
Next, we demonstrate our method on the discrete flash-
ing ratchet model [49], which consists of a particle mov-
ing in a one-dimensional periodic lattice. The particle
is in contact with a heat bath at temperature T and
drifts in a periodic asymmetric sawtooth potential (see
Fig. 4(b)). For brevity, we set kB = T = 1. In this
model, the particle state has two variables, x and η, where
x ∈ {0, 1, 2} is the position and η ∈ {ON,OFF} is the
on/off potential; the state is indicated as i ≡ (i,ON)
and i′ ≡ (i,OFF). Transition rates between each state
s ∈ {0, 1, 2, 0′, 1′, 2′} are defined as kij = e(Vj−Vi)/2,
ki′j′ = 1, and kii′ = ki′i = r where i, j ∈ {0, 1, 2},
i′, j′ ∈ {0′, 1′, 2′}, and V is the potential that switches
on and off at rate r. We set the switching rate r to 1.
As in a previous work [15], we generate a series of states
and remove the information of the times when transitions
occur; in this case, the analytic EP per step is given as
σ˙ =
∑
α,β p(α, β)(Vα − Vβ).
We construct the NEEP as shown in Fig. 4(a) using
an embedding layer that transforms a discrete state into
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FIG. 4. (a) NEEP architecture for discrete state Markov chains. (b) Schematic of a discrete flashing ratchet model. (c) Entropy
production per step as a function of potential V . (d) An RNN version of NEEP (RNEEP) for a non-Markovian process. (e)
Results of RNEEP for a partial information problem. The estimations Σ˙nθ as a function of potential V for each sequence length
n are plotted with six different markers as shown in the legend. The black x’s are the semianalytical values of Σ˙∞. The inset
shows a plot of the y-axis in log scale. The red (blue) dashed line denotes the analytic value of σ˙ (Σ˙2). Error bars represent the
standard deviation of estimations from five independently trained estimators.
a trainable continuous vector called an embedding vec-
tor. After the transformation, we feed the two embed-
ding vectors of states st and st+1 to the MLP [47]. From
a set of different potential values, we sampled two sin-
gle trajectories with L = 106 steps for each potential
V (0 ≤ V ≤ 15); one trajectory is used for training
and the other for testing. For the training data, we build
five NEEPs, randomly initialized with five different ran-
dom seeds for each potential. Figure 4(c) shows that σ˙
is within the error bar of the NEEP estimations of EP
per step σ˙θ where V ≤ 8. For V in the range of 8–14, the
overfitting [46] problem occurs due to a lack of transitions
from low to high potential, which leads to an underesti-
mation of σ˙θ (see Fig. 4(c)). See SM [47] for a more de-
tailed discussion on how we address the overfitting issue.
For 14 ≤ V , the probability to detect the 0 → 2 transi-
tion is below 0.5 in our simulation with L = 106. In this
case, σ˙θ diverges because of no observation of the 0→ 2
transition.
So far, we have tested Markovian systems, but of course
most real-world time-series data are not Markovian. To
test for non-Markovian application, we remove the on/off
information η from the states [15, 16], i.e. the variable η
is now inaccessible. To address this partial information
problem, we build hθ with a recurrent neural network
(RNN), a popular network to consider memory effects
in time-series data. We employ a gated recurrent unit
(GRU) [51] for the RNN. As shown in Fig. 4(d), the
RNN version of NEEP (RNEEP) takes input as a series
of states with a sequence length of n, and the outputs
of GRU are averaged over the sequence and then fed to
a single layer feed-forward neural network, which is the
last layer. Now, the RNEEP output is defined as
∆Sθ(x
n
t ) ≡ hθ(xnt )− hθ(x˜nt ), (8)
and the objective function is defined as
J(θ) = EtE(xnt ,ηnt )[∆Sθ(x
n
t )− e−∆Sθ(x
n
t )], (9)
where
xnt = (xt, xt+1, ..., xt+n−1),
x˜nt = (xt+n−1, ..., xt+1, xt),
ηnt = (ηt, ηt+1, ..., ηt+n−1).
Here, x˜nt is the time-reversed trajectory of x
n
t . In steady
state, the solution for this optimization problem is (see
5SM [47] for the proof)
∆Sθ(x
n) = − ln
∑
η˜n p(x˜
n, η˜n)∑
ηn p(x
n,ηn)
= − ln p(x˜
n)
p(xn)
. (10)
This equation is the EP for observable state variables,
called coarse-grained EP, along the trajectory xn. Here,
the ensemble-averaged coarse-grained EP of trajectory
xn per step is denoted as Σ˙n ≡ E
[
− 1n−1 ln p(x˜
n)
p(xn)
]
.
For 0 ≤ V ≤ 2, we train the RNEEP with six dif-
ferent sequence lengths n = 2, 8, 16, 32, 64, and 128 for
maximizing Eq. (9) using the position trajectory with
L = 5× 107. As can be seen in Fig. 4(e), with increasing
sequence length n, the estimation of RNEEP (Σ˙nθ ) ap-
proaches to the semianalytical value of the coarse-grained
EP per step for n→∞ (Σ˙∞) [16]. We can verify that Σ˙2θ
is well-fitted to the analytic value of Σ˙2, but it remains
difficult to estimate for V ≤ 1 (see the inset in Fig. 4(e)),
because the number of transitions between any two posi-
tions, e.g. x→ y or y → x, appears almost equally in the
trajectory. While directly estimating Eq. (10) by count-
ing the frequency of xn is not possible for n ≥ 16 due to
the curse of dimensionality, the RNEEP can resolve this
issue and enable us to estimate the coarse-grained EP up
to n = 128 [47].
In conclusion, we have developed a novel method,
named NEEP, for estimating entropy production via neu-
ral networks. Our method does not require prior knowl-
edge of the system dynamics, but only the trajectories of
relevant variables. We proved that our method produces
appropriate EP when the given system has a Markovian
property and is in nonequilibrium steady state. We have
demonstrated that NEEP precisely estimates the true
EP rate of two nonequilibrium systems, namely bead-
spring and discrete flashing ratchet models. We estimated
the stochastic EP and the spatial pattern of the EP
rate. Tackling continuous high-dimensional cases, we ver-
ified that NEEP can efficiently alleviate the curse of di-
mensionality. Moreover, we considered a non-Markovian
model with partial information and showed that RNEEP
provides coarse-grained EP for a given sequence length.
In previous approaches [10], estimation of the probabil-
ity distribution and the probability current was essential
to quantify how far the system is out of equilibrium. As
NEEP does not require such estimation or detailed infor-
mation of the system, we expect our estimator to be ap-
plicable to various fields such as active matter, biological
systems, information machines, electronic devices, and
others. This approach will be particularly useful to inves-
tigate the stochastic energetics and spatiotemporal pat-
terns of dissipated energy in various systems. We further
expect our method to be applicable to the understanding
of complex nonequilibrium systems, e.g. soft biological
assemblies [48] or molecular motors with hidden inter-
nal states [52]. As a future work, modifying our NEEP
method to estimate EP in more general nonequilibrium
systems like time-dependent states will be intriguing.
The code for NEEP, implemented in PyTorch [53], is
available at Ref. [54].
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1Supplemental material: Learning entropy production via neural networks
I. TRAINING SETUP AND ALGORITHM
We employ ReLU [55] as the activation function for the neural estimator for entropy production (NEEP). We train
the estimators with the Adam [56] optimizer using the following hyper-parameters: learning rate 10−4, weight decay
5× 10−5, and batch size 4096. We use these hyper-parameters for all processes unless noted. See Algorithm 1 for our
training procedure. All runs were conducted on a single NVIDIA TITAN V GPU.
Algorithm 1 Training the NEEP
Require: Estimator ∆Sθ, optimizer, training set Dtrain = {(si1, si2, ..., siL)}i=1,...,M where L is the trajectory length and M is
the number of trajectories
1: loop
2: Compute
Jˆ(θ) =
1
|B|
∑
(i,t)∈B
[
∆Sθ(s
i
t, s
i
t+1)− e−∆Sθ(s
i
t,s
i
t+1)
]
(S1)
where B is a randomly sampled subset of {1, ...,M} × {1, ..., L − 1} where × is a Cartesian product. The total number of
the sampled data points |B| is equal to the batch size.
3: Compute gradients ∇θJˆ(θ).
4: Update parameters θ with the optimizer.
5: end loop
II. ARCHITECTURE ROBUSTNESS AND EVALUATION METRIC
The purpose of training is to get the maximum value of J in general, not only for training set Dtrain, and therefore
we evaluate Jtest(θ) with test set Dtest after training where
Jtest(θ) ≡ 1
M(L− 1)
∑
(sit,s
i
t+1)∈Dtest
[
∆Sθ(s
i
t, s
i
t+1)− e−∆Sθ(s
i
t,s
i
t+1)
]
. (S2)
For the N = 5 bead-spring model, we train NEEP built with various MLP configurations over 105 training iterations:
numbers of hidden layers of 1, 2, 3, and 4 and numbers of hidden units (H) of 32, 64, 128, 256, 512, and 1024. See
Table I for the architecture details. After training, we evaluate the EP rate estimation σ˙θ and Jtest(θ) (Eq. (S2)) for
each MLP configuration. Figure S1(a) shows that EP rate estimations are robust to different model configurations
and within a 10% error analytic EP rate (red dashed line). The inset in Fig. S1(a) shows the Jtest(θ) for each MLP
configuration. As can be seen, the MLP configurations with Jtest(θ) < −0.9940 either underestimate (single-layer
MLPs) or overestimate (4-hidden-layer MLP with 1024 hidden units) as compared to other configurations. This
supports that Jtest(θ) can evaluate whether the NEEP has learned EP well. Based on these observations, we choose
the 3-hidden-layer MLP architecture with H = 256, which shows the highest Jtest(θ) value, for hθ in the paper.
For the discrete flashing ratchet model, we train NEEP built with various configurations (see Table II) over 5× 104
training iterations: numbers of hidden layers of 1, 2, 3, and 4 and dimensions of the embedding vector (H) of 4, 8, 16,
32, 64, and 128. As with the previous results for the bead-spring model, the estimations of EP per step are robust to
the configurations except for overparameterized models (see Fig. S1(b)). As shown in Fig S1(b) inset, we choose the
single-hidden-layer MLP with H = 128 for hθ in the paper.
The large variances in Jtest(θ) and σ˙θ for overparameterized models (see the inset in Fig. S1(b)) are addressed in
Sec. IV.
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FIG. S1. Estimations on EP rate (per step) σ˙θ with multiple architecture configurations. Training and test set data are generated
at (a) Tc/Th = 0.1 with M = 10
3 and L = 104 for five-bead models and at (b) V = 8 with M = 1 and L = 106 for discrete
flashing ratchet models. The insets shows the Jtest(θ) values after training. The red dashed line denotes the analytic EP rate
(EP per step) σ˙. Error bars represent the standard deviation of the evaluated values from five independently trained estimators.
3-hidden-layer MLP NEEP
Layer Output dim Activation function
Input (st, st+1) 2N
Fully-connected H ReLU
Fully-connected H ReLU
Fully-connected H ReLU
Output layer 1 None
TABLE I. Three-hidden-layer MLP configuration for N bead-spring model. H is the number of hidden units.
Embedding-MLP NEEP
Layer Output dim Activation function
Input s {0, 1, 2, 0′, 1′, 2′}
Embedding H
Concatenate (st, st+1) 2H
Fully-connected 2H ReLU
Output layer 1 None
TABLE II. MLP with embedding layer for discrete flashing ratchet model. H is the size of the embedding dimension.
III. ANALYTIC DESCRIPTION OF BEAD-SPRING MODEL
The dynamics of the beads can be described by an overdamped Langevin equation given by
x˙i(τ) =Aijxj(τ) +
√
2Ti/γξi(τ), (S3)
where Aij = −2k/γ δi,j + k/γ (δi,j+1 + δi+1,j), x = (x1(τ), x2(τ), ..., xN (τ)), ξ = (ξ1(τ), ξ2(τ), ..., ξN (τ)) and the
temperature Ti of each heat bath linearly varies from Tc to Th. These different temperatures induce a thermodynamic
force which drives the system out of equilibrium. Here, γ is the Stokes friction coefficient, and ξ is an independent
Gaussian white noise vector satisfying E[ξi(τ)ξj(τ ′)] = δijδ(τ − τ ′). For brevity, we set kB = 1. To calculate the
entropy production (EP) of the bead-spring model, we have to consider the Fokker–Planck equation given by
∂p(x, τ)
∂τ
= −∇ · j(x, τ), (S4)
where the probability current j(x, τ) is defined by
j(x, τ) = Axp(x, τ)− D∇p(x, τ). (S5)
3Here, D is the diffusion matrix defined as diag{T1/γ,· · · ,TN/γ}. Since our system is an Ornstein-Uhlenbeck process,
the steady state probability density function is Gaussian as p(x) ∝ exp[−(1/2)xTC−1x] with a covariance matrix C.
Using the Lyapunov equation AC+CAT = −2D, the probability density function and the probability current in steady
state, p(x) and jss(x), can be obtained.
The EP rate along a trajectory is given by [57]
S˙(τ) = −∂τp(x, τ)
p(x, τ)
∣∣∣
x(τ)
+
j(x, τ)TD−1
p(x, τ)
∣∣∣
x(τ)
x˙. (S6)
Because the first term on the right-hand side vanishes in steady state, the ensemble averaged entropy production rate
is obtained by
σ˙ =
∫
dx
jss(x)
TD−1
p(x)
jss(x) = Tr
[
D−1ACAT − C−1D] , (S7)
where Tr[·] is the trace operator. Here, we used the Lyapunov equation to derive the last expression in Eq. (S7).
For N = 2, the deterministic term A ≡ kγ
(−2 1
1 −2
)
and the diffusion matrix D ≡ 1γ
(
T1 0
0 T2
)
. The covariance matrix
can be derived by the Lyapunov equation as
C =
1
12k
(
7Th + Tc 2(Th + Tc)
2(Th + Tc) Th + 7Tc
)
. (S8)
Using Eq. (S8), σ˙ for N = 2 is obtained as
σ˙ =
k(Th − Tc)2
4γThTc
. (S9)
In the same way, σ˙ for the N = 5 bead-spring model can be obtained as
σ˙ =
k(Th − Tc)2(111T 2h + 430ThTc + 111T 2c )
495γThTc(3Th + Tc)(Th + 3Tc)
. (S10)
For N = 8, 16, 32, 64, and 128 bead-spring models, we can also calcuate σ˙ using Eq. (S7).
We analytically calculated the local EP rate in Fig 2(c) (bottom) using the integrand of Eq. (S7). Because our
NEEP model estimates along the time evolution of a particle, the local EP rate from NEEP σ˙θ(x) is measured by the
following equation:
σ˙θ(x) =
1
L∆τ
L∑
t=0
δx,xmt ∆Sθ(xt,xt+1), (S11)
where ∆τ is the time step of a trajectory x1, ...,xL and x
m
i = (xt + xt+1)/2.
IV. OVERFITTING
Algorithm 2 Monitoring Jtest(θ) during training
Require: Estimator ∆Sθ, optimizer, training set Dtrain, test set Dtest.
Require: Best model parameter θ?, best value Jbest.
1: Initialize Jbest ← Jtest(θ), θ? ← θ.
2: loop
3: Compute Jˆ(θ) (Eq. (S1)) from Dtrain.
4: Compute gradients ∇θJˆ(θ).
5: Update parameters θ with the optimizer.
6: Compute Jtest(θ) (Eq. (S2)) from Dtest.
7: if Jtest(θ) > Jbest then
8: Jbest ← Jtest(θ)
9: θ? ← θ
10: end if
11: end loop
4In this section, we show an example of the overfitting phenomenon that occurs when we train the NEEP for
the N = 5 bead-spring trajectory with M = 103 and L = 200 at Tc/Th = 0.5. Figure S2(a) shows that the gap
between Jtrain(θ) and Jtest(θ) keeps increasing. This phenomenon is called overfitting [46]. To address this problem,
we monitor the Jtest(θ) value during the training process. See Algorithm 2 for details. Steps 6–10 in Algorithm 2 are
computationally impractical, so we only run these steps every 100 iterations. As can be seen in Fig. S2(b), Jtest(θ)
has a maximum value at a training iteration of 400, which is marked with a yellow star. The EP rate estimation at
the maximum value σ˙θ? |test is represented with a red dotted line in Fig. S2(b). Figure S2(c) shows that EP estimation
using training set σ˙θ|train (orange line) keeps increasing, and EP estimation using test set σ˙θ|test (blue line) does not
converge to a certain value; however, the σ˙θ? |test (green line) remains unchanged after the training iteration of 400
and is close to the analytic EP rate σ˙ (red dahsed line).
In Sec. II, there are large variances in Jtest(θ) and σ˙θ|test for overparameterized models. Here, we employ Algorithm 2
for the same runs as in Fig. S1. Figure S3 shows that the variances of σ˙θ? |test and Jtest(θ?) are significantly smaller
than before (see Fig. S1). This result supports that Algorithm 2 can ensure robustness even for overparameterized
neural network architectures.
Next, we train NEEP for various L with two- and five-bead models at Tc/Th = 0.1, 0.5, and 1. Figure S4 shows
that σ˙θ? |test can estimate σ˙ with small error even when the number of training data points is small, while estimation
of the five-bead model at Tc/Th = 0.1 approaches to σ˙ with increasing L.
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FIG. S2. (a) Jtest(θ) (blue) and Jtrain(θ) (orange) with respect to training iteration. (b) Jtest(θ) and σ˙θ|test. The yellow star
shows the maximum value of Jtest(θ) during the whole training process. The red solid line denotes the EP rate estimation
σ˙θ|test. (c) The EP rate estimation with respect to training iteration. The red dashed line denotes the analytic EP rate σ˙.
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FIG. S3. Estimations on EP rate (per step) σ˙θ? |test with multiple architecture configurations. Training and test set data are
generated at (a) Tc/Th = 0.1 with M = 10
3 and L = 104 for five-bead models and at (b) V = 8 with M = 1 and L = 106 for
discrete flashing ratchet models. The insets show the Jtest(θ
?) values. The red dashed lines denote the analytic EP rate (EP
per step) σ˙. Error bars represent the standard deviation of the evaluated values from five independently trained estimators.
5FIG. S4. Test set prediction of NEEP with L = 100, 200, 500, 1000, 2000, and 5000 for the (a) two-bead and (b) five-bead
models. The solid black line denotes the analytic EP rate. Error bars represent the standard deviation of estimations from five
independently trained estimators.
V. TRAINING DETAILS
A. Bead-spring model
For N = 2 and N = 5 bead-spring models, we report the EP rate estimation and stochastic EP using the parameter
θ at the last training iteration in Fig. 2. The results of EP estimation with θ? are almost the same as the results
with θ because there is no overfitting issue. The number of training iterations is 105, and we evaluate Jtest every 10
3
iterations.
For the high-dimensional bead-spring model, we report σ˙θ? |test in Fig. 3. Due to the variance of each bead’s position
being inhomogeneous, we normalize each position in a data preprocessing step, e.g. x¯i = (xi − mean(xi))/std(xi),
where the mean and standard deviation are estimated from Dtrain. The number of training iterations is 106, the weight
decay is 10−5, and we evaluate Jtest every 104 iterations. At Th = 10, the respective Tc values for N = 8, 16, 32, 64,
and 128 are 0.416997, 0.20768, 0.10358, 0.05171, and 0.02583, where the EP rate is one.
B. Discrete flashing ratchet
For the discrete flashing ratchet model with full information, we report σ˙θ? |test in Fig. 4(c). The number of training
iterations is 5×104, and we evaluate Jtest every 100 iterations. Note that these runs use a single trajectory, i.e. M = 1
in Algorithm 1. As can be seen in Fig. S5, σ˙θ? |test and σ˙θ|test have no difference when V is less than 8 and approach
the true value (red dashed line). At V = 12, the overfitting issue is clearly shown as σ˙θ|test diverges. σ˙θ? |test also
diverges at V = 14 because there is no 0→ 2 transition in the trajectory.
For the discrete flashing ratchet model with partial information, we report Σ˙nθ? |test in Fig. 4(d). We set the dimension
of the embedding vector and the number of hidden units (H) in the GRU to 128. See Table III for a detailed
configuration of the RNEEP. We train the RNEEP with a trajectory length of L = 5× 107, and the states 0′, 1′, and
2′ are converted to 0, 1, and 2 to remove the ON/OFF information. The number of training iterations is 105, and we
evaluate Jtest every 10
3 iterations. Figure S6 shows the training process of RNEEP with sequence lengths n = 32,
64, and 128 at potential V = 2. For n = 32, there is no overfitting issue: Jtrain, Jtest, and Jbest (Jtest(θ
?)) are almost
identical, as can be seen in Fig. S6(a). The overfitting issue occurs for n = 64 (see Fig. S6(b)). For n = 128, Fig. S6(c)
shows that Jtrain and Jtest values highly fluctuate, while Jbest is robust over the training iterations; the variance of
Σ˙nθ? |test is also lower than Σ˙nθ |test.
We now compare the RNEEP (Σ˙nθ? |test) with a plug-in estimator (Σ˙nplug) that directly estimates Eq. (S14) by
counting the frequency of xn [16]. Figure S7 shows that Σ˙nplug agrees with Σ˙
n
θ? |test for n = 2 and n = 8; however, at
n = 16, Σ˙nplug cannot estimate well.
6RNEEP with sequence length n
Layer Output dim Activation function
Input x {0, 1, 2}
Embedding H
Concatenate xn n×H
GRU(xn) n×H None
Average H None
Output layer 1 None
TABLE III. RNEEP configuration for the partial information problem.
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FIG. S5. Estimations of EP per step over training iteration with respect to eight different potential V . Red dashed lines
represent the analytic EP per step σ˙. The shaded areas represent the standard deviation of estimations from five independently
trained estimators.
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FIG. S6. Estimations of the coarse-grained EP per step Σ˙nθ (top) and J(θ) (bottom) over training iteration by the RNEEP
with (a) n = 32, (b) n = 64, and (c) n = 128. The shaded areas represent the standard deviation of Σ˙nθ and J values from five
independently trained estimators.
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FIG. S7. Estimation of the coarse-grained EP per step by the plug-in method Σ˙nplug (triangles) and RNEEP Σ˙
n
θ? |test (circles)
as a function of potential V for n = 2 (blue), 8 (orange), and 16 (green) in the partial information problem. The black x’s are
the semianalytical values of Σ˙∞. The error bars represent the standard deviation of Σ˙nθ? |test from five independently trained
estimators.
VI. PROOF FOR COARSE-GRAINED ENTROPY PRODUCTION
In this section, we prove that our objective function J(θ) has a maximum value when ∆Sθ is coarse-grained EP. In
steady state, the objective function J(θ) can be written as
J [h] =
∑
xn
∑
ηn
p(xn,ηn)
[
h(xn)− h(x˜n)− e−(h(xn)−h(x˜n))
]
, (S12)
where n is the length of sequence xn and
xn = (x1, x2, ..., xn), x˜
n = (xn, ..., x2, x1),
ηn = (η1, η2, ..., ηn), η˜
n = (ηn, ..., η2, η1).
8The maximum condition for Eq. (S12) can be obtained as follows:
0 =∂h(x′n)J [h] (S13)
=
∑
xn
∑
ηn
p(xn,ηn)
(
δxn,x′n − δx˜n,x′n
) [
1 + e−(h(x
n)−h(x˜n))
]
=
∑
ηn
p(x′n,ηn)
[
1 + e−(h(x
′n)−h(x˜′n))
]
−
∑
ηn
p(x˜′n,ηn)
[
1 + e−(h(x˜
′n)−h(x′n))
]
=
[
1 + e−(h(x˜
′n)−h(x′n))
] [
e−(h(x
′n)−h(x˜′n))∑
ηn
p(x′n,ηn)−
∑
ηn
p(x˜′n,ηn)
]
.
Then the solution for the optimization problem is
h(x′n)− h(x˜′n) = − ln
∑
η˜n p(x˜
′n, η˜n)∑
ηn p(x
′n,ηn)
= − ln p(x˜
′n)
p(x′n)
. (S14)
