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The delineation of boundary conditions for a psychological phenomenon serves an important function in the development of its ultimate accounting. In the case of the generation effect, that is, the mnemonic superiority of self-generated over experimenter-provided information, the finding that in some tasks artificially created nonwords fail to show the expected generation advantage has substantially altered interpretations of the effect (Gardiner, Gregg, & Hampton, 1988; Gardiner & Hampton, 1985; Johns & Swanson, 1988; McElroy & Slamecka, 1982; Nairne, Pusen, & Widner, 1985; Nairne & Widner, 1987; Payne, Neely, & Burns, 1986) . Many researchers feel that it is no longer appropriate, for example, to propose general single-process accounts (e.g., on the basis of arousal or effort), because such accounts predict an effect for nonwords (see Hirshman & Bjork, 1988; McElroy & Slamecka, 1982) . Furthermore, the requirement oflexical representation has led some researchers to identify generation with a kind of obligatory semantic processing, which presumably serves to enhance an item's distinctiveness in memory (see, e.g., Gardiner & Hampton, 1985; McElroy, 1987) .
Although the nonword data suggest that representation in the mental lexicon may be a necessary prerequisite for the generation effect to emerge, a related question asks whether representation is a sufficient condition. Nairne et al. (1985) recently argued that the critical factor is not representation per se, but rather how related the generated item is to other items in the semantic network. They based their argument, in part, on the finding that low-frequency words, which can be assumed to have relatively few meanings or associates (Postman & Keppel, 1970) , failed to produce retention advantages when generated. The Nairne et al. results, and subsequent interpretations, can be contrasted with the ideas of Gardiner and Hampton (1985;  see also Gardiner & Rowley, 1984) , who proposed that any familiar concepts in semantic memory should give rise to generation effects. The lowfrequency word data are also at odds with a straightforward
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Correspondence concerning this article should be addressed to James S. Naime, Department of Psychology, Box 19528, University of Texas, Arlington, Texas 76019. interpretation of McElroy and Slamecka's (1982) lexical activation hypothesis, because low-frequency words are clearly represented in the lexicon and thus should receive any beneficial effects that arise from enhanced activation.
The present experiments were designed to focus further on the Nairne et al. (1985, Experiment 3) finding and to begin a more extensive investigation of the effect of generation on the retention of low-frequency words. Our experiments were a response, in part, to some recent experiments by Gardiner et al. (t988) , in which low-frequency words were found to produce significant generation effects across several experiments. The failure to replicate Nairne et al.'s (1985) finding was left unexplained by the authors, although their procedures differed in a number of ways from those employed earlier.
For example, Nairne et al. (1985) used mixed lists containing three levels of word frequency in addition to nonwords, whereas Gardiner et al.'s (1988) lists contained no nonwords. Nairne et al. used subjects who were undergraduates whereas Gardiner et al. sometimes employed staff members and graduate students. In addition, the former subjects received an immediate recognition memory test (preceded only by 1 min of counting backward), whereas Gardiner et al.'s subjects were tested after a delay of at least 20 min.
Rather than attempting an exhaustive analysis of procedural differences between the studies, we thought it best simply to reexamine the issue and, in addition, to investigate a perspective on the low-frequency word data that we offered in a recent paper (Nairne & Widner, 1987) . Briefly, we suggested that when items are unfamiliar (especially nonwords), our normal generation procedures may lead the subjects to generate only a portion of the to-be-tested target response. Because nonwords cannot be generated readily from semantic cues, researchers have often relied on rhyme or letter transposition rules as the generation tasks (e.g., switch the first two letters of EPRZIK to form PERZIK). One consequence of these rules, however, is that subjects may effectively generate only the actual switched letters (rE), rather than the entire response (VERZIK); in particular, subjects may generate the letter fragment and then read the entire response unit (see Nairne & Widner, 1987, p. 168) . A similar process may not occur with familiar items, because Subjects can generate reasonable guesses "in their heads" that are based on the available letters. We supported these ideas by showing that when subjects were tested for retention of the switched letter fragments (PE) rather than the entire item, or when attention was drawn to the switched letters at test, generation effects emerged with nonwords.
One implication of this analysis is that low-frequency words, like nonwords, may fail to show generation effects because they are inherently unfamiliar to most subjects (e.g., savant or bivouac). Yet the relation between frequency and familiarity is not perfect (see Gernsbacher, 1984) and there are, in fact, many low-frequency words that are familiar to most people (e.g., dinosaur or bladder). Thus, in attempting to replicate the Nairne et al. (1985, Experiment 3 ) finding, we chose to manipulate familiarity as well. We suspected that highly familiar low-frequency words might be prone to producing generation effects, but not unfamiliar ones, because familiar items might lead to generation of the entire response unit. E x p e r i m e n t 1 Experiment 1 resembled the third experiment of Nairne et al. (1985) , except that only low-frequency words and nonwords were used as the critical stimuli. Each subject received a 36-item list containing 12 nonwords, 12 low-frequency words judged to be low in familiarity, and 12 low-frequency words judged to be high in familiarity. We distinguished among familiarity levels by referring to recent norms collected by Erickson, Gaffney, and Heath (1987) , in which a variety of low-frequency words were rated for familiarity by undergraduates at the University of Texas at Arlington (see Appendix for a listing of the items). Subjects were required to generate half of each of the item types by switching two underlined letters; the remaining 18 items contained no underlining and were simply copied into response booklets. Following this initial phase, a surprise recognition test was administered in which subjects were asked to circle previously seen items.
In addition to manipulating familiarity, we also sought to address the claim that the low-frequency words of Nairne et al. (1985) might have been functional nonwords for their subjects. Nairne et al. argued against this possibility in their article by noting that the low-frequency words fit the usual word-frequency effect: Low-frequency words were recognized better than medium and high-frequency words and, most important, they were recognized better than the nonwords. Although this pattern establishes pretty well that the lowfrequency words were different from the nonwords, it does not mean that they were firmly established in the subjects' lexicons. There could have been some other aspect to the lowfrequency words that was unknown to Nairne et al. but still controlled recognition performance (e.g., bigram frequency, pronunciation, resemblance to other words, etc.). Consequently, after copying or generating each item, subjects in Experiment 1 were required to make an immediate lexical decision about each item (word vs. nonword); data from the subsequent recognition test could then be conditionalized on the lexical decision response.
Method
Subjects and materials. The subjects were 40 undergraduates who participated for credit in an introductory psychology course. Assignment to counterbalancing conditions was based on order of participation in the experiment.
The 36 critical items contained 12 nonwords and 24 low-frequency words, matched for mean letter length (7.3 letters). The low-frequency words had a mean frequency count of 0.70 with a range of 0 to 3 (Kucera & Francis, 1967) . The familiarity ratings, which were taken from the Erickson et al. (1987) norms, were based on a 7-point familiarity scale with 1 representing low and 7 high familiarity. The mean rating of the items in the low frequency-low familiarity (LL) condition was 2.65 (SD = 0.9), whereas the low frequency-high familiarity (LH) words were rated at 6.89 (SD = .08). Six additional nonwords and 12 low-frequency words (6 LL and 6 LH items), with similar item characteristics to the targets, were selected as distractors for the recognition test.
Procedure. Subjects were tested in small groups and responded in individual test booklets. The first page of the booklet contained instructions and examples of the read-and-generate conditions. Beginning on page 2, subjects were required to read and generate the 36 critical items, which were spread across three pages. Eighteen of the items were presented in the generate form (with two randomly switched and underlined letters); the remaining items were presented intact. Each page contained four nonwords and four low-frequency words from conditions LL and LH, randomly mixed. All items were presented with an adjacent blank line for responding, followed by the capital letters W and N. The subjects' task was to copy the presented item onto the blank space, switching the letters if underlined, and then to indicate whether the item was a word (W) or nonword (N) by circling the appropriate adjacent letter. Subjects were allowed to work at their own pace; no mention was made in the initial instructions that a memory test for the items would be given.
Following the read-and-generate phase, subjects were asked to complete a distractor task that involved finding hidden car names in a matrix of letters. This task, which took about 10 min, immediately preceded the surprise recognition test. For this test, 54 items were spread across three pages; the subjects' task was to circle those items that had occurred in the first phase of the experiment. The experiment was counterbalanced in such a way that each of the target lowfrequency words on the recognition test, across subjects, was presented initially in the read-and-generate forms. Subjects were allowed to complete the recognition test at their own pace.
Results and Discussion
The hit rates from the surprise recognition test, averaged over subjects, are shown on the left side of Table 1 . These entries are conditionalized on correct generation and copying Note. N = nonwords; LL = low frequency-low familiarity; LH = low frequency-high familiarity.
during the encoding phase and are broken down into the three main conditions of interest (nonwords, low frequencylow familiarity, low frequency-high familiarity). Very few errors were made during the encoding phase, with performance exceeding 97% correct in each of the conditions. The data are termed "unconditional" because they were not conditionalized on whether subjects correctly identified the items as words or nonwords; in this sense, they can be compared more directly with the data of Nairne et al. (1985, Experiment 3) and Gardiner et al. (1988) , who did not obtain lexical information from their subjects. The false alarm rates for the different item types were quite low (N = .05; LL = .05; LH
= .01).
The overall analysis of variance (ANOVA) on the unconditional data revealed a significant main effect of item type, F(2, 78) = 63.13, p < .05, MSe = .035. Neither the main effect of encoding task (generate vs. read), F(1, 39) = 1.08, MSo = .021, nor the interaction between the two factors, F(2, 78) < 1, MSo = 0.19, was reliable. The failure to obtain a generation effect for nonwords replicates a number of other studies (e.g., McElroy & Slamecka, 1982; Nairne et al., 1985; Nairne & Widner, 1987; Payne et al., 1986) , as does the finding that nonwords overall are recognized more poorly than low-frequency words (e.g., Nairne et al., 1985) . The important result, of course, is the failure to find the generation advantage for the low-frequency words, at least for the items in Condition LL. For these items, 14 subjects recognized more generated than read items; 11 subjects showed the reverse pattern; and there were 15 ties, 12 of which were at ceiling, t(39) < 1. For the items in Condition LH, the pattern is somewhat different: Out of 40 subjects, 12 showed a generation effect and only 4 showed the reverse pattern. Although this difference is significant, t(39) = 2.33, p < .05, the fact that neither the overall main effect nor the interaction was significant tempers any firm conclusion; the fact that 24 of the subjects were at ceiling in Condition LH is suggestive of a ceiling effect for this condition.
The right side of Table 1 shows the data conditionalized on the correctness of the lexical decision response. As might have been expected, subjects made more errors in their lexical decisions for the low-frequency words that were low in familiarity: Subjects identified 69% of the items correctly in Condition LL, compared with 99% and 94% of the items in Conditions LH and N, respectively. An ANOVA on the conditionalized recognition data revealed once again a significant main effect of item type, F(2, 78) = 55.24, p < .05, MSo = .04. Neither the main effect of task, F(1, 39) = 1.45, MS~ = .02, nor the interaction, F(2, 78) < 1, MSe = .02, was significant. Basically, the conditionalized data showed the same pattern as the unconditionalized data: For the 40 subjects there was no hint of an effect for the nonwords (15+, 16-, 9 ties), no effect for items in Condition LL (9+, 5 -, 26 ties), t(39) < 1, but an indication of an effect in Condition LH (12+, 4 -, 24 ties), t(39) = 2.33, p < .05.
The failure to obtain a generation effect for the low-frequency words replicates the earlier finding by Nairne et al. (1985, Experiment 3 ). This conclusion is particularly apt for the items in Condition LL, which, for the unconditional data, differed significantly from both the nonwords, F(1, 39) = 85.93, p < .05, MSe = .02, and the items in Condition LH, F(1, 39) = 9.41, p < .05, MSo = .03; these differences are important because they reduce the likelihood that the null effect can be attributed simply to a ceiling problem in this condition. In addition, there is evidence that familiarity played a role in the recognition results, and possibly in the generation effect. For both the conditional and unconditional data, there was a mean advantage for generation that was significant in each case. E x p e r i m e n t 2 Our second experiment was designed to replicate the results of Experiment 1 under conditions in which the overall performance levels would be lower. We chose to replicate the preceding experiment exactly, except that the surprise recognition test was administered after a delay of 5 days.
Method
Subjects and materials. The subjects were 30 undergraduates from a lower division psychology course. The same materials were used in Experiments 1 and 2.
Procedure. Subjects were tested as a group during their regular classroom period. Booklets were handed out, without the recognition test, and everyone was told to complete the generate-and-copy items and to make a lexical decision about each. Five days later the recognition test was administered in the same setting.
Results and Discussion
The hit rates from the delayed recognition test are shown in Table 2 . Once again, very few errors were made during the encoding phase with performance exceeding 96% in each of the conditions. The false alarm rates for the different item types were higher than in the previous experiment (N = .02; LL = . 12; LH = .08). An overall ANOVA on the unconditional data, shown on the left side of the table, revealed a significant main effect of item type, F(2, 58) = 37.07, p < .05, MSo = .07, and a significant Encoding Task x Item Type interaction, F(2, 58) = 6.18, p < .05, MSe = .03; the main effect of generation was not significant, F(1, 29) = 2.46, p > .05, MSe = .02. Overall performance was lower than in Experiment 1, presumably because of the delay, and the pattern suggested in the previous experiment was replicated significantly here. For the 30 subjects, there was clearly no generation effect for the nonwords (9+, 14-, 7 ties) or for the items in Condition LL (10+, 11-, 9 ties), t(29) < 1; however, the familiar items of Condition LH showed quite a consistent generation advantage (17+, 1-, 12 ties), t(29) = 3.67, p < .05. As such, the data indicate that familiarity may be the critical determinant of whether one obtains a generation effect with low-frequency words.
For the conditional data, shown on the right side of Table  2 , a similar pattern emerged. As in the preceding experiment, subjects had a more difficult time identifying the items in Condition LL (78% correct) than in Conditions N (91% correct) and LH (99% correct). The analysis of the recognition data revealed once again a significant effect of item type, F(2, 58) = 32.97, p < .05, MSe = .08, and a significant interaction, F(2, 58) = 4.91, p < .05, MSe = .03; for these data the main effect of generation was also significant, F(1, 29) --4.23, p < .05, MSe = .03. For the 30 subjects, there was no advantage for the generated nonwords (11 +, 14-, 5 ties) and no advantage for the generated items in Condition LL (11+, 9-, 10 ties), t(29) < 1; however, there was a large generation effect for the items in Condition LH (19+, 2-, 9 ties), t(29) = 3.79, p < .05. Thus, as in Experiment 1, it is possible to obtain a generation effect with low-frequency words, under conditions where one can be reasonably certain that the items were represented in the lexicon, provided that those items are familiar.
General Discussion
The present results make it clear that representation in the mental lexicon is not a sufficient condition for obtaining the generation effect. In Experiments 1 and 2, items that were represented in the subjects' vocabularies, as indexed by the individuals' lexical decisions, failed to produce any advantages when generated (i.e., Condition LL). Data such as these encourage one to reject the notion that generation of any familiar concept will produce the advantage, even when conventional tests of retention are adopted (e.g., recall or recognition; Gardiner & Hampton, 1985) , read-and-generate items are mixed within the same list (Begg & Snider, 1987; Slamecka & Katsaiti, 1987) , and no attempt is made to mismatch the conditions of encoding and test (e.g., Rabinowitz & Craik, 1986) .
These results further indicate that for represented items, familiarity can be an important determinant of the obtained results. Contrary to the global claim of Nairne et al. (1985) , low-frequency words do produce generation effects, provided that they are rated as familiar to the subject. The words used in Condition LH were matched on frequency levels with the items in Condition LL, yet the former produced quite substantial generation advantages; obviously, then, familiarity is an important factor to be controlled in generation experiments. As a consequence, we can speculate on the Gardiner et al. (1988) finding of significant generation effects with lowfrequency words. It seems reasonable to argue that their British subjects might have been more familiar with the critical items than our subjects; this possibility increases when one considers that Gardiner et al. (1988) sometimes used graduate students and staff members as subjects in their experiments. Unfortunately, the discrepancy between the Gardiner et al. (1988) and Nairne et al. (1985) studies is unlikely to be resolved without indications of rated familiarity, and such ratings are likely to be idiosyncratic to the particular participants.
Why then should an item's rated familiarity be an important determinant of the generation effect? One interpretation of the recognition memory results is the one provided by Nairne and Widner (1987) that unfamiliar items, when coupled with most typically adopted generation tasks, lead subjects to generate only a part of the to-be-tested response; under such conditions, no generation effects are found because the functional product of generation plays no role in retention task performance. This reasoning predicts, however, that one should find generation effects for unfamiliar items (e.g., such as those in Condition LL) provided the actual product of generation is tested (in this case, presumably, the particular switched letters).
A second possibility, based on some recent ideas expressed by Begg and Snider (1987) and Slamecka and Katsaiti (1987) , is that familiarity may influence the degree to which subjects engage in selective rehearsal of generated items at the expense of read items. These authors showed that the size of the generation effect is influenced by whether a given subject reads and generates items in the same study list; if the readand-generate tasks are performed between subjects or between lists, at least for recall, the generation advantage can be sharply diminished (although see Hirshman & Bjork, 1988) . Slamecka and Katsaiti (1987) argued that the act of generation may lead subjects to rehearse generated items selectively, compared with read items, perhaps because the initial presentation of a to-be-generated item attracts the subject's attention to a greater extent than a read item. Such a selective rehearsal process may be unlikely to occur for highly unfamiliar items and thus no generation effect is produced for nonwords or unfamiliar low-frequency words.
Whatever the explanation, it is important for theorists to remember that generating and reading are different task operations. As a result, any memory traces that are produced from reading and generating will certainly be unique to the particular task demands, independent of whether the study is conducted using a within-or between-subjects design. Any global theoretical statements about the advantages or disadvantages of generating will have to be tempered, then, by consideration of the adopted retrieval environment. Our view is that generation and reading are best seen as simply engendering different sets of cognitive operations, which are more or less likely to be matched by the retrieval environments at testing (Glisky & Rabinowitz, 1985; Jacoby, 1983; Kolers & Roediger, 1984; Nairne, 1988; Nairne & Widner, 1987; Rabinowitz & Craik, 1986; Roediger & Blaxton, 1987) . Although selective rehearsal or enhanced lexical activation may sometimes be a consequence of the generation act, these processes will not, by fiat, produce widespread generation effects, nor will they explain all demonstrated generation advantages.
Evidence to support these ideas comes from a number of sources. For example, Jacoby (1983) showed that when the generation process is guided by contextual inference, reading shows an advantage over generating if the retention measure is especially sensitive to previously encoded surface features (in this case, perceptual identification). Similarly, Nairne (1988) found that when the generation process is driven by available surface features, as opposed to contextual inference, generation shows an advantage only on data-driven retention measures and not on conceptually driven measures like recall. These results, among many others (e.g., Glisky & Rabinowitz, 1985; Rabinowitz & Craik, 1986) , emphasize the relative nature of the generation advantage and provide support for theories that rely on the match between the operations performed at study and test as the basis for mnemonic effects (e.g., Kolers & Roediger, 1984; Morris, Bransford, & Franks, 1977) .
