The cerebral metabolic rate of oxygen (CMRO 2 ) is an important indicator of brain function and pathology. Knowledge about its magnitude is also required for proper interpretation of the blood oxygenation level dependent (BOLD) signal measured with functional MRI (fMRI). The ability to measure CMRO 2 with high spatial and temporal accuracy is thus highly desired. Traditionally the estimation of CMRO 2 has been pursued with somewhat indirect approaches combining several different types of measurements with mathematical modeling of the underlying physiological processes. Given the numerous assumptions involved, questions have thus been raised about the accuracy of the resulting CMRO 2 estimates. The recent ability to measure the level of oxygen (pO 2 ) in cortex with high spatial resolution in in vivo conditions has provided a more direct way for estimating CMRO 2 . CMRO 2 and pO 2 are related via the Poisson partial differential equation. Assuming a constant CMRO 2 and cylindrical symmetry around the blood vessel providing the oxygen, the so-called Krogh-Erlang formula relating the spatial pO 2 profile to a constant CMRO 2 value can be derived. This Krogh-Erlang formula has previously been used to estimate the average CMRO 2 close to cortical blood vessels based on pO 2 measurements in rats.
Introduction

1
The level of consumption of oxygen by metabolic processes, that is, the cerebral metabolic rate 2 of oxygen (CMRO 2 ), is an important indicator of brain function and pathology. Further, knowledge 3 about the magnitude of the CMRO 2 is also required for a proper interpretation of the blood oxygena-4 tion level dependent (BOLD) signal measured in functional MRI (fMRI) studies [Buxton, 2010] . The 5 ability to measure CMRO 2 with high spatial and temporal resolution in cortex is thus crucial. Tra-6 ditionally the CMRO 2 has been estimated from several different types of measurements combined 7 with mathematical modeling of the underlying physiological processes [Buxton, 2010] . Given the 8 numerous assumptions and experimental limitations typically involved, questions have been raised 9 about the accuracy of the estimates of the CMRO 2 provided by these complex and somewhat indi-10 rect approaches [Sakadžić et al., 2016] .
11
The possibility to optically measure the partial pressure of oxygen (pO 2 ) around cortical blood 12 vessels with high spatial resolution in vivo [Sakadžić et al., 2010] has provided a more direct way to 13 estimate the CMRO 2 . In Sakadžić et al. [2016] they used measured pO 2 profiles around arterioles 14 in rats to estimate the average CMRO 2 in the vessel's vicinity, that is, within a radius of ∼100 µm.
15
They based their estimates on the Krogh-Erlang formula relating the pO 2 to the CMRO 2 in a cylinder 16 section around an arteriole providing the brain tissue with oxygen [Krogh, 1919; Goldman, 2008] . 17 The fundamental equation relating the pO 2 and the CMRO 2 is the Poisson equation 18 ∇ 2 P (r) = M (r),
where P (r) represents pO 2 , and M (r) is a measure of the local CMRO 2 . The Krogh-Erlang formula 19 (Equation 6) gives the solution to this partial differential equation, that is, the radial profile of P , for 20 the particular case where (i) the CMRO 2 (M (r)) is assumed to be a constant, and (ii) all the oxygen 21 provided by the center arteriole is assumed to be consumed within a radial basin with radius R t . In 22 Sakadžić et al. [2016] , experimentally measured pO 2 profiles were fitted to this formula to provide 23 estimates for M (and thus CMRO 2 ).
24
The approach of Sakadžić et al. [2016] is global in the sense that it fits the entire measured 25 profile P (r) to the Krogh-Erlang formula to obtain an estimate for the assumed constant value of M .
26
A more direct way to estimate M (r) from Equation 1, is to apply the Laplace operator ∇ 2 directly to 27 the measured P (r) to obtain a local measure of M (r). Unlike the Krogh-Erlang model approach, 28 this Laplace approach will provide a spatially resolved map of CMRO 2 estimates around the arte- The double spatial derivatives in the Laplace operator make this Laplace method inherently very 34 sensitive to noise in the measured spatial pO 2 profiles. In order to have a practical method for 35 CMRO 2 estimation, the pO 2 profiles must thus be spatially smoothed to reduce the effects of the 36 noise. Smoothing introduces a bias, that is, a systematic error in the estimates, and a balance must 37 be found where the effects of the noise are sufficiently reduced without introducing too much bias.
38
In the present model-based study we explore this balance by examining the accuracy of CMRO 
where ∇ 2 is the Laplace operator, D(r) is the diffusivity, and α(r) is the solubility of the medium.
60
The equation can be written more compactly as 61
Here, M (r) is a new position-dependent variable encapsulating the oxygen consumption in the 63 neural tissue.
64
By introducing a characteristic length r * and a characteristic oxygen consumption M * , we can 65 rewrite Equation 3 in a dimensionless form which is useful in the further analysis:
wherer = r/r * ,P = P/M * r * 2 ,M = M/M * , and∇ 2 is the Laplace operator in terms of the 67 dimensionless position variables. In this dimensionless form, the number of model parameters is 68 effectively reduced by one, making the further analysis simpler. that is, the difference between oxygen sinks and sources at position r.
73
In general, both the oxygen pressure P (r) and the net oxygen consumption M (r) depend on 74 the position in three-dimensional space. However, in the present application we assume no axial 75 diffusion of oxygen, that is, no diffusion in the direction parallel to the blood vessel providing the 76 oxygen. Thus P (r) = P (x, y) and M (r) = M (x, y). 
for R t ≥ r ≥ R ves . This so-called Krogh-Erlang formula predicts the oxygen pressure P in the tissue 88 as a function of the distance r from the vessel's center. For our application we set P (r) = P ves if 89 r < R ves .
90
Equation 6 can be written in dimensionless form as
Here we also have introducedP ves = P ves /(M * r * 2 ),r = r/r * ,R ves = R ves /r * andR t = R t /r *
92
Further, the boundary condition dP /dr = 0 forr =R t is assumed. comparing the result to that of the Krogh-Erlang formula.
100
The FEniCS implementation solves the variational formulation of Equation 5: Let V be a space of test functions {v 1 , . . . v N } on the computational domain Ω. We aim to findP such that
where ∂Ω denotes the boundary of the domain, and n is a normal vector pointing out of the domain. est (x,ŷ) =∇ 2P (x,ŷ).
WithP given on a square (or rectangular) grid with grid spacingd, the net oxygen consumption as 114 described byM can be estimated at grid positions by using the discrete finite difference approxima-115 tion of the Laplace operator:
Here the integers i and j represent the grid positions, that is,x i = id andŷ j = jd.
117
In the present application, the MATLAB function del2 is used to compute this discrete finite We reduce the adverse effects of noise in the oxygen pressure data by fitting a cubic smoothing spline to theP data before we calculate the Laplacian. Here smoothing is carried out using the csaps function in MATLAB's Curve Fitting Toolbox. The csaps function takes a given data setP (x,ŷ) and generates a smoothing splineP smooth (x,ŷ) which minimizes
Here, n and m are the number of entries ofx andŷ respectively, and q is a smoothing parameter function allows for giving more weights to some data points than others in the optimization. We keep 128 the weights identical to 1 for all data points in the present application.
129
The csaps function allows the smoothing splineP smooth to be computed with higher resolution 130 than the spatial resolution of the measurements. This is convenient as it allows for a higher spatial 
In the present paper we keep a fixed small value ofd est , that is,d est =0.001. This value is set so small found that this characteristic smoothing length depends on q andd data through the relationship
where k is a constant. data is increased by a factor 10 4 ,d q increases only by a factor 10.
156
The detailed value of the constant k in Equation 13 is not critical for our purpose. We set it by . After rounding to one decimal, this gave k = 1.4.
160
Figure 1: Choice of smoothing parameter in csaps. The effect of the smoothing function csaps is characterized by a smoothing lengthdq which is related to the smoothing factor q and the spatial spacingd through Equation 13. We found this relationship by smoothing a two-dimensional spatial δ-function using different values of q andd, and plot the result as a function of the distancer from the position of the δ-function. Panels A and C show the normalized smoothed δ-function (δ smooth (r)) for different values of q (d fixed) andd (q fixed), respectively. The characteristic smoothing lengtĥ dq is defined as the distance corresponding to δ smooth = 0.5 (dotted lines) and is plotted as a function of q andd in panels B and D, respectively.
In panel E we demonstrate how different sets of q andd-values correspond to the samedq, that is, the same smoothing effect.
7
Thus, givend data and a chosen value ofd q , we can find which q to use in csaps in Equation 12
161 through the following formula:
This equation tells us that if, say,d data increases from 5 · 10 −3 to 1 · 10 −2 , then q must decrease from 163 q = 5 · 10 −4 to about q = 2.6 · 10 −4 to keep the same smoothing effect, that is, give the same value 164d q . The dotted orange line in Fig 1E illustrates 
where N is the number of ground-truth samples andM est,j is the j th estimate ofM .
173
The RMSE combines both bias and precision as its squared value MSE is equal to the standard 174 deviation squared plus the bias squared: MSE = SD 2 + bias 2 [Wasserman, 2013] . from -1 to 1 along thex andŷ axes. With this choice, the corners of the square correspond to a radial distance equal toR t , the radius of the tissue cylinder. give poor estimates of M for this reason. Next, we will investigate this dilemma in more detail. is, the more the pressure profile will be smeared out or smoothed.
242
To quantify the performance of the estimator we use the three performance measures bias, An essential feature of the SD is that it is proportional to the standard deviation of the noise in 262 the pressureσ P . Thus ifσ P was doubled to 0.001, the SDs in panels B, E, and H would be doubled 263 as well.
264
The accuracy of the estimator M est is measured by the root mean square error (RMSE, Equa-265 tion 17) which incorporates both the bias and the precision (SD) through the relation
This measure describes the total statistical uncertainty of the estimates when M est is applied on 
295
Here the most important feature is that the SD is strongly reduced with increased smoothing, that is, 
The SD of M est,av is then expected to be a factor √ N reduced compared to the SD for the spatially 357 resolved estimates M est (r).
358
The bias is not reduced by such an averaging procedure, however. To reduce the effects of 
377
The situation with a much higher noise level (σ P a factor 100 larger, that is,σ P = 5 · 10 −2 ) is 378 shown in panels E-G. The spatially resolved RMSE using a smoothing factor ofd q =0. 
