This work studies a variant of hybrid beamforming, namely, hybrid beamforming with selection (HBwS), as an attractive solution to reduce the hardware cost of multi-user Massive Multiple-InputMultiple-Output systems, while retaining good performance. In a transceiver with HBwS, the antenna array is fed by an analogue beamforming matrix with L input ports. Unlike conventional hybrid beamforming, a bank of switches connects the instantaneously best K out of the L input ports to K up/down-conversion chains, where K ≤ L. The analogue beamformer is designed based on average channel statistics and therefore needs to be updated only infrequently, while the switches operate based on instantaneous channel knowledge; this allows for a higher diversity-order, better user separability and/or simpler hardware than some conventional hybrid schemes. In this work, a novel design for the analogue beamformer is derived and approaches to reduce the hardware and computational cost of a multi-user HBwS system are explored. In addition, we study how L, the switch bank architecture, the number of data-streams, and the apriori estimated rank of the transmit spatial correlation matrix, impact system performance. Simulations suggest that HBwS enables linear coding schemes like Zero-Forcing, achieve performance comparable to Dirty Paper Coding.
I. INTRODUCTION
Massive Multiple-input-multiple-output (MIMO) systems, enabled by using antenna arrays with many elements at the transmitter and/or receiver, are viewed as a key enabler towards meeting the rising throughput demands in cellular systems. This is due to their ability to boost spectral efficiency by increasing the spatial degrees of freedom and/or providing beamforming gains while permitting simplified transmission methods [1] . With the advances in digital and radio frequency (RF) analogue hardware technologies, and further spurred by the prospect of millimeter (mm) wave frequency bands (> 30 GHz) for data transmission, massive MIMO has also become practically viable today and is a key focus area for 5G systems [2] . It is predicted that future cellular systems will be equipped with massive antenna arrays of 100 − 1000 antenna elements, at least at the base-station (BS) end. Although producing affordable large antenna arrays on a small footprint is already viable, the corresponding up/down-conversion chains, which include Analog-to-Digital Converters/ Digital-to-Analog Converters, filters, and mixers, are expensive and power hungry. This has motivated research on hybrid beamforming, which takes advantage of the directional nature of wireless channels [3] - [5] , to feed a large antenna array to fewer up/down-conversion chains. In this work, we focus primarily on such hybrid architectures at the BS.
A. Hybrid Beamforming
In a BS with hybrid beamforming (also known as hybrid precoding/ preprocessing), an analogue RF beamforming matrix, built from analogue hardware like phase-shifters, is used to connect N antenna elements to K up/down-conversion chains, where K N . This beamforming matrix exploits channel state information to form beams into the dominant angular directions of each user's channel, thereby, utilizing the transmit power more effectively and providing some multi-user separation with fewer up/down-conversion chains. Since the analogue hardware components are relatively cheap and consume less power than the up/down-converters and digital including them in the upcoming 5G cellular standard [12] . An overview of the recent results is available in [13] .
In one architecture called hybrid beamforming based on instantaneous channel state information (HBiCSI) [6] , [14] , [15] , the beamforming matrix, and therefore the analogue precoding beams, adapt to the instantaneous channel state information (iCSI), as illustrated in Fig. 1a for a single user case. Though this solution promises good performance 1 , iCSI across all the N transmit antennas may be required leading to a large channel estimation overhead. Additionally, it imposes strict performance specification requirements on the analogue hardware, since their parameters have to be updated in each coherence time interval, which can be very short especially for mmwave channels. In another architecture called hybrid beamforming based on average channel state information (HBaCSI) [8] , [11] , [16] , the beamforming matrix adapts to the average channel state information (aCSI) i.e., the transmit/receive spatial correlation matrices, as illustrated in Fig. 1b .
Since aCSI changes slowly, the analogue hardware parameters need to be updated infrequently.
Additionally, iCSI is only needed in the channel sub-space spanned by the analog precoding beams, leading to a significant reduction in the channel estimation overhead. Despite these benefits, the performance 1 may be worse than HBiCSI since the beams do not adapt to iCSI [16] . The performance gap may be especially large if the dimension of the dominant channel subspace 2 is much larger than K, which is possible both at microwave [17] and mm-wave [4] frequencies.
B. Hybrid Beamforming with Selection
Even with a small K and an aCSI based beamformer, it is possible to adapt the transmit analogue precoding beams to iCSI via the use of selection techniques [8] . By using additional 1 By system performance we refer to the capacity/throughput excluding the channel estimation overhead. 2 It represents the channel subspace at the transmitter along which most of the channel power is concentrated. Such a notion is quite common for massive MIMO and is used in several proposed schemes like Joint Space Division Multiplexing [16] . analogue hardware, several possible options for the analog precoding beams can be provided, as illustrated in Fig. 1c . By dynamically switching to the "best" beams for each channel realization,
we may obtain performance 1 comparable to HBiCSI.
In this paper we study a generalization of this approach, namely, hybrid beamforming with selection (HBwS), as a solution to achieve performance 1 comparable to HBiCSI, while still retaining some benefits of HBaCSI i.e., infrequent update of analogue hardware parameters and low channel estimation overhead. The block diagram of a transmitter (TX) with HBwS is given in Fig. 2a . Here, we again have an analogue beamforming matrix that is connected to the antennas. However, unlike conventional hybrid beamforming, the number of input ports for the beamforming matrix (L) is larger than the number of available up-conversion chains (K). This matrix is preceded by a bank of K one-to-many RF switches, each of which can connect one upconversion chain to one of several input ports. Note that each connection of the K up-conversion chains to K out-of-the L input ports corresponds to a distinct analog precoding beam in Fig. 1c .
While the beamforming matrix is designed based on aCSI, the switches exploit iCSI to optimize this K out-of-the L input port selection. The premise for this design is that unlike phase shifters, RF switches are cheap and can be easily designed to switch quickly based on iCSI [8] , [18] .
Since L > K and switches adapt the effective precoding beams to iCSI, a higher diversity-order and a larger beamforming gain can be achieved in comparison to HBaCSI. Furthermore, due to its superior beam-shaping capabilities, HBwS provides better user separation than HBaCSI in a multi-user system.
On the downside, the channel estimation overhead for HBwS may be larger than for HBaCSI.
An analysis of the channel estimation overhead is beyond the scope of this paper, see [18] , [19] for some preliminary results. Similarly, since the beamformer has a size of N × L, as opposed to N ×K for HBaCSI, a larger number of analogue components are required for HBwS. Techniques to reduce the number of these components are discussed later in section VII. The simplest case of HBwS is antenna selection [20] - [22] , where the analogue beamforming matrix is omitted. Soon it was shown that introducing a beamforming stage provides additional beamforming gain, and several designs for the beamforming matrix have been proposed [7] , [8] .
More recently, antenna selection has also been explored with regard to cost, power consumption and channel estimation overhead [18] . However in most of the prior work, the beamforming matrix is unitary, where the number of input ports (L) equals the number of transmit antennas (N ), i.e., it spans the whole channel dimension. Though some of these designs [7] , [8] , can be extended to the case of L < N (but not L > N ), these designs are inferior, especially in spatially sparse channels [23] . A generic design for the beamforming matrix in a single user multiple-input-single-output scenario was proposed by us in [23] and shown to provide improved performance. This work extends this design to a multi-user MIMO scenario while also taking into account the impact of the switch bank architecture. Further, we investigate the hardware implementation cost of HBwS. The contributions of this paper are as follows:
1) We propose a generic architecture of HBwS for low complexity multi-user MIMO transceivers, wherein the beamforming matrix may be a non-unitary rectangular matrix i.e., L = N .
2) For a channel with isotropic scattering within the dominant channel subspace 2 , we show that a beamforming matrix that maximizes a lower bound to the system sum capacity can be obtained via a coupled Grassmannian subspace packing problem.
3) We find a good sub-optimal solution to this packing problem and propose algorithms to improve it.
4)
We propose a two-stage architecture for the beamformer and find a family of "good" switch positions, which help reduce the computational and hardware cost of HBwS while retaining good performance.
5) An extension of the beamformer design to channels with anisotropic scattering is also explored.
The organization of this paper is as follows: the general assumptions and the channel model are discussed in Section II; the expression for the system capacity and the beamforming matrix design problem are formulated in Section III; the search-space for the optimal beamformer is characterized in Section IV and a closed-form lower bound to the objective function is explored in Section V; a good beamformer design and algorithms for further improving upon it are discussed in Section VI; strategies to reduce the hardware implementation cost for HBwS are discussed in Section VII; the simulation results are presented in Section VIII; the extension to anisotropic channels is considered in Section IX; and finally, the conclusions are summarized in Section X. |A| represents the cardinality of a set A or dimension of a space A. Also,
= is equivalence in distribution, E{} represents the expectation operator, P is the probability operator, I i and O i,j are the i×i and i×j identity and zero matrices respectively, and R and C represent the field of real and complex numbers.
II. GENERAL ASSUMPTIONS AND CHANNEL MODEL
We consider a downlink multi-user massive MIMO broadcast channel where the BS has N 1 antennas but only K ≤ N up-conversion chains, and implements HBwS. 3 The TX RF analogue beamforming matrix has a dimension of N × L and a bank of switches, denoted by a selection matrix S, is used to connect K out-of-the L input ports of the beamforming matrix with the up-conversion chains. The system has M 1 receivers, i.e., each having M 2 antennas and M 2 down-conversion chains, where
We assume a narrow-band system with a frequency flat and temporally block fading channel. Under these assumptions, the baseband equivalent downlink received signal at user m, for a given selection matrix S, can be expressed as:
where y m (S) is the M 2 × 1 received signal vector at user m, ρ is the mean receive signal-tonoise ratio (SNR), H m is the M 2 × N downlink channel matrix for user m, T is the N × L beamforming matrix composed of analogue hardware, S is a L × K sub-matrix of the identity matrix I L -formed by picking K out-of-the L columns, x Gu is the K ×1 transmit data vector from the up-conversion chains and
is the normalized additive white
Gaussian noise observed at user m. Here G is a K × K a full-rank matrix that ortho-normalizes the columns of TS i.e., G † S † T † TSG = I K . Here we implicitly assume that TS has linearly independent columns for each S. The transmit power constraint can then be expressed as:
We assume that the instantaneous channel realizations (or iCSI) { H 1 , ..., H M 1 } are known at the TX and contain both a large scale fading as well as a small scale fading component. The small scale fading statistics are assumed to be Rayleigh in amplitude and doubly spatially correlated (both at transmitter and receiver end). We focus on the scenario assumptions considered in [16] , wherein the users can be divided into user groups with common intra-group channel statistics and orthogonal channels across the groups, as illustrated in Fig. 2b . Since such orthogonal user groups can be treated separately, without loss of generality, we assume these M 1 receivers belong to one group. As illustrated in Fig. 2b , such users are close enough to share the same set of local scatterers, but are sufficient wavelengths apart to undergo independent and identically distributed (i.i.d.) small scale fading. Therefore, we assume that the channels to the different users are independently distributed and follow the widely used Kronecker correlation model [24] with a common transmit spatial correlation matrix R tx but individual receive correlation matrices R rx,m , respectively [16] . To model a, possibly, spatially sparse channel [3] - [5] , we assume R tx has rank D, where K < D ≤ N . Under these conditions, the channel matrices can be expressed as: Without loss of generality, the mean pathloss for the user group is included into ρ and any user specific large scale fading components are included in R rx,m .
The beamforming matrix is updated based on knowledge of only the spatial correlation matrices R tx , R rx,m but the selection matrix S is updated based on iCSI. For ease of analysis, we shall first consider the case of Λ and M M 1 M 2 . This lower bound is asymptotically tight for a large signal-to-noise ratio (SNR) [26] . Furthermore, from (3) and the fact that H m are independent for all m, we can express:
where R rx is a block-diagonal matrix with the m-th diagonal block being R rx,m and H =
The primary goal of this work is to find the analogue beamformer T that maximizes the lower bound in (4), i.e.,:
where T opt is designed based on the knowledge of the aCSI statistics: R tx and R rx . Here, with slight abuse of notation, by argmax{} we refer to any one of the (possibly many) maximizing arguments. As shall be seen later, an exact solution to (6) is intractable and we shall therefore restrict ourselves to a good sub-optimal solution, that only requires knowledge of R tx .
A. Connections to limited-feedback precoding
Note that HBwS is an example of a restricted precoded system [27] . In fact, by considering the precoding matrices for the different switch positions {TS i G i |S i ∈ S} as entries of a codebook, the single user case (M 1 = 1) can be interpreted as a type of limited-feedback unitary precoding [28] , [29] . However, in contrast to conventional limited-feedback precoding, the HBwS codebook entries {TS i G i |S i ∈ S} are coupled, as they are generated from the columns of the same beamforming matrix T. As a result, good codebook designs for limited-feedback unitary precoding [30] - [32] cannot be directly extended to find good designs for T.
IV. RESTRICTING THE SEARCH SPACE
Notice that in (6), search for T opt is over all possible N ×L complex matrices. In this Section, we reduce the dimension of the search space by getting rid of some sub-optimal and redundant solutions.
Theorem IV.1 (Restricting to dominant sub-space). There exists an optimal solution T opt to (6) such that, T opt = E D txT opt , whereT opt is a solution to:
H is as defined in (5) andĜ i ortho-normalizes columns ofTS i .
Proof. See Appendix A.
Intuitively, this theorem states that since all the channel power is concentrated in the dominant channel subspace D, the beams created by T for any switch position should point into D.
Henceforth we shall restrict to finding the optimal solutionT opt to (7), since T opt can be found in a straightforward way from it. In fact, as shall be shown later in Section VII-A, expressing T opt as E D txT opt may also help reduce the hardware cost for implementing the analogue beamforming matrix. To prevent any confusion, we shall henceforth refer toT opt as the reduced dimensional (RD) beamformer. Though (7) reduces the search space from C N ×L to C D×L , it is still unbounded.
This problem is remedied by the following theorem.
Theorem IV.2 (Bounding the search space). For anyT ∈ C D×L , bothT andTΛ θ attain the same sum capacity (8) , where Λ θ is any arbitrary L × L complex diagonal matrix.
Proof. See Appendix B.
From theorem IV.2, by replacingT byT θ =TΛ θ in (7), where:
the optimal RD-beamformer design problem can be reduced to:
where,
where, Im{} represents the imaginary component. Note that since the ergodic sum capacity 
V. LOWER BOUND ON THE OBJECTIVE FUNCTION
Though restrictions on search space were introduced in the previous section to reduce the search complexity, the ergodic sum capacity C D (T) is not in closed form. A closed-form lower bound to C D (T) for the case of M = 1 was considered in [23] which was shown to be maximized by Grassmannian line-packing the columns ofT. However, this bound is independent of the switch position set S and cannot be generalized to M > 1. Similarly, another approximation to C D (T) can be obtained via the work on restricted precoding [27] . Though this approximation eliminates the need for taking an expectation as in (8) , it has to be computed recursively and is accurate only when D, K M . In contrast, the metric we present in this section provides a closed-form lower bound to the sum capacity that depends on S. Henceforth, for ease of analysis,
Extension to more generic channels is considered later in section IX.
For any a > b > 0, we define the complex Stiefel manifold U(a, b) as the set of all a × b matrices with ortho-normal columns. We shall refer to such matrices as semi-unitary matrices.
For ease of notation, we further define
We also define the Fubini-Study distance between two matrices A, B ∈ U(D, K) as:
It quantifies the distance between the column-spaces of A and B over the Grassmannian manifold
We then have the following lemma:
H is as defined in (5) and V is a random matrix uniformly distributed over U(D, K), independent of H.
Proof. See appendix C Note that in (8) , each Q i is associated with a corresponding selection region:
rx | . Essentially, lemma V.1 finds a lower bound where these selection regions are changed to V ∈ U(D, K)|i = argmax 1≤j≤|S| |V † Q j Q † j V| . These regions are easier to bound that those in (8) , as exploited by the following theorem. 
Proof. Consider V uniformly distributed over U(D, K) as in Lemma V.1. Since both V and
Then the regions:
are all disjoint [33] . Therefore, by pessimistically assuming that |V
where β is given by (12c) and follows from the results on log-determinant of a Wishart matrix [34] . 5 Since V is uniformly distributed over U(D, K), based on results in [28] , [35] , we have:
where = o(D). Using (14)- (15) and lemma V.1, we arrive at (12a).
Note thatT affects C derivative of C D LB (T) with respect to δ is non-negative, then maximizing δ is equivalent to maximizing C D LB (T). The required condition can be found as
Since
. Therefore a sufficient condition for (16) can be obtained as:
Assuming | | ≤ KD/2 for D 1, it can be verified that the above holds for β ≥ 2.
Since the objective in (9) seems intractable, for Λ RD-beamformer design problem that maximizes f FS (T) in (13), i.e., we focus on finding:
While it only maximizes a lower bound C 
rx . Based on the results on restricted precoding [27] , these individual capacities C D i (T, H) are approximately jointly Gaussian distributed with second order statistics given by:
where the last step follows by applying the AM-GM inequality on eigenvalues of Q † j Q i Q † i Q j and using (10) . Therefore, by maximizing f FS (T), we minimize a lower bound to the largest cross-covariance term among the individual capacities {C D i (T, H)}. 6 This is an intuitively pleasing result, since reducing cross-covariance typically shifts the probability distribution of the maximum of a set of Gaussian random variables to the right [36] .
VI. DESIGN OF THE BEAMFORMING MATRIX
As also mentioned in Section III-A, the design ofT FS in (17) is different from the problem of Grassmannian subspace packing, for which several efficient algorithms are available in literature (see [37] and references therein). The difference stems from the fact that Q i =TS iĜi for i = {1, ..., |S|} are generated from the same RD-beamformerT. They are therefore coupled, making (17) a coupled Grassmannian sub-space packing problem. No known solutions are available to this problem for the best of our knowledge. However, a related problem is the problem of Grassmannian line-packing:
for which several near-optimal solutions are available in literature [37] , [38] . For L ≤ D, botĥ T FS andT LP are equivalent, given by any D × L semi-unitary matrix 7 . While this is not true for L > D, we hypothesize thatT LP might serve as a good, analytically tractable, sub-optimal solution to (17) . One important difference however is that unlikeT FS ,T LP is independent of the switch position set S, and therefore may have poor performance for some S. To adapt T LP to a particular S, we explore a greedy, column-permuting algorithm that increases f FS (·), as depicted in Algorithm 1. The performance of this permuted matrixT Alg1 may further be improved via a numerical gradient ascent of f FS (T), as depicted in Algorithm 2. Note that
Algo2 −→T Alg2 , where: 
end if 12: end for 13: Repeat above process several times 14: returnT substantial when |S| and/or L is large.
VII. REDUCING THE HARDWARE AND COMPUTATIONAL COMPLEXITY
A significant amount of analogue hardware may be required to implement the beamforming matrix and the switch bank of HBwS, especially for large values of D and L. In fact, a large |S| adds not only to the hardware cost but may also increase the computational complexity of picking the best selection matrix for each channel realization. In this section we shall discuss methods to reduce these hardware and computational costs.
A. Reducing hardware cost of the beamforming matrix
In general, we need a variable gain phase-shifter for each element of the N ×L analogue beamforming matrix, thereby, needing N L components. This leads to a large implementation cost, 
{Computing the gradient of objective function} 11: end for 12:
end for 13: for j = 1 to L do 14: design of the RD-beamformerT is independent of aCSI given D (see (7)),T fix can be predesigned and itsD(L −D) components can be implemented using a fixed phase-shifter array.
The performance of this design when D =D is studied in section VIII. Further reduction in the hardware complexity can be obtained by using unit gain, discrete phase-shifter components for the beamformer [7] , [8] , [11] . The use and impact of such components is beyond the scope of this paper. In this subsection, we restrict the size of the switch position set S. The size restriction not only reduces the hardware cost of implementing the switch bank, but also reduces the computational effort of picking the best selection matrix for a channel realization. In fact, since the Q i 's are coupled, some selection matrices may contribute little to the overall system performance.
Let us define for each selection matrix S i a corresponding set
. Therefore, we have:
where λ ↓ k (A) represents the k-th largest eigenvalue of a matrix A. From (21) and (10), a good way of increasing C D LB (T) in (12a) is to reduce |B i ∩ B j | for i = j. However, |S| should also be kept as large as possible to minimize the performance loss. In other words, we wish to find the largest family of subsetsB such that:
Finding the largest such family is an open, but well studied, problem in the field of extremal combinatorics. Based on some of these results, we have the following theorem:
Theorem VII.1 (K-uniform, {0 : κ}-intersecting subsets). For a given set of size L, the size of the largest set of subsetsB such that each subset has cardinality K and no two subsets have more than κ elements in common is given by:
where q is the largest prime number such that q ≤ L/K.
Proof. The upper bound is derived in [39] and an algorithm that achieves the lower bound was proposed in [40, Theorem 4.11] , which is reproduced below for convenience. Let q be the largest prime number such that q ≤ L/K. If q ≥ K, a construction of a family of q κ+1 subsets with the required, bounded overlap is given by Algorithm 3. Now from Bertrand's postulate [41] , [42] ,
1: for i = 1 to q κ+1 do 2:
for j = 0 to κ do 4:
end for 6:
for k = 0 to K − 1 do 8:
end for 10: end for there always exists a prime number q between L/(2K) and L/K i.e., q ≥ L/(2K). Therefore a sufficient condition for Algorithm 3 is: L/(2K) ≥ K. This concludes the theorem.
ForB designed by Algorithm 3, each subset B i picks exactly one element in the interval kq, (k + 1)q for k = 0, .., K − 1. Therefore the corresponding switch position set S Alg3(κ) = {S 1 , .., S |S Alg3(κ) | } can be implemented by equipping each of the K up-conversion chains with a 1-to-q switch as depicted in Fig. 3 . This leads to a significant saving in hardware cost as opposed a system with all possible selections, which requires a 1-to-(L − 1) switch for each up-conversion chain. Note that this reduced complexity structure is analogous to the design in [43] for conventional hybrid beamforming. 20 
VIII. SIMULATION RESULTS
For simulations we consider a multi-user MIMO system with a multi-antenna TX implementing HBwS (N = 100) and one user group, having a common TX correlation matrix. The transmit correlation matrix has a dominant sub-space of dimension D with isotropic scattering within it i.e., Λ
We consider a switch bank where each up-conversion chain has an exclusive set of input ports to connect to. Unless otherwise stated, we assume that all the switch positions possible with this architecture are allowed i.e.,:
Note that for the given channel model, the system capacity is independent of T, given the RDbeamformerT. Therefore, without loss of generality, we quantify the system performance by
is not known in closed form, throughout this section we use
Monte-Carlo simulations to obtain its sample-mean estimate. A brute-force search is performed among S to pick the best S for each channel realization. The design of low-complexity algorithms for selecting S is beyond the scope of this paper (see [21] , [22] and references therein). Note that the performance of HBaCSI and HBiCSI can be obtained by replacing S = {I K } (no selection),
A. Influence of number of input ports (L)
A comparison of the system sum capacity with HBwS as a function of number of input ports (L) is studied in Fig. 4 . Here we plot the performance of bothT Alg2 and the line-packed RDbeamformingT LP . We observe that with L ≈ D input ports, HBwS outperforms HBaCSI by approximately half the capacity gap between HBiCSI and HBaCSI. We also observe that there is a diminishing increase in performance as we increase the number of ports L. This suggests that, for a good trade-off between hardware cost and performance, L should be of the order of
Note however that D might not be known apriori and therefore L is a design choice for implementation. Results also suggest that for S = S all ,T LP andT Alg2 have almost identical performance. is compared to the average sum-capacity with a randomly chosen switch position set S rand(κ) , averaged over several realizations, in Fig. 5 . The results support our claim that selection matrices with low overlap contribute more to system capacity than others. Results also show that while |S Alg3(κ) | increases exponentially with κ, the increase in capacity is sub-linear, and therefore a small value of κ is sufficient to achieve good performance. Fig. 5 also compares the sum-rates We next consider the case where the system has a user group of M 1 single antenna users i.e., M 2 = 1. The sum capacity of HBwS (normalized by sum capacity of HBiCSI) for varying number of users is studied in Fig. 6 . Apart from C D (T LP ), which can be achieved via Dirty Paper Coding (DPC) [26] , we also plot the normalized sum-rate for Zero-forcing (ZF) precoding with equal power allocation and random user scheduling 9 . Note that unlike with DPC, ZF precoding requires user scheduling to achieve good performance, and its sum rate with equal power allocation can be quantified as:
where H sched is a sub-matrix of H (see (4)) corresponding to the set of scheduled users M sched ( H).
We observe that the slope of the C D (T LP ) curves, and hence fractional performance gain, increases with M . This suggests that the additional beam choices with HBwS may help improve user separability. Further, HBwS helps reduce the capacity gap between the linear precoding 9 Sophisticated user scheduling algorithms such as [44] cannot be directly extended to HBwS due to the presence of switching. scheme -ZF, and the capacity optimal, non-linear precoding scheme -DPC, without requiring sophisticated user scheduling.
D. Influence of the dimension of dominant sub-space (D)
As elaborated in Section VII-A, pre-fixing the value of D toD allows significant savings in the hardware implementation cost of HBwS. Therefore, it is important to study the sensitivity of the system performance to a mismatch in D. In Fig. 7 , the performance of the RD-beamformerŝ assuming D is sufficiently large, the reduced complexity beamformer in Section VII-A should be designed using a conservative estimate ofD = K + 8.
IX. ANISOTROPIC CHANNELS
In this section, we extend our beamformer design to anisotropic channels with Λ order of magnitude. Similar to the approach used in [30] , [32] , [45] , we employ the companding trick to adapt the beamforming matrix to Λ D tx , as:
whereT LP is the D × L line-packed RD-beamformer and ξ is the skewing parameter. Intuitively, (24) skews the columns of T ani , and therefore also the precoding beams T ani S i G i , to be more densely packed near the eigen-vectors corresponding to the larger eigenvalues of R tx . For L > D, this skewed beamformer can still be implemented using the two stage design in Sec VII-A by using
D} . In the current work we shall restrict to the case of ξ = 1 for brevity. 10 It is worth mentioning that for L ≤ D, not all line-packed matricesT LP yield good performance after skewing by (24) . Therefore for L ≤ D, we suggest the use of
For simulations, we assume the TX has a half wavelength (λ/2) spaced uniform planar array of dimension 40 × 10. The TX transmits to a user-group of M 1 = 3 single antenna receivers 10 A line-search for the optimal skewing parameter ξ * may further improve performance [27] .
that share the same transmit power angle spectrum (PAS), given by: is the elevation angle of departure and η is a factor that controls the anisotropy of the channel.
The transmit correlation matrix is computed as: where W is the L × L DFT matrix (b)TLP is from the line packing algorithm in [37] simulation parameters: N = 400, S = S all , Rrx = IM and ρ = 1 .
X. CONCLUSIONS
In this work we propose a generic architecture for HBwS, as an attractive solution to reduce complexity and cost of massive MIMO systems. We show that a beamforming matrix that maximizes a lower bound to the system sum capacity is obtained by a coupled Grassmannian sub-space packing problem. We propose a good sub-optimal solution to the packing problem and explore algorithms to improve the design further for a given switch position set. We show that introducing a two stage beamforming matrix, having a fixed and an adaptive stage, can reduce the hardware cost of implementation significantly. We also show that switch positions with low overlap contribute more to system capacity than others, and provide an algorithm for finding a family of such important switch positions. Simulation results suggest that with L ≈ D,
HBwS can achieve gains comparable to half the capacity gap between HBaCSI and HBiCSI while requiring only aCSI to adapt the beamformer. We also conclude that for the explored switch position sets, the beamformer designT LP cannot be improved further via conventional approaches such as algorithms 1 & 2. Furthermore, for a good trade-off between performance and hardware cost, the number of input ports (L) should be of the order of D. However, larger values may be practical in a multi-user scenario, since a larger L can aid separation of multiple data streams. In particular, it helps make performance of linear ZF precoding comparable to the non-linear and capacity optimal DPC without the need for sophisticated user scheduling algorithms. For implementing the two-stage beamformer, using a conservative estimate of D, of D = K + 8, to design the fixed stage yields good performance. Results for anisotropic channels suggest that skewing the line-packed beamformer yields better performance in comparison to existing designs in the literature.
As is the case with other such diversity techniques [21] , the performance gain of HBwS over HBaCSI decreases with frequency selective fading. This is because in the limit of a large transmission bandwidth, frequency diversity makes all the L selection ports equivalent. Hence, HBwS is more suited for small-to-medium bandwidth systems, where channels are at-most moderately frequency selective.
APPENDIX A (Proof of Theorem IV.1). For any beamforming matrix T we can write:
where E 
