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Any Target Function Exists in a Neighborhood of Any
Sufficiently Wide Random Network: A Geometrical Perspective
Shun-ichi Amari ∗
Abstract
It is known that any target function is realized in a sufficiently small neighborhood of any
randomly connected deep network, provided the width (the number of neurons in a layer) is
sufficiently large. There are sophisticated analytical theories and discussions concerning this
striking fact, but rigorous theories are very complicated. We give an elementary geometrical
proof by using a simple model for the purpose of elucidating its structure. We show that
high-dimensional geometry plays a magical role: When we project a high-dimensional sphere
of radius 1 to a low-dimensional subspace, the uniform distribution over the sphere shrinks
to a Gaussian distribution with negligibly small variances and covariances.
1 Introduction
Deep learning has achieved great success in various applications by using very large net-
works. However, it is only for a few years that theoretical foundations for sufficiently wide
networks have been studied, where randomly connected initial weights play a fundamental
role. Jacot et al. (2018) showed that the optimal solution always lies sufficiently close to any
networks with randomly assigned initial weights with high probability. Hence, stochastic de-
scent learning is described by a linear equation in the function space, describing learning
behaviors of a neural network. This is a surprising result and there are many related theories
(see, for example, Lee et al. (2019) and Arora et al. (2019)). There are direct analytical theo-
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ries explaining the fact that a target function exists in a small neighborhood of any randomly
generated networks: See, for example, Allen-Zhu et al. (2019) and Bailey et al. (2019).
Unfortunately, these papers use mathematically rigorous analysis, so that it is not easy to
follow and to understand the essence intuitively. It is desirable to show a simple proof of this
interesting fact to give insight for further developments. The present paper tries to present
an elementary proof that any target function lies in a small neighborhood of any randomly
generated networks with high probability.
We consider an extremely high-dimensional sphere of radius 1 consisting of random pa-
rameter vectors. Let their dimensions be p. We project it to a low-dimensional subspace of
dimension n, n≪ p, which corresponds to the number of training examples. A uniform distri-
bution over the high-dimensional sphere is projected to a Gaussian distribution of mean 0 and
variance 1/p, a sharply concentrated distribution. This geometrical fact explains that any true
distribution exists in small neighborhoods of randomly generated networks.
Randomly connected networks are ubiquitous and have been studied in various situations.
Early works, called statistical neurodynamics, are Amari (1971, 1974); Amari et al. (1977) and
Rozonoer (1969), where macroscopic dynamics of randomly connected networks are studied.
Sompolinsky, Cristanti and Sommers (2015) showed that chaotic dynamics appears univer-
sally in a random network. Another application is found in Amari et al. (2013).
Statistical neurodynamics is applied to deep neural networks by Poole et al. (2016) to show
how input signals are propagated through layers of networks, where the existence of the chaotic
regime is found. Schoenholz et al. (2016) applied the method to backward error propagation,
showing the limit of applicability of error-backpropagation learning in the chaotic situation.
There are many related works thereafter. Amari et al. (2019a,b) also studied the statistical
neurodynamics of deep networks and elucidated the structure of Fisher information matrix
in such a network. Karakida et al. (2019a,b) developed a new direction of study by using
the distribution of the eigenvalues of the Fisher information matrix of randomly connected
networks. The present article is continuation along these lines of research.
2
2 Deep neural networks
We show a typical deep network, which has d-dimensional input x and scalar output y. (It is
easy to treat a network with multiple outputs in a similar way, which we do not do here.) Its
behavior is written as
y = f(x,θ), (1)
where θ is a vector parameter composed of connection weights and biases in all layers. The
network consists of L layers. Each layer includes p neurons, where p is sufficiently large. (We
may consider that layer l includes αlp neurons, but we assume αl = 1 for simplicity). The
input to layer l is the output of layer l − 1, denoted by l−1x (which is a p-dimensional vector)
and the input-output relation of layer l is
l
xi=
∑
ϕ
(
wi· l−1x
)
, (2)
where
l
xi is the i-th component of
l
x, ϕ is an activation function, and
l
wi is a weight vector of
the i-th neuron in layer l, whose components are denoted as
l
wij. We include the bias term in
l
wi for the sake of simplicity such that
l
wi =
(
l
wi1, · · · , lwip ; lwi0
)
, (3)
l
wi0 = bi (4)
and add
l−1
x0= 1 in
l−1
x as its 0-component. The final output y comes from layer L as
y = f(x,θ) =
∑
i
vi
L
xi, (5)
assuming that the output is a linear function of
L
x, where v = (vi) is the connection weight
vector of the output neuron. See Fig. 1. We use the standard parameterization. But we obtain
the same result, even when we use the NTK parameterization (Lee et al., 2019).
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Figure 1: Deep Neural Networks
A random network is generated subject to the following probability law:
vi ∼ N
(
0,
σ2v
p
)
, (6)
l
wij ∼ N

0,
l
σ2w
p

 , j 6= 0, (7)
l
wio ∼ N
(
0, σ2b
)
, j = 0, (8)
independently, where N
(
0, σ2
)
denotes the Gaussian distribution with mean 0 and variance
σ2. We may put σ2v =
l
σ2w =
l
σ2b = 1 in the following for the sake of simplicity, because we have
interest mostly in qualitative structure, not in quantitative behaviors.
Let D = {(x1, y1) , · · · , (xn, yn)} be the set of n training data. We compose the n-
dimensional output column vector
f = [y1, · · · , yn]T . (9)
We also denote the output vector of the network of which parameters are θ by
fθ = [y (x1,θ) , · · · y (xn,θ)]T . (10)
We assume that the outputs are bounded,
|fs| < c, s = 1, · · · , n (11)
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for some constant c, so that
‖f‖2 < c
√
n. (12)
We put
F =
{
f
∣∣‖f‖2 < c√n} . (13)
The output vector of a random network fθ belongs to F with high probability (whp), that
is, with probability which tends to 1 as p goes to infinity. We further assume that inputs
xs (s = 1, · · · , n) in the training data are randomly and independently generated, and their
components |xsi| are bounded.
When we use the loss of squared errors, the optimal solution for minimizing the loss is given
by
θ∗ = argmin
θ
n∑
s=1
{ys − f (xs,θ)}2 . (14)
Under the above assumptions, we prove the following theorem.
Theorem 1. The optimal solution θ∗ lies in a small neighborhood (the size of the neighborhood
converging to 0 as p tends to infinity) of any θ0, which is the parameters of any randomly
generated network, with high probability.
3 Linear theory for one hidden layer networks
We consider a one hidden layer network in the beginning,
f(x,θ) =
∑
viϕ (wi · x) . (15)
We further fix randomly generated wi (weights and biases). Then, modifiable variables are
only v = (v1, · · · , vp)T and the input-output relation is linear,
f = Xv, (16)
where X is n× p matrix, whose components are the outputs of the last layer,
Xsi = ϕ (wi · xs) , s = 1, · · · , n ; i = 1, · · · , p. (17)
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This is a linear regression problem without noise, so we can easily analyze its behavior.
We give an elementary proof of Theorem 1 for this model. Let v0 be a randomly generated
parameter vector. For the optimal parameters v∗ satisfying f∗ = Xv∗, where f∗ ∈ F is the
teacher vector given from D, we put
v∗ = v0 +∆v. (18)
Then, we have
f∗ = X (v0 +∆v) . (19)
The output of the initial random neural network is
fv = Xv0, (20)
and the error vector is
e = f∗ − fv. (21)
So we have
e = X∆v. (22)
The generalized inverse of X is a p× n matrix defined by
X
† = XT
(
XX
T
)−1
= XTK−1, (23)
where
K = XXT (24)
is an n× n matrix called the Gram matrix. It is the neural tangent kernel (Jacot et al., 2018)
defined by
K = (Kst) , (25)
Kst = ∂θf (xs,θ) · ∂θf (xt,θ) , (26)
where · is the inner product. The minimal norm solution of (22) is written as
∆v∗ = XTK−1e, (27)
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and the general solutions are
∆v = ∆v∗ + n, (28)
where n is an arbitrary null vector belonging to the null subspace N of X,
N = {n | Xn = 0} . (29)
We study the kernel matrix K for evaluating the magnitude of ∆v∗. Let us put
usi = wi · xs, uti = wi · xt. (30)
Then, they are jointly Gaussian with mean 0 and n pairs of variables (usi, uti) , i = 1, · · · , n,
are independent subject to the same probability distribution. Their correlation
σ2st = E [usiuti] = σ
2
wxs · xt + σ2b (31)
depends on the inner product of two inputs xs and xt and is the same for any i. The components
of K
Kst =
∑
i
ϕ (usi)ϕ (uti) (32)
are sums of p iid variables. Because of the law of large numbers, we have whp
1
p
Kst = E [ϕ (usi)ϕ (uti)] . (33)
Hence K−1 is of order 1/p. The explicit form of (33) is given in Lee et al. (2019) and
Amari et al. (2019a,b) for the sigmoid function and for ReLU function.
This proves that any component of ∆v∗i is of order 1/p, provided n is fixed and p ≫ n.
Hence, its L2 norm is
‖∆v∗‖2 = O
(
1√
p
)
, (34)
whereas the L2 norm of the initial random v0 is not small,
‖v0‖2 = σ2v = O(1). (35)
This shows that a true solution v0+∆v
∗ exist in a (1/
√
p)-neighborhood of any random weight
vector v0 whp.
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It should be verified that the minimum norm solution ∆v∗ is obtained by learning. ∆v∗ is
in proportion to the gradient vector of the loss,
∆v∗ ∝
∑
s
∂vf(xs,θ)es = X
Te, (36)
where e = (es). Hence,
n ·∆v∗ ∝ (Xn)T e = 0. (37)
∆v∗ is orthogonal to the null subspace N , not including the null components.
Remark 1. Mini batch stochastic gradient learning does not change the components of
the null direction included in the initial v0. Hence, the minimal solution itself is not derived by
learning. When we add a decay term in the learning equation, we have the minimal solution.
The minimal solution would have the smallest generalization error.
Remark 2. When n is large, we can show
∆vi = O
(
n2
p
)
. (38)
Hence, our theory does not hold for large n, n > O(
√
p).
Remark 3. When the target function f(x) is sufficiently smooth, as for example band
limited, ∆vi = O
(
1
p
)
would be possible for approximating f(x) within a small error ε. We
need a separate proof for this along the line of Bailey et al. (2019).
Remark 4. We have not discussed the generalization error. However, our situation of ran-
dom X would guarantee the “non-prescient” situation of double descent shown in Belkin et al.
(2019).
4 Geometric perspective
The randomly chosen vectors v0 are distributed in the space of parameters. Because of the law
of large numbers, we have
‖v0‖2 = σ2v +O
(
1
p
)
. (39)
That is, the L2 norm of random v0 is almost equal to σ
2
v . We put
σ2v = 1 (40)
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Figure 2: Projection of V to Z-axis
for simplicity. Then random v0s are uniformly distributed on the sphere V of radius 1 of which
center is the origin, having infinitesimal small deviations in the radial directions. We project
these v0s to the n-dimensional subspace S orthogonal to N . S consists of the minimum norm
solutions v∗ of
f∗ = Xv∗ (41)
for all f∗ ∈ F . We prove the following theorem, showing that the uniform distribution over V
shrinks to a Gaussian distribution with variance 1/p.
Theorem 2. The projection of the uniform distribution over V to S gives asymptotically
a Gaussian distribution with mean 0 and covariance matrix (1/p) I, where I is the identity
matrix.
Proof. We first give an intuitive explanation of the projection. We consider a (p 1)-dimensional
sphere V in Rp and project it to a 1-dimensional line S. Let z be a position on the line. Then,
the inverse image of the projection of a small line element [z, z + dz] is a slice of the sphere
orthogonal to the line, which is a (p 2)-dimensional sphere with width dz and its radius is
√
1− z2. See Fig. 2. The total mass of the sliced sphere is
(√
1− z2
)p−2
c(z)dz, (42)
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where the term c(z) is added to be responsible for the inclination of the sliced sphere and the
total volume of the sphere of radius 1. This converges to 0 when p is large except for the parts
corresponding to z ≈ 0. This shows that the projection of the (p 1)-dimensional sphere to the
line is concentrated around the origin.
We give a formal proof for the n-dimensional case. Let R be a point in the n-dimensional
S, and its radius be z. Then, the inverse image of the projection is a (p n − 1)-dimensional
sphere sliced at R (see Fig. 3), and its radius is
√
1− z2. Hence, the density q(z) of projected
mass is calculated as
q(z) = c(z)
(
1− z2) p−n−12 . (43)
We put
z2 =
ε
p
, (44)
and then
q(z) = c
{
1− ε
p
} p
ε
ε
2
= c exp
{
−ε
2
}
. (45)
Since we assume p≫ n, this gives the Gaussian distribution
q(z) = c exp
{
−pz
2
2
}
. (46)
proving that almost all random v are mapped inside a small sphere in S of radius 1/
√
p, or
more precisely 1/
√
p− n.
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For any f∗, the minimum norm solution v∗ of f∗ = Xv∗,
v∗ = XK−1f∗ (47)
sits in the (1/p)-neighborhood of the origin in the n-dimensional S. Its inverse image v∗ + n
n ∈ N covers almost all parts of V for any f∗. This is a geometrical explanation that the true
solution lies in a neighborhood of any random v0.
To summarize, Theorem 1 is based on the following two asymptotic facts (see Fig. 3):
1) The minimum optimum solution v∗ lies in (1/p)-neighborhood V ∗S of the origin of S for
all f∗ ∈ F .
2) The inverse image of the neighborhood V ∗S , that is {v∗ + n |f∗ ∈ F,n ∈ N } covers almost
all parts of V ⊂ Rp.
5 Analysis of general networks with one hidden layer
The connections wi were randomly generated and fixed in the previous linear model. We
consider here the case where both v and wi are modifiable. Small deviations of v and wi to
v +∆v and wi +∆wi give a change of function f(x,θ) as
∆f (x,v,wi) =
∑ ∂f
∂vi
∆vi +
∑ ∂f
∂wij
∆wij . (48)
We define X(1) and X(2) by
X
(1)
si =
∂f (xs)
∂vi
, (49)
X
(2)
sij =
∂f (xs)
∂wij
. (50)
where X(1) is the same as the previous X and
X
(2)
sij = viϕ
′ (usi) xsj. (51)
We use a vectorized dθ = (∆vi,∆wij)
T for denoting small deviations ∆v and ∆wi, and use
index I for denoting the components of dθ = (dθI). The extended X is
X =
[
X
(1),X(2)
]
(52)
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and
df = X∆θ. (53)
For error vector
e = f∗ − fθ, (54)
the equation to determine the deviation
∆θ = [∆v,∆wi]
T (55)
for the optimal solution θ∗ = θ +∆θ is written as
∆θ = X†e = XTK−1e, (56)
provided ∆θ is small. We evaluate the tangent kernel K = XXT in the present case.
From (52), K is decomposed as
K = K(1) +K(2), (57)
where
K
(i) = X(i)X(i)T , i = 1, 2. (58)
K
(1) is the same as the previous one (32) and K(2) is written in the component form as
K
(2)
st =
∑
i,j
v2i ϕ
′ (usi)ϕ
′ (uti)xsjxtj . (59)
In order to evaluate K
(2)
st , we remark that p pairs of variables (usi, uti) , i = 1, · · · , p, are
iid (identically and independently distributed) random variables. So the law of large numbers
guarantees that it converges to
1
p
K
(2)
st = E
[
ϕ′ (usi)ϕ
′ (uti)
]
xs · xt. (60)
We put
χ1st = E
[
ϕ′ (usi)ϕ
′ (uti)
]
, (61)
of which exact form depends on ϕ and it is calculated explicitly for various activation functions
(see e.g., Lee et al., 2019; Amari et al., 2019a,b). Then,
K
(2)
st = pχ
1
stxs · xt. (62)
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From this, we see that
K = O(p), K−1 = O
(
1
p
)
. (63)
This guarantees that ∆θI is small,
∆θI = O
(
1
p
)
, (64)
proving Theorem 1 in the present case.
6 General deep networks
For a deep network with L layers, the output functions is nested as,
f(x,θ) =
∑
viϕ
(
L
wi · L−1x
)
, (65)
l
xi = ϕ
(
l
wi · l−1x
)
, l = 1, · · · , L− 1. (66)
A small deviation of f due to small deviation ∆θ of θ =
(
v,
L
wi, · · · , 1wi
)
is
∆f =
∑
ϕ
(
L
wi ·x
)
∆vi +
∑
l,i
∂f
∂
l
wi
∆
l
wi . (67)
For vector f = (f (xs,θ)), s = 1, · · · , n, this is written as
∆f = X∆θ, (68)
where
X =
(
∂f
∂θ
)
=
[
L+1
X ,
L
X, · · · ,
1
X
]
, (69)
l
Xi =
(
∂f
∂
l
wi
)
,
L+1
X = X(1). (70)
From n training examples, we have a similar equation
∆θ = X†e = XTK−1e (71)
K = XXT =
L+1∑
l=1
l
X
l
X
T (72)
for calculating the optimal ∆θ. K is decomposed as
K =
L+1∑
l=1
l
K . (73)
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The tangent kernel K and
l
K are calculated recursively by Jacot et al. (2018) and Lee et al.
(2019). See Appendix. Since
l
K is of order p, we finally have
K = O(Lp) (74)
and
K
−1 = O
(
1
Lp
)
, (75)
proving the theorem.
Conclusions
Randomly connected over-parameterized wide networks have magical power that any target
functions are found in small neighborhoods of any random networks. By using simple models,
we have elucidated this situation, giving an elementary proof of it. This can be illustrated
from high dimensional geometry: The projection of the uniform distribution over a high-
dimensional unit sphere to a low-dimensional subspace gives a Gaussian distribution which is
sharply concentrated in a small neighborhood of the origin.
The present paper makes it clear that empirical finite samples can be well approximated near
random initialization. Its magic lies in the null directions N existing in the space of parameters.
It elucidates geometrical picture of the equivalence relation of functions originated from the
finiteness of samples. We remark that the null space N exists even when n → ∞, when the
neurons are continuously arranged to form a neural field. See Sonoda et al., 2018.
The author believes that the present geometrical method is useful not only explaining the
surprising power of random initialization for training, but also useful for elucidating the gen-
eralization errors and its relation to the neural tangent kernel. It would be possible to explain
the power of NTRF (neural tangent random feature) from geometry. see, e.g., Cao and Gu
2019.
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Appendix: Calculations of K
We follow Lee et al. (2019) for calculations of K, slightly changing notations. We put
l
J iljl−1 =
∂
∂
l−1
xjl
ϕ
(
l
w · l−1x
)
= ϕ′
(
l
uil
)
l
wiljl−1 , (76)
l
J ijl =
∑ L
J ijL−1
L−1
JjL−1 jL−2 · · ·
l+1
J jl+1jl . (77)
Then,
l
Xsi=
∑
vi
l+1
J ijl ϕ
′
(
l
usjl
)
l−1
x sjl . (78)
We evaluate the layer l part of the neural tangent kernel
l
Kst=
∑
i,l
v2i
l+1
J s
l+1
J t ϕ
′
(
l
us
)
ϕ′
(
l
ut
)
l−1
x s · l−1x t, (79)
where some suffices are omitted. We use the mean field paradigm to assume that the law of
large numbers holds. Moreover, we assume that ϕ′
(
l
wi ·x
)
has self-averaging property. We
then have
l
Kst= pE
[
l+1
J s
l+1
J t
]
E
[
ϕ′
(
l
us
)
ϕ′
(
l
ut
)]
E
[
l−1
x s · l−1x t
]
. (80)
The quantities
l
χ1st= E
[
ϕ′
(
l
us
)
ϕ′
(
l
ut
)]
(81)
can recursively be calculated.
We put
l
χ0st = E
[
ϕ
(
l
usi
)
ϕ
(
l
uti
)]
= E
[
l
xsi
l
xti
]
(82)
l
χ1st = E
[
ϕ′
(
l
usi
)
ϕ′
(
l
uti
)]
. (83)
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Then, the following recursive equations hold for the tangent kernels
l
Kst,
l
Kst= σ
2
w
(
l−1
Kst
l−1
χ1st +
l−1
χ0st
)
+ σ2b , (84)
with
1
Kst= σ
2
wxs · xt + σ2b . (85)
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