In this paper, we mainly consider the inverse problem for identifying the unknown heat source in spherical symmetric domain. We propose a truncation regularization method combined with an a posteriori regularization parameter choice rule to deal with this problem. The Hölder type convergence estimate is obtained. Numerical results are presented to illustrate the accuracy and efficiency of this method.
Introduction
Identifying the unknown heat source in a parabolic partial differential equation from the over-specified data plays an important role in applied mathematics, physics and engineering. These problems are widely encountered in the modeling of physical phenomena. A typical example is groundwater pollutant source estimation in cities with large population [] . Now many scholars have used different methods to identify various types of heat sources. In [, ] , the authors used the method of fundamental solutions and radial basis functions to identify the unknown heat source. In [, ] , the authors used the Fourier truncation method and the wavelet dual least squares method to identify the spatial variable heat source. In [] , the authors used the simplified Tikhonov method to identify the spatial variable heat source. In [, ] , the authors determined the heat source which depends on one variable in a bounded domain using the boundary-element method and an iterative algorithm. In [] , the authors identified the heat source which depends only on time variable using the Lie-group shooting method (LGSM). In [] , the authors used the truncation method based on Hermite expansion to identify the unknown source in a space fractional diffusion equation. In [] , the authors identified the point source with some point measurement data. In [] , the authors proved the existence and uniqueness for identifying the heat source which depends only on time variable. In [], the authors used the variational method to identify the heat source which has the form F(x, t). In [], the authors used the variational method to identify the heat source which has the form of F(x, t) = F(x)H(t) for the variable coefficient heat conduction equation. As far as we know, most of the researches on heat source identification problem mainly concentrated on onedimensional case. But for a high dimensional case, there are few research results. In [], the authors used the spectral method to identify the heat source in a columnar symmetric domain. In [] , the authors used the spectral method to identify the heat source in a spherically symmetric parabolic equation. But the regularization parameters is selected by the a priori rule. There is a defect for any a priori method, i.e., the a priori choice of the regularization parameter depends seriously on the a priori bound E of the unknown solution. However, the a priori bound E cannot be known exactly in practice, and working with a wrong constant E may lead to a badly regularized solution. In this paper, we not only give the a posteriori choice of the regularization parameter which depends only on the measurable data, but also we give some different examples to compare the effectiveness between the posterior choice rule and the priori choice rule. Moreover, we find the truncation regularization method is better than the other regularization methods, such as Tikhonov regularization and the quasi-boundary value regularization method for solving this problem. To the best of the authors' knowledge, there are few papers to choose the regularization parameter under the a posteriori rule for this problem.
In this paper, we consider the following heat source identification problem in spherical symmetric domain:
where r  is the radius, f (r) is the unknown heat source. Our purpose is to identify f (r) from the additional data u(r, T) = ϕ(r). Since the data ϕ(r) is based on (physical) observation, there must be measurement errors, and we assume the measured data function
, and it satisfies
where δ >  is the measurable error level. Using the separation variable method, we get the solution of problem () as follows:
where ψ n (r) defined as follows are the characteristic functions:
. f n is the Fourier coefficient of f (r), which is defined by
Due to the mean value theorem of integrals, we obtain
It is easy to see that K is a linear compact operator, and the singular values
we cannot expect it has the same decay rate in
. Thus the problem () is illposed. It is impossible to solve this problem using a classical method. We will use the truncated regularization method to deal with the ill-posed problem. Before doing that, we impose an a priori bound on the unknown heat source, i.e.,
where E >  is a constant and · H p (,π ) denotes the norm in Sobolev space which is defined as follows:
This paper is organized as follows. In Section , under the a posteriori parameter choice rule, we give the convergence error estimate. In Section , three numerical examples are used to verify the effectiveness for the proposed method. In Section , the conclusion of this paper is given.
Main result
From (), we define
as the regularized solution of (), where
is the Fourier coefficient of ϕ δ (r). Due to the discrepancy principle, we consider an a posteriori regularization parameter choice rule as follows:
According to the following lemma, we know there exists an unique solution for ().
where c  , c  are constants.
Lemma  Assume conditions () and () hold. N is taken as the solution of (). Then we have
where
Proof Using (), we have
On the other hand,
Thus
This completes the proof of Lemma .
Lemma  If the regularized solution is given by (), we have
Proof Due to (), we obtain
This completes the proof of Lemma .
Lemma  Suppose conditions () and () hold. f (r) given by () is the exact solution of (), then we obtain
where c  := c
This completes the proof of Lemma . Now we give the convergent error estimate between the exact solution and the regularized solution.
Theorem  f (r) given by () is the exact solution of (), f δ

N given by () is the regularized solution of (). The regularization parameter is given by (). So we have
Proof Using the triangle inequality, () and (), we have
This completes the proof of Theorem .
Numerical experiments
In this section, three numerical examples are used to illustrate the usefulness of proposed method. Moreover, the comparisons of numerical effectiveness between the a posteriori parameter choice () and the a priori parameter choice rule which is obtained by N = [] are also considered. The measurable data is given as follows:
The total noise level δ can be measured in the sense of the root mean square error (RMSE)
as follows:
To show the accuracy of numerical solution, the approximate L  error is computed as follows:
and the approximate relative error in L  norm is denoted by
It is difficult to find an exact solution for problem () in our numerical experiment. We first give the heat source f (r) and solve the following direct problem:
Then we use u(r, T) = ϕ(r) and () to obtain the exact data ϕ(r) and the noise data ϕ δ (r),
respectively. Finally, we solve the inverse problem to obtain the regularization solution
In the following three numerical examples, we take T =  and r  = π .
Example  Consider a smooth heat source: f (r) = r sin r.
Example  Consider a piecewise smooth heat source:
Example  Consider the following discontinuous function:
Firstly, we use Examples  and Examples  to compare the numerical effects among the truncate regularization method, the Tikhonov regularization method and quasi-boundary value regularization method under the a posteriori choice rule. The numerical results is shown in Tables  and . The Tikhonov regularization solution of problem () is given as follows:
where  < α <  is the regularization parameter.
Through modifying the final value condition u(r, T) = ϕ(r), we solve the following problem:
where μ is the regularization parameter. Then we obtain the quasi-boundary value solution of problem () as follows:
Tables  and  gives the comparisons of the numerical results of the truncate regularization method, the Tikhonov regularization method and the quasi-boundary regularization method under the a posteriori choice rule for different ε. From Tables  and , we can see that the effectiveness of the truncate regularization method in the present paper is better than the other regularization methods. Figure  shows the comparisons between the exact solution and its computed approximation with different noise levels for Examples . Figure  shows the comparisons between the exact solution and its computed approximation with different noise levels for Examples . Figure  indicates the comparisons between the exact solution and its computed approximation with different noise levels for Examples . From Figures -, we can find that the smaller ε, the better the computed approximation is. Moreover, we can also see that the a posteriori parameter choice also works well. 
Conclusion
Using the Morozov discrepancy principle, we obtain an a posteriori parameter choice rule which only depends on the measured data. Under the a posteriori choices of the regularization parameter, the Hölder type error estimate which is order optimal is obtained. Meanwhile, several numerical examples verify the efficiency and accuracy of this method.
