Abstract: When estimating the treatment effect in an observational study, we use a semiparametric locally efficient dimension reduction approach to assess both the treatment assignment mechanism and the average responses in both treated and nontreated groups. We then integrate all results through imputation, inverse probability weighting and doubly robust augmentation estimators. Doubly robust estimators are locally efficient while imputation estimators are super-efficient when the response models are correct. To take advantage of both procedures, we introduce a shrinkage estimator to automatically combine the two, which retains the double robustness property while improving on the variance when the response model is correct. We demonstrate the performance of these estimators through simulated experiments and a real dataset concerning the effect of maternal smoking on baby birth weight.
Introduction
Dimension reduction is a major methodological issue that must be tackled in modern observational studies where the interest lies in the estimation of the causal effect of a nonrandomized treatment. This is due to the increasing availability of health and administrative registers, giving access to high-dimensional pre-treatment information sets which can help identifying causal effects of interest. This paper introduces and studies estimators of average causal effect of a binary treatment using semi-parametric sufficient dimension reduction methods.
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Dimension reduction for feasible nonparametric and semiparametric causal inference has only recently been formalized, with most contributions focusing on covariate selection, i.e. methods to pick up which covariates are actual confounders that need to be controlled for, see, e.g., Gruber & van der Laan (2010) , de Luna et al. (2011 ), Farrell (2015 , Shortreed & Ertefaie (2017) . Dimension reduction must consider nuisance conditional models; the probability of treatment given the covariates (propensity score), and models for the two potential responses (i.e. responses under two possible levels of a binary treatment) given the covariates (de Luna et al. 2011) . Sufficient dimension reduction (Li 1991 , Li & Duan 1991 , Cook 1998 , Xia et al. 2002 , Xia 2007 , Ma & Zhu 2012 constitutes an alternative to covariate selection which has the advantage that it can, not only consider covariates in isolation as confounders, but also accomodate linear combinations of the whole covariate In this paper we take a general approach to the estimation of average causal effect.
We first use efficient semiparametric sufficient dimension reduction methods (Ma & Zhu 2013 , 2014 in all nuisance models explaining the potential responses and the treatment assignment, and then combine these into classical imputation (IMP) and inverse probability weighting (IPW) estimators. While our semiparametric sufficient dimension reduction modelling is very flexible, nuisance models may still be misspecified and thus a double robust estimator (augmented inverse probability weighting estimator) is also considered which allows for the misspecification of one of the nuisance model. The augmented inverse probability weighting (AIPW) estimator is locally efficient, in the sense that it reaches efficiency at the true nuisance models, while the imputation estimator is super-efficient in the sense that if the true response model is known then this knowledge yields a lower asymptotic efficiency bound than the AIPW estimator may reach (Tan 2007) . We therefore propose a novel estimator shrinking the imputation and AIPW estimators towards each other. The shrinkage estimator is also double robust. It is asymptotically equivalent to the AIPW estimator if the response model is misspecified, and if all nuisance models are correctly specified it shrinks towards the imputation estimator which is more efficient than AIPW in this case.
In general, it generates an estimator that has no larger variability than both AIPW and IMP.
Model and Dimension Reduction
Let Y T be the treatment response under treatment T , where T " 1 if the treatment of interest is applied and T " 0 if some alternative treatment, for example, placebo or no treatment is applied. Let X P R p be the set of pre-treatment covariates. We observe a random sample tX i , T i , Y 1i T i`Y0i p1´T i qu, for i " 1, . . . , n. In particular, Y ti is observed only for unit i such that T i " t, and are therefore called potential responses. Our goal is to estimate the average causal effect of the treatment, here D " EpY 1´Y0 q. We assume 0 ă prpT " 1 | Y 0 , Y 1 , Xq " prpT " 1 | Xq ă 1 throughout. This assumption is often called strong ignorability of the treatment assignment, and yields identification of the parameter D under the above sampling scheme (e.g., Rosenbaum & Rubin 1983) .
We now describe flexible dimension reduction structures that will be combined into different semiparametric estimators for D. First, the treatment assignment probability, also called propensity score in the literature, can be modelled as prpT " 1 | X " xq " e ηpα T xq {t1`e ηpα T xq u,
where ηp¨q is an unknown function, smooth and bounded from both above and below to guarantee the propensity is strictly in p0, 1q, and α is an unknown index vector or matrix with dimension pˆd α , p ą d α .
Further, we model Y 1 given X " x using a flexible dimension reduction model
where Ep 1 | xq " 0. Similarly, we model Y 0 given X " x via
where Ep 0 | xq " 0. Here, m 1 p¨q, m 0 p¨q are unknown functions, and β 1 , β 0 are unknown index vectors or matrices with dimension pˆd 1 and pˆd 0 respectively, for
The models (1), (2) and (3) separately describe the probability of receiving treatment and the mean potential responses without imposing any relation between these models.
Hence, based on each of the three models, we can estimate the corresponding unknown parameters and unknown functions involved in the models separately using a random sample.
We can then combine these estimators in various ways to estimate the treatment effect
Estimation of Response Models
We first consider (2). Because of the ignorability of the treatment assignment assumption, the subset of the sample that are treated indeed form a random sample to fit model (2).
Thus, we can directly implement the semiparametric method of Ma & Zhu (2014) for the estimation of both β 1 and m 1 p¨q, based on the subset of the data with T i " 1. For identifiability reason, we adopt the parameterization of Ma & Zhu (2014) and fix the upper d 1ˆd1 submatrix of β 1 as the identity matrix and leave the lower pp´d 1 qˆd 1 submatrix arbitrary.
The locally efficient estimator of β 1 is thus obtained from solving
where the Nadaraya-Watson kernel estimator is used to obtain p EpX L | β where n 1 " ř n i"1 T i , veclpβ 1 q is the vector formed by the lower pp´d 1 qˆd 1 submatrix of β 1 , and
Similar analysis can be used to estimate β 0 and m 0 , using the subset of the dataset corresponding to T i " 0. Then implementing Theorem 1 from Ma & Zhu (2014) , the asymptotic behavior of the efficient estimator p β 0 is given by
where n 0 " n´n 1 , and
When the mean function models are correct, the meaning of β 1 , β 0 , m 1 and m 0 is easy to understand. When the models are incorrect, as we shall allow in the sequel, we can understand β 1 , β 0 , m 1 and m 0 as quantities that satisfy
where m 1 pβ
Estimation of Propensity Score Model
The estimation of α, η was also studied in the literature (Liu et al. 2016 , Ma & Zhu 2013 ), hence we directly write out the five step algorithm here for completeness of the content and clarity.
Step 1. Form the Nadaraya-Watson estimator of
Step 2. Solve
Then using Lemma 2 from Liu et al. (2016) , we have
When the propensity score model is correct, the meaning of α and η is clear. When the model is incorrect, as we shall allow in the sequel, α and η are the quantities that satisfy
Average Causal Effect: Estimators and Properties
We are now ready to propose several estimators for estimating the average treatment effect, based on the semiparametric modeling and estimators described in Section 2. These propositions all take advantage of existing methods in missing at random problems, including imputation and weighting, hence they inherit the properties expected. We also introduce a novel shrinkage estimator combining imputation and weighting, with an optimal property. Let y i " t i y 1i`p 1´t i qy 0i be the observed response value.
Imputation Estimators
First we consider estimating the average causal effect using an imputation approach, first proposed in the context of missing data (Rubin 1978b) . The imputation approach we take here is semiparametric in a spirit similar to the nonparametric imputation (Wang et al. 2012 ). Specifically, we construct
and then form the imputation estimator IMP as p
We further consider an alternative imputation estimator which uses the model predicted values while ignoring the observed responses even when they are available. Specifically, we still form p D IMP2 " p EpY 1 q´p EpY 0 q for the treatment effect, while using
to obtain the imputation estimator IMP2. The latter is sometimes named outcome regression estimator, see for example Tan (2007) .
3.2 (Augmented) Inverse Probability Weighting Estimators Robins et al. (1994) proposed a class of semiparametric estimators based on inverse probability weighted (IPW) estimating equations, borrowing the idea of Horvitz & Thompson (1952) in the survey sampling literature. Later Liu et al. (2016) implemented the IPW estimator with semiparametric modeling to assess the propensity score function. Following this procedure, the IPW estimator consists in constructing
and then form the estimate of the average causal effect p
If at least one of the mean function models, m 1 p¨q and m 0 p¨q, is incorrectly specified, the IMP and IMP2 estimators will be inconsistent. Similarly if ηp¨q is incorrectly specified IPW is not consistent. Because of this, we have used more flexible semiparametric dimension reduction models instead of fully parametric models. However, this lowers, but does not completely eliminate, the chance of model misspecification. Thus, protection from either misspecification via the doubly robust estimator (Robins et al. 1994 ) is still desired. This leads to the augmented inverse probability weighting estimator (AIPW), which has the property of consistency when either the mean models are correctly specified or the propensity score model is correctly specified. The estimate of average causal effect is still p D AIPW " p EpY 1 q´p EpY 0 q, where now
) .
An improved version of the AIPW estimator was proposed in Robins et al. (1995) , which provides extra protection against deteriorated estimation variability. Based on this idea, Tan (2006) later developed a nonparametric likelihood estimator. Adopting this idea in the treatment effect estimation framework, we construct the estimator
and estimate the average causal effect by p
The Shrinkage Estimator
The ideas of imputation and weighting are quite different and each has its own advantage and drawback. For example, when the treatment mean models m 1 pβ both the mean models and the propensity models are incorrect, then neither methods will provide consistent estimation. In applications, we typically do not know which scenario we are in, hence it is hard to determine whether IMP methods or AIPW methods are beneficial to use. Because of this situation, in order to take advantage of both methods, we use the idea of shrinkage estimator (Mukherjee & Chatterjee 2008) to construct a weighted average between IMP and AIPW.
The general observation is that if IMP is consistent, then AIPW is also automatically consistent, but not the other way round. However, it is not generally clear which estimator is more efficient. We construct the following shrinkage estimator:
and let covt
and form the shrinkage estimator
where we replace v AIPW , v IMP , v AI with their estimated version. We can see that this construction has the property that when IMP is inconsistent while AIPW is consistent, w Ñ 1 and we essentially obtain AIPW, i.e. the shrinkage estimator is double robust. On the other hand, when both estimators are consistent,
in probability, which yields the optimal combination of the two estimators in terms of the final estimation variability. Of course when both estimators are inconsistent, the weighted average is still inconsistent.
To construct the shrinkage estimator described above, we derived the asymptotic variances and covariances of the estimators in Section 3.4. Note that one may also choose to shrink IMP2 and AIPW or any of the two versions of the imputation estimator with the improved AIPW in a similar fashion.
Asymptotic properties of the treatment effect estimators
In this section, we discuss the asymptotic properties of the average treatment effect estimators introduced. These properties are developed under the following conditions:
C1 The univariate mth order kernel function Kp¨q is symmetric, Lipschitz continuous on its support r´1, 1s, which satisfies
C2
The bandwidths satisfy nh 2m Ñ 0, nh 2d Ñ 8.
C3
The probability density functions of β
nd f`α T x˘with an abuse of notation, are bounded away from 0 and 8.
Let the true average causal effect be D " EpY 1´Y0 q. Then we have the following results.
Theorem 3.1. Under the regularity conditions C1-C3, when n Ñ 8, the IMP estimator 
where B 1 and B 0 are defined in (8) and (10), respectively.
Theorem 3.2. Under the regularity conditions C1-C3, when n Ñ 8, the IMP2 estimator 
Theorem 3.3. Under the regularity conditions C1-C3, when n Ñ 8, the IPW estimator 
where B is defined in (12).
Theorem 3.4. Under the regularity conditions C1-C3, when n Ñ 8, the AIPW estimator
where
Note that C 1 , C 0 , D 1 and D 0 will degenerate to zero if the relevant model is correct. Then
have mean zero, it is straightforward to show that the improved AIPW estimator has the same asymptotic expansion as the AIPW estimator when all three models are correct. Thus, despite their different finite sample performance, the expansion in (16) also applies to the improved AIPW estimator. Thus the following result holds.
Theorem 3.5. Under the regularity conditions C1-C3 and assuming all models are correct, then when n Ñ 8, the improved AIPW estimator p 
When p D IM P is not consistent due to misspecification of at least one of the treatment mean models m 1 p¨q and m 0 p¨q, w Ñ 1, thus
Simulation Study
We conducted a simulation study to compare the performance of the estimators discussed in Section 3. We used sample size n " 1000 and covariate dimension p " 6 with 1000
replicates. Specifically, the covariate vector X " pX 1 , . . . , X 6 q T is generated as follows. X 1 and X 2 are generated independently from N p1, 1q and N p0, 1q distribution, respectively.
We let X 4 " 0.015X 1`u1 , where u 1 is uniformly distributed in p´0.5, 0.5q. Then X 3 and X 5 are generated independently from the Bernoulli distribution with success probabilities 0.5`0.05X 2 and 0.4`0.2X 4 , respectively. We let X 6 " 0.04X 2`0 .15X 3`0 .05X 4`u2 , where u 2 " N p0, 1q. We set β 1 " p1,´1, 1,´2,´1.5, 0.5q 
Study 1
Our first study is designed to study the estimators when the response and propensity score models are correctly specified. We generated the response variables based on Y 1 " 0.7pβ
Here 1 and 0 are normally distributed with mean zero and variances 0.5 and 0.2 respectively. We let further ηpα
Thus, the treatment indicator T is generated from the logistic model prpT " 1|Xq "
We implemented the six estimators described in Section 3. In both the nonparametric estimation of ηp¨q and of the mean functions m 1 p¨q and m 0 p¨q, we used local linear regression with Epanechnikov kernel and the bandwidth was chosen to be cσn´1 {5 , where σ 2 is the estimated variances of the corresponding indices, while c is a constant ranging from 0.1 to 3.5. When extrapolation was needed, the local linear fit at the boundary of the support was extrapolated. For comparison, we also computed
q as the naive sample average estimator.
From the results summarized in Figure 1 and Table 1 , we can see that the naive estimator is obviously severely biased. As expected all six methods yield small bias, while IMP2 and IPW provide the smallest and largest variability and mean squared error (MSE)
respectively. The estimator shrinking IMP with AIPW improves slightly on the latter with respect to variability and MSE. The estimated standard deviation (based on the asymptotic developments) match fairly well the empirical variability of the estimators.
Study 2
The second study is designed to compare the performance of the estimators when the mean functions m 1 p¨q and m 0 p¨q are misspecified. We kept the data generation procedure identical to that of Study 1, except that we generated the response variables based on the models Y 1 " From the results in Figure 2 and Table 2 , we can see that the IMP and IMP2 estimators are biased along with the severely biased naive estimator, while IPW, AIPW, IAIPW and Shrinkage methods yield small bias, even when m 1 p¨q and m 0 p¨q are misspecified as expected.
Though IMP is biased, it provides the smallest variability, while IPW yields the largest variability. Here the shrinkage estimator combining IMP and AIPW is able to downweight IMP and inherit lower bias and variability from AIPW. Again estimated standard deviations matches the empirical variability of the estimators.
Study 3
In a third simulation study, we compare the performance of different estimators when the model of the propensity score function is misspecified. We followed the same data generation procedure as in Section 4.1, but the true function inside the logistic link here is ηpα T xq "
.5u, where γ " p1, 0.5,´1, 0.5,´1,´3q T . So ηp¨q is no longer a function of a single index. The treatment indicator T is generated from
.5us 1`exprpα T xq`0.45{tpγ T xq 2`0 .5us .
In implementing the six estimators described in Section 3, we considered ηp¨q as a function of α T x only, thus the propensity score used in estimating the average causal effect was misspecified. Furthermore, we used the same nonparametric approach as in Study 1 and 2
to estimate m 1 p¨q, m 0 p¨q and ηp¨q.
The results in Figure 3 and Table 3 show that except for the naive estimator, which is significantly biased, all the six estimators yield small biases. While the small biases of IMP, IMP2, AIPW, IAIPW and the shrinkage estimator are within our expectation, the good performance of IPW is more than what the theory guarantees. Here IMP2 has smallest variability and MSE while IPW performs worst. As in Study 1 both IMP and AIPW are consistent in this design and the shrinkage estimator is again as good as AIPW. By construction, we expect the shrinkage estimator to have lower variability in this situation.
This does not show here, probably due to the difficulty in having precise estimates of the asymptotic variances used to compute the shrinkage weight. On the other hand, the variance estimates are sufficiently good to yield satisfactory empirical coverages for the confidence intervals constructed.
Study 4
In this last study we consider the scenario where all models, m 1 p¨q, m 0 p¨q and ηp¨q are misspecified. Here the covariate X is generated as in previous studies, the response variables Y 1 and Y 0 are generated as in Section 4.2 and the treatment assignment as described in Section 4.3. While implementing the estimators described in Section 3, we still treated m 1 p¨q, m 0 p¨q and ηp¨q as functions of β T 1 x, β T 0 x and α T x respectively and used the same nonparametric estimation procedure as in earlier sections.
From Figure 4 and Table 4 , we can see that due to misspecification of the mean function models, IMP and IMP2 estimators are biased along with the naive estimator. Like in Study 3, although ηp¨q is misspecified, IPW estimator yields quite small bias. Consequently, AIPW, IAIPW and the Shrinkage estimators are also not significantly influenced by the misspecification of response models and the propensity score model. IMP2 and IMP have lowest variability followed by IAIPW and AIPW, and IPW has the largest variance as in earlier cases. Because IMP has much larger bias than AIPW, the shrinkage estimator mimics AIPW as the theory predicts.
Data Analysis
We now apply the methods presented to estimate the average causal effect of maternal smoking during pregnancy on birth weight. The data consist of birth weight (in grams)
of 4642 singleton births in Pennsylvania, USA (Almond et al. 2005) , for which several covariates are observed: mother's age, mother's marital status, an indicator variable for alcohol consumption during pregnancy, an indicator variable of previous birth in which the infant died, mother's medication, father's education, number of prenatal care visits, months since last birth, mother's race and an indicator variable of first born child. The data set also contains the maternal smoking habit during pregnancy and we treat it as our treatment, T i (1=Smoking, 0= Non-Smoking). This dataset was first used by Almond et al. (2005) for studying the economic cost of low brith weights on the society, and was further analyzed in Cattaneo (2010) and Liu et al. (2016) . The dataset can be found on http://www.stata-press.com/data/r13/cattaneo2.dta.
Among the 4642 observations, 864 had smoking mothers (T " 1) and 3778 non-smoking (T " 0). The naive estimator (without covariate adjustment) yields an effect of -275 grams.
We used local linear regression with Epanechnikov kernel in the nonparametric estimation of the propensity score function, ηp¨q and the nonparametric estimation of the mean functions m 1 p¨q and m 0 p¨q, where the bandwidth was selected to be cσn´1 {5 , σ 2 is the estimated variance of the corresponding indices and c is a constant. In our analysis, we find that the results are not very sensitive to the value of c, for example, when we vary c from from 0.1 to 95, the results hardly change. Applying the six estimators studied in Section 3 yields estimated effects of smoking within the range of -259 to -296 gr. These are displayed in Table 5 , together with the estimated standard deviations and the 95% confidence intervals.
IPW stands out with an estimated effect larger than the naive value, and this is due to some observations with propensity scores close to zero, leading to very large weights, thereby also the much larger standard error of IPW. Overall, there is evidence that smoking results in lower birth weight given the assumption that we have observed all confounders.
Discussion
We have introduced feasible and robust estimators of average causal effect of a non-randomized treatment. Nuisance models are fitted through semiparametric sufficient dimension reduction methods. Further, parameter estimation in these nuisance models is locally efficient which is important when combined with IPW and IMP estimators. AIPW estimators are efficient and their asymptotic distribution does not depend on the fit of the nuisance parameters as long as the nuisance models are well specified and estimation is consistent (e.g., Farrell 2015, Belloni et al. 2014 ). The proposed shrinkage estimator combines AIPW and IMP by improving on efficiency when the nuisance model for the response is correctly specified. When the latter model is misspecified the shrinkage estimator is asymptotically equivalent to AIPW and nothing is lost eventually. Numerical experiments show that the shrinkage estimator is at least as performant as AIPW although no improvement could be observed over AIPW with well specified response models, maybe due to not precise enough weights estimates obtained with the sample size considered. As is the case for IMP, the shrinkage estimator is super-efficient and its asymptotic inference is not expected to be uniform. 
Appendix
A.1 Proof of IPW Properties
Inserting (13), we have that
In addition, using (17) and Condition C2 and C3,
We thus obtain
Similarly,
We further have that
In addition, using (17) and Conditon C2 and C3,
Combining the results of p EpY 1 q and p EpY 0 q, we get
A.2 Proof of Properties of AIPW
Combining the above results, we get
A.3 Proof of Properties of IMP
Using similar analysis as before, we get
On the other hand,
We have that
Now combining the results regarding p EpY 1 q and p EpY 0 q, we get
A.4 Proof of Properties of IMP2
Combining the above results, we get 
