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First of all, we thank all the Discussants and the four Referees for their contribution. They helped us to clarify some of the features of the methodology and to answer questions we had in writing the paper; they also stimulated us to consider new interesting issues. All Discussants mention additional important applications, including interesting examples in areas like language processing, psychology, and finance. Their contribution strengthen our original message about the mathematical and analytical flexibility of the proposed Latent Markov (LM) framework, and especially about the usefulness in many areas of application in which LM models can be seen to arise as observation-driven models (Cox, 1981) . Furthermore, their comments confirm that generalizations of current LM models can often be directly obtained with minor adjustments to inference.
In the following we comment on some of the issues raised by the Discussants.
Böckenhold and McShane mention a very interesting and parsimonious extension of the first-order model, which can also include non-memoryless holding times. This is potentially very interesting as in many cases persistency in latent states is stronger than the model predicts, and related to the literature on semi-Markov models and hidden semi-Markov models, which are also mentioned by Visser and Speekenbrink.
Pass, Visser, Speekenbrink, Böckenhold and McShane mention continuoustime extensions of the LM framework. This is another very interesting approach. Despite this, to our knowledge the strategies for obtaining maximum likelihood estimates still need improvement and estimates obtained through available statistical packages may be sub-optimal (i.e., the estimation algorithm can be easily trapped into a local optimum of the likelihood function). When time intervals between measurements are random and informative, we believe continuous-time LM models represent the only option. On the other hand, when measurements are irregularly spaced at either fixed or non-informative times, we often find easier to include the subject-specific times between measurement occasions as a covariate affecting the latent distribution.
Another important issue raised by Paas and Bianconcini is that of the choice of the number of latent states, and of the possible explosion of the number of parameters when the true underlying distribution is actually continuous. We have three additional points, besides those discussed in the main paper, on this still open problem. First, a careful tuning and selection of the number of latent states is needed only when the latent distribution is the primary interest for the analysis. On the other hand, when one is using random effects mostly to remove bias arising from unobserved heterogeneity, but main interest is in the manifest distribution, a careful calibration is not crucial. In many cases the manifest estimates will be stable, leading to the same conclusions, for k above a certain value. Second, even continuous latent distributions are usually well approximated with a small number of latent states. This is testified by the goodness of fit of models with small k. Third, when the true underlying distribution is so complex that the actual number of states is large, also commonly used parametric random effects assumptions fail. Fortunately, in our experience this situation is not very common in applications.
As discussed by Bianconcini, temporal and cross-sectional dependence may in many applications be so complex that a single subject-time specific intercept might be restrictive. A simple example is that of repeated measurements on subjects that are also clustered (e.g., in schools). In these cases one can rely on mixed LM models (van de Pol and Langeheine, 1990; Altman, 2007) , in which time-dependent random intercepts and item-specific (time-constant) random intercepts are simultaneously included in the model; see also Bartolucci et al (2011) . In our experience, these methods are effective but may become cumbersome when a large number of random effects are used, leaving space for improvement of the inferential procedures.
Finally, we would like to thank Visser and Speekenbrink for pointing out the connections with the hidden Markov model and for the Miller (1952) reference. Some features of interest on this topic have also been developed in a 2004 Univeristà di Firenze Ph.D. thesis by F. Pennoni recently published as Pennoni (2014) .
