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This paper is devoted to the proof of certain results on conditional diffusions. By 
using the kIalliavin calculus of variations, it is shown that, under minimal 
conditions on the vectors fields which define a two component diffusion (x,, z,) and 
their Lie brackets, a.s., for any r> 0, the conditional law of x, (t > 0), given 
d(z,, s < 7) has a Cm density. 
L’objet de cet article est de dernontrer des risultats sur la structure des 
diffusions conditionnelles. 
Considerons le systeme d’equations differentielles stochastiques: 
dx = x0(X, Z) dt + 2 Xi(X, Z) dw’ + 2 T~(x, z)(d$’ + lj(x, z) dt), 
i=l .i= 1 
dz = Z,(z) dt + 5 Zj(z)(d$ + fj(x, z) dt), 
j=l 
Z(O) = zo 9 
(0.1) 
($J w= (w’ . . . wm) et w = (G’,..., 14~) sont des mouvements browniens 
independants, ou X,(x, z),..., X,(x, z), 2,(x, z) .a- ~Jx, z), Z,(z) 1-e Z,(z) 
sont des champs de vecteurs suffkamment reguliers et Z’(x, z) ... Id(x, z) sont 
des fonctions suffisamment regulikes. 
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Darts (O.l), X, E R” represente l’etat du systeme, et z1 E Rp est I’obser- 
vation. 
En utilisant les d&integrations regulieres de mesures de Schwartz [ 171, on 
sait qu’il est possible de construire un processus continu ri i valeurs dans 
l’espace l7” des mesures de probabiliti sur p(lR+; R”) tel que pour tout T, z$, 
est la loi conditionnelle de x relativement i la tribu A?(z,, s ,< T)+. 
Dans cet article, nous allons chercher a realiser certains objectifs bnonces 
dans le livre de Stratonovitch 1221, en etudiant aussi completement que 
possible le processus rt. Les principales questions auxquelles nous 
rtpondrons sont les suivantes: 
1. lhde de la rkgularite’ des lois de x1 pour la mesure FT 
Pour une diffusion classique, on dispose en principle de trois techniques 
pour etudier la regularite de la solution fondamentale de l’equation de 
Fokker-Planck associee : 
(a) Dans le cas elliptique, on peut utiliser les resultats classiques sur 
les equations aux d&-ivies partielles elliptiques du second ordre et leurs 
extensions analytiques et probabilistes (voir par exemple Stroock et 
Varadhan [24]). 
(b) Dans le cas hypoelliptique, on peut aussi utiliser le Theoreme de 
Hormander [ 1 I ] qui donne des conditions de rang sur les vecteurs engen- 
drant la diffusion et leurs crochets de Lie pour que la solution fondamentale 
soit reguliere. 
(c) Dans le cas hypoelliptique, les techniques de calcul des variations 
stochastique developpees par Malliavin dans deux articles fondamentaux [ 14, 
151 donnent une autre technique pour resoudre le probleme de regularite 
sous les hypotheses de (b). 
Dans [18, 191, Michel a utilise la presentation de Stroock [23] du calcul 
de Malliavin pour obtenir des conditions sous lesquelles p.s., pour tout T, la 
loi de xT pour z+ est donnee par une densite suffrsamment reguliere. On 
considere en effet I’operateur d’ornstein-Uhlenbeck 6Z’ qui opere comme 
operateur auto-adjoint sur l’espace des variables allatoires de carre 
integrable qui sont w-mesurables et on I’etend comme operateur auto-adjoint 
a l’espace L, tout entier. La difftculti technique essentielle est alors de 
montrer que certaines intlgrales stochastiques relativement a $ sont dans le 
domaine de CZ. On obtient alors dans [ 18, 191 une formule d’integration par 
parties conditionnelle. 
Une approche differente du calcul de Malliavin a Cte proposee par Bismut 
dans [4, 51. Elle repose essentiellement sur une utilisation adequate de la 
formule de Girsanov [24] qui permet d’obtenir de man&e directe les 
176 BISMUT ET MICHEL 
formules d’integration par parties. Cette technique est etroitement lice a des 
resultats de representation de martingales de Haussmann [lo]. 
Dans les sections 1 et 2 de ce travail, on utilise les techniques de Bismut 
[4, 5 ] pour obtenir une formule d’inttgration par parties conditionnelle et des 
resultats de regularite pour les lois de x, pour rc. Cette formule s’obtient 
comme une consequence immediate de la formule gentrale d’integration par 
parties non conditionnelle, l’observation apparaissant comme un parametre 
fixe pendant tout le calcul. 
En utilisant un resultat de Malliavin 115 ] et Ikeda et Watanabe 1121 sous 
une forme un peu moditiee, on montre en particulier au Theoreme 2.13 que si 
le sous-espace vectoriel de R” engendrt par (Xl&,, z,,), 0) . Se (Xm(xo, zO), 0) 
et tous les crochets de Lie au point (x0, z,,) de (X, , 0) ... (X, , 0), 
(x,, 2,) .a. (Xd, Z,) ou apparait au moins une fois l’un des champs 
(X,, 0) ... (X,, 0) est egal a R” tout entier, alors p.s., pour tout T > 0, t > 0, 
la loi de x, pour I$ est de la forme q:.,(x) dx ou q;,,(x) est continue en 
(t, T, x), C” en x a derivees en x continues en (t, T, x). 
La condition don&e est probablement la “meilleure.” En effet dans le 
cas-sans interet “pratique’‘-oti I’ = ..a I* = 0 et oti les filtrations 
engendrles par z et 6 sont identiques, conditionner par z, (0 < s < YJ revient 
a geler “3, (0 < s ,< 7) et z, (0 <s < 7’). Heuristiquement xt est alors une 
diffusion generalisee (ce n’est en general pas une semi-martingale!); le “drift” 
est X,(x, z) + J$:=, xj(x, z)(dG/dt) et le terme de diffusion s’ecrit 
EYE, XJX, z) dw’. On voit alors que la condition est une extension 
“naturelle” de l’hypothese de Hormander [ 111 pour le cas non conditionne. 
Pour mieux comprendre la nature probabiliste du resultat, considerons le 
systeme (0.1) avec X, = X, ... = X, = 0, 1’ = I2 ..a I* = 0. En utilisant les 
resultats de Malliavin [ 141 et Bismut [l-3 1, si 3 est la trajectoire de 6, on 
peut associer a ce systeme un flot continu de diffeomorphismes ~~(6, e). Si 
y, = (xt, z,) est solution de (0. 1 ), on montre, en utilisant la formule de Ito et 
Stratanovitch generalisee de Bismut [l-3] que si J, = v/,-‘(G, y,), alors j, est 
une diffusion telle que 
dJ7= (ly/:-‘(6, .)Y,)(y,) dw’ 
m) = (x0, &I)> oti Yi=(Xi,O), l<i<m. 
(0.2) 
En tixant (3, on obtient ainsi une equation differentielle stochastique 
classique oti le seul alea est w = (w.). 
(a) Dans le cas partiellement elliptique, i.e., si X,(x,, z,,) .. . X,Jx,,, zO) 
engendrent tout R”, on peut appliquer a (0.2) les rtsultats de Malliavin [ 151 
ou des resultats classiques sur les equations elliptiques pour obtenir un 
resultat du type du Thtoreme 2.13 dans le cas ou 1’ = . +. I* = 0. 
(b) Dans le cas general ou l’hypothese du Theoreme 2.13 est verifiee, 
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la dependance en t des champs (u/T-‘(&,.Y,)) est essentielle, et la structure 
probabiliste de l’observation z devient cruciale. On ne peut done plus utiliser 
de resultats “classiques” meme dans le cas oti I’ = . .. = Id = O! 
Notons que si les champs 
commutent, la construction du flot v.(G, ,) devient essentiellement non 
probabiliste par les resultats de Doss [S] et Sussmann [25], et la formule 
(0.2) est aussi de caractke non probabiliste (voir Davis (61, Eliott et 
Kohlmann [ 91). 
Dans [20, 2 1 ] Pardoux a utilise des equations aux derivees partielles 
stochastiques pour etudier le probleme de regularitt des lois conditionnelles. 
11 etudie en effet dans le cas partiellement elliptique l’equation du filtrage, qui 
est une equation aux derivees partielles stochastique. La partie stochastique 
de l’bquation est traitee comme une perturbation du premier ordre dans une 
equation parabolique en temps et elliptique en espace. Quand la loi d’entree 
de x a une densite, il montre que la loi de xT pour r; est sufftsamment 
reguliere. Pour etudier la loi de x1 (0 < t < 7) pour rl,, il resoud une equation 
differentielle stochastique backward [21] et montre que pour tout T, p.s. la 
loi de xI pour tiT a une densite reguliere. Nous ameliorons done les resultats 
de Pardoux sur trois points. 
(a) Nous n’avons pas d’hypothese d’ellipticite partielle. 
(b) Nous n’imposons aucune condition sur la loi d’entrie de x. 
(c) Nous pouvons travailler p.s. simultanlment en (t, 7). 
Notons enfin que, meme dans le formalisme de Pardoux [20, 2 11, la 
theorie des flots nous permet de nous ramener a des equations aux dirivees 
partielles ordinaires (voir la section 4). 
2. Structure des lois fT 
En supposant pour simplifier que d = p et que Z,(z) . . m Z,(z) engendrent 
Rd en tout point z E Rd, on montre au Theo&me 3.13 que p.s., pour tout 
T > 0, la loi pour r’, de x, (s < T) est la loi d’un processus de Markov fort 
non homogene. Plus exactement on montre que p.s., pour tout T > 0, la loi 
pour ?T du processus w;‘(c& y,) (t < 7’) est une diffusion Markovienne non 
homogene, dont la loi est tquivalente a la loi de la diffusion (0.2), et dont on 
calcule explicitement le generateur infinitesimal. Notons que la flot v/;‘(&, .) 
est naturellement connu pour t < T quand on conditionne par ZS(zS, s < T). 
La technique utilisee consiste essentiellement a ltablir une formule d’in- 
tegration par parties dans une densiti de Girsanov basee sur la formule de 
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changement de variables de Bismut [l-3] et a rep&enter cette densite de 
Girsanov en temps que martingale conditionnelle. 
Notons que dans [20, 211, pour resoudre le probleme du lissage, Pardoux 
a construit, sous des conditions d’ellipticite partielle et en imposant que x ait 
une loi d’entree ayant une densite, une equation aux d&i&es partielles 
backward. Ici, en utilisant la thiorie des flots, nous n’avons besoin d’aucune 
hypothise puisque la fonction cherchee est construite directement. 
3. Equations aux d&ivt!es partielles du Jiltrage 
Sous les conditions du Thioreme 2.13, on sait que p.s., pour tout T > 0, la 
loi de xT est de la forme q”,(x) dx, oti q;(x) est continue en (T, x), C” en x et 
a d&ivies continues en (T, x). On montre alors que la loi non normalisie de 
~;‘(6, yT) pour rt est solution d’une equation aux derivees partielles. Sous 
les hypotheses du thtorime 2.13, il n’est en general pas possible de montrer 
par des techniques “classiques” d’equations aux derivees partielles qu’elle a 
effectivement des solutions regulieres, puisque la dependance en temps des 
coefficients de cette equation est tres “irrlguliere.” Ceci n’est possible que 
dans le cas “partiellement elliptique,” oti on peut alors appliquer les 
techniques de Pardoux [20]. 11 semble que la encore, les methodes de calcul 
des variations puissent seules fournir les resultats souhaitis. 
L’article est divise en quatre sections. Dans la section 1, on examine le 
probleme d’existence et de regularite des lois conditionnelles dans le cas oti 
I = 0. Dans la section 2, on examine le meme processus dans le cas ou 1 est 
quelconque, et on construit le processus de prediction tg. Dans la Section 3. 
on calcule la structure du processus de prediction a partir de certains 
problemes de martingale. Enfin dans la section 4, on calcule l’equation du 
filtrage. 
Les resultats don&s ici ont ttt annonces dans [28]. 
1. DIFFUSIONS CONDITIONNELLES ET MOUVEMENT BROWNIEN 
Dans cette section, on va considerer le systeme (0.1) avec I’ = . . . ld = 0 et 
demontrer des resultats de regularite des lois conditionnelles de x 
relativement aux tribus 9(zs, s < 7). Naturellement, du point de vue de la 
theorie du filtrage, il s’agit d’un cas “trivial.” Les techniques developpees 
dans cette section nous seront toutefois tres utiles dans la Section 2, oti 1 
n’est pas necessairement nul. 
Dans la paragraphe (a), on d&tit les principales hypotheses et notations. 
En (b) on construit les flots de diffeomorphismes dont nous nous servirons 
dans la suite et on &once un rtsultat de factorisation de la diffusion (0.1) 
qui permet de traiter convenablement le probleme du conditionnement. Dans 
le paragraphe (c) on montre rapidement l’existence de densites pour les lois 
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conditionnelles sous des hypotheses d’ellipticite partielle en x du systeme 
(0.1). Au paragraphe (d) en suivant Bismut [4], on montre une formule d’in- 
tegration par parties conditionnelle, qui explicite les resultats de Michel [ 18, 
191. En (e) on montre l’existence de densitts conditionnelles sous des 
hypotheses d’hypoellipticite partielle, qui font intervenir les crochets de Lie 
des champs de vecteurs apparaissant dans (0.1). Enfin en (f), on montre des 
risultats de regularite sous le meme type d’hypothese. 
(a) Hypotheses et notations 
On note B (resp. .n”) I’espace g(R+; Rm) (resp. F(R+; R’)). Un point de 
Q (resp. 0) est note w (resp. 63) et sa trajectoire est notee w, = (w: ,..., ~7) 
(resp. c3, = (i?: ,..., 6,:‘)). 
On designe par P (resp. p) la mesure Brownienne sur J2 (resp. 0) avec 
P(w, = 0) = 1 (resp. F(G,, = 0) = 1). 
Si X, est un processus stochastique defini sur I’un quelconque des espaces 
de probabilite consider&, 2: est la tribu .9(X,, s < t). {g:+},>, designe la 
rdgularisation a droite de la filtration (,Bf}rro, i.e., 
.s;+ = n .w;. 
I’>l 
On note {,g::}t>O la filtration (9” } t + t>0 completee par les negligeables de 
.@z relativement a la mesure de probabilite qu’on considere. Pour toutes ces 
operations, on se referera a Dellacherie et Meyer [7]. 
Si X, est une semi-martingale continue definie sur un espace de probabilite 
filtre, 6X, designe sa differentielle au sens de Ito, (i.e., sa differentielle au sens 
de la theorie classique des integrales stochastiques (voir Meyer [ 161) et dX, 
sa differentielle au sens de Stratonovitch ([ 16, p. 3541). 
Dans toute la suite on considerera que R” et Rp sont canoniquement 
plonges dans R” x R p. 7~’ et rc* dtsignent les operateurs de projection de 
R” X Rp sur R’ et sur Rp. 
X0(x, z),..., X,(x, z), a,(& z) . . s x,(x, z) designent m + d + 1 champs de 
vecteurs definis sur R” x Rp a valeurs dans R” qu’on suppose C”, born&s i 
derivees de tous les ordres bornees. Z,(z), Z,(z),..., Z,(z) sont d + 1 champs 
de vecteurs definis sur Rp a valeurs dans W’, C” born&s a derivtes de tous 
les ordres bornees. 
On definit les champs de vecteurs YO(x, z) ..a Ym(x, z), P,(x, z) ... ~Jx, z), 
definis sur R” x IR” i valeurs dans R” x Rp par les formules 
&(x,z)= (ZI;;‘), 
(1.1) 
l<k<d. 
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(b) l?quations diffe’rentielles stochastiques et jlots 
Sur (6,p) muni de sa filtration canonique (.%f+},>,, on considere 
l’equation differentielle stochastique 
dz = Z,(z) dt + Zj(z) d$‘, 
z(0) = zo 
(1.2) 
oti z,, est donnt dans Rp. (1.2) a clairement une solution essentiellement 
unique. 
On a alors le resultat de [ 1, 3 1: 
TH~OR~ME 1.1. II existe une application h,(G, z,,) dejnie SW 
d x Rt x Rp a valeurs dans Rp ayant les propriett% suivantes: 
(a) Pour tout (t, zJ E R ’ x Rp, h,(& zJ est SF+*-mesurable 
(b) Pp.s., h,(&, .) est une famille de dtfleomorphismes C” de Rp sur 
R”, de’pendant continu^ment de t E R + pour la topologie de la convergence 
compacte Cz . 
(c) Pour tout zO E Rp, h,(G, z,,) est la solution essentiellement unique 
de Pequation dtflerentielle stochastique (1.2). 
Preuve. C’est le thtoreme l-2.1 de [ 1 ] (voir aussi [2] et [ 31). I 
On va maintenant construire deux flots au dessus du flot h,(G, .) en agran- 
dissant l’espace d’itats et l’espace de probabilite. 
Sur (a, p) muni de la filtration canonique {A?:+},>,, on considke 
l’equation differentielle stochastique 
dx = X,(x, z) df + zj(x, z) dGj, 
x(O) = x0 1 
dz = Z,(z) dt + Zj(z) dG3j, 
z(0) = Lo 
oti (x0, zo) est donne dans R” x I?“. (1.3) s’ecrit aussi 
dy = Y,(y) dt + i Fj( y) d+, 
j=l 
Y (0) = (x0 3 zo>- 
(1.3) 
(1.4) 
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De meme, sur (J2 x 4, P@ P) muni de la filtration canonique (9y;d}l>,,, 
on considere l’equation differentielle stochastique 
dx = X,(x, z) dt + Xi(x, z) dw’ + zj(x, z) d$, 
X(O) = x0 3 
dz = Z,(z) dt + Zi(z) d$, 
z(0) = zo 
qui s’icrit aussi 
dy = Y,(y) dt + 5 Y,(y) dw’ t i pj(y) dfi,‘, 
i=l i= I 
Y(O) = (x0 2 zo>* 
(1.5) 
(1.6) 
On peut naturellement appliquer le Theoreme 1.1 aux systemes (1.3) et 
(1.5). On va toutefois le preciser, dans la mesure oi les flots associes sont 
des relevements du flot h.(G, .). 
On a en effet 
THI?OR~ME 1.2. Zl exis te une application v,(G x0, zo) (rev. 
rp,(o, 6, x0, zo)) de?nie sur fi x R + x R” x Rp (resp. f2 x d x R + x 
R” x Rp) d valeurs dans R” x Rp telle que 
(a) pour tout (1, x0, zo) E R + x R” x RP, v,(4 x0, zo> (rev. 
p,(o, 155, x0, zo)) est 9:2-mesurable (resp. .9:“*-measurable). 
(b) P”p.s. (resp. P @ p p.s.) wr(G, .) (resp. pr(w, c3, .)) est une famille 
de dt&!omorphismes C” de R” X Rp sur R” x Rp, dependant continu^ment de 
t E R + pour la topologie de la convergence compacte C$‘. 
(c) Pp.s. (resp. P @ Pp.s.), pour tout (t, x0, zo) E I? + X R” X Rp on a 
n2wt(G xo, 4 = h,(4 zo), (1.7) 
resp. 
~2vt(w, 4 xo, z,,) = h,(4 ~0). (l-8) 
(d) Pour tout (x0, zo) E F?” x Rp, y,(c3, x0, zo) (resp. yl,(o, 6, x0, zo)) 
est la solution essentiellement unique de requation dt@erentielle stochastique 
(1.4) (resp. (1.6)). 
Preuve. Les points (a), (b) et (d) sont des consequences immediates du 
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Theoreme 1.1 applique aux systemes (1.4) et (1.6). De plus, du point (d), on 
tire que pour tout (x0, zJ, on a 
7Ay,(cG,, X0) zo) = h,(G, ZJ F p.s. pour tEF?+, (1.9) 
resp. 
n*(&o, (3, X0) ZJ = h,(cz, ZJ P @ F p.s. pourtout tE F?+. (1.10) 
De la continuite p.s. des deux membres de (1.9) (resp. (1.10)) en (t, x0, zO), 
on tire bien le point (c). 
On suppose desormais que sur l’ensemble negligeable de n” oti le point (b) 
du Theoreme 1.1 n’est pas verifie, on pose pour tout (t, z,,) E IR’ x IRp 
h,(G zo) = zo (1.11) 
de telle sorte que la propriete (b) du Theoreme 1.1 est viritiee pour tout 
z E 6. 
On fait de meme pour w.(G, .) et e~.(w, (3, .), en imposant de plus que pour 
tout (3 E B (resp. (w, (3) E R x .n”), on ait pour tout (x0, zo) E iR” X IRp (1.7) 
(resp. (1.8)). 
Remarquons alors que pour tout (3 E d (resp. tout (w, &) E I2 X a), pour 
f E R +, Y, E R” X Rp, @Y~/~Y)(& Y,) (rew. @PJ~Y)(~, 4 yo)> applique R” 
dans W, ce qui traduit le fait que l’equation donnant z ne contient pas x. De 
plus, pour tout (w,(~)ERXB et tout tEIR+, (xo,~o)EIR”XIF?P, on a 
clairement 
7L*v/; ‘(4 Vlf(“, 4 x0 3 zo)) = zo * (1.12) 
DEFINITION 1.3. Si f est un diffeomorphisme de IR” x IRp et si T(y) est 
un champ de vecteurs a valeurs dans IR” X II?“, df* - ‘7’)( y) est le champ de 
vecteurs defini par 
(f*-‘T)(Y)= E(y) -’ [ 1 T(f 0)). 
Notons alors que pour tout (3 E 6, t E IR ‘, (e - ‘(6, .) Y,)(y) (1 < i < m) 
est un champ de vecteurs defini sur R” x IRp a valeurs dans F?“, i.e., toutes 
ses composantes suivant IRp sont nulles. 
On a alors le resultat de factorisation suivant: 
THBOR~ME 1.4. Sur (Q x 4, P @ p) muni de la filtration canonique 
(,$y* }I.+o, pour tout y, E R” X Rp, le processus 
.Ft = w;‘(6 rp,(w 6 Yo>) (1.14) 
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est une semi-martingale continue qui est la solution unique de l’equation 
dtferentielle stochastique de Stratonovitch 
dy= w;-‘(6, .) Yi(y7) dw’, 
Y(O) = Yo 
(1.15) 
qui s’ecrit aussi 
+ wT-‘(~, .) Yi(~) 6W’, (1.16) 
Jw = Yo * 
Preuve. 11 sufit d’appliquer le theoreme 4.1 de [3] (voir aussi [2]) a la 
semi-martingale continue cpl(cc, (3, x0, zo) et au flot vt(cZ, .). I 
Remarque 1. La nullite des composantes des champs t&!-‘(G, .) Yi 
(1 < i < m) suivant Rp est trivialement like a la relation (1.12). 
On va maintenant montrer que pour resoudre l’equation differentielle 
stochastique (1.15) (ou sa forme equivalente (1.16)), on peut effectivement 
fixer (3 E d et resoudre (1.15) sur R. 
On a en effet 
LEMME 1.5. Soit H,(w, (3) un processus de”ni sur R x d x F? + d 
valeurs dans IR”, qu’on suppose p&visible et localement borne relativement d 
la JZtration {.Sr @ 3-z}t,o. Alors il existe une fonction universellement 
mesurable J sur f2 x L! x IR + d valeurs dans IR telle que pour toute mesure 
de probabilite Q sur 52 x fi pour laquelle w est une semi-martingale continue 
(relativement a la famille de tribus ((53’~ 0 9~)+}t>O), J1(w, 03) est une 
version p.s. continue de l?ntt!grale stochastique j”f, Hs(w, (3) 6w,. 
Preuve. C’est le theoreme dans Doleans-Dade [26, p. 1441 (voir aussi 
Meyer [27]). 1 
Par le lemme 1.5, on va maintenant preciser I’enonce du Theoreme 1.4. On 
a en effet: 
THBOR~ME 1.6. Pour tout y. E F?” x IRp, si yt est leprocessus don&par 
yt = w;‘@, Vlf(W 63, x09 zo)) (1.17) 
5X0/44/2 5 
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alors p p.s., ~7~ est la solution essentiellement unique SW (J2, P) muni de la 
filtration canonique (.9;*},,, de Pkquation d@rentielle stochastique 
dy, = I&+-‘(& .) Yi(y;) dw’, 
Y(O) = Yo 
(1.18) 
qui s’kcrit aussi: 
+ I&-‘(c3, .) Yi(v;) &vi (1.19) 
Yo=Yo. 
Preuve. Par 17, IV, T 781, on peut modifier, a une indistinguabilite pres, 
le processus Y;(w, 6) sur 0 x sr’ de telle sorte qu’il soit previsible 
relativement a la famille de tribus {3j”“r’},.+o. Alors, pour tout (3 E 6, la 
mesure P @ 6, est telle que w, est une semi-martingale relativement a la 
famille de tribus (3’: @ 3’L}l>o. En appliquant le lemme 1.5, on en diduit 
que P p.s. l’indgrale stochastique ]t w,*-’ Yi(ys) SW’ est un representant de 
l’integrale stochastique 
I 
I 
W*-l(CS, *) Yi(V,) 6W’ s 
0 
calculee sur R en tixant (3 E 4. Or, pour w’ E d fix& l’equation differentielle 
stochastique (1.19) a au plus une solution au sens de l’unicite essentielle. Le 
the&me en resulte. I 
Remarque 2. Du theoreme 1.6, on deduit en particulier que P p.s., le 
probleme des martingales au sens de Stroock et Varadhan 1241 associe a 
l’operateur differentiel du second ordre: 
9: = g [(g+-‘(6, .)) Y,(Jq” (1.20) 
I 
est bien pose au sens de [24], i.e., a une seule solution pour chaque condition 
initiale (x0, z,,). Les informations qu’on possede ( 1, 21 sur la croissance a 
l’infini des coefficients de (1.20) sont insuffisantes pour donner un caracdre 
trivial a la non explosion de ces diffusions. 
(c) Le cas partiellement elliptique: existence de densit& conditionnelles 
On fait tout d’abord l’hypothese simplilicatrice suivante: 
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H 1: la projection sur R” des supports dans I?” x Rp de fI(x, z) . . . xd(x, z) 
est bornie en norme par M. 
Soit K tel que pour tout (x, z), on ait [1X0(x, z)II < K. Alors il est clair que 
pour tout T > 0, si llx,,ll> M + KT, pour t < T, y/,(6, x,,, zO) est donne par la 
solution de l’equation differentielle stochastique 
dx = X0(x, z) dt, 
x(O) = x0 3 
dz = Z,(z) dt + Zj(z) d$j, 
z(O) = ZrJ 9 
(1.21) 
xlryl(~, x0, zo) est done donne par la solution dune equation differentielle 
ordinaire (qui depend aussi de la variable z). Pour t < T, [lx0 II> A4 + KT, 
(qui est une application lineaire de R” dand R”, puisque l’equation donnant z 
ne depend pas de x) est don& par la solution R, de l’equation differentielle 
ordinaire: 
dR,= -R,$$ (xt , zJ 4 
R(0) = I,,. 
(1.22) 
On deduit de (1.22) que pour t < T, llxoll > M + KT, 
est uniformement borne. Par continuite, on en deduit que P” p.s., pour tout 
T>O, 
est uniformement borne pour (t, x0) E [0, T] x I?. On a le meme resultat 
pour les derivees 
amw, - (4 x0 7 zo). axm 
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On peut naturellement supposer ces propriites vtrifites pour tout 6. 
Considerons alors l’equation differentielle stochastique (1.19) (pour (x,, z,,) 
donne). Si Y; = (yt, Z;), avec X, a valeurs dans R” et Tt a valeurs dans Rp, on 
sait par (1.12) et la remarque 1 que FI = z,,. Done, on a 
+ I&+ - ‘(c3, .) Y,(X, ZJ &vi, (1.23) 
$0) = x. 
Or par le raisonnement precedent P p.s. v/F -I (6, .) Yi(Z, z,,) et leurs derivees 
en x sont uniformement born& pour (t, X) E [0, T] x R”. Done p p.s., 
l’equation differentielle stochastique (1.23) a une solution sur (Q, P) pour 
tout (xX0, zO), sans qu’il soit necessaire d’invoquer un argument probabiliste 
au sens de la remarque 2. Pour 6 E d tixe, l’equation (1.23) est maintenant 
une equation differentielle stochastique classique. 
On fait aussi une second hypothese simplificatrice: 
H 2: p = d, et de plus pour tout z E R”, les vecteurs Z,(z) - -. Z,(z) 
engendrent Rp. 
L’hypothese H 2 garantit que dans l’equation (1.5), les filtrations 
(convenablement completees) engendrles par t3 et par z sont identiques. 
On fait enfin une troisitme hypothbe, qui joue un role essentiel, sur 
(x07 zcl): 
H 3: (x,, z,,) est tel que X,(x,, zJ,..., X,(x, z,,) engendrent R”. 
On a alors le resultat suivant: 
THBOR~ME 1.7. Sous Zes hypothdses H 1, H 2, H 3, si (x1, y,) est la 
solution de Pkquation dl@rentielle stochastique (1.5), alors pour tout T > 0, 
p p.s., pour tout t (0 < t < T), la loi conditionnelle de xt relativement ci la 
tribu 9;+ est de la forme p:(x) dx, 06 p?(x) est une fonction Pp.s. continue 
sur IO, T] x R” ci vafeurs duns R, C” en x d d&i&es de tous ordres en x 
continues sur JO, T] x R”. 
Preuve. Grace a H 2, on sait que les filtrations engendrees par z et 6 sont 
identiques. Dans l’enonce du theoreme on peut remplacer A%‘$ par A%‘;. Or si 
(3 E d est donni, par application des resultats de Malliavin [ 14, 151 sur les 
equations differentieiles stochastiques elliptiques (voir aussi Ikeda et 
Watanabe [ 121) on sait que pour tout t > 0, la loi de Zt (qui est dttini par 
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l’iquation (1.23)) est donnee par q?(x) dx, oti q:(x) est une fonction 
continue sur IO, T] x IR”, C” en x a d&i&es de tous ordres en x continues 
sur IO, T] x IR”. Comme x, = ~L’w,(L~,Z~, zJ et comme 7r’V/,(c3, ., zJ est un 
flot continu de diffeomorphismes de IR” R’, le thtoreme est bien 
demontre. 
Remarque 3. Sous les hypotheses H 1, H 2 et H 3 on s’est ramene i un 
risultat classique sur les equations differentielles stochastiques elliptiques. 
Notons que dans ce cas, au lieu d’invoquer le resultat de Malliavin [ 14, 151, 
on peut utiliser des resultats bien connus sur les equations aux derivees 
partielles elliptiques. 
Par ailleurs la methode du theoreme 1.7 ne sera pas directement utilisable 
dans le cas hypoelliptique, puisque dans ce cas [4], la dependance en t des 
champs v/;“- ‘(4, .) Yi j oue un role fondamental, et que pour c3 donne, les 
champs (ulT-‘(G .> YJ(Y) sont tres irreguliers en t. On va done 2tre amene a 
utiliser une autre mtthode dans le cas general, qui va etre d’etablir une 
formule d’indgration par parties partielle generalisant Malliavin [ 141 et 
Bismut [4]. Cette formule a et& utilisee par Michel dans [ 191. 
(d) Idgration par parties partielle 
On va tout d’abord enoncer un resultat qui est une consequence directe de 
Haussmann [lo] et Bismut [4]. 
Soit y, = (x,,, z,,) E I?” x IRp lixl. T est un reel >O. Rappelons tout 
d’abord que, par un rbsultat classique (voir [ 1, theoreme 1.2.1 I), on sait que, 
pour tout y0 E IR” X IRp et tout m, 
sont dans tous les L, (1 < p < +co). h designe alors une application 
continue bornee sur %?([O, T]; IR” x IRp) a valeurs dans cOF?” (qu’on peut 
identifier a IR”!), fortement differentiable et uniformement Lipschitzienne, ou 
encore a derivte uniformement born&e. Si y E U( [0, T] ; IR” x [RP), la 
differentielle dh(y) peut 2tre identifiee a une mesure dvY(f) sur [0, T] i 
valeurs dans IR” @ (IR” x IRp) 
u E ‘Z([O, T]; IR” x W) -+ ~(Y)(U) = jIo Tl dvY(t)(v,). (1.24) 
Du point de vue geometrique, dvY(t) peut etre identifie a une application 
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linkaire gknkraliske de Ty,(R” x Rp) dans T,*OR”. En particulier, si 
i E Txo&p” x RP), on dkfinit l’action de 1‘07 q: -’ by(f) sur 1 par 
T 
r [ vr 
-0 
* -’ dvY(t)](l) = !’ dVY(f) v,*(I) E TZ,,(IR”). 
0 
Notons que g&e ZI (1.8), P @ P” p.s., pour tout (t, y,) E Rf X (R” X R”), 
comme les composantes suivant R p de Y, . . . Y,,, sont nulles, les composantes 
suivant Rp de VT-’ Y, ...&‘-’ Y,,, sont nulles, ou encore 
PI *-‘y . . . rp:-’ Y,,, sont i valeurs dans R”. 
Si I k T&,,,G,y,,(Rn), on note co:-’ (0, 6, y,)f la forme liniaire de TE, R” 
dlfinie par: 
YE TxOR”+ (q$-’ (a 6, Y,)k y> = (L c$(w 4 Yo) 0 
On pose alors la dlfinition suivante: 
DEFINITION 1.8. On note C,(w, (3) le processus A valeurs dans les 
applications lintaires de c0 R” dans TX, R” d6fini par: 
p E 7-g”“) -+ C,(w, cqp = + le,Ji (P~~~-1yi(YO>)~~-'yi(YO)ds~1.25) 
On a trivialement pour p, q E T,*O(R”) 
(q, C,(o, (3)p) = ?- .! pl 1, (~7 CO:-’ yi(Yo))(q, CO:-’ Yi(Yo)) ds, (1.26) 
i.e., C,(o, 6) dkfinit une forme quadratique symktrique positive sur T~O(iR”). 
On a alors un risultat qui est une consbquence de Bismut [4]. 
THBOR~ME 1.9. Si f(x) est une fonction Coo bornke ci de’rivkes de tous 
ordres bornkes de?nie sur R” ci valeurs dans R, si U(G) est une fonction 
mesurable bornke de3nie sur d ci valeurs dans R, alors on a: 
WW(~‘~,(w 4 Yo>) h(%( WY& yO)),IT(PT-1Y,(YO)6Wi)] 
0 
= E 
[ 
U(cG)(h(cp.(w G Y,)), C,(w WV,,* -‘dfo~‘)(yo)) 
I 
+ E U(G)~(~‘PT(W, 6, ~0)) 5 
[ 
T 
Ij 
(1.27) 
v,*-’ Yi(Yo>, 
i=l 0 
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Preuve. On peut saris difftculte refaire tout le raisonnement de [4] pour 
obtenir (1.27). On va en fait l’obtenir comme une consequence de [4]. 
Supposons en effet que U(G) est de la forme 
oil g, *** g, sont des fonctions C” born&es detinies sur Rd a valeurs dans R, 
a derivees de tous ordres bornees. Alors (1.27) est une consequence 
immediate du theoreme 3.1 de [4]. On applique alors le theoreme des classes 
monotones pour obtenir le cas general. 1 
Remarque 4. Notons que (1.27) permet d’obtenir une egalite entre 
esperances conditionnelles relativement a la tribu 2:. Cette formule est une 
formule d’integration par parties conditionnelle, qui est en fait une conk- 
quence directe de la formule d’integration par parties g&kale de [4, 141. 
(e) Le cas partiellement hypoelliptique: existence de densitb conditionnelles 
Dans l’etude de la regularite des semi-groupes associes a des diffusions 
[ 14, 151, Malliavin a montre que le point cle pour montrer l’existence de 
densites ou la regularite du semi-groupe est l’inversibilite p.s. ou l’appar- 
tenance i tous les L, (1 < p < +a) d’une certaine matrice aleatoire. 
On va retrouver le meme type de problimes dans l’etude des lois 
conditionnelles, lie a l’inversibilite de l’operateur C,(o, (3). 
On pose tout d’abord la definition suivante 
DEFINITION 1.10. Si y E R + x Rp, on note TJ le sous espace vectoriel 
de R” engendre par Y,(y) ... Y,,,(y) et par les crochets de Lie en y des 
champs de vecteurs Yi(y), 0 < i < m, et F,.(y), 1 < i < d, oti apparait au 
moins une fois l’un des champs Yr(y) a.9 Y,,,(y). 
Notons que comme les composantes de Yi( y), 1 < i < m, suivant RP sont 
nulles, T; est bien un sous-espace de R”. 
On fait alors l’hypothese d’hypoellipticiti partielle suivante: 
H 4: T& est egal a R”. 
Le terme “hypoellipticite partielle” n’est evidemment pas encore justifie. 
Toutefois on peut noter que si dans l’tquation (1.5), on considere G comme 
fixe, alors X,(x, z) + JJ/“=, pj(x, z)(dti/dt) devient le drift generalise de la 
diffusion donnant x. L’hypothese H 4 est exactement le prolongement de 
l’hypothdse de Hormander [ 111 (dans le cas saris observation) qui garantit 
l’existence de densites C”, avec naturellement la diffkulte que ce drift se 
decompose suivant des directions “indipendantes” dt, d$’ . . . dfi,“. 
On a alors le resultat suivant qui &end Malliavin [ 141. 
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PROPOSITION 1.11. Sous l’hypothdse H 4, P @P p.s. pour tout t > 0 
l’op&ateur C,(o, (3) est inversible. 
Preuve. On raisonne comme en [4]-Proposition 4.1. Soit U, le sous- 
espace de R” engendrl par (q: -’ Y i)(y,) (1 < i < m) et V, le sous-espace 
vectoriel de R” engendri par tJs,cs U, . On pose 
v,+= n v,,. (1.28) 
S’>S 
Par la loi O-l, on sait que V,, est un espace vectoriel p.s. constant. 
Supposons que V,, #R” p.s. Soit S le temps d’arrit 
S = inf{t > 0; V, # V,,}. (1.29) 
Alors S est p.s. >O. Soit f un element non nul de TzOF?” orthogonal a I’,+. 
Alors on sait qu’on a [4]: 
V)t *-’ yi(YO) = yi(YO> + , f f  (oZ-‘[yO~ yil(YO) ds 
0 
+ ‘~s*-‘[Yj3 Yi](yO)dd + I 0 1 
‘~fe’[Fk7 Yi](yO)dfik* (1.30) 
0 
En raisonnant comme en [4], par une application elementaire du calcul de 
Ito, on montre tres facilement quef est orthogonal a T&. Comme T& = W,f 
est nul. 11 y a contradiction. La proposition est demontree. I 
Soit p une fonction C” defmie sur R” @ R” a valeurs dans R bornee a 
derivees born&es, telle que 
(a> O<P< 1, 
(b) p est Cgale a 1 sur les elements inversibles A de R” 0 R” tels que 
]]A -’ (] < M (M > 0) et est nulle sur les elements inversibles A tels que 
(]A -’ ]] > 2M et sur les elements non inversibles de R” @ R”. 
Pour simplifier les notations, on lcrit &-’ Yi au lieu de cp,*-’ Yi( y,) 
(rappelons que y, est fixe). On a alors le resultat suivant, qui &end le 
thloreme 4.2 de [4]. 
TH~OR~ME 1.12. Soit V(x) un champ de vecteurs sur IR” ci valeurs dans 
I?“, C”O bornP ri dpn’vkes de tous ordres born&es. Si Bf,’ est le processus 
continu 
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By=p(CJ 
I( 
- f (C;‘[9Ps*-‘Yi,9T-‘V],9s*-‘Yi)ds 
‘dS(C;‘9::-’ Yi, 9T-l V (C;‘[9,*-’ yj, 9f-’ Vi]? co,*-’ yj) dV 
0 
+ ’ (C,19T-‘V,9~-1Yj)[9~-1Yj~9~-1Yi] dU(9,*-‘Yi, .) (1.31) 
0 
(ou dans (1.31), on somme sur les indices 1 < i, j < m), alors pour tout 
T> 0 s”PO<,<T IB;*“I est dans tous les L, (1 < p < +a). De plus, si f est 
une fonction dkfinie sur I?” d valeurs dans R qu’on suppose C” bornbe d 
d&ivPes de tous ordres bornkes, si U(G) est une fonction mesurable bornke 
sur d ti valeurs rkelles, pour tout t > 0, on a 
Jqp(C,(w, 4) w)(V-)(~‘9,+4 69 Yo))l 
= E[ U(Qf(7+9,(o~ G ~0)) WY]. 
7 theoreme 1.2.1 que Preuve. On sait deja par[ 1] 
(1.32) 
3 sup 
O<f<T I[ 
sont dans tous L, (1 < p < +co). En notant que p(C,(w,G)) et 
(+/X)(C,(w, (3)) s’annulent des que 11 C;‘(o, (3)11> 2M ou que C,(o, w’) 
n’est pas inversible, la premiere partie du theoreme est bien dtmontrte. Pour 
demontrer l’egalite (1.31) il s&fit alors de montrer que la formule (1.27) est 
applicable a la fonction h defmie par 
h = p(C,(o, cl)) c; ‘9; - ’ Y. 
Notons que h n’est pas seulement fonction de la trajectoire 9.(w, (5, y,) 
comme en (1.27) mais aussi de la trajectoire de (a(o/ay).(w, 6, yo). On peut 
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toutefois raisonner exactement comme en [4], Theorime 4.2 pour obtenir une 
formule du type (1.27) pour un tel h. Le calcul explicite du membre de droite 
de (1.32) s’effectue exactement comme pour le thtoreme 4.2 de [4]. 
On va maintenant desintigrer la formule (1.32). 
DEFINITION 1.13. Si z1 = n*p,(cu, 6, y,), on note Q la loi de z sur 
@Y(lR’; Rp). R’ disigne une famille rigulibe de lois de probabilite condition- 
nelles sur R x 4 relativement i la tribu .%‘&. 
z E V(lR+, IR”) + R’ est done une famille mesurable de lois de probabilite 
sur n x d. On note ER’ l’operateur d’esperance relativement a R’. 
On a alors le resultat elementaire suivant: 
PROPOSITION 1.14. Q p.s., pour tout T > 0, 
sont dans tous les L, (1 < p < +oo) relativement d la mesure R’. 
Preuve. 11 sufftt d’appliquer le theoreme de Fubini. 
On en dlduit le resultat suivant 
TH~OREME 1.15. I1 existe un Q-nkgligeable J’” dans F(IR ‘; IRp) tel que 
si z 6Z M, pour tout T > 0, pour tout champ de vecteurs V(x) sur IR” ci 
valeurs dans IR”, C” bornk ci de’rivt!es born&es, supoGlgT 1 Bf*“I est dans tous 
les L, (1 < p < +oo) relativement ci la mesure R’. 
Preuve. Supposons tout d’abord que V(x) = (a/ax”) (1 < k < n). Alors 
par la proposition 1.14, Q p.s. SU~~~~~~~B~~“~ est dans tous les L, 
(1 < p < fco) relativement a RI. En icrivant V sous la forme: 
V(x) = i Vk(x)$ 
k=l 
oti V’(x) ... V”(x) sont des fonctions C” born&es a d&iv&es borntes, en 
utilisant la forme explicite de BF,“, on en tire le resultat. 
Remarque 5. En fait pour la suite, nous n’avons besoin du resultat que 
pour les champs a/ax’ ,..., a/ax”. 
On a alors le resultat suivant: 
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TH~OR~ME 1.16. If existe un Q-Ggligeable ,/t “ dans SF(lR + ; Rp) 
contenant ~ I- tel que si z fiZ >N-‘, pour toute fonction f (x) SW I?“, C” born&e ci 
d&i&es de tous ordres bor&es, pour tout k = 1 ..a n, pour tout t > 0 
ERz (hd w, ~5, y,,)) 
I 
= ERzf(z’~,(w, (3, y,,))Bf’“‘“““]. 
(1.34) 
Preuve. Comme z est t3-mesurable, de (1.32), on tire que pour tout f 
verifiant les hypotheses du theoreme, pour t E R ’ 
= ERzf(d(o,(o, (3, JJ,,))B;*~‘~““Q p.s. (1.35) 
Soit {fnln.iN une famille de fonctions de g (qui est l’espace des fonctions Cm 
a support compact sur IR”) qui est dense dans 2. De (1.35), on tire qu’il 
existe un Q-negligeable (4“ dans GY(il?+ ; I?“), qu’on peut supposer contenir 
.I;telquesiz@,,f’,pournEN,tEQ+: 
= ER’f,@rl&o, (3, y,,)) Bf*waxk. (1.36) 
En utilisant le theoreme 1.15, on voit par le theoreme de Lebesgue que pour 
z&,4”,pourtoutnEN, tElR+ 
ER’p(C,(w 6)) 
= ER’f,(n’~,(o, 6, JJ~))B;.“‘~~. (1.37) 
Or pour z @ M’, les deux membres de (1.37) sont trivialement continus 
pour la topologie de g (puisqu’en particulier BT*a’axk est R’-integrable). On 
en deduit done (1.34) pour tout f dans G. L’extension A n’importe quelle f 
verifiant les hypotheses du theoreme est alors immediate. 1 
Remarque 6. En utilisant la continuite de By*V pour la topologie de la 
convergence C’ des V, il n’y a aucune diffkultt pour obtenir (1.34) pour 
tous les I/ et pas seulement pour les a/axk. Un tel rtsultat n’aurait toutefois 
qu’un inttr$t secondaire, puisqu’en ecrivant V sous la forme (1.33), on peut 
appliquer (1.34) afv” et obtenir encore une formule du type (1.34), i.e., une 
formule d’integration par parties. 
Du theoreme 1.16, on deduit maintenant le resultat essentiel de cette sous- 
section: 
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THBOR~ME 1.17. Sous l’hypothdse H 4, il existe un Q-nkgligeable f .” 
dans E(lR’ ; [Rp) tel que pour tout z b? ~fl’~, pour t > 0, pour R’, la loi de 
n’cp,(w, ~3, y,) soit de la forme p;(x) dx. 
Preuve. Par la theoreme 1.16, on sait que pour tout z hors d’un Q- 
negligeable Jy“ (qui depend de p), pour toutf C” bornie a derivees born&es, 
on a (1.34). Par application d’un resultat d’analyse harmonique (voir 
Malliavin [ 141) on en deduit que pour z & c” ‘^, t > 0, la loi image de la 
mesure p(C,(w, 6)) dR’ par l’application (w, (3) -+ rr’or(w, (3, yO) est donnee 
par une densite, i.e., est de la forme p:,“(x) dx. 
Soit hhER\I une suite croissante de fonctions continues detinies sur 
R” @ IF?” du type de la fonction p definie precedemment, qui converge vers la 
fonction caracteristique des elements inversible de R” @ R”. 
Par la proposition 1.11, on sait que si S est le temps d’arrit 
S = Inf{ t > 0, C,(w, (3) est inversible) (1.38) 
alors P@ p p.s., S = 0. On en deduit que si z est pris hors d’un Q- 
nlgligeable ./t”‘, qu’on peut supposer contenir .K’, alors R’ p.s., S = 0. On 
en deduit que si z ri? ,H““, R’ p.s., pour tout t > 0, C,(w, (3) est inversible. 
Done si z @G .K”, R’ p.s., pour t > 0, la suite p,,,(C,(w, (3)) converge vers 1. 
La limite croissante d’une suite de mesures sur R” ayant une densid a une 
densite. Le theoreme est bien demontre. I 
Remarque I. Nous avons ici montre que Q p.s., pour t > 0 la loi 
conditionnelle de rr’r~~,,(w, ri5, y,) sachant <itl’, est don&e par une densite. 
Notons que si T est un reel positif et si 0 < t < T, on a le mtme resultat 
quand on connait la trajectoire de z entre 0 et T, en fait la loi conditionnelle 
de x”p((w, 6, y,) relativement a 9; est tgale a la loi conditionnelle de 
rrr(~~(w, (3, y,) relativement i .5!$.. Ce point est de nature triviale, et sera 
utilise dans la section 2. 
(f) Le cas partiellement hypoelliptique: existence de densitb conditionnelles 
r~guli&es 
Nous allons ici renforcer l’hypothese H 4 de manike a pouvoir montrer 
“simplement” un resultat de regularitS des lois conditionnelles. 
DJ~FINITION 1.18. Si y E I?” x Rp, on note TJ le sous-espace vectoriel de 
R” engendrt par Y,(y) ..a Y,(y) et par les crochets de Lie en y des champs 
de vecteurs Yi( y) (1 < i < m) et pi(y) (1 < i < d) od apparait au moins une 
fois l’un des champs Y,(y) e.. Y,(y). 
Naturellement T: c T; . On fait alors l’hypothese H 5: 
H 5: T,!: est egal a R”. 
DIFFUSIONS CONDITIONNELLES. 1 195 
H 5 est plus forte que H 4. Les resultats de la sous-section (e) restent done 
vrais. On va en fait les renforcer. 
On a tout d’abord le resultat suivant qui renforce la proposition 1.11. 
TH~OR~ME 1.19. Sous Phypothese H 5, P @ ij p.s., pour tout t > 0, 
C,(o, c3) est inversible et de plus ]]C;‘(w, G)]] est duns tous les L, 
(l<p<+co). 
Preuve. Si H(x, z) est un champ de vecteurs C” a valeurs dans R”, on 
sait que (rp T- ‘H)( yO) est a valeurs dans R” et que de plus [4] 
vT-‘Wy,) = H(Y,) + 
I 
Iv,*-‘[K,, HI ds 
0 
+ ‘&+-‘[Yi,H]dwi+ j’p;-‘[F&H]d$. (1.39) 
I 0 0 
En utilisant l’hypothese H 5, on peut raisonner exactement comme Malliavin 
[ 151 et Ikeda et Watanabe [ 121 et obtenir l’appartenance a tous les L, 
(l<p<+co)deC;‘(o,c3)pourt>O. m 
On n’est plus maintenant oblige d’utiliser une fonction de troncation p 
dans la formule (1.32). On delinit encore Q et RL comme i la definition 1.13. 
On a alors le risultat qui itend le theoreme 1.12: 
THBOR~ME 1.20. Sous Phypothese H 5, soit V(x) un champ de vecteurs 
sur IR” a valeurs duns F?“, C” borne’ a de’rivees de tous ordres bornees. Si 
B,Y est le processus continu dejki pour t > 0 par: 
B,Y= &-IV, c;’ 
( I 
I p*-yi &I’ s 
0 ) j 
- ’ (C;‘[q,*-‘Yi, q:-‘V], pp-‘Yi) ds 
0 
C;‘p,*-‘Yi, ’ 
j 
o ([q,*-‘Yj, v)$-‘Y~], C,‘~T-‘V)PC-‘Yj dv 
(1.40) 
(06 duns (1.40) on somme sur les indices i, j, 1 < i, j < m) alors pour tout 
E, T (0 < E < T), su~,<t<T I%‘1 est duns tous les L, (1 < p < +a~). De plus 
si f(x) est une fonction depnie sur IR” d valeurs duns IR qu’on suppose C” 
bornee a d&i&es de tous ordres bornees, si U(G) est une fonction mesurable 
bornee sur d d valeurs rblles, pour tout t > 0 
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Preuue. La premiere partie du theoreme resulte du theoreme 1.19. I1 
suffh en effet de remarquer que /]C;‘(w, &)I] decroit avec t et done que 
SUP,.,,,~ ]]C;‘(w, G)]] < (] C;‘(w, &)I], ce qui permet d’appliquer le 
theoreme 1.19. On va maintenant obtenir (1.41) par passage a la limite sur 
(1.32). Soit r~ une fonction C” sur R” @ R” a valeurs dans [0, I] telle que 
a(o)= 1 si ]]D]]< 1 et a(D)=0 si ]]D]]>2. Pour N> 1, on d&tit la 
fonction pN sur R” @ R” par 
C inversible p,(C) = u 
C non inversible p,(C) = 0. 
(1.42) 
Alors il est clair que P,,, est une fonction C” bornee a derides de tous ordres 
bornees sur R” @ R”. De plus sur I’ensemble des C inversibles de R” @ R”, 
on a la majoration uniforme en N (IV> 1) 
I I 2(C) <fqc-‘II. (1.43) 
Enfin quand N-r +co, pN tend vers la fonction caracteristique des elements 
inversibles de fR” @ R”. En utilisant (1.32) relativement i pN, et en faisant 
tendre N vers +co, grace 1 (1.43) le theoreme de Lebesgue nous donne bien 
(1.41). 
Remarque 8. Au lieu de passer a la limite sur (1.32), on peut effectuer 
un calcul des variations direct. 
On va maintenant iterer le calcul des variations comme dans [4, 151. On 
enonce le rtsultat pour les champs de vecteurs (a/ax”), mais le resultat reste 
valable pour des champs de vecteurs plus generaux. 
THBORI~ME 1.21. Sous l’hypothdse H 5, pour tout multiindice r = 
(r, .-+ r,), il existe un processus continu Bi tel que 
(a) pour tout E, T (0 < E < T), SUP,<~(~ lB;l est dans tous les 
L,(l <P < +oo), 
(b) si f est une fonction depnie sur IR” ci valeurs dans IR qu’on suppose 
C* bornke d d&ivPes de tous ordres bornkes, si U(G) est une fonction 
mesurable bornbe sur d ri valeurs dans F?, pour tout t > 0. 
ou 
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Preuve. Nous ne donnons que des indications rapides pour la preuve, qui 
est tres proche de l’argument donne en [ 14, 151 (voir aussi [4]). En effet, par 
le thiorime 1.20, on a: 
(1.45) 
ou v , = a/axi,. I1 faut maintenant noter que, grace au theoreme 1.19, on peut 
appliquer le calcul des variations a la fonction (Q/~x,)(x’o,(w, 6, y,,))By’, 
ce qui est une consequence des resultats de [ 14, 151. On a done une Cgalite 
du type (1.44) dans la cas ou ]r] = 2. On procede de la mbme manike dans 
le cas general. 
On a alors un renforcement du theoreme 1.15. 
PROPOSITION 1.22. Sous Phypothese H 5, il existe un Q-negligeable J? 
dam @(I? + ; IRp) tel que si z & .?, pour tout r = (r ,,..., r,), pour tout E, T 
(0 < & < T) SUP,<I(T 1 BF] est darts tous les L, (1 < p < + 00) relativement a 
la mesure R’. 
Preuve. 11 suffit d’utiliser la partie (a) du theoreme 1.21 et le theoreme de 
Fubini. 
On a alors le renforcement du theoreme 1.16. 
THI?OR~ME 1.23. Sous l’hypothtse H 5 il existe un Q-negligeable 2’ 
dans Q(lR +, IRp) contenant 2 tel que pour toute fonction f(x) sur IR”, Cm 
bornee a d&i&es de tous ordres bornees, pour tout r = (r, a.. r,), et tout 
t>O 
E”‘[&f’(h,(w 63, Y,))] = ER’df(~‘rp,(w 4 Y,)P:). (1.46) 
Preuve. En utilisant la proposition 1.22, on raisonne a partir du 
thloreme 1.21 comme au thloreme 1.16 a partir du thtoreme 1.12. 
On dtduit de la proposition 1.22 et du theoreme 1.23 le resultat essentiel de 
cette section: 
TH~OR~ME 1.24. Pour tout z & J?‘, pour tout t > 0, la loi de 7c1p1(o, 6, x,,) 
pour R’ est donnee par une loi de type p:(x) dx oli p:(x) est une fonction 
continue sur 10, +oo [ x IR”, Cm en la variable x et a derivees de tous ordres 
en x continues sur IO, +a~[ x R”. 
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Preuve. Pour z 65.,?‘, appliquons (1.46) a la fonction f(x) = ei(n3r) 
(a E R”). En utilisant la proposition 1.22, on voit que si 0 < E < T, il existe 
FL,,, (0 < FL,, < +a~) tel que pour E < f < T, 
Ia;’ / . . . Ia>1 ERiei(a,n’o,(w.w,.ro))I <F:,,,,. (1.47) 
Done pour E < f < T la loi de n’e~,(w, (3, x0) est donnie par p;(x) dx oli p:(x) 
est C” en la variable x bornee uniformtment et t, a d&ivies en x bornees 
(uniformement en t). Or trivialement pour R’ la loi de z’~JI,(w, ;, y,) depend 
contintiment de t. Par le theortme d’Ascoli, on voit immediatement que p:(x) 
est continue sur [E, T] x IR”. On raisonne de meme pour demontrer la 
continuite sur [E, T] x R” des d&iv&es. fl 
Remarque 9. Ce resultat est de nature essentiellement probabiliste en ce 
sens qu’il n’est pas possible de fixer z pour l’obtenir mais qu’on n’obtient le 
resultat qu’a un Q-negligeable pres. Contrairement i ce que nous avons fait 
au thloreme 1.7, oti il ttait facile-moyennant l’utilisation du flot 
v.(c& .)-de considtrer (1.19) et d’appliquer un calcul des variations 
classique, dans le cas partiellement hypoelliptique, il est impossible de 
proclder ainsi puisque la dependance en temps des champs wT-‘(&, .) Yi 
n’est etudiable correctement que par une technique probabiliste. 
2. DIFFUSIONS CONDITIONNELLES ET FILTRAGE 
Dans la section 1, on a suppose que x, etait un processus construit au 
dessus de zI, i.e., que zr ltait un processus de Markov autonome. On va 
maintenant introduire une dependance de la loi de z par rapport L x. 
On introduit cette dipendance par un changement de mesure, par la 
formule de Cameron-Martin-Girsanov. 
On peut ensuite tres facilement appliquer les techniques de la section 1 
pour montrer des resultats sur les lois conditionnelles du processus x. 
Dans le paragraphe (a), on introduit les hypotheses et notations de cette 
section. Au paragraphe (b), on effectue la transformation de Girsanov. Au 
paragraphe (c), on utilise de resultats de Theorie de la prediction sous une 
forme qui nous sera utile pour la suite. Au paragraphe (d), on montre sous 
certaines hypotheses l’existence de densitb conditionnelles. Entin au 
paragraphe (e), on etudie leur regularite. 
(a) Hypothbes et notations 
On conserve les principales hypotheses et notations de la section 1. 
I’(& z) . . . fd(x, z) sont des fonctions definies sur R” x Rp a valeurs dans 
R, qui sont C” bornees a derivees de tous ordres bornees. 
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(b) Transformation de Girsanov 
On Iixe une fois pour tomes y, = (x0, zO) E R” X Rp. 
DEFINITION 2.1. Sur (Q x 4, P @ P), on note L, le processus: 
L, = exp P(cp,(w, 6, yJ) 6+ - -!- 1 2 _ ’ f I~‘(cp,(w 4 Y,))/* ds 
0 ,?l 
. (2.1) 
Alors il est classique que L, est une martingale relativement i la filtration 
(<!8;‘@)f>o, et que, de plus, pour tout T > 0, supoGIG T 1 L, 1 est dans tow les 
L, (1 < p < +a~). Notons aussi que L, est solution de l’equation differen- 
tielle de Ito: 
dL, = L, 5 Ij(u),(w, 6, y,)) 6l?j’, Lo= 1 (2.2) 
qui s’ecrit aussi: 
j=l 
dL, = L, 
( I 
5 l’(q+(w, 4 yo)) dti - t [ I l’(rp,(w, 4 y,))t* 
j=l 
+ ~j~j(~,(~, 63 Y,))] dt 
I) 
* (2.3) 
Alors, si (x,, ZJ = q,(o, &, y,), on voit que (xI, zI, L,) est solution de 
l’iquation differentielle de Stratonovitch: 
dX = X,(X, Z) dt + X,(X, Z) dW’ + J?j(X, z) d$.;j, 
dz = Z,(z) dt + Zj(z) dfi’, 
dL = - ; $ (1 lj(x, z)I’ + pjZj(x, z)} dt + LZj(x, z) d#, 
(2.4) 
J-1 
x(0) = x0 ; z(0) = z. ; L(0) = 1. 
(2.4) montre qu’on peut effectuer sur (xt, zI, L,) le m2me calcul des 
variations qu’on avait effect& sur (x1, zJ, puisque (x, z, L) est solution d’une 
equation differentielle stochastique a coefficients C”. Le seul point dtlicat 
est de noter que les champs de vecteurs apparaissant dans (2.4) ne sont pas 
born& (L n’est pas borne) mais ceci ne pose aucune difficulti sirieuse, 
puisque comme au thtoreme 1.20, on peut raisonner par troncation. 
DEFINITION 2.2. On note P’ la mesure de probabilite sur 0 X d qui est 
definie sur chaque .S,W;’ par: 
dP’(w, (3) = L,(w, (3) dP(w) @ dp(13). 
580/44,/2-6 
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Le risultat suivant est le resultat essentiel sur la transformation de 
Cameron-Martin-Girsanov definie a la definition 2.2. 
TH~OR~ME 2.3. Pour la mesure P’, 6,: = fit - .fb I(cJI,(w, 6, y,J) ds est 
une martingale brownienne et wt est une martingale brownienne inde’pendante 
de I?,:. 
Preuve. C’est le thtoreme 6.4.2 de [24]. 
Pour la mesure P’, (x, z) est solution de l’lquation differentielle 
stochastique: 
dx = [X,(x, z) + lj(x, z) zj(x, z)] dt + X,(x, z) dw’ + fj(x, z) dfi’j, 
dz = [Z,(z) + l’(x, z) Z,(z)] dt + Z,(z) dt3”, (2.5) 
X(O) = x0 2 z(0) = zo. 
C’est naturellement pour l’equation differentielle stochastique (2.5) que le 
problkme de filtrage prend son sens (puisque maintenant z depend aussi de 
x>* 
Remarque 1. Remarquons que les mesures P@p et P’ ne sont pas 
necessairement equivalentes sur 92” (elles peuvent mZme itre singulikes). 
Dans tome la suite, nous allons travailler simultanement avec les mesures 
P@ p et P’. Pour kiter toute diffkulte, nous supposons que l’etude effect&e 
dans la suite est realisle sur un intervalle de temps [0, N], ou NE N est 
arbitrairement grand mais fini. Toutes les filtrations seront compltttes par 
les ensembles 3’E*Is mesurables et P @ p ntgligeables, qui sont aussi les 
ensembles 3’1*’ mesurables et P’ negligeables. On fait de m2me sur tous les 
espaces de probabilite oti une telle situation se produit. On peut alors 
facilement recoiler les resultats. Nous ne reviendrons plus sur ce point. 
(c) Quelques rkultats de la thkorie de la prkdiction 
Avant de montrer l’existence de densites conditionnelles, nous allons 
rappeler certains resultats de la theorie de la prediction, essentiellement lies 
aux resultats de Schwartz [ 171. 
En effet, contrairement a ce qui se passait i la section 1, on ctudie la loi 
conditionnelle de x, relativement a la tribu 9:, i.e. deux parametres t et T 
interviennent dans la formulation du problkme. 
Nous allons chercher a donner un enonce regulier en (t, T). 
On pose la definition suivante: 
DEFINITION 2.4. Q’ est la mesure de probabilite sur %Y(lR’; IRp) qui est 
la loi de zI = x*~I~(uI, e&y,) quand 0 x d est muni de la mesure P’. 
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Naturellement, Q’ est equivalente a Q sur chaque 9:. 
On a alors le resultat tres general suivant: 
THBOR~ME 2.5. Sur (5F(R+; Rp), Q’), il existe un processus Q’- 
essentiellement unique SZ, ci valeurs dans l’espace II des mesures de 
probabilite’ sur G x 8, optionnel relativement ci la Jiltration (.A$+ JTaO et tel 
que pour tout processus mew-able born6 U,(o, 63) sur 0 x n’, V,(z) = 
J‘ U,(w, ~3) dS’,(o, ~3) est le processus (essentiellement unique) projection 
optionnelle sur (0 x 6, P’) du processus U,(w, (3) relativement ti la filtration 
wzy+ lT>O. Q’ p.s., pour tout T > 0, St est Porte’ par Pensemble des (co, (3) E 
8 x d tels que z&w, (3) = z, pour s < T. Enfin si t’* est la mesure image sur 
F(lR’; R”) de la mesure Stpar rapplication (w, 6) + &JX(W, (3, yJ, Q’p.s., 
z; est un processus continu ci valeurs dans respace II” des mesures de 
probabilite’ sur F(IR+ ; R”). 
Preuve. Par une leg&e extension du resultat de Schwartz enonce dans 
[ 17 ] Theoreme 2, on sait que sur R x 6, il existe une famille de noyaux 
markoviens N,(T E R ‘) telle que: 
(a) Pour tout T E R +, N, applique L8zG dans L$+. 
(b) Pour tout processus mesurable U,(w, c3) sur R x 6, le processus 
V,(w 4 = J-0 x A UT(o’, 3) N,(w, 6, d(w’, 13)) est optionnel relativement i 
la filtration {.St+),,, et est une projection optionnelle du processus 
U,(o, 63) relativement a la filtration {.A?$+ JTaO. 
(c) 11 existe un negligeable I Y‘c R x 6, A?;-mesurable tel que si 
(w, (3) 6Z. jf ‘, pour tout T E R ‘, N,(w, G), .) est Porte par l’ensemble des 
(co’, 03’) E l2 x d tels que zJw’, (3’) = zs(w, CC), s < T. 
En ramenant le processus N,(w, ~5) sur l’espace (F(R ’ ; Rp), Q’), i.e., en 
posant N,(w, 5) = SLT(W”)r on obtient la premiere partie du theoreme. 
De plus, par [241-l Th. 1.1.2, on sait qu’il existe une famille dtnombrable 
de fonctions continues bornees {fk}kcN sur l’espace ‘F(lF?+; R”) qui 
deginissent par dualite la topologie de la convergence etroite sur n”. Or, par 
le theoreme des martingales, on sait que P’-p.s., pour tout k E N, 
1 &(x(u’, 67)) dS’,‘“*” (u’, 3) est un processus continu. Q’-p.s., r$ est bien 
un processus continu. I 
On va maintenant construire explicitement le processus ti dans ce cas par- 
ticulier. 
On a tout d’abord le resultat technique suivant: 
PROPOSITION 2.6. I1 existe un Q-nigligeable h’“* dans g(IR ‘; [Rp) tel 
que, si z @A’“*, pour tout T > 0, supoctcT L, appartient 2 tous les espaces 
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Lp (1 < p < +co) relativement ti la mesure RZ et, de plus, L, est un 
processus continu >O. 
Preuve. Comme, pour tout T > 0, supoctcT L, est darts tous les L, 
(1 < p < +co) relativement a la mesure P@ p, la proposition resulte du 
theoreme de Fubini. 
DEFINITION 2.7. Pour y, E R” x Rp, on note Hi0 la mesure de 
probabilite sur G?(lR+; R” x Rp ) qui est la loi de y defini par l’equation 
differentielle stochastique: 
dy = Y,,(y) dt + Y[(y) dw’ + fj(y)[d@ + l’(y) dt], 
Y(O) = Yo 
(2.6) 
oti (w, 3) sont des mouvements browniens independants. 
11 est trivial de verifier que HJO depend contindment de y, E R” X iRp. Si 
yEqR+, R” x Rp), on pose pour T > 0: 
B,y,=y,+,E~(IR+;IR”XIRP) (2.7) 
y est decompose en sa trajectoire jusqu’i l’instant T et sa trajectoire apres 
l’instant T, i.e.: 
Y = (v/T/~,v>~ (2.8) 
On a alors le resultat suivant: 
THBOR~ME 2.8. Si h,(y) est un processus mesurable borne’ sur g(IR’; 
IR” x IRp) ci valeurs dans IR, alors une projection optionnelle sur (52 x fi, P’) 
de h(q.(w, 63, y,)) relativement b la filtration {9~+}T>0 est donnee par le 
processus hk depni pour z(o, 6) b$ .4’“* par: 
h;=& T jaxa hAy(~‘, ~‘)/T/y’)L,(o’, Wdf-f;,,~,;Jy’) dR’(o’, 6’1, 
(2.9) 
t,= 1 LT(o’, 3) dR*(w’, 6’). OXd 
Preuve. On va tout d’abord montrer que sur (Q x 4, P @ p)>, si fest une 
fonction d&tie sur S?(IR + ; R” x Rp), A?:+-mesurable bornee, alors 
E’@qf( y(w, (3)) I23;) = E’qj-( y(0, 6)) 1 q+>. (2.10) 
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Soient g, une fonction definie sur F(lF? ‘; W), .9;+-mesurable bornee et g, 
une fonction definie sur G?(lR+; Rp), .9’,-mesurable bornee. Pour 
2. E F(R+; Rp), on pose 
(f?,z.) = (z,,.) E GqlR +; IR”). (2.11) 
Soit g la fonction detinie sur F(lF?‘; Rp) par 
g(z) = g,(z) g*(etz). (2.12) 
Par la propriete de Markov du processus Ho (i.e., le processus H’ avec 
l=O), on a 
Or pour Ho, la composante z est elle-meme un processus de Markov 
autonome, i.e., si Qz est la loi de z., pour tout (x, z), on a: 
EHf-) g,(z) = EQ:g,(z). (2.14) 
Done 
Em”[ g(z(w ~))S(Y(W Q)] = E”“[g&(w ~)S(Y(W 6)) EQbzW1 
= E’@“[g,(z(o, (3)) EpoF df(Y(W 4) I %+I Eat1 g*(z)1 
= E’@“[ g,(z(w 6)) g,(@,z(w 4)E’@“(f(~(~, 5)) I %+>I 
(2.15) 
= E’@“[g(z(w, 6)) EP@-(j-(y(~, G)) 1 .%‘;+)I. 
Les fonctions g du type (2.12) engendrant la tribu Sk, l’tgalite (2.10) 
rest&e du theorbme des classes monotones et de (2.15). 
On va maintenant montrer (2.9) quand h,(y) est un processus constant 
h(y) qui s’ecrit: 
h(Y) = MY,,) ... MYlJ t, < t2 *** < I,, (2.16) 
oii h, .-a h, sont des fonctions continues bornies sur R” x Rp. La projection 
optionnelle de h(y(o, 6)) sur (I2 x d, P’) relativement a la filtration 
i,gtf+ ho est alors la martingale continue EP’[h(y(cu, 6)) 1 S;+ ]. On va 
d’abord montrer que, si hi est le processus detini par la formule (2.9) associi 
a h, i.e., si h: est donne, pour z @ N*, par: 
h;=& T lnxfi Wtl(~‘, 6’)) a.. My&‘, WI h,+,(di+,-,) ... 
h&(-r) LAW’, 6’) dH;+,,,,,,,(y’) dWw’, 6’) si ti< T< ti+,, 
(2.17) 
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alors pour tout T > 0, on a: 
h; = Eqz(y(w, c3)) 1 .dpj * ) p.s. 
En effet soit g une fonction r9;+-mesurable bornbe sur ‘H(R ’ ; 
propriktk de Markov du processus H’, on a, pour ti < T < ti+ , , 
EP’[gw4 6)) ~(Y(W 63))l 
= EP’(g(4w (311 ~,(Y,,(w (3)) +‘- hityl,(w 6)) 
x EH~‘t~i+,tVI,,,-T) **. uY;~-,Nl. 
Par la dbtinition de P’, on a done, pour ti < T < ti+ , , 
EP’l gw4 4) h(Y(W 6)) I 
1’ 
(2.18) 
“). Par la 
(2.19) 
= Ep@ g(z(o, 63)) EpoFILT I.%;+ ] EPOP,L1 , us’ 
i- ~ r+ 
, 
X Ep@“[LT.h~(Y(,(w7 r3)) I’* hi(.Y,i(w, &)) 
XEH’r(hi+,(yii+,-r) (2.20) 
Or par (2.10), dans le dernier membre de (2.20), les espkrances condition- 
nelles relativement A ,S;+ sont p.s. Cgales aux espirances conditionnelles 
correspondantes relativement i iaL,, qu’on peut construire grlce i la d&sin- 
tCgration R’. G&e i (2.20), on tire immbdiatement (2.18). 
Or, la martingale du membre de droite de (2.18) est p.s. continue. Pour 
montrer le Thiortme dans ce cas particulier, il suffit de montrer que h; est 
un processus p.s. continu i droite. Or Hb dtpend contintiment de y. Pour ti < 
T<ti+13 jhj+I(Y:i+,-TT)‘e* h,, y,,- .) dH:,(y’) est une fonction continue 
bornge de (T, v). De plus, gr?ice A la Proposition 2.6, pour z 6? ./z -*, L, est 
un processus continu tel que pour tout T’ > 0, sup,<,, L, est dans tous les 
L, (I < p < +a) relativement i R’. Pour z(w, ~5) g-K* la continuitk i 
droite de (2.17) est alors immt?diate. 
On a dkmontrt le Thioreme dans le cas particulier oti h s’ecrit sous la 
forme (2.16). Le membre de droite de (2.17) &ant p.s. dond par l’action de 
noyaux mesures de probabilitt, par le Thkorime des classes monotones, il est 
immkdiat d’ttendre le risultat au cas oti h est mesurable bornke sur 
F(R’; IT?” x Rp). Si h, est de la forme 
MY) = 4T) b(Y) (2.21) 
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ou a est mesurable bornee sur R ’ et b est mesurable bornee sur 
V(R ’ ; I?” x Rp), le Theoreme reste trivialement vrai. Une reapplication du 
Theorbme des classes monotones donne le resultat dans le cas general. fl 
Remarque 2. Le Theoreme 2.5 nous disait d’avance qu’il est possible de 
construire un processus de noyaux de Markov optionnel relativement A 
b?,. IT>0 P ermettant d’obtenir la projection optionnelle de tout processus 
mesurable borne. Nous avons pu iei construire explicitement un processus de 
pridicteurs qui convient. Notons toutefois les points suivants: 
(a) Le point cle est que dans le cas oti I = 0, un processus de 
prediction (optionnel relativement A la filtration completee {.J8LT*+JT>,, !) peut 
etre construit de man&-e triviale a l’aide de la seule d&integration R’. L’ap- 
plication de la transformation de Girsanov permet d’en deduire le processus 
de prediction pour I quelconque A l’aide d’une transformation ilementaire du 
prediction initial. 
(b) La condition de support don&e au theoreme 2.5 est trivialement 
veritiee par le systeme de predicteurs detinis par (2.9), puisque Q-p.s., R’ est 
portee par l’ensemble des (w, 63) tels que, pour tout s > 0, zS(u, c3) = z,. 
Grace au theoreme 2.8, on peut, saris inconvenient, detinir le processus 
rzy(w*‘) des lois conditionnelles de z,rp.(w, 5, y,,) relativement a A?;+ par la 
propriete que, si f est une fonction mesurable born&e sur V(R ‘; I?“), alors si 
x, = ~‘~,(~, $3, Y,) 
~v(R+:R,,)f(x~dr~(x~ = $1 I f (x(0’, w/y-q 7 OXd 
x LT(w’, (3’) dH;rc,,,;,,(y’) dR’(o’, 6’).(2.22) 
Par le theoreme 2.5, on sait a priori que le processus TZT(““” est P’-p.s. 
continu a valeurs dans ZI”. On va en fait verifier directement sur (2.22) que 
s; donne par (2.22) est effectivement continu. On a en effet: 
THI?OR+ME 2.9. Si z(w, 6) &.W*, alms T:~*‘) est continu h vafeurs 
duns respace l7”. 
Preuve. Considerons l’equation differentielle (2.6). Comme aux 
thioremes 1.1 et 1.2, on peut dtfinir un flot associe &(w, (3, .) sur l’espace 
(R x fi, P @ F). Hi est ainsi la loi de pf(o, c3, y). Grace la formule (2.22), 
on voit sans difficult& que, si z(o, (3) &X*, alors: 
.~cn+:R.)f(X)dT~(x) I 
1 =- 
L 1 
f(X(W’, w”‘)/T/dq!(w”, CT’, y&Y, (3’))) 
T ~flXC?X~X~ 
x LT(w‘, (3’) dR’(m’, (3’) dP(w”) d&7f). (2.23) 
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Or, pour (o’, G’, w”, 6”) fixi, la trajectoire (x(w’, c;i’)/T/x’o!(w”, G5”, 
yT(w’, (3’)) depend continfiment de T (pour la topologie de la conver- 
gence compacte). Done f(x(w’, L3’)/T/z’p!(o”, G”, yT(w’, 6’)) depend 
contintiment de T (en restant uniformement borne). Si z(w, 63) @ _ I ‘*, par la 
proposition 2.6, on peut appliquer le Theoreme de Lebesgue au membre de 
droite de (2.23) et en dlduire le risultat. 
Remarque 3. Compte tenu de la dermere partie du Theorime 2.5, ce 
risultat n’a rien de surprenant. 11 nous dit cependant que le processus t5. 
detini par (2.22) a effectivement toutes les proprietts souhaitees d’un 
processus de prediction hors d’un negligeable parfaitement connu. Toutes les 
proprietb que nous allons demontrer dans la suite vont porter sur ce 
processus de prediction. 
(d) Le cas partiellement hypoelliptique: existence de densitb conditionnelles 
On suppose verifiee l’hypothese H 4 (enoncee i la section 1, c). Rappelons 
que l’ensemble Q-negligeable . Y”’ a ete defini au thioreme 1.17. On a alors 
un premier resultat “elementaire” sur les lois conditionnelles. 
TH~OR~ME 2.10. Sous l’hypothese H 4, si (o, (3) est pris en dehors du 
P @ P negligeable {(w’, (3’), z(w’, 3) E CN.” U .H* } alors, pour tout T > 0, 
pour la mesure de probabilite’ tZT(W”’ sur F(lF?+; W), pour tout t > 0, la loi 
de x1 est du type q$“3”‘(x) dx. 
Preuve. Par le theoreme 1.17, on sait que si z(w, (3) @LA “I, pour la 
mesure RrcwVw) sur 0 x 8, la loi de n’q,(w, G, yO) est de la forme p,(x) dx. 
Or, pour z(w, (3) 6Z ,N*, t < r, par (2.22), la loi de x, pour r+(“‘*‘) est la loi 
de n’cp,(w, c3, y,) pour une mesure sur fi x fi equivalente a R’. Done, pour 
z(o, (3) @ %K”” U. be‘*, pour la mesure tyW*‘), pour t < T, la loi de x, est du 
type q$‘-“‘(x) dx. 
Reprenons alors le flot $(w”, 6”) defmi dans la preuve du thtoreme 2.9. 
Par la formule (2.23), si z(w, (3) @.N“‘U. N-*, pour t > T, on a, si g est une 
fonction borelienne bornte sur F?“: 
J u7(R +:rw g(x,) ds;(x) = & . * Jmxdxrrxfi ~eLW~ G”, Y&f, G’))) 
x Lr(w’, (3’) dR’(uf, ~3) dP(w”) d&Z”). (2.24) 
ou encore 
! g(xl) Wx) = f g(7c’p;p&c G”, x, ZT)) ‘v(R+:rR”) -nxi,xw 
x q;,T(x) dx dP(w”) d&Z”). (2.25) 
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Par le thioreme 2.3, si on pose: 
Ls(co”, G”, y) = exp 
I j 
5 ’ V(a)Jw”, G”, y)) 6fij 
j=l 0 
- + j‘ 5 1 Zj((pu(co”, a’, y))12 du 
I 
(2.26) 
0 j=l 
alors: 
I g(x,> dG-(x) = j g(hcA~", G", x, zr)) q;.,Ax) dx . ~(R+:R") wxnxb 
x &(d, G”, x, zT) dP(o”) d&j?). (2.27) 
Or par le Theoreme 1.2 et la remarque qui le suit, P@ P p.s., pour tout 
(u, z) E I?+ x Rp, x + rc’a)Jo, (3, X, z) est un diffeomorphisme de R” sur R”. 
Par (2.27), il est alors clair que la loi de x, pour tc a une densite par rapport 
a la mesure de Lebesgue. 
(e) Le cas partiellement hypoelliptique: regularite’ des densitb condition- 
nelles 
On va tout d’abord montrer une formule d’integration par parties 
conditionnelle pour la mesure Pt. 
On fait en effet l’hypothese H 5 definie i la section If). 
On alors, en utilisant les notations du Theoreme 1.20. 
TH~OR~ME 2.11. Sous Phypothbe H 5, soit V(x) un champ de vecteurs 
sur R” a valeurs dans R”, C” borne’ a derive’es de tous ordres borne’es. Alors 
si f(x) est une fonction de3nie sur I?” a valeurs dans R qu’on suppose C” 
bornee a derivees de tous ordres bornees, si U(G) est une jionction mesurable 
born&e sur d a valeurs reelles, alors pour tout t > 0, T > 0 
x B,Y- C;‘q;-’ 
( ( 
v, ,gl jr C,,,v: - ’ g (66’ - &,(a 4 ~0))) du 
)) 
(2.28) 
Preuve. Notons que L, est solution de l’equation differentielle de 
Stratonovitch &rite en (2.4). On peut alors raisonner comme au 
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theoreme 1.12 sur le flot associe a (2.4) pour obtenir une formule du type 
(1.32) en appliquant (1.27) avec: 
h=p 
L&o, cz) c; ‘cp;” ’ V) 
N ! 
L,(w, 3) c, ‘cp:- ‘v, (2.29) 
oti p est une fonction C” born&e a valeurs dans [O, 1 ] telle que p(x) = 1 pour 
llxll< 1, P(x)= 0 pour /[x/I > 2. On obtient le theoreme en faisant tendre N 
vets l’infini et en utilisant le fait que 
sont dans tous les LP( 1 < p < +a~), ainsi que le thtoreme de Lebesgue. 
Le calcul explicite du deuxieme membre de (2.28) est elcmentaire a partir 
du theorcme 1.9 et du thCoreme4.2 de [4]. 
Remarque 4. Notons que pour la mesure P’, I$ - & Zj((pS(~, 6, y,)) ds 
est une martingale brownienne independante de W. 
On va maintenant renforcer I’enonce du theoreme 1.21. 
THBOR~ME 2.12. Sous l’hypothese H 5, pour tout multiindice 
r = (r, ... r,), il existe un processus continu sur (IR + )*, Dr,T tel que: 
(a) Pour tout E’, T’ (0 < E < T’), 
sup ID;.TI c’<t<T 
O<T<T’ 
est dans tous les L, (1 <p < -two>. 
(b) Si f est une fonction de@& SW F?” ci valeurs duns m qu’on 
suppose C”, born&e, ci derivees de tous ordres bornees, si U est une fonction 
mesurable bornee sur d ci valeurs dans IR, pour tout T > 0, t > 0: 
EP@-lLAw 6) WW,f(h+(w 4 yo))] 
=E@-[L&A $1 U(@f(n’((o,(w 4 y,))D:,,]. (2.30) 
Preuve. On raisonne comme au theorime 1.21. En utilisant, en 
particulier, le thtoreme 4.2 de [4] et la thioreme 1.19, il est tres facile de voir 
qu’on peut “itlrer” la formule (2.28) de maniere a obtenir (2.30). I 
On a alors le resultat fondamental de cette section. 
TH~OR~ME 2.13. II existe un ensemble Q’-negligeable . Fe* dans 
W(lR + ; (Rp) tel que, si z(w, 6) & ~ d’*, pour tout T > 0, t > 0, la loi de x, pour 
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la mesure 5; est de la forme s;,~(x) dx. 06 q;,Jx) est une fonction C” en 
XE R”, continue en (t, T, x) E 10, +co [ X R + x R”, ci de’riukes de tous 
ordres continues en (t, T, x). De plus pour foul compact K de 10, +co [ x R ‘, 
pour tout multiindice r = (r, . -. r,), 
esf jini et appartient ci tous les L, (1 < p < + w) pour P @ P et pour pi. 
Preuve. Pour t < T, on pourrait utiliser le ThCorkme 2.10 mais pour le 
cas oti t > T, la technique utilide au Thkoreme 2.10 semble insuffisante. 
Aussi prkfkrons-nous raisonner directement. 
Notons tout d’abord que si H(w, (3) est une variable akatoire 9;::- 
mesurable (7” < +a), alors elle appartient i tous les L, (1 < p < +oo) 
relativement i P@ P si et seulement si elle appartient i tous les L, 
(1 < p < +a) relativement i P’: en effet LF, appartient i tous les L, 
(1 < p < +oo) relativement ti P @ p, et il est trts facile de vkrifier que L;! 
appartient i tous les L,(l < p < -too) relativement i P’. Pour T > 0, soit 
U(6) une fonction .8:+-measurable bornke sur d Grice h la formule (2.30), 
on sait que pour r = (rl . a - rJ, et t > 0: 
De (2,.31), on tire immkdiatement que 
.I ad-(x,) dG(x) = ~P’If@‘~tb G ~o)P:,rv, I %+ 1 p.s. (2.32) 
Alors pour 0 < E’ < T’, 
H’ 
T(T’ 
E’<f(T’ 
est dans tous les L, (1 < p ( +oo) relativement i P’. Soit @‘,T’xr la 
martingale continue 
fi;‘.T’,r = .P’[ff~‘.T’.r 1 B;+], (2.33) 
De (2.32), on tire immediatement que pour e’ < t & T’, T,< T’ 
(2.34) 
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Les deux membres de (2.34) Ctant P’ p.s. continus en (t, r) on voit done que 
P’ p.s. pour tout (t, r) tels que E’ < t < T’, T < T’ 
Soit (fk}k E N une famille denombrable de fonctions de Y qui est dense 
dans 59. P.S., pour tout k E N, (t, T) tels que E' < t < T’, T < T’ 
Par densite, il resulte immediatement que p.s., pour tout f E %“, (t, 7’) tels 
que d<t<T’, T<T’ 
(2.37) s’etend immtdiatement a tout f C” bornee i derides de tous ordres 
bornles. A partir de (2.37), on raisonne comme au Theoreme 1.24 pour 
obtenir la premiere partie du Theoreme. De plus, par l’inegalite de Doob, on 
sait que supOGTGTS ]B;‘*T”‘] est dans tous les L, (1 < p < +co) relativement 
a P’. La seconde partie du Theoreme resulte immtdiatement de l’inegalite 
(2.37). 
Remarque 5. 11 est trivial de verifier que pour tout T > 0, i = 1 . .. n, 
sup,<,,,exp k[r’~~(w, 6, y,)]’ est dans tous les L, (1 < p < +co) 
relativement a P @ p. En appliquant le calcul des variations a 
f(~‘p~(w, 6, y,)) expf [ rr’q,,(o, (3, y,,)]‘, il n’est pas difficile de conclure que 
exp(fx’) q:,.(x) a les m2mes proprietes que qfqT(x), et done que qf,= E Y . 
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