Abstract
Introduction
The world has entered the era of big data. How to deal with massive text effectively and efficiently has become an urgent problem in front of us. Entity Attribute Extraction is an important technology in the field of natural language processing, and the information obtained can be not only provided to the users directly, but also used as the basis of building intelligent query and data mining. As an important aspect of information extraction, entity attribute can be used to define a new entity, conduct entity mining and other practical applications.
Natural language processing (NLP) technology first began in the meeting of MUC (message understanding conference) funded by the United States Department of Defense Advanced Research Projects Committee. The main purpose of the study on information extraction is to get the structured information from natural language text. With the development of technology, new NLP processing method emerges continuously. In order to utilize computer program to automatically define the characteristics of the numerous new concepts or things that is shown on the Web, and to explain the things through the features, entity attribute extraction which is to obtain the characteristic of an entity becomes a very important NLP technology. The task of entity attribute extraction is let computer fetch the attributes and their values by itself.
Entity refers to the independent existence of things. Each entity has its own characteristics, that is, different entities have their own specific attributes, and can be distinguished from other entities. The name of Entity often represents species, which have the same nature as other nouns. Generally, people specify a name for each entity, which is also known as Named Entity, NE. The entities with same category generally have similar attributes, but they are different in the value of the property. Different types of entities generally have different properties. Any concrete or abstract object can be called an entity. Different from other applications of information extraction, a user`s interest can also be defined as an entity, such as people, institutions, products, etc. Moreover, things that appear in the corpus, can all be defined as an entity. Entities with different types have different attributes and information characteristics. While entities with same category generally have roughly the same attribute information structure, but the value of each attribute will be different. For example, there are general attributes of a people entity: full name, occupation, work units, mail, telephone, hobbies, etc.; the attributes of organization/unit entity: the name of institution/unit, address, department, responsible person, the nature of services, etc. And the typical attributes of a product entities: product name, manufacturer, product function, art, price, brand, characteristics, and so on [1] .
In recent years, with the rapid development of search engine technology, searching has become more and more intelligent. The search engine has evolved from the "keywords search" to "SNS Search" and "Entity search".
Entity Search is more complicated than the keywords Search. Although the traditional keyword search has developed well, the results provided by the search engine can help users find the information, but in fact for the "Search Engine" system itself, it does not understand the meaning of the search. The primary focus on Entity search is not the "key words" but the object, such as people, institutions, organizations, etc. We hope a conversion from keywords to entity can help search engine understand and organize search results from a more subtle point of view. To a certain extent where can understand the meaning of query, and give their own answers, some of the more intelligent and personalized interaction is also depending on the entity which is the basis for upper layer applications.
Entity Search needs an entity-related information database. The information database not only includes massive entity information but also the relevant attributes which can accurately describe the entity. The construction of the Entity Database needs long-term accumulation and the relevant data mining technology.
This paper provides a novel entity attribute extraction method to conduct the entities and syntax analysis [2] , and the extraction of entity attribute with deep learning method. This method can be used in the task of entity attributes. The remaining of this paper is organized as follows. Section 2 presents the related work in the literature, Section 3 explains our proposed method and the last section presents the experiment results.
Related Work
Entity attribute extraction is a very important task in information extraction. While most research focus on attribute extraction of English text. Chinese entity attribute extraction is also an important task in information extraction. In our work, we focus on the entity attribute extraction from Chinese text.
Ways of Extract Attribution
Ding [3] pointed out the basic concept of attribute and the role of attribute, and the ways of extracting attribution: People attribute extraction, product attribute extraction, concept attribute extraction and enterprise attribute extraction.
People Attribute Extraction
Character attribute extraction is the extraction of the basic information of the characters, such as the birthday of the people, the place of birth and work, etc. Ye Zheng from Dalian University of Technology's extracted person's gender, position and other attributes information from the free text of the HowNet. He regarded the words describing the characters' attributes as entity, and treated Character attribute extraction, which can use to build character information database as the concrete application of the entity relation extraction [3] . Lu Wei, and some other scholars, who come from Wuhan University, used the extraction of character information to construct the company's expert search system to facilitate the search for expert expertise. In addition, the extraction of character attributes can also be used for the development of character search engine, and also Meta Search Engine.
Product Attribute Extraction
With the development of electronic commerce, the Internet has accumulated hundreds of millions of product information. Product attribute extraction can not only increase the description of the goods, but also provide very valuable information for users and manufacturers such as the description of product, price and other information. Furthermore, product attribute extraction makes Suppliers to increase the retailer's merchandise database, and makes search engines to build a shopping search engine.
Concept Attribute Extraction
The concept attribute extraction includes the extraction of the popular concept and the academic concept. In the literature, Li Jing used domain properties in the concept of ontology to build domain ontology and made a research on the domain properties in the concept of domain ontology.
Enterprise Attribute Extraction
Attribute extraction from the enterprise level, can be used to extract the basic enterprise information. It constructs business directory database and timely tracks and extracts relevant information in the external environment of the enterprise, which meets the needs of corporate in term of public opinion monitoring. It is also an important part of enterprise management.
Methods of Extract Attribute
Attribute extraction methods can be divided into two categories: rule-based and based on statistics methods.
Rule-based approach is a method which contains pattern matching and focuses on areas of analysis and pattern matching. These methods often rely on specialized areas of background knowledge. When extracting character attributes, we need to match all possible patterns that describe the properties of the characters. Although it can also have a better extraction results, this model has many disadvantages: there are too many matching rules, not easy to sum up the integrity, and the large workload. When encountering new properties, the well-formed rules cannot handle them directly. Thus, there are some bottlenecks in the rule-based extraction: very complex rules, larger workload of the design process of rules and easily to make mistakes, difficult to cover all the linguistic phenomena, and requirements of domain experts' assistance to complete the work. Besides, the compatibility, flexibility and portability of the rule System is also poor. With this method it is difficult to cover with all language phenomenon, and experts in the field need to be involved. At the same time, it lacks compatibility, flexibility and portability.
Statistical methods are based on training corpus that is manually labeled to train a model. One of the most common methods is the semi-supervision, which requires a small amount of labeling as a seed, and then uses statistical knowledge to discover new candidate words. Typical methods of information extraction are conditional random method, hidden Markov model and others.
Most research in the literature is focused on extracting the English product attributes and character attributes. Santosh Raju and Katharina Probst proposed the method of extracting attributes and attribute-value pairs from the product description [4] [5] . The method of product attributes extraction was unsupervised and semi-supervised. Rayid Ghani and Wong T L proposed an unsupervised framework to extract attributes [6] [7] . István N T [8] proposed a method that person attribute extraction from the textual parts of Web. Chun liang L [9] proposed an extraction method of attribute word in Chinese product reviews. Zhang Q [10] proposed a homepage character attribute extraction method that based on weak supervised learning for the characters of the characters. And Li Hong Liang [11] put forward an Encyclopedia character attribute extraction method based on the rules.
Sánchez D [12] proposed a new methodology for acquiring class attributes at an ontological level. In addition to object relations, one of the papers contributions is to address the discovery of data-properties and their associated data-types and value ranges. Results have been manually checked by means of an expert-based concept-per-concept evaluation for several well distinguished domains. And this method had been showing reliable results and a reasonable learning performance in the experiments.
Jia [13] proposed an approach to extract attribute and attribute value from Chinese wiki encyclopedia entry articles. Attribute values are viewed as named entities and class attributes are extracted based on frequent patterns mining and association analysis. The experiment results show that the method is feasible and effective.
Recently, deep learning is a frequently mentioned method. But most researchers are using it in the image processing. In the field of natural language processing, the application of deep learning just began recently. Collobert published a paper in 2011. This paper described the application of deep learning in the field of NLP. He proposed a model which had changed the traditional thinking of text categorization. Biggest advantage of the model was that no manual designed features in involved, and it just need the original text input vector to automatically extract features. Chen Yu applied deep learning to the Chinese entity relation extraction and Chinese named entity category discovery, and the proposed method achieved good results [14] [15] . Relation extraction is a fundamental task in information extraction, which is to identify the semantic relationships between two entities in the text. The results at paper [14] show that DBN is a successful approach in the high-dimensional-feature-space information extraction. It outperforms state-of-the art learning models such as SVM and back-propagation network. In next section of this article, we present an entity extraction method based on deep belief network.
Entity Attribute Extraction Based on Deep Belief Network (EAEDB)

Deep Belief Network
Conditional random fields (CRFs) [16] are a classification model for tagging task. In this paper, it is also used to recognize named entities. CRFs are an undirected graphical model (also known as random field) which is used to calculate the conditional probability of values on assigned output nodes given the values assigned to other assigned input nodes. Different from CRF, Deep Belief Networks (DBNs) are graphical models which learn to extract a deep hierarchical representation of the training data.
Deep Belief Network (DBN) [18] was proposed in 2006 by Geoffrey Hinton. By training the weights between neurons we can make the whole neural network generate the training data according to the maximum probability. In EAEDB, the structure of our DBN network is a kind of deep neural network that composed of several layers of Restricted Boltzmann Machines (RBM) and a layer of BP.
BP Network
Rumelhart, McClelland put forward the backward propagation of errors algorithm (error back pass learning algorithm) of BP network in 1985. As one of the neural network models, BP model, which is a kind of multilayer feed forward network trained by the error back propagation algorithm, has been used widely in not only academic but also industrial applications. BP network can learn and store vast amount of mapping relation from input to output model without revealing the mathematical equations describing the mapping relationship in advance. Its learning rule is to use the fastest descent method, and constantly adjust the network weights and threshold by back propagation, so that the square-error of network is minimum. The topological structures of BP neural network model include input layer, hidden layer and output layer.
BP neural network is divided into two processes: . This "neuron" is a computational unit that takes as input x 1 , x 2 , x 3 (and a +1 intercept term). We will choose sigmoid function as the activation function.
Here are plots of the sigmoid and tanh functions: 
RBM Network
RBM has only two layers of neurons, one is called visible layer which is composed of visible units and used for training data, the other is called hidden layer which is composed of hidden units and used as a feature detector. There is no neurons interconnection between the internal of visible layer and hidden layer but only symmetrical connecting line. The benefit is that the values of the hidden unit is unrelated in the case that the visible units' value has been given. The formula of given visible units value is as follows: (1) In the same way，The formula of given hidden layer is:
(2)
The h in the formula represents visible layer nodes while the v representing the hidden layer nodes.
Through the above formula, it is unnecessary to calculate only one value each time when calculate the value of each neuron, but compute paralleledly the whole layer neurons at the same time.
When getting the new data and clamp the data to visible layer, RBM will open or close the hidden units according to weights W. First, it will calculate activation value of each hidden layer unit (h=Wx). Then, using sigmoidal function to do standardization, and calculate the visible layer when the value of hidden layer has been given is the same.
(Open)
(Close)
Feature Extraction
The application of EAEDB is composed of following three steps: 1. Recognize named entities by CRFs, and then form the entity feature which is defined by the category of the recognized entity. 2. Analyze the text with semantic parser, get the Object Structure characteristics of the syntax tree. 3. Combine three features that have been discovered. Feed the integration of the feature set as parameters into DBN neural network, and then get the model of entity attributes extraction. 
Process
Step 1: Since the corpus is obtained from the Internet which contains much noise text. At first, we must process the corpus to get pure unstructured text.
Step 2: Extract feature that is used to train the model. Before training DBN model, we must extract the feature vectors from the corpus. After the entity recognition, we can obtain a list of features, and then, combining the tag of syntactic tree that result parser syntactic as the feature vectors.
Step 3: After the previous two steps, we can obtain the feature vectors. Finally, the matrix of feature vectors is used to train the model of DBN.
DBN model training process is divided into two steps which is shown in Figure 3 .1. Firstly, we must train each layer RBM network respectively, ensuring that the feature vectors are mapped to different feature space, and then the features are preserved. The final layer is set in a BP network, receiving the output of RBM as its input feature vector. In this model, each layer can only ensure that the weight is optimal to own RBM network layer, not for the entire DBN. Therefore, error message from back-propagation network will be propagated down to each top-level RBM. Fine-tuning the entire RBM network of training process, the result model can be seen as initialization parameters of BP network.
Experiment
We conducted experiment to test the effectiveness of EAEDB. The settings and the results are presented in this section.
Data Set
We gathered a large set of documents with a topic specific crawler [20] in shipping news website and travel website. Original corpus was the web page set that contains a lot of useless information such as ads and text only with html tags. After pre-processing the target text corpus, the size of the corpus was reduced to about 24MB.
At last, we used more than 10,000 Chinese sentences as training set and all of the text were processed using the method presented in Section3.3. 
Result and Analysis
With the different proportions, we randomly split the corpus into two sets. One is the development set and the other is the test set. We conducted experiments four times. Since the primary target of the experiments was to extract attributes, we analyzed the performance of results, and found that the method was feasible, though the preliminary results were not satisfactory. By comparing the results obtained from five experiments, it can be discovered that the feature dimension changes have great impact on the result, and more experiments would be needed to find what a suitable number is to get the best accuracy. Table 4 .1, where the B-LOC represents the place names. We defined three types of entities that are place names, organization names, and personal names.
Entity cognition is expressed as classification tasks, hence metrics like Precision, Recall and F-Measure are used together for performance evaluation. They are defined as formula 6, formula 7 and formula 8 respectively.
Number of correctly extracted entity attributes Precision = Total number of extracted entity attributes P (6) Number of correctly extracted entity attributes Recall = Actual number of extracted entity attributes R Table 4 .2 shows the experiments result that the entities attributes which are obtained from the testing corpus. The first column is category of attribute, and the second column is the number of attributes. Table 4 .3 shows the precision, recall and F-measure results of the experiments. We conducted the experiments in four runs with different training and testing set ratio. The ratios are 9:1, 8:2, 7:3 and 6:4 respectively. And we can find with the 6:4 training and testing set ratio, the result's precision and F-measure are highest and there's no significant difference in terms of recall rate. 
Conclusions
In this paper, we presented a new unsupervised approach for attribute extraction from unstructured text. To start with, the famous CRFs model solve the Recognize named entities problem. And then, we extract attributes which can be discovered by using DBN model. In the future work, we will try this method with variable kinds of corpus. Also, we will add more text features and try the different ways to smooth the related RBM parameters to improve this method.
