Fog-based Vehicular ad-hoc networks (VANETs) are new kinds of network that combine fog computing and mobile ad-hoc networks appeared in recent years, which can be used in monitoring traffic, smart driving, safe driving, and so on. Fog-based VANET is composed of a large number of dynamic nodes and static nodes, which is a heterogeneous network. Due to the heterogeneity of fog-based VANET, there is a large difference in clock rate between different nodes. It makes clock of nodes soon become inconsistent. The inaccurate clocks would lead to problems such as imprecise duty-cycle scheduling and wrong events sequence, etc. Synchronizing the clocks needs multiple message exchanges among the nodes. However, due to the mobility of the fog-based VANET, the network topology changes dynamically, which may cause synchronization packets to fail to be transmitted to a node that needs to be synchronized. In this paper, a precise time synchronization mechanism for fog-based VANET is proposed. The mechanism uses two-way message exchange method to estimate clock offset through analyzing the mobility of dynamic nodes. Clock skew is corrected using a carrier frequency offset (CFO) based hardware clock frequency estimation and considering the Doppler effect. Theoretical analyses and simulation results show that our time synchronization mechanism achieves highly accurate time synchronization.
I. INTRODUCTION
Vehicular ad-hoc networks (VANETs) are research hot spots in recent years since they are considered to be important parts of the future intelligent transportation system [1] , [2] . VANET belongs to mobile ad hoc networks (MANETs) [3] . VANET is a network self-organized by many mobile nodes, which contains many vehicles with communication modules [4] . VANET enables vehicles to communicate and forward data to achieve traffic congestion control, road safety alerts, and entertainment for passengers [5] .
Fog computing is a technology that uses computing, storage, and communication capabilities of network edge devices The associate editor coordinating the review of this manuscript and approving it for publication was Anfeng Liu . to address the needs of users locally. Fog computing technology can solve the growing difficulties in acquiring information. It can reduce latency and saves bandwidth, resulting in a better quality of service and improved user experience, while it can also be used to assist life scenarios [6] - [8] .
The combination of VANET and fog computing has gradually become the mainstream of research recently [9] , [10] , that is, fog-based VANET. Fog-based VANET consists of a base station, road side units (RSUs), vehicles, and various smart devices such as smartphone, smart wearable device [11] , which forms a heterogeneous network.
The fog-based VANET uses resources at edges in the network, which can efficiently complete positioning, navigation and other services through fog computing, making automatic driving more secure and reliable. The fog-based VANET can VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ also further expand the applications of fog computing and enhance the ability of fog computing since the vehicles in the fog-based VANET often have more powerful computing, storage and communication capabilities than the other nodes. At present, in order to make better use of the advantages of fog-based VANET, there are many aspects of research on fogbased VANET, such as load balancing [12] , energy hole [13] , delay optimization [14] , data reliability and redundancy [15] , data collection [16] . The applications of the above researches basically need time synchronization support, but currently, there is no effective synchronization algorithm for fog-based VANET. Therefore, it is necessary to study an effective algorithm for fog-based VANET.
Fog-based VANET has serious synchronization problems. Because nodes in fog-based VANET are heterogeneous, clocks of the nodes are different, causing the deviation between clocks of different nodes to be very large [17] . The power supply of different nodes is also different. For battery-powered nodes, as the battery continues to be used, the voltage is reduced, which can also cause clock skew and inconsistent time between nodes [18] . The discrepancy among clocks would cause problems such as imprecise dutycycle scheduling and wrong events sequence. Such a significant error Make nodes in the fog-based VANET need to be synchronized with a large amount of overhead.
However, the synchronization process needs a reference node to broadcast a standard time to all the nodes quickly. Meanwhile, the topology of the fog-based VANET is always changing. Due to the mobility of most nodes in the fogbased VANET, The network might be disconnected at a certain moment, resulting in synchronization information not being transmitted to every node. Meanwhile, there are a large number of nodes in the city, which is easy for conflicts during data transmission, resulting in large delays in communication and reducing synchronization accuracy. There are many time-sensitive applications in fog-based VANET, such as automatic driving, safe driving, navigation [19] . Therefore, a precise time synchronization mechanism that can be used for fog-based VANET is very necessary.
In this paper, an accurate time synchronization mechanism for fog-based VANET (VANETTS) is proposed. The mechanism divides fog-based VANET into two scenarios: time synchronization of static nodes and time synchronization of dynamic nodes. VANETTS uses two-way message exchange method to estimate clock offset and estimates clock skew by carrier frequency offset (CFO) based hardware clock frequency estimation.
The main contributions can be summarized as follows: 1) We analyze the mobility of dynamic nodes and use twoway message exchange method to design a strategy that can accurately estimate the clock offset of dynamic nodes.
2) We use CFO-based hardware clock frequency estimation for estimation of clock skew, and analyze the Doppler effect brought by the dynamic node to make the estimation result more accurate.
3) In order to analyze the performance of VANETTS, simulation experiments are conducted, and the results show that the VANETTS mechanism can achieve extremely accurate time synchronization in fog-based VANET.
This paper is organized as follows. In Section II, related work is introduced. The network model and problem descriptions are presented in Section III. Section IV presents the detailed design of the VANETTS mechanism. Simulation results and analyses are reported in Section V. The final section concludes the paper.
II. RELATED WORK
The current time synchronization method of VANET is Global Navigation Satellite System (GNSS), which mainly includes GPS in the United States, GLONASS in Russia, GALILEO in Europe, and BEIDOU in China [19] . Since GNSS is generally unobstructed on transmission path of signal, it is easy to estimate delay of transmission [20] . In general, the more satellites that participate in time synchronization, the higher the accuracy of time synchronization. Therefore, the use of GNSS technology can meet the general time synchronization requirements. However, time synchronization energy consumption through GNSS is high. And in some areas that exist obstacles, the signal will be blocked affecting the efficiency and accuracy of time synchronization. Moreover, in cities with many nodes, messages interaction between nodes is also very frequent, which would cause a certain degree of conflict, resulting in a decrease of efficiency and accuracy of time synchronization through GNSS. In the development of VANET, some fields like safe driving and automatic driving need to have accurate clocks as support. Therefore, there is a need for a time synchronization mechanism that does not rely on GNSS to achieve efficient and accurate time synchronization. To this end, this study focuses on wireless sensor networks (WSNs), which is similar to VANET. And learn from time synchronization algorithm in WSN to solve the time synchronization problem of fogbased VANET.
There are currently many studies related to time synchronization in WSN. These methods can be divided into two categories, based on reference nodes and no reference nodes.
In the presence of a reference node with an accurate clock, the rest of nodes calibrate clocks based on the reference node. The reference node periodically broadcasts its clock information, and each node far from the reference node corrects clock by single-hop or multi-hop communication. The clock synchronization methods between two nodes are mainly oneway message exchange mechanism and two-way message exchange mechanism.
The key of the one-way message exchange mechanism is that when a node receives a synchronization package, it corrects clock through estimating clock skew and clock offset, As shown in Fig. 1 . There are some studies using one-way message exchange mechanism [21] - [25] .
In [21] , Kasım et al. proposed flooding with clock speed agreement (FCSA), which uses a slow flooding technique. In this method, when a node receives synchronization information sent by the sender, it saves the time of sending node and local time and then obtains a correlation function between the times of two nodes through linear regression. Thereby synchronize the clock of the receiving node. The slow flooding method can alleviate the impacts of delays, which exist in the flooding method. However, this method needs to store a large amount of information about neighbors, which requires large storage. It is a drawback for sensor nodes with limited storage space.
For the problem of large storage capacity required by FCSA, Kasım et al. proposed adaptive value tracking synchronization (AVTS) in [22] . This method uses an adaptive value tracking technique. This technique does not require storing too much data. The clock offset between two nodes can be obtained more effectively and synchronized.
In [24] , Lee et al. proposed a dual-clock delayed-message scheme, which uses maximum-likelihood (ML) technique to estimate clock skew and clock offset. Masood et al. proposed an algorithm called dynamic stochastic time synchronization (DISTY) in [25] , which combines a dynamic stochastic model (DSM) with Kalman filter formulation to estimate clock offset and clock skew. Both methods are highly accurate and can reduce the impact of the environment on synchronization.
The one-way message exchange mechanism is driven by a node with accurate time and could be referred to as active synchronization. Instead, the following two-way message exchange mechanism is driven by a node that needs to obtain an accurate time, which is a passive synchronization.
Nodes with a two-way message exchange mechanism send messages to parent nodes for synchronization, as shown in Fig. 1(b) . Node S is the parent node of node A, A sends a request to S at t 1 , and Node S receives at t 2 . Then S reply t 2 and t 3 back to A at t 3 . Finally A receives at t 4 . Assuming that the delay of data transmission from A to S is the same as from S to A, the delay of these two parts can be eliminated, which achieves a more accurate timing. There are some studies using two-way message exchange mechanism [18] , [26] - [28] .
Meng et al. proposed DualSync in [18] , which takes into account factors such as temperature and voltage. It quantifies the influence of temperature or voltage on the clock over a certain period by linear regression and then corrects clock.
In [26] , Kyeong et al. proposed energy-efficient time synchronization for asymmetric WSN, which estimates clock offset and propagation delay with the one-way clock skew estimation and reverses two-way message exchange methods to synchronize the clock.
Gopal et al. proposed a cluster-based time synchronization technique for WSN in [27] . It can dynamically cluster nodes based on distance and energy levels to achieve energyefficient time synchronization.
Wang et al. studied the two-way message exchange mechanism in [28] , which additionally considers the relationship between clocks of overhearing node and sending node. Then obtains clock skew through maximum-likelihood estimators. This method is simple to calculate and can reduce the amount of traffic.
The two-way message exchange mechanism can easily achieve more accurate time synchronization, but because it requires more data transmission counts. Moreover, it takes longer to wait, which will cause higher energy consumption and slower convergence.
For the network where the reference node exists, Qiu et al. proposed coefficient exchange synchronization protocol (CESP) in [29] , which is an improved algorithm of reference broadcast synchronization (RBS) [30] . CESP can reduce overhead in data transmission comparing with RBS. Thus it can save energy.
In [31] , Qiu et al. proposed Spanning Tree-based Energyefficient Time Synchronization (STETS), which combines Sender to Receiver Protocol (SRP) [32] and Receiver to Receiver Protocol (RRP) [33] . The whole network is clustered, where the reference node and cluster heads form a spanning tree. Synchronizing information is passed from the reference node to each cluster head hierarchically. Then, the cluster heads perform time synchronization on the members in the cluster through RRP. This method has a good effect on large-scale networks.
In practical applications, sometimes there is no reference node in a network. In this case, synchronizing the whole network requires all nodes to observe the same time and clock rates. This synchronization method is called consensusbased method. There are many consensus-based methods that were proposed to solve the time synchronization problem of networks without reference nodes [34] - [39] .
In [36] , James et al. proposed a method called distributed synchronization of nodes with CMOS timers (DiStiNCT), which is a distributed algorithm. Each node corrects clock offset by calculating clock information of neighbors and its own. Average clock offset is used as the clock offset for correction. The method is simple and easy to perform, and the calculation is also simple.
Kasım et al. proposed a distributed algorithm called PISync in [39] , which applies proportional feedback and integral feedback to estimate clock offsets and clock skew. This method can effectively reduce the transmission overhead, save energy, and has excellent scalability.
Guo et al. proposed a method called carrier frequency offset assisted syntonization (CFOSynt) in [37] , which estimates clock skew between nodes through the observation of CFO. This method can achieve clock skew correction through regular communication without depending on a specific synchronization packet, so it is energy efficient. However, the article does not suggest how to apply this method in large networks.
Most of the methods presented above are for traditional WSN. In fact, for fog-based VANET, most of these methods are not efficient and precise. Because of mobility and Heterogeneity in fog-based VANET, it gives some new challenges for time synchronization. Aiming at the feature of fogbased VANET, combined with the existing work, this paper proposes a new CFO-based synchronization mechanism for fog-based VANET.
III. SYSTEM MODEL AND PROBLEM DESCRIPTION A. CLOCK MODEL
Each node in a fog-based VANET typically uses a hardwarebased clock to implement timing. The hardware clock includes a crystal oscillator, a counter, and a holding register. Each time the crystal oscillator oscillates, the counter is decremented by one until the counter is decremented to zero. Then an interrupt is generated. The counter reloads the initial value from the register to complete timing. By defining the frequency of the crystal oscillator as f s , the hardware clock can be denoted as:
where t denotes the actual time. C i (t) represents the value of the hardware clock of node i at t. m represents the value in the register. f 0 is nominal frequency of the crystal oscillator. ρ represents the number of times that an interrupt is generated in per unit time. ω is a constantr. Deriving (1) with respect to t, the rate of the hardware clock can be obtained by:
where R i (t) represents the rate of the hardware clock of node i at t. The nominal rate of the hardware clock is ωf 0 /ρm. The timing of fog-based VANET is done by the logical clock, which is a software. For a logical clock, it can be defined as:
In (3), T i (t) and r i (t) represent the value of the logical clock and rate of the logical clock at node i at t, respectively. The logical clock rate r i denotes as: b is a parameter used to correct the logical clock rate. It can be seen that the logical clock rate is related to the hardware clock rate. If the hardware clock rate is slower than its nominal rate, b is larger than 1. Otherwise, b is less than 1. In order to match the rate of the logical clock to the actual time, the ideal value of r i should be ωf 0 /ρm. The hardware clock rates between two nodes may vary since they are different in manufacturing and the environment in which they are deployed may vary. The existence of the difference may cause the logical clock rates of the two nodes also to differ since the hardware clock rate affects the logical clock rate. The difference is clock skew. It can be expressed as:
Since the existence of clock skew between nodes i and j, the logical clocks of them are not the same. The difference between them is clock offset, which can be expressed as:
The network model of fog-based VANET is shown in Fig. 2 . Nodes in a fog-based VANET divide into static and dynamic nodes. Among them, base station and roadside units integrated into smart cameras or traffic lights. Vehicles park on the roadside and the portable intelligent devices of people staying on the roadside are static nodes in the fog-based VANET. The vehicle nodes traveling on the road and the smart devices carried by people walking on the road are dynamic nodes in the fog-based VANET. The S1 layer and the S2 layer in Fig. 2 form the communication scenario between static nodes and static nodes. The S2 layer and the S3 layer constitute the communication scenario between static nodes and dynamic nodes, while the S3 layer and the S4 layer constitute the communication scenario among dynamic nodes.
Fog-based VANET has the following characteristics: (1) The distribution of nodes in the network is not uniform, and the density also changes with time; (2) The vehicle node moves in the middle of the road, the moving range is limited in the road. And the smart devices carried by people can only move on the roadside; (3) The communication radius of all nodes are inconsistent; (4) The hardware clock rates of all nodes are inconsistent; (5) All nodes can perceive the carrier frequency offset through their demodulator.
C. PROBLEM DESCRIPTION
WSN, which is similar to VANET, has developed many time synchronization algorithms. But in fog-based VANET, these algorithms face with many problems, such as high-speed mobility of some nodes, which makes the network topology change rapidly, making the clock Offsets and estimation of clock skew become difficult; fog-based VANET requires more accurate time synchronization to WSN, due to more power consumption and higher cost nodes and real-world applications.
Because each dynamic node in a fog-based VANET keeps moving, if reference node cannot send the synchronization packet to mobile node in a short time, when the synchronization packet arrives at the location of the mobile node, the mobile node might have moved to another location, causing the time synchronization to fail. Therefore, how to accurately, quickly and efficiently transmit synchronization messages to each mobile node by the reference node becomes a major difficulty in realizing time synchronization under fogbased VANET.
Fog-based VANET is heterogeneous. Some nodes in fogbased VANET have low energy requirements. For these nodes, a corresponding mechanism that achieves time synchronization with low energy consumption to save energy is still needed.
To this end, this paper fully considers features of network topology change and network heterogeneity in fog-based VANET and combines the accuracy of time synchronization to propose a new accurate time synchronization mechanism. Static nodes and high-speed dynamic nodes in the network can achieve time synchronization with high precision, while low-cost nodes can achieve more accurate time synchronization with low power consumption. The following is the detail of the VANETTS mechanism.
IV. MECHANISM DESIGN A. BASIC IDEA
This paper firstly discusses clock skew estimation. The oscillator used in the RF clock is not accurate, for the real frequency of an RF clock and the design frequency are different due to the manufacturing process and environmental factors, causing a deviation between the frequencies of the RF clocks of the two nodes, which is called carrier frequency offset (CFO). For some new types of sensors, such as WizziMote and Mini Ultra Pro [37] , the CFO can be estimated by a demodulator of receiving node, and the data therein is available. It is the basis for estimating the clock skew based on the CFO.
Estimating the clock skew between two nodes by CFO is a new estimation method. The method of estimating the clock skew based on the CFO needs to measure internal relative clock frequency (IRCF), which can be directly obtained by using a timer. It means the ratio of the RF clock frequency f RF of a node to the hardware clock frequency f s , which can be represented as:
After receiving the information sent by a neighbor, the node can estimate the frequency of the local hardware clock by:
where i and j are receiving node and transmitting node, respectively. f c represents the estimated value of CFO. N stands for the frequency divider gain, which is a multiple of the RF clock frequency amplification. I i and I j represent IRCF estimates for i and j, respectively. Since f s,j is not accurately available for the node, it can be replaced by f 0 , which is nominal frequency. It is proved that f 0 replacing f s,j has less influence on the accuracy of the clock skew estimation.
In order to solve the synchronization problem of fog-based VANET, this paper proposes VANETTS mechanism, which is an accurate clock synchronization mechanism through CFO-based hardware clock frequency estimation and twoway information exchange. VANETTS mechanism uses CFO to estimate the accurate clock frequency of nodes. This mechanism divides the fog-based VANET into two scenarios to complete time synchronization. The first scenario is synchronization of static nodes. It can also be divided into two small scenarios, static nodes to static nodes and dynamic nodes to static nodes. For the scenario of static nodes to static nodes, all notes form a spanning tree, and time synchronization is completed through two-way message exchange mechanism; For the scenario of dynamic nodes to static nodes, the static nodes take mobility of the dynamic nodes into consideration and compensates the transmission time of synchronization message. The second scenario is time synchronization of dynamic nodes. This paper mainly considers the relative movement of nodes and designs a compensation mechanism for clock offset.
B. DETAILED DESIGN OF VANETTS MECHANISM 1) TIME SYNCHRONIZATION OF STATIC NODES
Static nodes in a fog-based VANET mainly include roadside units such as traffic lights, cameras, and traffic monitoring equipment. Dynamic nodes mainly refer to vehicles that are moving on the road, as well as smart devices such as smartphones and smart wearable devices that are carried by people on the roadside. There is usually a base station in the fog-based VANET responsible for managing the roadside units. The base station and the roadside units form a static network. The static network plays a role in controlling and regulating the fog-based VANET, which is significant for time synchronization of fog-based VANET.
However, even if the clock of each node in this static network is not completely synchronized, and these nodes also have clock skew and clock offset. Since there is a base station, which can get an accurate clock, it can serve as a reference node of the static network. The reference node can be used to perform synchronization to make all nodes in a static network synchronized.
The first is time synchronization between static nodes and static nodes. The base station in fog-based VANET is used as root node to construct a tree. All other static nodes constitute the non-root nodes of the tree. Synchronization messages travel down the root along with the tree layer by layer. In order to improve the accuracy of time synchronization, the mechanism adopts two-way message exchange mechanism when performing clock offset estimation. Transmitting node, which needs to be synchronized, sends a synchronization packet to a neighbor node that is synchronized. Then the receiving node records receiving time and returns the current timestamp. Assuming that the root node has accurate time information, the synchronization process will start from the second layer and time synchronization will be done layer by layer. In clock skew correction, the mechanism will estimate the exact hardware clock frequency of each node through CFO-based hardware clock frequency estimation to accurately correct the logical clock rate parameter.
Suppose that at t 0 , the logical clock readings of nodes i and j are t 0,i and t 0,j , respectively. At t 1 (t 1 >t 0 ), the logical clock readings of nodes i and j are t 1,i and t 1,j , respectively. According to Formula (3), Formula (9) can be gotten:
For convenience, assume that node j mentioned in this senction is receiving nodes, and node i mentioned in this senction is sending node, respectively. And assume that node j mentioned in this senction has been synchronized, node i mentioned in this senction needs to be synchronized, respectively. Their respective hardware clock frequencies are f s,i and f s,j , respectively. Combined with formula (9), the difference of hardware clock frequencies between nodes i and j can be express as fellow:
Subtracting f s,i from both sides of formula (8) , the following formula can be gotten:
Then simultaneous formula (10) and (11), formula (12) can be obtained:
For receiving node i, all the parameters in the formula (12) are known. Therefore, it is possible to calculate its own accurate hardware clock frequency. Node i can adjust its logical clock rate accurately by formula (13) .
In formula (13) , f 0 is the nominal frequency of node i. By modifying the logical clock rate parameter, the logical clock rate of node i is exactly equal to its designed logical clock rate.
For clock offset estimation, VANETTS adopts two-way messages exchange mechanism. As shown in Fig. 1(b) . Node i sends a synchronization packet to node j at t 1 . After node j receives synchronization packet at t 2 , it responds to node i at time t 3 . Then node i receives the reply from node j at t 4 . Clock offset between node i and node j is:
The specific details of the synchronization algorithm between static nodes and static nodes are described as algorithm 1.
In algorithm 1, lines from line 1 to line 20 are about reference node i. Lines from line 1 to line 4 indicate that node i sends the synchronization packet to the neighbor node. In line 6 to line 12, node i receives the synchronization packet of the neighbor node j, recording relevant information, and replies to node j. In line 14 to line 20, when node i receives the synchronization packets of all neighbor nodes, it estimatesb i . Lines form line 22 to line 27 are about nodes that are synchronized but not reference nodes. These nodes will reply to the neighbor nodes after receiving the synchronization packets of the unsynchronized neighbor nodes. Lines form line 29 to line 39 are about unsynchronized nodes. They estimate clock offset and clock skew through two-way message exchange and CFO-based hardware clock frequency estimation, respectively. Then they correct their logical clock.
Next is the time synchronization of dynamic nodes to static nodes. It is assumed that a static node i on the roadside needs to be synchronized. And a moving vehicle node j is a dynamic node. The process of time synchronization between node i and node j through two-way message exchange mechanism is shown in Fig. 3 .
When node i approaches j and then moves away, i.e., Fig. 3(a) , assume that node j is a dynamic node, node i is a static node, respectively. Node i sends a synchronization packet to node j at time t 1 . Node j records receiving time as t 2 immediately when receiving the synchronization packet at position L1. Then node j responds a synchronization packet to node i at t 3 at position L2. Information in the synchronization packet consist of t 2 , t 3 , distance S between L1 and L2. Node i records the time receive the reply form node j as t 4 . Assume that the distance between the position of node i and L1 is S1, and the distance between node i and L2 is S2. formula (9) can be obtained according to triangular relationship:
Simultaneous formula (15) and (16) can obtain distance difference of synchronization packet transmission path:
With a similar calculation, in case a dynamic node is close to or away from a static node, distance difference of synchronization packet transmission path is:
Considering that the transmission speed of electromagnetic waves is c, taking into account the distance of multiple movements of the synchronization packet, combined with formula (14) and (18), clock offset t can be gotten:
The correction of time offset can be completed by the formula (19) . However, this is only one aspect of time synchronization. To complete the time synchronization, the correction of clock skew is also required. The Doppler effect of node motion is considered below to estimate hardware clock frequency. The Doppler effect of electromagnetic waves is shown in Fig. 4 .
The basic formula of the Doppler effect of electromagnetic waves is as follows: where f is observed frequency; c is the speed of propagation of the electromagnetic wave in the air; f 0 is the true frequency; v is the velocity of motion between the transmitting node and the receiving node (observing node); β is the angle between the ray of the transmitting node and the receiving node, and the velocity v. Suppose node i is the receiving node and node j is the sending node, the CFO can be obtained by formula (21) .
The demodulator generally reads f c directly, but cannot read f RF,j and f RF,i . Therefore a receiving node needs to know its hardware clock frequency accurately. When there is an accurate hardware clock frequency f s,i , f RF,i = R i f s,i can be obtained, the formula (21) can be rewritten as:
We can simply get f s,i by replace f c in formula (12) with f + c . Then adjust the logical clock rate parameter by formula (13) .
Algorithm 1 Static to Static Time Synchronization Algorithm
set a timer 3: upon timer time-out 4: send < b i , I i , T i > to neighbors 5: 6: upon receiving < b j , I j , T j > from neighbors 7: if node i has already receiving a < b j , I j , T j > then 8: record receiving time and T j as t 1,i and t 1,j , respectively 9: calculateb ij by formula (13) and store it 10: else 11: record receiving time and T j as t 0,i and t 0,j , respectively 12: end if 13: 14: upon receiving all < b j , I j , T j > of neighbors 15: record receiving time as t 2j 16: average the allb ij asb i 17: calibrate clock 18: mark node i as synchronized 19: send < t 2j , t 3 > to node j at t 3 20: end if 21: 22: if node i is synchronized and not a reference node then 23: send < b i , I i , T i > to neighbors 24: upon receiving < b j , I j , T j > from neighbors 25: record receiving time as t 2 26: send < t 2 , t 3 > to node j at t 3 27: end if 28: 29: if node i is not synchronized then 30: upon receiving < b j , I j , T j > from neighbors 31: record T j and receiving time as t 0 , j and t 0 , i, respectively 32: send < b i , I i , T i > to the sending node and record sending time T i as t 1
33: 34:
upon receiving < t 2 , t 3 > from neighbors 35: calculateb i and by formula (13) 36: calculate t by formula (14) 37: calibrate clock 38: mark node i as synchronized 39: 
end if
The specific details of the synchronization algorithm from a dynamic node to a static node are described as algorithm 2.
In algorithm 2, from line 1 to line 7, dynamic synchronized node i replies to neighbor node twice after receiving synchronization packet of the unsynchronized neighbor node. Lines from line 9 to line 20 are about node i which needs to Algorithm 2 Dynamic to Static Time Synchronization Algorithm Input:
if node i is a dynamic node and has been synchronized then 2: upon receiving t 1 from neighbors 3: record receiving time as t 2 , then send < t 2 , t 3 , I i , v i > to the neighbors at t 3 4: set a timer 5: upon timer time-out 6: send T i as t 1,i and v i to the neighbors 7: end if 8: 9: if node i is not synchronized then 10: send T i as t 1 to neighbors 11: 12: upon receiving < t 2 , t 3 , v j > from neighbors 13: record receiving time as t 4 , record t 3 and t 4 as t 1,j and t 1,i , respectively 14: calculate t by formula (19) calibrate clock 20: end if be synchronized. In line 10, node i sends a synchronization packet to the neighbor. In line 12 to line 14, node i estimates clock offset by two-way message exchange. In line 16 to line 19, node i estimates clock skew and corrects its logical clock.
2) TIME SYNCHRONIZATION OF DYNAMIC NODES
The Doppler effect caused by the mobility of dynamic nodes causes signal frequency changing when communicating. At the same time, the mobility of dynamic nodes makes the position of dynamic nodes change constantly, which leads to the different propagation time of two messages transmission of two-way message exchange mechanism. It causes the synchronization precision of the two-way message exchange mechanism to decrease. In order to improve the accuracy of time synchronization, the algorithm this paper proposes fully considers the Doppler effect and the impact of the movement of nodes.
First consider time synchronization of static nodes to dynamic nodes. Assume that the reference node is in the center of the road, when the dynamic node moves to the static node, i.e., β = 0. Substituting it into formula (20) , it can rewrite as: When a dynamic node moves away from a static node, i.e., β = π . Substituting it into formula (20) , it can rewrite as:
Therefore, when a dynamic node moves to a static node, the observation frequency increases, and otherwise it decreases. Assuming that node i is the receiving node and node j is the transmitting node, the CFO between node i and node j can be obtained according to formula (23) and (24):
Similar to the previous section, the formula (4-18) can be rewritten as:
The mobility of dynamic nodes makes the accuracy of the two-way message exchange mechanism lower. This paper proposes a corresponding algorithm to estimate clock offset.
Assume that node j is a static node, node i is a dynamic node, respectively. When the node i moves in the direction of node j, it sends a synchronization packet to node j at position L1 at t 1 . When receiving the synchronization packet, node j immediately records receiving time as t 2 . Then node j replies t 2 and current timestamp t 3 to node i. When receiving the reply of the node j at position L2, node i records receiving time as t 4 . The scenario of time synchronization of dynamic node to static node can be shown in Fig. 5 .
Assume that transmission delay of synchronization packet transmitted from position L1 to position L2 is α, the movement speed of the node i is v, and distance from L1 to L2 is D. Then the distance D can be express as:
Considering that the transmission speed of the electromagnetic wave is c, the distance D can also be express as follow:
The simultaneous formula (27) and (28) can be obtained after finishing:
The transmission delay α of the synchronization packet from position L1 to position L2 can be obtained by the formula (29) , and the clock offset of node i and node j are obtained:
When Node i moves to Node j, it takes a positive sign, and when Node i moves away from Node j, it takes a negative sign.
The specific details of the synchronization algorithm from a static node to a dynamic node are described as algorithm 3.
In algorithm 3, from line 1 to line 7, static synchronized node i replies to neighbor node twice after receiving synchronization packet of the unsynchronized neighbor node. Lines from line 9 to line 20 are about node i which needs to be synchronized. In line 10, node i sends a synchronization packet to the neighbor. In line 12 to line 14, node i estimates clock offset by two-way message exchange. In line 16 to line 19, node i estimates clock skew and corrects its logical clock.
Next is the time synchronization of the dynamic node to the dynamic node. When the two dynamic nodes move on the same line, it is easy to obtain formula (31) by formula (20) .
When two nodes are gradually moving away, the front part of the molecular takes negative, and the front part of the denominator takes positive; when two nodes are gradually close to each other, the front part of the molecular part takes positive, and the front part of the denominator takes negative; when moving directions of two dynamic nodes are the same, the back part of the numerator and the denominator take negative, otherwise, it takes positive. We can update f c by the same way with formula (25) and (26) . Then we can estimate f s,i by formula (12) and adjust the logical clock rate parameters by formula (13) . J. Liang, K. Wu: Extremely Accurate Time Synchronization Mechanism in Fog-based VANET FIGURE 6. Synchronization of dynatic node to dynatic node (on the same line).
Algorithm 3 Static to Dynamic Time Synchronization Algorithm
if node i is a static node and has been synchronized then 2: upon receiving t 1 from neighbors 3: record receiving time as t 2 , then send < t 2 , t 3 , I i , v i > to the neighbors at t 3 4: set a timer 5: upon timer time-out 6: send T i as t 1,i to the neighbors 7: end if 8: 9: if node i is not synchronized then 10: send T i as t 1 to neighbors 11: 12: upon receiving < t 2 , t 3 > from neighbors 13: record receiving time as t 4 , record t 3 and t 4 as t 1,j and t 1,i , respectively 14: calculate t by formula (30) 15: 16: upon receiving t 1,j from neighbors 17: record receiving time as t 1,i 18: calculateb i by formula (13) 19:
calibrate clock 20: end if
We first discuss the case where two dynamic nodes move on the same line. Assume that node j and node i are both dynamic nodes. When two nodes are facing each other, that is Fig. 6(a) . Node i sends a synchronization packet to node j at position L1 at t 1 . Node j records receiving time as t 2 immediately after receiving the synchronization packet at position L3. Then t 2 and the current timestamp t 3 are returned to node i at position L4. When receiving the reply of j at position L2, node i records receiving time as t 4 immediately.
Assume that transmission delay from position L3 to position L4 is α 1 , transmission delay from position L1 to position L2 is α 2 , moving speed of node i is v i , and moving speed of node j is v j , the distance from L3 to L4 and from L1 to L2 is D1 and D2, respectively. Then D1 and D2 can be express as:
Considering that transmission speed of electromagnetic waves is c, D 1 and D 2 can also be express as follow:
Simultaneous formula (32) and (34) , and simultaneous formula (33) and (35) , respectively. The transmission delay α 1 and α 2 can be express as:
Transmission delay α 1 of the synchronization packet from position L3 to position L4 and the transmission delay α 2 of position L1 to position L2 can be obtained by formula (36) and (37) , respectively. Thereby clock offset of node i and node j can be obtained:
through a similar calculation, when node i moves in the same direction of node j, with node i at the rear and node i at the front, the clock offset can be obtained separately:
Then consider the case where a dynamic node i is moving on the roadside, while a dynamic node j is moving in the road. At this time, the two dynamic nodes do not move on the same line, as shown in Fig. 7 .
First consider clock skew estimation, the relative motion speed and angle of node i and node j are: We can simply get f s,i by replace v and β in formula (21) with v and β , respectively. Then adjust the logical clock rate parameter by formula (13) .
Then consider the clock offset estimation. Make a parallelogram with the L3L4 side and the L2L4 side as the adjacent sides, which is easy to obtain:
Substituting formula (44) and (45) into formula (17) and (18), the distance difference of synchronization packet transmission path is:
In formula (46), take positive sign when the distance between two nodes is reduced, otherwise take negative sign. Through similar method in the previous section, clock offset can be gotten:
The specific details of the synchronization algorithm from a dynamic node to a dynamic node are described as algorithm 4.
In algorithm 4, lines form line 1 to line 14 are about unsynchronized vehicle node i. In line 2 to line 4, node i timing sends synchronization packets to neighbor nodes, regularly. In line 6 to line 8 node i estimates clock offset by two-way message exchange. In line 10 to line 13, node i estimated hardware clock frequency by CFO-based estimation.
Algorithm 4 Dynamic to Dynamic Time Synchronization Algorithm
if node i is a vehicle node and is not synchronized then 2: set a timer 3: upon timer time-out 4: send send T i as t 1 and v i to neighbors 5:
6:
upon receiving < t 2 , t 3 , v j > from neighbors 7: record receiving time as t 4 , record t 3 and t 4 as t 1,j and t 1,i , respectively 8: calculate t by formula (38) or (39) or (40) 9: 10:
upon receiving t 1,j and v j from neighbors 11: record receiving time as t 1,i 12: calculateb i by formula (13) 13: calibrate clock 14: end if 15: 16: if node i is a roadside node and is not synchronized then 17: set a timer 18: upon timer time-out 19: send send T i as t 1 and v i to neighbors 20: 21: upon receiving < t 2 , t 3 , I i , b i , v i > from neighbors 22: record receiving time as t 4 , record t 3 and t 4 as t 1,j and t 1,i , respectively 23: calculate t by formula (47) 24: 25: upon receiving t 1,j and v j from neighbors 26: record receiving time as t 1,i 27: calculateb i by formula (13) 28: calibrate clock 29: end if 30: 31: if node i is a reference node then 32: upon receiving t 1 from neighbors 33: record receiving time as t 2 , then send < t 2 , t 3 , I i , b i , v i > to the neighbors at t 3 34: set a timer 35: upon timer time-out 36: send T i as t 1,i and v i to the neighbors 37: end if Lines form line 16 to line 29 are about the unsynchronized wayside node i. In line 17 to line 19, node i sends synchronization packets to neighbor nodes, regularly. In line 21 to line 23, node i estimates clock offset by two-way message exchange. In line 25 to line 28 node i estimated hardware clock frequency by CFO-based estimation. Lines from line 31 to line 37 are about the reference node i. In line 32 to line 36, node i replies to the neighbor node twice after receiving synchronization packet of the unsynchronized neighbor node.
C. THEORETICAL ANALYSIS
This section analyzes the effectiveness of the VANETTS mechanism from the aspects of synchronization consumption, synchronization convergence speed, and synchronization accuracy.
1) SYNCHRONIZATION CONSUMPTION
Energy consumed by the transmission and reception of synchronization packets in a fog-based VANET is the main energy consumption. Assume that energy consumed by a node sends a synchronization packet of size b bit is bE t , and energy consumed by a neighbor node receives the synchronization packet is bE r . Since the VANETTS mechanism employs two-way message exchange mechanism, the energy consumption of a single node in a single time synchronization is b(E t + E r ).
In the synchronization of static nodes to static nodes, synchronization information is passed from root to the entire network. The root needs to refer to the clock frequency of all neighbor nodes to correct clock skew. Assume that the number of neighbors of the root is n, its synchronization energy consumption is b(E t + nE r ). The other nodes in the network need to send and receive synchronization packet twice in a single synchronization. Therefore, the energy consumption is 2b(E t + E r ). Assuming that the total number of nodes in the network is N , the single total synchronization energy consumption is (1 + 2N )bE t + (+2N )bE r .
In the synchronization of the dynamic node to the static node, the static node to the dynamic node, and the dynamic node to the dynamic node, the synchronization packet is transmitted by single hop. Therefore, the number of times the synchronization packet is transmitted is determined only by the number of neighbor nodes of the reference node. Assuming that the number of neighbor nodes of the reference node is m, its energy consumption is mb(E t + E r ). And for nodes that need to be synchronized, the energy consumption is b(E t + E r ).
2) SYNCHRONIZATION CONVERGENCE SPEED
In the synchronization of static nodes to static nodes, the synchronization convergence speed depends on the synchronization packet transmission delay and the synchronization packet waiting delay. The VANETTS mechanism sends 3 synchronization packets in the synchronization of each layer. If the number of layer of the network is L, the total delay is:
In formula (48), T 1 is average transmission delay of synchronization packet, and T 2 is average waiting delay. Assuming that the average distance between each two neighbor nodes is M 1 , there is T 1 = M 1 /c, which can rewrite the total delay as:
The value of T 2 depends on the average speed at which nodes process synchronization packet and the waiting time for nodes to acquire channel usage rights. In the synchronization of the dynamic node to the static node, the static node to the dynamic node, and the dynamic node to the dynamic node, the synchronization information is transmitted by single hop. Each node that needs to be synchronized sends synchronization packet twice. Considering the communication conflict of the reference node, the total delay can be express as:
where M 2 is the average distance between reference node and each neighbor node, and T 2 is average waiting delay.
3) SYNCHRONIZATION ACCURACY
In VANETTS mechanism, the timestamp is on the MAC layer. Therefore, the error in time synchronization does not include the time spending above the MAC layer and the waiting time for acquiring channel usage right. Therefore, the main impact on the synchronization accuracy is the transmission delay of synchronization packet. The transmission delay mainly affects clock offset estimation. In the synchronization of static nodes to static nodes, the VANETTS mechanism uses CFO-based hardware clock frequency estimation. This method does not need to calculate clock skew by timestamp exchange, while the rate of logical clock can be adjusted to almost the same with actual time [37] . Therefore, the effect of phase deviation between nodes can be greatly reduced to achieve high accuracy clock skew estimation.
In the synchronization of dynamic nodes to static nodes, static nodes to dynamic nodes, dynamic nodes to dynamic nodes, the VANETTS mechanism constructs a complete set of Doppler effect compensation and path compensation of movement of nodes, which makes the estimation of hardware clock frequency more accurate, while also ensuring accuracy of clock offset estimation through two-way message exchange mechanism.
V. SIMULATION EXPERIMENT AND PERFORMANCE ANALYSIS
This section first introduces the experimental platform and experimental parameters. From the accuracy of time synchronization of static nodes to static nodes and the accuracy of synchronization related to dynamic nodes, the VANETTS mechanism is compared with other two classical time synchronization algorithms under different network scales and different hardware clock errors. Finally, the simulation experiment results are analyzed and summarized in this section.
A. EXPERIMENT ENVIRONMENT
The simulation platform for this experiment is MATLAB R2016b. In this experiment, based on the fog-based VANET, a total of five scenarios are built, namely, time synchronization of static nodes to static nodes, time synchronization of J. Liang, K. Wu: Extremely Accurate Time Synchronization Mechanism in Fog-based VANET dynamic nodes to static nodes, time synchronization of static nodes to dynamic nodes, time synchronization of dynamic nodes to dynamic nodes (on the same line) and time synchronization of dynamic nodes to dynamic nodes (not on the same lines).
In the time synchronization of static nodes to static nodes, the experimentally set for fog-based VANET contains a reference node and several nodes that need to be synchronized, all of which are located in a square area. In order to learn the impact of the scale of the network on the VANETTS mechanism, three sets of experiments with 10, 50, and 100 nodes were set. The specific parameters of the experiment are shown in Table 1 .
This section first compares the two strategies with FCSA and TPSN+ATS to evaluate the performance of VANETTS. Since the TPSN algorithm does not have an estimate of clock skew, this section combines the clock offset estimate of TPSN with the clock skew estimate of ATS. In order to further study the influence of hardware clock error on VANTS, several sets of experiments were designed. The parameters are as follows: Side length of the test area is 1000 meters, the total number of nodes is 100, and the hardware clock error is 5000 ppm, 10000 ppm, and 15000 ppm, respectively. The other parameters are the same as in Table 1 .
This section then simulates the time synchronization associated with dynamic node. In the time synchronization of dynamic node to static node, the time synchronization of static node and dynamic node, and the time synchronization of dynamic node to dynamic node (on the same line), 
B. PERFORMANCE
This subsection mainly tests the performance of two aspects of clock skew estimation and clock offset estimation in different network scenarios in fog-based VANET. The VANETTS mechanism is compared with FCSA and TPSN+ATS.
1) TIME SYNCHRONIZATION OF STATIC NODES TO STATIC NODES
We discuss the accuracy of time synchronization of static nodes to static nodes in fog-based VANET. Time synchronization mainly includes correction of clock skew and clock offset. The measurement of accuracy of clock skew and clock offset is mainly expressed by the following two formulas:
where V represents a set of all nodes in the network, and T actual represents actual time. Then the synchronization accuracy of the three methods of VANETTS, FCSA, TPSN+ATS is evaluated by changing the network scale and hardware clock error. As shown in Fig. 8(a) , when the number of nodes in fog-based VANET is constant, the estimation accuracy of clock skew of the three methods is gradually decreasing. Among them, the estimation accuracy of the clock skew of VANETTS is always higher than the other two methods. The estimation accuracy of the clock skew of TPSN+ATS is the lowest. As the number of nodes increases, the estimation accuracy of the clock skew of VANETTS decreases significantly, and the accuracy of FCSA also decreases to a certain extent, while the accuracy of TPSN+ATS has little effect.
As shown in Fig. 8(b) , the accuracy of clock skew estimation of the three methods is evaluated under different hardware clock errors. It can be seen that with the increase of hardware clock error, the estimation accuracy of clock skew of FCSA and TPSN+ATS is gradually reduced, while the accuracy of VANETTS is almost unaffected. Therefore, VANETTS is more suitable for time synchronization in a fogbased VANET with larger differences between nodes than the other two algorithms.
Next, the accuracy of clock offset estimation of static node to static node is discussed. As shown in Fig. 9(a) , the accuracy of clock offset estimation of FCSA decreases rapidly with the increase of the number of nodes, while the estimation accuracy of the clock offset of VANETTS and TPSN+ATS is relatively high. The increase in the number of nodes has little effect on the estimation accuracy of clock offset. As shown in Fig. 9(b) , the estimation accuracy of clock offset of the three methods is evaluated under different hardware clock errors. It can be seen that with the increase of hardware clock error, the estimation accuracy of clock offset of FCSA is relatively large, while the accuracy of VANETTS and TPSN+ATS are relatively high. The estimation accuracy of clock offset of the three methods is not affected by hardware clock error.
The experimental results show that FCSA is weak in the accuracy of clock offset estimation, while the TPSN+ATS algorithm is weak in the accuracy of clock skew estimation. VANETTS has a good performance both in terms of estimation accuracy of clock offset and clock skew. 
2) TIME SYNCHRONIZATION ASSOCIATED WITH DYNAMIC NODES
We discuss the accuracy of time synchronization associated with dynamic nodes in this subsection.
As shown in Fig. 10 , VANETTS has a very small error in estimating the clock skew in time synchronization scenario with dynamic nodes. The performance of VANETTS mechanism in scenarios with dynamic nodes is very stable. FCSA and TPSN+ATS have a large error in clock skew estimation in the scenario with dynamic nodes. Among them, FCSA and TPSN+ATS perform relatively stable in time synchronization of dynamic node to static node, static node to dynamic node, dynamic node to dynamic node (on the same line), while in time synchronization of dynamic node to dynamic node (not on the same line), the estimation error of clock skew is very large. Experiments show that VANETTS is more accurate than FCSA and TPSN+ATS in clock skew estimation with dynamic node.
As shown in Fig. 11 , VANETTS, FCSA, and TPSN+ATS are stable in estimating the clock offset in the scenarios related to dynamic nodes. Among them, FCSA has the FIGURE 11. Clock offset estimation accuracy for three different methods.
largest error in clock offset estimation. The performance of VANETTS is slightly better than the TPSN+ATS algorithm. Combining the above two experiments, in the time synchronization scenario with dynamic nodes participation, FCSA has insufficient accuracy in clock offset estimation, while the TPSN+ATS algorithm has insufficient accuracy in clock skew estimation. The VANETTS mechanism has higher accuracy in these two aspects.
VI. CONCLUSION
This paper introduces a novel time synchronization mechanism VANETTS for fog-based VANET, which combines twoway information exchange and CFO-based hardware clock frequency estimation, considering the mobility of dynamic nodes and the Doppler effect. The estimation of clock offset and clock skew is extremely accurate. The VANETTS mechanism divides the time synchronization of fog-based VANET into two scenarios: time synchronization of static node and time synchronization of dynamic node. The simulation experiment shows that our VANETTS mechanism can achieve extremely accurate time synchronization. The expansion of network size and the increase of hardware clock frequency error have little effect on the performance of VANETTS mechanism.
In our future work, we will use a cross-layer design approach to design a more accurate and fast time synchronization mechanism for conflicts in data transmission in fogbased VANET.
