Abstract. We introduce the concept of Stanley decompositions in the localized polynomial ring S f where f is a product of variables, and we show that the Stanley depth does not decrease upon localization. Furthermore it is shown that for monomial ideals J ⊂ I ⊂ S f the number of Stanley spaces in a Stanley decomposition of I/J is an invariant of I/J. For the proof of this result we introduce Hilbert series for Z n -graded K-vector spaces.
Standard algebraic operations like reduction module regular elements or restricted localizations have been considered in the papers [5] and [6] . To better understand localization of Stanley decompositions we define in this paper Stanley decompositions of S f -modules of the type I/J where J ⊂ I ⊂ S f are monomial ideals in S f . To do this we first have to extend the definition of Stanley spaces as it is given for N n -graded K-algebras. Here the K-subspace of the form uK [Z] ⊂ I/J, where u is a monomial in I \ J and Z ⊂ {x 1 , . . . , x n } ∪ {x Our more general definition of Stanley spaces is required for S f , because otherwise it would be impossible to obtain a Stanley decomposition of S f when f = 1. Actually we show in Proposition 2.1 that S f has a nice canonical Stanley decomposition with Stanley spaces as defined above. Indeed, we have
, where |A| . One may ask if there exist Stanley decompositions of S f with less summands. We will show that this is not possible. Indeed, as a generalization of a result in [3] we show in Theorem 6.5 that number of Stanley spaces of maximal dimension in a Stanley decomposition of an S f -module of the form I/J is independent of the particular Stanley decomposition of I/J. In order to prove this fact we introduce in Section 6 a modified Hilbert function for Z n -graded finitely generated K-vector spaces M with the property that dim K M a < ∞ for all a ∈ Z n . For such modules we set H(M, d) = a∈Z n , |a|=d dim K M a and call the formal power series
Here we use the notation |a| = n i=1 |a i | for a = (a 1 , a 2 , . . . , a n ). Our Hilbert series does not as well behave as the usual Hilbert series with respect to shifts. Nevertheless Proposition 6.2 implies that for any monomial
n , where u ′ is obtained from u by removing the unit factors in u. Quite generally we show that, just as for the usual Hilbert series, one has H I/J (t) = P (t)/(1 − t) d where d is the Krull dimension of I/J and P (1) > 0.
Any monomial ideal I ⊂ S f is obtained by localization from a monomial ideal in S. Therefore, for J ⊂ I ⊂ S it is natural to compare the Stanley depth of I/J with that of (I/J) f . Theorem 3.1 states that sdepth I/J ≤ sdepth(I/J) f , and we give examples that show that this inequality can be strict. In Theorem 5.1 we prove a similar result for the so-called fdepth which is define via filtrations. Theorem 5.1 is related to a theorem proved by the first author in [4] , where it is shown that sdepth 
Monomial ideals in S f
Let K be a field and S = K[x 1 , x 2 , . . . , x n ] be the polynomial ring in n variables over K. We fix a subset A ⊂ {1, . . . , n} and set
As usual, the localization of S with respect to multiplicative set {1, f, f
The set Mon(S f ) of monomials is a K-basis of S f . An ideal I ⊂ S f is called a monomial ideal if it is generated by monomials. A minimal set of monomial generators of I is uniquely determined, and is denoted G(I).
Any element g ∈ S f is a unique K-linear combination of monomials.
We call the set
the support of g.
: a i > 0} and supp − (u) := {i ∈ [n] : a i < 0}, and call these sets support, positive support, and negative support of u, respectively.
Just as for monomial ideals in the polynomial ring one shows that the set of monomials Mon(I) belonging to I is a K-basis of I. We obviously have
If the equivalent conditions hold, then
Let J ⊂ I ⊂ S f be monomial ideals. Observe that the residue classes of the monomials belonging to I \ J form a K-basis of the residue class I/J. Therefore we may identify the classes of I/J with the monomials in I \ J. 
A Stanley decomposition of I/J is a finite direct sum of Stanley spaces
We set sdepth 
where
To show that this sum is direct, it is enough to prove any two distinct Stanley spaces in the decomposition of I/J have no monomial in common, since the multigraded components of
Since is a contradiction, because
as follows from the above equation. 
As a consequence of Proposition 2.1 we have Corollary 2.3. sdepth(S f ) = n.
Localization of Stanley decompositions
Let J ⊂ I ⊂ S be monomial ideals and we set f = j∈A x j . The next result shows how a Stanley decomposition of I/J localizes.
In particular, we have
Proof. Let u ∈ (I/J) f be a nonzero monomial. We claim that
Since u ∈ (I/J) f is nonzero it follows that uf a ∈ I \ J for all a ≫ 0. Hence there exists an integer i such that uf
, where
The next examples show that in the inequality on Theorem 3.1 we may have equality or strict inequality. 
Thus sdepth D f = 2. However I f = K[x ±1 , y, z], and hence sdepth I f = 3.
Stanley decompositions and polynomial extensions
Herzog et al. in [2, Lemma 3.6] proved that the Stanley depth of the module increases by one in a polynomial ring extension by one variable. We generalize this result to localized rings. 
This implies that
+ sdepth I/J ≤ sdepth(I/J)[t, t −], sdepth(I/J)[t].
Let 
Since the direct sum D ′ commutes with taking the intersection with S f and since Let J ⊂ I ⊂ S f be monomial ideals, and Then we obtain a filtration
Thus if we drop the ideals (J i ) f for which S f /P i S f = 0 we obtain a prime filtration of (I/J) f . Since dim S f /P i S f = dim S/P i , whenever dim S f /P i S f = 0, it follows that fdepth F f ≥ fdepth F . This implies the desired conclusion.
Hilbert series of multigraded K-vector spaces
Let J ⊂ I ⊂ S f be monomial ideals. In this section we want to show that the number of maximal Stanley spaces in any Stanley decomposition of I/J is an invariant of I/J. To prove this we introduce a new kind of Hilbert series.
Note that the localized ring S f is naturally Z n -graded with Z n -graded components
Then for all d ∈ N we define
|a j |, We consider an example to illustrate our definition. Figure 1 The S-modules I(a) with a = (4, 3) is an S-submodule of S f where f = xy. In Figure 2 , the grey area displays I(a). For all d ∈ N, the boundaries of the squares of diagonal length 2d, represent |a|=d (S f ) a .
In this example, if we consider I(a) as a graded S-module in the usual sense, then I(a) 4 In case that f = 1, and M is a finitely generated Z n -graded S-module with the property that the multidegree of all generators of M belong to N n , then our definition of the Hilbert function coincides with the usual definition. For properties of classical Hilbert series we refer to the book [1] .
If we would define H(M, d) in the usual way as dim K ( a, i a i =d M a ), then this number would be in general infinite. On the other hand, our definition has the drawback, that the components (S f ) d don't define a grading of S f . In other words, we do not have in general that (
In the case that J ⊂ I ⊂ S f are monomial ideals, then the Hilbert function of I/J is given by Let
, and for each d ∈ N we have
. In order to prove the second equality, we use the Stanley decomposition
. . , x it }, from which we obtain the Stanley decomposition
Applying Lemma 6.1, we obtain from this decomposition the following identities
(1−t) d by Lemma 6.1, we get that
It follows from the next result that the Hilbert series of finitely generated Z ngraded S f -module I/J can be written as a rational function with denominator ( 
is a prime filtration of I/J with
Because of the additivity of our Hilbert function, it suffices to show that
for some polynomial Q i (t) with Q i (1) = 0. But this follows from Proposition 6.2. The rest of the statements are obvious.
For the proof of our main result, we need the following 
It follows that H uK[Z] (t) = Q(t)/(1 − t)
m with Q(t) = Q 1 (t)(1 − t) + Q 2 (t). Since Q(1) = 1, the proof is completed. We conclude our paper with the following concrete example. (1−t) 2 . Thus P (t) = t + 2t 2 + t 3 , and P (1) = 4, as expected.
