Introduction
The Ordinary Least Square (OLS) estimator is unbiased but inefficient in estimating the parameters of the linear model with autocorrelated error terms, and its predicted values are inefficient if the variance of the autocorrelated error terms are underestimated (Johnston, 1984; Fomby et. al, 1984; Maddala, 2002) . Consequently, the Generalized Least Square (GLS) estimator was developed. Aitken (1935) Cochrane and Orcutt (1949) pointed out that the presence of antocorrelated error terms in Linear Model requires some modifications of the usual least square method of estimation. They suggested a transformation that uses the matrix
which ignores the first observation of the error terms. Paris & Winstein (1954) showed that the appropriate transformation required for the transformation is which retains the first observation. The difference in the usage of P and Q can be negligible when n is large, but in small sample investigation such as in this study, the difference may be major. However, they both require ρ to be known before they can be used. Fomby et al. (1984) (Johnson, 1984; Fomby et. al, 1984) . Therefore, the finite properties of these estimators are studied through Monte Carlo methods. Chipman (1979) , Kramer (1980) , Kleiber (2001) and others observed that the efficiency of these estimators depends on the structure of the regressors that are used. Rao and Griliches (1969) conducted one of the earliest Monte Carlo studies on the performances of some of these estimators with autoregressive stochastic regressor. They observed that the OLS estimator is only more efficient than any of the GLS estimators considered when 3 . 0 < ρ ; and that the performances of the GLS estimators are not far apart. Park and Mitchell (1980) observed that when regressors are trended, the estimator that uses the P transformation (Paris & Winstein) is more efficient than the one that uses the Q transformation (Cochrane -Orcutt) and that the latter should even be avoided since it is less efficient than the OLS estimator.
More recently, Nwabueze (2005a) examined the performance of some of these estimators with exponential independent variable. His result, among other things, show that the OLS estimator compares favorably with the Maximum Likelihood (ML) and Maximum Likelihood Grid (MLGD) estimators for small value of ρ but it appears to be superior to Cochrane -Orcutt (CORC) Consequently, without lost of generality, the purpose of this article is to find out if any or some of these estimators would be robust to autocorrelation when stochastic regressors are normally distributed.
Methodology Consider the GLS model with stochastic regressors and AR (1) of the form
Its parameter estimations can be done using the OLS and the (feasible) GLS estimators. Thus, the performances of the OLS estimator and the following feasible GLS estimators are studied: CORC, HILU, ML and the MLGD estimators. The CORC and HILU estimators use the P transformation while the ML and MLGD estimator use the Q transformation.
Monte Carlo experiments were performed for 20 = n , a small sample size representative of many time series study (Park and Mitchell, 1980) with four replication (R) levels (R = 10, 40, 80, 120) 
for i = 0, 1, 2 and j= 1,2,…,R.
For each of the estimation methods, a computer program was written using TSP software to estimate all the model parameters and to evaluate the criteria. The four replication levels were further grouped into low (R =10, 40) and high (R = 40, 80) and the effect of autocorrelation on the performances of the methods (estimators) were examined via the Analysis of Variance of the criteria of each of (Rao & Griliches, 1969) , and that the mean squared error is known to replace the absolute bias (Kruthkoff, 1970) and also comprises variance and bias; therefore a further test on significant interaction effect of autocorrelation by method was performed on the basis of the mean squared error criterion. The LSD test of the estimated marginal mean was done at each level of autocorrelation. At a particular level of autocorrelation, estimators were preferred if their estimated marginal means are not significantly different from the most preferred one. An estimator is most preferred if its estimated marginal mean is the smallest. Estimators that are preferred at all the levels of autocorrelation are said to be robust to autocorrelation; and if estimators are robust to autocorrelation in all the model parameters, the estimators are simply said to be robust.
Simulation Results and Discussion
The summary of findings on the performances of the estimators based on the criteria for each of the model parameters in the two replication groups is given in Table 1 . It is observed that the error sum of square and hence the mean square error (if estimated) in all the criteria reduce with increased replications. Thus, the performances of the estimators in estimating all the parameters of the model improve with increased replication.
In estimating 0 β , the interaction effect of autocorrelation and method is only significant at the high replication group in all the criteria except bias. Thus, the performances of the methods are not affected by autocorrelation in bias criterion but in others criteria they do. The estimated marginal means based on the mean squared error criterion are shown in appendix. From the appendix, it is observed that as ρ decreases from zero, the estimated marginal means of the GLS estimators decrease while that of the OLS estimator first decreases before it starts to increase. As ρ increases from zero, the estimated marginal means of all the methods increase. Furthermore, the OLS estimator is observed to be more efficient than any of the 
