Most solutions to distributed IR rely on access to a language model for each text collection, but it has been unclear how the model can be obtained reliably in real-world distributed environments. This paper proposes a solution based upon probing the collection, and demonstrates its e ectiveness on four databases.
Introduction
Distributed information retrieval systems assume more and more importance as information resources proliferate on internets and intranets. One of the new issues in distributed IR is how to do collection selection for online collections for which we don't have access to the full text, i.e., the documents in the collection are hidden behind a query interface. For example, a newspaper website might have a database of archived articles and a user can retrieve articles by querying the database, but there is no way to directly get all of the articles. Previous research on collection selection has been based on the assumption that the full contents and exact statistics of the collections are readily available. However this is not applicable to real Web environment with hundreds or thousands of collections managed by many di erent independent information services. To do content-based collection selection without cooperation in such environment, before deciding which collections to search, the rst problem is how to nd out what a collection contains, i.e., to automatically create a representation that well represents the content of the collection.
In addition to collection selection in distributed searching, this problem also has signicance in many other applications that need to know the content of a database which is not possible other than through query. For example, a system that assists children to locate information in networked environments needs to identify which Web databases are useful or appropriate for children of various ages. It can't simply ask the databases themselves, so it needs a method to nd out what each database contains. Another example is browsing, i.e., to show a list of the frequent words that occur in a database, so as to understand what's in the database.
We propose to solve this problem by probing the database, that is, to send \probe" queries to the database, to get a representative sample of the documements in the collection. The retrieved documents are examined to build a learned dictionary that represents the collection's language model. The constraint in building a collection model is that we know nothing about the collection except what is found by probing. We have experimented with several probing methods on a number of test databases, and found that the probing approach can build a learned dictionary that accurately represents the content of the original collection.
The rest of this paper is organized as follows: Section 2 discusses related work in collection selection for distributed IR. Section 3 presents our hypothesis in collection probing. Section 4 introduces the experimental method and evaluation measures. Section 5 describes the experiments performed and gives a detailed analysis of the results obtained. In the nal section, we draw conclusions and identify possible future work.
Related Work
Collection selection is the rst step of distributed searching. For environments where there are many sites, such as wide-area networks or the Internet, one approach is content-based collection ranking and selection. It consists of ranking collections for relevance to a query, and then selecting the best subset from a ranked list.
A widely used technique for selecting among many collections is to search a centralized collection selection index. Typically, the collection selection index consists of a set of lightweight representations for the collections, each of which consists of the collection's vo-cabulary and its word frequencies. This method of describing the contents of distributed collections has several advantages:
It is cheap since the centralized index is relatively small; its moderate storage requirement (less than 0.4% the size of the original collection 2]) makes it easy to maintain. It is better than only indexing a small portion of each document such as titles, since the latter approach loses important information about collection content. Automatic creation of indexes rather than manual creation of summaries for individual collections guarantees consistancy. Creation of indexes is completely automatic without any manual e ort, hence scales well to widely distributed and dynamic collections.
This technique was used in GLOSS 6] 7], which was later extended to the vector space model in gGLOSS 5], which was further extended to the hierarchical GLOSS { hGLOSS. GLOSS estimates the number of potentially relevant documents in collection C for a boolean AND query Q using two kinds of collection statistics: the number of documents in C containing each term in Q, and the total number of documents in C. The GLOSS approach is easily applied to large numbers of dynamic collections in realistic distributed environment, because it stores only term frequency information (e.g., a term's document frequency) about each collection. A preliminary evaluation of gGLOSS reported in 3] examined the e ectiveness of the gGLOSS approach to collection selection, and found that its collection ranking is reasonably accurate under certain conditions. Callan et al. 2] also used the words that occur in a collection and their frequencies to describe the content of the collection for the collection selection index. Collection ranking is based upon the statistics including document frequency (the number of documents containing the term) and collection frequency (the number of collections containing the term). Their work di ers from GLOSS in two major aspects. First, Callan's system is based on the inference net, a probabilistic retrieval model, whereas GLOSS uses a boolean retrieval model (gGLOSS is based on the vector space model). Second, in Callan's work, one retrieval algorithm is used for ranking both collections and documents, based on the argument that ranking collections is analogous to ranking documents; in contrast, GLOSS uses di erent algorithms for these two kinds of retrieval.
Both approaches require knowing the words and word frequencies in a collection. How this information is obtained is an open problem. One approach is for each collection to supply this information about itself, as proposed by the STARTS protocal 4]. However, this approach assumes that each collection is capable of and willing to, supply this information. It has so far been unclear how to integrate older legacy systems, systems that simply refuse to cooperate, and systems that misrepresent themselves (e.g., \spamming" on the Internet).
Hypothesis
Most large collections of text documents have similar statistical characteristics. Zipf's law 12] shows that words are not distributed evenly; a few words occur very often, whereas most words are infrequent. Luhn 8] proposed that frequency of word occurrence furnishes a useful measurement of word signi cance. Common words are generally stopwords. Rare words that occur only once or twice are mostly strange names, misspellings, etc. Natually these two kinds of words are non-signi cant words. The set of words with frequency lies in between them are signi cant words in that they contribute signi cantly to the content of the document. We call those words content words and hope to nd most of them in order to estimate the content of the collection. Since content words typically have medium to high frequency, the probability of nding most of them by probing is high.
The aim of probing a database is to build a model that reasonably accurately represents the content of the database. The model is in the form of a learned dictionary containing a list of words that occur in the documents found by probing. The set of words in the learned dictionary is only a subset of that in the real dictionary, since one can only get a subset of the collection through queries. Although it may be computationally possible to get all of the words by using many probes, it is infeasible in practice, because the time it takes can be undeterministically long, and the probing termination condition cannot be decided since the actual size of the collection is unknown. More importantly, nding all or even most of the vocabulary is not necessary, since Zipf's law tells us that each collection, no matter what its size, has a fairly small \working vocabulary".
Probing is like taking a sample of a collection. As we do more probes, our sample becomes larger, and hence more representative of the collection. We can calculate statistics such as the ranks of words based on the sample, to estimate their true ranks in the original collection. Since the size of the collection is constant, as we take a larger sample, the estimates become more accurate, i.e., the ranks of the words converge to be close to their true values. If the sample could be chosen perfectly randomly, the estimates would be relatively accurate. Therefore an accurate model representative of the collection content can be built by probing.
After the rst round of probes, we have seen a small collection of documents. We can calculate the ranks of the words we've seen. Due to sampling error, our calculations are just estimates with con dence intervals around them. After the second round of probes, we have seen a larger collection of documents. Again we calculate the ranks of the words we've seen. It is expected that our con dence intervals should shrink. When there is substantial variation in estimates from one probe cycle to the next, the con dence intervals are large; when the variation is small, it is probable that the estimates have converged to be close to the true values.
Experimental Method

Probing Method
A learned dictionary consists of a list of words that occur in the sample documents and their frequency of occurrences. Initially the learned dictionary is empty representing that we know nothing about the database. The dictionary grows as new words are found, and old words' frequency statistics are updated when they are encountered again. As we get a larger sample through probing and update the dictionary accordingly, our estimates of the ranks of terms in the original collection using the learned dictionary becomes more accurate . We considered three ways of calculating the ranks of terms in the dictionary using three types of frequency metrics: collection term frequency ctf (number of times the term occur in the sample documents), document frequency df (number of documents in the sample containing the term), and average term frequency atf (collection term frequency divided by document frequency).
The iterative probing process consists of following steps: 1. Generate a set of M initial probe words. 2. Run M one-word probe queries. Get the top N documents retrieved by each query. 3. Parse the documents to make a list of the words in the documents (excluding document markups, e.g., SGML or HTML tags), and how often each occurs. Update the dictionary. 4. Decide whether to stop probing; if not, 5. Generate a new set of M probe words. Go to Step 2. Our primary concern is the methods of generating initial probe words in Step 1 and new probe words in Step 5. Initial probe words can be generated by choosing words from a well-known large collection, for example, the 3GB TREC corpus (volume 1, 2, 3). New probe words can be chosen from two kinds of sources, either from the learned dictionary, or from a general collection such as the TREC corpus. We experimented with di erent methods of choosing M probe words from a dictionary, such as choosing the M most frequent words or just a random selection. There are further variations in deciding the most frequent words using di erent ranking criteria, i.e., ranking by ctf, df, or atf. As a convention, we use Ctf, Df, and Atf to represent the methods of choosing new probe words corresponding to the three ranking criteria. In addition, we de ne Random and Random2 to represent the methods of randomly selecting words from the learned dictionary and from the TREC corpus, respectively. The three methods of Ctf, Df, and Atf have a sort of learning property in that, later probe queries come from the most frequent words in the sample documents that have been obtained in earlier probes. They use the previous probing results as a kind of feedback in generating new probe queries, whereas the two random methods don't have such characteristic. We are interested in investigating how these ve di erent methods work and how the random approach compares with the most-frequent-words approach. Other issues include how many documents to retrieve per query, and when to stop probing.
On the Internet, we won't know what the stopword list and stemming algorithm are for the database we are probing. So we don't use a stopword list or a stemming algorithm when parsing the documents that a database returns. Only at the end of probing, a stopword list is used to remove words in the learned dictionary that tell little about content. In doing evaluation, when the stemming algorithm of the test database is known, the same stemming algorithm is used to post-process the nal learned dictionary, before comparing the learned dictionary to the real dictionary.
Evaluation Measure
The e ectiveness of probing was tested rst using the INQUERY retrieval system and three di erent TREC collections, and later using a real Web database service. INQUERY is based on the Bayesian inference net model and is described in detail in 10] 9] 1]. For the purpose of evaluation, we used INQUERY indexing system to build databases from the TREC collections, so that the known stopword list and stemming algorithm can be used for both the learned dictionary and the real dictionary in order to make a comparison between them. We propose the following measures to evaluate the e ectiveness of probing (assuming the real collection statistics are known).
percentage of terms found by probing It is used to show the rate of nding new terms, or the pattern of growth of the learned dictionary size with respect to the number of documents examined. ctf proportion ctf proportion refers to the proportion of the term occurrences of those terms found by probing in the total term occurrences of the collection. For example, a ctf proportion of 80% means that the learned dictionary contains the words that account for 80% of the content (word occurrencies) of the original collection. For a real dictionary D and a learned dictionary D 0 , ctf proportion is calculated as:
where O ctf i is the number of times term i occurs in the original collection. ctf proportion shows the frequency characteristics of the words found by probing. A high ctf proportion means most of the words found are frequent words. According to Zipf's law, frequent terms constitute a large proportion of the total term frequency; for example, top 50 words can account for 50% of the total word occurrences. So this metric can be used to tell whether (or roughly when) most of the frequent words have been found by probing. mean squared error on rank estimates The mean squared error metric was used to compare the estimated term rank to the true rank. It is a simple and e ective way of measuring how closely the ranks of the terms in the learned dictionary match their ranks in the real dictionary. Ranking is based upon a term's collection term frequency (ctf). The most frequent term is ranked 1, and the least frequent is ranked R, where R is the number of distinct (unique) ranks. If two terms have the same ctf, they get the same rank. The scaled rank for a term is rank=R, so the top ranked term has a scaled rank of 1=R, and the terms that occur just once have a scaled rank of 1. The scaled rank has two advantages: it is less dependent on database size and, it applies equally to frequent and rare terms. where n is the number of terms in the learned dictionary, Est rank i is term i's estimated rank in learned dictionary, and Real rank i is term i's real rank in real dictionary. mean squared error on idf estimates The mean squared error metric was used to compare the estimated idf (inverse document frequency) value to the true idf value. Given a collection of documents, a term's idf is de ned as:
where N is the total number of documents in the collection, and df is the number of documents containing the term. An unscaled idf is used so that the mean squared error is relatively independent of the number of documents in the collection. The mean squared error on idf estimates for a learned dictionary D 0 is calculated as: 1
where n is the number of terms in the learned dictionary, Est idf i is term i's estimated idf based on the collection of sample documents, and Real idf i is term i's real idf based on the original collection.
Experiments
Test Collections and Experimental Setup
The e ectiveness of probing was evaluated using the INQUERY retrieval system and three TREC collections that di er signi cantly in size and nature:
CACM: a very small database containing abstracts of scienti c articles on computing; WSJ88 (the 1988 Wall Street Journel): a medium-sized American newspaper database; and TREC-123 (the TREC corpus, volume 1, 2, and 3): a large and heterogeneous database containing 17 subcollections from di erent sources and/or period of time. Table 1 lists some statistics about the three databases. The probing system runs 100 (10 for CACM) one-word queries per probe cycle, and examines the top 10 documents retrieved by each query. The set of initial probe words are generated using the dictionary of TREC-123 after ltering out numbers and terms whose occurrence is less than 6 (to reduce query failure). New probe words are chosen without considering very short words such as 1-or-2-character words since they tend to be stopwords. Numbers are discarded in parsing the documents retrieved, and are not included in the learned dictionary. This is because numbers occur often but are useless for estimating collection content. The probing system runs till at least 3000 database documents are seen (WSJ88 and TREC-123), or till 50% of the documents are seen (CACM). The number of probe queries used, the number/percentage of documents examined, and the number/percentage of words found (excluding stopwords), in testing the three databases using the Df method are given in Table 2 . Each of the ve methods of generating new probe words was tested and an analysis of their e ectiveness based on the results follows. We have also experimented with di erent methods of choosing initial probe words, including choosing the most frequent words based on ctf, df, or atf, or a random selection. We found that there is no obvious di erence among the evaluation results of these methods, which implies that the variation in the way of generating the initial probe words does not change the e ectiveness of probing. So generally we choose the initial probe words based on ctf.
Evaluation was automatically performed at the end of each probe cycle using the measures described above. Figures 1 to 4 show the evaluation results for probing WSJ88. Figure 1 shows that the rate of nding new words keeps high for the rst several probe cycles, and gradually lowers down thereafter; new words occur less frequently as the sample grows. Up to 50% of the terms are found when only 10% of database documents are seen. This demonstrates that we can nd a considerable proportion of the terms in the database by examining a relatively small number of documents.
Analysis of Results
In Figure 2 , The ctf proportion quickly grows to be higher than 90% when roughly 3000 documents are seen, and then the growth rate drops sharply. This means the words found by the rst several probes are mostly frequent words and the words found by subsequent probes tend to be rare words, since by Zipf's law, a small number of frequent words constitute a large proportion of the total term occurrences. This result con rms that most of the frequent words can be found by probing.
In Figure 3 , mean squared rank error quickly drops down to below 0.02 when 3000 documents are seen, and converges to be close to the optimal value of 0. The very low error demonstrates that the probing techniques can accurately estimate term rank. The very low mean squared idf error shown in Figure 4 further indicates that probing can also accurately estimate term frequency statistics such as idf. Although doing more probes will possibly nd more terms and thereby further reduces estimates error, it is likely to yield diminishing beni ts. As shown in Figures 1 to 4 , only minor improvements are achieved at a signi cantly higher cost after a certain number of documents are seen.
Although the ve methods all do a reasonably good job (low error in rank estimates, can nd most of the frequent words, etc.), it seems that they do not perform eaqually well. By comparison, Random2 gives the best curves in Figures 1, 2, and 3 ; when the same number of documents are examined, it nds more terms, attains a higher ctf proportion, and has a lower mean squared rank error than other methods. The curves of Atf and Random appear to be relatively closer to each other, as are the curves of Ctf and Df.
Not so surprisingly, the random methods turn out to be better than the non-random ones. This may be due to the fact that, they use probe words that are selected randomly rather than from the most frequent. Random probe words have a higher probability of hitting documents scattered throughout the collection, making it more likely to sample the database in a random fasion. This con rms that it is better to sample as randomly as possible.
When the same number of documents are seen, Random2 is able to nd more important words. However, in order to retrieve a same number of documents, Random2 needs to run more probe queries than other methods, since it has a higher query failure. This is due to the probe words chosen by random from TREC-123 contain a fair number of rare words, such as special names, which occur very frequently only in some documents in TREC-123. In terms of the number of queries used, Random2 tends to be slower to converge to the optimum model; on the other hand, in terms of the number of documents examined, Random2 converges more quickly than other methods.
Although the set of words found by di erent probing methods are not identical, there exists considerable overlap among them. Furthermore, if we rank the words using the same frequency metric such as ctf, the resulting lists of di erent methods are rather similar to each other, especially the top 50 words. The top portion of the list plays a more important role in browsing since statistically the most frequent words (except stopwords) are more representative of the content. Probing results demonstrate that the frequent words found can help us understand what the database is about. For example, the top 50 words (Table 3) found by probing WSJ88 (using the Df method) contains a fare number of important words like \market", \share", \trade", \bank", \stock", \price", etc., which are well suggestive of the overall subject of the database. Table 3 gives the top 50 words in the learned dictionary when 100, 1000, and 3000 documents are examined, and the top 50 words in the real dictionary of WSJ88 database. It shows that as more documents are examined, the learned dictionary converges to be more close to the real dictionary. When 3000 documents have been seen (the third column), the two word sets of top 50 are nearly identical; only 4 out of 50 do not show in both lists. For the words that overlap, each word's estimated rank is either the same as or very close to its true rank.
The curves of CACM and TREC-123 present similar patterns to that of WSJ88, and the above analysis and conclusions also apply to them. One noticeable di erence between TREC-123 and the other two databases in terms of the goodness of the probing methods as shown in the curves is that, Random and Atf seem to be better than Ctf and Df for TREC-123, whereas the contrary is true for WSJ88 and CACM. This may be due to the large size and heterogeneous nature of TREC-123. Unlike the pattern using the other three evaluation metrics, Random2 doesn't seem to be the best method in terms of mean squared idf error. This is because a term's idf is dependent on the number of documents in the collection, which can skew the result of mean squared idf error to some extent. Figures 13, 14 and 15 compare the percentage of terms found, the ctf proportion, and the mean squared rank error, respectively, for the three test databases, all using the Random2 method. The percentage of terms found is quite di erent among di erent databases, since their sizes vary widely. The pattern of ctf proportion for di erent databases indicates that the majority of frequent terms can be found when a certain number of documents are seen, no matter how big the database is. Around the point of 1000 documents, ctf proportion quickly grows to be higher than 0.88 for all three databases, and the curves level o thereafter, implying that, after a certain point, the terms found are mostly rare terms. Furthermore, rank errors for three databases converge to be very close to optimum (lower than 0.06), around the turning point of 1000 documents. This can be used to decide a proper probing termination condition (e.g., probing till 1000 documents are seen). This is a possible solution to the question of when to automatically stop probing.
Experiments with Microsoft Customer Support Database
To see how the probing idea works with real Web databases, a probing system was built to test the Web based Microsoft Customer Support Database. The system uses a Perl program to automatically send a query to the database, and to fetch a HTML document. It runs 10 queries per probe cycle, and gets the top 25 documents per query. The 10 initial probe words were chosen from the TREC-123 corpus, and INQUERY stopword list was used.
The probing system found 10,947 terms by examining 1,029 database documents using 600 probe queries. Figure 16 shows the number of terms found by probing versus the number of documents examined. Compared with the results of probing INQUERY databases, the pattern of dictionary growth is somewhat di erent, and Atf rather than Random2 seems to be the best probing method (although not signi cantly better). This may be due to the Web HTML documents have rather di erent characteristics from the TREC collections with respect to document length, style, and nature of content.
The top 100 words (ranked by ctf) which are found by the Random method are given in Table 4 (along with their frequency statistics). They are shown in three lists ranked by their ctf, df, and atf, respectively. One can get a quick idea of what the database is about by looking at either of the lists, and conclude that it is about the popular Microsoft software systems. It seems that the list of words ranked by atf (the third list) has a better e ect for browsing since the signi cant words, such as \excel", \foxpro", \microsoft", \nt", \access", \windows", etc., show up high in the top 50 list, and the list contains more content words.
There are some words which happen to appear in the top 50 but tell little about the content, such as \set", \please", etc. This is related to the stopword list used. They could have been removed by using a larger stopword list. However, there has to be a tradeo in deciding which words should be counted as stopwords, since some unimportant words in one database may potentially be content words for others. For example, \word" is a non-signi cant term in general, but is used as a proper name here representing a perticular Microsoft software product, hence is an important term.
Word stems and their morphological variants are both included in the dictionary, since we didn't do stemming while parsing documents for e ciency reasons. It is possible to improve the results by using a stemming algorithm to reduce each word to its root form, but the overall speed of probing will be lowered.
Di erent database systems are based on di erent assumptions about tokenizing, case, stopwords, stemming, etc. This will e ect the probing results and estimation of database content. For example, our probing system uniformly converts all terms to lower case, hence cannot distinguish terms that di er only in case, such as \Word" and \word", \Access" and \access", \O ce" and \o ce", etc., in the Microsoft database. This paper proposes the new idea of probing a database via a search interface in order to nd out the contents of the hidden collection. The probing approach can automatically build an accurate model that represents the content of the database, for use in colletion selection in distributed retrieval. The words found by probing can give us an idea of what's in the database, which is also very useful information. The e ectiveness of probing is demonstrated in experiments with the INQUERY information retrieval system and three TREC collections, as well as a real Web based database service.
The experimental results are encouraging because a simple probing approach was quite e ective in accurately estimating collection content. Overall e ectiveness of the probing methods studied is good, and random samples seem to be better. The probing techniques are e ective with databases that vary widely in size and nature. Collection models can be built without cooperation, which is an important contribution.
The database size, or the number of documents in the collection (N), is unknown but is an important parameter. The possibility of estimating N through probing is an open problem. By de nition, a term's unscaled idf is still related to N , hence is collection-speci c. Since the idf is not entirely independent of database size, the results of mean squared idf error were skewed by database size to some extent. Only one real Web database was used to test the probing techniques. As can be seen from the results based on the Microsoft database, real Web databases present a somewhat di erent probing pattern than INQUERY databases. The Web environment is highly heterogenous in that databases di er signi cantly from each other in size, document length and content. Further experiments with more Web databases are needed to see how the probing system performs in the dynamic networked environments, and to draw a general conclusion on which probing method is the best.
The evaluation metrics we used are only applicable to research databases whose original data are readily available. It's unclear how to evaluate the e ectiveness of probing real Web databases. Without knowing the actual database content and statistics as a basis for comparison, we only examined the number of words found by probing, which seems to be a coarse evaluation. More accurate evaluation measures suitable to real Web environment are desirable.
There are other variations in probing method which we haven't tested. For example, one could use phrase queries instead of one-word queries; use less frequent words instead of top words as probes; or choose probe words from the set of new words found in each probe cycle, instead of from the whole learned dictionary. Although we believe that varying the experimental parameters won't dramatically change the e ectiveness of probing, more work is needed to see if further improvements are possible. 
