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Abstract
In this paper, we address the sparse multiple measurement vector (MMV) problem where the objective is to recover
a set of sparse nonzero row vectors or indices of a signal matrix from incomplete measurements. Ideally, regardless
of the number of columns in the signal matrix, the sparsity (k) plus one measurements is sufficient for the uniform
recovery of signal vectors for almost all signals, i.e., excluding a set of Lebesgue measure zero. To approach the “k+1”
lower bound with computational efficiency even when the rank of signal matrix is smaller than k, we propose a greedy
algorithm called Two-stage orthogonal Subspace Matching Pursuit (TSMP) whose theoretical results approach the
lower bound with less restriction than the Orthogonal Subspace Matching Pursuit (OSMP) and Subspace-Augmented
MUltiple SIgnal Classification (SA-MUSIC) algorithms. We provide non-asymptotical performance guarantees of
OSMP and TSMP by covering both noiseless and noisy cases. Variants of restricted isometry property and mutual
coherence are used to improve the performance guarantees. Numerical simulations demonstrate that the proposed
scheme has low complexity and outperforms most existing greedy methods. This shows that the minimum number
of measurements for the success of TSMP converges more rapidly to the lower bound than the existing methods as
the number of columns of the signal matrix increases.
Index Terms
Compressed sensing, joint sparse recovery, multiple measurement vectors (MMV), restricted isometry property
(RIP), mutual coherence.
I. INTRODUCTION
In recent years, the compressive sensing (CS) theory [1], [2] and its extension has received much attention
as means to solve the underdetermined inverse problem to estimate the sparse signal matrix given a multiple
measurement matrix. The subject has been studied in many fields of science [3]–[11], [11]–[16].
The basic principle of CS is as follows: when the signal matrix is sparse (i.e., when most rows of the matrix
are zeros), the signal matrix can be uniquely determined through the identification of its support – a set of indices
extracted from rows of the signal matrix that include nonzero elements. Once the support is determined, the problem
of estimating the signal matrix reduces to a standard overdetermined linear inverse problem, which can be easily
solved.
The material in this paper was in part submitted to the 2016 IEEE International Symposium on Information Theory.
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2A. Multiple measurement vector problem
CS can be formulated by the linear structure Y = ΦX0 +W given a measurement matrix Y = ΦX0 ∈ Km×l and
a sensing matrix Φ ∈ Km×n where X0 ∈ Kn×l is a signal matrix and W ∈ Km×n is a measurement noise. Most
compressive sensing theories were developed to address the single measurement vector (SMV) problem (i.e., the
case when l = 1). [1], [3], [17]–[43]. Sparse signal recovery with multiple measurement vectors (MMV) refers to the
case when l ≥ 1, which is also known as the joint sparse recovery problem [44], [45]. Joint sparse recovery has many
important applications such as the sub-Nyquist sampling of multiband signals [46]–[52], magnetoencephalography
(MEG) and electroencephalography (EEG) [45], [53], blind source separation [54], multivariate regression [55], and
source localization [56].
Compared to the SMV case, the MMV approach is known to have a greatly improved recovery rate [44], [57]–
[61] and yields computational advantages [60], [62] over the approach of running multiple independent instances
of an SMV algorithm.
B. l0 bound
In the noiseless case W = 0, an ideal approach (1) to recover X0 ∈ Kn×l in the MMV problem is to minimize
the l0 norm of X ∈ Kn×l as follows:
arg min
X
‖X‖0
subject to Y = ΦX (1)
Davies and Eldar [63] extended the works of Chen, Huo [64] and Feng, Bresler [48] to show that the following
l0 bound (i.e., 2k − rank(X0) + 1) is the minimum m for (1) to ensure the exact recovery of X0. To be more
concrete, they showed that (2) is a sufficient and necessary condition for the solution of (1) to be unique and equal
to X0 for any X0.
krank(Φ) ≥ 2k − r + 1, (2)
where k is the number of nonzero rows in X0 and r is the rank of X0. In the worst case, the MMV problem is not
any easier than the SMV problem since they become identical when X0 comprises of a single repetitive vector [58].
(2), however, informs us that depending on the ranks of matrices Y or X0, the required number of measurements
can be reduced to less than 2k, which is known to be the smallest required m in the SMV problem even in the
worst case. When rank(X0) = k, the right-hand side of (2) has a minimum value of k + 1.
C. “k + 1” bound
Foucart and Rauhut [65] motivated by Wakin’s work [66] showed another condition on the minimum required
m for the ideal approach (1) in the noiseless case to recover X0. They showed that the following is a sufficient
condition for the solution of (1) to be unique and equal to X0:
krank(Φ) ≥ k + 1 (3)
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3and
X0 /∈
⋃
J∈{1,...,n}
s.t. |J|=k,J 6=Ω
e(J), (4)
where Ω is the support of X0 and e(J) is defined in (9). Since the right hand side of (4) has Lebesgue measure
zero, it is sufficient that m is simply k+1 irrespective of l for almost all X0. Therefore, in the practical case, k+1
measurements are ideally sufficient even for the SMV case (i.e., l = 1). Based on the fact, this number is defined
in the rest of paper as the “k+ 1” bound which is the minimum m to ensure the exact recovery for almost all X0.
D. Practical schemes for approaching the “k + 1” bound
Further work has to be done to determine whether there is a tractable way to achieve (or closely approach)
the “k + 1” bound. Before the advancement of compressive sensing, MUltiple SIgnal Classification (MUSIC) [67]
was proposed to solve the direction-of-arrival (DOA) or the bearing estimation problem with high computation
efficiency [56], [68]. Bresler and Feng [46], [48] demonstrated that the application of MUSIC to the joint sparse
recovery problem can achieve the “k + 1” bound when rank(X0) = k. Based on the theoretical guarantee, this is
one of the most popular and successful DOA estimation algorithms providing both high empirical performance and
computational efficiency when rank(X0) = k.
One of the main limitations of the MUSIC algorithm, however, is its failure when rank(X0) < k. This rank
defective case is common in the field of CS since most problems in the field face situations where a correlation
between signal vectors exists or the number of the common sparsity of signal vectors is larger than the number of
measurement vectors.
Inspired by the MUSIC algorithm, Davies and Eldar proposed a greedy method called the rank aware algorithm
(RA-ORMP) [63] to overcome the limitations of MUSIC. They showed that the behavior of RA-ORMP is improved
when the rank of X0 is increased and proved that the “k + 1” bound can be achieved when rank(X0) = k. Its
empirical performance was significantly better than MUSIC in dealing with multiple measurements even when
rank(X0) < k. Similarly to Kim, et al.’s work [69], Lee, et al. [70] supplemented MUSIC and developed a
Subspace-Augmented MUSIC (SA-MUSIC) algorithm which had better performance than MUSIC. They showed
that it theorectially and empirically outperformed MUSIC and provided restrictive conditions in approaching the
“k + 1” bound in the rank(X0) < k case. To recover the partial support before operating SA-MUSIC, Lee, et
al. [70] proposed a new greedy method called the Orthogonal Subspace Matching Pursuit (OSMP) which is an
extended version of RA-ORMP and is robust to noise. By combining OSMP and SA-MUSIC, they proposed a
greedy algorithm called SA-MUSIC+OSMP, which provided better empirical performances at all rank conditions of
X0 than most of the existing methods for the MMV problem especially when the number of measurement vectors
is relatively large.
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4E. Comparison to other methods for MMV problem
Practical algorithms have been developed to address the new challenges in the joint sparse recovery problem.
One class of algorithms for solving the MMV problem includes M-OMP [44], [71], M-FOCUSS [44], l1 and
l2 minimization method [57], simultaneous recovery variants of NIHT, NHTP, CoSaMP [72], multivariate group
Lasso [54], and MSBL [73] where all can be viewed as direct extensions of their one dimensional counterparts.
Another class of algorithms utilized the correlation, stochastic behavior and the subspace structure of X to achieve
better performance in sparse signal recovery. The improved M-FOCUSS algorithms [45], variants of MSBL such as
AR-SBL [74] or TMSBL [61], the correlation-aware framework of LASSO [75], the approximate message passing
scheme exploiting temporal correlation of X [76] and MUSIC-like subspace methods [63], [69], [70] can all be
viewed as such examples. Methods other than MUSIC-like methods (i.e., MUSIC, SA-MUSIC, CS-MUSIC, RA-
ORMP, OSMP, etc.) [63], [69], [70] and MSBLs [77], [73], however, are not proved to approach the “k+ 1” bound
even when rank(X0) = k. Comparison to MSBL and its variants are discussed in detail in Section VII.
F. Our contributions
The main contributions of this paper are summarized below.
• A sufficient condition for the success of OSMP (i.e., RA-ORMP in the noiseless case) is theoretically derived
which is not stronger than that of SA-MUSIC.
• An improved scheme of RA-ORMP and OSMP called a Two-stage orthogonal Subspace Matching Pursuit
(TSMP) is proposed to enhance the efficiency of reconstructing sparse signals in MMV. TSMP requires less
restrictive conditions in approaching the “k+1” bound than other methods. The TSMP consists of the following
procedure: 1. Subspace estimation from a signal space R(Y ) (subspace estimation), 2. Iterative selection of
m − 1 multiple candidate indices through OSMP’s selection rule (identification), 3. Recovery of the signal
matrix X0 and its support from the set of candidate indices (support and signal matrix estimation). Since the
last two steps are the main steps, we refer to TSMP as a “two-stage” process.
• Sufficient conditions for Φ or the minimal requirements for m in TSMP or OSMP to recover the true support
and signal matrix X0 are theoretically derived. The analysis is based on the worst-case scenario where the rank
of the signal matrix is considered. Under the rank deficient case rank(X0) ≤ k, it is shown in both theoretical
and empirical perspectives that the performances of OSMP or the proposed scheme, TSMP, improve as r (i.e.,
l in most cases) increases. The performances are analyzed in terms of fundamental measures such as WRIP
[78], a weaker version of the restricted isometry property (RIP) [32], and a variant of mutual coherence [79]
for a submatrix Φ to make the results more reliable and applicable to a wider class of sensing matrices for
real applications. A different measure expressed by a singular value of the submatrix in Φ is also introduced
to mitigate the successful conditions in terms of WRIP. The results presented in this paper are valid for both
noiseless and noisy cases and are non-asymptotic for parameters such as (m,n, l, k, rank(X0)).
• In terms of empirical performance, TSMP mostly outperforms previous greedy algorithms and convex relaxation
methods as SNR increased in both SMV and MMV cases. The minimum m required for TSMP to recover
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5the support decreases below the l0 bound and more rapidly converges to the “k + 1” bound than most of the
existing algorithms as l increased. More is discussed in detail in Section VII.
In the SMV case, there have been recent efforts to modify the popular OMP rule with an aim to enhance the
recovery performance and computational efficiency by considering more than sparsity level of the X0 indices in
the process of estimating the true support. Special treatments such as thresholding, regularization, or pruning are
used. Well known examples of such efforts include Stage wise OMP (StOMP) [36], Regularized OMP (ROMP)
[79], CoSaMP [28], Subspace Pursuit (SP) [29], and Generalized OMP (GOMP) [80]. Our approach lies on similar
grounds with these approaches but extends to the MMV problem. Our proposed scheme provides better empirical
and theoretical performances with low complexity and requires only milder conditions for support identification
compared to most SMV or MMV algorithms.
G. Organization of this paper
The remainder of this paper is organized as follows. Notations, the problem statement, and some definitions are
introduced in Sections II, III, and IIII, respectively. Previous work on OSMP and TSMP for joint sparse recovery
are described in Section V. Conditions for joint sparse recovery using an ideal approach and its relation to OSMP
and TSMP are discussed in Section VI. The performances of OSMP and TSMP measured by variants of RIP and
mutual coherence in noiseless and noisy cases are analyzed in Section VIII. The empirical performances of OSMP
and TSMP are compared to other methods in Section IX and their relations to relevant works are discussed in
Section X. Appendices are dedicated to the proofs of our results.
II. NOTATION
Symbol N denotes the set of natural numbers and Σ denotes the set {1, ..., n} for n ∈ N. [i] denotes the subset
{1, ..., i} of Σ. ∆s ⊆ Σ denotes a subset of {1, ..., n} whose cardinality is s ∈ N. Symbol K denotes a scalar field
which is either the real field R or C. The vector space of d-tuples over K is denoted as Kd for d ∈ N. Similarly, for
d, n ∈ N, the vector space of d×n matrices over K is denoted by Kd×n. We will use some notations for the matrix
A := [a1, ..., an] ∈ Kd×n whose i th column is ai. The range space spanned by the columns of A is denoted by
R(A). supp(A) is the support of A and is defined as a set of nonzero row indices of A. The Hermitian transpose
(transpose) of A are denoted by A∗ (A>), respectively. A† denotes the Moore-Penrose pseudoinverse of A. The ith
column of A is denoted by ai and the submatrix of A with columns indexed by J ⊆ Σ is denoted by AJ . The ith
row of A is denoted by A{i} and the submatrix of A with rows indexed by K ⊆ [m] is denoted by AK . The ith
largest singular value of A is denoted by σi(A). The Frobenius norm and the spectral norm of A are denoted by
‖A‖F and ‖A‖2, respectively. For p, q ∈ [1,∞], the mixed lp,q norm of A is defined by ‖A‖p,q := (
m∑
k=1
∥∥ak∥∥q
p
)
1
q
for q < ∞ and ‖A‖p,∞ := max
k∈[m]
∥∥ak∥∥
p
. The inner product is denoted by 〈·, ·〉. For a subspace S of Kd, dim(S)
denotes the dimension of S. Matrices PS ∈ Kd×d and P⊥S ∈ Kd×d denote the orthogonal projection onto S and its
orthogonal complement S⊥, respectively. Symbols P and E denote the probability and the expectation with respect
to a certain distribution. For a set Γ ⊆ Σ and a subspace R(AΓ) of Kd, a˙i := P
⊥
R(AΓ)ai∥∥∥P⊥R(AΓ)ai∥∥∥2 and A˙ := [a˙1, ..., a˙n]
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6denote the scaled ai vector with the orthonormal projection onto R(AΓ)⊥ and the matrix whose ith column is a˙i,
respectively. If the denominator of a˙i is zero, a˙i is defined as a zero vector.
III. FOMULATION: MMV PROBLEM
A matrix X0 ∈ Kn×l is called row k-sparse if it has at most k nonzero rows. Ω ⊆ Σ denotes the support of X0,
i.e., supp(X0), and its sparsity level denotes the cardinality of Ω. The joint sparse recovery problem is to find the
support Ω and a row k-sparse signal matrix X0 from the matrix Y ∈ Km×l using multiple measurement vectors
(columns of Y ) given by
Y = ΦX0 +W,
where Φ := [φ1, ..., φn] ∈ Km×n is a common and known sensing matrix whose ith column is φi and W ∈ Km×l
is a perturbation. We will refer to the case when rank(XΩ0 ) has its maximum value k as the full row rank case.
Otherwise, the case when rank(XΩ0 ) < k will be called the rank-defective case [70].
IV. SOME DEFINITIONS OF MEASURE AND THEIR PROPERTIES
A. Measures and their properties
1) Restricted Isometry Property: One approximate way to specify which matrices (Φ) the sparse recovery is
applicable to is to use the restricted isometry property. The RIP provides upper and lower bounds on the singular
values for all submatrices of Φ by retaining no more than k columns of Φ.
Definition IV.1 (RIP, Restricted Isometry Property [32]). Matrix A ∈ Km×n satisfies the restricted isometry property
with parameters (c, δ) where c ∈ R+ and δ ∈ (0, 1) if there exist constants (c, δ) such that for ∀x ∈ Kn,
c(1− δ) ‖x‖22 ≤ ‖Ax‖22 ≤ c(1 + δ) ‖x‖22 .
The RIP constant δk is defined as the smallest value of δ that satisfies the restricted isometry property with some
positive constant c.
The RIP of order k implies that all sets of k columns in Φ are uniformly well conditioned. It, however, requires
a strong condition on Φ. A weaker version for the definition of RIP is therefore used:
Definition IV.2 (WRIP, Week Restricted Isometry Property [78]). Matrix A ∈ Km×n satisfies the week restricted
isometry property (WRIP) with parameters (J, a, b, c, δ) where (a, b) ∈ N2, J ⊆ Σ with |J | = a, c ∈ R+ and
δ ∈ (0, 1) if there exist constants (c, δ) such that for ∀x ∈ Ka+b and ∀K ⊇ J with |K| = a+ b,
c(1− δ) ‖x‖22 ≤ ‖AKx‖22 ≤ c(1 + δ) ‖x‖22 .
The RIP constant δa(AJ ; b) is defined as the smallest value of δ that satisfies the local restricted isometry property
with some positive constant c. The corresponding WRIP constant is given by
δa(AJ ; b) = max
K⊇J
|K|=a+b
‖A∗KAK − cIa+b‖
c
=
1− κ(J)
1 + κ(J)
,
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7where κ(J) := min
K⊇J
|K|=a+b
σ2a+b(AK)/ max
K⊇J
|K|=a+b
σ21(AK).
Since δa(AJ ; b) ≤ δa+b, having a more mild condition on A is attainable with WRIP than with RIP having the
same order. The special case of WRIP with l2-normalized columns of Φ has been previously proposed [58], [70],
[78]. [70] shows that compared to RIP, the required number of l2-normalized columns to guarantee the success of
sparse recovery is largely reduced when using WRIP.
2) Coherence: Another concept is used to specify which matrices (Φ) the sparse recovery is applicable. The
coherence is defined as follows:
Definition IV.3 (LCP, Locally mutual Coherence with the orthogonal complemental Projection). Let ∆,Γ be proper
subsets of Σ. The LCP with (∆,Γ) is defined by
µ(∆,Γ) = max
{i,j}⊆∆\Γ
∣∣∣∣∣∣
〈
P⊥R(ΦΓ)φi∥∥∥P⊥R(ΦΓ)φi∥∥∥2 ,
P⊥R(ΦΓ)φj∥∥∥P⊥R(ΦΓ)φj∥∥∥2
〉∣∣∣∣∣∣ . (5)
The special case when (∆,Γ) = (Σ, ø) corresponds to the worst-case coherence [79] [81] [82] which is computed
with lower computational complexity than RIP. This has been widely used to analyze a sufficient number of
measurements for the success of many CS algorithms.
B. Some definitions
The following definitions are used throughout this paper.
Definition IV.4. The Kruskal rank of a matrix A, denoted by krank(A), is the maximal number q in which any q
columns of A are independent.
Definition IV.5. Matrix X is row-nondegenerate if
krank(X∗) = rank(X). (6)
(6) implies that every i row vectors of X are linearly independent for i ≤ rank(X). This is satisfied by X
whose row vectors are in general position [83]. This is a property of the subspace of R(X) since it is equivalent
to krank(B∗) = rank(X) for any orthonormal basis B of R(X) [70]. This condition holds if each row of XΩ0
is independently and identically sampled from any probability measure which is non-singular with respect to the
Lebesgue measure. Since most probability distributions defined in continuous fields such as the random Gaussian
matrix follow this property and the elements of a signal matrix are statistically assumed in continuous fields in most
applications of joint sparse recovery, the above condition could therefore be satisfied without major restrictions.
V. ALGORITHM DESCRIBTION
A. Existing scheme: OSMP
The OSMP algorithm is designated as Algorithm 1. The OSMP comprises of two steps which are described
below.
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81) Subspace estimation from R(Y ): Step 1 of OSMP is to estimate an r-dimensional subspace Sˆ from R(Y )
via an arbitrary subspace estimator. The estimator is not usually needed, i.e., Sˆ = R(Y ), since rank(ΦΩXΩ0 ) ≥ l
in the majority of cases for joint sparse recovery. The consideration of an estimator could provide a better solution
in the noisy and rank(ΦΩXΩ0 ) < l cases. We will discuss this in detail in Section X.
2) Index selection method for estimating support: Step 2 of OSMP is to extract a set of k indices Ωˆ to estimate
the true support Ω through Algorithm 4 (submp). During each iteration step in submp, a set of indices selected
before preceding steps denoted by Γ is given and an index i ∈ Σ \Γ is selected such that the angle between spaces
P⊥R(Γ)Sˆ and P
⊥
R(Γ)R(φi) is minimized.
B. Proposed scheme: TSMP
TSMP algorithms are designated as Algorithms 2 or 3 (TSMP1 or TSMP2) depending on whether the sparsity k
is known or unknown. Each algorithm consists of three steps:
Algorithm 1 OSMP(k)
Input: Y ∈ Km×l,Φ ∈ Km×n, k ∈ N.
Output: Ωˆ ⊆ Σ
1: Sˆ ∈ Km×r ← estimate a signal subspace from R(Y )
2: Ωˆ← submp(Sˆ, ø, k)
3: return Ωˆ
Algorithm 2 TSMP1(k): k is known
Input: Y ∈ Km×l,Φ ∈ Km×n, k ∈ N.
Output: Ωc, Ωˆ ⊆ Σ, Xˆ ∈ Kn×l
1: Sˆ ∈ Km×r ← estimate a signal subspace from R(Y )
2: Ωc ← submp(Sˆ, ø,m− 1)
3: Ωˆ, Xˆ ← ESMS1(Ωc, k)
4: return Ωc, Ωˆ, Xˆ
1) Subspace estimation from R(Y ): Step 1 of TSMP1 or TSMP2 is to estimate an r-dimensional subspace Sˆ
from R(Y ). It is the same as that of OSMP.
2) Index selection for support candidates: Step 2 of Algorithms 2 or 3 is to extract a set Ωc consisting of
m − 1 indices for the support candidates through Algorithm 4 (submp, sub-algorithm of matching pursuit). The
subroutine of submp(Sˆ, ø,m− 1) in TSMP has the same structure with that of submp(Sˆ, ø, k) in OSMP (i.e., RA-
ORMP in the noiseless case). Compared to OSMP which only selects indices with sparsity level k, TSMP selects
indices with sparsity level m − 1 using submp. Since m is not related to the sparsity level, it is not necessary
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9Algorithm 3 TSMP2(κ): k is unknown
Input: Y ∈ Km×l,Φ ∈ Km×n, κ ∈ R.
Output: Ωc, Ωˆ ⊆ Σ, Xˆ ∈ Kn×l
1: Sˆ ∈ Km×r ← estimate a signal subspace from R(Y )
2: Ωc ← submp(Sˆ, ø,m− 1)
3: Ωˆ, Xˆ ← ESMS2(Ωc, κ)
4: return Ωc, Ωˆ, Xˆ
to know the sparsity level to operate submp. Constructing the projection operators in OSMP or TSMP could be
performed by QR decomposition which reduces the complexity [70]. Algorithm 7 shows an example of TSMP1
via QR decomposition.
Algorithm 4 submp(Sˆ,Γ0, s)
Input: Sˆ ∈ Km×r,Φ ∈ Km×n,Γ0 ⊆ Σ, s ∈ N.
Output: Γ ⊆ Σ
1: Γ← Γ0
2: for i = 1 to s do
3: ai ← arg max
l∈Σ\Γ
∥∥∥∥(PR(P⊥R(ΦΓ)Sˆ))φl
∥∥∥∥
2∥∥∥P⊥R(ΦΓ)φl∥∥∥2
4: Γ← Γ ∪ {ai}
5: end for
6: return Γ
3) Estimation of signal matrix and support using support candidates: Step 3 of Algorithms 2 or 3 is to estimate
Ω and X0 as Ωˆ and Xˆ , respectively through Algorithms 5 or 6 (ESMS, Estimation of Signal Matrix and Support)
using the triplet (Ωc,Φ, Y ) as their inputs. Algorithms 5 (ESMS2) and 6 (ESMS3) are used either when the sparsity
k is known or unknown, respectively. If the sparsity is unknown, ESMS2 additionally detects the sparsity by
thresholding using a fixed parameter κ. Conditions for Φ, X , and W such that each algorithm recovers Ω will be
shown in Section VIII. Though the explicit method on how to set up κ in ESMS2 when k is unknown will not be
discussed, an actual implementation might use the following methods: 1. Detect the largest gap between two ζl’s
and set up κ to distinguish the two ζl’s. 2. Set up κ as an estimation of the weighted noise level (i.e., the expected
value of
∥∥∥(Φ†JW ){i}∥∥∥
2
with respect to W and i ∈ Σ).
VI. IDEAL CONDITION FOR MMV
For the noiseless case in the ideal approach, sufficient and necessary conditions for the recovery of X0 or its
support are (7) or (8) due to the following results.
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Algorithm 5 ESMS1(J, k)
Input: Y ∈ Km×l,Φ ∈ Km×n, k ∈ N, J ⊆ Σ
Output: Q ⊆ Σ, Xˆ ∈ Kn×l
1: X¯J ← (ΦJ)†Y
2: for l ∈ J do
3: ζl ←
∥∥X¯{l}∥∥
2
4: end for
5: Q← {indices of the k-largest ζl’s }
6: XˆQ ← (ΦQ)†Y
7: return Q, Xˆ
Algorithm 6 ESMS2(J, κ)
Input: Y ∈ Km×l,Φ ∈ Km×n, k ∈ N, J ⊆ Σ
Output: Q ⊆ Σ, Xˆ ∈ Kn×l
1: X¯J ← (ΦJ)†Y
2: for l ∈ J do
3: ζl ←
∥∥X¯{l}∥∥
2
4: end for
5: Q← {indices of ζl’s which are larger than κ }
6: XˆQ ← (ΦQ)†Y
7: return Q, Xˆ
Theorem VI.1. ( [63, Theorem 2]) Either (7) or (8) is necessary and sufficient for the measurement matrix Y = ΦX0
to uniquely determine the true signal matrix X0 from {∀X ∈ Kn×l|| supp(X)| ≤ k} where | supp(X0)| = k.
krank(Φ) > 2k − rank(Y ) (7)
krank(Φ) > 2k − rank(X0) (8)
Theorem VI.1 shows that the l0 bound is equal to 2k+ 1− rank(X0) and no recovery algorithm can uniformly
guarantee their success with smaller than the l0 bound. This result also implies that the minimum value of the l0
bound, k+1, can only be achieved when rank(XΩ0 ) has full row rank (i.e., rank(X0) = k). Theorem VI.2, however,
shows that if Φ or X0 does not belong to a certain set with Lebesgue measure zero, the sufficient condition on
required m for the recovery of X0 or its support reduces to k + 1 irrespective to rank(X0) or rank(Y ) (i.e., l).
Based on the result of Theorem VI.2, m = k + 1 is defined as the “k + 1” bound which provides a better lower
bound for the minimum required m for the successful recovery than the l0 bound. This implies that a tractable
algorithm whose minimum required m is smaller than the l0 bound (i.e., 2k+ 1− rank(X0)) may exist irrespective
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Algorithm 7 TSMP1(k) with QR decomposition
Input: Y ∈ Km×l,Φ ∈ Km×n, k ∈ N.
Initialize: T := [t1, ..., tn] = 0 ∈ Km×n, X¯, Xˆ = 0 ∈ Kn×l, A = Im ∈ Km×m, Γ = ø.
Output: Ωc, Ωˆ ⊆ Σ, Xˆ ∈ Kn×l
1: Estimate an r-dimensional signal subspace as an orthnomal basis Uy ∈ Km×r from R(Y ).
2: Compute Φ¯ = [φ¯1, ..., φ¯n] s.t. φ¯j = φj/ ‖φi‖2 for j ∈ Σ.
3: for i = 1 to m− 1 do
4: Compute QR decomposition of Uy as AUy = Q1R1.
5: TΣ\Γ ← AΦ¯Σ\Γ
6: a← arg max
b∈Σ\Γ
‖Q∗1tb‖2 / ‖tb‖2
7: Γ← Γ ∪ {a}
8: Compute QR decomposition of Φ¯Γ as Φ¯Γ = Q2R2.
9: A← Im −Q2Q∗2.
10: end for
11: Ωc ← Γ
12: Compute QR decomposition of ΦΩc as ΦΩc = Q3R3.
13: X¯Ωc ← (R∗3R3)−1Φ∗ΩcY
14: for l ∈ Ωc do
15: ζl ←
∥∥X¯{l}∥∥
2
16: end for
17: Ωˆ← {indices of the k-largest ζl’s }
18: Compute QR decomposition of ΦΩˆ as ΦΩˆ = Q4R4.
19: XˆΩˆ ← (R∗4R4)−1Φ∗ΩˆY
20: return Ωc, Ωˆ, Xˆ
of l.
Theorem VI.2. ( [65, Theorem 2.16]) The measurement matrix Y = ΦX0 uniquely determines the true signal
matrix X0 from {∀X ∈ Kn×l|| supp(X)| ≤ k} where | supp(X0)| = k if and only if σk(ΦΩ) > 0 and X0 /∈⋃
J∈Σ,|J|=k,J 6=Ω
e(J) where
e(J) := {X := [x1, ..., xl] ∈ Kn×l|σk+1([ΦJ ,Φxi]) = 0 for all i ∈ [l]}. (9)
Proof of Theorem VI.2: Sufficiency follows from Theorem 2.16 in [65]. Next, neccessity will be proved by the
following two steps. First, suppose that Φ(X0 −X) 6= 0 for X( 6= X0) ∈ Kn×l from {∀X ∈ Kn×l|| supp(X) :=
∆| ≤ k}. Then min
∆⊆Σ
|∆|≤k
σ|Ω∪∆|(ΦΩ∪∆) > 0 is guaranteed so that σk(ΦΩ) > 0 holds. Next, suppose that X0 /∈
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⋃
J∈Σ,|J|=k,J 6=Ω
e(J). Then there exists a set of indices Q ⊆ Σ such that R(Y ) ⊆ R(ΦQ), |Q| = k, and Q 6= Ω.
Therefore X0 is not the unique solution of (1).
Remark VI.2.1. Suppose that krank(Φ) ≥ k + 1. Then e(J) has Lebesgue measure zero and so does its finite
union
⋃
J∈Σ,|J|=k,J 6=Ω
e(J).
VII. RELATIONSHIP BETWEEN THE IDEAL CONDITION AND OSMP/TSMP
In this section, tight sufficient conditions for the success of OSMP and TSMP are provided under certain
constraints. These results are valid for both the noiseless and noisy cases and non-asymptotic for (m,n, l, k, r).
A. Measurement of noise magnitude
It is assumed that there exists an estimator for extracting an r-dimensional subspace, Sˆ, from R(Y ) in Step 1
of the OSMP/TSMP algorithms. The following function is defined.
ρ(Sˆ,ΦΩX
Ω
0 ) := min
S¯⊆R(ΦΩXΩ0 )
s.t. dim(S¯)=dim(Sˆ)
∥∥PSˆ − PS¯∥∥ (10)
ρ(Sˆ,ΦΩX
Ω
0 ) is simply denoted as ρ(Sˆ) in the rest of the paper. ρ(Sˆ) increases as the noise power increases and
ρ(Sˆ) is zero for any r-dimensional subspace Sˆ from R(Y ) in the noiseless case. This means that in the noiseless
case Step 1 of OSMP/TSMP is not needed, i.e., (r, Sˆ) is set to (rank(Y ), Y ). For these reasons, ρ(Sˆ) will be used
as a measure for noise magnitude.
B. Relationship between the optimality condition and OSMP/TSMP
The following family of index subsets is defined:
t(a, b) := {∀J ⊆ Σ| |J ∩ Ω| ≥ a, |J ∪ Ω| ≤ b+ |Ω|}
Theorem VII.1. Let η be a constant such that ρ(Sˆ) ≤ η ≤ 0.5 where Sˆ is an r-dimensional space. Suppose that
XΩ0 is row-nondegenerate and krank(Φ) ≥ k+ v1. Then, for any Γ ∈ t(k− r, v1), Ω\Γ belongs to a set of indices
selected by submp(Sˆ,Γ, v2) such that v2 ≥ |Ω \ Γ| if any of the following conditions hold:
a1(v1) <
1− 4η(1− η)
1 + 4η(1− η) (11)
a2(v1) > 4η(1− η) (12)
a3(v1) > 4η(1− η), (13)
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where
a1(x) := δk(ΦΩ;x+ 1)
a2(x) := min
∆x⊆Σ\Ω
 mini∈Σ\Ω∪∆x σ2k+x+1(ΦΩ∪∆x∪{i})
max
j∈Σ\Ω∪∆x
σ21(ΦΩ∪∆x∪{j})

a3(x) :=
min
∆(x+1)⊆Σ\Ω
σ2k+x+1(ΦΩ∪∆x+1)
‖φmaxΣ ‖22
.
Proof of Theorem VII.1: See Appendix A.
Remark VII.1.1. Condition (13) when (Γ, v1, v2, r) = (ø, 0, k, k) and (Γ, v1, v2) = (ø, 0, r) covers the conditions
in [70, Theorem 7.1] and [70, Theorem 7.7]. This fact implies that the theoretical guarantees of OSMP or TSMP
are beyond that of SA-MUSIC+OSMP.
The following are some definitions of some events.
• C1(i): An event where OSMP succeeds to recover the first i indices up to the ith step
• C2(i, j): An event where TSMP succeeds to produce the first i+ j indices up to the i+ jth step such that at
least i indices from the set of i+ j indices belong to the true support Ω
Corollary VII.1.1. Let η be a constant such that ρ(Sˆ) ≤ η ≤ 0.5 where Sˆ is an r-dimensional space. Suppose
that XΩ0 is row-nondegenerate. Then the following two statements hold.
• OSMP produces Ω as its output Ωˆ if C1(k − r) holds and any of the following conditions (14)–(16) hold.
a1(0) <
1− 4η(1− η)
1 + 4η(1− η) (14)
a2(0) > 4η(1− η) (15)
a3(0) > 4η(1− η) (16)
• TSMP guarantees that Ω ⊆ Ωc where Ωc is one of its outputs if C2(k − r,m − k − 1) holds and any of the
following conditions (17)–(19) hold.
a1(m− k − 1) < 1− 4η(1− η)
1 + 4η(1− η) (17)
a2(m− k − 1) > 4η(1− η) (18)
a3(m− k − 1) > 4η(1− η) (19)
Proof of Corollary VII.1.1: Theorem VIII.2 where (v1, v2) = (0, r) and (v1, v2) = (m− k− 1, r) guarantees
(14)–(16) and (17)–(19), respectively.
Remark VII.1.2. The fact that the left-hand side of (14) is smaller than its uniform analog δk+1 (δk+1 < 1−4η(1−η)1+4η(1−η) )
provides a uniform guarantee that OSMP recovers Ω. In the noiseless case (i.e., η = 0), the above condition reduces
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to δk+1 < 1 so that krank(Φ) > k, which corresponds to (9) in Theorem H.6. Therefore, for any Φ such that
krank(Φ) > k, k+ 1 measurements are sufficient for OSMP to identify Ω in the noiseless case if C1(k− r) holds.
Remark VII.1.3. If C2(k− r,m− k− 1) holds and δm < 1−4η(1−η)1+4η(1−η) for any m > k, TSMP ensures Ω ⊆ Ωc with
m measurements (Corollary VII.1.1). Further, by Theorem VIII.4, TSMP identifies Ω if the following two conditions
hold in the noiseless case (i.e., η = 0); 1. Ω ⊆ Ωc, 2. σ|Ωc|(Ωc) > 0. Therefore, if C2(k − r,m− k − 1) holds for
any m > k, TSMP guarantees that Ωˆ = Ω for any Φ such that δm < 1 or krank(Φ) > m−1 in the noiseless case.
Since P(C1(k − r)) ≤ P(C2(k − r,m − k − 1)) for m (> k) of OSMP and TSMP, the following relationship
between the minimum value of m for TSMP and OSMP to ensure the uniform recovery given a sparsity k (m∗TSMP
and m∗OSMP ) holds in the case of no noise and krank(Φ) = m:
m∗OSMP (= m
∗
SA−MUSIC)
= arg min
m¯
{m¯ > k|P(C1(k − r)) = 1}
≥ arg min
mˆ
{mˆ > k|P(C2(k − r, mˆ− k − 1)) = 1}
= m∗TSMP ,
where m∗SA−MUSIC is the minimum m to guarantee the uniform recovery of SA-MUSIC+OSMP given the same k.
This indicates that TSMP demands a smaller m for the perfect recovery of Ω than OSMP and SA-MUSIC+OSMP
at least in the high SNR region.
VIII. PERFORMANCE GUARANTEE
In this section, we will analyze the non-asymptotical performances of OSMP and TSMP by considering both the
noiseless and noisy cases. The following functions will be used.
f(η, k, r) := min{f1(η, k, r), f2(η, k, r)}
f1(η, k, r) :=
[
(
k
k + r
)(2η
√
r
k
+
√
k + r
k
− 4η2)
]2
f2(η, k, r) :=
1
[
√
k
r (η
2) + 2−
√
k
r η]
2
λ(x) :=
x+
√
x2 + 4x
1− 2√x
A. Performance analysis for OSMP
Two results of performance guarantees for OSMP will be shown through Theorems VIII.1 and VIII.2.
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1) First approach: Theorem VIII.1 provides a performance guarantee for OSMP by assuming that Φ follows a
probability distribution U(Φ) which means that each l2-normalized column vector of Φ ∈ Rm×n has a uniform
distribution on an m− 1 dimensional unit sphere. This assumption is valid for numerous probability distributions
of Φ such as
• Gaussian model: each element of Φ is sampled independently from the standard normal distribution
• Spherical model: each column of Φ is sampled independently and uniformly at random from the real sphere
Sm−1
Theorem VIII.1. Suppose that XΩ0 is row-nondegenerate. Let Φ = [φ1, ..., φn] ∈ Rm×n be a matrix where φi‖φi‖2
(i ∈ [1, ..., n]) is independently and uniformly distributed on the m− 1 dimensional unit sphere in Sm−1. Let η be
a constant such that P(ρ(Sˆ) ≤ η ≤ 0.5) = 1 for some r-dimensional space Sˆ. Let z be defined by
z := min
{
1− f(η, k, r)
k
,
1− 4η(1− η)
r
}
.
Suppose that m > k + max
{
4, 1λ−1(z)
}
ln (4k2n/). Then Ps, the probability that submp(Sˆ, ø, k) recovers Ω,
exceeds 1− .
Proof of Theorem VIII.1: See Appendix B.
Remark VIII.1.1. For the noiseless case (i.e., η = 0), z reduces to 12k . If Φ follows U(Φ) and m is larger than
the following quantity (20), Theorem VIII.1 guarantees that Ω is fully recovered by OSMP with a probability higher
than 1− .
max
{
k +
ln (4k2n/)
λ−1( 12k )
, k + 4 ln (4k2n/)
}
(20)
Note that 1
λ−1( 12k )
≤ 70k when k ≤ 100 since λ(x) < 35x for x > 0.005.
2) Second approach: Theorem VIII.2 provides another performance guarantee for OSMP in terms of the singular
value of Φ’s submatrix.
Theorem VIII.2. Let η be a constant such that ρ(Sˆ) ≤ η ≤ 0.5 where Sˆ is an r-dimensional space. Suppose that
XΩ0 is row-nondegenerate and σk(ΦΩ) > 0. Then OSMP recovers Ω if both conditions (21) and (22) hold.√
r
k
α−
√
1− β2 − 2η > 0 (21)
min
Γ⊆Ω
s.t. |Γ|=k−r
min
i∈Σ\(Ω∪Γ)
σ2|Ω\Γ|+1(Φ˙Ω∪{i}\Γ) > 4η(1− η), (22)
where
α := min
Γ⊆Ω
s.t. |Γ|<k−r
σ|Ω\Γ|(Φ˙Ω\Γ)
β := min
Γ⊆Ω
s.t. |Γ|<k−r
min
i∈Σ\(Ω∪Γ)
σ|Ω\Γ|+1(Φ˙({i}∪Ω)\Γ).
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Both of the conditions (21) and (22) are also implied by any of the following conditions (a)–(c).
(a) a1(0) < min
{
1−f1(η,k,r)
1+f1(η,k,r)
, 1−4η(1−η)1+4η(1−η)
}
(b) a2(0) > max{f1(η, k, r), 4η(1− η)}
(c) a3(0) > max{f1(η, k, r), 4η(1− η)}
Proof of Theorem VIII.2: (21) holds when (140) (i.e., s1(α¯, β¯, η, k, r) > 0) is satisfied in Corollary H.5.1. (22)
holds when (148) with (v1, v2) = (0, r) is satisfied in Corollary H.6.1. From Corollary H.5.1, submp(Sˆ, ø, k − r)
produces a set of k − r indices Γ such that Γ ⊆ Ω if (21) holds. From Corollary H.6.1, submp(Sˆ,Γ, r) produces
the remained r indices Ω \ Γ as its output if (22) holds. Thus, OSMP identifies Ω if both of the conditions (21)
and (22) hold.
Since the proofs of Theorem F.3 and Theorem VII.1 with (v1, v2) = (0, r) show that any of the conditions
(a)–(c) is a sufficient condition for both of the conditions (21) and (22), satisfying any of the conditions (a)–(c)
implies that OSMP recovers Ω.
Remark VIII.2.1. Note that f1(η, k, r) reduces to kk+r for the noiseless case (i.e., η = 0). By conditions (a) and
(c), Theorem VIII.2 guarantees that Ω is fully recovered by OSMP if any of the following conditions hold.
• δk(ΦΩ; 1) < r2k+r
• δk(ΦΩ; 1) < rk+r when each of the column vector in Φ is l2-normalized
Theorem VIII.2 and Remark VIII.2.1 show theoretically that OSMP guarantees its success as well as SA-
MUSIC+OSMP under non-asymptotical analysis. Better conditions can be expressed by the weak-1 asymmetric
RIP [70] derived from condition (b) in Theorem VIII.2.
As corollaries from the result of Theorem VIII.2, the minimum m for the success of OSMP with the statistical
assumption that Φ is either a random Gaussian matrix with arbitrary variance or a random partial discrete Fourier
matrix (DFT) is evaluated.
Corollary VIII.2.1. Suppose that XΩ0 is row-nondegenerate. Let Φ ∈ Rm×n be a matrix whose entries are i.i.d.
Gaussian following N (0, σ2). Let η be a constant such that P(ρ(Sˆ) ≤ η ≤ 0.5) = 1 for some r-dimensional space
Sˆ. Let θ(τ) := 1−τ1+τ , τ := max{f1(η, k, r), 4η(1 − η)}. Suppose that m ≥ 2(√1+θ(τ)−1)2
[
k + 2 ln
(
2(n−k)

)]
.
Then, Ω is fully recovered by OSMP with a probability higher than 1− .
Proof of Corollary VIII.2.1: Combining the condition (b) in Theorem VIII.2 and Corollary H.2.1 with A = Φ
completes the proof.
Corollary VIII.2.2. Suppose that XΩ0 is row-nondegenerate. Let η be a constant such that P(ρ(Sˆ) ≤ η ≤ 0.5) = 1
for some r-dimensional space Sˆ. Let {c1, ..., cm} ⊆ Σ be a set of indices selected uniformly at ramdom. Let τ be
min
{
1−f1(η,k,r)
1+f1(η,k,r)
, 1−4η(1−η)1+4η(1−η)
}
. For j = 1, ...,m, let the jth row of Φ be the cj th row of the n × n DFT matrix
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divided by
√
m. Suppose that m ≥ 2(3+τ)(k+1)3τ2 ln
(
2(k+1)(n−k)

)
. Then, Ω is fully recovered by OSMP with a
probability higher than 1− .
Proof of Corollary VIII.2.2: Combining the condition (a) in Theorem VIII.2 and Proposition H.3 with A = Φ
completes the proof.
Remark VIII.2.2. Note that θ(τ) in Corollary VIII.2.1 or τ in Corollary VIII.2.2 is equal to r2k+r in the noiseless
case (i.e., η = 0).
B. Performance analysis for TSMP
This section provides the performance guarantee of TSMP (i.e., TSMP1 and TSMP2) in two stages. For the
output triplet (Ωˆ,Ωc, Xˆ) of TSMP, Theorem VIII.3 shows a sufficient condition for TSMP to guarantee Ωc ⊇ Ω in
the first stage. For the next stage, Theorem VIII.4 gives a sufficient condition for TSMP to produce Ω as its output
Ωˆ if Ωc ⊇ Ω holds. Therefore, another main result of this paper is obtained, a guarantee for TSMP, by combining
the conditions of Theorems VIII.3 and VIII.4.
1) Sufficient condition that TSMP guarantees Ω ⊆ Ωc:
Theorem VIII.3. Suppose that XΩ0 is row-nondegenerate. Let Φ ∈ Rm×n be a matrix whose elements are i.i.d.
Gaussian following N (0, σ2). Let η be a constant such that P(ρ(Sˆ) ≤ η ≤ 0.5) = 1 for some r-dimensional space
Sˆ. Let z be defined by min
{
1−f(η,k,r)
k ,
1−4η(1−η)
r
}
. Suppose that m ≥ k + t + max
{
4, 1λ−1(z)
}
ln (4kn/) for
t > k. Then Ωc (i.e., one of TSMP’s outputs) includes Ω with a probability higher than 1−
∑t
i=t−k+1
(
t
i
)
i.
Proof of Theorem VIII.3: See Appendix C.
Remark VIII.3.1. For the noiseless case (i.e., η = 0), z reduces to 12k . For the TSMP’s output Ωc, Theorem
VIII.3 guarantees that Ωc ⊇ Ω with a probability higher than 1−
∑t
i=t−k+1
(
t
i
)
i if m is larger than the following
quantity:
k + t+ max
{
4,
1
λ−1( 12k )
}
ln (4kn/)
Note that 1
λ−1( 12k )
≤ 70k when k ≤ 100 since λ(x) < 35x for x > 0.005.
2) Sufficient conditions that TSMP guarantees Ω = Ωˆ given Ω ⊆ Ωc:
Theorem VIII.4. The following two statements are satisfied.
• TSMP1(|Ω|) identifies Ω as its output Ωˆ if Ω ⊆ Ωc is satisfied for Ωc (one of the TSMP1’s outputs) and the
following condition holds.
min
a∈Ω
∥∥∥X0{a}∥∥∥
2
>
2 ‖W ∗‖2,∞
σm(ΦΩc)
(23)
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• TSMP2(κ) identifies Ω as its output Ωˆ if Ω ⊆ Ωc is satisfied for Ωc (one of the TSMP2’s outputs) and the
following condition holds.
‖W ∗‖2,∞
σm(ΦΩc)
< κ ≤ min
a∈Ω
∥∥∥X0{a}∥∥∥
2
− ‖W
∗‖2,∞
σm(ΦΩc)
(24)
Proof of Theorem VIII.4: See Appendix D.
Corollary VIII.4.1. Suppose that each element of W follows Gaussian distribution N(0, σ2). Then TSMP1(|Ω|)
or TSMP2(κ) identifies Ω as its output Ωˆ with a probability higher than 1−m · exp(− c(κ,σ,X0,Ωc)
2
2 ), where
c(s, σ¯,X, J) :=
s · σ|J|(ΦJ)
2σ¯
−
√
|J | − 1 (25)
if the followings three conditions hold: 1. Ω ⊆ Ωc for Ωc (i.e., one of TSMP’s outputs), 2. c(Φ, X0,Ωc) > 0 and
3. (26).
0 < 2κ ≤ min
a∈Ω
∥∥∥X0{a}∥∥∥
2
(26)
Proof of Corollary VIII.4.1: See Appendix E.
Remark VIII.4.1. Theorem VIII.4 guarantees that if Ωc ⊇ Ω and σ|Ωc|(ΦΩc) > 0, TSMP1(|Ω|) or TSMP2(κ) with
any κ satisfying (26) yields Ω as its output for the noiseless case W = 0. Corollary VIII.4.1 guarantees that if
Ωc ⊇ Ω and σ|Ωc|(ΦΩc) > 0, as σ goes to zero, TSMP1(|Ω|) or TSMP2(κ) such that κ satisfies (26) produces Ω
as its output with a probability increasing and converging to one.
Remark VIII.4.2. For the noiseless case, if Φ follows U(Φ) and m is larger than the following quantity (27),
both Theorems VIII.3 and VIII.4 (Remarks VIII.3.1 and VIII.4.1) guarantee that TSMP1(|Ω|) or TSMP2(κ) where
κ satisfies (26) produces Ω as its output with a probability higher than 1−∑ti=t−k+1 (ti)i.
k + t+ max
{
4,
1
λ−1( 12k )
}
ln (4kn/) (27)
Note that 1
λ−1( 12k )
≤ 70k when k ≤ 100 since λ(x) < 35x for x > 0.005.
Remark VIII.4.3. For the noiseless case with σ|Ω|(ΦΩ) > 0, TSMP1(|Ω|) or TSMP2(κ) where κ satisfies (26)
recovers X0 if Ωˆ = Ω.
By comparing Remarks VIII.1.1 and VIII.4.2, it is shown that in the noiseless case, the probability of recovery
failure for TSMP(
∑t
i=t−k+1
(
t
i
)
i) is considerably smaller than that of OSMP(). Since Theorems VIII.3 and VIII.4
also cover the noisy case in terms of η, the minimum required number of measurements for the success of TSMP
in the noisy case may be obtained for any set of finite values (m,n, l, k, r).
IX. NUMERICAL EXPERIMENTS
In this section, the performance of the proposed scheme TSMP1 versus conventional MMV algorithms such
as OSMP [63] [70], SA-MUSIC (i.e., SA-MUSIC+OSMP in this section) [70], MMV basis pursuit (M-BP, i.e.,
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Fig. 1: Success rate of true support recovery when k is varied from 10 to 50 and (m,n, l, r) = (64, 512, 3, 3)
the l2,1 norm minimization) [64], [84]1, MFOCUSS [44] and SOMP [64], SCoSaMP [72]2, MMV-GOMP(t)3 are
demonstrated. A probabilistic model, denoted by i.i.d. complex Gaussian model (ICN(a, b)), was used for generating
Φ, XΩ0 , and W . If a matrix A follows the i.i.d. complex Gaussian model ICN(a, b), the real and imaginary parts
of each entry of A are chosen independently according to Gaussian distribution with mean a and variance b. The
measurement matrix Φ ∈ Km×n followed ICN(0, σ2). All empirical results have similar behaviors irrespective of
1The standard deviation of the noise (σw) was used as a fixed input as an upper bound of the noise error in M-BP.
2SCoSaMP was designed in consideration of the stopping criteria in [72].
3MMV-GOMP(t) is a direct extension of the GOMP algorithm [80] for the MMV case such that t indices are selected per iteration.
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Fig. 2: Empirical mean value of l2 norm distance between X0 and its estimated matrix when k is varied from 10
to 30 and (m,n, l, r) = (64, 512, 3, 3)
σ despite its value is set to 1 in this paper.4 The support set Ω of the sparse coefficient matrix X0 was uniformly
generated at random such that |Ω| = k while the signal matrix XΩ0 was established by the following model
XΩ0 = V1ΛV
∗
2 :
• V1 ∈ Kk×r, V2 ∈ Kl×r, and Λ ∈ Kr×r are independently set by r uniformly random orthonormal columns of
a same size matrix whose elements are independently generated by ICN(0, 1), respectively.
4Each of the empirical results in this paper has the same trend as their corresponding results where Φ was generated from randomly selected
m rows from the n× n DFT matrix.
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Since max{r, l} is equivalent to the rank of XΩ0 in the above model, the effect of the rank defect (i.e., rank(ΦX0) <
k) can be observed by setting max{r, l} less than k. To compare the performance in the noisy case, the average
per-sample signal-to-noise ratio (SNR) was defined as the ratio of the powers of the measured signal and noise.
SNR :=
E
∥∥ΦΩXΩ0 ∥∥2F
E ‖W‖2F
In the noisy case, W followed ICN(0, σ2w). In the noiseless case, W = 0 so that (Sˆ, η, r) = (Y, 0, rank(Y )). The
performance was assessed by the following two metrics: first by the rate of successful support recovery and second
by the l2 norm distance between X0 and its estimate Xˆ (i.e.,
∥∥∥X0 − Xˆ∥∥∥
2
). Under the above settings, we observed
that in the majority of cases, TSMP exhibited the best empirical performance among the mentioned algorithms for
the recovery of true signal matrix and its support irrespective of (m,n, l, r) as long as the condition m < n held
and the SNR was larger than a certain level. Only the performance results in the l ≤ k case is shown in this paper
since the condition l ≤ k is preferred than l > k in many applications. This will be discussed in more detail in
Section X. The case max{r, l} ≤ k may be reduced to the following cases: (a) r = l ≤ k and (b) r < l ≤ k. To
compare the performances in case (b), a common subspace estimator for the first process of TSMP, OSMP, and
SA-MUSIC+OSMP was implemented to build up noise robustness. Cases when no subspace estimator is used at
all and when the subspace estimator proposed in [70] is used were both considered. Since our empirical results in
case (b) showed the same trends with results of case (a), the description of case (b) is omitted and only the results
of case (a) are shown. The results of various simulation runs were plotted in the following figures each produced
with 500 iterations. In all the figures, Φ, X0, and W were generated in the real field.5 Fig. 1(a) and 1(b) compare
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Fig. 3: Execution time when k varied from 20 to 63 and (m,n, l, r) = (64, 512, 3, 3) with noiseless data
the performance of algorithms in terms of successful support recovery rates with varying number of sparsity k and
5Though all of the figures covered the case where Φ, X0, and W were generated in the real field, the empircal results had the same trend
even when Φ, X0, and W were sampled in the complex field.
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Fig. 4: Performance of various algorithms with noiseless data when (m,n, l, r) = (64, 512, 1, 1) (a) Success rate
of true support recovery (b) Empirical mean value of l2 norm distance between X0 and its estimated matrix
fixed triplet (m,n, l) = (64, 512, 3) for the noiseless and noisy cases (i.e., SNR = 40 dB), respectively. In order
to estimate the support with algorithms that only provide the estimated signal matrix, a subroutine identifying the
index set of the rows with the largest row l2 norms of the estimated signal matrix is additionally implemented.
Our simulation results show that TSMP exhibits the best recovery performance. Another fact worth noticing is that
OSMP outperforms SA-MUSIC+OSMP and this tendency continues in most cases when r = l < k. This looks
contradictory since according to the empirical result in [70], SA-MUSIC+OSMP exhibits better performance than
OSMP. Discussion on this relationship will be provided in detail in Section X.
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Fig. 2 corresponds to the same scenario as in Fig. 1, but uses a different metric, i.e., the l2 distance between X0
and the estimated X0 of each algorithm.6 TSMP still outperformed the other algorithms.
Fig. 3 illustrates the execution time of each algorithm using the same parameters as in Fig. 1(a). While the
execution time of TSMP remained almost unchanged, that of other greedy algorithms such as OSMP or SA-
MUSIC+OSMP increased as the sparsity level approaches m. This is favorable to TSMP since the main focus of
compressive sensing is in the case when the sparsity level is relatively large and close to m. Most greedy algorithms
including TSMP have relatively fast running times than optimization-based schemes such as M-BP and its faster
version, MFOCUSS.
Though only the performance of the above algorithms are compared by using fixed values of (m,n, l, r) =
(64, 512, 3, 3), TSMP most likely exhibited better performance for the recovery of the true support and signal
matrix than the existing algorithms in most of the parameter space if SNR exceeded a certain level. A comparison
in performance in the conventional SMV case is shown as an example in Fig. 4 by fixing (m,n, l, r,SNR) =
(64, 512, 1, 1,∞). TSMP still exhibited the best performance for the recovery of Ω and X0.
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Fig. 5: k0.95 of TSMP/OSMP/SA-MUSIC versus l (from l = 1 to l = 63) in the noiseless and (m,n) = (64, 128)
case
Fig. 5 shows a plot of k0.95 (i.e., the maximum sparsity k such that the probability TSMP identifies Ω is larger
than 0.95) versus l (= r) given fixed parameters (m,n,SNR) = (64, 128,∞). Fig. 5 shows that the maximal
sparsity level for TSMP to recover Ω in every case surpasses the l0 bound (i.e., (m+ l − 1)/2) and converges to
the “k + 1” bound as the rank of X0 (i.e., the number of columns of X0) increases. This implies that even a few
number of measurement vectors (l) is significantly helpful to improve the performance of TSMP. This verifies one
6In order to estimate the signal matrix with algorithms that only provide the estimated support (Ωˆ), an additional subroutine is implemented
to provide an estimated signal matrix by calculating the inverse of ΦΩˆ (i.e., Xˆ = Φ
−1
Ωˆ
Y ).
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of the main advantages of the MMV setting over the SMV case.7
X. DISCUSSION
A. Comparison between two cases; l ≤ k and l > k.
As Zhang, et al. suggested [61], the sparsity assumption is valid only for a small l such that l ≤ k in most
applications regarding the MMV problem (i.e., EEG/MEG source localization, DOA estimation, etc.) since the
support profile of practical signal vectors (i.e., columns of X0) is time-varying. While the case l < k always
belongs to the rank defective case, the full row rank case rank(XΩ0 ) = k could easily occur if l > k. For instance if
each column of XΩ0 does not belong to a certain set with Lebesgue measure zero (i.e., range of the other columns),
rank(XΩ0 ) = k is satisfied when l > k. This full row rank case is not the focus of this study since the performances
of MUSIC-like algorithms such as OSMP, SA-MUSIC+OSMP, TSMP, etc. are the same as MUSIC which has the
lowest complexity. Our empirical results thus focus on the case when l ≤ k.
B. Comparison between OSMP and SA-MUSIC+OSMP
The only difference between OSMP and SA-MUSIC+OSMP [63], [70] is the selection rule for the last r indices
to estimate the true support. Lee, et al. showed in [70] that in the case of l > k ≥ r, there exists a region in
the parameter space (m,n, l, r, k,SNR) such that SA-MUSIC+OSMP outperforms OSMP by setting a common
and specific subspace estimator to extract an r-dimensional subspace Sˆ from R(Y ). According to our empirical
results presented in Section IX, there exists another region such that OSMP outperforms SA-MUSIC+OSMP. This
performance advantage of OSMP was observed in most cases when l = r ≤ k and the performance gap increased as
l decreased. Small l, on the other hand, is preferred in many applications as discussed earlier. Remark VII.1.1 shows
that the theoretical performance guarantee of OSMP is no worse than that of SA-MUSIC+OSMP. It is expected
that OSMP will provide more practical solutions than SA-MUSIC+OSMP in recovering the sparse signal in MMV
problems.
C. Comparison to M-SBL and T-SBL
M-SBL [73] (i.e., T-SBL [61] when X is uncorrelated) is known to be a scheme with theoretical guarantee that
achieves the “k+ 1” bound just as MUSIC (or SA-MUSIC or OSMP) when rank(XΩ0 ) = k and columns of X are
orthogonal. Since the orthogonality condition is more restrictive in M-SBL or T-SBL than MUSIC, fundamental
analysis on M-SBL or T-SBL has been limited despite its good empirical performance. Furthermore, M-SBL or
T-SBL is likely to be more computationally expensive than other subspace greedy algorithms.
7Similar arguments were suggested by Tang, Eldar, et al. [58], [85]. They theoretically proved that the recovery rate increases exponentially
with the number of measurement vectors under certain mild conditions. Though their focus was on different algorithms, these results also support
the advantage of the MMV problem.
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D. Selecting a method for subspace estimation when rank(ΦΩXΩ0 ) < l
In the noisy case with rank(ΦΩXΩ0 ) < l, it is common to face the situation where rank(Y ) > rank(ΦΩX
Ω
0 ) due
to random noise. When ΦΩXΩ0 is ill-conditioned (i.e., the last few singular values of ΦΩX
Ω
0 are relatively small),
estimating Sˆ as the space for r (< l) largest singular vectors of Y can be used to improve the robustness against
noise. Based on this principle, Lee, et al. [70] proposed an eigenvalue decomposition-based scheme, SSE(τ ), to
estimate an r-dimensional signal subspace Sˆ and showed that η is arbitrarily bounded with finite l through SSE(τ )
for a mixed multi-channel model. The subspace estimation scheme, however, is not restricted to the specific method.
The selection of a good estimator to reduce noise depends on the conditions of each individual case. For example, the
robust principal component analysis [86] will provide a better estimate than the usual singular value decomposition
in case of sparse noise [70].
XI. CONCLUSION
Sparsity (k) plus one measurements (the “k+ 1” bound) are sufficient ideally to recover almost all sparse signals
irrespective of the number of measurement vectors l. To better approach the “k+ 1” bound with low computational
complexity, an improved scheme of the OSMP called TSMP was proposed as a greedy subspace method for
joint sparse recovery which provides both better empirical performance and less restrictive theoretical guarantees
approaching the bound than most existing algorithms. The empirical results showed that the minimum m required
for the uniform recovery of TSMP decreases below the l0 bound as l increases and more rapidly approaches the
“k + 1” bound than most existing algorithms with a small l. Furthermore, performance guarantees for OSMP and
TSMP were derived with regard to the sensing matrix properties such as the weaker version of RIP or the new
variant of mutual coherence to improve results. The theoretical results are non-asymptotic for (m,n, l, k, rank(X0)),
valid for the noisy case, and applicable to a widely used class of sensing matrices for real applications.
Though the proposed greedy algorithm with low computational complexity outperformed most of existing greedy
methods, there might be a new algorithm beyond the scheme since k + 1 measurements are ideally sufficient even
for the SMV case (i.e., l = 1). Therefore, the new algorithm could guarantee the success of joint sparse recovery
even when (m, l) are jointly much closer to (k+ 1, 1). The case where (m, l) = (k+ 1, 1) is the fundamental limit
beyond the conventional bottleneck of SMV, (2k, 1). This direction of research might provide new understandings
on joint sparse recovery when l is small.
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APPENDIX A
PROOF OF THEOREM VII.1
Define
g(y) := 4y(1− y)
s1 := min
Γ∈t(k−v2,v1)
min
i∈Σ\(Ω∪Γ)
σ2|Ω\Γ|+1(Φ˙Ω∪{i}\Γ)
s2 :=
c1︷ ︸︸ ︷
min
∆(k+v1+1)⊆Σ
σ2k+v1+1(Φ∆(k+v1+1))
max
∆(k+v1+1)⊆Σ
σ21(Φ∆(k+v1+1))︸ ︷︷ ︸
c2
s3 :=
min
Γ∈t(k−v2,v1)
min
i∈Σ\Ω∪Γ
σ2|Ω∪Γ∪{i}|(ΦΩ∪Γ∪{i})
max
l∈Ω∪{i}\Γ
∥∥∥P⊥R(ΦΓ)φl∥∥∥22
s4 :=
min
Γ∈t(k−v2,v1)
min
i∈Σ\Ω∪Γ
σ2|(Ω∪{i})\Γ|(P
⊥
R(ΦΓ)Φ(Ω∪{i})\Γ)
max
l∈(Ω∪{i})\Γ
∥∥∥P⊥R(ΦΓ)φl∥∥∥22
.
The proof is similar to the proof of Theorem F.3. {h1, ..., h7}, f1(η, k, r), s1(x1, ..., x5), and (140) of Corollary
H.5.1 in the proof of Theorem F.3 are substituted by {s1, s1, a1(v1), s2, a3(v1), s3, s4}, g(η), q(x1, ..., x5) :=
x1 · x2 − g(x3), and (148) of Corollary H.6.1, respectively. The fact that s2 ≤ a2(v1) ≤ a3(v1) is used.
APPENDIX B
PROOF OF THEOREM VIII.1
For i ∈ {0, ..., k− 1}, let Ai(Γi) denot an event where submp(Sˆ,Γi, 1) produces an arbitrary index ai in Ω \ Γi
where |Γ0| = 0 and Γi = {ai} ∪ Γi−1. Suppose that
m > k + max
{
4,
1
λ−1(z)
}
ln (nc). (28)
Then it follows that
Ps = P(∩i=k−1i=0 Ai(Γi))
≥ 1−
k−1∑
i=0
P(Aci (Γi))
(a)
≥ 1−
k−1∑
i=0
P( max
j∈Σ\(Ω∪Γi)
µ(Ω ∪ {j},Γi) ≥ z|ΦΓi)
(b)
≥ 1− 4k2 · n1−c,
where (a) follows from Theorem F.1, Theorem F.2, and condition ρ(Sˆ) ≤ η ≤ 0.5, (b) follows from (28) and (100)
in Lemma G.16. Setting c as − ln(4k
2n/)
ln n completes the proof.
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APPENDIX C
PROOF OF THEOREM VIII.3
Define Ps(x) as the probability that submp(Sˆ, ø, x) produces a set Γ of x indices such that Γ ⊇ Ω. For i ∈
{1, ..., g}, Pe(g; i|ΦΩ) denotes the conditional probability for a given ΦΩ such that submp(Sˆ, ø, g) produces a set Γ
of g indices where |Γ\Ω| ≥ i (i.e., Γ includes at least i false indices), and Ei denotes an event where submp(Sˆ,Γ, 1)
such that |Γ| = i− 1 produces an index in Σ \ (Ω ∪ Γ). The following events for Γ ⊆ Σ, v ∈ Σ, and a constant x
are defined:
A(Ω,Γ;x) := { max
i∈Σ\(Ω∪Γ)
µ(Ω ∪ {i},Γ) ≥ x}
B{v}(Ω,Γ;x) := {µ(Ω ∪ {v},Γ) ≥ x}
If ρ(Sˆ) ≤ η ≤ 0.5 and m ≥ k+g+ max
{
4, 1λ−1(z)
}
ln (nc) hold for g ∈ N (> 2) and a constant c ∈ R, it follows
that
P((Ej)j∈∆,∆ ⊆ [g], |∆| = 2|ΦΩ)
(a)
≤
∑
{i,j}⊆{1,...,g}
s.t. i < j
∑
v∈Σ\(Ω∪Γ¯)
[P(B{v}(Ω, Γ¯; z)|ΦΩ, |Γ¯| = i) · P(A(Ω, Γˆ; z)|ΦΩ, |Γˆ| = j, Γˆ ⊇ Γ¯ ∪ {v}, B{v}(Ω, Γ¯; z))]
(b)
≤
∑
{i,j}⊆{1,...,g}
s.t. i < j
∑
v∈Σ\(Ω∪Γ¯)
[P(B{v}(Ω, Γ¯; z)|ΦΩ, |Γ¯| = i)] · (4k · n1−c)]
(c)
≤
∑
{i,j}⊆{1,...,g}
s.t. i < j
∑
v∈Σ\(Ω∪Γ¯)
(4k · n1−c) · (4k · n−c)
≤
(
g
2
)
(4k · n1−c)2, (29)
where (a) follows from Theorem F.1, Theorem F.2, and ρ(Sˆ) ≤ η ≤ 0.5, (b) follows from Lemma G.17
that shows P(A(Ω, Γˆ; z)|ΦΩ∪Γˆ) ≤ 4k · n1−c for a given ΦΩ∪Γˆ, and (c) follows from Lemma G.17 that shows
P(B{v}(Ω, Γ¯; z)|ΦΩ∪Γ¯) ≤ 4k · n−c for a given ΦΩ∪Γ¯. Similarly with (29), if ρ(Sˆ) ≤ η ≤ 0.5 and the following
condition holds for a constant c ∈ R
m ≥ k + t+ max
{
4,
1
λ−1(z)
}
ln (nc), (30)
then it follows that for t ∈ N (> k) and i ∈ {t− k + 1, ..., t},
P((Ej)j∈∆,∆ ⊆ [t], |∆| = i|ΦΩ) ≤
(
t
i
)
(4k · n1−c)i. (31)
For t ∈ N such that k < t ≤ m− 1, the following holds
1− Ps = 1− Ps(m− 1)
≤ 1− Ps(t)
≤
∫
ΦΩ,Ω
Pe(t; t− k + 1|ΦΩ)P(ΦΩ,Ω) d(ΦΩ,Ω). (32)
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If ρ(Sˆ) ≤ η ≤ 0.5 and (30) are satisfied, then
Pe(t; t− k + 1|ΦΩ)
=
t∑
i=t−k+1
P((Ej)j∈∆, (Ecu)u∈[t]\∆,∆ ⊆ [t], |∆| = i|ΦΩ)
≤
t∑
i=t−k+1
P((Ej)j∈∆,∆ ⊆ [t], |∆| = i|ΦΩ)
(a)
≤
t∑
i=t−k+1
(
t
i
)
(4k · n1−c)i, (33)
where (a) follows from (31) and ρ(Sˆ) ≤ η ≤ 0.5. Therefore, the following equality is obtained by applying (33)
to (32).
Ps ≥ 1−
t∑
i=t−k+1
(
t
i
)
(4k · n1−c)i (34)
Setting c as − ln(4kn/)ln n in (34) yields
Ps ≥ 1−
t∑
i=t−k+1
(
t
i
)
i.
APPENDIX D
PROOF OF THEOREM VIII.4
It suffices to show that the following two statements hold.
• Suppose that Ω ⊆ Ωc. Then ESMS1(Ωc, k) yields Ω as its output Q if (23) holds.
• Suppose that Ω ⊆ Ωc. Then ESMS2(Ωc, κ) yields Ω as its output Q if (24) holds.
First, it will be proven that (23) is a sufficient condtion for ESMS1(Ωc, k) to recover Ω. Without loss of generality,
we assume that σm(ΦΩc) > 0. Since
‖W ∗‖2,∞
σm(ΦΩc)
=
∥∥∥Φ†Ωc∥∥∥2 · maxc∈[m] ∥∥∥W {c}∥∥∥2
≥ max
c∈[m]
∥∥∥(Φ†ΩcW ){c}∥∥∥2 , (35)
(23) implies that
min
a∈Ω
∥∥∥X0{a}∥∥∥
2
> 2 max
c∈[m]
∥∥∥(Φ†ΩcW ){c}∥∥∥2 . (36)
From the triangle inequality, we get
min
a∈Ω
∥∥∥X0{a}∥∥∥
2
− max
b∈[m]
∥∥∥(Φ†ΩcW ){b}∥∥∥2 ≤ mina∈Ω ∥∥∥(X0 + Φ†ΩcW ){a}∥∥∥2 . (37)
Then (36) guarantees
min
a∈Ω
∥∥∥(X0 + Φ†ΩcW ){a}∥∥∥2 > maxb∈[m] ∥∥∥(Φ†ΩcW ){b}∥∥∥2 . (38)
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Finally, from Lemma G.19 with Y¯ = ΦΩXΩ0 and σ|Ωc|(ΦΩc) > 0, (38) implies
min
a∈Ω
∥∥∥(Φ†ΩcY ){a}∥∥∥2 > maxb/∈Ω ∥∥∥(Φ†ΩcY ){b}∥∥∥2 . (39)
That is, (23) is a sufficient condition for (39) which guarantees that ESMS1(Ωc, k) recovers Ω.
Next, it will be proven that (24) is a sufficient condtion for ESMS2(Ωc, κ) to recover Ω. From (35), (37), and
(38), (24) implies
min
a∈Ω
∥∥∥(X0 + Φ†ΩcW ){a}∥∥∥2 ≥ κ > maxb∈[m] ∥∥∥(Φ†ΩcW ){b}∥∥∥2 . (40)
From Lemma G.19 with Y¯ = ΦΩX0, (40) implies
min
a∈Ω
∥∥∥(Φ†ΩcY ){a}∥∥∥2 ≥ κ > maxb/∈Ω ∥∥∥(Φ†ΩcY ){b}∥∥∥2 . (41)
That is, (24) is a sufficient condition for (41), which guarantees that ESMS2(Ωc, κ) recovers Ω.
APPENDIX E
PROOF OF COROLLARY VIII.4.1
From Lemma G.11, it follows that for any a ∈ [m] and t > 0,
P
(∥∥∥W {a}∥∥∥
2
≥ σ(√m+ 1 + t)
)
≤ exp
(
− t
2
2
)
. (42)
By applying the union bound to (42), it follows that
P
(
max
a∈[m]
∥∥∥W {a}∥∥∥
2
< σ(
√
m+ 1 + t)
)
> 1−m · exp
(
− t
2
2
)
. (43)
Set t as c(κ, σ,X0,Ωc) defined as
c(s, σ,X, J) :=
s · σ|J|(ΦJ)
2σ
−
√
|J | − 1. (44)
Then
P
(‖W ∗‖2,∞
σm(ΦΩc)
< κ
)
> 1−m · exp
(
−c(κ, σ,X0,Ωc)
2
2
)
. (45)
Applying (26) and (45) to (23) or (24) shows that a probability satisfying (23) or (24) is more than 1 − m ·
exp(− c(κ,σ,X0,Ωc)22 ) so that the proof is completed by Theorem VIII.4.
APPENDIX F
PERFORMANCE GUARANTEE
A. Performance analysis with LCP
Theorem F.1. Let η be a constant such that ρ(Sˆ) ≤ η ≤ 0.5 with an r-dimensional space Sˆ. Suppose that XΩ0
is row-nondegenerate. Then, given Γ such that |Ω ∩ Γ| ≤ k − r, submp(Sˆ,Γ, 1) produces an index in Ω \ Γ if
σ|Ω∪Γ|(ΦΩ∪Γ) > 0 and
max
i∈Σ\(Ω∪Γ)
µ(Ω ∪ {i},Γ) < 1− f(η, k, r)
k
, (46)
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where
f(η, k, r) := min{f1(η, k, r), f2(η, k, r)}
f1(η, k, r) :=
[
(
k
k + r
)(2η
√
r
k
+
√
k + r
k
− 4η2)
]2
f2(η, k, r) :=
1
[
√
k
r (η
2) + 2−
√
k
r η]
2
.
Proof of Theorem F.1: It suffices to show that any of the following two conditions with σ|Ω∪Γ|(ΦΩ∪Γ) > 0
is sufficient to ensure that submp(Sˆ,Γ, 1) produces an index in Ω \ Γ.
max
i∈Σ\(Ω∪Γ)
µ(Ω ∪ {i},Γ) < 1− f1(η, k, r)
k
(47)
max
i∈Σ\(Ω∪Γ)
µ(Ω ∪ {i},Γ) < 1− f2(η, k, r)
k
(48)
First, it will be shown that (47) is a sufficient condtion that submp(Sˆ,Γ, 1) produces an index in Ω \ Γ. We
assume that
σ|Ω∪Γ|(ΦΩ∪Γ) > 0. (49)
Let f1(η, k, r) denote the unique solution x of s1(
√
x,
√
x, η, k, r) = 0, where
s1(x1, ..., x5) :=
√
x5
x4
x1 −
√
1− x22 − 2x3.
The following parameters are defined:
h1 := max
i∈Σ\(Ω∪Γ)
µ(Ω ∪ {i},Γ)
h2 := max
i∈Σ\(Ω∪Γ)
max
a∈S:=({i}∪Ω)\Γ
∑
b∈S,a 6=b
|
〈
φ˙a, φ˙b
〉
|
h3 := min
i∈Σ\(Ω∪Γ)
σ2|Ω\Γ|+1(Φ˙({i}∪Ω)\Γ)
h4 := σ
2
|Ω\Γ|(Φ˙Ω\Γ)
Since h2 ≤ k · h1,
h1 <
1− f1(η, k, r)
k
implies
h2 < 1− f1(η, k, r). (50)
From Lemma G.8, (50) implies
h3 > f1(η, k, r). (51)
Since s1(x1, ..., x5) is monotonically non-decreasing for (x1, x2) and min{h3, h4} = h3, (51) implies
s1(
√
h3,
√
h4, η, k, r) > 0. (52)
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From (49), (52) and Proposition H.5, it is guaranteed that (47) is a sufficient condition for submp(Sˆ,Γ, 1) to recover
a true index.
Next, it will be shown that (48) is a sufficient condtion that submp(Sˆ,Γ, 1) produces an index in Ω \ Γ. The
condition ρ(Sˆ) ≤ η implies that there exists an r-dimensional subspace of R(ΦΩXΩ0 ), denoted by S¯, satisfying∥∥PS¯ − PSˆ∥∥2 ≤ η. Set a constant d := R(P⊥R(ΦΓ)S¯). Let f2(η, k, r) denote 1− x∗ where x∗ is the unique solution
x of s2(x, x, η, k, r) = 0, where
s2(x1, ..., x5) := 1− x1
1− x2 −
√
x4
x5
2x3√
1− x2
.
Then (48) implies
s2(α1, α1, η, k, r) > 0, (53)
where
α1 := k · max
i∈Σ\(Ω∪Γ)
µ(Ω ∪ {i},Γ),
since α1 = k · h1 and s2(x1, ..., x5) in (53) is monotonically non-increasing for (x1, x2, x4). Note that d is equal
to r from Lemma G.2 with (49). From the above results and conditions α1 ≥ α2 and α1 ≥ β2, (53) implies
s2(α2, β2, η, |Ω \ Γ|, d) > 0, (54)
where
α2 := max
a∈Σ−Ω−Γ
 ∑
b∈Ω\Γ
∣∣∣〈φ˙a, φ˙b〉∣∣∣

β2 := max
a∈S=Ω\Γ
 ∑
b∈S, s.t. b 6=a
∣∣∣〈φ˙a, φ˙b〉∣∣∣
.
(54) implies
α2
1− β2 < 1−
√
|Ω \ Γ|
d
2η
σ|Ω\Γ|(ΦˆΩ\Γ)
, (55)
since the following inequality holds by Lemma G.8 and β2 ≤ 1√
1− β2 ≤ σ|Ω\Γ|(Φ˙Ω\Γ).
By Lemma G.7 with β2 ≤ 1, it follows that
max
i∈Σ−Ω−Γ
∥∥∥Φ˙†Ω\Γφ˙i∥∥∥
1
≤ α2
1− β2 . (56)
By applying (56) to (55), (55) implies
max
i∈Σ−Ω−Γ
∥∥∥Φ˙†Ω\Γφ˙i∥∥∥
1
< 1−
√
|Ω \ Γ|
d
2η
σ|Ω\Γ|(Φ˙Ω\Γ)
. (57)
Therefore, by Proposition H.4 with (49) and (57), (48) is guaranteed as another sufficient condition for submp(Sˆ,Γ, 1)
to recover the true index.
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Theorem F.2. Let η be a constant such that ρ(Sˆ) ≤ η ≤ 0.5 with an r-dimensional space Sˆ. Suppose that XΩ0 is
row-nondegenerate, and σ|Ω∪Γ|(ΦΩ∪Γ) > 0. Then, given Γ such that |Ω ∩ Γ| ≥ k − r, submp(Sˆ,Γ, 1) produces an
index in Ω \ Γ if
max
i∈Σ\(Ω∪Γ)
µ(Ω ∪ {i},Γ) < 1− 4η(1− η)|Ω \ Γ| . (58)
Proof of Theorem F.2: Define
h1 := max
i∈Σ\(Ω∪Γ)
µ(Ω ∪ {i},Γ)
h2 := max
i∈Σ\(Ω∪Γ)
max
a∈S:=Ω∪{i}\Γ
 ∑
b∈S,b 6=a
∣∣∣〈φ˙a, φ˙b〉∣∣∣
 .
Since h2 ≤ |Ω \ Γ| · h1,
h1 <
1− 4η(1− η)
|Ω \ Γ|
implies
h2 < 1− 4η(1− η). (59)
By Lemma G.8, (59) implies
min
i∈Σ\(Ω∪Γ)
σ2|Ω\Γ|+1(Φ˙Ω∪{i}\Γ) > 4η(1− η). (60)
Then, by Proposition H.6 with (60), it is guaranteed that (48) is a sufficient condition that submp(Sˆ,Γ, 1) produces
an index in Ω \ Γ.
B. Performance analysis with singular value
Theorem F.3. Let η be a constant such that ρ(Sˆ) ≤ η ≤ 0.5 is satisfied. Suppose that XΩ0 is row-nondegenerate.
Then submp(Sˆ, ø, k − r) produces a set of k − r indices in Ω if σk(ΦΩ) > 0 and any of the following conditions
are satisfied:
a1(0) <
1− f1(η, k, r)
1 + f1(η, k, r)
(61)
a2(0) > f1(η, k, r) (62)
a3(0) > f1(η, k, r), (63)
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where
f1(η, k, r) :=
[
(
k
k + r
)(2η
√
r
k
+
√
k + r
k
− 4η2)
]2
a1(x) := δk(ΦΩ;x+ 1)
a2(x) := min
∆x⊆Σ\Ω
 mini∈Σ\Ω∪∆x σ2k+x+1(ΦΩ∪∆x∪{i})
max
j∈Σ\Ω∪∆x
σ21(ΦΩ∪∆x∪{j})

a3(x) :=
min
∆(x+1)⊆Σ\Ω
σ2k+x+1(ΦΩ∪∆x+1)
‖φmaxΣ ‖22
.
Proof of Theorem F.3: Let f1(η, k, r) denote the unique solution x of s1(
√
x,
√
x, η, k, r) = 0, where
s1(x1, ..., x5) :=
√
x5
x4
x1 −
√
1− x22 − 2x3.
Define the following parameters.
h1 := min
Γ⊆Ω
s.t. |Γ|<k−r
σ2|Ω\Γ|(Φ˙Ω\Γ)
h2 := min
Γ⊆Ω
s.t. |Γ|<k−r
min
i∈Σ\(Ω∪Γ)
σ2|Ω\Γ|+1(Φ˙({i}∪Ω)\Γ)
h3 := a1(0)
h4 := a2(0) =
c1︷ ︸︸ ︷
min
i∈Σ\Ω
σ2k+1(ΦΩ∪{i})
max
j∈Σ\Ω
σ21(ΦΩ∪{j})︸ ︷︷ ︸
c2
h5 := a3(0)
h6 :=
min
Γ⊆Ω
s.t. |Γ|<k−r
min
i∈Σ\Ω∪Γ
σ2|Ω∪Γ∪{i}|(ΦΩ∪Γ∪{i})
max
l∈Ω∪{i}\Γ
∥∥∥P⊥R(ΦΓ)φl∥∥∥22
h7 :=
min
Γ⊆Ω
s.t. |Γ|<k−r
min
i∈Σ\Ω∪Γ
σ2|(Ω∪{i})\Γ|(P
⊥
R(ΦΓ)Φ(Ω∪{i})\Γ)
max
l∈(Ω∪{i})\Γ
∥∥∥P⊥R(ΦΓ)φl∥∥∥22
Then
h3 <
1− f1(η, k, r)
1 + f1(η, k, r)
(64)
is equivalent to
1− h3
1 + h3
> f1(η, k, r). (65)
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Based on the facts that c1 ≥ c(1− h3) and c2 ≤ c(1 + h3) from the definition of WRIP, (65) implies
h4 > f1(η, k, r). (66)
From the definition of the induced norm and the variational characterization of singular values, it follows that (66)
implies
h5 > f1(η, k, r). (67)
The following inequalities also hold.
h5 ≤ h6
(a)
≤ h7
(b)
≤ h2
(c)
≤ h1, (68)
where (a), (b), and (c) follow from Lemma G.4, Lemma G.6, and the variational characterization of singular values,
respectively. From (68), (67) implies any of the followings, since s1(x1, ..., x5) is monotonically non-decreasing
for (x1, x2):
s1(
√
v2,
√
v1, η, k, r) > 0 (69)
v1 > f1(η, k, r), (70)
where
v2 := hi for any i ∈ {1, 2, 5, 6, 7}
v1 := hi for any i ∈ {2, 5, 6, 7}.
Then, any of the conditions in (69) and (70) implies
s1(
√
h1,
√
h2, η, k, r) > 0. (71)
Since (71) is equal to (140), the following statement I implies (140) of Corollary H.5.1.
• I: Any of the condtions in (64)–(67), (69), and (70) is satisfied.
APPENDIX G
PROOF OF LEMMAS
Lemma G.1. ( [70, Lemma A.4]) Suppose that A ∈ Ks×r where r ≤ s satisfies
krank(A∗) = r
and B ∈ Ks×t for t < r spans a t-dimensional subspace of R(A). Then
rank(B∗) = t.
Lemma G.2. Let X0 ∈ Kn×l be row k-sparse with Ω ⊆ Σ. Let S¯ be an r-dimensional subspace of R(ΦΩXΩ0 ).
Let Γ be a proper subset of Σ. Suppose that σ|Ω∪Γ|(ΦΩ∪Γ) > 0 and the row-nongenerate condition on XΩ0 holds.
Then rank(P⊥R(ΦΓ)S¯) = min{|Ω \ Γ|, r}.
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Proof of Lemma G.2: The proof is based on [70, Appendix I]. For a matrix A ∈ Kp×q , null(A) denotes
the nullity of A. Since P⊥R(ΦΓ)ΦΩ\Γ has full column rank, null(P
⊥
R(ΦΓ)ΦΩ\ΓU
Ω\Γ) = null(UΩ\Γ). There exists
a row k-sparse matrix U ∈ Kn×r with support Ω such that S¯ = R(ΦΩUΩ). Then it follows that null(UΩ\Γ) =
max{|Ω∩Γ|−k+r, 0} due to the row-nongeneracy condition on XΩ0 , Remark 5.3 in [70], and Lemma G.1. Therefore,
it is guaranteed that rank(P⊥R(ΦΓ)S¯) = rank(P
⊥
R(ΦΓ)ΦΩ\ΓU
Ω\Γ) = r−max{|Ω∩Γ|−k+ r, 0} = min{|Ω\Γ|, r}.
Lemma G.3. ( [70, Proposition 5.4]) Let X0 ∈ Kn×l be row k-sparse with Ω ⊆ Σ. Let Γ be a proper subset of
Ω such that |Γ| = k − r. Let S¯ be an r-dimensional subspace of R(ΦΩXΩ0 ). Suppose that σk(ΦΩ) > 0 and the
row-nongeneracy condition on XΩ0 holds. Then
S¯ +R(ΦΓ) = R(ΦΩ).
Lemma G.4. ( [70, Lemma A.2]) Let A ∈ Km×n and let J,Q ⊆ Σ. Then, it follows that, for i = 1, ..., |Q \ J |
σi(AQ∪J) ≥ σi(P⊥R(AJ )AQ\J) ≥ σi+|J|(AQ∪J).
Lemma G.5. Let A ∈ Km×a, B ∈ Km×b and C ∈ Km×c. Then any of the following inequalities hold.∥∥PR([A,C]) − PR([B,C])∥∥2 ≤ ∥∥PR(A) − PR(B)∥∥2 (72)∥∥∥PR(P⊥R(C)A) − PR(P⊥R(C)B)∥∥∥2 ≤ ∥∥PR(A) − PR(B)∥∥2 (73)
Proof of Lemma G.5: The following equality is well known given two subspaces R([A,C]) and R([B,C]).
∥∥PR([A,C]) − PR([B,C])∥∥2 = max

c1︷ ︸︸ ︷∥∥∥P⊥R([A,C])PR([B,C])∥∥∥
2
,
c2︷ ︸︸ ︷∥∥∥P⊥R([B,C])PR([A,C])∥∥∥
2
 (74)
First, an upper bound on c1 is defined by
c1 = sup
x∈R([B,C])
‖x‖2=1
inf
y∈R([A,C])
‖x− y‖2 (75)
(a)
= sup
x∈R(B)
‖x‖2=1
inf
y∈R([A,C])
‖x− y‖2
(b)
≤ sup
x∈R(B)
‖x‖2=1
inf
y∈R(A)
‖x− y‖2
=
∥∥∥P⊥R(A)PR(B)∥∥∥
2
, (76)
where (a) follows from the fact that x∗ ∈ R([A,C])⊥ (x∗ is the solution x in (75)) and R(C) ⊆ R([A,C]), and
(b) follows from the fact that R(A) ⊆ R([A,C]), respectively. Similarly, an upper bound on c2 is defined by
c2 ≤
∥∥∥P⊥R(B)PR(A)∥∥∥
2
. (77)
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Since ∥∥PR(A) − PR(B)∥∥2 = max{∥∥∥P⊥R(A)PR(B)∥∥∥2 ,∥∥∥P⊥R(B)PR(A)∥∥∥2}, (78)
(72) is derived by applying (74), (76), and (77) to (78). By the projection update rule, we obtain
PR([V,C]) = PR(P⊥R(C)V ) + PR(C), (79)
where V is A or B. Then we obtain the following inequalities from (79).∥∥PR([A,C]) − PR([B,C])∥∥2 = ∥∥∥PR(P⊥R(C)A) − PR(P⊥R(C)B)∥∥∥2 . (80)
Therefore, applying (80) to (72) yields (73).
Lemma G.6. (Generalization of [87, Theorem 9]) Let A ∈ Km×n such that m ≥ n and B ∈ Kn×g such that
g ≥ n. If 1 ≤ s ≤ i ≤ n and 1 ≤ l ≤ n− i+ 1, then
σi+l−1(A)σn−l+1(B) ≤ σi(AB) ≤ σi−s+1(A)σk(B). (81)
Proof of Lemma G.6: Let A = U1Λ1V ∗1 and B = U2Λ2V
∗
2 denote the extended SVD of A and B, respectively,
where Λ1, V1, U2,Λ2 ∈ Kn×n. Let Aˆ, Bˆ ∈ Kn×n be defined as V1Λ1V ∗1 and U2Λ2U∗2 , respectively. Then it follows
that if 1 ≤ i ≤ n,
σi(AB) = σi(U1Λ1V
∗
1 U2Λ1V
∗
2 )
= σi(Λ1V
∗
1 U2Λ1)
= σi(V1Λ1V
∗
1 U2Λ1U
∗
2 )
= σi(AˆBˆ). (82)
Similarly, we obtain σi(A) = σi(Aˆ) and σi(B) = σi(Bˆ). Therefore, it follows that if 1 ≤ s ≤ i ≤ n and
1 ≤ l ≤ n− i+ 1,
σi+l−1(A)σn−l+1(B) = σi+l−1(Aˆ)σn−l+1(Bˆ)
≤ σi(AˆBˆ) (= σi(AB))
≤ σi−s+1(Aˆ)σs(Bˆ)
= σi−s+1(A)σs(B),
where the equalities follow from (82) and the inequalities follow from [87, Theorem 9].
Lemma G.7. ( [34, Theorem 3.5]) Let A := [a1, ..., an] ∈ Km×n be a matrix with l2-normalized independent
columns and J,Q ⊆ [n] be disjoint subsets such that σ|Q|(AQ) > 0. Then the following inequality holds if
1 > max
i∈Q
∑
j 6=i,j∈Q
| 〈ai, aj〉 |.
max
i∈J
∥∥∥A†Qai∥∥∥
1
≤
max
i∈J
(
∑
j∈Q
| 〈ai, aj〉 |)
1−max
i∈Q
∑
j 6=i,j∈Q
| 〈ai, aj〉 | (83)
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Proof of Lemma G.7: The proof is based on [34, Theorem 3.5]. The following is derived.
max
i∈J
∥∥∥A†Qai∥∥∥
1
(a)
= max
i∈J
∥∥(A∗QAQ)−1A∗Qai∥∥1
≤ ∥∥(A∗QAQ)−1∥∥1,1 maxi∈J ∥∥A∗Qai∥∥1
=
∥∥(A∗QAQ)−1∥∥1,1 maxi∈J (∑
j∈Q
| 〈ai, aj〉 |), (84)
where (a) follows from the definition of the Moore-Penrose pseudoinverse with σ|Q|(AQ) > 0. Note that A∗QAQ
has a unit diagonal because all indices are l2-normalized. The off-diagonal part B thus satifies
A∗QAQ = I +B, (85)
where Bii = 0 and Bij = 〈ai, aj〉 for i, j(i 6= j) ∈ Q. Then∥∥(A∗QAQ)−1∥∥1,1 = ∥∥(I +B)−1∥∥1,1
=
∥∥∥∥∥
∞∑
k=0
(−B)k
∥∥∥∥∥
1,1
≤
∞∑
k=0
‖B‖k1,1
=
1
1− ‖B‖1,1
≤ 1
1−max
i∈Q
∑
j 6=i,j∈Q
| 〈ai, aj〉 | , (86)
where (a) follows from the fact that the Neumann series
∞∑
k=0
(−B)k converges to the inverse (I+B)−1 if ‖B‖1,1 < 1
[34], [88]. Therefore, (83) is derived by applying (86) to (84).
Lemma G.8. ( [65, Theorem 5.3]) Let AS := [a1, ..., aq] ∈ Km×q be a matrix with l2-normalized columns. For
any x ∈ Kq , 1−max
i∈S
∑
j∈S,i 6=j
| 〈ai, aj〉 |
 ‖x‖22 ≤ ‖ASx‖22 ≤
1 + max
i∈S
∑
j∈S,i 6=j
| 〈ai, aj〉 |
 ‖x‖22
or equivelently, the squared sigular values of AS or the eigenvalues of A∗SAS lie in the interval[
1−max
i∈S
∑
j∈S,i 6=j
| 〈ai, aj〉 |, 1 + max
i∈S
∑
j∈S,i 6=j
| 〈ai, aj〉 |
]
.
Lemma G.9. (Generalization of [89, Lemma 1]) Let y := [y1, ..., ym]> ∈ Km be a vector whose elements are i.i.d.
Gaussian variables, with mean 0 and variance σ2. Let z =
m∑
i=1
(y2i − σ2). Then, the following inequality holds for
any t and negative u such that − 12σ2 < u < 0.
P(z ≤ t) ≤ emσ4u2−ut
If we set u as −
√
x
σ2
√
m
such that x < m4 and set t as −2σ2
√
mx, the following inequality holds for x < m4 .
P(z ≤ −2σ2√mx) ≤ e−x
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Proof of Lemma G.9: Let y¯ be a random variable with N (0, σ2). Let ψ denote the logarithm of the Laplace
transform of y¯2 − σ2. Then, for − 12σ2 < u < 0,
ψ(u) = log[E[exp(u(y¯2 − σ2))]]
= −uσ2 − 1
2
log(1− 2uσ2)
≤ σ4u2.
So we have
log[E[exp(uz)]] =
m∑
i=1
log[E[exp(u(y2i − σ2))]]
≤ mσ4u2.
With the Laplace transform method, the following is obtained.
P(z ≤ t) ≤ e−ut E[exp(uz)] ≤ emσ4u2−ut
Lemma G.10 (Lemma 6 in [90]). Let xi, yi (i = 1, ...,m) be sequences of i.i.d. Gaussian variables with mean 0
and variance σ2. Then
P
(∣∣∣∣∣
m∑
i=1
xiyi
∣∣∣∣∣ ≥ t
)
≤ 2 exp
(
− t
2
4σ2(mσ2 + t/2)
)
.
Lemma G.11. (Generalization of [91, Theorem II .13]) Given s,m ∈ N with s ≤ m, consider a matrix A ∈ Rm×s
whose entries are i.i.d. Gaussian variables with mean 0 and variance σ¯2. Then, for any t > 0,
P(σ1(A) ≥ σ¯(
√
m+
√
s+ t)) ≤ exp
(
− t
2
2
)
P(σs(A) ≤ σ¯(
√
m−√s− t)) ≤ exp
(
− t
2
2
)
.
Proof of Lemma G.11: Let A˜ ∈ Rm×s be a matrix whose entries are i.i.d. Gaussian variables with mean 0
and variance 1/m. Then by [91, Theorem II.13],
σ¯(
√
m−√s) < σ¯√m · E(σs(A˜))
= E(σs(A))
≤ E(σ1(A))
= σ¯
√
m · E(σ1(A˜))
< σ¯(
√
m+
√
s)
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and for t > 0,
max[P (σ1(A) ≥ σ¯(
√
m+
√
s) + σ¯t), P (σs(A) ≤ σ¯(
√
m−√s)− σ¯t)]
= max[P (σ1(A˜) ≥ (1 +
√
s√
m
) +
t√
m
), P (σs(A˜) ≤ (1−
√
s√
m
)− t√
m
)]
< exp(− t
2
2
).
Lemma G.12. Let X0 ∈ Kn×l be row k-sparse with Ω ⊆ Σ. Let S¯ be an r-dimensional subspace of R(ΦΩXΩ0 ).
Let d (≥ 1) be rank(P⊥R(ΦΓ)S¯). Then the following inequality holds.
max
l∈Ω\Γ
∥∥∥PP⊥R(ΦΓ)S¯φ˙l∥∥∥2 ≥
√
d
|Ω \ Γ|σ|Ω\Γ|(Φ˙Ω\Γ), (87)
where d = min(r, |Ω \ Γ|) if XΩ0 is row-nondegenerate and σ|Ω∪Γ|(ΦΩ∪Γ) > 0.
Proof of Lemma G.12: The proof is based on that of [70, Theorem 7.10]. Let d be rank(PP⊥
R(ΦΓ)
S¯). Then,
for i ∈ {1, ..., d},
σi(PP⊥
R(ΦΓ)
S¯Φ˙Ω\Γ)
(a)
≥ σd(PP⊥
R(ΦΓ)
S¯Φ˙Ω\Γ)
(b)
= max
M⊆K|Ω\Γ|
dimM=d
min
x∈M
‖x‖2=1
∥∥∥PP⊥
R(ΦΓ)
S¯Φ˙Ω\Γx
∥∥∥
2
(c)
≥ min
x∈R(P
P⊥
R(ΦΓ)
S¯
Φ˙Ω\Γ)
‖x‖2=1
∥∥∥PP⊥
R(ΦΓ)
S¯Φ˙Ω\Γx
∥∥∥
2
= min
x∈R(P
P⊥
R(ΦΓ)
S¯
Φ˙Ω\Γ)
‖x‖2=1
∥∥∥Φ˙Ω\Γx∥∥∥
2
≥ min
‖x‖2=1
∥∥∥Φ˙Ω\Γx∥∥∥
2
= σ|Ω\Γ|(Φ˙Ω\Γ), (88)
where (a) and (b) follow from Corollaries III.1.5 and III.1.2 in [92], respectively, and (c) follows from the fact
that rank(PP⊥
R(ΦΓ)
S¯Φ˙Ω\Γ) = d (i.e., R(P⊥R(ΦΓ)S¯) ⊆ R(Φ˙Ω\Γ)). The left-hand side of (87) is bounded by
max
l∈Ω\Γ
∥∥∥PP⊥R(ΦΓ)S¯φ˙l∥∥∥2 = maxl∈Ω\Γ
∥∥∥φ˙∗l PP⊥R(ΦΓ)S¯∥∥∥2
=
∥∥∥Φ˙∗Ω\ΓPP⊥R(ΦΓ)S¯∥∥∥2,∞
≥
∥∥∥Φ˙∗Ω\ΓPP⊥R(ΦΓ)S¯∥∥∥F√|Ω \ Γ| . (89)
January 27, 2016 DRAFT
40
The last expression in (89) has a lower bound of
∥∥∥Φ˙∗Ω\ΓPP⊥R(ΦΓ)S¯∥∥∥F√|Ω \ Γ| =
√
d∑
i=1
σ2i (PP⊥R(ΦΓ)S¯
Φ˙Ω\Γ)√|Ω \ Γ|
(a)
≥ (
∑d
g=1 σ
2
|Ω\Γ|(Φ˙Ω\Γ)
|Ω \ Γ| )
1/2
=
√
d
|Ω \ Γ|σ|Ω\Γ|(Φ˙Ω\Γ), (90)
where (a) follows from (88). Therefore, (87) is obtained from (89) and (90). If XΩ0 is row-nondegenerate and
σ|Ω∪Γ|(ΦΩ∪Γ) > 0, then it follows from Lemma G.2 that
d = min(r, |Ω \ Γ|).
Lemma G.13. Suppose that X0 ∈ Kn×l is row k-sparse with Ω ⊆ Σ and XΩ0 is row-nondegenerate. Let Γ be
a proper subset of Σ. Let S¯ be an r-dimensional subspace of R(ΦΩXΩ0 ). Suppose that |Ω ∩ Γ| ≥ k − r and
σ|Ω∪Γ|(ΦΩ∪Γ) > 0. Then the following equality holds for l ∈ Ω \ Γ.∥∥∥PP⊥R(ΦΓ)S¯φ˙l∥∥∥2 = 1 (91)
Proof of Lemma G.13: From the assumptions that XΩ0 is row-nondegenerate, |Ω∩Γ| ≥ k−r, and σ|Ω∪Γ|(ΦΩ∪Γ) >
0, the following holds by Lemma G.3.
S¯ +R(ΦΩ∩Γ) = R(ΦΩ) (92)
With (92), one obtains
S¯ +R(ΦΓ) = S¯ +R(ΦΩ∩Γ ∪ ΦΓ\Ω)
= [S¯ +R(ΦΩ∩Γ)] ∪R(ΦΓ\Ω)
= R(ΦΩ ∪ ΦΓ\Ω)
= R(ΦΩ∪Γ). (93)
Hence,
PP⊥R(ΦΓ)S¯
= PP⊥R(ΦΓ)[S¯+R(ΦΓ)]
(a)
= PP⊥R(ΦΓ)R(ΦΩ∪Γ)
= PR(P⊥R(ΦΓ)ΦΩ)
,
where (a) follows from (93). Therefore, for i ∈ Ω \ Γ,∥∥∥PP⊥R(ΦΓ)S¯φ˙i∥∥∥2 =
∥∥∥PR(P⊥R(ΦΓ)ΦΩ)φ˙i∥∥∥2 =
∥∥∥φ˙i∥∥∥
2
= 1,
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since R(φ˙i) ⊆ R(P⊥R(ΦΓ)ΦΩ).
Lemma G.14. Let X0 ∈ Kn×l be row k-sparse with Ω ⊆ Σ. Let Γ be a proper subset of Σ. Let S¯ be an
r-dimensional subspace of R(ΦΩXΩ0 ). Suppose that σ|Ω∪Γ|(ΦΩ∪Γ) > 0. Then the following inequality holds.
max
i∈Σ\(Ω∪Γ)
∥∥∥PR(P⊥R(ΦΓ)S¯)φ˙i∥∥∥2 ≤
(
max
i∈\(Ω∪Γ)
∥∥∥Φ˙†Ω\Γφ˙i∥∥∥
1
)(
max
l∈Ω\Γ
∥∥∥PR(P⊥R(ΦΓ)S¯)φ˙l∥∥∥2
)
(94)
Proof of Lemma G.14: The proof is based on that of [63, Proposition 1]. Let U = [u1, ..., ud] ∈ Km×d be an
orthonormal basis of R(P⊥R(ΦΓ)S¯). Derive a lower bound of the right-hand side of (94) by
( max
i∈\(Ω∪Γ)
∥∥∥Φ˙†Ω\Γφ˙i∥∥∥
1
)( max
l∈Ω\Γ
∥∥∥PR(P⊥R(ΦΓ)S¯)φ˙l∥∥∥2)
= ( max
i∈Σ−Ω−Γ
∥∥∥Φ˙†Ω\Γφ˙i∥∥∥
1
)( max
l∈Ω−Γ
∥∥∥φ˙∗l U∥∥∥
2
)
= ( max
i∈Σ−Ω−Γ
∥∥∥Φ˙†Ω\Γφ˙i∥∥∥
1
)(max
x 6=0
∥∥∥Φ˙∗Ω\ΓUx∥∥∥∞
‖x‖2
)
(a)
≥ max
x 6=0
max
i∈Σ−Ω−Γ
[
|(Φ˙†Ω\Γφ˙j)∗Φ˙∗Ω\ΓUx|∥∥∥Φ˙∗Ω\ΓUx∥∥∥∞
∥∥∥Φ˙∗Ω\ΓUx∥∥∥∞
‖x‖2
]
= max
i∈Σ−Ω−Γ
max
x 6=0
|(Φ˙†Ω\Γφ˙j)∗Φ˙∗Ω\ΓUx|
‖x‖2
(b)
= max
i∈Σ−Ω−Γ
∥∥∥φ˙∗iPR(Φ˙Ω\Γ)U∥∥∥2
(c)
= max
i∈Σ−Ω−Γ
∥∥∥φ˙∗iU∥∥∥
2
= max
i∈Σ\(Ω∪Γ)
∥∥∥PR(P⊥R(ΦΓ)S¯)φ˙i∥∥∥2, (95)
where (a)–(c) follow from the Holder’s inequality, conditions PR(Φ˙Ω\Γ) = (Φ˙
†
Ω\Γ)
∗Φ˙∗Ω\Γ, and R(U) ⊆ R(Φ˙Ω−Γ),
respectively.
Lemma G.15. Let X0 ∈ Kn×l be row k-sparse with Ω. Let S¯ be an r-dimensional subspace of R(ΦΩXΩ0 ). Then
the following inequality holds for Γ ⊆ Σ and i ∈ Σ− Ω− Γ.∥∥∥PR(P⊥R(ΦΓ)S¯)φ˙i∥∥∥2 ≤
√
1− σ2|{i}∪Ω\Γ|(Φ˙{i}∪Ω\Γ) (96)
Proof of Lemma G.15: The proof is based on that of [70, Theorem 7.10]. The following is obtained.∥∥∥PR(P⊥R(ΦΓ)S¯)φ˙i∥∥∥2
(a)
≤
∥∥∥PR(P⊥R(ΦΓ)ΦΩ\Γ)φ˙i∥∥∥2
(b)
=
∥∥∥PR(Φ˙Ω\Γ)φ˙i∥∥∥2
=
√
1−
∥∥∥P⊥R(Φ˙Ω\Γ)φ˙i∥∥∥22, (97)
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where (a), (b), and (c) follow from that R(P⊥R(ΦΓ)S¯) ⊆ R(P⊥R(ΦΓ)ΦΩ\Γ) and the definition of Φ˙Ω\Γ, respectively.
By Lemma G.4, the last expression in (97) has an upper bound of√
1− σ2|{i}∪Ω\Γ|(Φ˙{i}∪Ω\Γ) (98)
so that the proof is complete from (97) and (98).
Lemma G.16. Let Φ = [φ1, ..., φn] ∈ Rm×n be a matrix where φi‖φi‖2 for i ∈ [1, ..., n] is independently and
uniformly distributed on the unit sphere Sm−1. Suppose that for Γ ⊆ Σ, m ≥ m∗ := |Γ| + c ln nλ−1(z) and m >
|Γ|+ 4c ln n for any constant c and z. Then, for i ∈ Σ \ (Ω ∪ Γ),
P(µ(Ω ∪ {i},Γ) ≥ z|ΦΓ) ≤ 4k · n−c (99)
and
P( max
j∈Σ\(Ω∪Γ)
µ(Ω ∪ {j},Γ) ≥ z|ΦΓ) ≤ 4k · n1−c. (100)
Proof of Lemma G.16: Given Γ ⊆ Σ, since λ(x) is a non-decreasing function for x, it follows that
λ(
c ln n
m− |Γ| ) ≤ λ(
c ln n
m∗ − |Γ| ) = z. (101)
The following inequalities hold for a, b ∈ Σ \ Γ
P(|
〈
φ˙a, φ˙b
〉
| ≥ z|ΦΓ)
(a)
≤ P(|
〈
φ˙a, φ˙b
〉
| ≥ λ( c ln n
m− |Γ| )|ΦΓ)
(b)
≤ 4n−c, (102)
where (a) and (b) follow from (101) and Corollary H.1.1 where (p, q) = (m−|Γ|, n), respectively. Finally, applying
the union bound to (102) yields (99) and (100).
Lemma G.17. Let Φ = [φ1, ..., φn] ∈ Rm×n be a matrix where φi‖φi‖2 for i ∈ [1, ..., n] is independently and
uniformly distributed in the unit sphere in Rm. Suppose that for Γ ⊆ Σ, m ≥ m∗ := |Ω ∪ Γ| − 1 + c ln nλ−1(z) and
m > |Ω ∪ Γ| − 1 + 4c ln n for any constants c and z. Then, for i ∈ Σ \ (Ω ∪ Γ),
P(µ(Ω ∪ {i},Γ) ≥ z|ΦΩ∪Γ) ≤ 4k · n−c (103)
and
P( max
i∈Σ\(Ω∪Γ)
µ(Ω ∪ {i},Γ) ≥ z|ΦΩ∪Γ) ≤ 4k · n1−c. (104)
Proof of Lemma G.17: Given Γ ⊆ Σ, since λ(x) is a non-decreasing function of x, it follows that
λ(
c ln n
m− |Ω ∪ Γ| ) ≤ λ(
c ln n
m∗ − |Ω ∪ Γ| ) = z. (105)
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The following inequalities hold for t ∈ Σ \ (Ω ∪ Γ).
P(µ(Ω ∪ {t},Γ) ≥ z|ΦΩ∪Γ)
= P( max
{a,b}⊆Ω∪{t}\Γ
µ({a, b},Γ) ≥ z|ΦΩ∪Γ)
(a)
≤ P( max
{a,b}⊆Ω∪{t}
µ({a, b},Γ ∪ Ω \ {a, b}) ≥ z|ΦΩ∪Γ)
(b)
= P(max
a∈Ω
µ({a, t},Γ ∪ Ω \ {a}) ≥ z|ΦΩ∪Γ)
(c)
≤ P(max
a∈Ω
µ({a, t},Γ ∪ Ω \ {a}) ≥ λ( c ln n
m− |Ω ∪ Γ|+ 1)
|ΦΩ∪Γ)
(d)
≤ 4k · n−c, (106)
where (a) follows from Lemma G.5 and the fact that |Γ ∩ {a, b}| = 0, and (b), (c), and (d) follow from Lemma
G.18, (105), and Corollary H.1.1 where (p, q) = (m− |Ω ∪ Γ|+ 1, n), respectively. It follows that
P( max
i∈Σ\(Ω∪Γ)
µ(Ω ∪ {i},Γ) ≥ z|ΦΩ∪Γ)
(a)
≤ 4k · n1−c,
where (a) follows from the application of the union bound to (106).
Lemma G.18. For Ω,Γ ⊆ Σ and Φ ∈ Rm×n, it follows that for t ∈ Σ \ (Ω ∪ Γ),
max
{a,b}⊆(Ω∪{t})
µ({a, b},Γ ∪ Ω \ {a, b}) = max
a∈Ω
µ({a, t},Γ ∪ Ω \ {a}). (107)
Proof: Since the left-hand side of (107) is upper bounded by
max{ max
{a,b}⊆Ω
µ({a, b},Γ ∪ Ω \ {a, b})︸ ︷︷ ︸
(∗)
,max
a∈Ω
µ({a, t},Γ ∪ Ω \ {a})︸ ︷︷ ︸
(∗∗)
}, (108)
it suffices to show that (∗) ≤ (∗∗). Define a function such that w(x) := √1− x2. For A ∈ Km×a, B ∈ Km×b and
C ∈ Km×c, it follows that ∥∥∥P⊥R([A,C])PR([B,C])∥∥∥
2
= sup
x∈R([B,C])
‖x‖2=1
inf
y∈R([A,C])
‖x− y‖2
= sup
x1∈R(P⊥R(C)B),
x2∈R(C),
‖x1‖22+‖x2‖22=1
inf
y1∈R(P⊥R(C)A),
y2∈R(C)
‖x1 − y1 + x2 − y2‖2
= sup
x1∈R(P⊥R(C)B)
‖x1‖2=1
inf
y1∈R(P⊥R(C)A)
‖x1 − y1‖2
=
∥∥∥P⊥R(P⊥R(C)A)PR(P⊥R(C)B)∥∥∥2 . (109)
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Then we obtain
w( max
{a,b}⊆Ω
µ({a, b},Γ ∪ Ω \ {a, b}))
= min
{a,b}⊆Ω
w(µ({a, b},Γ ∪ Ω \ {a, b}))
= min
{a,b}⊆Ω
∥∥∥∥PR(P⊥R(ΦΓ∪Ω\{a,b})Φ{a}) − PR(P⊥R(ΦΓ∪Ω\{a,b})Φ{b})
∥∥∥∥
2
(a)
= min
{a,b}⊆Ω
∥∥∥PR(ΦΓ∪Ω\{a}) − PR(ΦΓ∪Ω\{b})∥∥∥
2
(b)
≥ min
a∈Ω
∥∥∥PR(ΦΓ∪Ω\{a}) − PR(ΦΓ∪Ω)∥∥∥
2
≥ min
a∈Ω
∥∥∥P⊥R(ΦΓ∪Ω\{a})PR(ΦΓ∪Ω)∥∥∥2
≥ min
a∈Ω
∥∥∥P⊥R(ΦΓ∪Ω∪{t}\{a})PR(ΦΓ∪Ω)∥∥∥2
(c)
= min
a∈Ω
∥∥∥∥P⊥R(P⊥R(ΦΓ∪Ω\{a})Φ{t})PR(P⊥R(ΦΓ∪Ω\{a})Φ{a})
∥∥∥∥
2
= w(max
a∈Ω
µ({a, t},Γ ∪ Ω \ {a}),
where (a), (b), and (c) follow from the projection update rule, Lemma G.5, and (109), respectively. Therefore,
(∗) ≤ (∗∗) since w(x) ≥ w(y) implies x ≤ y for 0 ≤ x, y ≤ 1.
Lemma G.19. Suppose that Ω ⊆ J and Y¯ = ΦΩXΩ0 . Then Φ†J Y¯ = X0 holds if σ|J|(ΦJ) > 0.
Proof of Lemma G.19: Consider a least square problem such as
X˜ := arg min
X
∥∥Y¯ − ΦJX∥∥2 . (110)
Since ‖ΦJX0 − ΦJX‖2 = 0 implies ΦJ(X0 − X) = 0, X0 is the unique solution of (110) if σ|J|(ΦJ) > 0.
Therefore if σ|J|(ΦJ) > 0, Φ
†
J Y¯ = X0 holds since
∥∥∥Y¯ − ΦJ(Φ†J Y¯ )∥∥∥
2
=
∥∥Y¯ − PR(ΦJ )Y¯ ∥∥2 = 0.
APPENDIX H
PROPOSITIONS AND THEIR COROLLARIES
Proposition H.1. Define A = [a1, ..., an] ∈ Rm×n as a matrix whose entries are i.i.d. Gaussian variables with
mean 0 and variance σ2. Next, construct an l2-normalized vector matrix B := [b1, ..., bn] by taking bi := ai‖ai‖2 for
i ∈ [n]. Provided that m > (4 · c) ln n, the following inequality holds for i, j ∈ [n].
P
| 〈bi, bj〉 | < cσ2 ln n+√(cσ2 ln n)2 + 4cσ4m ln n
m(σ2 −
√
4cσ4
m ln n)
 > 1− 4n−c (111)
Proof of Proposition H.1: The proof is based on [82, Theorem 8]. For i ∈ [n], by Lemma G.9 where
y = ai ∈ Km, it follows that if x < m4 ,
P(‖ai‖22 ≤ mσ2 − 2σ2
√
mx) ≤ e−x. (112)
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Then (112) guarantees that if δ1 < σ2,
P(‖ai‖22 ≤ m(σ2 − δ1) ≤ e−
mδ21
4σ4 . (113)
In addition, by (113) where δ1 =
√
4cσ4
m ln n, the following probability upper bound is obtained, which holds when
m > 4c ln n.
P(‖ai‖22 ≤ m(σ2 − δ1)) ≤ e−
mδ21
4σ4 = n−c (114)
for i ∈ [n]. Next, the inner product of two Gaussian random vectors is bounded as follows by using Lemma G.10.
P(| 〈ai, aj〉 | ≥ δ2) ≤ 2 exp(− δ
2
2
4σ2(mσ2 + δ2/2)
) (115)
By setting δ2 = cσ2 ln n+
√
(cσ2 ln n)2 + 4cσ4m ln n, it follows that for i, j ∈ [n],
P(| 〈ai, aj〉 | ≥ δ2) ≤ 2 exp(− δ
2
2
4σ2(mσ2 + δ2/2)
) = 2n−c. (116)
Therefore, by (114) and (116), the following inequalities are obtained from the union bound:
P(| 〈bi, bj〉 | ≥ cσ
2 ln n+
√
(cσ2 ln n)2 + 4cσ4m ln n
m(σ2 −
√
4cσ4
m ln n)
)
= P(
| 〈ai, aj〉 |
‖ai‖2 ‖aj‖2
≥ δ2
m(σ2 − δ1) )
≤ P(| 〈ai, aj〉 | ≥ δ2)+
P(‖ai‖22 ≤ m(σ2 − δ1)) + P(‖aj‖22 ≤ m(σ2 − δ1))
≤ 4n−c, (117)
where i, j ∈ [n], δ1 =
√
4cσ4
m ln n, and δ2 = cσ
2 ln n+
√
(cσ2 ln n)2 + 4cσ4m ln n.
Corollary H.1.1. Let A := [a1, ..., aq] ∈ Rp×q be a matrix where each column of A is l2-normalized and
independently and uniformly distributed on the unit sphere Sp−1. Provided that p > (4 · c) ln q, then for i, j ∈ [q],
P(| 〈ai, aj〉 | ≥ λ(c ln q
p
)) ≤ 4 · q−c
and consequently,
P(| 〈ai, aj〉 | ≥ λ(c ln q
p
)|ai) ≤ 4 · q−c,
where
λ(x) :=
x+
√
x2 + 4x
1− 2√x .
Proof of Corollary H.1.1: Replacing σ2 by 1/m in (111) completes the proof.
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Proposition H.2. Given s,m ∈ N with s ≤ m, consider a matrix A ∈ Rm×s whose elements are i.i.d. Gaussian
variables with mean 0 and variance σ2. Then, for g such that 1 ≥ g > sm + 2
√
s
m ,
P
(
max
[
σ21(A)
mσ2
− 1, 1− σ
2
k(A)
mσ2
]
≥ g
)
≤ 2 exp
[
−m
2
(√
1 + g − 1−
√
s
m
)2]
.
Proof of Proposition H.2: The proof is based on [70, Proposition 6.1]. By Lemma G.11 where σ¯ = σ and
t =
√
m(
√
1 + g − 1−√ sm ), it follows that for a value g such that 1−√1− g −√ sm > 0,
P(σ1(A) ≥ σ
√
m
√
1 + g) ≤ exp
[
−m
2
(√
1 + g − 1−
√
s
m
)2]
.
By Lemma G.11 where σ¯ = σ and t =
√
m(1 −√1− g −√ sm ), it holds that for a value g such that √1 + g −
1−√ sm > 0,
P(σk(A) ≤ σ
√
m
√
1− g) ≤ exp
[
−m
2
(
1−
√
1− g −
√
s
m
)2]
.
It follows that for g such that 1 ≥ g > sm + 2
√
s
m ,
P
(
max
[
σ21(A)
mσ2
− 1, 1− σ
2
k(A)
mσ2
]
≥ g
)
≤ 2 exp
[
−m
2
(√
1 + g − 1−
√
s
m
)2]
,
since 1−√1− g −√ sm ≥ √1 + g − 1−√ sm > 0.
Corollary H.2.1. (Generalization of [70, Proposition 6.1]) Let A ∈ Rm×n be a matrix whose entries are i.i.d.
Gaussian following N (0, σ2). Define θ(τ) := 1−τ1+τ where τ is a non-negative constant. Suppose that m ≥
2
(
√
1+θ(τ)−1)2
[
k + 2 ln
(
2(n−k)

)]
. Then, for Ω ⊆ Σ such that |Ω| = k,
P
 mini∈Σ\Ωσ2k+1(ΦΩ∪{i})
max
j∈Σ\Ω
σ21(ΦΩ∪{j})
> τ
 > 1− . (118)
Proof of Corollary H.2.1:
The proof is based on [70, Proposition 6.1]. Define a set E such that
E :={∃Γ ⊆ Σ | 1.σ21(ΦΓ) ≥ mσ2(1 + θ(τ)) or σ2k+1(ΦΓ) ≤ mσ2(1− θ(τ)), 2.Ω ⊆ Γ, 3.|Γ| = k + 1}. (119)
Then, by applying the union bound to Proposition H.2 where g = θ(τ), it follows that for θ(τ) > km + 2
√
k
m ,
P(E) ≤ 2(n− k) exp
−m
2
(√
1 + θ(τ)− 1−
√
k + 1
m
)2 . (120)
Then
(
√
1 + θ(τ)− 1)√m ≥ √k + 1 +
√
2 ln
(
2(n− k)

)
(121)
implies θ(τ) > km + 2
√
k
m and
P(E) ≤ . (122)
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From (121) and the fact that
√
2
√
k + 1 + 2 ln
(
2(n− k)

)
≥ √k + 1 +
√
2 ln
(
2(n− k)

)
, (123)
(122) is implied by
m ≥ 2
(
√
1 + θ(τ)− 1)2
[
k + 2 ln
(
2(n− k)

)]
. (124)
Since, from the definition of E, it follows that
P
 mini∈Σ\Ωσ2k+1(ΦΩ∪{i})
max
j∈Σ\Ω
σ21(ΦΩ∪{j})
> τ
 ≥ P(Ec), (125)
therefore if (124) holds, (118) is satisfied with a probability higher than 1− .
Proposition H.3. ( [70, Proposition 6.9]) Let {c1, ..., cm} ⊆ Σ be a set of indices selected uniformly at ramdom.
For j ∈ [m], let the jth row of A be the cj th row of the n × n DFT matrix divided by
√
m. Suppose that
m ≥ 2(3+τ)(k+1)3τ2 ln ( 2(k+1)(n−k) ). Then, for a set Ω ⊆ Σ such that |Ω| = k,
P(δk+1(AΩ; 1) ≥ τ) ≤ .
Proposition H.4. Let X0 ∈ Kn×l be row k-sparse with Ω ⊆ Σ. Let S¯ be an r-dimensional subspace of R(ΦΩXΩ0 )
such that
∥∥PS¯ − PSˆ∥∥2 ≤ η. Let d be rank(P⊥R(ΦΓ)S¯). Suppose that σ|Ω∪Γ|(ΦΩ∪Γ) > 0. Then submp(Sˆ,Γ, 1)
produces an index in Ω \ Γ if
max
i∈Σ−Ω−Γ
∥∥∥Φ˙†Ω\Γφ˙i∥∥∥
1
< 1−
√
|Ω \ Γ|
d
2η
σ|Ω\Γ|(Φ˙Ω\Γ)
. (126)
Proof of Proposition H.4: By Lemma G.12, the right-hand side of (126) is upper bounded by
1− 2η
max
l∈Ω\Γ
∥∥∥PP⊥R(ΦΓ)S¯φ˙l∥∥∥2 . (127)
By applying (127) to (126), (126) implies
max
i∈Σ−Ω−Γ
∥∥∥Φ˙†Ω\Γφ˙i∥∥∥
1
< 1− 2η
max
l∈Ω\Γ
∥∥∥PP⊥R(ΦΓ)S¯φ˙l∥∥∥2 . (128)
From Lemma G.14 and the following assumption
σ|Ω∪Γ|(ΦΩ∪Γ) > 0, (129)
(128) implies
max
i∈Σ−Ω−Γ
∥∥∥PP⊥R(ΦΓ)S¯φ˙i∥∥∥2 < maxl∈Ω\Γ
∥∥∥PP⊥R(ΦΓ)S¯φ˙l∥∥∥2 − 2η. (130)
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An upper bound of difference between the below two values for i ∈ Σ are obtained as
|
∥∥∥PR(P⊥R(Γ)Sˆ)φ˙i∥∥∥2 −
∥∥∥PR(P⊥R(Γ)S¯)φ˙i∥∥∥2 |
(a)
≤
∥∥∥(PR(P⊥R(Γ)Sˆ) − PR(P⊥R(Γ)S¯))φ˙i∥∥∥2
≤
∥∥∥PR(P⊥R(Γ)Sˆ) − PR(P⊥R(Γ)S¯)∥∥∥2
(b)
≤ η, (131)
where (a) follows from the triangle inequality, and (b) follows from Lemma G.5 and
∥∥PS¯ − PSˆ∥∥2 ≤ η. From (131),
(130) implies
max
i∈Σ−Ω−Γ
∥∥∥∥PP⊥R(ΦΓ)Sˆφ˙i
∥∥∥∥
2
< max
l∈Ω\Γ
∥∥∥∥PP⊥R(ΦΓ)Sˆφ˙l
∥∥∥∥
2
. (132)
The proof is therefore complete since (132) is a sufficient condition that submp(Sˆ,Γ, 1) produces an index in Ω\Γ.
Proposition H.5. Let X0 ∈ Kn×l be row k-sparse with Ω ⊆ Σ. Let η be a constant such that ρ(Sˆ) ≤ η ≤ 0.5
with an r-dimensional space Sˆ. Suppose that XΩ0 is row-nondegenerate. Then, given Γ such that |Ω ∩ Γ| ≤ k − r,
submp(Sˆ,Γ, 1) produces an index in Ω \ Γ if σ|Ω∪Γ|(ΦΩ∪Γ) > 0 and
s1(α1, β1, η, k, r) > 0, (133)
where
s1(x1, ..., x5) :=
√
x5
x4
x1 −
√
1− x22 − 2x3
α1 := σ|Ω\Γ|(Φ˙Ω\Γ)
β1 := min
i∈Σ\(Ω∪Γ)
σ|Ω\Γ|+1(Φ˙({i}∪Ω)\Γ).
Proof of Propostion H.5: The condition ρ(Sˆ) ≤ η implies that there exists an r-dimensional subspace of
R(ΦΩXΩ0 ), denoted by S¯ satisfying
∥∥PS¯ − PSˆ∥∥2 ≤ η. Set a constant d := R(P⊥R(ΦΓ)S¯).
It is assumed that
σ|Ω∪Γ|(ΦΩ∪Γ) > 0. (134)
Then (133) implies
s1(α1, β1, η, |Ω \ Γ|, d) > 0, (135)
since d is equal to r from Lemma G.2 with (134) and s1(x1, ..., x5) in (133) is monotonically non-increasing for
x4 so that the left-hand side of (133) upper bounds s1(α1, β1, η, |Ω \Γ|, d). By Lemmas G.15 and G.12, we obtain
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the following two conditions:
max
i∈Σ\(Ω∪Γ)
∥∥∥PR(P⊥R(ΦΓ)S¯)φ˙i∥∥∥2 ≤
√
1− β21 (136)
max
l∈Ω\Γ
∥∥∥PR(P⊥R(ΦΓ)S¯)φ˙l∥∥∥2 ≥
√
d
|Ω \ Γ|α1 (137)
By applying (136) and (137) to (135), the following condition is obtained which is implied by (135)
max
i∈Σ−Ω−Γ
∥∥∥PR(P⊥R(ΦΓ)S¯)φ˙i∥∥∥2 < maxl∈Ω−Γ
∥∥∥PR(P⊥R(ΦΓ)S¯)φ˙l∥∥∥2 − 2η. (138)
Then, from (131), (138) implies
max
i∈Σ−Ω−Γ
∥∥∥∥PR(P⊥R(ΦΓ)Sˆ)φ˙i
∥∥∥∥
2
< max
l∈Ω−Γ
∥∥∥∥PR(P⊥R(ΦΓ)Sˆ)φ˙l
∥∥∥∥
2
. (139)
Since (139) is a sufficient condition that submp(Sˆ,Γ, 1) recovers an index in Ω \ Γ, the proof is complete if (133)
and (134) are satisfied.
Corollary H.5.1. Let X0 ∈ Kn×l be row k-sparse with Ω ⊆ Σ. Let η be a constant such that ρ(Sˆ) ≤ η ≤ 0.5
with an r-dimensional space Sˆ. Suppose that XΩ0 is row-nondegenerate. Then submp(Sˆ, ø, k− r) produces a set of
k − r indices Γ such that Γ ⊆ Ω if σk(ΦΩ) > 0 and
s1(α¯, β¯, η, k, r) > 0, (140)
where
s1(x1, ..., x5) :=
√
x5
x4
x1 −
√
1− x22 − 2x3
α¯ := min
Γ⊆Ω
s.t. |Γ|<k−r
σ|Ω\Γ|(Φ˙Ω\Γ)
β¯ := min
Γ⊆Ω
s.t. |Γ|<k−r
min
i∈Σ\(Ω∪Γ)
σ|Ω\Γ|+1(Φ˙({i}∪Ω)\Γ).
Proof of Corollary H.5.1: For Γ ⊆ Ω such that |Γ| < k− r, (140) implies (133) (i.e., s1(α1, β1, η, k, r) > 0),
since s1(x1, ..., x5) in (140) is monotonically non-decreasing for (x1, x2) so that the left-hand side of (133) lower
bounds s1(α¯, β¯, η, k, r). If submp(Sˆ,Γ, 1) produces an index in Ω \ Γ for Γ ⊆ Ω such that |Γ| < k − r, it is
guaranteed that submp(Sˆ, ø, k − r) produces a set of k − r indices Γ such that Γ ⊆ Ω. Therefore, the proof is
complete.
Remark H.5.1. (140) in Corollary H.5.1 is a much milder condition than any conditions (61)–(63) in Proposition
F.3.
Proposition H.6. Let X0 ∈ Kn×l be row k-sparse with Ω ⊆ Σ. Let η be a constant such that ρ(Sˆ) ≤ η ≤ 0.5 with
an r-dimensional space Sˆ. Suppose that XΩ0 is row-nondegenerate. Then, for any Γ such that σ|Ω∪Γ|(ΦΩ∪Γ) > 0
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and |Ω ∩ Γ| ≥ k − r, submp(Sˆ,Γ, 1) produces an index in Ω \ Γ if
min
i∈Σ\Ω∪Γ
σ2|Ω\Γ|+1(Φ˙Ω∪{i}\Γ) > 4η(1− η). (141)
Proof of Proposition H.6: The proof is based on [70, Theorem 7.7]. The condition ρ(Sˆ) ≤ η implies that
there exists an r-dimensional subspace of R(ΦΩXΩ0 ), denoted by S¯, satisfying
∥∥PS¯ − PSˆ∥∥2 ≤ η. Then it follows
that
|
∥∥∥PP⊥R(ΦΓ)S¯φ˙i∥∥∥2 −
∥∥∥∥PP⊥R(ΦΓ)Sˆφ˙i
∥∥∥∥
2
|
(a)
≤
∥∥∥∥(PP⊥R(ΦΓ)S¯ − PP⊥R(ΦΓ)Sˆ)φ˙i
∥∥∥∥
2
≤
∥∥∥∥PP⊥R(ΦΓ)S¯ − PP⊥R(ΦΓ)Sˆ
∥∥∥∥
2
(b)
≤ η, (142)
where (a) follows from the triangle inequality and (b) follows from Lemma G.5 and
∥∥PS¯ − PSˆ∥∥2 ≤ η. By Lemma
G.13 and (142), we have for all i ∈ Ω \ Γ,∥∥∥∥PP⊥R(ΦΓ)Sˆφ˙i
∥∥∥∥
2
≥
∥∥∥PP⊥R(ΦΓ)S¯φ˙i∥∥∥2 − η = 1− η.
Then
min
i∈Ω\Γ
∥∥∥∥PP⊥R(ΦΓ)Sˆφ˙i
∥∥∥∥
2
≥ 1− η. (143)
By Lemma G.15 and (142), we have for all i ∈ Σ \ Ω ∪ Γ,
max
i∈Σ\Ω∪Γ
∥∥∥∥PP⊥R(ΦΓ)Sˆφ˙i
∥∥∥∥
2
≤ max
i∈Σ\Ω∪Γ
∥∥∥PP⊥R(ΦΓ)S¯φ˙i∥∥∥2 + η
≤
√
1− min
i∈Σ\Ω∪Γ
σ2|Ω\Γ|+1(Φ˙Ω∪{i}\Γ) + η. (144)
By combing (143) and (144), it follows that
1 >
√
1− min
i∈Σ\Ω∪Γ
σ2|Ω\Γ|+1(Φ˙Ω∪{i}\Γ) + 2η (145)
implies
min
i∈Ω\Γ
∥∥∥∥PP⊥R(ΦΓ)Sˆφ˙i
∥∥∥∥
2
> max
i∈Σ\Ω∪Γ
∥∥∥∥PP⊥R(ΦΓ)Sˆφ˙i
∥∥∥∥
2
. (146)
Note that (146) is a sufficient condition for submp(Sˆ,Γ, 1) to produce an index in Ω \ Γ. From the definition of
singular value, it follows that
min
i∈Σ\Ω∪Γ
σ2|Ω\Γ|+1(Φ˙Ω∪{i}\Γ) ≤ 1. (147)
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Then, for η ≤ 0.5, (145) is rewritten as
min
i∈Σ\Ω∪Γ
σ2|Ω\Γ|+1(Φ˙Ω∪{i}\Γ) > 4η(1− η)
so that the proof is complete.
Corollary H.6.1. Let η be a constant such that ρ(Sˆ) ≤ η ≤ 0.5 with an r-dimensional space Sˆ. Suppose that XΩ0
is row-nondegenerate and krank(Φ) ≥ k + v1. Then, for any Γ ∈ t(k − r, v1), Ω \ Γ belongs to a set of indices
produced by submp(Sˆ,Γ, v2) such that v2 ≥ |Ω \ Γ| if
min
Γ∈t(k−r,v1)
min
i∈Σ\(Ω∪Γ)
σ2|Ω\Γ|+1(Φ˙Ω∪{i}\Γ) > 4η(1− η). (148)
For J ⊆ Σ, t(a, b) is a family of index subsets as follows.
t(a, b) := {∀J ⊆ Σ| |J ∩ Ω| ≥ a, |J ∪ Ω| ≤ b+ |Ω|}
Proof of Corollary H.6.1: (141) and σ|Ω∪Γ|(ΦΩ∪Γ) > 0 from Proposition H.6 are satisfied for any Γ ∈
t(k − r, v1) if (148) and krank(Φ) ≥ k + v1 are satisfied. The event where submp(Sˆ, Γ¯, 1) produces an index in
Ω \ Γ¯ for any Γ¯ ∈ t(k − r, v1) includes the event where submp(Sˆ, Γˆ, v2) such that v2 ≥ |Ω \ Γˆ| produces a set of
indices, which includes Ω \ Γˆ, for any Γˆ ∈ t(k − r, v1). The proof is therefore complete.
Remark H.6.1. (148) in Corollary H.6.1 is a much milder condition than any conditions (11)–(13) in Theorem
VII.1.
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