Abstract. We consider the groups RC n (F p t ) and RC n (Z/aZ) of regular circulant (n × n)-matrices over F p t and Z/aZ, respectively, where p is a prime and t, n, a ∈ N. In both cases we present a formula for the order of that group. We also make a first step towards finding the algebraic structure of these groups.
Introduction and Main Results
We consider regular circulant matrices over finite fields and integer residue class rings. In general, a matrix a i,j 1≤i,j≤n is called circulant, if, for all 1 ≤ i, j ≤ n, we have a i,j+1 = a i−1,j where the indices have to be read modulo n. Hence, a circulant matrix is completely determined by any of its columns (respectively rows) and each column (respectively row) can be obtained from the previous one by a cyclic permutation.
It is commonly known that the product of two circulant matrices is again circulant and so is the inverse of a regular circulant matrix. Therefore we may consider the groups RC n (F p t ) and RC n (Z/aZ) of regular circulant (n × n)-matrices over F p t and Z/aZ, respectively, where p is a prime and t, n, a ∈ N.
Let us set up some notation that we need to state our results. Suppose that F p s ≥ F p t is a field extension. Then we write F t : F p s → F p s , x → x p t for the relative Frobenius Homomorphism. To vectors and matrices we apply F t componentwise. For a vector w = w i ∈ F (i) The order of RC n (
(ii) Let F p s ≥ F p t be a field extension such that F p s contains the m-th roots of unity. Write the permutation σ :
Then, as a subgroup of GL n (F p s ), the group RC n (F p t ) is conjugate to the group consisting of the matrices   
Theorem 1.2. Let a, n ∈ N and a = p|a p tp be the prime factorization of a. Moreover, for every prime divisor p of a, define r p , m p ∈ N by
We use very explicit computations to prove our results. An alternative approach would be to consider the algebra isomorphism between RC n (F p t ) and
. This approach has been used to determine the number orthogonal (n×n)-matrices over F p t . See for example [2] and the references therein for further details.
From Theorem 1.1 we also obtain Corollary 1.3. Let p be a prime and n, t ∈ N. The group
is the kernel of this homomorphism, this proves the claim.
Let X be a matrix that conjugates RC n (F p t ) to the group given in part (ii) of Theorem 1.1. It suffices to show that det : X RC n (F p t )X −1 → F * p t is onto. Observe that σ has the fixed point m ∈ Z/mZ. Therefore the vector v (m) ∈ F p r p t can be chosen independently from v (1) , . . . , v (m−1) , subject only to the restriction that v m,p r = 0. Note that det( 
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Permutation induced by the Frobenius Homomorphism.
Let p be a prime and m, t ∈ N such that p ∤ m. Moreover, let F p s ≥ F p t be a field extension of F p t that contains the m-th roots of unity and let
be the relative Frobenius Homomorphism. Observe that F t induces a permutation of the m-th roots of unity, which is described by
We consider the cycle structure of this permutation. To this end, we first set up some notation.
In order to describe the permutation σ, we consider the action of p t on Z/mZ by multiplication.
Observe that
* . In particular, we have
Clearly the sets ε · V d = {εdp tk | k ∈ Z} are invariant under the action of p t and the action of p t on each set ε · V d is given by a cycle of length |V d |. Hence, the action of
This shows that the permutation σ in (2.1) has cycle structure
, where φ denotes the Euler function. One also easily verifies that
Noting that, as d runs through all divisors of m, so does m/d, we thus obtain Proposition 2.1. The permutation σ in (2.1) has cycle structure
The Kronecker Product.
Let us briefly recall the notion and some basic properties of the Kronecker product of matrices. For details we refer to [3] . Given an (m × n)-matrix A = a ij and an (r × s)-matrix B, the Kronecker product A ⊗ B of A and B is the (mr × ns)-matrix A ⊗ B := a ij B . By A ⊗k we denote the k-fold Kronecker product of A with itself. Two standard result are
Observe that these imply that
Now let A, B, C, D all be matrices of the same dimension. Then another standard result says AC ⊗ BD = (A ⊗ B)(C ⊗ D). If A is regular, one easily obtains from this that
2.3. Pascal Matrices modulo primes. For n ∈ N we let Pasc n (Z) be the Pascal matrix of size n × n over Z, that is,
Let p be a prime. Then, through the natural projection Z → F p , we can also define the Pascal matrix Pasc n (F p ) over F p . It is well known that
See for example [1] for this result. As we shall see, the inverse of Pasc p r (F p ), with r ∈ N, can also be described by a different nice formula.
Lemma 2.2. Let p be a prime. Then
Proof. For j > i both terms are zero. So we may assume that i ≥ j. Set k := i − j so that i = j + k and 0 ≤ k ≤ p − 1. Observing that gcd(p, k!) = 1, we thus find that our claim is equivalent to
which is clearly true.
Let R n be the (n × n)-anti-diagonal matrix over F p with ones on the anti-diagonal. The above lemma can be rephrased as
In order to generalize this result to (p r × p r )-matrices, we use the theorem of Lucas. Corollary 2.4. Let p r be a prime power. Then, over F p , we have
Proof. Using the above results, we find that Pasc p r (
This implies the desired result.
Proofs of the Main Results
3.1.
Proof of Theorem 1.1. Let p be a prime and t, n ∈ N. We shall always write n = mp r with p ∤ m. Moreover, let F p s ≥ F p t be a field extension that contains the m-th roots of unity. Consider
Every circulant matrix over F p t can be written as (A n−1 v A n−2 v · · · v) with some (unique) vector v ∈ F n p t . We thus want to determine the number of vectors v ∈ F p t for which A n−1 v, A n−2 v, . . . , v is a basis of F n p t . Let X ∈ GL n (F p t ) and A := XAX −1 . Then we have
Here the last equivalence holds, because
Given an (n × n)-matrix M over F q , with q a power of p, let us set
. . , v is a basis of F n q }. We are thus interested in the set V (A, p t ). Observe that we have a bijection
We may therefore conjugate A into a form A for which V ( A, p t ) is easier to determine. This form A will actually be the Jordan form of A over the field extension F p s ≥ F p t . The above bijection also leads to a bijection
We are first going to determine the set V ( A, p s ) and then investigate for which v ∈ V ( A, p s ) we have
The characteristic polynomial χ A of A is given by χ A = X n − 1, as one easily finds using Laplace's Theorem. Let µ ∈ F * p s be a primitive m-th root of unity. Over F p s , the characteristic polynomial χ A of A reads
Hence A has the eigenvalues
. . .
In particular, Eig(A, µ k ) has dimension 1 and, over F p s , the Jordan form A of A is given by
In order to use (3.1), we have to determine X ∈ GL n (F p s ) such that
Here the second equality follows from Corollary 2.4. We now verify that
To this end, note that from (2.2) we know that
Hence we have
where I p r denotes the (p r × p r )-identity matrix. Let us also set
We verify that the inverse of Y is given by
Indeed, we find
since for i = j we have µ λ(j−i)p r = 1 and for i = j we observe that µ (j−i)p r is a non-trivial m-th root of unity and therefore a root of the polynomial m λ=1 X λ . From the matrices X(k) and Y we construct the (n × n)-matrix X by setting
Considering the above computations, one easily verifies that
.
We are now going to show that XAX −1 = A by considering the action of A by multiplication on the columns of X −1 . Let us write
Hence the first column of U b is given by 
as desired. In general, the j-th column s a,b,j of µ
For 2 ≤ j ≤ p r we thus find
Noting that, as a consequence of Lucas' Theorem,
r , we write this as
This proves that XAX −1 = A indeed has the desired form.
Our next aim is to verify that
To this end, we need to consider the powers
. We now show that, for k ∈ N and 1 ≤ b ≤ m, we have 
Recall that for w = w i ∈ F p r p s , we write T (w) = w p r −j+i 1≤i,j≤p r where w λ = 0 for λ ≤ 0. Observe that T (w) is regular, if and only if w p r = 0. Using the matrix T (w), we can write
We thus obtain
We note that A
This can be written as the product . Now we have to investigate for which v ∈ F n p s we have X −1 v ∈ F n p t . Recall that we write F t : F p s → F p s , x → x p t for the relative Frobenius Homomorphism. We use the standard result that F p t = {x ∈ F p s | F t (x) = x} to find
Consider the matrix F t (X)X −1 . One easily sees that F t (X) = m −1 µ −(ap t )bp r · X(ap t )
so that F t (X) = P X where P ∈ GL n (F p ) is a permutation matrix consisting of (p r × p r )-blocks which describes the permutation σ : Z/mZ → Z/mZ, a → pWriting n = p r m such that p ∤ m, we know by Theorem 1.1 that
By induction we obtain
Finally, by isomorphism (3.8), this leads to Theorem 1.2.
