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EXPLORATION DE DÉPENDANCES STRUCTURELLES MÉLODIQUES











Dans le cadre de la génération automatique de mélodie
structurée, nous explorons la question des dépendances
entre les notes d’une mélodie en utilisant des outils d’ap-
prentissage profond. Plus précisément, nous utilisons le
modèle d’apprentissage séquentiel GRU, que nous dé-
clinons dans différents scénarios d’apprentissage afin de
mieux comprendre les architectures optimales dans ce
contexte. Nous souhaitons par ce moyen explorer diffé-
rentes hypothèses relatives a la non-invariance temporelle
des dépendances entre les notes au sein d’un segment
structurel (motif, phrase, section). Nous définissons trois
types d’architectures récurrentes correspondant à diffé-
rents schémas d’exploitation de l’historique musical dont
nous étudions les capacités d’encodage et de généralisa-
tion. Ces expériences sont conduites sur la base de don-
nées Lakh MIDI Dataset et plus particulièrement sur un
sous-ensemble de 8308 segments mélodiques monopho-
niques composés de 16 mesures. Les résultats indiquent
une distribution non-uniforme des capacités de modélisa-
tion et de prédiction des réseaux récurrents testés, suggé-
rant l’utilité d’un modèle non-ergodique pour la généra-
tion de segments mélodiques.
1. INTRODUCTION
La génération automatique de mélodie est une problé-
matique régulièrement abordée en informatique musicale
mais qui reste incomplètement résolue. Récemment reve-
nues au premier plan, les méthodes par réseaux de neu-
rones apparaissent potentiellement capables de modéliser
des mécanismes de génération de mélodie par apprentis-
sage à partir d’exemples.
Chen et al [4] furent parmis les premiers auteur à pu-
blier sur ce sujet. L’un des principaux problèmes qu’ils
relèvent est le manque de structure globale dans les mélo-
dies générées. D’autres auteurs comme Franklin [7], Eck
et Schmidhuber [6] ont alors cherché à résoudre ce pro-
blème en utilisant des réseaux récurrent LSTM [9] sur un
corpus de musique blues ou jazz. Ces travaux ont per-
mis d’améliorer la qualité perçue de la musique générée
mais les résultats continuent à présenter une insuffisance
de structure. Boulanger-Lewandowski et al. [3] ont tenté
de combiner le modèle LSTM avec des modèles géné-
ratifs, notamment le RBM [4]. Dans Huang et Wu [10],
les auteurs s’intéressent à la représentation des notes dans
un espace vectoriel (embedding). Jaques et al [11] pro-
posent de restreindre un modèle LSTM préalablement ap-
pris grâce à l’apprentissage par renforcement de règles de
musicologie prédéfinies. L’équipe Magenta 1 propose un
modèle d’attention inspiré de Bahdanau et al [1]. A notre
connaissance, il n’existe pas aujourd’hui de modèle ca-
pable d’apprendre à générer des mélodies présentant une
structure pleinement satisfaisante à l’échelle de plusieurs
mesures consécutives.
Le travail présenté dans cet article est une étude ex-
ploratoire qui s’inscrit dans ce cadre de la génération
automatique de mélodie structurée, et qui fait appel à
des outils d’apprentissage profond. Plus particulièrement
nous considérons le modèle séquentiel GRU (Gated Re-
current Units) [5], que nous étudions dans différents scé-
narios d’apprentissage afin de mieux comprendre les po-
tentialités de cette approche pour la modélisation de mé-
lodies. Nous souhaitons notamment cerner l’importance
d’une hypothèse de non-ergodicité (non-invariance dans le
temps) de la structure musicale, en mettant en évidence les
limites des architectures récurrentes à base de GRU et étu-
dier les possibilités de les adapter à la génération de motifs
mélodiques. On suppose en effet qu’il existe une planifi-
cation dans la construction d’un segment mélodique qui
ne se contente pas de se référer aux k précédents éléments
pour construire le suivant. Au contraire, nous faisont l’hy-
pothèse qu’un segment mélodique forme un tout et qu’au
fil du segment les divers éléments se conditionnent de fa-
çon non-adjacente pour former le schéma mélodique glo-
bal.
Ainsi, dans l’esprit des travaux récents sur les mo-
dèles tensoriels/polytopiques de segments musicaux [8]
[12], nous émettons l’hypothèse que dans le cadre de mé-
lodies simples constituées de motifs présentant des re-
lations d’analogie, les dépendances structurelles dans la
musique ne suivent pas un procédé purement séquentiel,
mais plutôt des dépendances multi-échelles. Selon cette
approche, un élément musical dépend de façon privilé-
giée des autres éléments qui se situent dans des posi-
tions métriques homologues dans le segment plutôt que
dans le voisinage immédiat. Autrement dit, les positions
métriques des notes jouent un rôle dans la construction
structurelle de la musique et les architectures neuronales
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Figure 1. Gated Recurrent Units
Nous définissons donc trois modèles récurrents à base
de GRU. Un modèle à historique glissant, qui correspond
à une façon "standard" de construire et d’entrainer un mo-
dèle récurrent. Un modèle à historique croissant, qui cor-
respond à une façon "dynamique" d’apprendre un modèle
récurrent. Et enfin, un modèle à historique parallèle, avec
des poids distincts selon les positions à prédire.
La comparaison des différents schémas d’apprentis-
sage proposé selon leur capacité d’encodage de l’infor-
mation musicale et de leur performance de prédiction per-
met d’étudier la pertinence et les limites de l’hypothèse de
non-ergodicité dans les séquences mélodiques.
2. PROTOCOLE EXPÉRIMENTAL
2.1. Cellule de mémoire GRU et couche de prédiction
Pour définir les architectures étudiées, nous utilisons
comme unité de base le réseau de neurones récurrent
GRU (Gated Recurrent Unit, voir Figure 1) qui fonctionne
comme suit. A chaque instant t la cellule GRU reçoit en
entrée, sous forme de vecteurs, l’observation courante xt
et une variable interne ht−1 qui tient lieu de mémoire des
observations précédentes. A partir de ces deux entrées, la
cellule GRU produit une remise à jour de h, laquelle est
ensuite utilisée dans une cellule GRU semblable, prenant
ht et l’observation xt+1 en entrée,... et ainsi de suite. Dans
nos expériences, xt est un vecteurs binaire de dimensions
n = 88 correspondant à un ensemble discret de notes,
chaque dimension représentant une note, ce vecteur n’a
qu’un seul symbole 1 (one-hot).
La cellule GRU se décompose en 6 sous-ensembles de
poids de propagation d’historique (Uh, Ur, Uz , Wh, Wr,
Wz) qui se combinent avec les entrées ht−1 et xt pour
former ht selon les équations suivantes :
zt = σg(Wzxt + Uzht−1 + bz) (1)
rt = σg(Wrxt + Urht−1 + br) (2)
ht = (1−zt)◦ht−1+zt◦σh(Whxt+Uh(rt◦ht−1)+bh)
(3)
Figure 2. Architecture à historique glissant
où ◦ désigne le produit matriciel de Hadamard, σg une
fonction sigmoïde et σg une tangente hyperbolique.
Nous avons aussi besoin pour définir nos architectures
d’une couche de prédiction qui à partir d’une mémoire ht
fournit une distribution de probabilités _xt+1 de la note
suivante xt+1. Pour ce faire, nous utilisons une couche
entièrement connectée entre ht et _xt+1, constituée d’une
matrice de poids de prédictionWp et d’un vecteur de biais
bp, ce qui fournit en sortie une distribution de probabilité
a posteriori sur l’ensemble des notes :
_xt+1 =Wpht + bp (4)
L’apprentissage est réalisé par rétropropagation du gra-
dient à travers le temps [16].
2.2. Spécification des architectures
Dans ce travail nous considérons des segments mélo-
diques correspondant à des unités structurelles de type
phrase ou section musicale. Dans cette optique, nous mo-
délisons des séquences deN = 64 notes qui sont obtenues
en échantillonnant des mélodies qui s’étendent sur 16 me-
sures.
Trois architectures à base de GRUs sont étudiées :
— L’architecture à historique glissant correspond à
une façon standard de construire un réseau récur-
rent. On choisit une fenêtre d’historique de taille
fixe k. Pour prédire la note _xt+1, on alimente la
couche de prédiction Wp avec l’historique ht, qui,
dans ce cas, est initialisé aléatoirement puis pro-
pagé depuis ht−k jusqu’à ht (voir Figure 2). La fe-
nêtre d’historique [t−k, t] étant fixe, on ne peut cal-
culer les prédictions _xt+1 qu’à partir de l’instant
k+1. Les poids des couches de propagation d’his-
torique sont partagés (c’est-à-dire indépendants de
t) et il en est de même des poids des couches de
prédiction. Ainsi, cette architecture repose sur une
hypothèse d’invariance dans le temps des éléments
musicaux.
— L’architecture à historique croissant correspond à
une façon plus dynamique de construire un mo-
dèle récurrent. Ici on procède de la même façon
que pour l’architecture du modèle à historique glis-
sant, mais on considère une fenêtre d’historique qui
couvre l’intégralité de l’intervalle [1, t] et qui par
conséquent croît au fur et à mesure que l’on pro-
gresse dans le temps (voir Figure 3). Comme dans
82
Figure 3. Architecture à historique croissant
l’architecture précédente, les poids de la couche
de propagation d’historique sont communs pour les
différentes positions de notes à prédire et il en est
de même pour les poids de la couche de prédic-
tion. Mais dans cette variante, il devient possible
de prédire les notes dans toutes les positions tempo-
relles, à partir d’un historique qui va croissant. On
note toutefois que cette architecture repose aussi
sur une hypothèse d’invariance dans le temps du
fait du partage des poids.
— Enfin, l’architecture à historique parallèle repose
sur le même principe que l’architecture à historique
croissant, à ceci près que les poids des couches
de propagation et de prédiction sont indépendants
pour chaque position à prédire _xt+1. On peut ainsi
voir cette configuration commeN−1 réseaux à his-
torique croissant, indépendants les uns des autres et
correspondant à chaque position à prédire _xt+1.
L’indépendance de ces réseaux en fonction de la
position est censée permettre à cette architecture de
prendre en compte la non-invariance dans le temps
et de tenir compte, si nécessaire, de dépendances
complexes.
2.3. Données
Pour ce travail d’exploration, nous utilisons les don-
nées du Lakh MIDI Dataset [14], qui contient 176581
fichiers MIDI multipistes sans appréciation de genres.
Etant donné que nous nous intéressons uniquement aux
pistes mélodiques monophoniques, nous en avons sélec-
tionné environ 70000 qui possédaient cette propriété dans
le corpus originel. De ce sous-ensemble, nous avons ex-
trait 8308 blocs structurels de 16 mesures sous forme de
fichier MIDI. Ne disposant pas de segmentation automa-
tique assez fiable, nous sélectionnons uniquement les 16
premières mesures de mélodies monophoniques de type
4/4.
Afin de permettre au modèle de pouvoir mieux extraire
les relations relatives entre les notes, nous avons repré-
senté ces mélodies en référence à la première note de la
séquence (arbitrairement fixéé à Do), de sorte à être indé-
pendant de la tonalité initiale. Nous obtenons donc 8308
séquences mélodiques de 16 mesures.
Pour simplifier la représentation traitée, on considère
dans un premier temps une discrétisation de l’information
mélodique dans ces segments. Nous avons procédé à un
découpage des mesures en 4 portions égales et relevé à




Table 1. Protocoles d’apprentissage et de test pour mesu-
rer les capacités de compression et de généralisation des
architectures
apparaît sur l’un des temps considérés, nous prolongeons
la valeur de la note précédente ce qui évite d’avoir à gérer
des absences de notes.
Le résultat de ce processus de réduction conduit à
des séquences "mélodiques" de 16 mesures correspondent
toutes à des successions de 64 notes. Chaque note est re-
présentée par un vecteur de dimension 88 (correspondant
aux 88 notes d’un clavier de piano). Lorsqu’une note est
active, la dimension associée à cette note dans le vecteur
est mise à 1 et toutes les autres à 0.
2.4. Protocole
Le corpus composé de 8308 séquences est divisé en
deux groupes A et B comprenant chacun 4154 séquences.
Nous définissons quatre scénarios pour chaque architec-
ture voir Table 1 :
— Apprentissage sur le groupe A, test sur le groupe A
— Apprentissage sur le groupe A, test sur le groupe B
— Apprentissage sur le groupe B, test sur le groupe A
— Apprentissage sur le groupe B, test sur le groupe B
Lors du test, nous relevons pour chaque position de
note, l’erreur moyenne sur l’ensemble des exemples de
test, ceci dans le cadre des 3 architectures décrites dans la
section 2.2.
Les mesures effectuées en utilisant le même ensemble
de test que celui utilisé pour l’apprentissage permettent de
caractériser les capacités de compression de l’information
mélodique par les différentes architectures, en fonction de
la position de la note dans le segment musical. Celles qui
croisent les ensembles d’apprentissage et de test rendent
compte la capacité de généralisation des architectures à
des données nouvelles.
2.5. Critère d’évaluation
Pour chaque instant t, nous calculons l’erreur entre le
vecteur de sortie _xt et la note réelle xt par la fonction
d’erreur quadratique moyenne (MSE). On rappelle que
_x est un vecteur de dimension n = 88 correspondant à
une distribution de probabilités et x un vecteur one-hot de







(_xi − xi)2 (5)
C’est l’évolution de cette erreur que nous examinons
pour chaque position de note et dans chaque scénario, afin
d’observer la façon dont les différentes architectures en-
codent les dépendances structurelles. Nous analysons à
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la fois les motifs engendrés par la variation de l’erreur
moyenne entre les différentes positions ainsi que le critère
de compression / prédiction.
2.6. Détails complémentaires de mise en oeuvre
Pour ces expériences nous utilisons la bibliothèque
d’apprentissage profond Pytorch 2 . L’historique est un
vecteur de dimension 100. Chaque exemple est présenté
40 fois au cours de l’apprentissage (40 epochs). L’optimi-
seur utilisé est Adagrad.
3. RÉSULTAT
Les figures 4 et 5 illustrent les résultats du protocole
expérimental décrit dans la section précédente. La figure
4 correspond aux différentes architectures apprises à partir
du corpus A et la figure 5 aux architectures apprises sur le
corpus B.
Pour chacune de ces figures, les résultats de généralisa-
tion des architectures sont représentés sur les graphiques
Ag, Bg, Cg et les résultats de compression sur les gra-
phiques Ao, Bo et Co.
— graphique A : architecture à historique parallèle
— graphique B : architecture à historique croissant
— graphique C : architecture à historique glissant
En premier lieu, on constate une similarité de compor-
tement entre courbes homologues sur la figure 4 et la fi-
gure 5. Ceci permet de penser que les tendances observées
sont relativement peu influencées par les spécificités des
deux demi-corpus.
On remarque ensuite que pour les architectures à his-
torique glissant et croissant, les valeurs des capacités de
généralisation (Bg et Cg) présentent un niveau d’erreur
à peine plus élévé que les valeurs des capacités de com-
pression (Bo et Co). A l’inverse, les capacités de com-
pression et de généralisation de l’architecture parallèle se
comportent très différemment l’une de l’autre. En effet,
l’architecture parallèle possède beaucoup plus de para-
mètres libres ce qui crée une capacité bien plus forte du
réseau à comprimer les données d’apprentissage mais en-
traîne un phénomène d’over-fitting (surapprentissage) qui
altère la capacité de généralisation sur de nouvelle don-
nées. Ce phénomène est bien moins saillant sur les deux
autres architectures.
Un examen plus précis des motifs observés sur les
courbes d’erreur apporte également des observations in-
téressantes.
Les courbes pour les historiques glissant et croissant
présentent une pseudo-periodicité marquée à l’échelle de
8 notes et des oscillations secondaires aux échelles 4 et 2,
suggérant fortement une "synchronisation" des capacités
de modélisation des architectures correspondantes sur des
cycles de 2 mesures.
Les courbes Ao (que ce soit pour la figure 4 ou la fi-
gure 5) présentent pour leur part un comportement plus
contrasté : tout d’abord une décroissance très nette sur le
2 . http://www.pytorch.org
premier quart du segment puis des variations plus erra-
tiques sur la partie centrale (2ème et 3ème quart) et enfin
une remontée globale de l’erreur sur le dernier quart. On
peut opérer un rapprochement entre ces observations ex-
périmentales et différentes considérations musicologiques
sur la structure des segments musicaux : notamment que
l’on constate souvent la réalisation de formules musi-
cales conventionnelles en fin de segment, donc finalement
moins prédictibles en fonction du contexte, puisqu’elle
sont plus ou moins prédéterminées d’avance indépendem-
ment de celui-ci.
Par ailleurs, selon le modèle cognitif d’Implication-
Réalisation de Narmour [13] (et son extension récente
[2]), les fins de segments structurels constituent fréquem-
ment des dénis d’implication par rapport aux progres-
sion musicales établies dans les portions antérieures, ce
qui peut également constituer une hypothèse expliquant le
comportement observé sur les courbes Ao. Toutefois ce
comportement étant moins net sur les courbes Ag, des ex-
périences complémentaires sont requises pour mieux as-
seoir ces hypothèses.
4. CONCLUSIONS
Dans ce travail d’exploration, nous avons considéré
trois architectures de réseaux de neurones récurrents et
nous avons analysé leur comportement en terme d’erreur
de modélisation de schémas mélodiques simplifiés.
Ces expériences nous ont permis d’observer que la
prise en compte de la non-invariance dans le temps de la
structure musicale dans une architecture de réseau de neu-
rones récurrent permet de rendre compte de façon plus fine
de la structure globale des mélodies apprises par le réseau.
Dans le cadre de nos expériences actuelles, cette
conclusion demeure partielle, du fait d’un volume de don-
nées d’apprentissage limité qui entraîne une capacité in-
suffisante de généralisation du réseau appris.
Toutefois, cette première exploration de l’hypothèse de
non-invariance dans le temps de la structure musicale par
des réseaux de neurones récurrents nous conforte dans
l’idée de poursuivre nos recherches dans cette voie.
Plusieurs pistes sont prévues pour compléter ces tra-
vaux à court terme, permettant ainsi d’enrichir ces pre-
mières investigations par des expériences supplémentaires
et les résultats correspondants.
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Figure 4. A. Erreur de prédiction moyenne pour chaque position.
Figure 5. B. Erreur de prédiction moyenne pour chaque position.
85
Références
[1] Bahdanau, D. Cho, K. Bengio, Y. "Neural machine
translation by jointly learning to align and trans-
late", arXiv preprint arXiv :1409.0473, 2016.
[2] Bimbot, F. Deruty, E. Sargent, G. Vincent, E. "Sys-
tem & contrast : a polymorphous model of the in-
ner organization of structural segments within mu-
sic pieces", Music Perception, University of Cali-
fornia Press, California, USA, 2016.
[3] Boulanger-Lewandowski, N. Bengio, Y. Vincent,
P. "Modeling temporal dependencies in high-
dimensional sequences : application to polyphonic
music generation and transcription", arXiv preprint
arXiv :1206.6392, 2012.
[4] Chen, J., Miikkulainen, R. "Creating melodies with
evolving recurrent neural networks", Proceedings
of the 2001 International Joint Conference on Neu-
ral Networks. IEEE, Washington, USA, 2001.
[5] Cho, K. Van Merriënboer, B. Gulcehre, C. Bahda-
nau, D. Bougares, F. Schwenk, H. Bengio, Y. "Lear-
ning phrase representations using RNN encoder-
decoder for statistical machine translation", Confe-
rence on Empirical Methods in Natural Language
Processing, Qatar, 2014.
[6] Eck, D. Schmidhuber, J. "Finding temporal struc-
ture in music : blues improvisation with LSTM re-
current networks", Proceedings of the 12th IEEE
Workshop on Neural Networks for Signal Proces-
sing, 2002.
[7] Franklin, J. "Jazz melody generation from recur-
rent network learning of several human melodies",
Proceedings of the Eighteenth International Flo-
rida Artificial Intelligence Research Society Confe-
rence, Florida, USA, 2005.
[8] Guichaoua, C. "Modèles de compression et critères
de complexité pour la description et l’inférence de
structure musicale", Thèse supervisé par Bimbot,
F., France, 2017.
[9] Hochreiter, S. Schmidhuber, J. "Long short-term
memory", Neural computation 9 (8), 1735-1780,
Massachusetts, USA, 1997.
[10] Huang, A. Wu, R. "Deep learning for music", arXiv
preprint arXiv :1606.04930, 2016.
[11] Jaques, N. Gu, S. Turner, R. Eck D. "Genera-
ting music by fine-tuning recurrent neural networks
with reinforcement learning", Deep Reinforcement
Learning Workshop, NIPS, California, USA, 2017.
[12] Louboutin, C. Bimbot, F. "Description of chord
progressions by minimal transport graphs using the
system & sontrast model", Proceedings of the 42nd
International Computer Music Conference, Nether-
lands, 2016.
[13] Narmour, E. "The analysis and cognition of basic
melodic structures : the implication-realization mo-
del", Univ. of Chicago Press, Illinois, USA, 1990.
[14] Raffel, C. "Learning-based methods for compa-
ring sequences, with applications to audio-to-MIDI
alignment and matching", PhD Thesis, Colombia,
USA, 2016.
[15] Smolensky, P. "Information processing in dynami-
cal systems : foundations of harmony theory", MIT
Press Cambridge, Massachusetts, USA, 1986.
[16] Werbos, P. "Backpropagation through time : what
it does and how to do it", Proceedings of the IEEE
volume 78, 1990.
86
