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Abstract— In the last decade, the efforts of spoken language
processing have achieved significant advances, however, the
work with emotional recognition has not progressed so far, and
can only achieve 50% to 60% in accuracy [1]. This is because a
majority of researchers in this field have focused on the synthesis
of emotional speech rather than focusing on automating human
emotion recognition. Many research groups have focused on
how to improve the performance of the classifier they used
for emotion recognition, and few work has been done on data
pre-processing, such as the extraction and selection of a set of
specifying acoustic features instead of using all the possible ones
they had in hand. To work with well-selected acoustic features
does not mean to delay the whole job, but this will save much
time and resources by removing the irrelative information and
reducing the high-dimension data calculation. In this paper, we
developed an automatic feature selector based on a RF2TREE
algorithm and the traditional C4.5 algorithm. RF2TREE
applied here helped us to solve the problems that did not have
enough data examples. The ensemble learning technique was
applied to enlarge the original data set by building a bagged
random forest to generate many virtual examples, and then the
new data set was used to train a single decision tree, which
selects the most efficient features to represent the speech signals
for the emotion recognition. Finally, the output of the selector
was a set of specifying acoustic features, produced by RF2TREE
and a single decision tree.
Keyword: Feature Extraction, Machine Learning, Ensemble
Learning, Twice Learning, Random Forest, Decision Tree
I. INTRODUCTION
Since antiquity, people have realized the importance of vocal
cues in the expression of emotion, and the powerful effects
of vocal emotion expression on interpersonal interaction and
social influence. However, in the speech signal processing
field, emotional speech recognition is usually considered as a
difficult task, because of the lack of comprehensive theoretic
knowledge from psychologists or psycholinguistics and the
limitation of widely available emotion data sets.
Table I gives a summary of the previous study of acoustic
and prosodic features which can be used to encode emotion
states by the psychologists and human behavior biologists
since 1930’s. The correlation between the speech signals and
the archetypal states of negative and positive emotions is also
shown in Table I.
Although there are many questions which need to be an-
swered in psychology, it is still widely used as the most im-
∗ Corresponding author.
TABLE I
EMOTION STATES AND ACOUSTIC FEATURES
Features Negative Emotion Positive Emotion
Pitch mean ↑ [2] [3] [4] [5], mean ↑ [2] [3] [6],
median ↑ [7], range ↑ [7] [4] [8] range ↑ [9] [10],
variability ↑ [7] [4] [9], variability ↑ [9] [11],
below normal mean F0 [11] [5],
below normal range [3]
Intensity ↑ [2] [4] [6] [12] , ↑ [6] [13] [14]
↓ [2], normal [15],
Duration rate ↑ [2] [3] [12] [5], rate ↑ [2] [5],
rate ↓ [16] [17], slow tempo [6],
slightly slow [3] [18], fast rate [14],
long pitch falls [2]
Spectral high-frequency energy ↓ [15] high-frequency energy ↑ [6]
portant theoretic foundation by a large number of computing-
background research groups who have strenuously engaged
with the emotional speech recognition during the past decade.
The basic acoustic features were the primary choices in the
early days. Most of the feature vectors were composed with the
simple extracted pitch-related, intensity-related, and duration-
related attributes, such as the maximum, minimum, median,
range, and variability values [19] [20] [21] [22]. Other groups
preferred to use the pre-processed attributes from different
mathematic transforms, such as LPCC [23], LFPC [23] and
MFCC [23] [24]. However, it is evident that there are some
contradictory results in the existing work, for example, the
increase change of the pitch mean value (see mean ↑ in Table I)
may cause a negative emotion in some cases [4] [5], while it
can also cause a positive emotion in the others [6].
Though the items in the candidate acoustic feature vector
increase, there is still no conclusive evidence to tell which set
of features can provide the best prediction accuracy, because of
the different understanding or the various data sets used. One
difficulty is that neither psychologists nor psycholinguistics
can provide us information on how those features affect
emotion states. Another problem is that the large number
of potential features and a limited number of emotion data
samples makes it very difficult to use empirical method to
identify useful features.
With the advances of data mining and machine learning,
it is possible to overcome this problem by combining hybrid
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ensemble learning and classification tree together, and extract-
ing the most effective features to represent speech signals for
emotion recognition.
In this work, we collected a data set that involved both basic
acoustic features and the transformed ones. A well-designed
feature selector based on a combined method of a simple
decision tree and a random forest ensemble learning proposed
in [25] was applied in this paper instead of the well-known
feature selection methods: Promising First Selection (PFS),
Forward Selection (FS) and Principal Component Analysis
(PCA), which all need a huge training data set that tried to
cover all possible situations in real-life.
The rest of the paper is organized as follows: the related
previous efforts in emotional speech recognition from other
computing research group are reviewed in section 2; the
details of the data corpus used in the study are depicted in
section 3; in section 4, the extraction of the candidate acoustic
features is introduced; section 5 discusses the new method
used for feature selection, which is combined the simple
decision tree and the random forest ensemble learning from
RF2TREE algorithm; the practical experiments and the results
are reported in section 6; finally, in Section 7, we conclude
the paper with a perspective analysis of possible future work.
II. RELATED WORKS
As mentioned in the section above, the first important task
of emotion recognition, is to determine what emotions will be
classified in the work. About 50 years ago, researchers began
their exploration to represent complex human emotions using a
set of basic emotion states [26], also called primary emotions.
However, the arguments among scholars about the nature of
these primary emotions, or the appropriate amount that should
be considered in research work, have continued since the very
beginning of the studies. According to the various knowledge
and understandings of different research groups, people often
assumed a particular set of primary emotions by themselves for
their own convenience. Table II shows the primary emotions
that were used in previous emotion recognition work.
Due to the uncertainties in the definition of emotion states,
we considered two basic ones, negative and positive. The
neutral state was also included for comparison.
The same thing occurred in the feature extraction and
selection phase (see Table III). Some of the groups only used
the raw acoustic features extracted directly from the pure
speech signals, such as pitch, intensity and duration parameters
without any pre-processing applied. Other people tried to do
more. They transformed the original speech wave from the
time-domain scale to frequency-domain scale, in order to
highlight the potential change trend [23] [24].
III. DATA
We use two databases in this paper: the acted speech corpus
and the natural speech corpus. As shown in Table IV, the
first database, there are three selected speakers who were
asked to read 443 sentences with acted emotions in Chinese.
The second database contains 172 natural speech sentences
TABLE II
EMOTIONAL STATES USED IN EMOTIONAL SPEECH RECOGNITION
Study Group Emotion States
McGilloway S. [27] happiness, anger, fear, sadness
Nicholson J. [28] joy, anger, fear, sadness, teasing, disgust, surprise,
neutral
Nwe T. L. [29] anger, fear, sadness, dislike, disgust
Scherer K. R. [30] joy, anger, fear, sadness, disgust, surprise, neutral
Kwon O. [31] happiness, anger, sadness, bored, neutral
Cai L. [32] happiness, anger, sadness, surprise
Park C. [33] anger, laugh, surprise, neutral
Bhatti M. W. [34] happiness, anger, fear, sadness, surprise, disgust
Hyun K. H. [35] joy, anger, sadness, neutrality
Lee C. M. [24] negative, positive, neutral
TABLE III
FEATURE VECTORS USED IN EMOTIONAL SPEECH RECOGNITION
Study Group Feature Vector
Dellaert F. [19] pitch, rhythm, voiced parts, slope
Petrushin V. A. [20] pitch, bandwidth, energy, duration, formant
Amir N. [21] pitch, intensity, duration
Kwon O. [31] pitch, log energy, formant, MFCC
Scherer K. R. [30] pitch, energy
Cai L. [32] duration, pitch, formant, power,
Litman D. [36] pitch, energy, temporal, turn
Lee C. M. [22] [37] pitch, energy, duration, formant
recorded from existing movie products. All the speech corpus
are recorded in the format of 16 kHz, 128 kbps, 8 bit and
single track.
Three different languages were used to test the content-
independence and the cross-cultural robustness of the proposed
method. Although both Mandarin and Cantonese are spoken
in China, they are quite different in grammar, tone and
pronunciation.
Both of the two databases contain three different emotion
states: negative, positive and neutral. For the database with
acted speech corpus, the speakers were asked to act three
negative emotions: anger, fear, and sadness; while another
two positive emotions (happiness and excitation) were also
requested.
A. Acted Speech Corpus
There are 443 sentences of emotional speech recorded by
three non-professional speakers, one male and two females,
in this acted speech corpus. The total number of the text
sentences to be read is 53, and each of them is repeated at
least 8 times. All the samples are recorded under a noise-free
laboratory environment.
The distribution for the three emotional states is: 248
negative examples (56%), 106 positive examples (23%), and
TABLE IV
DATABASES USED IN THE EXPERIMENTS
DB Language Emotion !Sp. !Sen. Avg. Sen.
I Mandarine (Chinese) Acted 2 337 147
Shanghai (Chinese) Acted 1 106 106
II Am. English Natural 6 121 20
Cantonese (Chinese) Natural 5 51 10
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53 neutral examples (11%). This data set was used as the
training data set in the experiment.
The purpose of this database is used to construct the original
training data set to build the classification model and also to
provide a comparison with the natural speech corpus.
B. Natural Speech Corpus
The natural speech corpus contains 172 sentences of emo-
tional speech that were recorded. We segmented and labelled
the sentences manually. Each sentence was only spoken by
one person. We did not remove the background noise in the
original recording files, that is, the dialogue represents the real
environment of daily life.
There are 72 examples (41%) for the negative state, 45
examples (26%) for the positive state, and 55 examples (32%)
for the neutral state in this database.
Natural speech corpus was used as the testing data set to
test whether or not the classification method we proposed can
also work well in the real dialogue environment.
IV. PRE-PROCESSING AND BASIC FEATURE EXTRACTION
As mentioned in the previous section, the continuous acous-
tic features extracted directly from the original speech signal
are usually considered as the most reliable features for efficient
emotion speech recognition. In this section, the basic acoustic
features, such as pitch-related, intensity-related, and duration-
related features, are described in detail. In addition, a set of
mathematically transformed features by two of the popular
transformation methods, Discrete Fourier Transform and Mel-
scale Frequency Cepstral Coefficients, are also considered.
A. Basic Acoustic Features Extraction
No matter what features are selected by the various feature
selection methods in the previous work done by any research
group, they are all derived from a set of basic acoustic features.
The basic acoustic features are those features we can extract
directly from raw speech signals, which are in accordance with
most studies in this field.
• Pitch-related features mean value, maximum, minimum,
median, standard deviation, range (difference between
maximum and minimum), variance value and change
rate. This group of features are usually considered as the
most important features that capture monotone speech or
highly accented syllables and achieved good results in a
wide range of applications.
• Intensity-related features normal intensity features
(mean value, maximum, minimum, median, standard de-
viation, range, variance value and change rate) calculated
by summing up the absolute values for each data frame;
and the relative intensity features (mean value, maximum,
minimum, median, standard deviation, range, variance
value and change rate). Intensity-related features are
usually used to capture the voice power in speech, and the
normal values (energy) and relative value (powerDb)can
be treated separately.
• Duration-related features cross zero rate features, such
as mean value, maximum, minimum, median, standard
deviation, range, variance value and change rate. CZR
features are the radios that count the times of the speech
wave crossing the zero point, which can capture the
temporal characteristics in the prosody.
B. Mathematic Transform on Basic Acoustic Features
• Discrete Fourier Transform (DFT)
Sometimes it is hard to identify the frequency compo-
nents by only considering the original signals; the signals
in time domain are normally converted to the frequency
domain by taking the Fast Fourier Transform (FFT).
The Discrete Fourier Transform function implements the





where ωN = e(−2pii)/N is an Nth root of unity. After
applying DFT on the speech signals, the feature vector
is enlarged with another 56 features (8 pitch-related, 8
energy-related, 8 powerDb-related, 8 zcr-related, phase-
related, powerDb-related.The DFT processed Phase and
PowerDb features were obtained to cover all acoustic
features obtained, but the pure phase-related features
and powerDb-related features were discarded for showing
scarcely any effects.
• Mel-scale Frequency Cepstral Coefficients (MFCC)
This is another popular signal transform method that was
used for feature extraction in speech recognition work in




cos[m× (k − 0.5)× pi/N ],m = 1, 2, . . . , 12
MFCC generated 12 new features based on pitch, phase
and powerDb features.
There are 32 basic acoustic features plus the transformed 52
features, therefore, the total number of the candidate acoustic
features for further selection is 84.
V. ENSEMBLE-LEARNING BASED FEATURE SELECTION
METHOD
A. The Algorithm
In this study, we proposed a new method that combined
the random forest ensemble and simple decision tree together.
Decision tree is a well-known data mining and machine learn-
ing algorithm adapted in 1986 (ID3 algorithm by Quinlan),
while the random forest ensemble was developed by Zhou et
al. in [25].
As a traditional classification algorithm that is easy to
understand and is used widely in data mining and machine
learning studies and other applications as well, we do not
repeat the algorithm of decision tree in this paper. Our focus
is centralized on the random forest ensemble learning as
described in RF2TREE method.
6th IEEE/ACIS International Conference on Computer and Information Science (ICIS 2007)
0-7695-2841-4/07 $25.00  © 2007
Authorized licensed use limited to: DEAKIN UNIVERSITY LIBRARY. Downloaded on May 11, 2009 at 22:54 from IEEE Xplore.  Restrictions apply.
We use the random forest ensemble learning method used
in RF2TREE to train our datasets in the experiment to take
advantage of its good performance to work with small data
sets. The data sets we had contained 615 examples but the
number of candidate features was 84. Because of the complex
representation of the speech waves, it is impossible to collect
a huge number of speech examples that might cover all
situations in daily life. Therefore, RF2TREE can save much
work time and human resources.
Algorithm 1
Require: training set S, decision tree algorithm L
Ensure: F = Random Forest, DT = Decision Tree
F = RandomForests(S,L), {train a random forest F
from S via RandomForests}
DT = L(S), {train a decision tree DT from S}
S′ = GenV irExp(F ), {use the random forest to enlarge
the training data set by generating the virtual examples as
more as possible}
DT ′ = L(S ∪S′), {grow a decision tree from the enlarged
training data set}
FS = DT ∪ DT ′, {generate the selected feature set by
combine the outputs of two decision trees}
The generated random forest consists many decision trees,
and each tree is grown in the same way: suppose the number
of training examples is n, each example has m variables; and
then randomly sample n examples with replacement from the
original training dataset; specify a number l % m so that at
each tree node, l variables are randomly selected out of the
m variables and the best one on these l variables is used to
split the node; therefore, each tree is grown to the largest
extent possible, and the new instances are generated in a style
that all the possible values of different variables that have not
appeared in the original training data set are tried.
Then, each of the selected candidate feature variables was
ranked by a voting system, in which the selected features from
decision tree and random forest ensemble were sorted on the
weights they gained. The bigger the weight value the feature
variable has, the higher possibility it will be chosen.
The output of the described algorithm is a set of selected
variables, which are considered as the most efficient features
for emotion recognition in our study.
B. Justification
Suppose we denote X as the input space and the set of the
class labels is Y , then our target is to work out a function:
F : X → Y . Let FT denote the function implemented by
a decision tree trained on a given training data set, and its
probability to approach F can be expressed as:
PFT = PF=FT = 1− PF #=FT = 1− errT (1)
where errT denotes the error rate of the decision tree. In the
same way described in [25] errT can be broken into three
parts: errcT , errnT and errsT .





errcT is an error term caused by the limited learning ability
of the decision tree; errnT is the an error term caused by the
noise contained in the training data set; while errsT is an error
term caused by the limitation of the finite samples.
Since errcT can be extremely small, and the noise can
be removed by data pre-processing, it is obvious that the
performance of a decision tree is usually restricted by the
training data set that may not contain a sufficient amount of
the data samples to capture the target distribution. That is,
errT can be dominated by errsT principally.
On the other hand, we can also obtain the probability to
approach the function FE implemented by a random forest
ensemble trained on the same training data set as following
equations:
PFE = PF=FE = 1− PF #=FE = 1− errE (3)





Unlike the simple decision tree, the error term caused by
limitation of the finite samples, errsE is much smaller than
errsT . Due to the fact that the original training data set is
enlarged by using a random forest ensemble, errsE is decreased
at any rate. However, the error rate caused by the limited
learning ability may be enhanced in the generated training
data set, which does not contain all possible feature vectors.
That is, assuming the noise error rate can be ignored, errE is
not only dominated by errsE , but also by errcE .
If we use FTE as the function implemented by the com-
bined model for both RF2TREE and decision tree, then the
probability to approach FTE can be expressed as:







According to the above justification, PFTE can be greater









Therefore, it shows that the performance can be improved
if we combine a decision tree with the random forest en-
semble method used in RF2TREE together. The experiments
described in the rest of the paper also verified this fact.
VI. EXPERIMENTS
A. Feature Selection Process
In the experiment, we extracted 84 features for each instance
to develop the training data set. The total number of instances
in the data set was 615. To have equal prior probability, the
instances in the data set were selected 10 times in a random
manner to avoid an imbalance selection situation.
After the data pre-processing, each speech sample in the
database was converted into a piece of data record with a
high dimension of 84 variables. Then we applied a classi-
fier described in the previous section to the data sets using
CrossValidate-10 which set up the training data set (about
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TABLE V
RECOGNITION ACCURACY RESULTS
Classifier Overall database Acted database Natural database
84-feature 29-feature 84-feature 29-feature 84-feature 29-feature
C4.5 74.90 76.51 88.82 88.81 39.60 46.20
Random Forest 78.86 80.58 91.42 92.96 47.71 51.08
RF2Tree 73.17 78.05 85.56 88.67 43.60 46.51
90%) and the testing data set (about 10%). As the output
of the classifier, the 29-feature data set (see Table VIII) was
generated.
To test the performance of this specifying set of 29 features,
a simple C4.5 classifier and a pure RandomForest classifier
were also applied on the generated 29-feature data sets and
the original 84-feature data sets. All the classification results
listed here were the average values implemented for 100 runs.
Additionally, we specially developed a test data set that
only consisted 172 segments taken from the existing movie
products, which has a similar dialog environment that is very
close to what we had in our daily life. The tested result of this
data set shows the performance of the final selected feature to
be applied in the practical cases.
B. Results
Table V shows the results classified by 3 algorithms related
to our experiment, C4.5, Random Forest and RF2TREE. Each
algorithm was applied to both 84-feature data sets, and the
selected 29-feature data sets. Learning from the figures in the
table, we can find that it is possible to use less well-selected
features to achieve the same and even better performance for
emotional speech recognition.
Furthermore, the ability to detect an individual emotional
state is improved by using the set of the selected 29 features
rather than all possible feature vectors. The confusion ma-
trices of the natural speech corpus are shown in Table VI
and Table VII, respectively. The recognition rates for both
negative emotion and neutral emotion are increased (55.1%→
57.3%, 41.9%→ 45.9% in average). In contrast, the classifica-
tion rate of positive emotion performs worse for the 29-feature
set due to the higher misclassification of negative and positive
(negative → positive: 45.9%→ 47.2%).
By the comparison of the selected 29-feature set, shown
in Table VIII with the original 84-feature set, there are some
emotion categories we can follow:
• Although it seems that we can obtain a lot of information
from the speech signals, a majority (55 out of 84) are
actually irrelevant and can be ignored in practice.
• Pitch-related, Energy-related features and PowerDb-
related features are the most important among all the
features, which is the same conclusion as mentioned
in psychology studies. Nearly two-parts of the selected
features are from these three groups.
• Phase-related features have poor performance, which has
shown the least effect on.
• the basic acoustic features still work well together with
TABLE VI
CONFUSION MATRIX FOR 84-FEATURE TESTING DATA SET
Negative Positive Neutral
Negative 55.1 23.6 21.3
Positive 45.9 28.9 25.2
Neutral 34.5 23.6 41.9
TABLE VII
CONFUSION MATRIX FOR 29-FEATURE TESTING DATA SET
Negative Positive Neutral
Negative 57.3 20.8 21.9
Positive 47.2 27.3 25.5
Neutral 34.5 19.6 45.9
the processed ones. More than half of the selected fea-
tures are the basic acoustic ones.
According to the above analysis of the experiment results,
it can be summarized that a set of specifying acoustic features
performs well, since it carries most of the useful information
we need for emotion recognition.
VII. CONCLUSION
Emotional expression is a normal instinct for human beings,
but from the previous work on emotional speech recognition,
we can find that it is really difficult for machines to acquire
due to the difficulties of patterning vocal cues.
However, according to a century of study in behavioral
biology, psychology, the speech and communication sciences,
and the data mining and machine learning methods that can
be used for emotional speech recognition, we believe that we
can find a satisfactory solution to the above problems.
In the study for this paper, we started our work by extracting
the basic acoustic features on the two speech corpus we
collected, such as pitch-related, intensity-related, and duration-
related features. We extracted 32 basic features and processed
TABLE VIII
THE SET OF THE SELECTED SPECIFYING ACOUSTIC FEATURES
pitch pitch max pitch mean pitch min
pitch median pitch range pitch std
fft pitch changerate pitch changerate
intensity energy max energy min energy median
fft energy changerate powerDb max powerDb mean
powerDb min powerDb range fft powerDb max
fft powerDb mean fft powerDb std
duration zcr min zcr median zcr std
fft zcr mean fft zcr min fft zcr median
phase fft phase min
MFCC mfcc2 mfcc3 mfcc4
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DFT and MFCC transforms on them to get the candidate set
of 84 features.
Then we designed and developed a classification method,
by which we could combine the advantages from a simple
decision tree and a random forest ensemble learning. It is
justified that the developed method can reduce the error rates
caused by both the limitation of the finite data samples of the
decision tree method and the restricted learning ability of the
random forest ensemble learning. That is, the training data set
can be enlarged by generating new virtual data samples while
the most important information in the acoustic features needed
for classification is also kept after the process.
Unlike the traditional feature selection methods, such as
PFS, FS and PCA, our method can be applied on a small
database that may contain the finite data samples but with
high-dimensional feature vectors. Another advantage of our
method is that it can be applied on the data set in which the
variables are largely independent of one another.
The experiment results indicate that it is still possible to
improve the performance of the emotional speech recognizor.
Future work could be done in the following aspects:
• a human listening test may be taken into future experi-
ments to strengthen the reliability of our results.
• explore more emotion states to be recognized, such as
including four or six emotional classes.
• continue the work to the next classification stage, test the
performance of the specifying feature vectors with the
other recognition methods, such as Fuzzy model, Neural
Network, or HMM.
• finally, the accuracy results of the acted speech corpus and
the natural speech corpus have a big difference, which
may be caused by some non-technique problems, such
as the limited amount of the speech corpus collected
in the experiment. One solution to this problem is to
collect more data samples or even to build a public
emotional speech database in uniform formats. To achieve
this target, we need the cooperation of the other research
groups and to share the resources.
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