Materials with nanometer size heterogeneities are commonplace in the physical and biological sciences and often exhibit complex morphologies. Although this morphology has a dramatic effect on the materials' properties (e.g., transport and reaction processes), it is often difficult to accurately characterize. We describe a method, using a novel analysis of small angle x-ray scattering data, of generating representative three-dimensional morphologies of isotropic twophase materials (one class of heterogeneous materials) where the morphology is disordered. This is applied to thin films containing nanometer sized pores with a range of porosities (4-44%).
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For heterogeneous materials, a model of the real-space morphology or microstructure is highly desirable, since this allows a better understanding and prediction of the materials properties [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] . Two-phase materials with heterogeneities in the nm size scale are often characterized with small angle X-ray and neutron scattering (SAXS and SANS, respectively) [7] [8] [9] [10] [11] [12] . These methods provide valuable information, but are not often analyzed to obtain a real space model of the morphology, since this is difficult and may not yield unique results.
While some progress has been made in producing real-space morphology or microstructure from SAXS or SANS data on two-phase systems, these analyses are complicated [13, 14] , involving Monte Carlo methods, or are limited to the isometric case (equal phase volume fractions) [6] [7] [8] [9] . Electron microscopies can also be useful for directly determining the morphology of nanoscale heterogeneous materials, but the interpretation of microscopy images is often difficult [15] (due, for example, to limitations in resolution or artifacts created in sample preparation). Here we describe a method for constructing representative real-space morphologies from SAXS [16] data from isotropic two-phase systems with arbitrary phase volume fractions but where the phase morphology is random. This method is applied to nanoporous thin films.
Thin films containing nanometer sized pores are a class of two-phase materials and have potential applications as optical elements [17] , low-dielectric-constant interlayer materials for interconnects in semiconductors [15, 18] , and nanoscopic chemical reactors for catalysis [19] and biotechnology [20] . The pore morphology (i.e., pore size, shape, size distribution, interconnectivity) has a dramatic effect on the nanoporous film properties [21] , and hence, is important to understand. These nanoporous films are often formed from two-phase systems that undergo a kinetically arrested phase separation where one component cross links into a Page 3 of 18 rigid network effectively limiting domain growth and coarsening. Subsequently, the other component (an organic, sacrificial porogen) is expelled from the film through thermolysis at elevated temperatures. Due to the nature of the phase separation mechanism, the isotropic porous microstructures that form have a significantly random component, since there is (random) aggregation of the sacrificial porogen. Thus, the analysis methodology described below is a good approximation. This is certainly the case for films with high porosities where the porous network is formed by a process similar to spinodal decomposition. Our initial work [15] on these films found a broad distribution of pore sizes, which is a manifestation of the random formation process.
The major assumption of our analysis approach is that the three-dimensional, two-phase morphology is sufficiently disordered. Specifically, the morphology can be described by a sum of sinusoidal waves with random orientation and phase, but whose amplitude comes from the SAXS data. While this assumption is not valid for all two-phase systems (e.g., ordered systems), it will likely hold for two-phase materials where the formation process is quasi-random, including early-stage spinodal decomposition [6] , sandstones [5] , polymer blends and microemulsions [8] [9] [10] and other materials with a disordered morphology. Indeed, this assumption is a general strategy for generating two-phase morphologies [1] . As explained above, this assumption is valid for the nanoporous films that we consider. The analysis model uses the SAXS data to generate a function [Ψ(r)], which is then clipped to produce the three-dimensional two-phase morphology. Clipping is a process where all points r with Ψ(r) larger than the clipping parameter α are assigned to one phase, and all other points are considered the other phase. The generated morphology is not a reconstruction of the pore morphology of the material, but is representative of that morphology; it yields X-ray scattering consistent with the experimental SAXS data and hence the lengths between the Page 4 of 18 morphological features are correctly reproduced. The assumption of randomness is manifest in the generation of Ψ(r) from the empirical data, since this function is the sum of sinusoidal waves with random orientation and phase. To date, this modeling approach has been used to analyze SAXS data [9, 10, 22] for isometric cases only (both phases have equal volume fractions). We have extended this to non-isometric conditions. This is a significant advance as it allows the comparison of two-phase morphologies under different phase concentrations.
More details of the model are given in the methods section.
We have used this new method of analysis on a series of nanoporous thin films that were generated with porogen loadings from 5% to 50% (weight percent porogen). The porosity of the films was determined by X-ray reflectivity [23, 24] and range from 4% to 44% (5 and 50% loading, respectively). The porosity determines the clipping parameter. The pore morphologies were generated in cubic volumes with side lengths of 50 nm -600 nm. Figure   1 shows representative morphologies as a function of porogen loading for a 200 nm cube.
Yellow corresponds to the methyl silsesquioxane (MSSQ) matrix and the red depicts the pore interior as seen through the cube side. These visualizations provide a better understanding of the pore network and allow a more detailed characterization of the morphology. First, Fig. 1 shows that as the loading increases, the average pore size increases. This is consistent with the previous analysis [15] , which modeled the SAXS data as hollow, non-overlapping spheres with a distribution of diameters. Indeed, quantitative comparison of pore sizes deduced from Fig. 1 agrees well with the sphere model for the 5 -15% loadings. Specifically, the average pore radii extracted from the data in figure 2 are 2.0, 2.1 and 2.4 nm for the 5%, 10% and 15% loadings respectively. This compares well with 1.5, 1.7, and 2.2 nm as determined with the previous analysis [15] . Above 15%, the morphology becomes bicontinuous [25 ] (vide infra) and one cannot easily define an average pore size. Indeed, also evident in Fig. 1 is that Page 5 of 18 at about 15% loading, the pores have become significantly interconnected (although it is not clear from this figure if the morphology is bicontinuous).
It is important to determine the porogen loading where the pore morphology becomes bicontinuous, since in this case, the films may not be impervious to ingress of processing liquids, lining barrier materials, and plated metals. The determination of the transition to a bicontinuous morphology is of generic interest in two-phase materials, since this transition has a large impact on the transport and reaction properties in these materials. In analyzing these morphologies, several methods have been applied to determine the transition to a bicontinuous morphology. Inspection of Fig. 1 suggests that this occurs near 30% loading, but this is not accurate as this visualization predominantly shows the cube surface and not the interior. Figure 2 uses a better procedure for visualizing and identifying this transition. Here, the MSSQ matrix is transparent and the pores are shown as seen from outside the cube. The largest pore is colored red (left side) and this pore is removed on the right side of the figure.
In systems with higher porogen loadings, the elimination of the largest pore results in the removal of most of the pore volume. Thus, it is evident from Fig. 2 that the 25 and 40% loadings are bicontinuous, while the 15% appears to be just highly interconnected (not quite bicontinuous). Figure 3 shows a more quantitative method of determining the transition to a bicontinuous structure. This plots the number of pores contained in the cube as a function of the cube side.
For completely isolated pores, the number of pores should scale with the cube volume (solid lines). For a bicontinuous structure, ideally there is only one large pore; however, portions of this pore located at the cell boundary may be perceived as isolated pores, since the pore region connected these to the bicontinuous porous structure may lie outside the viewed Page 6 of 18 region. Consequently, the number of pores for a bicontinuous structure will approximately scale with the surface area (dashed lines). Figure 3 shows that the transition to a bicontinuous morphology occurs between 15 and 25% loadings. This is in good agreement with data obtained by positron annihilation spectroscopy [26=apl2002,27] for similar systems. The determination of this transition to a bicontinuous microstructure is only possible since we can model non-isometric compositions and is an important result of this work.
We have further tested the validity of this modeling approach. First, we have calculated the surface-to-volume (S/V) ratio from the raw SAXS data [11, 28] and from the modeldependent spectral function [29] and have compared these to typical morphologies obtained from the modeling. For all porogen loadings, we have found excellent quantitative agreement for S/V for all three methods. Second, we have applied this analysis to another system [29.5] and find that the pore morphology is significantly different from that shown in Fig. 1 and that the transition to a bicontinuous morphology occurs at a different porogen loading. These tests provide support for the applicability of this analysis methodology. The methodology we have described will be valuable for characterizing a wide variety of two-phase systems that are formed by a random process. This will include polymer blends [9] , microemulsions [10] , porous geological materials [30] , bones [31] , cements [12] and ceramics [32] . Since the method is applicable for a range of phase volume fractions, it will be possible to determine the transitions between different types of morphologies (e.g., closedcell to bicontinuous), which will permit better understanding of properties such as transport in two-phase materials. While the approach we have described has been limited to two-phase systems, the morphologies of more complicated heterogeneous materials (e.g., three-phase systems) can be determined using a similar approach. This will, however, require several Page 7 of 18 small-angle scattering data sets that isolate the scattering from each two of the three phases [33] .
Methods

Sample Preparation
To produce these nanoporous films, methyl silsesquioxane (MSSQ) (M w =15k, Dow Corning) and the sacrificial organic porogen are dissolved in a mutual solvent (e.g., propylene glycol methyl ether), spin coated onto Si substrates, and annealed under a N 2 atmosphere at 450 °C for one hour after an initial ramp rate of 5 °C/min [15, 23, 34] . The porogen is a copolymer poly(methyl methacrylate-co-dimethylaminoethyl methacrylate), or P(MMA-co-DMAEMA), which was synthesized by atom transfer radical polymerization [M w =12k, PDI=1.1]. Typical film thicknesses were about 1 µm.
The SAXS experiments were performed at the IMM-CAT at the Advanced Photon Source at Argonne National Laboratory. The incident X-rays from an undulator were monochromatized with a Ge (111) crystal to an energy of 7.66 keV. Slits confined the incidence beam size to either 100 x 100 µm (high resolution) or 200 x 200 µm (low resolution). An area detector was used with a sample-to-detector distance of either 2750 mm (high resolution) or 235 mm (low resolution). The high and low resolution data sets were merged and the SAXS from the MSSQ was subtracted from the merged data to give the SAXS from the pores.
Analysis Methodology
The method we describe builds on work by Cahn [6] aimed at producing three-dimensional structures formed by spinodal decomposition and extended by Berk [7,7.5 ] to analyze scattering data from bicontinuous structures. Here a Gaussian random function [Ψ(r)] is generated by the superposition of many sinusoidal waves with random directions and phases.
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This function is then clipped to produce a representative three-dimensional morphology: all points r with Ψ(r) > α are assigned to one phase, and all other points are in the other phase.
The clipping parameter α is determined by the porosity. The wavevectors for the sinusoidal waves are obtained from a spectra function [f(k)], which gives the characteristic wavelengths of the physical morphology and thus describes the essential morphological features. Often [6] [7] [8] there is an assumed form for the spectral function. Rather than using this assumed form (which failed to describe our data), we have directly obtained the spectral function from the scattering data using the method from Ref. [9] . This insures that the generated morphology yields X-ray scattering consistent with the experimental data and that the length scales of the morphological features ion the two-phase material are faithfully reproduced. One significant limitation to the methods of Refs. [6, 8, 9] is that they are limited to isometric cases (both phases have equal volume fractions). Since the random function Ψ(r) is defined to have a mean value of 0, the isometric clipping parameter is α=0, which insures equal volume fractions. We have extended this approach to non-isometric volume fractions using results from Ref. [29] . The clipping parameter, α, can be non-zero with a resulting unequal volume fraction. This is a significant advance as it allows the comparison two-phase morphologies for varying phase-volume fractions.
The analysis procedure is illustrated in Fig. 4 . First, the SAXS data I(q) are Fourier transformed to produce the Debye correlation function Γ α (r),
Here q=(4π/λ)sin(θ/2), where λ and θ are the X-ray wavelength and the scattering angle, respectively. This is normalized such that Γ α (∞)=(Γ α (0)) 2 and is related to the correlation function, g(r), of Ψ(r) by [29] 
where Γ α (0) is the volume fraction of one of the phases (e.g., porosity) and is related to the clipping parameter α by
The spectral function of the Gaussian random function Ψ(r) is then obtained by the inverse
The function Ψ(r) is generated by summing many (N=10000) sinusoidal waves ), cos( 2 ) ( 
