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Abstract
In this paper we consider a repair shop location problem with uncertainties in
demand. New local repair shops have to be opened at a number of locations. At these
local repair shops, customers arrive with broken, but repairable, items. Customers
go to the nearest open repair shop. Since they want to leave as soon as possible, a
(small) inventory of working items is kept at the repair shops. A customer immediately
receives a working item from stock, provided that the stock is not empty. If a stockout
occurs, the customer has to wait for a working item. The broken items are repaired in
the shop and then put in stock. Sometimes, however, a broken item cannot be fixed
at the local repair shop, and it has to be sent to a central repair shop. At the central
repair shop the same policy with inventory and repair is used.
The problem that we focus on, is not only finding locations for the local repair
shops, but also minimizing the stock levels at the shops, such that the fraction of
customers that can leave the local shops without waiting (the so called fill rate), is
above a prespecified level. We assume that the central repair shop is already opened,
but that the repair capacity still has to be set. The local repair shops can be opened
at a number of locations, which may have different repair capacities.
The goal is to minimize the total cost, that is the total cost for keeping the local
shops operational, for the transport of items and for the inventory. For this minimizing
problem, a local search heuristic with respect to the open locations, repair capacities
and inventory levels is presented.
Keywords stochastic facility location, repairable items
AMS classification 90B06, 60K30
1 Introduction
In this paper we investigate the following problem in spare part management. In order to
improve its service to the customers, a company decides to open some local repairshops
close to them. There are several locations where the local repairshops can be placed. At
a repairshop several servers can be installed and spare parts can be kept in inventory in
order to insure a high service level. A repairshop can either repair a broken item and
add it to the existing inventory or can send it for repair to a central repair facility. The
position of the central repairshop is known in advance, but the number of servers that
will be installed there it is not. When deciding if at a certain location a repairshop will
be opened, the company looks at the following costs: the cost of opening the facility, the
cost of installing the necessary number of servers at that facility, the distance from the
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customers (each customer should be assigned to the closest open facility), the cost of the
necessary inventory and the transportation cost to the central repair facility. The com-
pany prefers a solution that insures, at a minimal cost, a high quality of service, given by
a small probability that a customer has to wait.
The model presented in this paper is related to the area of facility location and the
area of inventory control in multi-echelon models for repairable systems. Although both
problems have received much attention separately, not much has been done on adressing
them together.
In a facility location problem, having some information on the demand and on the
possible location of facilities, one has to decide where to open facilities such that certain
objectives are realized (e.g., minimization of costs, maximization of the population cov-
ered, minimization of response time). The literature on facility location problems is very
vast. For a survey on models and methods see the books edited by Drezner [14], Mirchan-
dani and Francis [20] and the review done by Hesse Owen and Daskin [15].
In the recent years, the issue of uncertainty of demand and transportation was ad-
dressed in several papers. Many of them concern models for emergency systems, in which
a server travels to the site of the emergency, as opposed to systems in which servers are
fixed at certain locations ([5, 6, 8, 17]). In the case of more mobile servers, the algorithms
developed generally use as a sub-algorithm the single-server model ([9, 10]). In [18], Mari-
anov and Serra analyse the issue of locating servers at fixed locations when the number of
requests for service follow some probabilistic distribution. Their goal was to maximize the
population covered under the constraint that the probability of a long response time or the
probability of long queues are small. In [19] they extend their analysis to the situation in
which the number of facilities and servers needed to cover all the population is minimized.
In [26], Wang, Batta and Rump propose a heuristic for finding the optimal location of
facilities in order to optimise the traveling cost of the customers and their waiting costs.
In their model there is an upperbound on the number of facilities allowed to be opened
and on the allowable expected waiting time at a facility.
For literature on spare parts managenent, we refer to Sherbrooke [24], Muckstadt [21],
Avsar and Zijm [3] and Sleptchenko [25]. In these papers the focus is on multi-echelon
inventory systems, (in a multi-echelon system, inventory is stored at different locations).
The papers by Sherbrooke and by Muckstadt, assume that the repair capacity is infinite,
so that all items are repaired simultaneously. They present algorithms for optimizing
inventory levels at the different locations, the so called (MOD)METRIC models. In the
papers by Avsar and Zijm and by Sleptchenko, the repair capacity is finite, so sometimes
items have to wait for repair. By assuming that the repair times are exponentially dis-
tributed, Avsar and Zijm can model the system as a product form network. Sleptchenko
uses an approximation based on the first two moments of the repair times. They analyse
the behaviour of these systems, given a certain maximal inventory level, and use these
analytic results to find the optimal inventory levels.
The paper is structured as follows. In Section 2 we describe the problem in more
detail and propose a stochastic model for it. We model the repairshops as M/M/k queues
and consider the transportation times deterministic. The quality of service will be given
by imposing a small probability that a customer has to wait for service. Since it is very
difficult to find this probability analytically, we will approximate it by using the method
described by Avzar and Zijm in [3]. In Section 3 we propose a local search heuristic for
finding a solution. In Section 4 we present some computational results illustrating the
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behaviour of the proposed procedure. We present our conclusions in Section 5.
2 The model
Next we will describe the problem of locating repairshops in a stochastic environment
in more detail. There are a set of customers that require service (repair of a broken
item), a set of location where local repairshops may be opened and an already opened
central repairshop. We assume that the customers are grouped in clusters, depending on
their geographical location and that the moments at which clusters request service form a
Poisson process. Each cluster is assigned for service to the nearest open local repairshop.
At each local repairshop a stock of items is kept in order to replace the broken items
brought by customers. The broken items that can be repaired locally are put back in stock
and are ready to use, while the others are sent for reparation to the central repair shop.
Here the same policy is used as in the local repair shops. At the moment a broken item
arrives at the central facility, an item from the central stock is sent to the stock at the
local repair shop. The broken item is repaired and put in the central stock. We assume
that items do not have to wait for transportation to and from the central repairshop. At
all repair shops, both local and central, several servers can be installed. Arriving requests
which cannot be served immmediately, are put in a queue (backordered). At the local
repair shops, these so called backorders, are of course unwanted. The probability that a
customer does not have to wait for service is called the fill rate.
A scheme of a repairshop is displayed in Figure 1. The arrows on the left and right
originate from, respectively point to clusters of customers. There are a number of expo-
nential servers and three buffers. The buffers connected to the servers, contain items and
the other buffer represents the waiting line of customers.
A similar scheme for the central repairshop is presented in Figure 2. The left and the
right arrows originate from, respectively point to transportation nodes.
backorders
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Figure 1: Local repairshop
One has to decide which facilities to open, how many repair servers to install and what
the base stock levels should be, in order to insure a prespecified fill rate at the lowest
expected cost. The costs that we consider are related to the stock levels, the opening of
local facilities, the installation of repair servers, transportation from customers to local
repair shops, transportation from the local repair shops to the central facility and vice
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Figure 2: Central repairshop
versa. All the transportation costs are considered proportional to the distances.
To model this situation, we denote by :
• D = {1, ..., N}: set of clusters of customers (demand points);
• F = {1, ...,M}: set of locations where local repair shops can be opened;
• dij : distance between the cluster i of customers and location j;
• dLj : distance from location j to the central repair shop;
• fj : cost of opening a repairshop at location j;
• Sj : cost of a stock unit at location j;
• SC : cost of stock unit at the central location;
• sC : cost of installing a server at the central facility;
• sj : cost of installing a server at location j;
• wL : the unit cost for the internal transportation from the local repair shops to the
central repair shop;
• wC : the external transportation cost of customers;
• λi : the rate at which requests for repair are generated at cluster i;
• λC : the overall arrival rate, i.e., λC =
∑
i∈D
λi;
• µj : service rate at local repairshop j.
• µC : service rate at the central repairshop.
• α : the prescribed minimal value of the fill rate;
• χ : the probability that a broken item cannot be repaired to a local repair shop and
is sent for repair to the central one.
For simplicity of the presentation, assume that dij = dik for j = k, j, k ∈ F and i ∈ D.
Let yj (j ∈ F ) be variables indicating whether a repairshop at location j is open and
xij (i ∈ D, j ∈ F ) variables indicating whether cluster i is assigned for service to facility
j. Let Vj be the base stock level at a local repairshop j, j ∈ F and let VC be the stock
level at the central repairshop. The number of servers installed at a location j ∈ F will
be denoted by kj and the number of servers installed at the central repairshop by kC .
Clearly, the value of the vector x is completely determined by the vector y, namely
xij =
{
1, if yj = 1 and dij ≤ dik for all k such that yk = 1,
0, otherwise.
(1)
Condition (1) can be rewritten as∑
k∈F
dikxik ≤ (dij −∆)yj +∆,
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where ∆ is a large number, i.e., ∆ = max {dij : i ∈ D, j ∈ F} .
We will model an open repairshop at location j as a queue with kj exponential
servers. At every repairshop, the arriving requests form a Poisson process with arrival
rate
∑
i∈D
λixij . Both the input to the servers and the items sent from location j to the
central location are filtered Poisson processes with rate (1 − χ) ∑
i∈D
λixij and χ
∑
i∈D
λixij,
respectively. In order to satisfy the stability requirements, we impose that at every open
repairshop the arrival rate should be less than the service rate. In other words, for each
j ∈ F ,
(1− χ) ∑
i∈D
λixij ≤ µjkjyj.
The total arrival rate at the central repairshop is χ
∑
i∈D
λi = λC , which we impose to be
smaller then kCµC .
The total expected cost ( the cost of opening facilities, the inventory cost and the expected
transportation costs) can be then calculated by∑
j∈F
(fj + kjsj)yj + SCVC + sCkC +
∑
j∈F
SjVjyj + 2
∑
j∈F
∑
i∈D
(wCdij + wLdLj χ)λixij.
We arrive at the following mathematical programming formulation:
min
∑
j∈F
(fj + sjkj)yj + SCVC + sCkC +
∑
j∈F
SjVjyj
+ 2
∑
j∈F
∑
i∈D
(wCdij + wLdLj χ)λixij
s.t.
∑
j∈F
xij = 1, for each i ∈ D (2)
xij ≤ yj, for each i ∈ Dand j ∈ D (3)∑
k∈F
dikxik ≤ (dij −∆)yj +∆, for each i ∈ D, j ∈ F (4)
∑
i∈D
λixij ≤ µkjyj, for each j ∈ F
λC ≤ kCµC
Fillrate(Vj , kj ,
∑
i∈D
λixij , VC , kC) ≥ αyj, for each j ∈ F (5)
yj ∈ {0, 1} , for each j ∈ F
kj , kC , Vj , V ∈ Z, for each j ∈ F
Constraints (2) and (3) insure that each cluster of customers is assigned to an open
local repairshop, constraint (4) insures that each cluster of customers is assigned to the
closest open repairshop and constraint (5) insures the required quality of service at an
open repair shop.
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2.1 An approximation of the fillrate
In this subsection we derive an approximation to the fillrate, that can be easily described
analytically. All the stochastic variables we introduce are actually time dependent, but,
since we are interested in the steady state behaviour of the system, we will omit this
dependence. We introduce the following notations.
• NC : number of items that are either being processed or waiting to be processed at
the central location;
• Nj : the number of broken items that are either waiting to be processed or being
processed at location j ∈ F ;
• Tj : total number of items that is on transport from repairshop j ∈ F to the central
repairshop and vice versa;
• BC : number of backorders at the central repairshop.
• BCj : number of backorders at the central repairshop originating at location j ∈ F .
Note that BC =
∑
j∈F
BCj .
The fillrate at location j, i.e., the probability that a customer does not have to wait
for service at a location j is given by
Fillrate(Vj , kj ,
∑
i∈D λixij, VC , kC) = Pr(Nj + Tj + BCj < Vj).
If we knew the distribution of ((Nj , Tj , BCj), j = 1, ..., N), we could easily calculate the
fillrate. However, finding this distribution turns out to be a difficult task, since, due to
the deterministic transportation times, the vector process is not even Markovian. If the
transportation times were exponentially distributed, the process would indeed be a Markov
process, but would still be intractable due to the large state space. As an alternative, we
find a product form approximation for the distribution and analyse the random variables
individually.
The simplification we apply, is described in Avsar and Zijm [3]. They replace the
central facility, with its base stock policy, by a special state dependent server, which
works with speed min{VC + n, kC}µC , whenever there are n > 0 items at the central
facility. If an arriving item finds the server free, the item is served at infinite speed with
probability q = P(NC<VC)P(NC≤VC) and therefore leaves the system immediately, otherwise it enters
the system. In this modified model, the steady state distribution has a product form. The
probability q is actually the probability that an item arriving to the central repairshop
finds no other items waiting to be fullfiled while nevertheless the central stock is depleted.
In the following, suppose that the central facility is replaced by the special server as
proposed in Avsar and Zijm [3]. For the new system, the fillrates can be calculated as
follows.
Let j be a location where a local repairshop was opened. Using the product form of
the solution, the fillrate at location j is
P(Nj + Tj + BCj < Vj) =
Vj−1∑
r=0
r∑
s=0
r−s∑
q=0
P(Nj = s)P(Tj = q)P(BCj = r − s− q).
The random variable Nj is just the number of customers at an M/M/kj queue with
arrival rate λj and mean service time 1µ .
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Due to the product form approximation, we can assume that at the transportation
nodes, items arrive according to a Poisson proces with rate χλj . Since it is an ample
server node, the number of used devices is Poisson distributed with expectation χλjdLj .
Transportation being both to and from the central facility, the number of travelling items
is Poisson distributed with expectation τj = 2χλjdLj and therefore
P(Tj = k) =
τkj
k!
e−τj , k = 0, 1, ....
Note that we again have used the product form approximation to conclude that trans-
portation to and from the central facility location are independent processes. Finally,
the steady state distribution of BCj, the number of backorders at the central repairshop
originating at location j, can be calculated as follows:
Pr(BCj = i) =
∞∑
m=n
Pr(BCj = i|BC = n)Pr(BC = n).
From the viewpoint of j, two types of items arrive at the central server, one originating
at the local repairshop j and the another originating at the rest of the local repairshops.
Denote the probability that an arrival at the special server is an item from j by pj. Clearly,
pj = χλj/χλC = λj/λC .
Moreover, due to the independence of the Poisson arrivals from different local repairshops,
the probability that an item backordered at the central repairshop is coming from repair-
shop j is pj. Hence,
Pr(BCj = i|BC = n) =
(
n
i
)
pij(1− pj)n−i.
The steady state distribution of the number of backordered items at the central repairshop
is given by
Pr(BC = n) =
{
Pr(NC ≤ VC), n = 0
Pr(NC = n + VC), n > 0.
Since the arrival process at the central location does not depend on the way customers are
assigned to local repairshops, the number of items that have to be repaired at the central
location is just the number of customers at a simple M/M/kC system with arrival rate
λC and mean service time 1µC .
Note that this direct calculation of the fillrate, though straightforward, is not very
efficient for implementations, due to the large number of operations involved. A more
efficient implementation will be presented in Section 4.
Next we will present a heuristic for finding a solution to the mathematical program
presented, in which the fill rate is approximated as described in Section 2.1.
3 A local search heuristic
The model presented in the previous section is a variant of the capacitated facility location
problem with additional constraints regarding the fillrate and the stability conditions at
the central facility location. The capacitated facility location problem is considered very
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difficult (see ReVelle [23] for a discussion on the implication of the capacity constraints).
Many methods have been proposed for tackling this problem, such as Lagrangian relaxation
(e.g. [7, 11, 12]), polyhedral approach [1], branch and bound ([2, 13]), local search [16].
For deciding which facilities to open we will use a local search heuristic based on the
procedure developed by Kuehn and Hamburger in [16].
The local search procedure starts with all facilities closed. In every step the operation
with the largest cost improvement among the following three operations is performed:
opening a new facility, closing an already opened facility or swapping (opening a closed
facility and closing an opened one) facilities. The procedure stops when no improvement
is possible.
When calculating the cost associated with a set of open facilities Fo, we take into
account the following quantities: the costs of opening the facilities in Fo, the transportation
costs, the inventory and server costs at the facilities in Fo and at the central facility. The
necessary number of servers and the inventory (stock) at facilities in Fo and at the central
facility is decided as follows.
Let min cost be the minimum total cost associated with a set of open facilities that
was analysed so far. Denote by MC(Fo) the total cost associated with Fo when VC = ∞
and SC = 0. Clearly, MC(Fo) is a lowerbound of the real cost associated with Fo. If
min cost < MC(Fo), we stop analysing Fo, since it cannot have minimal total cost.
If min cost > MC(Fo), we can interpret the quantity min cost − MC(Fo) as being the
available budget for Fo. Clearly, the available budget for Fo gives us the maximum number
of servers , i.e., min cost−MC(Fo)sC  and the maximum stock at the central facility, i.e.,
min cost−MC(Fo)SC . The minimal number of servers at the central facility is given by
kC = λCµ 	 and the minimal stock is 0. For all the combinations of stock and servers
at the central facility we calculate at each facility in Fo the cheapest combination of stock
and servers for which the fillrate is above the prescribed value. If the total cost decreases
below min cost, we replace min cost by the total cost of Fo. Note that, as in the case
of the central facility, we can calculate an available budget for each facility in Fo. This
budget will give an indication on the maximum stock level and the maximal number of
servers that may be installed.
Next we will describe the algorithm in more detail, starting with the local search pro-
cedure and continuing with the procedures for calculating the costs related to the stock
level and number of servers at the central facility (Cost set facilities), respectively at an
open local facility (we will call it Cost local facility).
Local Search Procedure
Fo = ∅;
For each cluster of customers i ∈ D find the closest facility and add it to Fo;
Let min cost := ∞
Until no cost improvement is possible, do
Add a facility to Fo, Delete a facility from Fo,
or Switch a facility from Fo with a facility in F \ Fo such that
min cost := min
{j∈Fo,l∈F\Fo}
{Cost set facilities(Fo ∪ {j}),
Cost set facilities(Fo \ {l}), Cost set facilities((Fo ∪ {j}) \ {l}}
is attained
Return min cost and the solution that has the total cost equal to it.
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The following procedure optimizes the number of servers and the inventory level at the
central repair shop.
Cost set facilities(Fo)
For each i ∈ D assign i to the closest facility ji ∈ Fo (Set xiji = 1);
Let MC(Fo) =
∑
j∈Fo
(fj+Cost local facility(F0, Vj , kj ,∞, 0))+2
∑
i∈D
(wCdiji+wLd
L
ji
χ)λi;
If min cost−MC(Fo) > 0
Let new cost = min cost−MC(Fo)
For kC = λCµ 	 to min cost−MC(Fo)sC  do
For VC = min cost−MC(Fo)−kCsCSC  downto 0 do
new cost := min{new cost, ∑
j∈Fo
(Cost local facility(Fo, Vj , kj , VC , kC)+
SCVC + sCkC)}
Return
∑
j∈Fo
fj + new cost + 2
∑
i∈D
(wCdiji + wLd
L
ji
χ)λi
Next we present the optimization procedure of the stock and servers at a local facility
location.
Cost local facility(Fo, Vj , kj , VC , kC)
Let budget = min cost− ( ∑
j∈Fo
fj + SCVC + sCkC + 2
∑
i∈D
(wCdiji + wLd
L
ji
χ)λi)
Let min ser cost =  budget−
P
i∈D λixij
µ
sj
Sj
Sj +  budgetsj sj
For Vj = 0 to  budget−
P
i∈D λixij
µ
sj
Sj
 do
For kj = 
P
i∈D λixij
µ 	 to  budgetsj  do
If Fillrate(Vj , kj ,
∑
i∈D λixij , VC , kC) ≥ α
min ser cost := min{min ser cost, sjkj + SjVj}
Return min ser cost
4 Computational study
This section is organized as follows. After presenting an effcient way for calculating the
fillrate, we will describe how we constructed the test instances and we will conclude with
the results obtained by the algorithm we proposed.
4.1 Some implementation issues
We have seen in Section 2.1 that a straightforward calculation of the fillrate involves a
large number of operations, resulting in a very slow algorithm. The running time of the
algorithm decreases considerably if one makes use of recursive relations derived from the
expression of the fillrate.
The approximation we have made in Section 2.1 implies that for each facility j, the
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variables Nj , Tj and BCj are independent. Hence, the fillrate can be calculated by the
formula
P(Nj + Tj + BCj < Vj) =
kj∑
k=0
Vj−k∑
i=0
P(Nj = k)P(BCj = i)P (Tj < Vi − k) (6)
+ P(Nj > kj , Nj + Tj + BCj < Vj)
In this formula, several quantities can be calculated recursively as follows. First, based
on the known results about a M/M/kj , P (Nj = k), k = 0, ... satisfy:
P(Nj = k + 1) =
{
P(Nj = k)
λj
(k+1)µj
for k = 0, · · · , kj − 1
P(Nj = k)
λj
kjµj
for k = kj , kj + 1, · · · ,
where
P (Nj = 0) =

kj−1∑
i=0
(kjρj)i
i!
+
(kjρj)k
kj !
1
1− ρj


−1
.
Another recursion we use regards R(Vj , kj) = P(Nj > kj , Nj + Tj + BCj < Vj). These
quantities satisfy
R(Vj + 1, kj) =
Vj+1∑
k=kj+1
P(Nj = k)P(Tj + BCj < Vj + 1− k)
=
Vj+1∑
k=kj+1
λj
kjµj
P(Nj = k − 1)P(Tj + BCj < Vj − (k − 1))
=
λj
kjµj
(R(Vj , kj) + P(Nj = kj)P(Tj + BCj < Vj − kj))
The last recursion we use, concerns the distribution of BCj.
Let k+C = max(1, kC − VC) and ρCj = pjρC/(1−)1 − pj)ρC).
Lemma 1 The distribution of BCj is given for k = 0, · · · , k+C by
P(BCj = i) =
k+C−1∑
n=0
P(BC = n)
(
n
i
)
pij(1− pj)n−i
+P(BC ≥ k+C )
i∑
m=0
(
k+C
m
)
pmj (1− pj)k
+
C−m(1− ρCj)(ρCj)i−m,
and for i = k+C , k
+
C + 1, · · · by
P(BCj = i) = (ρCj)i−k
+
CP(BCj = k+C )
Proof. Before proving the lemma, note that the backlog at the modified central location
BC satisfies
P(BC = n) =


∑VC
m=0 P(NC = m) k = 0
P(NC = n + VC) n = 1, · · · , k+C
P(BC = k+C )ρ
k−k+C
C n = k
+
C , k
+
C + 1. · · ·
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The last relation follows from P(BC = n) = P(NC = n+VC) = ρ
n+VC−kC
C P(NC = kC) for
k = k+C , k
+
C + 1, · · · .
First consider the case i ≤ kC . Note that, in the modified system, at most k+C servers
can be busy at the central facility. The probability that exactly n servers are busy equals
P(BC = n) for n = 0, · · · , k+C − 1 and equals P(BC ≥ k+C ) for n = k+C . By conditioning on
the number of busy servers, we obtain that
Pr(BCj = i) =
k+C−1∑
n=0
P(BCj = i|BC = n)P(BC = n) + P(BCj = i|BC ≥ k+C )P(Bc ≥ k+C )
=
k+C−1∑
n=0
(
n
i
)
pij(1− pj)n−iP(BC = n) + P(BCj = i|BC ≥ k+C )P(Bc ≥ k+C ), (7)
where pj = λj/λC .
Denote by SCj the number of items coming from location j that are being served.
Then,
P(BCj = i|BC ≥ k+C ) =
i∑
m=0
P(BCj = i|SCj = m,BC ≥ k+C )P(SCj = m|BC ≥ k+C ). (8)
Clearly,
P(SCj = m|BC ≥ k+C ) =
(
k+C
m
)
pmj (1− pj)k
+
C−m. (9)
Note that BCj − SCj is the number of items coming from location j that are waiting
at the central facility. The probability that exactly  items coming from location j are
waiting, given that all servers are busy, can be found by conditioning on the total number
of waiting items, as follows:
P(BCj − SCj = l|BC ≥ k+C ) =
∞∑
n=
P(BC = k+C + n|BC ≥ k+C )
(
n

)
pj(1− pj)n−
=
∞∑
n=
ρnC(1− ρC)
(
n

)
pj(1− pj)n− =
(pjρC)(1− ρC)
1− ρC(1− pj)
= (ρCj)(1− ρCj). (10)
By combining relations (7)-(10) we obtain the first part of the Lemma.
For i = k+C , k
+
C + 1, · · · we compare the probabilities P(BCj = i) with P(BCj = k+C ).
First note that when BCj ≥ k+C , all servers at the central facility are busy. It follows that
P(BCj = k+C ) = P(BC ≥ k+C )
k+C∑
m=0
(
k+C
m
)
pmj (1− pj)k
+
C−m(1− ρCj)(ρCj)k
+
C−m
and
P(BCj = i) = P(BC ≥ k+C )
k+C∑
m=0
(
k+C
m
)
pmj (1− pj)k
+
C−m(1− ρCj)(ρCj)i−m.
Now it is readily seen that P(BCj = i) = (ρCj)i−k
+
CP(BCj = k+C ).
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4.2 Computational results
In all instances, there are 50 clusters of demand points and respectively 10, 14, 20 possible
locations for opening facilities. The demand points and the facilities are uniformly dis-
tributed in the square [−1, 1] × [−1, 1]. The distances correspond to the usual Euclidian
distances in the plane. The costs for opening the facilities are uniformly distributed in
[30,90]. The cost of service at each facility j is uniformly distributed in [10, 100 − fj] and
the cost of an item is 0.25 ∗ fj. The repair time is uniformly distributed in [1/10, 2/10]
and the fill rate is 0.95. The cost of a server is 40, the transportation costs of an item
from a demand cluster to a local facility is 10 per unit of distance and from a local facility
to the central facility is 40 per unit of distance. In the first type of instances the repair
time is 0.9, the cost of an item is 1.5 and the repair probability is 0.95. In the second type
of instances, the repair time is 0.1, the cost of an item is 15 and the repair probability
is 0.85. In the second case, more items will be sent to the central facility. For all these
instances we found that the local search procedure finds the optimal solution.
As a third type, we choose the facility costs uniformly distributed in [30000, 90000].
The other costs are the same as in the first two types. The big difference between the costs
for opening facilities and the other costs reduces the problem to a hard facility location
problem (see [4]). In this case the local search procedure performs not as well as for the
other types, and improved searching techniques have to be used.
5 Concluding remarks
In this paper we have proposed a heuristic for a logistic problem that combines facility
location with spare parts management. The computational results obtained show that
the heuristic works well in practice. There are many interesting questions raised by the
presented problem. One of the assumptions made in this article is that, at an open location,
one can install as many servers as needed in order to handle the demand. However, in
many practical situations, one can install only a limited number of servers, due to budget
constraints. Another assumption is that customers go to the nearest open facility. Can we
do better by assigning them to a more distant open faciltiy with some spare capacity. Many
variants are possible and can be, stochastically spoken, analyzed by the method described
in this paper. Another alternative would be to model the repairshops not as one multiserver
queue, but as a jobshop. This is done in Avsar and Zijm; however the recursions given in
section 4.1 are more difficult, if not impossible, to find. As a consequence, the computation
time will increase considerably.
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