Abstract. We consider reaction-diffusion systems which, in addition to certain slow reactions, contain a fast irreversible reaction in which chemical components and form a product . In this situation and under natural assumptions on the RD-system we prove the convergence of weak solutions, as the reaction speed of the irreversible reaction tends to infinity, to a weak solution of a limiting system. The limiting system is a Stefan-type problem with a moving interface at which the chemical reaction front is localized.
1.
Introduction. If a fast irreversible reaction of type + → occurs between mobile species and , the reaction mainly happens close to the interface at which and are both present with similar concentrations. In the limit of an infinite reaction speed, the chemical reaction only happens at the interface where and are in contact and coexistence of both reactants is impossible, i.e. = 0, where denotes the molar concentration of species . Hence, this leads to the occurence of a chemical reaction interface, a free boundary problem in mathematical terms. To be more specific, if mobile species react according to + → inside an isolated bounded domain Ω, the reaction-diffusions system reads as
in the simplest case and for mass action kinetics with finite reaction rate. Integration of one of the molar mass balances in (1) shows that if a limit for → ∞ should exist then necessarily = 0 a.e. on Ω, hence a spatial segregation occurs. Taking the difference of the two differential equations in (1) and using the fact that solutions are nonnegative formally suggests the limit system ∂ − Δ ( ) = 0 on (0, +∞) × Ω, ∂ ( ) |∂Ω = 0,
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Here the new scalar is related to and by means of = + := max{0, } and = − := max{0, − }. Furthermore, 0 = ,0 − ,0 and
Equation (2) is similar to the classical Stefan problem in its enthalpy formulation, but here we have zero latent heat since the function has no plateau. In any case, this nonlinear diffusion equation is a special case of the so-called filtration equation (also called generalized porous medium equation); cf. [24] . In the present situation we have a very special function with piecewise constant derivative, but the different domains are not a priori known. In fact, the interface { = 0} is free and unknown. While existence, uniqueness and stability of weak solutions to (2) has already been shown in [11] , [12] , information about the regularity of the interface has been provided much later in [23] . Now, having a well-posed limit system, a natural question is whether and in which sense solutions of (1) converge to a solution of (2) . For the non-singular case ,0 ,0 = 0, convergence in 2 of any sequence of weak solutions ( , ) for → ∞ has been shown in [16] . This was improved in [5] to the case of general bounded initial values. Notice that for initial values with ,0 ,0 > 0, a temporal boundary layer near = 0 is formed for large .
In [13] , the same limit problem has been studied for slightly more complex systems of type
with > 0 and functions ∈ 1 (IR + ) such that ( ) > 0 on (0, 1) and ( ) < 0 for all > 1 and = , . Note that the latter sign condition on , implies, by maximum principle, that, for bounded initial data, the (nonnegative) solutions , are uniformly bounded on (0, ) × Ω for all < +∞, independently of . In other words, we may consider that (4) is a perturbation of (1) by bounded nonlinearities (this will not be the case for our systems (5) or (10) below). Note also that w.l.o.g. we may assume = 1, since > 0 can be absorbed into or . More information about variants of this class of competition-diffusion systems and further references can be found in [17] .
In the present paper, we are interested in the instantaneous limit for reactiondiffusion systems which contain a fast irreversible reaction of type + → , but also additional slow processes like other chemical reactions or macroscopic convection terms, where the point is to allow for quadratic growth of these. More precisely, we consider the following system of reaction-diffusion equations as a prototype model.
Here = ( 1 , . . . , ) where 1 and 2 denote the molar concentrations of and , respectively, and for ≥ 3 the quantity is the concentration of further components
which are involved in the chemical reaction network. The ( = 1, . . . , ) are positive diffusion coefficients, > 0 is the rate constant of the irreversible reaction and ,0 are the initial concentrations which we assume to be nonnegative and at least integrable. Finally, Ω is a given bounded open subset of IR with sufficiently smooth boundary (∂Ω ∈ 2+ , say) and ∂ denotes the outer normal derivative to ∂Ω. Note that possible stoichiometric factors , > 0 in front of the fast reaction term can be absorbed into 1 , 2 , therefore we chose them to be equal to 1 without loss of generality..
Throughout the paper, we always assume that the nonlinearity : [0, ] × IR + → IR is jointly continuous and locally Lipschitz continuous in the second variable. Here, we concentrate on the case where has at most quadratic growth, i.e.
and we assume that allows 2 -control of the total mass, by which we mean
with some > 0, ≫ 0 and
In (7), the notation ≫ 0 is short for ∈ IR with > 0 for all . Finally, since we are only interested in nonnegative concentrations, we assume that is quasi-positive, which means ( , ) ≥ 0 whenever ∈ IR + satisfies = 0.
The assumptions (6), (7) and (8) are satisfied for large classes of concrete systems. Let us only mention that (6) allows for bimolecular reactions with mass action kinetics, which is the standard case for elementary chemical reactions, condition (7), which is interesting in applications even with = 0, follows from conservation of atoms if the species represent real chemical substances (cf. [15] ) and (8) holds under the natural assumption that any consumption of species is stopped if is no longer present. Setting = 1 − 2 as before and = ( 3 , . . . , ), the limit system for → ∞ presumably reads as
Here is given as in (3), = diag( 3 , . . . , ) with > 0,
Before looking at the limit → +∞, we first show that (5) has a weak solution on = (0, ) × Ω for every set of initial concentrations such that ,0 ∈ 2 (Ω; IR + ). This is interesting in itself, since the right-hand side is allowed to have quadratic nonlinearities and there is no restriction on the spatial dimension. Let us emphasize that this existence result cannot be deduced from standard approaches on semilinear problems, even for bounded initial data and even for = 2 (the situation is different from the one described in (4)). In fact, the proof makes use of a recent 2 -technique for such RD-systems with quadratic nonlinearities and control of mass; cf. [21] , [22] , [14] . The main result of this paper is the proof that, given a sequence → ∞, every sequence ( ) of weak solutions to (5) has a subsequence converging
, where ( , ) is a weak solution of (9) . Of course the full sequence ( ) would be convergent if the limit problem had unique weak solutions, but the latter is not known in general.
Let us note in passing that there are other standard situations in which instantaneous limits of reaction-diffusion systems can be obtained rigorously -at least for certain prototype models. These are cases with fast reversible reactions and systems with fast intermediates. Concerning the first class see [6] , [7] and the references given there. For the latter case we refer to [4] and [9] .
2. The case of finite reaction speed. For the proof of existence of a weak solution in this case, we do not need the specific structure of the fast irreversible reaction term. Indeed, we can absorb the irreversible reaction into while keeping the assumptions (6), (7) and (8) intact. In case of finite reaction speed we therefore consider the RD-system
By a weak solution of (10) on = (0, ) × Ω, we mean that
and for all ∈ ∞ ([0, ] × Ω) with ( ) = 0 we have
Note that for any weak solution of this type and under the given assumptions, the nonlinear terms ( , ) are in 1 ( ) since all components are in 2 ( ). Since all components belong to 1 (0, ; 1,1 (Ω)), it follows that ∇ ∈ 1 ( ). Therefore, the equation (12) does make sense. Note also that the homogeneous Neumann boundary conditions are incorporated in a weak sense due to the above choice of test functions.
Let us start with existence of weak solutions for finite reaction speed. (7) and (8) . Let > 0 and 0 ∈ 2 (Ω; IR + ) be given. Then (10) has a nonnegative weak solution.
As explained in the introduction, this existence result does not follow from classical results on semilinear parabolic problems and provides only weak (but global) solutions. It could be deduced from the general global existence result stated in [20] for systems satisfying conditions like (7) together with nonlinearities bounded in 1 ( ): we will see that this 1 -bound indeed holds here, thanks to a priori 2 -estimates described below. Details of this approach may be found in the appendix of [14] .
We give here a more direct proof using more directly 2 -estimates on the quantity ⟨ , ⟩, since the latter is also useful for the passage → ∞ later on. These 2 -estimates have been recently introduced in [21] , [22] and further developed in [14] , [9] .
For the present purpose, let us start with such an 2 -estimate for the related RD-system { ∂ − Δ = ( , ) on ,
with right-hand side in 1 ( ; IR ). It is well-known that (13) has a unique weak (=mild) solution on , for every ∈ 1 ( ) and 0 ∈ 1 (Ω); cf. [10] , [2] and Lemma 2.3 below. Here by a weak solution of (13) on , we mean that
and for all ∈ ∞ ([0, ] × Ω) with ( ) = 0 it holds that
Now for 2 -initial values and if allows for an 2 -control of the total mass, we actually obtain the additional integrability ∈ 2 ( ; IR ) for (componentwise) nonnegative solutions. In fact, more is true: if are nonnegative solutions of (13) for right-hand sides with 2 -control of the total mass independent of , then boundedness of ( ) in 1 ( ) implies relative compactness of ( ) in 2 ( ). This is contained in Lemma 2.2. Let = diag( 1 , . . . , ) with > 0 and, for every ∈ IN, let be the weak solution of
where we assume
Then, the sequence ( ) is relatively compact in 2 ( , IR ).
For the proof of Lemma 2.2 we will employ the following compactness result which is more or less classical; for a proof see, e.g., [2] or [9] .
Lemma 2.3. Let > 0. The mapping ( 0 , Θ) → , where is the solution of
Proof of Lemma 2.2. Using standard mollification, we may approximate 0 , by regular functions . It is sufficient to show that the sequence ( , ) , ≥1 of solutions to (16) with data , 0 , , instead of 0 , , is relatively compact in 2 ( , IR ) (since the limit as → ∞ of , is , the relative compactness of ( ) ≥0 will follow).
Let us denote by ( ) a subsequence of ( , ). By Lemma 2.3 we may assume, up to a subsequence, that converges in 1 ( , IR ) and a.e. on to some .
Let us show that the convergence holds also in 2 ( , IR ). This will imply the relative compactness of ( , ) in 2 ( , IR ) and complete the proof of Lemma 2.2. For this purpose, we introduce the solutions of
Note that, since
The right-hand side of (18) being bounded in 1 ( , IR ), we may assume by Lemma 2.3 that, up to a subsequence, converges in 1 ( , IR ) and a.e. on to some ∈ 1 ( , IR ). We will show that converges actually in 2 ( , IR ). Thanks to (19) and to the a.e. convergence of , the 2 -convergence of , up to a subsequence, will follow by the dominated convergence theorem.
We denote := ⟨ , ⟩ and := ⟨ , ⟩. Then, taking inner product of the pde-system in (18) with leads to
for all ∈ ∞ ([0, ] × Ω) with ( ) = 0, and, by density, for all
with ( ) = 0. Thanks to the regularity of , we may choose = ∫ ( ) in this relation which gives
Now note that min ≤ ≤ max with min = min , max = max .
Hence (21) implies that , are bounded in 2 ( , IR ) and ∫ 0 ∇ ( ) is bounded in 2 (Ω). Up to a subsequence, they are weakly convergent in these 2 -spaces and their limits are, respectively, (20) with ∈ (0, ), the same computations lead to ∫ 0 ∇ ( ) ∈ 2 (Ω) with a bound depending only on . By taking differences, ∫ ∇ ( ) ∈ 2 (Ω). For future reference, we note that , ∈ 2 ( ) and
Let us now pass to the limit in (21) . Using the a.e. convergence of , together with Fatou's Lemma, the weak 2 -convergence of ∫ 0 ∇ ( ) and the strong 2 -convergence of ( (0), Φ 0 ), we obtain
The main step of the proof is to check that equality, rather than inequality, holds in (23) . To obtain this equality, we first notice that, by density, (20) remains valid for all ∈ 1,2 ( ) such that ( ) = 0. Due to (22) we may apply it to := ∫ ( ) to the result
On the other hand, passing to the limit in (20) gives that, for all ∈ 1 ([0, ] × Ω) with ( ) = 0,
We may choose = ∫ ( ) in this equation, so that
Now, we add up (24) and (25) and use the identity
Then, passing to the limit in the sum of (24) and (25), using only weak 2 -convergences, we arrive at
which exactly means equality in (23) . From this equality we directly infer that
as well as
Equation (26) implies the strong convergence of and in 2 ( ). Indeed, we already know that := / converges to := / a.e. on . Moreover,
shows that
Hence indeed → in 2 ( ) and then 0 ≤ ≤ , together with the a.e. convergence of , yields → in 2 ( ) which ends the proof.
Remark 1. The proof of Lemma 2.2 includes the following estimate for any nonnegative weak solution of (13) under the assumptions > 0, 0 ∈ 2 (Ω; IR + ) and ∈ 1 ( ) such that ⟨ , ⟩ ≤ 0 with ≫ 0 for some 0 ∈ 1 ( ), where
belongs to 2 ( ). In this situation, := ⟨ , ⟩ and := ⟨ , ⟩ satisfy
and equality holds if ⟨ , ⟩ = 0 .
Proof of Theorem 2.1. Notice first that by rewriting the system (5) in terms of the new variable˜ = − with from (7), we can absorb the term ⟨ , ⟩ and may therefore assume that satisfies
instead of (7). Let : IR → [0, ] be the metric projection onto [0, ] with ( ) = max{0, min{ , }}, define ( , ) := ( , ) and consider the approximating RD-system
Evidently, has the same properties as and, in addition, it is bounded and Lipschitz continuous in the second variable. Hence, by well-known theory (see, e.g., [1] or [18] ), the system (30) has a unique strong (in the -sense for all ≥ 1) solution which is in fact bounded on . From (28) in the remark behind the proof of Lemma 2.2 it follows in particular that ( ) >0 is bounded in 2 ( ). Hence, due to (6), the right-hand sides (⋅, ) are uniformly bounded in 1 ( ) and therefore Lemma 2.2 applies. Consequently, up to a subsequence, we may assume → in 2 ( ) and a.e. on and then also (⋅, ) → (⋅, ) in 1 ( ). The latter implies that is a weak solution for the right-hand side (⋅, ), hence a weak solution of (10).
3. Convergence to the instantaneous limit. Instead of system (5), it will be convenient to consider the slightly more general case 2 (Ω; IR + ). For > 0 let be a nonnegative weak solution of (31) which exists due to Theorem 2.1. Then, given any sequence → ∞, the sequence of weak solutions ( ) has a subsequence ( ) such that
is a weak solution of the limit system (9), i.e.
The initial value for (9) is 0 = 0,1 − 0,2 , 0 = ( 0,3 , . . . , 0, ).
Proof. Given → ∞ and a sequence of weak solutions ( ) of (31) for fixed initial value 0 , let := ⟨ , ⟩ and := ⟨ , ⟩ with ≫ 0 from (7). By our definition of a weak solution of (31) it holds that ∈ 2 ( ; IR ), hence (⋅, ) ∈ 1 ( ; IR ) by (6) . From (28) in the remark behind the proof of Lemma 2.2 we have
with fixed Φ 0 ∈ 2 ( ); in particular, , and are uniformly bounded in
. Thanks to (6) , this implies that (., ) is bounded in 1 ( ) independently of . Integration of the first equation of (31) over
, and using nonnegativity of shows that (⋅, ) is also bounded in 1 ( ). Therefore, Lemma 2.3 applies and yields a subsequence ( ) such that
for some ∈ 1 ((0, ); 1,1 (Ω)). We may also assume → and (⋅, ) → (⋅, ) a.e. on . Moreover, Lemma 2.2 shows that, up to a subsequence,
To see that ( , ) with = 1 − 2 , = ( 3 , . . . , ) is a weak solution of (9), let ∈ ∞ ([0, ] × Ω) with ( ) = 0 and note that it suffices to consider the first component ; the weak version of the other equations for the is then clear. Taking the difference of the weak versions of the first two differential equations in (31), we obtain
In the limit as → ∞, this yields
→ 0 so that we also have (⋅, ) = 0; hence 1 2 = 0 a.e. on by the assumptions on . Thus 1 = + , 2 = − and
holds for all test functions. Therefore, with the corresponding equations for , the pair ( , ) is a weak solution of the limit system (9) and the stated 2 ( )-convergence is obvious.
Remark 2. The solutions of the original RD-system belong to ([0, ], ) with = 1 (Ω; IR ). In the general case, we cannot expect convergence in the latter space, since a boundary layer builds up near = 0. But, given a sequence ( ) for → ∞, Theorem 3.1 yields a subsequence ( ) such that ( , ⋅) → ( , ⋅) in 2 (Ω) for a.e. ∈ (0, ) with = ( + , − , ). Actually, using the approach in [3] and [5] , it is then possible to prove that → in ([ , ], ) for any > 0.
Let us close with an example which appears in concrete applications (see [8] ) and where convergence of the full sequence ( ) as → ∞ can be obtained in the realistic case of bounded initial concentrations.
Example. Consider a chemically reacting system with the two parallel reactions + → and + ⇌ , which are competing for . We assume that the first (irreversible) reaction is considerably faster than the second one. Then, assuming mass action kinetics and under an appropriate scaling of time, the original system for finite reaction speed reads as for ≥ 0 and ( ) = otherwise. Now assume ,0 ∈ ∞ (Ω) with ,0 ≥ 0, let ( ) ⊂ IR + be any sequence with → ∞ and ( , , , ) be a weak solution of (33). By Theorem 3.1 we find a subsequence such that
where ( , , ) is a weak solution of (34). But for ∞ -initial data, it is easy to check by the techniques from [19] , [21] (cf. also [9] ) that all , = , , , are uniformly bounded in ∞ ( ), where the bounds are independent of > 0. Therefore, the limit ( + , − , , ) corresponds to a bounded weak solution of (34), and the latter are unique. Consequently, the limit of any convergent subsequence is always the same and, hence, the full sequence ( , , , ) converges to ( + , − , , ) in 2 ( ), and even in any ( ) for < +∞, thanks to the ∞ -bound.
