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1A father protocol for quantum broadcast channels
Frédéric Dupuis, Patrick Hayden and Ke Li
Abstract—A new protocol for quantum broadcast channels
based on the fully quantum Slepian-Wolf protocol is presented.
The protocol yields an achievable rate region for entanglement-
assisted transmission of quantum information through a quantum
broadcast channel that can be considered the quantum analogue
of Marton’s region for classical broadcast channels. The protocol
can be adapted to yield achievable rate regions for unassisted
quantum communication and for entanglement-assisted classical
communication; in the case of unassisted transmission, the region
we obtain has no independent constraint on the sum rate, only
on the individual transmission rates. Regularized versions of all
three rate regions are provably optimal.
Index Terms—quantum information, broadcast channels
I. INTRODUCTION
D ISCRETE memoryless broadcast channels are channelswith one sender and multiple receivers, modelled using a
probability transition matrix p(y1, . . . , yn|x). There are many
natural tasks that one may want to perform using these
channels, such as sending common messages to all the users,
sending separate information to each user, sending data to each
user privately, or some combination of these tasks. Here we
shall focus only on sending separate data, and most of our
discussions will only involve channels with two receivers.
These channels were first introduced by Cover in [1], where
he suggested that it may be possible to use them more effi-
ciently than by timesharing between the different users. Since
then, several results concerning broadcast channels have been
found, such as the capacity of degraded broadcast channels
(see, for example, [2]).
The best known achievable rate region for general classical
broadcast channels is due to Marton [3]: given a probability
distribution p(x, u1, u2) = p(u1, u2)p(x|u1, u2), the following
rate region is achievable for the general two-user broadcast
channel p(y1, y2|x):
0 6 R1 6 I(U1;Y1)
0 6 R2 6 I(U2;Y2)
R1 +R2 6 I(U1;Y1) + I(U2;Y2)− I(U1;U2)
(1)
It is conjectured that this characterizes the capacity region of
general broadcast channels, but despite considerable efforts,
no one has been able to prove a converse theorem.
The quantum generalization of broadcast channels was first
studied in [4] and [5] as part of a recent effort to develop a
network quantum information theory [6], [7], [8], [9], [10],
[11], [12], [13], [14]. In [5], the authors derived three classes
of results, the first one about channels with a classical input
F. Dupuis is with the Université de Montréal and McGill University. email:
dupuisf@iro.umontreal.ca
P. Hayden is with McGill University, email: patrick@cs.mcgill.ca
K. Li is with the University of Science and Technology of China, email:
leeke@mail.ustc.edu.cn
and quantum outputs, the second one about sending a common
classical message while sending quantum information to one
receiver, and the third about sending qubits to one receiver
while establishing a GHZ state with the two receivers.
In this paper, we study quantum broadcast channels using a
different approach. Over the past few years, several results in
quantum Shannon theory have been unified and simplified by
the introduction of the mother and father protocols [15] and,
more recently, by the fully quantum Slepian-Wolf (FQSW)
protocol [16] [17]. A whole array of results, including the
mother and the father, can be easily derived from the FQSW
protocol, such as the quantum reverse Shannon theorem [18],
the Lloyd-Shor-Devetak (LSD) theorem [19] [20] [21], one-
way entanglement distillation [22], and distributed compres-
sion [16]. The results presented here are of the same flavour:
we will derive a new coding theorem for general quantum
broadcast channels using the FQSW theorem. The new proto-
col plays the role of a father protocol for broadcast channels:
the sender transmits independent quantum information to each
of the receivers using entanglement he already shares with
each of them. Like the original father protocol, it can easily
be transformed into a protocol for entanglement-assisted trans-
mission of classical information via superdense coding or into
a protocol for unassisted transmission of qubits by using part
of the transmission capacity to send the needed entanglement.
Somewhat peculiarly, in this last case, the achievable rate
region we obtain does not have an independent constraint
on the sum-rate (unlike the third inequality of (1)); instead,
the two rates are separately upper-bounded by the coherent
information. This might be seen as further evidence that the
coherent information does not fully characterize the quantum
capacity, or it might be due to the fact that the additional
constraint we expect comes from the fact that we are looking
at coherent information defined on a state of a slightly different
form.
The paper is structured as follows. After introducing our
notation and giving some background on quantum information
in section II, as well as a quick review of the FQSW protocol
in section III, we present a high-level overview of the protocol
in section IV. We then state and prove a one-shot version of the
protocol in section V, and then move on to the i.i.d. version
of the protocol in section VI. Section VIII is devoted to a
discussion of our results and outstanding issues.
II. BACKGROUND AND NOTATION
Quantum subsystems will be labelled by capital letters A, B,
etc; and their associated Hilbert spaces will be denoted byHA,
HB , etc. When referring to a tensor product of n isomorphic
copies of a system A, we will write An. When necessary, we
will use superscripts to indicate which subsystems a pure or
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2mixed state is defined on; for instance, |ψ〉AB ∈ HAB . We
will abbreviate dimHA by |A|.
We will denote the partial trace by removing the correspond-
ing system from the superscript; for instance, TrA
[
ρAB
]
=
ρB . Given a pure state |ψ〉, we will abbreviate its associated
density matrix |ψ〉〈ψ| by ψ.
Quantum operations will also be written using superscripts
to denote the input and output systems; for example, UA
′→B
is an operator which takes the quantum subsystem A′ as
input and yields output on subsystem B. Generally, (partial)
isometries will be written as U , V , and so forth, whereas
quantum channels (also known as superoperators, or, more
specifically, completely positive trace-preserving maps) will
be written using calligraphic letters, such as NA′→B . A
quantum broadcast channel is a quantum channel with one
input subsystem and two or more output subsystems.
Note that a quantum channel can always be extended to an
isometry by adding another output subsystem which represents
the environment of the channel (see, for example, [23]). This
isometric extension implements exactly the same operation
as the original channel if we trace out the environment
subsystem. The isometric extension ofNA′→B will be denoted
by UA
′→BE
N , where E is the environment. Note here that UN
does not act on density operators but on the Hilbert spaceHA′ .
We denote conjugation of B by A using the symbol · in
the form A ·B := ABA†. This will allow us to avoid writing
symbols twice when applying several operators to a quantum
state.
We will also denote a “standard” entangled pair be-
tween subsystems S and S′ of equal size as |Φ〉SS′ =
1√
|S|
∑|S|
i=0 |ii〉SS
′
, where the |i〉S and |i〉S′ are some standard
orthonormal bases on S and S′.
We will often use the trace norm of a Hermitian matrix
M , defined to be ‖M‖1 := Tr |M |. It is particularly useful
because it induces a statistically important metric on the space
of quantum states; we call the quantity ‖ρ− σ‖1 the trace
distance between ρ and σ. We will also use ‖M‖0 to refer to
the rank of a matrix M .
The von Neumann entropy of a density operator ρA will be
denoted H(ρA) = H(A)ρ. The quantum mutual information
of ρAB is the function I(A;B)ρ = H(A)ρ + H(B)ρ −
H(AB)ρ while the coherent information is the function
I(A〉B)ρ = H(B)ρ −H(AB)ρ.
Finally, we will say that two families of states ψ and ϕ
parametrized by their size n are asymptotically equal (denoted
ψ ≈(a) ϕ) if ‖ψ − ϕ‖1 vanishes as n→∞. See Appendix A
for a formal definition.
A. Achievable rates and the capacity region
Here we define what we mean by achievable rates
and the capacity region of a quantum broadcast chan-
nel NA′→B1B2 for entanglement-assisted transmission. We
define a (Q1, Q2, n, ε)-code to consist of an encoding
isometry WA1A˜1A2A˜2→ÂA
′n
and two decoding isometries
V
Bn1 B˜1→B¯1B̂1
1 and V
Bn2 B˜2→B¯2B̂2
2 such that∥∥∥((V2V1U⊗nN W ) · ϕ)− ψ̂B̂1B̂2EÂ ⊗ ΦR1B¯1 ⊗ ΦR2B¯2∥∥∥
1
6 ε
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B˜1
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A′
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Fig. 1. Diagram illustrating a generic protocol for a quantum broadcast
channel. Each line represents a quantum system, boxes represent isometries,
and the horizontal axis represents the passage of time. Lines joined together
at either end of the diagram represent maximally entangled pairs.
where |ϕ〉 = |Φ〉R1A1 ⊗ |Φ〉A˜1B˜1 ⊗ |Φ〉R2A2 ⊗ |Φ〉A˜2B˜2 and
ψ̂B̂1B̂2EÂ is a pure state, and where log |A1| = Q1 and
log |A2| = Q2. A1 and A2 represent the systems that Alice
wants to send to Bob 1 and Bob 2 respectively, and A˜1B˜1 and
A˜2B˜2 are the EPR pairs Alice shares with the two receivers.
See Figure 1 for a graphical illustration. Note that in practice,
the encoding and decoding operations can be any completely
positive, trace-preserving maps. We choose to implement these
maps using isometries because this will prove much more
convenient below.
A rate point (Q1, Q2) is achievable if there exists a se-
quence of (Q1, Q2, n, εn)-codes such that εn → 0 as n→∞.
The capacity region of the channel N is the closure of the
union of all achievable rate points.
Note that the protocols that we will be considering below
also return some entanglement back to Alice and Bob 1
in addition to possibly Alice and Bob 2. This is of no
consequence to the capacity region when we consider pre-
shared entanglement to be free (as we have done above), but
the reader can easily adapt the definition to accommodate this
type of protocol.
The unassisted quantum capacity region for N is defined
in the same way, except that the protocol begins without
any entanglement between Alice and Bob 1 or Alice and
Bob 2. Formally, the definitions are identical except that in
the unassisted case, the systems A˜1, B˜1, A˜2 and B˜2 are 1-
dimensional or, equivalently, non-existent. This is where the
amount of entanglement consumed by the protocols becomes
crucial: the reduction from the entanglement-assisted case to
the unassisted case involves using part of the transmission
rate to generate the needed entanglement; therefore, every pre-
shared ebit employed removes one qubit from the unassisted
transmission rate.
3III. THE FQSW PROTOCOL
Before presenting our protocol, we first give a quick
overview of the fully quantum Slepian-Wolf protocol [16].
Suppose Alice and Bob hold a mixed state ρAB . We introduce
a reference system R to purify the state; the resulting state
is |ψ〉ABR. Alice would like to transfer her state to Bob by
sending him as few qubits as possible. The FQSW theorem
states that Alice can do this by first applying a unitary
transformation to her entire share of the state (a random unitary
selected according to the Haar measure will do with high
probability), splitting her share into two subsystems A¯ and
Â, and then sending Â to Bob.
Note that this scheme works provided that the subsystems
A¯ and R are in a product state after applying the random
unitary: since Bob holds the purifying system of A¯R, there
exists a local unitary that Bob can apply to turn his purifying
system into separate purifying systems of the two subsystems.
The purifying system of R is exactly the original state that
Alice wanted to send to Bob, and A¯ together with its purifying
system is an EPR pair shared by Alice and Bob. This last
feature is an added bonus of the protocol: Alice and Bob get
some free entanglement at the end.
It is possible to calculate how close A¯ and R are to being in
a product state. The result of the calculation is the following
(see [16] for details):∫
U(A)
∥∥∥∥∥ρA¯R(U)− IA¯|A¯| ⊗ ψR
∥∥∥∥∥
2
1
dU 6 |A|‖ψ
R‖0
|Â|2 Tr
[(
ψAR
)2]
(2)
where ρA¯R(U) = TrÂ[U · ψAR]. Since the inequality holds
for the average over choices of U , there must exist at least
one U that satisfies it.
A special case of interest is when the initial state is an i.i.d.
state of the form (|ψ〉ABR)⊗n. In this case, it can be shown
that as long as log |Â| > n[ 12I(A;R) + δ] for some δ > 0, it
will be true that
ϕA¯R
n ≈(a) I
A¯
|A¯| ⊗ ϕ
Rn (3)
where ϕA¯ÂB
nRn is the result of applying the random unitary
to ΠA · (ψABR)⊗n, where ΠA is the projector onto the typical
subspace of the A subsystem, as defined in Appendix B.
IV. OVERVIEW OF THE PROTOCOL
Returning now to the broadcast setting, let’s suppose Alice
would like to send the maximally mixed system A1 (which is
purified by R1) to Bob 1, and A2 to Bob 2 using n instances
of the quantum broadcast channel NA′→B1B2 . In addition,
she has shared EPR pairs with both of them, represented by
systems A˜1B˜1 and A˜2B˜2. At the end of the protocol, she will
also retrieve some EPR pairs with Bob 1. Without loss of
generality and to simplify the notation, we do not consider
retrieving entanglement with Bob 2, since such a protocol
could be simulated by timesharing with the same protocol
with Bob 1 and Bob 2 reversed. We represent the channel
by its isometric extension UA
′→B1B2E
N . Alice encodes her
information using the encoding isometry WA1A˜1A2A˜2→A
′A˘1Â;
Reference 1
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Fig. 2. Diagram illustrating the one-shot version of the protocol.
A′ is then transmitted through the channel, and Â is discarded
(discarding a subsystem will turn out to be useful when
discussing the i.i.d. case), and A˘1 eventually becomes Alice’s
share of the EPR pairs retrieved with Bob 1. Thus, after using
the channel, the state of the system is |ψ〉 = U⊗nN W |ϕ〉, where
|ϕ〉 = |Φ〉R1A1 ⊗ |Φ〉A˜1B˜1 ⊗ |Φ〉R2A2 ⊗ |Φ〉A˜2B˜2 . See Figure
2 for a diagram illustrating this.
In order for Bob 1 to be able to decode, we have to make
sure that R1A˘1 is in a product state with everything else that
Bob 1 doesn’t have access to, namely R2B2B˜2EÂ. Likewise,
R2 must be in a product state with R1A˘1B1B˜1EÂ. This
is accomplished by applying an FQSW random unitary on
R1A˘1B˜1 and another on R2B˜2, where R1A˘1 and R2 each
play the role of the system that stays behind. (Note that the
choice of random unitary is made by all participants prior
to initiating the protocol so does not require them to share
any random bits.) Of course, it is impossible to apply these
unitaries directly, since no one has access to R1 and R2, but
we can note that R1B˜1R2B˜2 remains almost maximally mixed
both before and after applying the FQSW unitaries, and that
before using the channel, Alice has access to the system that
purifies these subsystems. Hence, by Uhlmann’s theorem, there
exists a unitary that Alice can apply to her subsystems to
achieve the same effect. The next section will argue this in
more detail.
V. ONE-SHOT VERSION
We first prove a generic “one-shot” version of our theorem
which works for general states and channels; we will then use
it to derive an achievable rate region for the case of many
independent uses of the channel.
Theorem 1: For every encoding isometry
WA1A˜1A2A˜2→A
′A˘1Â, there exist an isometry
UA1A˜1A2A˜2→A
′A˘1Â and decoding isometries V B1B˜1→B¯1B̂1B˘11
and V B2B˜2→B¯2B̂22 such that for all states ψ1 and ψ2 defined
on R1R2B˜1B˜2A˘1B1B2ÂE,∥∥∥((V2V1UNU) · ϕ)− ψ̂B̂1B̂2EÂ ⊗ ΦA˘1B˘1 ⊗ ΦR1B¯1 ⊗ ΦR2B¯2∥∥∥
1
46 4
{
|R1||B˜1||A˘1|‖ψR2B˜2B2EÂ1 ‖0
|B˜1|2
Tr[(ψR1B˜1A˘1R2B˜2B2EÂ1 )
2]
} 1
4
+2
{
|R2||B˜2|‖ψR1B˜1A˘1B1EÂ2 ‖0
|B˜2|2
Tr[(ψR2B˜2R1B˜1A˘1B1EÂ2 )
2]
} 1
4
+ 2‖ψ − ψ1‖1 + ‖ψ − ψ2‖1 (4)
where |ϕ〉 = |Φ〉R1A1 ⊗|Φ〉A˜1B˜1 ⊗|Φ〉R2A2 ⊗|Φ〉A˜2B˜2 , |ψ〉 =
UNW |ϕ〉, and ψ̂B̂1B̂2EÂ is a pure state uniquely determined
by the protocol.
Here, one should think of W merely as an arbitrary way to
map inputs to the protocol (qubits we want to transmit and
preshared entanglement) into inputs to the channel; it need
not have any actual error-correction capability. Our theorem
uses it to create U , a “new and improved” version of W
which does have error-correction capabilities, along with its
associated decoders V1 and V2.
Proof: Applying formula (2) twice, once on ψ1 with a
random unitary over R1B˜1A˘1 and once on ψ2 with a random
unitary over R2B˜2, yields:∫ ∥∥∥∥∥σR1A˘1R2B˜2B2EÂ1 (U)− IR1A˘1|R1||A˘1| ⊗ ψR2B˜2B2EÂ1
∥∥∥∥∥
2
1
dU
6 |R1||A˘1||B˜1|‖ψ
R2B˜2B2EÂ
1 ‖0
|B˜1|2
Tr
[
(ψR1B˜1A˘1R2B˜2B2EÂ1 )
2
]
(5)
where the integral is taken oven random unitaries on R1B˜1A˘1
and σR1A˘1R2B˜2B2EÂ1 (U) = TrB˜1 [U ·ψ
R1B˜1A˘1R2B˜2B2EÂ
1 ], and∫ ∥∥∥∥σR2R1B˜1A˘1B1EÂ2 (U)− IR2|R2| ⊗ ψR1B˜1A˘1B1EÂ2
∥∥∥∥2
1
dU
6 |R2||B˜2|‖ψ
R1B˜1A˘1B1EÂ
2 ‖0
|B˜2|2
Tr[(ψR2B˜2R1B˜1A˘1B1EÂ2 )
2].
(6)
where the integral is taken oven random unitaries on R2B˜2
and σR2R1B˜1A˘1B1EÂ2 (U) = TrB˜2 [U · ψ
R2B˜2R1B˜1A˘1B1EÂ
2 ].
This means that there exist unitaries UR1A˘1B˜11 and U
R2B˜2
2
that satisfy the above inequalities. Now, since W ·ϕ is asymp-
totically equal to the maximally mixed state over R1B˜1R2B˜2
both before and after applying U1 and U2 to it, by Uhlmann’s
theorem (see Appendix C) there must exist some unitary
transformation U ′ on A′A˘1Â which achieves the same effect;
and since Alice has these three subsystems in her possession
before using the channel, she can perform this transformation.
Thus, let U = U ′W .
Now, using Uhlmann’s theorem once again, we get that there
exist decoding unitaries V B1B˜1→B¯1B˘1B̂11 and V
B2B˜2→B¯2B̂2
2
such that∥∥∥((V2V1UNU) · ϕ)− ψ̂R2B¯2B̂1B̂2EÂ1 ⊗ ΦA˘1B˘1 ⊗ ΦR1B¯1∥∥∥
1
6 2
{
|R1A˘1B˜1|‖ψR2B˜2B2EÂ1 ‖0
|B˜1|2
Tr[(ψR1B˜1A˘1R2B˜2B2EÂ1 )
2]
} 1
4
(7)
and
∥∥∥((V2V1UNU) · ϕ)− ψ̂R1A˘1B¯1B̂1B̂2EÂ2 ⊗ ΦR2B¯2∥∥∥
1
6 2
{
|R2B˜2|‖ψR1B˜1A˘1B1EÂ2 ‖0
|B˜2|2
Tr[(ψR2B˜2R1B˜1A˘1B1EÂ2 )
2]
} 1
4
(8)
where ψ̂1 and ψ̂2 are some pure states determined by the
theorem. To finish, we apply the following lemma and the
triangle inequality and obtain equation (4).
Lemma 1: If we have density operators
ρABC , σA, ωBC , τAB , ηC such that∥∥ρABC − σA ⊗ ωBC∥∥
1
6 ε1∥∥ρABC − τAB ⊗ ηC∥∥
1
6 ε2
then
∥∥ρABC − σA ⊗ τB ⊗ ηC∥∥
1
6 2ε1 + ε2.
Proof of lemma:∥∥ρABC − σA ⊗ τB ⊗ ηC∥∥
1
6
∥∥ρABC − σA ⊗ ωBC∥∥
1
+
∥∥σA ⊗ ωBC − σA ⊗ τB ⊗ ηC∥∥
1
= ε1 +
∥∥ωBC − τB ⊗ ηC∥∥
1
6 ε1 +
∥∥ωBC − ρBC∥∥
1
+
∥∥ρBC − τB ⊗ ηC∥∥
1
6 2ε1 + ε2
where the first two inequalities are applications of the triangle
inequality, and the equality is due to the fact that ‖A‖1 =
‖σ ⊗A‖1 for any operator A and density matrix σ.
VI. I.I.D VERSION
Theorem 2: Let NA′→B1B2 be a quantum broadcast chan-
nel. Then, for every pure state |φ〉A1A2A′D, the following rate
region is achievable for entanglement-assisted transmission:
0 6 Q1 6
1
2
I(A1;B1)ψ
0 6 Q2 6
1
2
I(A2;B2)ψ
Q1 +Q2 6
1
2
[I(A1;B1)ψ + I(A2;B2)ψ − I(A1;A2)ψ] .
(9)
Q1 is the rate at which Alice sends qubits to Bob 1,
and likewise for Q2 for Bob 2, and |ψ〉A1A2B1B2DE =
UA
′→B1B2E
N |φ〉A1A2A
′D.
Note that including the D subsystem is equivalent to al-
lowing φA1A2A
′
to be a mixed state; we find this formulation
more convenient for our purposes.
Proof: To get this rate region, we must apply the one-
shot theorem to an i.i.d. state. The main challenge is that for
an arbitrary i.i.d. state of the form (|ψ〉A1A2B1B2DE)⊗n =
U⊗nN (|φ〉A1A2A
′D)⊗n, the An1 and A
n
2 subsystems can be
correlated, and to apply the one-shot theorem, it is crucial
that An1 and A
n
2 be maximally mixed and decoupled in order
to play the roles of R1B˜1 and R2B˜2 respectively. (We use
5the term decoupled to indicate that the density operator of
a composite quantum system is the product of the reduced
density operators of its component systems. The analogous
notion in probability theory is independence.)
We can remedy this situation by using the FQSW protocol
to decouple An1 and A
n
2 . Whether we apply it to A
n
1 or to
An2 , it will require us to remove n[
1
2I(A1;A2) + δ] qubits,
where δ > 0 can be arbitrarily small. (Note that here, and
throughout this proof, the mutual information is taken with
respect to |ψ〉 as defined in the statement of the theorem.) The
removed qubits will play the role of A˘1 in the previous section
and represent halves of EPR pairs generated with Bob 1 at the
end of the protocol. Suppose without loss of generality that
we apply FQSW to An1 only. (This will correspond to one of
the corner points of the region and therefore, by time-sharing,
the entire region will be achievable.) Let WA
n
1→A¯1A˘1Â1
1 be a
Schumacher compression isometry (meaning an operator that
separates the typical and non-typical subspaces into distinct
subsystems) composed with this FQSW unitary where A¯1
plays the role of the system that stays behind in FQSW, A˘1
is the system that is discarded in the FQSW step, and Â1 is
the system that is discarded in the compression step.
At the end of this process, by equation (3), the A¯1 subsystem
of W1 · ψ⊗n is asymptotically equal to the maximally mixed
state. To get An2 to also be maximally mixed, we can apply
another FQSW unitary to it (after Schumacher compressing
it), and discard nδ qubits from it (where δ can be arbitrar-
ily small); this also leaves A¯2 asymptotically equal to the
maximally mixed state. Let WA
n
2→A¯2Â2
2 be a Schumacher
compression unitary followed by this second FQSW unitary
as with W1, and let |ξ〉A¯1A¯2A˘1Â1Â2A′nDn be
W
An2→A¯2Â2
2 W
An1→A¯1A˘1Â1
1 (|φ〉A1A2A
′D)⊗n.
Applying equation (3) to W1 and W2, we obtain that
ξA¯1A¯2Â2 ≈(a) I
A¯1
|A¯1| ⊗ ξ
A¯2Â2 (10)
ξA¯2 ≈(a) I
A¯2
|A¯2| (11)
Hence, we have that ξA¯1A¯2 ≈(a) I
A¯1A¯2
|A¯1||A¯2| , confirming that
A¯1A¯2 is indeed maximally mixed.
Now, let |ϕ〉 = |Φ〉R1A1 ⊗ |Φ〉A˜1B˜1 ⊗ |Φ〉R2A2 ⊗ |Φ〉A˜2B˜2 ,
where we identify R1B˜1 with A¯1 and R2B˜2 with A¯2. Since the
state on A¯1A¯2 is asymptotically equal to the maximally mixed
state in both |ξ〉 and |ϕ〉, by Uhlmann’s theorem (see Ap-
pendix C) there exists an isometry WA1A˜1A2A˜2→Â1Â2A˘1A
′nDn
such that |ξU 〉 := W |ϕ〉 is asymptotically equal to |ξ〉.
Note that we can use Theorem 1 directly on |ϕ〉 and
the encoding unitary W . This means that there exist
isometries UA1A˜1A2A˜2→Â1Â2A˘1A
′nDn , V B1B˜1→B¯1B˘1B̂11 , and
V B2B˜2→B¯2B̂22 such that equation (4) is satisfied if we identify
Â1Â2D
n with the subsystem Â in Theorem 1.
Now, define ΠF to be the projector onto the ε(n)-typical
subspace of an arbitrary subsystem Fn (see Appendix B). Let
|ξ1〉 be
W2W1U
⊗n
N
†
ΠA2B2DEΠA1ΠA1A2B2DE |ψ〉⊗n
and |ξ2〉 be
W2W1U
⊗n
N
†
ΠA1B1DEΠA2ΠA2A1B1DE |ψ〉⊗n.
Since the only differences between |ξ〉, |ξ1〉 and |ξ2〉 are the
presence of different typical projectors, it is possible (see
Appendix B, or Appendix A in [16]) to choose ε(n) such
that limn→∞ ε(n) = 0 and such that the three states are
asymptotically equal. (Note that the argument relies on the
transitivity of asymptotic equality.) We will therefore select
ε(n) such that ξ ≈(a) ξU ≈(a) ξ1 ≈(a) ξ2.
We will now evaluate the right-hand side of (4) using
ξU,N = U⊗nN · ξU as ψ, ξ1,N = U⊗nN · ξ1 as ψ1, and
ξ2,N = U⊗nN · ξ2 as ψ2. Note that A¯1 will be split into R1
and B˜1 and likewise for A¯2. From basic properties of typical
subspaces (see Appendix B), for sufficiently large n we have:
|R1||A˘1||B˜1| 6 2n[H(A1)+δ] (12)
since R1, A˘1 and B˜1 taken together form the typical subspace
of A1, which is of size 2n[H(A1)+δ]. We also have∥∥∥ξR2B˜2Bn2 DnEnÂ21,N ∥∥∥
0
= ‖ΠA2B2DE‖0
6 2n[H(A2B2DE)+δ]
(13)
Finally, we have
Tr
[(
ξ
A¯1A¯2A˘1B
n
2 D
nEnÂ1Â2
1,N
)2]
= Tr
[(
(W †1W
†
2U
⊗n
N · ξ1,N )A
n
1A
n
2B
n
2 D
nEn
)2]
= Tr
[(
ΠA2B2DEΠA1ΠA1A2B2DEU
⊗n
N · φ⊗n
)2]
6 Tr
[(
ΠA1A2B2DEU
⊗n
N · φ⊗n
)2]
6 2−n[H(A1A2B2DE)−δ]
(14)
where we used the definition of ξ1,N in the second equation,
and the first inequality is due to the fact that adding a
projector can only decrease the trace. Therefore, the first term
of equation (4) becomes
4
{ |R1||A˘1||B˜1|‖(ξ1,N )R2B˜2Bn2 DnEnÂ‖0
|B˜1|2
Tr
[(
(ξ1,N )R1B˜1R2B˜2B
n
2 A˘1D
nEnÂ
)2]} 14
6 4
{
2n[I(A1;A2B2DE)+3δ]
|B˜1|2
} 1
4
Assuming |B˜1| > 2n[I(A1;A2B2DE)/2+2δ], we get
4
{ |R1||A˘1||B˜1|‖(ξ1,N )R2B˜2Bn2 DnEnÂ‖0
|B˜1|2
Tr
[(
(ξ1,N )R1B˜1R2B˜2A˘1B
n
2 D
nEnÂ
]2)} 14
6 4× 2−nδ/4
6Likewise, we can evaluate the second term on the right-
hand side of equation (4) and conclude that we need |B˜2| >
2n[I(A2;A1B1DE)/2+2δ] to make it vanish. The third and fourth
terms then vanish due to the fact that |ξ1,N 〉 ≈(a) |ξ2,N 〉 ≈(a)
U⊗nN |ξU 〉. Hence, we get that
(V2V1U
⊗n
N WU2U1) · ϕ
≈(a) ψ̂B̂1B̂2D
nEnÂ ⊗ ΦR1B¯1 ⊗ ΦR2B¯2 ⊗ ΦA˘1B˘1 ,
which means that the protocol works.
We can now easily verify that our conditions on |B˜1| and
|B˜2| indeed correspond to the rates advertised in the statement
of the theorem. First, we have
nQ1 = log |R1|
= log |A¯1| − log |B˜1|
6 n
[
H(A1)− 1
2
I(A1;A2)− 1
2
I(A1;A2B2DE)− 3δ
]
=
1
2
n [I(A1;B1)− I(A1;A2)− 3δ]
and
nQ2 = log |R2| = log |A¯2| − log |B˜2|
6 n
[
H(A2)− 1
2
I(A2;A1B1DE)− 2δ
]
=
1
2
n [I(A2;B2)− 2δ]
where δ vanishes as n→∞. We can, of course, exchange the
roles of Bob 1 and Bob 2; combining this with time-sharing
gives the asymptotic rates given in (9).
We can also calculate how much entanglement is needed
between Alice and the two Bobs; let E1 be the rate at which
EPR pairs between Alice and Bob 1 are used during the proto-
col, and define E2 similarly for Bob 2. Since entanglement is
created between Alice and Bob 1 at the end of the protocol, we
take the difference between the rate consumed by the protocol
and the rate at which entanglement is recreated at the end. We
have
nE1 = log |B˜1| − log |A˘1|
> n
[
1
2
I(A1;A2B2DE)− 1
2
I(A1;A2) + δ
]
= n
[
1
2
I(A1;B2DE|A2) + δ
]
nE2 = log |B˜2|
> n
[
1
2
I(A2;A1B1DE) + δ
]
(15)
A. Unassisted transmission
Note that a simple modification of this protocol allows us
to transmit qubits without needing preshared entanglement.
We can first let Alice establish initial entanglement with Bob
1 using the LSD Theorem [19], [20], [21] (ignoring Bob 2
during this phase of the protocol); likewise, she can establish
initial entanglement with Bob 2. Then, they can use the
entanglement-assisted protocol just shown for the rest of the
transmission, using part of the rate to maintain their stock of
entanglement, and using the surplus to transmit qubits. In other
words, they voluntarily downgrade part of the transmission
rate to entanglement generation. Since we only need to use
this suboptimal protocol for the initial stage, the asymptotic
rates will be unaffected. The asymptotic rates will be
Q¯1 = Q1 − E1
6 1
2
I(A1;B1)− 1
2
I(A1;A2)− 1
2
I(A1;B2DE|A2)
= I(A1〉B1)
Q¯2 = Q2 − E2
6 1
2
I(A2;B2)− 1
2
I(A2;A1B1DE)
= I(A2〉B2)
yielding, via time-sharing, the following rate region:
0 6 Q¯1 6 I(A1〉B1)
0 6 Q¯2 6 I(A2〉B2)
It is remarkable that in the case of unassisted transmission, we
do not get a “penalty term” on the sum rate; the two individ-
ual rates are constrained separately by an expression having
exactly the same form as for transmission over point-to-point
channels. We can see that this is due to the fact that the part of
A1 that is discarded in order to decouple it from A2 is not lost:
instead of contributing to the transmission rate, it is simply
“downgraded” to entanglement generation and is therefore just
as useful for regenerating the entanglement needed by the
entanglement-assisted protocol. However, standard techniques
for converting entanglement generation protocols into quantum
transmission protocols (see for instance [24]) cannot be used
profitably here, since this additional transmission rate would
have to be used to regenerate the entanglement stock anyway.
A detailed proof that this strategy succeeds without any
initial investment of entanglement requires a slightly more
careful analysis of the broadcast father protocol than we have
done here. Specifically, it is straightforward to verify that the
entanglement generated in the father can be produced such
that it is within O(2−nα) in trace distance of the standard
maximally entangled state, for some α > 0. This ensures
that the father protocol can be repeated a number of times
polynomial in n, re-using some of the output entanglement
at each step, without causing significant degradation in the
quality of the entanglement.
B. Regularized converse
The rate region given in Theorem 2 is indeed the capacity of
quantum broadcast channels provided we regularize over many
uses of the channel. It is important to remember, however,
that regions defined by very different formulas can nonetheless
agree after regularization, so the following theorem should be
understood to be only a very weak characterization of the
capacity.
Theorem 3: The entanglement-assisted capacity region of a
quantum broadcast channel NA′→B1B2 is the convex hull of
7the union of all rate points (Q1, Q2) satisfying
0 6 Q1 6
1
2n
I(A1;B
n
1 )
0 6 Q2 6
1
2n
I(A2;B
n
2 )
Q1 +Q2 6
1
2n
[I(A1;B
n
1 ) + I(A2;B
n
2 )− I(A1;A2)]
(16)
for some state of the form |ψ〉A1A2Bn1 Bn2 DEn =
U⊗nN |φ〉A1A2A
′nD, where |φ〉 is a pure state.
Proof: It is immediate from Theorem 2 that the region is
achievable. We now prove the converse.
Suppose that (Q1, Q2) is an achievable rate pair. That means
that there exists a sequence of (Q1, Q2, n, εn) codes such that
εn → 0 as n→∞. Consider the code of block size n in this
sequence. Let |ϕ〉 = |Φ〉R1A1⊗|Φ〉A˜1B˜1⊗|Φ〉R1A1⊗|Φ〉A˜1B˜1
be the input state as in Theorem 1, WA1A2A˜1A˜2→A
′nD be
the encoding isometry, and let |ψ〉R1R2Bn1 Bn2 B˜1B˜2EnDn =
U⊗nN W |ϕ〉. As usual, we will evaluate entropic quantities with
respect to |ψ〉.
Given that Bob 1 must be able to recover a system which
purifies R1 from Bn1 and B˜1, we have by Fannes’ inequality
[25] that I(R1;Bn1 B˜1) > 2 log |R1| − nδn, where δn → 0 as
n→∞, and likewise for Bob 2. We also have
I(R1;B
n
1 B˜1) = H(R1) +H(B
n
1 B˜1)−H(R1Bn1 B˜1)
6 H(R1) +H(Bn1 )
+H(B˜1)−H(R1Bn1 B˜1)
= H(R1B˜1) +H(B
n
1 )−H(R1Bn1 B˜1)
= I(R1B˜1;B
n
1 )
(17)
where the second line follows from subadditivity, and the
third line from the fact that R1 and B˜1 are in a product
state. Hence, I(R1B˜1;Bn1 ) > 2 log |R1| − nδn and likewise,
I(R2B˜2;B
n
2 ) > 2 log |R2| − nδn. Now, if we identify R1B˜1
as A1 and R2B˜2 as A2, we see that
Q1 6
1
2n
I(A1;B
n
1 ) + δn (18)
Q2 6
1
2n
I(A2;B
n
2 ) + δn (19)
where δn → 0 as n→∞. Since I(A1;A2) = 0, this rate point
is clearly inside the region in equation (16), and it follows that
this is indeed the capacity of the channel.
An analogous theorem can easily be shown to hold for the
unassisted capacity:
Theorem 4: The unassisted capacity region of a quantum
broadcast channel NA′→B1B2 is the convex hull of the union
of all rate points (Q1, Q2) satisfying
0 6 Q1 6
1
n
I(A1〉Bn1 )
0 6 Q2 6
1
n
I(A2〉Bn2 )
(20)
for some state of the form |ψ〉A1A2Bn1 Bn2 DEn =
U⊗nN |φ〉A1A2A
′nD, where |φ〉 is a pure state.
While one might conjecture that Theorem 3 characterizes the
entanglement-assisted capacity region of a broadcast channel
even with the restriction n = 1, the analogous conjecture for
the unassisted capacity is false. In fact, it isn’t even true for a
channel with a single receiver [26].
C. Generalization to more receivers
It is possible to generalize the protocol to more than two
receivers. Without going into details, it is straightforward to
show that a one-shot version of the protocol holds if there
are more receivers; we simply get equations of the form of
equations (7) and (8) for each receiver, and then we put them
together in a way that is analogous to what we have done for
two receivers.
To generalize this to the i.i.d. setting, the idea is to use a
multiparty version of the FQSW protocol to decouple all the
A1 · · ·An subsystems [27]. Thus, instead of simply having a
constraint on Q1 +Q2, we get nontrivial constraints on every
possible subset of receivers. The result is the following rate
region:
∑
j∈K
Qj 6
1
2
∑
j∈K
I(Aj ;Bj)− J(AK)
 (21)
where J(AK) = H(Aj1)+ · · ·+H(Aj|K|)−H(Aj1 · · ·Aj|K|),
for all K = {j1, · · · , j|K|} ⊆ {1, · · · ,m}. The mutual
informations are defined on the state |φN 〉A1···AnB1···BnDE =
UN |φ〉A1···AnA′D.
VII. SINGLE-LETTER EXAMPLE
In the classical case, the simplest example of a broadcast
channel for which Marton’s region is optimal is a deterministic
channel, i.e. a channel where the outputs are completely
determined by the inputs. Similarly, we can show that our rate
region is optimal for entanglement-assisted quantum transmis-
sion through classical deterministic channels. This is perhaps
unsurprising since entanglement would be highly unlikely to
help classical transmission through a classical channel, but it
nonetheless provides an example for which our theroem is
optimal.
We say that NA′→B1B2 is a classical deterministic broad-
cast channel if there exist two deterministic functions f1 :
{1, . . . , |A′|} → {1, . . . , |B1|} and f2 : {1, . . . , |A′|} →
{1, . . . , |B2|} such that UN |i〉 = |f1(i)〉B1 ⊗ |f2(i)〉B2 ⊗ |i〉E
for some fixed orthonormal bases on A′, B1, B2 and E. We
claim that any rate point that can be achieved for such a chan-
nel is a convex combination of rates which can be achieved via
our coding method with input states of the form ϕA1A2A
′
=∑|A′|
i=1 pi|f1(i)〉〈f1(i)|A1⊗|f2(i)〉〈f2(i)|A2⊗|i〉〈i|A
′
for some
probability distribution {pi}. To prove this, we first need the
following observation:
Lemma 2: Let f : {1, . . . , |D|} → {1, . . . , |B|} be a
function, and |ξ〉ABCD be∑i αi|µi〉A⊗|f(i)〉B⊗|νi〉C⊗|i〉D,
where |µi〉 and |νi〉 are any pure states, and |i〉 and |f(i)〉
represent i and f(i) encoded in a standard bases on D and B
respectively. Then, I(A;B)ξ 6 H(B)ξ.
Proof: The lemma simply follows from the observation
that ξAB is separable.
Armed with this, we can now show the following:
8Theorem 5: Let NA′→B1B2 be a classical deterministic
channel. Then, the capacity region for this channel is the same
as the achievable rate region given by Theorem 2.
Proof: According to the regularized converse theorem
(Theorem 3), for any achievable rate point (Q1, Q2), there
exists a state |ψ〉A1A2Bn1 Bn2 EnD = U⊗nN |ϕ〉A1A2A
′nD such that
Q1 =
1
2nI(A1;B
n
1 )ψ + δn, Q2 =
1
2nI(A2;B
n
2 )ψ + δn, where
δn > 0, and I(A1;A2)ψ = 0. Let B1,i and B2,i be the ith
copies of B1 and B2 in Bn1 and B
n
2 , and, for each i, let
ψA1A2B1B2i =
∑
jk |jkjk〉〈jk|ψB1,iB2,i |jk〉〈jkjk|, where the
〈jkjk||jk〉 are defined in the classical basis on B1,i and B2,i
and in some fixed basis on A1, A2, B1 and B2. Then, we can
bound the individual rates as follows:
Q1 6
1
2n
I(A1;B
n
1 )ψ + δn (22)
6 1
2n
H(Bn1 )ψ + δn (23)
6 1
2n
∑
i
H(B1,i)ψ + δn (24)
=
1
2n
∑
i
H(B1)ψi + δn (25)
=
1
n
∑
i
1
2
I(A1;B1)ψi+δn (26)
and likewise for Q2. The second inequality is due to Lemma
2, with the roles of the B and D subsystems in the lemma
played by Bn1 and E
n respectively, and the third inequality
makes use the subadditivity of the von Neumann entropy.
We can now do the same thing for the sum rate:
Q1 +Q2
=
1
2n
{I(A1;Bn1 )ψ + I(A2;Bn2 )ψ}+ 2δn
=
1
2n
{H(A1)ψ +H(A2)ψ −H(A1|Bn1 )ψ
−H(A1;Bn2 )ψ}+ 2δn
6 1
2n
{H(A1A2)ψ −H(A1A2|Bn1Bn2 )ψ}+ 2δn
=
1
2n
I(A1A2;B
n
1B
n
2 )ψ + 2δn
6 1
2n
H(Bn1B
n
2 )ψ + 2δn
6 1
2n
∑
i
H(B1,iB2,i)ψ + 2δn
=
1
2n
∑
i
H(B1B2)ψi + 2δn
=
1
n
∑
i
1
2
{H(B1)ψi +H(B2)ψi − I(B1;B2)ψi}+ 2δn
=
1
n
∑
i
1
2
{I(A1;B1)ψi + I(A2;B2)ψi
−I(A1;A2)ψi}+ 2δn
(27)
where, in the first inequality, we have made use of the fact that
A1 and A2 are independent and of the standard inequality
H(AB|CD) 6 H(A|C) + H(B|D), and the last equality
follows from the special form of the ψi’s.
Since every i in equations (26) and (27) corresponds to a
rate which is achievable via Theorem 2, this concludes the
proof.
VIII. DISCUSSION
We have shown that a new protocol for entanglement-
assisted communication of quantum information through quan-
tum broadcast channels can be obtained from the FQSW
protocol. Our protocol achieves the following rate region for
every state |φ〉A1A2A′D:
0 6 Q1 6
1
2
I(A1;B1)ψ
0 6 Q2 6
1
2
I(A2;B2)ψ
Q1 +Q2 6
1
2
[I(A1;B1)ψ + I(A2;B2)ψ − I(A1;A2)ψ] .
(28)
where |ψ〉A1A2B1B2DE = UA′→B1B2EN |φ〉A1A2A
′D.
The corresponding rate region (equation (9)) is very similar
to Marton’s region for classical broadcast channels (equation
(1)) [3]; except for the factors of 1/2, the two expressions
are identical. In fact, for classical channels, the rates for
entanglement-assisted quantum communication found here can
be achieved directly using teleportation between the senders
and the receiver, with the classical communication required
by teleportation transmitted using Marton’s protocol. From
this point of view, our results can be viewed as a direct
generalization of Marton’s region to quantum channels.
Therefore, once again, it is the entanglement-assisted ver-
sion of the quantum capacity that bears the strongest re-
semblance to its classical counterpart. The same is true for
both the regular point-to-point quantum channel [28] and the
quantum multiple-access channel [29] [30]. In both those
cases, the known achievable rate regions for entanglement-
assisted quantum communication are identical to their clas-
sical counterparts. This collection of similarities suggests a
fundamental question. To what extent does the addition of
free entanglement make quantum information theory similar
to classical information theory?
Of course, the lack of a single-letter converse for Marton’s
region and, by extension, for our region, leaves open the
possibility that the analogy might break down for a new, better
broadcast region that remains to be discovered. A first step
towards eliminating that uncertainty could be to find a better
characterization of the quantum regions we have presented
here. The presence of the “discarded” system D in Theorem
2 is equivalent to optimizing over all mixed states φA1A2A
′
rather than only over pure states. This is not required for
most theorems in quantum information theory, but we have
not found a way to prove the regularized converse without
allowing for the possibility of mixed states. We leave it
as an open problem to determine whether it is possible to
demonstrate a converse theorem that does not require allowing
mixed states.
9Finally, for the unassisted case, it is very interesting to
note the absence of an independent constraint on the sum-
rate. However, we already know that this region is suboptimal
even for channels with a single receiver. It would therefore
be desirable to know whether this holds for the true capacity
region and whether there is an underlying principle which
explains this phenomenon.
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APPENDIX A
ASYMPTOTIC EQUALITY
Here we formally define asymptotic equality denoted by the
symbol ≈(a). Let ψ =
{
ψ(1), ψ(2),···
}
and ϕ =
{
ϕ(1), ϕ(2),···
}
be two families of quantum states, where ψ(n) and ϕ(n) are
defined on a Hilbert space H⊗n. Then we say that ψ ≈(a) ϕ
if limn→∞
∥∥ψ(n) − ϕ(n)∥∥1 = 0. We then say that ψ and ϕ
are asymptotically equal. Note that, by the triangle inequality,
≈(a) is transitive for any finite number of steps independent
of n.
It should be mentioned that throughout the paper, asymp-
totic families of states are not always explicitly referred to
as such, but generally speaking, whenever a state depends on
the number of copies, it should be considered as a family of
states. In addition, with a slight abuse of notation, we allow
quantum operations on families of states; it should be clear
which operation is done on each member of the family.
APPENDIX B
TYPICAL SUBSPACES
Much of information theory relies on the concept of typical
sequences. Let X be some alphabet and let X be a random
variable defined on X and distributed according to p(x).
Define the ε-typical set as follows:
T (n)ε =
{
xn ∈ Xn
∣∣∣ ∣∣− 1n log Pr{Xn = xn} −H(X)∣∣ 6 ε}
where Xn refers to n independent, identically-distributed
copies of X . It can be shown that the two following properties
hold:
1) There exists a function ε(n) such that limn→∞ ε(n) = 0
and such that Pr{Xn ∈ T (n)ε(n)} > 1− ε(n).
2) There exists an n0 such that for all n > n0, |T (n)ε | 6
2n[H(X)+ε].
The quantum generalization of these concepts is relatively
straightforward: let ρA =
∑
x∈X p(x)|x〉〈x| be the spectral
decomposition of a quantum state ρA on a quantum system
A. Then we can define the typical projector on the quantum
system An as follows:
Π(n)ε =
∑
xn∈T (n)ε
|xn〉〈xn|
We call the support of Π(n)ε the ε-typical subspace of An.
(For brevity, we often omit ε and refer simply to the typical
subspace. In this case, unless otherwise stated, ε can be
assumed to be a positive constant, independent of n.) The
two properties given above generalize to the quantum case:
1) There exists a function ε(n) such that limn→∞ ε(n) = 0
and such that Tr
[
Π
(n)
ε(n)ρ
A⊗n
]
> 1− ε(n).
2) There exists an n0 such that for all n > n0, Tr[Π
(n)
ε ] 6
2n[H(A)+ε].
Note that the first of these two properties implies that
Π
(n)
ε(n) · ρA
⊗n ≈(a) ρA⊗n, via the “gentle measurement”
lemma (Lemma 9 in [31]). One can also easily show that
the normalized version of Π(n)ε(n) · ρA
⊗n is also asymptotically
equal to ρA⊗n, and that it also holds for i.i.d. states with more
than one subsystem.
APPENDIX C
UHLMANN’S THEOREM
In this paper, we use Uhlmann’s theorem [32] several times,
in the form first presented as Lemma 2.2 in [33]:
Theorem 6: Let |ψ〉AB and |ϕ〉AB′ be two quantum states
such that
∥∥ψA − ϕA∥∥
1
6 ε. Then there exists an isometry
UB
′→B such that
∥∥∥ψAB − UB′→B · ϕAB′∥∥∥
1
6 2√ε.
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