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Abstract--For many applications, it is useful to know whether or not a matrix is an H-matrix. 
An algorithmic haracterization f H-matrices was given by [Li et al.] This method is useful, but 
entails estimating an optimum value for a parameter e,that plays a crucial role in the algorithm. In 
Part I of this paper, the authors present a new method which eliminates the arbitrary parameter and 
is an equivalent algorithmic haracterization f H-matrices. A few examples are given to illustrate 
relative merits of the two methods. In Part II, the editor describes an alternative which seems to 
eliminate deficiencies in methods discussed in Part I. (~) 2004 Elsevier Ltd. All rights reserved. 
Keywords - -H-matr ix ,  Iteration, Convergence. 
PART I 
1. INTRODUCTION 
H-matrices arise in several applications of the mathematical sciences, and play an important role 
in numerical mathematics, mathematical physics, control theory, etc. [1, 2]. First, let us recall 
the following definit ions. 
An earlier version of this paper was submitted to Dr. Wachspress, on the editorial board of CAMWA, for publi- 
cation. This stimulated his interest and led to development of yet another algorithm in an attempt to eliminate 
deficiencies in the earlier algorithms. Then, the authors invited the editor to be a co-author. Part I of this paper 
describes the work of the original authors. Part II describes the editor's new algorithm. The editor's MATLAB 
program is given in an appendix. 
0898-1221/04/$ - see front matter ~) 2004 Elsevier Ltd. All rights reserved. 
doi:10.1016/j.camwa.2004.04.034 
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Let A ---- (aij) e C ~'~, N : (1,2 .... ,n}. The comparison matrix of A, re(A) :- (aij), is 
defined by 
f laii l, i :- j ,  
oLij 
-la~jl, i # j. 
If the inverse matrix of re(A) is nonnegative, re(A) is called an M-matrix. It is known that A is 
an H-matrix if and only if re(A) is an M-matrix. For details about M-matrices and H-matrices, 
the reader is referred to [1,2]. It is well known that A is an H-matrix if and only if there exists 
a positive diagonal matrix D -- diag(dl , . . . ,  d~), such that either m(A)D is strictly diagonally 
dominant, 
d~ laii[ - E dj ]aijI > O , i E N, 
or each irreducible diagonal subblock of a reducible m(A)D is irreducibly diagonally dominant 
(abbreviated, henceforth, by IDD). If A is reducible, we consider only its diagonal irreducible 
submatrices sequentially. These irreducible submatrices are readily found by considering directed 
graphs connecting nonzero elements [3]. The following analysis assumes that A is an irreducible 
matrix with positive diagonal and nonpositive off-diagonal elements. A is an H-matrix if and 
only if there exists a positive diagonal matrix D, such that AD is IDD. We denote all positive 
diagonal matrices that yield an IDD matrix AD by ~A. 
It is obvious that the set of H-matrices contains the sets of M-matrices, strictly diagonally 
dominant matrices, IDD matrices, doubly diagonally dominant matrices [4], etc. However, it 
is not easy in practice to determine whether or not a matrix is an H-matrix, and an efficient 
algorithm for this purpose is needed. In [4-7], some practical sufficient conditions are presented 
for A E C ~'n to be an H-matrix. However, these conditions are not necessary and cannot be 
implemented efficiently on a computer. 
Algorithmic characterizations of H-matrices are presented in [8-11], in an attempt o provide 
criteria which admit efficient implementation a computer. In this paper, we will present a new 
algorithmic equivalent characterization f an H-matrix, which can be implemented effectively on 
a computer and sometimes improves on the algorithm in [8]. An obvious advantage of the result 
obtained is an algorithm without an arbitrary parameter that admits convenient computation. 
2. A NEW ALGORITHMIC  
CHARACTERIZAT ION OF H-MATRICES 
We will use the following notation, 
(A) = la jl, i e N, 
N1 (A) = {i E N :  taxi] > R~ (A)}, N2 (A) = N-  N1. 
An algorithmic approach to computing a matrix in ~A is given in [6], where the columns of 
the mth iterate, A ('~), are scaled by postmultiplication with a suitable diagonal matrix diag(d). 
The entries of d E C n satisfy 
d~= ~ l -e ,  iEN I (A(m)) ,  
( 1, i c (A(m))  
If e > 0 is sufficiently small and  A is an H-matr ix,  the algor ithm produces an IDD matrix. Thus,  
the product  of the intermediate diagonal matrices yields a matr ix  in ~A-  
The  main  drawback  of this method is that a poor  choice of c may require a large number  
of iterations. Moreover,  when it is not known,  a priori, whether  or not A is an H-matr ix,  a 
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possible failure of the algorithm to produce a matrix in ~A after a large number of iterations 
cannot necessarily be attributed to the choice of e, (e.g., see [8]). In [8], a new algorithm and an 
algorithmic haracterization f H-matrices is presented. 
ALGORITHM H. (See [8].) 
INPUT: A = (aij) c C ~'~ and any c > 0. 
OUTPUT: D = D(1)D (2) .. • D (m) E ~A,  if A is an H-matrix. 
1. If NI(A)  = 0 or, for some i e N a i i= 0, 'A is not an H-matrix', STOP; otherwise, 
2. setA (° )=A,  D (°) -- I, m --1, 
3. compute A (m) -~ A(m-1)D (m-l) = (a!rn)~ 
4. if NI(A('~)) = N, 'A is an H-matrix', STOP; otherwise, 
5. set d--  (di), where 
Ri (A  (m))+c 
e,= ay) 
1, 
ieN (A(m)), 
i (A(m)). 
6. set D(m) =diag(di), m = m + 1, go to Step 3. 
Algorithm H provides an equivalent condition for H-matrices. 
In [9,10], other modified iteration criteria for H-matrices are presented. However, the iteration 
criteria are sufficient and not necessary. In other words, the results in [9,10] need the assumptions 
'if the algorithm terminates after a finite number of iterations' and the condition 'when dl "~) < 2 
(or >>_ 2), for all i' is difficult to be satisfied [9] or 'let A be an irreducible matrix and NI(A) # ~. 
If A is an H-matrix, then, the algorithm produces a diagonally dominant matrix after finitely 
many steps' [10]. 
In the following, we will present a new algorithmic haracterization f H-matrices. The new 
algorithm (Algorithm N) is often an improvement of Algorithm H. Algorithm N supplies an 
equivalent characterization f H-matrices and eliminates the parameter e.
Denote 
RNI(A) = I%l, 
jEN1 ,#i 
R N2(A) = ~ la~jl. 
jEN2,~i 
ALGORITHM N. 
INPUT: A = (ai~) C C ~'~. 
OUTPUT: D = D(1)D (2) • • • D (m) E ~A, if A is an H-matrix. 
1. If NI(A)  = 0 or, for some i E N a i i= O, 'A is not an H-matrix', STOP; otherwise, 
2. setA (° )=A,  D ( ° )= I ,m=l ,  
3. compute A (m) = A(m_I)D(,~_I) = (~j~(m)~), 
4. if NI(A(m)) = N, 'A is an H-matrix', STOP; otherwise, 
5. set d = (di), where 
{ (RN2(A( '~) )  ) 1miax 1+ 
di 2 - (m) ' = ai~ - RN~ (A('~)) 
1, 
i EN I (A(m)) ,  
i 
6. set D (m)-= diag(di), m=m+l ,  gotoStep3.  
For analysis of this algorithm, we use the following lemmas. 
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LEMMA 2.1. In Algorithm N, for a11 i E NI(A(m)), we have 
0<di<l ,  
and 
R~2 + (1/2)( 4: ~) - R, (A(~))) 
0~/ ~ max 
a17 ) - R~, (A(-,)) 
PROOF. For i E N~(A(m)), we note that [a~] - R~(A (m)) - RN2(("~)) > 0, from which it is 
apparent hat di < 1. Moreover, 
R~ ~ + (1/2) ilaii - Ri RN2 (A(m)) 
_(-~) I =~ 1+ . ! 
~,, [ -  R N' (A(m)) a~? ) - R7 ~ (A('~)) 
LEMMA 2.2. Algorithm N either terminates or produces an inf/nite sequence of distinct matri- 
(,~) 
ces {A('~)}, such that limm-,oo aij exists, for hit i , j  E N. 
PROOF. If Algorithm N does not terminate, i.e., it produces an infinite sequence of matrices. 
Then, NI(A) ¢ O and a~ ~ 0, i E N. By Lemma 2.1, we have that, for all i E NI(A (m)) and 
any m = 1, 2, . . . ,  
(,~+1> aii -R i (A  (m+l)) 
lmax( l+  R~(A(~) )  ) /I (,~) 
_~N2 +(1 /2) (  a~r ) -R i (A(m)) )  R N~ 
_> ~ -~-~ 
: -~ aii 
Hence, 
c_... 
Consequently, there exists a smallest integer l, such that 
N1 (A (0) = N1 (A(t+P)) , for all p= 1,2,. . . .  
Since Algorithm N terminates for the input matrix A if and only if it terminates for the input 
matrix A(0, we may assume, without loss of generality, that l = 1 and suppose that 
N1 (A)= N1 (A~I>) 
By 
A (m+l )  = A(m)D (m), m = 1, 2,. . . ,  
dl ~) E (0, 1), for all i e NI(A (1)) and d~ m) = 1, for i E N2(A(1)). Thus, 
_(re+l) dy ~ij , i E N and j E N1 (A 1) , 
~ij ~-- L aij, i E Y and j E N2 (d l ) .  
We can see that, for any i , j  E N, r (m)~ taij i is a nonincreasing and bounded sequence. Thus, 
lira a~_ .m) 
rn--~oc J 
exists, for all i, j C N. | 
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LEMMA 2.3. I f  Algorithm N produces the infinite sequence A ('~), then, for all i E NI(A),  
lim a~i 
PROOF. For i E N I (A  ('~)) and any m = 1,2, . . . ,  by Lemma 2.1, 0 < di < 1 and 
Therefore, 
a~ - Ri 
R N2 + (1/2)(  a~ ) - R, (A(m))) 
---~ max 
' a~)  - R, ~ (A(m)) 
×/I (m-~) R71(A(~-')) _ R~2(A `~-') 
</I (m-1)1 RT,(~ (~-') R~(~ (~-~)) ~,la,, , -  (A(m-1)))  - (A (m-l)) 
= all - R i  A (m-l) m = 1,2, . . . .  
On the other hand, by Lemma 2.2, {a~ m) } and {Ri(A(m))} converge, and 
a(m) l Ri ~A (m)) > 0, m = 1,2, . . . .  ii I- 
Hence, r ,  (m)  l lau ] - R~(A(m))} is decreasing and 
_ _-0, 
Now, we can present he main result as follows. 
THEOREM 2.4. A matrix A = (aij) E C n'n is an H-matr/x if and only if Algorithm N terminates 
after a finite number of iterations by producing an IDD matr/x. 
PROOF. If Algorithm N terminates after k iterations, then, A (k) = AD is IDD, where 
D = D(1)D (2) .. .  D (e-~) 
is, by construction, a positive diagonal matrix. Hence, A is an H-matrix. Let A be an H-matrix. 
Assume, by way of contradiction, that Algorithm N produces the infinite sequence {A(m)}. By 
Lemma 2.2, A ('~) approaches a limit, say B, and thus, B = AC where C is the limit of the 
product of the positive diagonal Dm in the algorithm. By Lemma 2.3, 
]bii] - R, (B) = 0, i e N1 (A), 
]b, d - R, (B) = la,d - R,  (S)  = q, < 0, i e N2 (d).  
Since the algorithm does not terminate, N2 cannot be empty. (The following proof was added 
on the basis of analysis in Part II.) Let Q be a diagonal matrix with entries of 0 in its N1 rows 
and q~ in its N2 rows. Matrix B + Q now has all row sums of zero and hence, an eigenvalue of 
zero with corresponding eigenvector u = (1,1, . . . ,  1) T. Matrix B has a left positive eigenvector v 
with real eigenvalue A1. We observe that 
v (B  + Q) u = A lvu+vQu = 0 
and it follows that 
vQu 
A~-  - -  <0 .  
VU 
Thus, B has a negative real eigenvalue and cannot be an H-matrix. Hence, A = BC -1, also, is 
not an H-matrix, contrary to the assertion that A is an H-matrix. Thus, if A is an H-matrix the 
algorithm must terminate in a finite number of iterations and the theorem is established. | 
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3. EXAMPLES 
EXAMPLE 1. Let 
A = 
6 1 2.2696 2.6952 
2 7 3.4044 1.6171| 
2 2 5.1066 1.0781~ "
3 1 1.1348 5.3903/ 
A MATLAB program required only one iteration with Algorithm N, while 40 iterations were 
needed when Algorithm H was applied with e = 0.1. 
A = 
0.4204 0.0960 0.0656 0.1528 0.1\  
) 0.1681 0.4801 0.1311 0.0764 0.1 0.3783 0.0960 0.6556 0.0764 0.1 0.1261 0.3361 0.1967 0.7639 0.1 
0.4204 0.1440 0.1311 0.3056 1.0 
EXAMPLE 2. Let 
Algorithm N required only one iteration for determining that A is an H-matrix, while 27 
iterations were needed for Algorithm H with e = 0.1. 
EXAMPLE 3. Let 
A = 
0.540 0.2 0.08 0.2) 
0.648 1.0 0.32 0.0 
0.0 |0.540 1.0 0.80 
\0.216 0.8 0.08 1.0 
Algorithm N required only one iteration for determining that A is an H-matrix, while 11 
iterations were needed for Algorithm H with e = 0.1. 
EXAMPLE 4. Let 
4.5887 0.4902 
0.5736 2.5736 
A= 
1.1472 0.8579 
1.1472 0.8579 
2 2 
1 1 
3 1 
1 3 
Algorithm N required only one iteration for determining that A is an H-matrix, while ten 
iterations were needed for Algorithm H with e = 0.1. 
A strong point of Algorithm N is absence of an arbitrary parameter. The main thrust of this 
paper is the attempt to eliminate need for a parameter. We must admit that the new algorithm is 
not better than other algorithms for all matrices. This is especially true as the matrices increase 
in order, as demonstrated by the following two examples. 
EXAMPLE 5. Let 
A = 
0.4259 0.0329 0.1483 0.1407 0.0298 0.0035 
0.0480 0.2189 0.1188 0.3065 0.0436 0.1735| 
0.1259 0.0591 0.3737 0.0199 0.0427 0.1034~ 
0.1009 0.0320 0.0653 1.0606 0.1297 0.2165/ " 
0.1850 0.0443 0.1505 0.2798 0.8613 0.1083~ 
0.1582 0.0570 0.1475 0.0034 0.0427 0.6843/ 
Algorithm N required 5154 iterations for determining that A is an H-matrix, while only seven 
iterations were needed when Algorithm H was utilized with e = 0.1. 
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EXAMPLE 6. Let 
0.4622 
0.0367 
0.0476 
0.0248 
A= 
0.0638 
0.0836 
0.0583 
0.0704 
0.1261 0.1151 0.1835 0.3009 0.1082 0.0440 0.0145' 
1.8664 0.0096 0.1462 0.1706 0.0811 0.0043 0.2508 
0.4725 0.6519 0.0813 0.3083 0.0172 0.0026 0.2492 
0.4107 0.0582 0.3980 0.1110 0.0267 0.0305 0.0065 
0.2782 0.1670 0.0397 1.2563 0.0783 0.0013 0.0067 
0.3425 0.0029 0.1t93 0.3865 0.4896 0.0374 0.0778 
0.4791 0.1466 0.0593 0.2830 0.0478 0.4300 0.2403 
0.0357 0.1854 0.1780 0.0880 0.0741 0.0090 1.5670, 
Algorithm N required 1806 iterations for determining that A is an H-matrix, while only seven 
iterations were needed when Algorithm H was utilized with e = 0.1. 
PART I I  
1. INTRODUCTION 
In the following analysis, A is an irreducible companion matrix with positive diagonal and 
nonpositive off-diagonal elements. Irreducibility plays a crucial role in this algorithm. The 
irreducible ssentially nonpositive real Matrix A is an H-matrix if and only if its eigenvalue with 
minimum real part is real and positive. This eigenvalue is associated with its unique positive 
eigenvector whose existence is established by the Perron-Frobenius theorem. 
The discussion in Part I did not address criteria for terminating the algorithms with a deter- 
mination that A is not an H-matrix. In this case, as the algorithms continue, all the N1 row 
sums approach zero, while the N2 row sums approach constant negative values. Criteria will be 
discussed here for determining when no N2 row can pass into N1 after further iterations. 
Matrix A is an H-matrix if and only if it has a positive inverse. To determine whether or 
not A is an H-matrix, one may simply compute its inverse. If A is of order n, this is an O(n 3) 
computation. However, the algorithm given here is O(n2). This algorithm also yields an estimate 
for the smallest eigenvalue of A, which may be more efficient than alternatives for large n. 
2. PREL IMINARY ANALYS IS  
If all the row sums of A are nonnegative and at least one row sum is positive, then, A is IDD 
and is an H-matrix. (This is the crucial result of restricting A to be irreducible.) On the other 
hand, A may be an H-matrix when there are negative row sums, and this is the case where a 
diagonal matrix D is sought for which AD is IDD. Let N1 denote the set of rows of A having 
nonnegative row sums and let N2 denote the set of rows of A having negative row sums. Let P1 be 
chosen as a nonnegative diagonal matrix with positive entries only in the N1 rows, chosen so that 
the N1 rows of A - P1 sum to zero. Let P2 be a nonnegative diagonal matrix with positive ntries 
only in the N2 rows, chosen so that all the N2 rows of A + P2 sum to zero. Then, A - P1 + P2 is 
an irreducible ssentially nonpositive real matrix whose row sums are all zero. We consider the 
matrix 
R= A-  PI + P2, (1) 
Since all the row sums are zero, R has a zero eigenvalue with associated eigenvector 
u = (1, 1,. . . ,  1) T 
The left eigenvector v T of A having smallest real component of this irreducible ssentially non- 
positive matrix is positive. Let the associated eigenvalue of A be )u. 
Consider 
vTRu = ~vTu - v T (P1 - P~) u = 0. (2) 
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Let v = u + w, where wTu = 0. Then, since UTU : n, 
= (u T + w T) (P1 - (3) 
and if the sum of the elements in vector z is z and over matr ix B is b, 
n)~i = Pl - P2 + w v (Pl  - P2) ,  (4) 
where P l  = PlU and P2 = P2u are nonnegative vectors. We may est imate l l  as 
Ai ~P l  - -P2  (5) 
n 
and consider the error in this approximation when A is row IDD, in which case P2 = 0. The 
components of w sum to zero so the last term in equation (4) yields an error of 
E - (wlp+ -Iw~[p-), 
where wip+ is the summation over the positive components of wTpl  and -Iw21p_ is the sum- 
mation over the negative components of wTp i  . The first term in equation (4) is (p+ +p_) .  The 
expected value of 
E 
= (;+ +;_ )  (6) 
goes to zero as n increases. 
As the smallest eigenvalue of A approaches zero from above, it becomes more difficult to 
establish that A is an H-matrix. Equation (5) provides a useful criterion for terminating an 
algorithm when the eigenvalue is so close to zero that the problem is il l-conditioned. In this case, 
either small perturbations in elements of A or roundoff error in the algorithm can influence the 
result. The positive eigenvector of A is called its "Frobenius eigenvector" and )~1 is its "Frobenius 
eigenvalue". 
3. A MODIF ICAT ION OF ALGORITHM H 
Having l imited A to be irreducible, we may set the parameter e to zero, thereby eliminating 
this arbitrary parameter. This gives the greatest reduction in the row sums while not allowing 
any row to pass from N1 to N2 and thus, is more efficient than Algorithm N in which the 
reduction is governed by the N1 row of maximum d~. In a parallel environment, he strategy of 
computing si and ri for matr ix A ('~-1) is better than a sequential computat ion with updated 
columns. However, for a serial computation it is more efficient to proceed through the matrix 
from i = 1 to n, using updated elements throughout. 
When the matr ix is nearly singular, neither Algorithm N, Algorithm H, nor this modified 
algorithm terminates. Recognition that A is not an H-matr ix may require an inordinate number 
of iterations. Further steps must be taken to recognize as soon as possible when A is not an H- 
matrix. For this purpose, we introduce a parameter %at'. Although choice of bar is arbitrary, the 
computation is not sensitive to this parameter. In the experimental MATLAB program HYGENE, 
bar is set initially at 10 -4. A column is in N1 when s~/ri < 1. However, di = s~/ri for column i
only when it is less than 1 -bar .  Otherwise, di = 1 for that  column, which remains in N1, when 
s~/r~ <_ 1. The algorithm demonstrates that  A is an H-matr ix only if all the N~ rows are moved 
into N1. If there are still rows in N2 after sweep through all columns in iteration m, but Dm is 
the identity matrix, action is taken to decide whether or not to continue. 
The program HYGENE computes max d2 = max(si/r~ I over the N2 columns and 
H dl = H s-i' 
r i  
Characterization ofH-Matrices 1595 
for all the N1 columns, all si/ri being greater than (1-bar) ,  so that, in general, 1-I dl > (1-bar)  ~. 
Then, it compares max d2 with x = 1/1-I dl, which for small bar is less than (1 + n.bar).  If 
max d2 > x for two successive bars, the program decides that A is not an H-matrix. The 
justification is that reduction of columns with bar decreased should not switch all the N2 rows 
into N1, if they are that far from dominant. If bar is reduced so that all the N1 columns are 
multiplied by their current di, the maximum effect on an N2 column is their product. However, 
to diminish possibility of a false failure, we lower bar one more time and only decide that A is not 
an H-matrix, if the result repeats. This accounts omewhat for reduction of some N2 columns 
with the lowered bar which could alter the comparison. On the other hand, when max d2 < x 
the value for bar is reduced by a factor of .01. This allows further column reduction. In practice, 
the algorithm continues until bar is around the order of magnitude of the minimum eigenvalue 
of A. The role of bar is similar to that of e in Algorithm H. One could achieve the same result 
with Algorithm H by decreasing e in stages. 
When the matrix is nearly singular, care must be taken to stop before encountering roundoff 
error that can affect the result. A lower bound on bar of 10 -15 is used in HYGENE. Thus, the last 
value used is 10 -14 . In this case, an alert is given that single precision arithmetic is inadequate 
for this ill-conditioned problem. Eigenvalues as small as 210 -12 have been treated successfully. 
We note that one can apply the same procedure to any resulting A (m), which is row dom- 
inant, multiplying rows rather than columns to obtain a doubly diagonally dominant matrix. 
The premultiplication does not affect row dominance. Thus, any H-matrix for which the al- 
gorithm succeeds can be transformed into a doubly diagonally dominant matrix by pre- and 
post-multiplication by diagonal matrices. 
4.  EST IMAT ING THE MIN IMUM E IGENVALUE,  A1, OF  A 
After iteration m, A (m) = AD. We multiply equation 1 on the left by vTD -1 and on the right 
by u to get 
vTD -1 (AD - P1 + P2) u = 0, (8) 
where v T is the positive left eigenvector of D-lAD associated with its eigenvalue of minimum 
real part. Since D-lAD is similar to A, this eigenvalue is A1. We define 
Q1 = D-1p1 and Q2 = D-Ip2. 
From equation (5) 
1 
A1 ~ lamest = - (ql - q2). (9) 
n 
The algorithm terminates if P2 = 0, in which case A is an H-matrix and D-lAD is irreducibly 
row diagonally dominant so that equation (9) applies with ql - q2 replaced by ql. The expected 
percent error decreases as n increases. The following table indicates the kind of accuracy achieved. 
All matrices were generated with MATLAB 'rand(n)' and a constant imes the identity matrix 
added to the diagonal to attain a desired At. Err is the magnitude of the % error. 
A 1 = 10 -4 10-8 
n = 10 20 30 300 500 10 20 30 
Err = 4 1.5 .3 .145 .069 6.4 3.2 .12 
m = 31 36 74 643 967 65 101 181 
When it is determined that elimination of the N2 rows cannot be accomplished, equation (6) 
yields the error with Pl replaced by -q2.  Results for a few runs were as follows. 
A1 = --10 -4 --10 -s  
n ---- 10 20 30 500 10 20 30 
Er r - -  41 26.3 13.4 8.16 61.2 32.6 13.7 
m -- 41 100 98 1791 50 150 203 
These errors are somewhat greater than for positive A1, but still diminish as n increases. 
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Theorem 2.4 in Part I applies here. We assert that matrix A (m) and hence, A is not an H- 
matrix when further reduction of the Ni rows cannot switch all the N2 rows to Ni, for then, as 
the iteration continues ums of elements in all rows in Ni tend toward zero so that qi approaches 
zero. Moreover, Q2 approaches a fixed nonzero matrix whose elements um to say, q2 > 0. A has 
a positive left eigenvector in any case. If A (m) were an H-matrix, eigenvector v T would belong 
to a positive Ai. By equation (3) with q2 - ql > 0 and v T = u T + w T > 0, hi is negative. Thus, 
A cannot be an H-matrix. 
A conservative value of 'minlam' is prescribed to terminate the iterations (before determining 
whether or not A is an H-matrix) when the estimated eigenvalue is much smaller than a desired 
bound. If minlam > lamest, the iteration is terminated. One may try again with a new minlam 
if one wishes to resolve the H-matrix question. It is recommended that the user choose 
min lam = I0 x lamest, 
when lamest is negative, in which case it is suspected that A is not an H-matrix. If lamest is 
positive A may be an H-matrix and it is suggested that the user choose 
minlam = .1 x lamest. 
More  recent versions of MATLAB do not count flops because of uncertainties in how one counts. 
However, the old version used for these studies allows a direct comparison with flops counted in 
the same manner  for the various methods. The  approximate MATLAB flops for m HYGENE steps 
is mn(n  + 3) and for inversion of A is 2n 3. An  approximate value for m is 
m ~ -n( log hi + 1.5). 
Thus, HYGENE requires around the same number  of flops as MATLAB inversion of A, when 
(log hi + 1.5) ~ -2 ,  
or when )h ~ .00032. For smaller values of A1, inversion requires fewer flops than the H-matrix 
algorithm. Computing the minimum eigenvalue of A with the MATLAB command min(eig(A)) 
requires an order of magnitude more flops. For example, each of a set of random matrices of 
order 30 with minimum eigenvalue .00032 required around 56,000 HYGENE flops, which was about 
the same as for MATLAB inversion. The HYGENE algorithm estimate for Ai had less than 3% 
error. MATLAB evaluation of the precise value with the command min(eig(A)) required around 
440,000 flops. There are, of course, other more efficient schemes for estimating hi as for example 
by shifted inverse iteration. 
Results of a few HYGENE runs are given in the following table for matrices of order 30 and a 
few values for )~i. 
~1 = .01 .0005 10 -s  10 -12 
lamest = .0099 .00049 1.001 x 10 -s  .982 x 10 -12 
m = 16 56 179 331 
-n( log X1 + 1.5) = 15 54 195 315 
flops = 15,112 60,331 176,295 328,509 
mn(n + 3) = 15,840 55,440 177, 210 327, 690 
A matrix of order 20 with hi -- 10 -s  required m = 125 with 57,750 flops. The estimated m 
was 130 and the flop estimate for m -= 125 and n -- 20 is 57,500. 
Since HYGENE estimates )~i in an order of magnitude fewer flops than MATLAB eig(A), an 
attractive approach is to iterate with HYGENE using A0 = A and Ar = AT-1 -- lamestr_i I .  The 
estimates are Ai (0) = lamest0, Ai (r) = Ai ( r -  1) +lamest~. This iteration converges quadratically. 
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The deviat ion from quadrat ic  onvergence is slight. Ext rapo lat ion  based on quadrat ic  onvergence 
suggests the approximat ion:  
x 2 
x = lamest0, y = lamest1, A1 --~ - - .  (10) 
x-y  
A problem with n = 30 and )~1 = - -10-4 gave lamest0 = --6.9679 X 10 -4  which had an error of 
Err1 = 30.32%. A second run gave lamest1 = -2 .111 x 10 -5 wi th the approx imat ion lamesto + 
lamest~ = -9 .0798 x 10 -~ having an error of Err2 = 9.21%. We observe that  Err12 = 9.19% 
is close to Err2 and that  the approximat ion of equat ion 10 yields A1 ~ - .99963 x 10 -5 wi th an 
error of only .037%. 
5. TERMINAT ION CRITER IA  
In summary,  the terminat ion  criteria are as follows. 
(1) N2 contains no rows and A is an H-matr ix .  
(2) It  is determined that  further a t tempt  o reduce the number of rows in N2 cannot succeed, 
in which case A is not an H-matr ix .  
(3) 10 -15 > bar, in which case no solution is at tempted.  
(4) Min lam > lamest, in which case one may restart  with a new est imate for min lam if one 
wishes to continue. 
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APPENDIX  
%The HYGENE program 
%hygene is a MATLAB algorithm for specifying or generating 
%a matrix and determining whether or not it is an H-matrix. 
%The program requires O[mn(n+3)] flops where 
Y~ is the number of sweeps and n is the order of A. 
%If used with a version of MATLAB that does not support 
%the command "flop", one must comment out the appropriate lines. 
%This file was generated on 3/i/2004. 
Q= []; 
Q = input('Specify A, or hit enter to generate A: '); 
if isempty(Q) 
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~Generat ion  of A fol lows: 
f lops(O) 
n = input( 'The order of A is: '); 
B = -rand(n) ; 
for k = l:n 
B(k,k) = -B(k,k);  
end 
ei = min( rea l (e ig(B) ) ) ;  
for k = l:n 
B(k,k) = B(k,k) - el; 
end 
disp( ' I f  imin > O, A wi l l  be an H-matr ix . ' )  
d isp(CI f  imin < O, A wi l l  not be an H-matr ix . ' )  
imin = input( The min imum eigenvalue imin of A is: 
for k = l:n 
B(k,k) = B(k,k) + imin; 
end 
mdi = min(d iag(B)) ;  
whi le  mdi < le-lO 
~We demand that A have a pos i t ive  diagonal.  
mdi = lO*abs(mdi) ;  
ei = min( rea l (e ig(B) ) ) ;  
add = imin - el; 
for k = l:n 
B(k,k) = B(k,k) + add; 
mdi = min(d iag(B)) ;  
end 
end 
A = B; 
d isp(CF lops  for generat ion  of A are: ') 
f lops 
tEnd of generat ion  of A. 
***************************************************  
else 
A = Q; 
n = length(A);  
end 
R = A; 
ri i  = diag(A);  
if norm(r i i  - abs(r i i ) , l )  = 0 I al l(r i i )  == 0 
d isp(~Diagona l  of R not posi t ive. ' )  
re turn  
end 
C = diag(r i i )  - R; 
if norm(C - abs(C), l )  - = 0 
d isp(C Input  A not essent ia l ly  nonposi t ive. ' )  
re turn  
end 
N2 = O; 
m = i; 
,) 
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N3 = O; 
bar = le-4; 
f lops(O) 
min lam = []; 
min lam = input(CA lower bound on the min imum eigenvalue is: '); 
if i sempty(min lam) 
min lam = O; 
end 
prodend = O; 
whi le  N2 == 0 a bar > le-15 
proddl  = I; 
maxd2 = i; 
for k = l:n 
d = norm (C (k, : ), i ) /r i i  (k) ; 
f=  l -d ;  
if f >=0 
proddl  = d*proddl;  
else 
maxd2 = max(d,maxd2);  
end 
if f > bar 
C(: ,k) = d*C(: ,k);  
r i i(k) = d*r i i (k);  
N3 = I; 
else 
if f < 0 
N2 = I; 
end 
end 
end 
if N2 == 0 
~We compute lamest after the last iteration: 
sumq = O; 
for k = 1:n 
f = ri i(k) - norm(C(k, : ) , l ) ;  
q = f*A(k ,k) / r i i (k ) ;  
sumq = sumq + q; 
end 
lamest 
m 
lamest = sumq/n; 
if q == 0 
d isp( 'A  is s ingular  so is not an H-matr ix . ' )  
f lops 
return  
end 
d isp( 'A  is an H-matr ix ' )  
d i sp(CF lops  when A is an H-matr ix:  ') 
f lops 
return  
end 
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if N3 == 0 
sumq = O; 
for k = l:n 
sumq = sumq + A(k,k)*(ri i(k) - norm(C(k,:), l))/r i i(k); 
end 
lamest = sumq/n; 
lamest 
m 
if lamest < minlam 
disp('imin(A) < minimum allowed.' ) 
if lamest < 0 
disp('Suspect A not an H--matrix! ') 
disp('To verify, lower minlam to 10*lamest. ') 
else 
disp(CA may be an H--matrix. ') 
disp('To verify, run with minlam = .1*lamest. ') 
end 
disp('Flops for lamest < minlam = ') 
flops 
return 
end 
if maxd2 < 1/proddl 
bar = .01*bar; 
prodend = O; 
else 
if prodend == 0 
prodend = i; 
~We only accept this result if it occurs twice in a row. 
~We "lower the bar" again to verify the result. 
bar = .01*bar; 
else 
disp('A is not an H-matrix') 
disp(CFlops for determining that A is not an H-matrix: 
flops 
return 
end 
end 
end 
end 
N3 = O; 
N2 = O; 
m = m+l; 
if bar < is-15 
disp(CMatrix close to singular. Double precision') 
disp(Cmay be required. Problem is i l l-conditioned.') 
,) 
sumq = 0; 
for k = i:n 
sumq = sumq + A(k,k)*(ri i(k) - norm(C(k,:), l))/r i i(k); 
end 
lamest = sumq/n; 
lamest 
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end 
disp('Flops = ') 
flops 
reZurn 
end 
