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Fig. 1. Human operators with various interfaces and stimuli complete manipulation tasks of varying complexity in a first person view pick-and-place
scenario.
Abstract— Research in multi-modal interfaces aims to provide
solutions to immersion and increase overall human performance. A
promising direction is combining auditory, visual and haptic inter-
action between the user and the simulated environment. However,
no extensive comparisons exist to show how combining audio-
visuohaptic interfaces affects human perception reflected on task
performance. Our paper explores this idea. We present a thorough,
full-factorial comparison of how all combinations of audio, visual
and haptic interfaces affect performance during manipulation. We
evaluate how each interface combination affects performance in a
study (N = 25) consisting of manipulating tasks of varying diffi-
culty. Performance is assessed using both subjective, assessing cog-
nitive workload and system usability, and objective measurements,
incorporating time and spatial accuracy-based metrics. Results show
that regardless of task complexity, using stereoscopic-vision with
the VRHMD increased performance across all measurements by
40% compared to monocular-vision from the display monitor. Using
haptic feedback improved outcomes by 10% and auditory feedback
accounted for approximately 5% improvement.
I. INTRODUCTION
THE growth of virtual reality, robotics and networkingtechnologies have spiked in recent years. This has led
to an increase in teleoperation research – allowing humans
the ability to remotely inhabit a foreign body, e.g. a robot as
an avatar to complete a task [1]. With the recent outbreak of
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pandemics, remote robotic control and telepresence systems,
have become more important than ever.
Teleoperation delegates the high-level control of a robot to
a remote human operator, thus combining the human instinct
and the computational as well as the physical capabilities
of robots. Humans are highly adaptable experts in motion
control, constituting teleoperation a useful tool to help robots
complete tasks in novel and dynamic environments. During a
teleoperation task, the robot’s performance is dictated by the
controls being sent by the human. So how can we maximize
human perception and thus maximise performance during
task supervision?
The actions between an operator and a remote robotic
system are physically detached from another constituting the
overall experience unnatural. This implies that policies which
humans use to control their own bodies, may not directly
translate into effective control of a foreign body, which can
lead to poor performance. To mitigate this, we can maximise
feelings of immersion and by extent task performance in
humans so that the foreign body feels more like their own.
This can lead to improved performance when controlling
another body in a remote environment [2], [3]. Increasing
immersion, translates in increased performance [4]–[6].
To increase the feeling of immersion and thus perfor-
mance, we can alter the way in which the human interacts
with their avatar. In a primary setting, users can interact with
their surrounding virtual setting, by using a monocular mon-
itor to give them a visual representation of the environment
in which they are operating, which may not necessarily lead
to high levels of immersion by itself. Using a virtual reality
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device could lead to increased performance because it offers
richer visual information, particularly attributed to stereo-
scopic depth [7], [8]. Stimulating other senses however, for
example, using auditory and haptic feedback to superimpose
information may also affect performance.
Previous work has compared the effect of combining
some sensory interfaces. However, exhaustive comparisons,
to the best of our knowledge, have yet not been made
between visual, haptic and auditory sensory modalities and
how combining these affects task performance of varying
complexity. Our work aims to address this.
We use a pick and place task to compare the effects of
these sensory interfaces on task performance. The setup for
this task can be seen in Figure 1. The pick and place task is
set in a virtual environment with different objects types, sizes
and pick and place distances. We compare all combinations
of visual (monocular or VR), auditory (presence or absence)
and haptic (presence or absence) feedback. Changing these
factors affects the difficulty of the task and we present a
detailed analysis on how each combination of sensory inputs
affects task performance.
Our study provides evidence to support a recommendation
for the best performing combination of sensory interface
in manipulation tasks with varying complexity. By incor-
porating both subjective and objective measurements, we
determine which combination offers the best performance
for a given task. Throughout this paper, we present how we
conduct, evaluate and analyse our experiments.
Contributions of our work include:
• A unique and reproducible interface which allows var-
ious combinations of sensory feedback for performing
various tasks under different settings,
• A low cost hardware and simple software approach in
designing an effective vibrotactile haptic data glove,
• A virtual reality environment with high-fidelity physics
simulation (friction, collision, contact forces) to closely
resemble real-world interaction and make the best use
of existing human motor skills,
• A concrete experimental design that can be used to test
the effectiveness of new emerging technologies,
• To the best of our knowledge, this is the first exhaustive
comparison of its kind between all combinations of vi-
sual, auditory and haptic interfaces during manipulation
tasks of increasing difficulty.
II. RELATED WORK
In this section, we discuss the previous work regarding the
effectiveness of multi-sensory interfaces on immersion and
performance, object interaction and manipulation. We group
these studies in the individual sensory modalities for clarity
and identify gaps in current knowledge.
A. Multi-Modal Interfaces
When operators embody a remote robot or are subjected
to a virtual environment for training purposes, using only
a visual monocular monitor, they can only experience that
remote environment visually. By adding multiple modalities,
it was found that the workload of the visual cortex can be
reduced, awareness may be increased and thus task perfor-
mance can be improved [9], [10]. But when using multi-
modal interfaces, synchronisation is important. If signals
of different modalities are out-of-sync, overall spatial and
temporal immersion is reduced, effectively nullifying the
benefits of using multi-modal interfaces [11], [12].
Furthermore, sensory feedback strategies need to be made
prior to the implementation of a specific sensory channel.
In most cases, the design decisions of one type of sensory
feedback may be achieved via either a continuous manner,
i.e. concurrent feedback, or after a desired event, i.e. terminal
feedback [2].
This study focuses on audiovisuohaptic interfaces, due to
vision, hearing and touch being the highest developed and
contributing the most in embodiment [3], [11], [13], among
all human senses. We present the previous work on visual,
audio and haptic interfaces in the following sections.
1) Visual Cues: Most research in this area has focused
on the effect of visual interfaces between the human and the
avatar. The dominance of vision in the sensory system is well
supported [14]–[16], contributing to around 70% of overall
human perception [13]. Providing thus visual information in
the best form is of vital importance.
The two primary sources of a visual interface are standard
monocular monitors and VRHMD, which provides stereo
vision. During a target detection task in Unmanned Aerial
Vehicles (UAVs), there were no significant differences in
performance between the two [17], with the VRHMD even
causing motion sickness potentially attributed to the illusion
of self-motion of the vehicle. This is known as vection [18]
and is a common complaint among VRHMD users in non-
static situations. Since this is still an open problem, our study
limits self-motion and compares the effectiveness of both
displays in static scenarios.
Though VRHMDs have drawbacks, they also offer many
benefits over monocular screens. They offer better depth
perception and environmental awareness than standard mon-
itors [19]. This is of importance as studies have shown
that humans overestimate their ability to perceive depth in
virtual environments [8], [20], [21]. As such, increased depth
information leads to reduced collisions with the surrounding
environment and better performance during highly dexterous
manipulation tasks [7], [22]. It is important, however, how
the superimposition of information is delivered to the oper-
ator. One study showed that constantly providing feedback
can be counterproductive both in user preference and time
efficiency compared to providing feedback at the end of a
task [23].
Providing a larger field of view can also result in increased
performance and environmental awareness [22], [24], [25],
but can decrease usability and increase perceived difficulty
i.e. workload [25].
2) Auditory Cues: Supplementing vision with auditory
information can lead to increased operator awareness, es-
pecially during high visual load [2], [26] and can reduce
mental workload, correlated to fewer accidents and better
performance [27]. Audiovisual interfaces also contributed to
intuitive control of a humanoid during manipulation tasks
[28].
Extra information, such as alarms and alerts can be su-
perimposed on a visual display, but by presenting them via
an audio interface can decrease distraction [29]. Operators
can also use auditory information to localise the sources of
sounds, which is useful when FOV is limited [30].
Further studies also show that controlling auditory pitch
may influence object clearance, limited during human
walking, with results indicating that participants indeed
benefited from such sound sonification [31], [32]. This
suggests that auditory information may provide a richer
environmental experience and be a valuable supplement to
just relying on vision.
3) Somatosensory Cues: Tactile feedback can also aug-
ment visual information. Communicating spatial alerts via
somatosensory means can signal warnings without overload-
ing visual pathways [33], [34]. Manipulation, in particular,
can be improved by adding tactile feedback [1], [35], [36]
and can result in better performance [37].
For diagnostic surgery simulators using virtual reality,
complex and sophisticated tactile approaches for force feed-
back have been developed to allow realistic reaction forces
for deformable objects such as soft tissue [38]. Further
research in kinesthetic force feedback, has shown some ad-
vantages over lower cost approaches [39], [40], particularly
due to being able to constrain the grasp motion of users
hands, based on the virtual object they are holding [41].
However, providing high resolution haptic feedback
alone does not necessarily guarantee an increase in task
performance [42]. Using only vibration feedback can
increase spatial awareness for non-deformable i.e. rigid
objects [43]. Outputting vibrations which are proportional
to the force applied by the robot, also leads to improved
performance [44]. We use a similar approach.
4) Audiovisuohaptic Multi-Modal Interfaces: A combina-
tion of all three modalities may also be effective in improving
performance. One study hypothesises that audiovisuohaptic
interfaces may increase task performance as the task gets
gradually more difficult [2], but this is untested.
On one hand, an audiovisuohaptic interface did not sig-
nificantly increase performance during a teleoperated nav-
igation task [9], but operator spatial ability and subjective
performance did increase compared to using fewer inter-
faces. In another study, an audiovisuohaptic interface was
implemented to test for performance in visual throwing tasks
[45]. While not exhausting all comparisons of the interface
or implementing varying task complexities, their results
show that point-based haptic devices and moreover auditory
feedback did not contribute to significantly improved task
performance.
A meta-analysis of 45 studies showed that by supplement-
ing visual information with either auditory or somatosensory
(via vibrotactile cues), increased overall performance [46].
However, no extensive comparison has been conducted on
how combining all three modalities affects immersion and
by extent task performance reflected on higher levels of
complexity. Our study aims to address this.
B. Object Interaction and Manipulation
To compare the effect of visual, auditory and haptic
feedback on task performance, we must first define a task.
We chose to measure the effect of these interfaces on
manipulation tasks of different difficulties. Manipulation is
a suitable choice, since it involves coarse and fine motor
movements, depending on the object being grasped.
The Southampton Hand Assessment Procedure (SHAP)
[47], defines six clinically validated grasping classifications
to test hand function. This comprises the entire range of
human hand motion from fine to coarse manipulation. One
study even addressed all the possible different grasping
techniques a human can initiate with an object by imple-
menting the SHAP in the physics engine MuJoCo, however,
no comparison between the sensory modalities was drawn
[48]. We are undoubtedly inspired by the aforementioned
study. During our experiments, we use a range of different
objects and sizes. By doing this we can examine the effect of
combining sensory interfaces on the performance of different
levels of human motor skill during object manipulation and
interaction.
Our aim is to increase task performance by improving
immersion. However, immersion is a complex phenomenon
which can be negatively influenced by the so-called "Un-
canny Valley" – a break in immersion when an artificial being
appears too realistic, causing negative responses towards it
[49].
More relevant to this study is the "Uncanny Valley of
Haptics", which has a similar effect when haptic feedback
does not coincide with other sensory feedback and reduces
the perception of realism [42]. Neuroimaging studies support
this concept, showing that visual and haptic activation over-
laps in the occipital lobe [50]–[53]. We aim to investigate
if the simultaneous presence of both modalities increases
performance.
III. HYPOTHESES
The following hypotheses are formed from our review,
while primarily hypothesizing that an audiovisuohaptic
multi-modal interface will prove to be significantly more
effective when subjected to higher task complexity, compared
to fewer modalities present or the minimal representation of
these.
Hypothesis 1: There will be lower perceived cognitive
workload corresponding to higher performance with (a)
the stereoscopic VRHMD than with the monocular display
monitor, (b) presence of somatosensory feedback than
absence and finally (c) presence of auditory feedback than
the absence of it.
Hypothesis 2: There will be higher perceived system
usability corresponding to higher performance with (a) the
stereoscopic VRHMD than with the monocular display
monitor, (b) presence of somatosensory feedback than
absence and finally (c) presence of auditory feedback than
the absence of it.
Hypothesis 3: Faster performance corresponding to less
placement and completion time will be observed with (a)
the stereoscopic VRHMD than with the monocular display
monitor, (b) presence of somatosensory feedback than
absence and finally (c) presence of auditory feedback than
the absence of it.
Hypothesis 4: Better depth estimation with less distance
error to target, will be measured in the order of interface
conditions incorporating (a) the stereoscopic VRHMD
than with the monocular display monitor, (b) presence
of somatosensory feedback than absence and finally (c)
presence of auditory feedback than absence.
Hypothesis 5: Higher placement precision, including
higher spatial position and orientation accuracy, will be
measured in the order of interface conditions incorporating
(a) the stereoscopic VRHMD than with the monocular
display monitor, (b) presence of somatosensory feedback
than absence and finally (c) presence of auditory feedback
than the absence of it.
IV. METHODOLOGY
This section describes the key hardware and software
components in our study. First, to test our hypotheses, we
designed a series of experiments. During these experiments,
participants performed a pick and place task under various
conditions. All possible combinations of a visual, auditory
and haptic interface are assessed. Each modality has two
modes, as detailed in Table I, providing a full factorial study.
Vision Audition Haptics
Monitor VRHMD Absence Presence Absence Presence
C1 X X X
C2 X X X
C3 X X X
C4 X X X
C5 X X X
C6 X X X
C7 X X X
C8 X X X
TABLE I
THE MULTI-MODAL INTERFACE BROKEN DOWN INTO THE 23 POSSIBLE
COMBINATIONS OF VISUAL, AUDITORY AND HAPTIC FEEDBACK.
Audition and haptics can be on/off, whereas vision can
be either represented by a monocular i.e. display monitor
or a stereoscopic i.e. VRHMD. All combinations of these
modalities amount to 23 combinations. Assessment of perfor-
mance is achieved via both objective and subjective metrics.
Participants completed manipulation tasks under each of the
above conditions.
A. Participants
A total of (N = 25) participants were recruited in this
study via an advertisement at the University of Edinburgh.
Ages ranged from 21 to 44 (M = 26.36, SD = 4.829,
Mdn = 26), with 6 females and 19 males. Each had
healthy hand control and normal/corrected vision. A 30-
minute interactive experience using the VRMHD was given
as compensation.
B. Equipment and System Setup
For visual feedback, a computer monitor was used for
the monocular condition and a VRHMD for stereoscopic
vision. The monitor was a 27 inch HP Elite IPS display,
with 2560 x 1440 resolution and 60Hz refresh rate placed
75-100cm from the participant. The VRHMD was HTC Vive
Pro with 3.5 inch AMOLED screen at 2880 x 1600 resolution
(1440 x 1600 pixels per eye), 90Hz refresh rate and 110◦
FOV. High-resolution displays were chosen to limit distance
overestimation and a degraded longitudinal control [54]. An
NVIDIA 2080 RTX Ti was used to ensure consistent frame-
rates.
Two stereo headsets provided the audio interface. One was
integrated onto the HTC Vive VRHMD for stereo conditions.
The other was separately attached during the display monitor
monocular conditions. Audio quality was at 16 bit, 44100 Hz.
To provide haptic feedback, we constructed a custom
haptic glove inspired by [55], which incorporated a vibration
motor on the thumb and index finger of the glove. The vibra-
tion intensity in their study was accomplished and influenced
by the proportion of the size of the virtual object the user
was colliding and touching with. While their approach indeed
shows a promising step towards immersive experiences in the
branch of entertainment, we took their method a step forward
by incorporating physical properties including kinetic energy
and object penetration for manipulation scenarios detailed
further along this paper, specifically in the methodology
section. In the construction of our custom glove, 15 coin-
vibration motors were used, with DC 3V 70mA 12000 RPM.
Two motors were placed on each finger (proximal & distal
phalanges). Five motors were placed on the palm. Wireless
communication between the virtual environment and the
glove ensured free movement. This was achieved using a
Bluetooth transceiver for each glove.
We chose to use vibrotactile stimulation rather than force
feedback for its lower cost and certain advantages over force
feedback. Preliminary findings indicate that force feedback is
only more beneficial than vibrotactile stimulation when pre-
sented at a high-resolution [42], [56]. But this increases cost
and size. Air jet driven approaches exist for force feedback,
while these show significant effectiveness, they nonetheless
require large space and pose a substantially higher cost
compared to vibration approaches [57]. Vibratory feedback,
however, can be more beneficial than force feedback in direct
manipulation tasks such as ours [58]. Overall vibrotactile
stimulation is shown to be an effective substitute for force
feedback according to another study [59].
The manipulation task for this study was performed by
mapping the user’s hand movements to an anthropologically
human-robot hand in the simulation environment. To capture
hand movements, we used the Leap Motion Hand Controller
(LMHC). This uses a stereo camera system and infrared
LEDS to capture hand motions. In all conditions, the device
was fixed to the participant’s forehead, either by a strap or on
the front of the VRHMD. The LMHC was able to track the
haptic gloves, as anthropomorphic features were retained.
C. Software and Simulation Environment Setup
In our experiments, the participant’s conducted manipu-
lation tasks in a virtual environment. As such, this study
required a virtual environment which was connected to the
hardware. The relationship of these components is shown in
Figure 2.
Fig. 2. Diagram of the simulation setup with all the software plugins used.
The Unity3D engine was used as the core of our virtual
environment. Two Shadow robotic hands acted as teleop-
erated manipulators. Physics simulations of the environment
used the Unity3D engine, whereas robotic hand physics were
handled by the ROS-Sharp physics engine. Unity obtained
hand positions from the LMHC via the Leap Motion SDK.
A plugin was developed to communicate between the Unity
environment and haptic gloves via a Bluetooth module on
the glove’s Arduino controllers.
D. Hand Manipulation and Control
The Leap Motion SDK outputs Cartesian joint positions
in world frame, but joint angles are required to control the
virtual hand. This translation was made by calculating the
angle θ between a joint ~bi−1 and its parent ~bi.
θ = arccos
 ~bi · ~bi−1∥∥∥~bi∥∥∥∥∥∥ ~bi−1∥∥∥
 , (1)
A Proportional Derivative (PD) controller was used to control
the joints. Each joint has one PD controller, formulated as
follows for each timestep t:
u(t) = KP · e(t) +KD · e˙(t), (2)
where u(t) is the angular velocity control signal sent to the
Shadow hand joints. e(t) = qh(t) − qr(t) is the current
position error between the human joint and the robot joint
and ˙e(t) = q˙ref − q˙r(t) is the velocity error between the
robot and the desired velocity, which here is set to zero. KP
and KD are the gains which were tuned such that human and
robot motion matched as accurately as possible. Depicted in
Figure 3.
Fig. 3. Hand control approach through direct joint angle re-targeting from
our custom haptic glove to the final robotic hand.
E. Sensory Interface Design
1) Visual Stimulation: We compare monocular and
stereo feedback in our experiments using a generic display
monitor and a VRMHD respectively. In addition however
to providing visual disparity, the VRHMD also allows
users to control the viewpoint in the virtual environment
by moving their head. To conduct a fair experiment,
we allow participants to change their viewpoint when
using the monitor by using a computer keyboard using
standard gaming keybindings, retain the optical hand
controller consistently in a head-mounted state as well
as using a monitor of similar resolution to the VRHMD.
Acclimatization to these controls and technologies were
allowed prior to commencing the experiments, detailed
further along this work.
2) Auditory Stimulation: We hypothesize that auditory
feedback will contribute to increased performance. Every day
sound effects, "that make sense", were used to investigate
how sound may compensate the superimposition of visual
information without requiring prior context or explaining
these to the participants i.e. would be inherently perceived as
a substitute to text. Audio feedback is given in two situations.
Firstly, warnings and notifications were given via audio.
A high-pitched alarm sound warned of imminent collisions
between the robotic hands and the environment. A siren
alarm sound on the other hand indicated time was running
low. A successful "ding" indicated that at least part of an
object had been placed inside the target volume irrespective
of the placement accuracy.
Auditory feedback also relayed the sounds of interactions
in the environment. Picking up, dropping or placing an
object produced realistic bump and scrape sounds one would
expect when interacting with real objects.
3) Somatosensory Stimulation: Vibration is applied to
the gloves of the participants when the robot collides with
the environment. Here we describe how the vibration in-
tensity is determined. We are inspired by a similar and
very early study using appropriate "collision" signals to
transmit variable frequency tactile feedback [1]. In a more
previous study investigating vibrotactile approach, vibration
intensity applied to users was proportional to the size of
the virtual object being manipulated [55]. We adopt this
approach where instead, vibration intensity is proportional to
kinetic energy KE and object penetration P of each finger
segment in simulation. These are then combined to give the
final intensity.
Kinetic energy KE of the virtual collision is formulated
as:
KE =
1
2
·m · v2, (3)
where m is the body mass and v the velocity between the
robot segment and the environment.
We use the relative penetration of P between the robot and
the environment as a proxy for force. Since our environment
is simulated, we have access to the full state space of the
environment. Penetration can then be easily defined by the
relative distance between the robot segment vr and virtual
object vo and the distance between the centre and surface of
the object so as shown in Equation 4
P =
∣∣∣∣1− ‖vr − vo‖1
2 · so
∣∣∣∣ (4)
Equation 3 and Equation 4 can then be combined to
calculate total vibration intensity shown in Equation 5
V = Vmin+a· (Vmax − Vmin)
KEmax
·KE+b· (Vmax − Vmin)
Pmax
· P
(5)
where V is the final vibration intensity transmitted to the
vibration motors, Vmin the minimum vibration intensity
needed to distinguish vibrotactile stimulation when in con-
tact. This is set to 25% based on a pilot study consisting
of five participants. The second term calculates the vibra-
tion intensity based upon the kinetic energy exerted and is
controlled by a constant a. Vmax is the maximum vibration
intensity of the hardware, KEmax is the maximum calculated
kinetic energy in Joules with a velocity limit of 7 m/s set
in the physics engine and KE is the current kinetic energy
exerted to the object. The kinetic energy is only applicable
during the object acquisition and as masses are constant, it
is only dependent upon the velocity of grabbing i.e. picking
up. The final term calculates the vibration intensity based
upon the penetration of the robotic hand with the object
and is controlled by a constant b. Pmax is the maximum
penetration allowed which in our case is 100% and finally,
P is the current penetration exerted to the object. Figure 4
illustrates our haptic glove in addition to its´ electronics, drive
control board and motors exposed.
Fig. 4. Haptic glove (left module shown) in its final and first iteration with
it’s electronics and motors exposed in the latter.
F. Manipulation Tasks of Varying Complexity
All tasks required the participants to pick up an object
from a set starting point and place it to a designated
random target location illustrated with a slight-transparent
shape. We integrated three basic types of three-dimensional
object shapes to not only introduce the inherent different
complexities that come with such objects but also to be able
to assess different grasping techniques [47], [48]. While
different shapes do indeed vary the task complexity, we
also introduced different object sizes as well as placement
distances.
1) Task A - Cube Manipulation: The first task included
manipulating a cube shape. A cube was used, as it does not
flip or roll and we can assess both its position and rotation
accuracy. Grabbing techniques employed included Precision
Grasping via Palmar Pinch [47].
2) Task B - Cylinder Manipulation: The second task
included manipulating a cylinder shape. A cylinder can flip
over and roll over a surface, making the task harder. We
can also assess both the cylinder’s position and rotation.
Grabbing techniques employed included Precision Grasping
via Palmar Pinch, as well as Cylindrical Grasping, also
known as Power Grasp [47].
3) Task C - Sphere Manipulation: The third and final task
was concerned with the manipulation of a sphere-shaped
object. This was considered to be the hardest task due
to the inherent ability of a sphere to roll over an even
ideally horizontally placed surface if sufficient velocity
would accumulate either from an inadequate precision
velocity placement or release from a height offset. Grabbing
techniques employed included Precision Grasping via
Palmar Pinch as well as Spherical Grasping [47].
4) Object Scale and Placement Distance: The
aforementioned tasks are broken down into two sub-
tasks assessing two object scales, large 50.0 x 50.0 x
50.0 (mm) (LxWxH) and small 30.0 x 30.0 x 30.0 (mm)
(LxWxH). Furthermore, the aforementioned sub-tasks
are broken down into sub-sub tasks assessing placement
distances, defined as the absolute distance from the set
starting point to a random target location with distances
ranging from 150.0, 300.0 and 600.0 (mm), making it
progressively more difficult. Taking into consideration our
8 interface conditions, two different object sizes, three
different object shapes and distances, accounted to a total
of 144 trials were conducted per participant. Across all
participants, a total of 3600 trials were recorded. All of the
manipulation tasks are visually depicted in Figure 5.
5) Task Progression and Succession: Progression to the
next task is achieved when there is an intersection between
the actual object and target position, regardless of the ac-
curacy. When an overlap is achieved, the target placement
slightly glows and a two-second progression timer is initiated
which only pauses when the object does not retain its
position. This countdown only pauses when the object is
no longer colliding with the target placement volume i.e.
indicating that the object has either been moved or has
not remained stationary. Task progression is also achieved
if the countdown timer, which has been set to 30 seconds
for all tasks, reaches zero, however, in that case, the task
is considered a fail rather than a success. Finally, for all
tasks, an invisible collision wall was implemented to avoid
objects falling out of physical bounds rendering a retrieval
impossible.
Fig. 5. Image (Upper): All manipulation tasks illustrating the different
three dimensional shapes, sizes as well as distances from 150, 300 and 600;
green, yellow and red respectively. Tree (Bottom): All 18 tasks broken down
in type of object shapes (red), sizes (blue) and distances (green).
V. EVALUATION
To evaluate each interface across all manipulation tasks,
we implemented both subjective and objective measure-
ments, since immersion and perception are highly subjec-
tive and our tasks are objective. We implemented both
measurements to compensate for the inherent drawbacks of
exclusively using questionnaires [60], [61]. Measurements
are summarized in Table II.
A. Subjective Measurements
We first measured cognitive workload for each interface
condition through the use of the multidimensional assessment
tool questionnaire NASA-Task Load Index, simply known
as NASA-TLX [62]. Incorporating six sub-scales including
mental demand, physical demand, temporal demand, effort,
frustration, and performance.
In addition, we assessed overall system usability, through
the use of the System Usability Scale questionnaire, just
known as SUS [63]. Consisting of ten in total questions on a
5-point Likert scale, which range from "strongly disagree" to
"strongly agree", evaluating system complexity, consistency
and cumbersomeness.
B. Objective Measurements
Overall task performance was measured by first comparing
the total proportion of successful task completion, defined
as placing the object to the target location within a time-
countdown window of 30 seconds for each task regardless
of accuracy, however, a minimum overlap with the target
volume was required.
Time-based metrics were also incorporated, specifically
placement and completion time to assess how fast performing
each interface was. Placement time was defined as the time
it took users to pick up the object and place it to the target
location with potential accuracy corrections afterwards not
being assessed, strictly the time stamp of the object and the
target volume being in their very first collision. Completion
time, on the other hand, was defined as the overall time it
took users to complete successfully a task.
In addition to time, spatial-based metrics were also imple-
mented to assess the accuracy of placing objects and how
each interface may affect these, which is vital in remotely
piloted systems concerned with fine manipulation. Target
distance error was considered at the end of each task and
defined as the distance between the center of the object
and the target location, with higher values indicating worse
performance. In addition, position accuracy was calculated
by averaging all three axes from the euclidean space center
of the object and the target (X,Y,Z) in one final percentage
value. Orientation accuracy was similarly calculated but
dependent upon the three-dimensional shape. For the cube
and cylinder, a modulo operation of 45 and 90 degrees
was performed respectively. Assessing the orientation of the
sphere was disregarded due to its inherent shape.
Measurement Type Metric
Cognitive Workload Subjective Questionnaire [Likert Scale]
System Usability Subjective Questionnaire [Likert Scale]
Task Succession Objective Percentage [%]
Placement Time Objective Seconds [s]
Completion Time Objective Seconds [s]
Target Error Objective Meters [m]
Position Accuracy Objective Percentage [%]
Rotation Accuracy Objective Percentage [%]
TABLE II
SUMMARY OF BOTH OBJECTIVE AND SUBJECTIVE MEASUREMENTS.
C. Procedure
Prior to commencing the experiment, participants were
briefed on the purpose of the experiment, gave formal
written consent and were handed out the NASA-TLX as well
as the SUS questionnaires to allow acquaintance with the
scales. Once users got familiar with the questionnaires, their
interpupillary distance (IPD), was measured for the VRHMD
and they were allowed for 10 minutes to get acquainted with
the simulation environment. During this acclimatization pro-
cedure, the participants were able to familiarize themselves
with the keyboard controls and the technologies implemented
in the actual experiment, but not with the actual tasks.
Furthermore, due to having eight different interface condi-
tions, we also randomized the order of these multi-modal
interfaces for each participant, to counterbalance potential
acclimatization or task adaption.
VI. RESULTS
A. Analyses Techniques and Methods
To analyze our results, where parametric and without
normality violation, via a Shapiro-Wilk Test, a repeated-
measures analysis of variance was used (RM-ANOVA) in
addition to post-hoc analysis for pairwise comparison of the
eight different interface conditions. Where sphericity was not
met, via Maulchy’s Test, a Greenhouse-Geisser correction
was used to account for the violation and correct the degrees
of freedom assuming a  < 0.75, otherwise a Huynh-Feld
correction was used [64].
For non-parametric data, specifically for ordinal data i.e.
likert scales, an Aligned-Rank Transform (ART) [65] was
used to allow the use of parametric tests i.e. RM-ANOVA.
For non-parametric continuous data, a Friedman’s test, sim-
ilar to the RM-ANOVA, was used to test for significance
across the eight interface conditions [66], and Wilcoxon
signed-rank tests for post-hoc analysis for the pairwise
comparison across the interface conditions.
Samples that were classified as a Bernoulli distribution,
the proportion of successful completion, a two times standard
deviation from the mean was considered significant (95% CI)
i.e. empirical rule [67]. Hereinafter, for all reported results,
the significance levels are: * p < 0.05, ** p < 0.01, ***
p < 0.001 and n.s not significant.
Finally, in the Appendices, we summarize the overall
results of each interface conditions across all measurements,
thus giving new evidence to the hypothesized and untested
effectiveness of each interface condition suggested by Sigrist
et al. [2].
B. Subjective Results
1) Perceived Workload: For the perceived workload, an
ART was used to allow the use of parametric tests on
ordinal data. A one way RM-ANOVA with a Greenhouse-
Geisser correction ( = 0.342) was used, yielding a highly
significant difference across all eight interface conditions,
(F (2.393, 57.437) = 70.473,p < 0.001,η2p = 0.746). Mean
responses for perceived workload demand are shown in
Figure 6 and Table III. Post-hoc analysis showed partial
support of hypothesis H1, specifically (a) that conditions
incorporating monocular vision with the display monitor,
C1,2,3 & 4, accounted to significantly higher perceived
workload (p < 0.001) than stereoscopic vision with the
VRHMD, C5, C6, C7 & C8. Furthermore, (b) conditions
incorporating somatosensory feedback only when paired with
stereoscopic feedback. C6 & 8, showed significantly lower
perceived workload (p < 0.05) than those who do not: C5
& 7 and when paired with monocular feedback, marginally
lower workload was observed with somatosensory C2 (p =
0.056), than only monocular C1. Finally, (c) conditions with
audition only did not contribute to an observable difference
in workload (p > 0.05).
Fig. 6. Box plot illustration across all eight interface conditions of the
mean perceived workload, with higher scoring equal to worse performance.
Dots represent outliers.
2) Interface Usability: For the perceived system usability,
an ART was used to allow the use of parametric tests on
ordinal data. A one way RM-ANOVA with a Greenhouse-
Geisser correction ( = 0.561) was used, yielding a highly
significant difference across all eight interface conditions,
(F (3.930, 94.310) = 97.064,p < 0.001,η2p = 0.802). Aver-
age responses for interface usability are shown in Figure 7
and Table III. Post-hoc analysis revealed that the same trend
holds true for the system usability, as with the cognitive
workload. Specifically, we again found partial support of our
H2 hypothesis with (a) stereoscopic vision with the VRHMD
C5,C6,C7 and C8 accounting to significantly higher interface
usability than monocular vision with the display monitor
C1,C2,C3 and C4, (p < 0.001), (b) somatosensory feedback
further increasing overall usability however again only when
paired with stereoscopic visual feedback C6 and C8 (p <
0.05), and finally (c) auditory feedback by itself making no
significant difference (p > 0.05).
Fig. 7. Box plot illustration across all eight interface conditions of the
mean interface usability, with higher scoring equal to better performance.
Dots represent outliers.
Subjective Measurements NASA-TLX SUS
Vision Audio Haptic Med. Std. D. Med. Std. D.
C1 Monitor Off Off 75.83 ±13.82 32.50 ±14.34
C2 Monitor Off On 68.33 ±16.22 35.00 ±17.15
C3 Monitor On Off 70.83 ±15.00 30.00 ±17.76
C4 Monitor On On 71.66 ±14.93 35.00 ±15.63
C5 VRHMD Off Off 32.50 ±16.73 82.50 ±15.82
C6 VRHMD Off On 26.66 ±15.91 87.50 ±11.33
C7 VRHMD On Off 34.16 ±15.58 85.00 ±11.38
C8 VRHMD On On 26.66 ±14.52 92.50 ±13.20
TABLE III
SUMMARY OF ALL SUBJECTIVE RESULTS, REPORTING MEDIAN AND
STANDARD DEVIATION ACROSS ALL EIGHT INTERFACE CONDITIONS.
C. Objective Results
1) Error Rate: First, we analyzed the total proportion of
successful task completion (%), across all interface condi-
tions. Our sample was classified as a Bernoulli distribution
and a two-times standard deviation from the mean, three-
sigma rule, was used to test for significance. Results show
that, interface conditions incorporating stereoscopic vision
with the VRHMD (C5,C6,C7,C8) accounted to a signifi-
cant observable difference, (p < 0.05), in mean success
rates 96.22% (SD=4.73%), 99.11% (SD=2.62%), 96.22%
(SD=5.94%), 97.55% (SD=4.26%) respectively compared
to the monocular display monitor (C1,C2,C3,C4) with
rates 39.33% (SD=21.69%), 47.55% (SD=18.77%), 51.33%
(SD=23.63%), 48.22% (SD=20.26%) respectively. No sig-
nificant differences were observed between conditions incor-
porating haptic or auditory feedback (p > 0.05). Results are
depicted in Figure 8.
Fig. 8. Heat-map illustrating the proportion of task success rate going
from lower to higher complexity, horizontal axis A.1.1 (left) to C.2.3 (right),
across all the interface conditions C1 to C8, vertical axis.
2) Placement and Completion Time: For time-based met-
rics we considered only the successful instances. Transform-
ing our data in a non-parametric state, Shapiro-Wilk Test
for normality yielded (p < 0.05) in both instances. Fried-
man’s test was thus used, yielding a significant difference
in mean placement as well as completion time across the
eight interface conditions (χ2(2) = 129.093, p < 0.001)
and (χ2(2) = 131.093, p < 0.001) respectively. Placement
and completion times are shown in Table IV and Figure 9.
Post-hoc analysis using the Wilcoxon Signed-Rank tests
showed partial support of our H3 hypothesis, specifically (a)
stereoscopic visual feedback with the VRHMD, C5,C6,C7
and C8 accounted to highly significantly less placement and
completion time than with the monocular display monitor
(p < 0.001) C1, C2 C3 and C4, followed by (b) somatosen-
sory feedback contributing additionally to significantly lesser
placement and completion, however, only when paired with
the VRHMD, C6 and C8 (p < 0.05). Auditory feedback
(c), did not contribute to an observable difference across all
conditions (p > 0.05).
3) Distance Error: For distance-error to target, data
was normally distributed, Shapiro-Wilk (p > 0.05). As
such, a one way RM-ANOVA with a Greenhouse-Geisser
correction was used ( = 0.381), yielding a highly sta-
tistical significance across the eight interface conditions,
(F (2.664, 63.950) = 90.463,p < 0.001,η2p = 0.790). Dis-
tance error across all interfaces is shown in Table IV and
visually represented in Figure 9. Post-hoc analysis revealed
a partial support of our H4 hypothesis, specifically (a) con-
ditions incorporating stereoscopic vision with the VRHMD,
C5, C6, C7,C8 accounted to significantly lower distance
error (p < 0.001), compared to conditions incorporating
monocular vision with the display monitor, C1,C2,C3,C4.
Furthermore, (b) conditions incorporating somatosensory
feedback, however only when paired with stereoscopic visual
feedback, C6, C8, showed further significantly lower target
error and by extent higher accuracy to the target placement
(p < 0.05), than conditions without haptic feedback C5,
C7 respectively. Finally, (c) conditions incorporating only
auditory stimulation did not contribute to an observable
difference in spatial accuracy than those without (p > 0.05).
Fig. 9. Objective measurements represented in a bar graph in addition to standard error. From left to right, time-based metrics mean placement (opaque)
and completion time (slightly transparent). Followed by spatial based metrics, specifically distance error, position and rotation accuracy.
Objective Measurements Placement Time [s] Completion Time [s] Distance Error [cm] Pos Accuracy (XYZ) [%] Rot Accuracy (XYZ) [%]
Vision Audio Haptics Mean Std. D. Mean Std. D. Mean Std. D. Mean Std. D. Mean Std. D.
C1 Monitor Off Off 14.27 ±3.65 16.45 ±3.91 19.12 ±6.42 27.89% ±16.06 38.09% ±21.35
C2 Monitor Off On 12.73 ±2.98 14.70 ±3.32 17.58 ±6.17 34.59% ±14.30 47.37% ±17.27
C3 Monitor On Off 13.14 ±3.83 15.05 ±3.42 16.15 ±8.06 36.50% ±17.09 48.48% ±19.86
C4 Monitor On On 13.00 ±3.55 15.88 ±3.15 17.80 ±8.61 35.22% ±16.11 45.44% ±16.97
C5 VRHMD Off Off 5.48 ±2.10 9.22 ±2.10 2.21 ±1.08 77.75% ±5.93 87.55% ±7.30
C6 VRHMD Off On 4.51 ±1.57 7.58 ±1.60 1.65 ±0.58 81.04% ±6.08 89.08% ±6.07
C7 VRHMD On Off 5.22 ±1.77 8.92 ±1.85 2.26 ±1.37 77.65% ±7.75 87.27% ±6.65
C8 VRHMD On On 4.47 ±1.64 7.80 ±1.71 1.76 ±0.70 80.97% ±6.16 90.01% ±5.67
TABLE IV
SUMMARY OF OBJECTIVE RESULTS INCLUDING TIME-BASED AND SPATIAL-BASED METRICS WITH MEAN AND STANDARD DEVIATION ACROSS ALL
INTERFACES.
4) Position and Orientation Accuracy: Regarding spa-
tial accuracy, specifically position and orientation accuracy,
Shapiro-Wilk Test in both instances yielded (p > 0.05)
thus signifying normally distributed data. As such a one
way RM-ANOVA with a Greenhouse-Geisser correction
( = 0.476) and ( = 0.448) respectively, yielded in both
instances a highly significant difference (F (3.332, 79.962) =
174.488,p < 0.001,η2p = 0.879) and (F (3.139, 75.334) =
109.280,p < 0.001,η2p = 0.820) respectively. Position and
orientation accuracy are shown in Table IV and visually
represented in Figure 9. Post-hoc analysis revealed a full
support of our H5 hypothesis, specifically (a) conditions
incorporating stereoscopic vision with the VRHMD, C5, C6,
C7,C8 accounted to significantly higher spatial accuracy both
in position and orientation (p < 0.001), than conditions
incorporating monocular vision with the display monitor,
C1,C2,C3,C4. Furthermore, (b) conditions incorporating so-
matosensory feedback C2, C4 and C6, C8, showed further
significantly higher spatial accuracy (p < 0.05), than those
who do not C1, C3 and C5, C7 respectively. Finally, (c)
conditions incorporating only auditory stimulation C3 did
also cause a greater increase in spatial accuracy than those
without (C1) (p < 0.05). Our findings here suggest that
spatial accuracy increases significantly when stereo vision
is used and furthermore when paired with either sound or
somatosensory or even both, than just only relying on vision. Fig. 10. Different participants during the manipulation experiment.
VII. DISCUSSION
Our results are summarised as follows: the overall perfor-
mance of users increased by around 40% by using stereo-
scopic vision with the VRHMD instead of monocular vision
with the display monitor. Somatosensory feedback increased
performance furthermore by 10% over all measurements as
well. Auditory stimulation, however, had no significant effect
on any measure apart from spatial accuracy, which increased
by less than 5%.
These results provide evidence to the untested hypothesis
of [2]. More specifically, our results show that an audiovisuo-
haptic interface, incorporating a stereoscopic VRHMD than
a monocular monitor, contributes to the highest task perfor-
mance, followed closely by visuohaptic and less closely by
audiovisual interfaces. For a cone-like illustration of each
interface effectiveness, that closely resemble the figures of
[2], see the Appendices.
Our results support existing research that vision is the
dominant sense [14], [15], outperforming all other senses
[13]. As depth information is important in manipulation
tasks, we can infer that better performance in VR may in
part be due to the superior information available when using
VRHMDs. This supports current literature [8], [20], [21].
Our results showed that less perceived cognitive work-
load was observed in the use of the VRHMD than in the
monocular display. This contradicts previous work [17], but
this may be attributed to significantly higher amounts of
induced vection. Thus full conclusions cannot be drawn
with our static scenario and further investigation is required
to confirm. Our findings show that haptic feedback leads
to better performance which is supported by some studies
[37], but contradicts others [45]. The latter study found no
significant effect of haptic feedback in a virtual throwing
task. Since there are such a large number of options available
for providing haptic feedback, findings may differ wildly
simply by using a slightly different device. More research
may be needed to investigate how small variations in the
way haptic feedback is delivered, affects performance and
a standardised device may be needed to compare the actual
effect of haptics on humans.
The differences in the results for haptic devices may
be partially explained by the "uncanny valley of haptics"
[42]. This suggests that increasing the resolution of haptic
feedback without the corresponding level of stimulation from
other senses, will not contribute to a guaranteed increase
in performance. Thus the resolution of all feedback inter-
faces has to be similar. Their study [42] used handheld
controllers to deliver haptic feedback. We used a custom
vibrotactile glove which has a higher resolution than the
handheld controllers, but this only increased performance
when the resolution of visual stimulation was increased as
well by switching from the monocular display monitor to the
stereoscopic VRHMD, thus supporting [42].
We found little evidence to show that auditory feedback
has a positive impact on performance, though spatial ac-
curacy did increase in the audiovisual condition compared
to the visual condition (p < 0.05). Workload demand
marginally decreased when auditory feedback was presented
than just none at all, but not a significant level (p = 0.056).
However, a significant difference was found in previous work
[27]. It is possible that this was a bi-product of the increase
in performance when switching from mono to stereo vision,
potentially overshadowing the contribution of audio in the
subjective performance of participants.
In both objective and subjective measures, the combination
of stereoscopic visual feedback i.e. the VRHMD with the
addition of audio and haptic feedback, Condition 8, provided
the best performance overall. This supports our primary
hypothesis. This is in line with existing literature, that
adding more modalities is correlated to improved perfor-
mance in manipulation scenarios [46]. Though, there was
no significant difference in performance when using only
two modalities: stereoscopic visual i.e. VRHMD and haptic
feedback, Condition 6. However, we did see a marginal, but
still significant drop in position and orientation accuracy in
this condition, indicating that auditory did contribute to the
effectiveness of spatial accuracy.
The main findings and design implications of our study
include:
• Adding additional modalities increases performance
• Relying on just one modality should be avoided
• Vision dominates, making the highest contribution in
performance when enhancing from mono to stereo
vision
• Effectiveness of multi-modal interfaces is scenario-
specific, this research explored it in the context of
manipulation
• Prioritization of visual, somatosensory and then au-
ditory stimulation should be given for manipulation
scenarios
• Increasing task complexity lowers effectiveness as ex-
pected, but is not proportional for all multi-modal
interfaces
• Vibrotactile feedback can be considered as a low-cost
somatosensory approach while more focus can be given
on the design of vibrotactile intensity to compensate for
the inherent lack of force-feedback
All of our hypotheses are summarized in Table V below,
providing an overall overview of our findings.
Hypothesis Support Description
H1: Lower perceived workload Partial (a) Y (b) P (c) N
H2: Higher system usability Partial (a) Y (b) P (c) N
H3: Less task time Partial (a) Y (b) P (c) N
H4: Less distance error Partial (a) Y (b) P (c) N
H5: Higher placement precision Full (a) Y (b) Y (c) Y
(a) Vision with stereoscopic VR-HMD than monoscopic monitor
(b) Haptic feedback than without (c) Sound feedback than without
*P: Partial; only effective when paired with stereo VR-HMD
TABLE V
SUMMARY OF HYPOTHESES SUPPORT. Y: YES, P: PARTIAL, N: NO.
A. Design and Research Implications
Our low-cost haptic gloves show that expensive solutions
are not required to achieve significant performance increases,
in line with [42]. This may enable a wider range of re-
search into haptic feedback and cost-effective multi-modal
interfaces.
We also show that adding haptic feedback to monocular
feedback has no significant effect on performance. How-
ever, adding haptic feedback to a VRHMD does improve
performance significantly. This seems to be in line with the
"uncanny valley of haptics" [42], which supports that it is not
enough to add extra sensory modalities, but the resolution
of these modalities must be similar. This is highlighted in
Conditions 2 (visuohaptic) & Condition 4 (audiovisuohaptic),
where monocular vision is used. In this case, the additional
sensory modalities did not contribute to an observable dif-
ference in performance apart from spatial accuracy, possibly
due to a mismatch in resolution between monocular vision
and other modalities.
Priorities should be given when designing multi-modal
interfaces for object manipulation. Our results support that
researchers should aim to enhance visual stimuli before
adding somatosensory feedback and lastly auditory.
Furthermore, based on our results, designers and re-
searchers focusing on human performance in teleoperation,
are encouraged to combine sensory interfaces as highlighted
in this study. We observed that almost in all cases, bi-modal
feedback i.e. visuohaptic and even more so audiovisuohaptic
interfaces are significantly better performing than just relying
on visual feedback. This may be even more the case for
sensory channels that are already overloaded [9], [10], thus
potentially opening more opportunities for researchers to
investigate the effectiveness of such interfaces when channels
are overloaded.
B. Limitations and Future Work
The investigation of this research was focused on the
contribution of the effectiveness of each sensory modality
and combinations of these. However, we have not yet tested
how auditory or somatosensory feedback would have com-
pensated potentially overloaded visual information, which
would have provided furthermore insight. Furthermore, we
investigated the effectiveness of common visual feedback
modalities i.e. the monitor display monitor and a VRHMD
with their inherent capabilities. However, we did not explic-
itly and strictly investigated how monocular and stereoscopic
visual feedback by themselves would influence performance.
Future road-map would include using the VRHMD with
either monocular or stereoscopic rendering. In addition,
multi-modal design decisions are of paramount importance
before implementing any kind of sensory feedback [2]. In
our case, auditory feedback was implemented as the means
of task indication and succession, instead of a continuous
sonification i.e. concurrent type. Examples of concurrent
auditory feedback would include controlling auditory pitch
continuously based on target proximity, specific to manipu-
lation tasks. Thus, further evidence may be needed on how
not only different types of sensory feedback may influence
task succession, but also how the design decisions of each
sensory channel affect task efficiency. We did assume zero
to minimal latency during our experiments, knowing that
time delays are correlated to simulator sickness. This is a
real-world problem in teleoperation and further aggravated
in wireless technologies. Latency in our experiments was
<15ms and thus its effect was not studied. However, in real-
world applications, latency can become a problem that causes
simulator sickness and is also a challenge in teleoperation
where communication bandwidth is limited [68]. Within this
study, by thoroughly comparing an audiovisuohaptic multi-
modal interface, we have gained interesting insight on which
modalities contribute to increased task performance, as long
as time-delay is minimal.
VIII. CONCLUSION
This paper explored how combining multiple sensory in-
terfaces affects performance in manipulation tasks of varying
complexity. Each combination of visual (monocular display
monitor or a stereoscopic VRHMD), audio (with or without)
and haptic (with or without) interface was tested. Task
difficulty ranged from low to high by changing the size and
shape of objects as well as distance to the target placement.
The performance was measured objectively and subjec-
tively under experimental conditions. The results of these
experiments showed a 40% increase in overall performance
when using stereoscopic VRHMD visual feedback compared
to a monocular display monitor. Somatosensory stimulation
contributed a furthermore 10% increase in performance,
while auditory feedback only increased spatial accuracy by
an additional 5%.
Our evaluation found that by adding one more sensory
modality in an interface is of a significant benefit than
just relying on visual feedback. We thus conclude that task
performance in teleoperation can be positively influenced by
carefully selecting an appropriate combination of sensory
feedback for a given task. As a result of this study, future re-
searchers and designers should identify and prioritize certain
modalities when designing multi-modal interfaces.
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APPENDIX
In this appendix section, we summarize the overall inter-
face effectiveness from our experiments. We visualise the
overall findings of our results in Figure 11. In these figures,
we visualise the overall effectiveness of each individual
interface condition across all measurements and all tasks thus
giving the final overview of our entire experimental results.
Fig. 11. Overall interface effectiveness through linear regression, across all measurements and across all tasks with an increasing task complexity from
lower to higher. Width of the shapes represents the effectiveness, the wider the higher. Colouring also indicates the effectiveness increasing from red to
green. The overall effectiveness is calculated linearly, specifically, the measurements are weighted (1− 1/Vmax) where Vmax is the maximum limit of
the measurement. The data points from the scatter plot have been line fitted through linear regression to visualize a cone-like illustration. The width of the
cone represents the effectiveness while the height of the cone the effectiveness of the interface at the specific task complexity. The specific task complexity
is discussed in section "Manipulation Tasks of Varying Complexity".
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