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In this paper we extend to real H*-algebras the structure theory obtained by 
Ambrose for (complex) H*-algebras. The principal new result obtained here is that 
every real simple H*-algebra is semi-H*-isomorphic to a full Hilbert-Schmidt 
matrix algebra over either the real field lR or the complex field C or the division 
ring w of real qUaterniOnS. ‘cl 1986 Academic Press, Inc 
INTRODUCTION 
In [2] Ambrose introduced a class of complex Hilbert algebras called 
H*-algebras. He determined completely their structure by establishing the 
three Wedderburn theorems: (i) every H*-algebra A is the direct sum of 
the radical ( = annihilator ideal) J and its orthogonal complement J’ 
which is a semi-simple H*-algebra; (ii) every semi-simple H*-algebra is a 
Hilbert space direct sum of simple H*-algebras; (iii) every simple H*- 
algebra is a full matrix H*-algebra of all complex Hilbert-Schmidt 
matrices. 
In this paper we consider real H*-algebras and determine their structure. 
Since Ambrose’s proofs of the first wo Wedderburn theorems for complex 
H*-algebras go over without any change to real H*-algebras the principal 
determination in the real structure theory is obtaining the structure of real 
simple H*-algebras. We achieve this by showing that every real simple H*- 
algebra is a full Hilbert-Schmidt matrix H*-algebra over one of the three 
real H*-division algebras IL!, @, W (Theorem 4). In obtaining our structure 
theorem we make use of a combination of the methods employed in 
Ambrose’s proof for the complex case, in Weyl’s version [4] of the proof of 
the classical third Wedderburn theorem and an interesting relation between 
two H*-structures on the same finite dimensional simple algebra 
(Proposition 2). 
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1. PRELIMINARIES AND THE Two WEDDERBURN THEOREMS 
DEFINITION. An H*-algebra A is a real or complex Banach algebra 
which is a real or complex Hilbert space with an inner product (x, y ) such 
that: 
(i) the algebra norm 11 x /I and the Hilbert space norm (x, x) I’* are 
the same for every element x in A; 
(ii) for every element x in A there is at least one element x*, called 
an adjoint of x such that the two connecting relations 
(xY,z)=(y,x*z); (xY,z)=(x,zY*> (1) 
hold for all x, y, z in A. 
A is called a real or complex H*-algebra according as the underlying 
algebra is real or complex. 
If Z={ZEA: Az=O}, then Z={ZEA: zA=O} and 2 is called the 
annihilator ideal of A. It can be shown that Z coincides with the Jacobson 
radical of A (see [3, p. 2731). As usual we call A semi-simple if Z= (0). 
We have: 
THEOREM 1. Every H*-algebra A is expressible as a direct sum 
A=Z@Z’ 
where Z is the radical of A and the orthogonal complement Z’ is semi- 
simple. 
LEMMA 1. In a semi-simple H*-algebra the adjoint is an involution: 
(x + y)* =x* + y*; x** =x; (Ax)* = Ix*. Further (x, y) = (y*, x*) 
(where X denotes the complex conjugate of ,I). Also if x # 0, xx* # 0. 
THEOREM 2. A semi-simple H*-algebra A is a Hilbert space direct sum 
of simple H*-algebras Ai each of which is a minimal (two-sided) ideal in A. 
(A simple H*-algebra is an H*-algebra A such that A2 # (0) and A does 
not contain any proper closed ideal.) 
Theorems 1 and 2 constitute the first wo Wedderburn theorems for H*- 
algebras and Ambrose’s proofs in [2] for complex algebras carry over ver- 
batim to real algebras as well. All notions defined in [2] like primitive 
idempotent, doubly orthogonal idempotents, etc., apply equally to real H*- 
algebras. Thus idempotents e, f # 0 are called doubly orthogonal if ef = 
fe = 0, (e, f) = 0; and idempotent e is called primitive if e cannot be 
expressed as a sum of two doubly orthogonal idempotents. 
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One establishes exactly as in the complex case [2, p. 3781 the following 
theorem for real algebras. 
THEOREM 3. Let {e,} be a maximal family of doubly orthogonal 
primitive self-adjoint idempotents of a real semi-simple H*-algebra. Then 
A = @ e,A = @ Aei 
where @ denotes Hilbert space direct sum. 
2. REAL DIVISION H*-ALGEBRAS 
As is well known IL!, @, W are real division algebras of dimension 1, 2, 4, 
respectively. They are also real H*-algebras as we shall presently see. 
PROPOSITION 1. Each of R, C, W is a real H*-algebra. The inner product 
and involution in each case is as given below: 
(a) R: the inner product is the standard inner product (x, , xz ) = x, x2 
and the involution is the identity involution: x* = x. 
(b) @: the inner product is given by (z, , z2 )R = Re z, 5, where Re 
denotes the real part; the involution is complex conjugation: z* = 5. 
(c) W: the inner product is given by (q,, q2)w = Re q,q2 where for a 
quaternionq=a,+cc,i+a,j+cr,kwithaiE[W,q=~,,-cc,i-crzj-r,kand 
q*=q; Req=cc,. 
A routine verification (slightly tedious in the case of (c)) shows that each 
of the above inner products with its associated involution satisfy the two 
connecting conditions. We shall now show that the involution and inner 
product specified in Proposition 1 are uniquely determined (upto a mul- 
tiplicative constant in the case of inner product) in each case. 
For establishing the stated uniqueness we need: 
PROPOSITION 2. Let A be a finite-dimensional real simple algebra which 
is an H*-algebra relative to involution * and inner product ( . ) and also 
relative to involution 7 and inner product ( . ), . Assume further that either 
A is central simple (i.e., centre of A = III) or that t = *. Then there exists an 
invertible lement q in A with q* = + q and a positive constant p such that 
x+ = qq’x*q (2) 
and 
(3) 
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Proof Set B(x, y) = (x, y ), . Then B is a positive definite symmetric 
bilinear form so that we have relative to ( . ) a representation 
(x, Y), =B(x, Y)= (Bx, Y> 
where B is a positive definite real symmetric (linear) operator. For x E A, 
let L, denote the left multiplication operator YHX~; similarly let R, 
denote the right multiplication operator corresponding to x. The first H*- 
connecting relation gives 
(BL, y, z> = (BxY, z> = (xv, z>, 
= (y, L,tz), = (By, L,tz) 
= (L,t, By, z). 
Thus 
BL., = L.,i, B. (4) 
Similarly, using the second connecting relation we get 
BR., = R,t, B. (5) 
Now assume that A is central simple. Then the involution t can be 
expressed in terms of involution * by 
x+ = q ‘x*4 (6) 
where q is an invertible lement of A with q* = +_ q (cf. [l, p. 1541). 
Applying * to both sides of (6) we get xt* = qxq-’ so that (4) and (5) 
become 
BL, = L,,,~I B (7) 
BR, = R,,,m,B. (8) 
Substituting x = q in (7), we get BL, = L,B or (in symbols) L, t* B. 
Similarly, substituting q - ’ for x in (7) we get L,-, ++ B. Thus both 
L,, L, I +-+B. (9) 
Similarly, using (8), we get by similar substitution 
R,, R,mi ++B. (10) 
From (7), (9) we obtain 
L,(BL,-I) = BLy-~,yLym, = (BL,m,)L., 
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or 
L, H BL,m I 
and similarly from (8), (10) we obtain 
R,++BRy. 
Set 
B, = L,-IBR,. 
Then, since always L, ++ R,, using (1 1 ), ( 12 ) 
L,, Rx ++B,. 
Again 
B: = R,.BL,.+, = R,, 
=B,. 
we conclude that 
(11) 
(12) 
(13) 
Thus B, is a self-adjoint operator which commutes with all L, and R,. It 
follows that if P is any spectral projection of B, then P-L,, R,. Con- 
sequently the range of P is an ideal which is either (0) or A, by simplicity 
of A. Hence, by spectral theorem, B, = pid, where id stands for identity 
operator. Thus 
B=pL,R,mi 
and 
(x, Y), =P(L,R-~x, Y> 
=P(cPq-‘~ Y>. 
completing the proof of the central simple case. In the second case the 
relations (4), (5) yield (since 7 = * ) that L,, R, H B. Arguing as above we 
get here B = pid, which clearly completes the proof (noting that here we 
may take q = 1). 
Now we have: 
PROPOSITION 3. Let [w, Cc, or W be an He-algebra under an inner product 
( . )1 and involution t.Then t coincides with the standard involution and 
the inner product ( . >, is a multiple of the standard inner product as given 
in Proposition 1.
Proof. Since the identity element is stable under any involution the 
identity map is clearly the only involution of R. Also, for R, (x, y ) , = 
xy( 1, 1 )1, whence the assertion regarding inner product. 
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Next consider C = R! + ilw, where i* = -1. Since i*2 = -1 we must have 
i* = + i. Suppose i* = i, then 
-(l,l), =(-l,l),=(iz,l)l=(i,i),, 
implying ( 1, 1) i = 0, 1 = 0, a contradiction. Hence i* = - i. But then z* = 
(x+ iy)* =x- iy = 3. The assertion concerning inner products for C 
follows from Proposition 2. 
Finally, consider H=iw+lQi+Ftj+[Wk with i2=j2=k2= -1, ij=k= 
- ji, etc. Since W is central simple we can apply Proposition 2 to conclude 
that 
x+=q-‘xq (14) 
(4 Y), =PG7x4-1~ Y), (15) 
where 4 = + q. Suppose now 4 = q. Then q is a real quaternion and so lies 
in the centre of W. It follows that (14) and (15) reduce to xt =X and 
(x9 Y), ‘P (4 Y>w. 
To complete the proof it is sufficient to show that 4= -q cannot occur. 
Suppose to the contrary 4 = - q, then q has the form 
q=Ai+pj+vk(A,p,vE[W) 
Then from (15) we get 
(x,x), =pReqxq-‘220. 
Noting that q- ’ = g/N(q) = - q/N(q) we see that (17) implies that 
Reqx.-qZ30 
for all x. Set x= i in (18). Then from (18) and (16) we get 
Re(/Zi+pj+vk)i.-(li+pj+vk).-iZ0 
i.e., 
~*-p*-v*30 
or 
2&2+v? 
(16) 
(17) 
(18) 
Similarly, by symmetry, we obtain p2 > v* + A’, v* > 1* + $. By adding the 
three last inequalities and simplifying we get A2 +$ + v* < 0 or 
A = p= v = 0. But then q = 0, contradicting q-’ exists. This completes the 
proof. 
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3. REAL SIMPLE H*-ALGEBRAS 
Let F denote !R, C or W (as a real H*-algebra). Let Q be any indexing 
set. Denote by ~4? = k!*(F) the set of all matrices a = (qi) with i, Jo Q, 
c(ij E F and such that C,,,(lcciiJ(* < cc, where (1 . /( denotes the norm of F. 
Let a = (ali), h = (/Iii) be any two elements of .1 and 1. E F. Define 
U + b = (cl,j + pij), Aa = (ia,j) 
(a, h) = Re c ai8p,i. 
It is straightforward to check that under the above operations JJV is a real 
simple H*-algebra. We shall refer to J% as a full Hilbert-Schmidt matrix 
H*-algebra. We proceed to show that every real simple H*-algebra is 
(essentially) a full Hilbert-Schmidt matrix H*-algebra. 
We start with: 
DEFINITION. Let A, A’ be two semi-simple H*-algebras. An algebraic 
isomorphism 4 of A onto A’ is called a *-isomorphism if 4(x*) = Q(x)* for 
all x. A *-isomorphism 4 is called a semi-H*-isomorphism if there exists a 
positive constant p such that 
(d(,~), d(Y)) = PC-5 Y> for all x, y. 
LEMMA 2. Let A, A’ be two simple H*-algebras. Then every topological 
*-isomorphism qd of A onto A’ is a semi-H*-isomorphism. 
Proof. Let * and ( . ) be the involution and inner product of A and 7 
and ( . ), the pull back on A (via 4) of the involution and inner product 
of A’. Since 4 is topological, ( . ), is a continuous bilinear form on A and 
so by Riesz representation theorem 
(XT Y>, = (Bx, Y> 
where B is a bounded positive definite symmetric operator in A. From the 
H*-connecting relations we get as in the proof of Proposition 2 the 
relations 
L,B= BL,, R,B= BR,. 
Once again by the use of the spectral theorem and simplicity of A we con- 
clude that B = p id so that (x, y ), = p (x, y ); whence q5 is a semi-H*- 
isomorphism. 
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LEMMA 3. If e is a primitive self-adjoint idempotent of a real simple H*- 
algebra A then F= eAe is semi-H*-isomorphic to 52, @ or W. 
Proof: Exactly as in [2, p. 3811 we can prove that eAe is a division 
algebra. We now apply Aren’s extension of Gelfand-Mazur theorem to real 
normed algebras to conclude that F is (algebraically) isomorphic to R, @ 
or W. By Proposition 3 this isomorphism is a semi H*-isomorphism, com- 
pleting the proof. 
LEMMA 4. Let A be a semi-simple He-algebra. Let e, f; e’, f’ be self- 
adjoint idempotents of A with either ee’ = 0 or ff’ = 0, and x, y E A. Then 
0) (exf, e'yf> =O, 
(ii) (exf, x) = (I exf /I*. 
Proqf: 
(exf, e’yf > = (eexff, e’yf’) 
= (exf, ee’yf’f) =O, 
(exf, x) = (eexff, x) = (exf, exf ). 
LEMMA 5. Let (e,> be a maximal familly of doubly orthogonal sew- 
adjoint idempotents of a semi-simple H*-algebra A. Then for any x in A we 
have 
(i) X= Ci,je;+,, 
(ii) IIXl12~Ci,jll~i~~jl12 
(where the sum in (i) is in the sense given in [ 3, p. 171). 
Proof: Using Lemma 3 and Theorem 3 the relations (i), (ii) can be 
obtained on the same lines as for obtaining the Fourier expansion theorem 
and Bessel’s equation in a Hilbert space. 
Notation. For any two subsets S,, Sz of a H*-algebra A we write 
s,s, = {s*s*: s, ES,, s* El&}, 
[S, S,] = linear span of S, S2, 
Cl [S, S,] = closed linear span of S, S,. 
LEMMA 6. If ei, ej are two primitive self-adjoint idempotents of a real 
simple H*-algebra A then 
(i) eiAej # 0, 
(ii) [Aei, Aej] = Aej, 
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(iii) Cl [Ae,A] = A, 
(iv) e,AejAe, # 0. 
Proof. These results can be established exactly as in pp. 38&381 of [2]. 
LEMMA 7. Let e,, ei be two primitive self-adjoint idempotents of a real 
simple He-algebra A. Then we can choose a non-zero element e,, E e, Aei 
such that 
e,,eE. = e,. 
Proof. By Lemma 6, we can choose x # 0 in e, Ae, ; then x* E e,Ae I and 
xx* E e, Ae,.e,Ae, c e, Ae, = F, 
where F, is semi-H*-isomorphic to R, C or E-U. Since xx* is self-adjoint it 
follows from Proposition 3 that 
Hence 
(x,x)=(x,e,x)=(xx*,e,)=A(e,,e,). 
So A> 0, and setting eIi =x/J, we get e,,e:: = e, as required. 
LEMMA 8. Let {ei} be a maximal family of doubly orthogonal primitive 
self-adjoint idempotents of a real simple H*-algebra A. Set 
Then we have 
(i) eji E A,,, 
(ii) eii = ei, 
(iii) e$. = eji, 
(iv) 
eTi = e,, , eij = ei, eli. 
ei,ekl =o if j#k 
= ei, if j=k, 
(v) (eij,ek,)=O unless i=k andj=l 
tvi) 11 eijll = I/ ekl 11 = P bay). 
Proof The proof of all statements except (ii) are verbatim as in [2, pp. 
381-3821. For (ii) we note since e,, =eile,,=eFje,, is self-adjoint, as in the 
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proof of Lemma 7, we conclude that eij = ne,, 1 E R. Then using the idem- 
potence of eii we deduce as in [2] that 2 = 1, eii =e,. 
LEMMA 9. Let e, e’ be two primitive idempotents of a real He-algebra A. 
Then for each non-zero element b E eAe’, R, is an A-module isomorphism of 
L = Ae onto L’ = Ae’, with 11 R, 1) < 11 b 11. Moreover, every A-module 
homomorphism of L onto L’ is of the form 4 = Rb, b E eAe’. In particular if 
4 # 0, 4 is an A-module isomorphism as also a vector space isomorphism. 
Proof: Since e, e’ are primitive idempotents L, L’ are minimal ideals (cf. 
[2, Lemma 3.41). The algebraic part of the conclusions in the lemma are 
well known consequences of the minimality of L and L’. Finally the sub- 
multiplicativity of the norm yields )/ R, /I d 1) b 11, completing the proof. 
COROLLARY. If e, e’ are primitive self-adjoint idempotents of A then eAe’ 
is vector space isomorphic to eAe and consequently to Iw, 62 or W. 
ProoJ By Lemma 6 we can choose a non-zero element b = eae’. Then 
R,: Ae -+ Ae’ is a A-module as well as vector space isomorphism. Since 
R,(eAe) = eR,(Ae) = eAe’, eAe is vector space isomorphic to eAe’ and con- 
sequently to R, C or W, by Lemma 3. 
THEOREM 4. A real simple H*-algebra is semi-H*-isomorphic to a full 
Hilbert-Schmidt matrix H*-algebra J&~(F), where F= [w, @ or W. 
Proof: We start with a maximal family of doubly orthogonal primitive 
self-adjoint idempotents (ei: ie 52) of A. Fix one of them and denote it by 
e,. Construct the ejj as in Lemmas 7, 8. Write A,, =e,Ae,-; then ei, E Aji. 
Let 
Ti = R,,,: Ae, -+ Ae, (19) 
Since elieil = e, and eile,! = ei it follows that 
r;‘=R e,, 
Also 
and similarly 
(21) 
II CT ’ II = II R,, II d II eil II = P. 
For a E A set aii = e,aej. Then 
aijbk, = 0 if k#j 
(22) 
= eiaejbe, if k=j. (23) 
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Since r,: 1 Rat,Ti ( = r,- ’ 0 RatI 0 ri) is a A-module homomorphism of L, 
onto L1 we have 
r,: ’ R,(,Ti = R,,,, clii E F, = e, Ae, . 
Taking adjoints we get 
(24) 
T,:‘R (a*& = R,:i 
(since ($7 I)* = R$ = R,,, = r,). Further, using (24) we get 
II aijll = II R,,,e, II G II rJF ’ II Ilaij IIri II lle, II
G P3 llai, II. 
It follows that 
(25) 
~11~~~112~~6~11~~~112~~611~112 (by LemmW 
Similarly, given clij E F, we have 
R,, = r,R,,r,: 1 
and as above we obtain 
~/laijl12~~6~IlC(i~/12 
so that if 
(26) 
(27) 
(28) 
1 II aii I(’ < CC then C 11 U,j 11’ < GO. 
Setting (in this case) a = C u,~ we obtain 
ekael = ek(C ai,)el = ukl 
Now let c = ub, u,b E A. Then 
cij = e,(ub)ej = ej(C a,, C b,,?)ej (by Lemma 5) 
= 1 uikbkj (by Lemma 8). 
Thus 
(29) 
c,, = C aikb,j. (30) 
Again 
R a,kbk, = Rb,, R,, 
= rjR,,,,,r; (using (27)). 
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Since XH R, is linear and continuous (since 11 R, 1) 6 (1 x (1) we obtain finally 
where cii = C aikbkj, yij = C ai,Jki. 
It is now clear that the correspondence 
cr: a -+ (aii)k-+ (a,,) 
is a topological *-isomorphism of A onto the H*-algebra AQ(F1), where Q 
is the indexing set of the maximal family {e,). By Lemma 2, c is a semi- 
H*-isomorphism. The proof is complete, since F, is semi-H*-isomorphic to 
F= R, C or W, by Lemma 3. 
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