In this paper, we shall discuss a sequential approach to probability density estimation. For the most part we shall confine our attention to estimators of the form (1.1) first introduced by Rosenblatt (1956) and discussed in greater detail by Parzen e (1962) • Here, of course, X l ,X 2 , ... ,X n are L Ld. random variables chosen according to some density, f. In this paper, the function K, the so-called kernel, is assumed to be a bounded density on the real line satisfying (1. 2) lim luIK(u) = 0 .
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Moreover, the sequence, h n , is assumed to be a sequence of positive real numbers satisfying (1.3) lim h = 0, n-+oo n lim nh = CIO n n-+oo If K and h n satisfy (1.2) and (1.3) respectively then i. /Vn(x) I-+-o in probability for every x€C(f), the continuity points of f, and ii. s~pIVn(x)/ -+-0 in probability if f is uniformly continuous. Ivn(
fn(x)~f(x) in probability, Par~en, in probability, so that in probability way. Conditions iii, iv and v are those of Van Ryzin, (1969) for strong consistency. Alternate sufficient conditions were given by Nadaraya, (1965) which may be used as replacements for iii, iV, and v. converges to "00
g(x)! K (y)dy for every X€C(g). Proof: The proof is in two stages. First we show CA)
• and then (B) Proof of (A):
In the first and third terms of the R.H.S., we make the transformation Z = y/h n , so that which along with the third term can be made arbitrarily small for choice of n sufficiently large.
Proof of (B):
Letting z = ylh ,
-00
Clearly this last integrand is bounded by [ 
Proof: By definition,
In a similar manner, using Lemma 2.2, one may also show
After suitable simplification, 
Proof:
Since AnCx) depends only on Xl""'X(n_l)M and BnCx) only on XCn-l)M+l""'X nM ' An(X) and Bn(X) are independent. Now var Bn(x) =
The result for An(x) follows from the fact that var An(x) = var VnCx) - 
and finally
If K and h n satisfy (1.2) and (1.3) respectively and if
MUltiplying both sides by n2h~1 and making the transformation u =~-y ,
Hence given 0 > 0, there is nO such that for n > nO' [var AnI (x)] .
A sufficient condition (Liapounov's condition) for 2.3 is that for some 6 > 0,
as n~co it is clear that the probabilistic structure of N is closely related to that of Vn(x). Inasmuch as the structure of Bn(x) depends on f(x), we will be, in general, unable to give the exact asymptotic structure of N.
In this section, we demonstrate the finiteness of the moments of N, the closure of N, and the divergence of N as E + O. 
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• Proof: For n. sufficiently large, since a~0, a > log(l+a ). n n n Combining this with the inequality on an' we have for n sufficiently large, (n-l)M log(l+a n )~Mylog n.
Exponentiating both sides, so that e~o. Since n~~, however, we will usually want to choose h n in such a way that for any 0 > 0 and for n sufficiently large
We note here that the usual choice guarantee (3.4). IA~l (x) I n~x e < 2 for every x. Clearly then the condition lim l,n-l) a s Y holds. The normal and double exponential kernels n~og n n satisfy this latter sufficient condition. The uniform kernel does not, but it does satisfy the condition on a for every density, f. ii, so that K is not empty. Theorem 3.6: Let K€K and let h satisfy (1.3). Then N~00 in probability n and with probability one as €~O.
Proof:
The divergence in probability follows from previous remarks. Now We are now able to state a convergence theorem based on Theorem 3.6.
Theorem 3.7: Suppose N~= as e~0 with probability one and A f (x)~f(x) n A as n~= with probability one, then fN(x)~f(x) as e~0 with probability one.
Proof: Let A be the set of probability one for which N~oo. Let B be the set of probability one for which f (x) + f(x). Clearly on AnB, 
Concluding Remarks:
The problems associated with the choice of K and h n are well-known and appreciated by users and theoreticians alike. We shall not comment ex~ept to say these problems remain in the sequential case. To these we have added those associated with the choice of € and M. Some clue to the choice of € is given by the following easily-proved observation:
• 18 (4.1)
In general, we would like to choose € so that the mean square error meets some prespecified error level, say 6. For heuristic purposes, let us suppose that M is sufficiently small and n sufficiently large so that Then according to (4.1) , Elvn(x) I~26~, suggesting that € < 26~is a suitable
,."
choice of € to meet error 6. Actually, this appears to be quite a conservative way of choosing € for 6 < 1.
If there is no penalty for sampling items one-at-a-time rather than in blocks of M, it is clear that M= 1 is the best choice. If M is too large, /VN(X)I will be substantially less than € , and hence too many items will be sampled. The optimal M must be determined by weighing the costs of sampling one-at-a-time against the cost of taking an unnecessarily large sample.
A really satisfying theory for choice of € and M is yet to be devised.
In the meantime, M= 1 and € =2o~appear to be adequate.
•
