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+ p(x)y = 0


















































(2.5) u00(t) + 2bu(t) + cu(t) = 0
ただし、b; cは実数とする。










(b) D = b2 ¡ c = 0の場合：
u(t) = e¡bt(At+B)
ここで、A;Bは任意の定数。



















D = b2 ¡ c = 0 e¡bt; te¡bt








(3.1) F (x; y; y0; ::::; y(n)) = 0
で与えられる式を、n 階の常微分方程式(ordinary di®erential equation)という。




(n¡1) + ¢ ¢ ¢+ Pn¡1(x)y0 + Pn(x)y = Pn+1(x);(3.2)
P0(x) 6´ 0
(3.2)式は、右辺の項 Pn+1(x) ´ 0のとき斉次、Pn+1(x) 6´ 0のとき非斉次という。
ここでは、理論、応用の両面において重要なn = 2の場合の 2階線形微分方程式
(3.3) P0(x)y
00 + P1(x)y0 + P2(x)y = P3(x); P0(x) 6´ 0
を扱う
関数 '(x)が区間 J において微分方程式（3.3）をみたすとき、すなわち、
(3.4) P0(x)'
00(x) + P1(x)'0(x) + P2(x)'(x) = P3(x); 8x 2 J




いえる。微分方程式（3.3）において、係数 Pj(x); j = 0; 1; 2; 3は区間 J で連続で
あるとする。区間 J の各点で P0(x) 6= 0ならば、（3.3）式は、次式と同値である：




期条件(initial condition) および境界条件(boundary condition)がある。
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また、境界条件というのは、考えている区間 J = [a; b]の両端 x = a; y = bにお
いて、解またはその導関数のみたすべき関係を指定することである。例えば、(
y(a) = ®; y(b) = ¯ (ディリクレ条件)







Ay(a) + A0y0(a) = C




問題 3.1 (解の存在) 初期値問題は、実際に解を持つであろうか？
問題 3.2 (解の一意性) 解が存在する場合、そのような解はただ一つであろうか？
3.1 解の一意存在に関する基本定理
最も基本的な一意存在定理について述べる：
定理 3.1 関数 p(x); q(x); f(x)は区間 J で連続とする。x0は J 内の任意に固定さ
れた点、®, ¯は任意に与えられた定数とする。このとき、線形微分方程式
(3.8) y00 + p(x)y0 + q(x)y = f(x)






(3.9) y00(x) = g(x); g(x) 2 C(J)
の解で、初期条件 (3.6)をみたすものは、一意的に存在して、次の積分方程式で
与えられる：
(3.10) y(x) = ®+ ®0(x¡ x0) +
Z x
x0




証明. 以下で、定理 3.1 を証明する。
解の存在の証明：逐次近似法によって、解を構成する。
区間 J は有界閉区間 [a; b]であるとする。J で 1回連続微分可能な関数 y0(x)を
任意にとる。漸化式




(x¡ t) £¡p(t)y0n¡1(t)¡ q(t)yn¡1(t) + f(t)¤ dt;
n = 1; 2; 3; :::





(3.12) y00n(x) = ¡p(x)y
0
n¡1(x)¡ q(x)yn¡1(x) + f(x)
と初期条件（3.6）をみたす。そこで、












J は有界閉区間で、関数 z1(x); z01(x); p(x); q(x)は連続なので(
A1 := maxx2J jz1(x)j ;
A2 := maxx2J jz01(x)j ;(
B := maxx2J jp(x)j+ jq(x)j;
A := max (A1; A2)
とおけば、 8>><>>:
jz1(x)j · A; 8x 2 J;
jz01(x)j · A; 8x 2 J;
jp(x)j+ jq(x)j · B; 8x 2 J:
また、
ところで、
























[¡p(x)y0n¡1(x)¡ q(x)yn¡1(x) + f(x)]
= ¡p(x)y0(x)¡ q(x)y(x) + f(x)
が成り立つ。（3.12）式で n!1とすれば、極限において









解の一意性の証明：初期値問題 (3.8),(3.6)が２つの解 y1(x); y2(x)を持つと仮定
する。このとき、
z(x) := y1(x)¡ y2(x)
とおけば、関数 z(x)は、以下の初期値問題 (3.15),(3.16) をみたす：





従って、解の一意性を示すには、この関数 z(x)が J で恒等的に 0になることを言
えばよい。
そこで、
u(x) := jz(x)j2 + jz0(x)j2 = z(x)z(x) + z0(x)z0(x)
とおく。ここで、zは zの複素共役を表わす。
両辺を xで微分すると










jz00(x)j · jp(x)j jz0(x)j+ jq(x)j jz(x)j
を用いて、上式の両辺の絶対値をとると、
ju0(x)j · 2 jz0(x)j jz(x)j+ 2 jz00(x)j jz0(x)j
· 2 (1+ jq(x)j) jz0(x)j jz(x)j+ 2 jp(x)j jz0(x)j2
さらに、不等式
2 jz(x)j jz0(x)j · jz(x)j2 + jz0(x)j2
を用いて
ju0(x)j · (1 + jq(x)j) jz(x)j2 + (1 + 2 jp(x)j+ jq(x)j) jz0(x)j2
· 2(1 + jp(x)j+ jq(x)j) £jz(x)j 2+ jz0(x)j2¤





f2(1 + jp(x)j+ jq(x)jg
とおけば、関数 u(x)は J で微分不等式
ju0(x)j · Ku(x)
あるいは、
(3.17) ¡Ku(x) · u0(x) · Ku(x)
をみたす。
(3.17)式の右半分 u0(x)¡Ku(x) · 0に正の関数 e¡Kxを掛けると、£
e¡Kxu(x)
¤0
= e¡Kx(u0(x)¡Ku(x)) · 0
となり、これは、関数 e¡Kxu(x)が非増加関数であることを意味する。よって
x > x0 ) e¡Kxu(x) · e¡Kx0u(x0)) u(x) · eK(x¡x0)u(x0)
x < x0 ) e¡Kxu(x) ¸ e¡Kx0u(x0)) u(x) ¸ eK(x¡x0)u(x0)
同様に、(3.17)式の左半分からは、以下が得られる：
x > x0 ) eKxu(x) ¸ eKx0u(x0)) u(x) ¸ e¡K(x¡x0)u(x0)
x < x0 ) eKxu(x) · eKx0u(x0)) u(x) · e¡K(x¡x0)u(x0)
従って、関数 u(x)は、次のグロンウォールの不等式をみたす：
u(x0)e
¡Kjx¡x0j · u(x) · u(x0)e¡Kjx¡x0j; 8x 2 J
あるいは、
(3.18) ju(x)j · u(x0)e¡Kjx¡x0j; 8x 2 J
ところで、初期条件 (3.16)より
u(x0) = jz(x0)j2 + jz0(x0)j2 = 0
であるから、(3.18)式により、u(x) = jz(x)j2 + jz0(x)j2 ´ 0 を得る。



















0; t · c¡
2
3
(t¡ c)¢3=2 ; t > c
という形の関数を解として持つ。ここで任意定数 cは、非負値である。また、特異
解 x(t) ´ 0も、この初期値問題の解であるから、解の一意性は成り立たない。
3.2 一般解
前節の基本定理 3.1を活用して、2階線形微分方程式の解全体の集合がどのよう
になっているかを調べる。関数 p0(x); p1(x); p2(x)を区間 J で連続として、微分方
程式
p0(x)y




対応させる働きを、作用素と呼ぶ。関数 y に、関数 p000y00 + p1y0 + p2yを対応させ
る際の基本的な演算は微分演算であるから、このような作用素を（常）微分作用
素という。このような作用素を記号 Lで表す：
(3.19) L [y] = p0(x)y
00 + p1(x)y0 + p2(x)y
y(x); z(x)を 2回連続的微分可能な関数とすれば、その一次結合 ®y(x) + ¯z(x)
（®; ¯ は定数）も 2回連続的微分可能で、L[®+ ¯]が定義でき、次の関係が成り
立つ：





補題 3.2 Lを線形微分作用素（3.19）とする。関数y(x)がL [y] = f(x)の解で、z(x)




理と呼ばれている。この原理に従えば、斉次微分方程式 L [y] = 0の有限個の解
y1(x); : : : ; yn(x)の一次結合
c1y1(x) + : : :+ cnyn(x)
（c1; : : : ; cnは定数）は、また同じ方程式 L [y] = 0の解になる。
3.3 斉次常微分方程式の一般解
p(x); q(x)は区間 J で連続な関数とする。2階斉次微分方程式
(3.20) y00 + p(x)y0 + q(x)y = 0
の任意の２つの解 y1(x); y2(x)から作った行列式
W [x; y1; y2] :=
¯¯¯¯
¯ y1(x) y2(x)y01(x) y02(x)
¯¯¯¯
¯ = y1(x)y02(x)¡ y2(x)y01(x)
を、y1(x); y2(x)のロンスキー（Wronski）行列式と呼ぶ。
定理 3.3 微分方程式（3.20）の解 y1(x); y2(x)のロンスキー行列式は次の関係式を
みたす。







; x0; x 2 J
証明. 簡単のために、W (x) = W [x; y1; y2]とおくと、
W 0(x) = y1(x)y002(x)¡ y001(x)y2(x)
= y1(x) [¡p(x)y02(x)¡ q(x)y2(x)]¡ [¡p(x)y01(x)¡ q(x)y1(x)] y2(x)
= ¡p(x) [y1(x)y02(x)¡ y01(x)y2(x)] = ¡p(x)W (x)
より、関数W (x)は 1階線形微分方程式














W (x0) = W [x0; y1; y2] 6= 0




定理 3.4 斉次微分方程式（3.20）の二つの解 y1(x); y2(x)が区間 J で一次独立で
あるための必要十分条件は
W [x; y1; y2] 6= 0; 8x 2 J
である。
証明. (I) (必要性）点 x0 2 J で
W [x0; y1; y2] =
¯¯¯¯
¯ y1(x0) y2(x0)y01(x0) y02(x0)
¯¯¯¯
¯ = 0
とする。このとき、２つのベクトル (y1(x0); y01(x0)) ; (y2(x0); y02(x0))は、一次従属
になるので、 (








となる定数 (c1; c2) 6= (0; 0)が存在する。そこで、
y(x) = c1y1(x) + c2y2(x)
とおく。すると関数 y(x)は、補題 3.2より、（3.20）式の解である。x0では初期条
件 y(x0) = 0; y0(x0) = 0をみたすので、基本定理 3.1より、y(x)は
y(x) = c1y1(x) + c2y2(x) = 0; 8x 2 J
である。したがって、y1(x); y2(x)は、区間 J で一次従属である。
(II) （十分性）逆に、区間 Jで関数 y1(x); y2(x)が一次従属であるとする。つま
り、適当な定数 c1; c2が存在して、




















; 8x 2 J
が成り立つ。(c1; c2) 6= (0; 0)なので、定数行列は、逆行列をもたない。これは、
W [x; y1; y2] = 0
を意味する。
2
定理 3.3と定理 3.4を組み合わせれば J の一点でロンスキー行列式が 0かどうか
を調べれば、解 y1(x); y2(x)が一次独立か否かを判定できる。
次に、斉次方程式の解全体のなす集合（解空間）の構造を明らかにする。
定理 3.5 斉次方程式（3.20）は２つの一次独立な解 y1(x); y2(x)を持つ。すなわち、
斉次方程式（3.20）の任意の解 y(x)は y1(x); y2(x)の一次結合 c1y1(x) + c2y2(x)
で表される：
y(x) = c1y1(x) + c2y2(x)
証明. まず、一次独立な解 y1(x); y2(x)をもつことを示す。¯¯¯¯
¯ ® ¯®0 ¯0
¯¯¯¯
¯ 6= 0
なる定数 ®; ¯;®0; ¯0をとる。（3.20）式の解で、初期条件








をみたすものを、それぞれ、y1(x); y2(x)とする。定理 3.1より、これらは、区間 J
で存在する。
さて、
W [x0; y1; y2] =
¯¯¯¯




¯ ® ¯®0 ¯0
¯¯¯¯
¯ 6= 0







c1®+ c2¯ = °;
c1®














z(x) := y(x)¡ c1y1(x)¡ c2y2(x)
を作る。z(x)は (3.20)式の解であり、かつ初期条件(
z(x0) = ° ¡ (c1®+ c2¯) = 0;
z0(x0) = °0 ¡ (c1®0 + c2¯0) = 0
をみたすので、解の一意性より
z(x) ´ 0; 8x 2 J
つまり、
y(x) = c1y1(x) + c2y2(x); 8x 2 J
以上より、任意の解 y(x)が y1(x); y2(x)の一次結合で表されることが示された。
2
注意 3.1 補題 3.2は、斉次方程式 (3.20)の解全体の集合が、複素数体 C上のベ
クトル空間をなすことを意味し、定理 3.5は、そのベクトル空間の次元が２に等
しく、関数 y1(x); y2(x)がその基底をなすという事実を述べている。このような
y1(x); y2(x)を、方程式 (3.20)の、解の基本系または、基本解という。y1(x); y2(x)
が解の基本系ならば、




(3.22) L[y] = y00 + ay0 + by = 0
を考える。
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= (¸2 + a¸+ b)e¸x
より
¸2 + a¸+ b = 0
をみたせば、関数 e¸xは（3.22）式の解になる。¸の多項式
P (¸) = ¸2 + a¸+ b





特性方程式が重解 ¸1 = ¸2をもつときは、











































最後に、特性方程式 P (¸) = 0が共役な虚数解 ¸1 = ® + i¯; ¸2 = ® ¡ i¯を持つ
ときを考える。
15
補題 3.6 関数 p(x); q(x)は区間 J で実数値かつ連続とする。y = u(x) + iv(x)な
る複素数値関数が、微分方程式
L [y] = y00 + p(x)y0 + q(x)y = 0
の解ならば、実数値関数 u(x); v(x)はいずれも方程式 L [y] = 0の解である。
証明. 証明は、Lの線型性より明らかである。
2
したがって、¸1 = ¸2 = ®+ i¯ ならば、(
e¸1x = e®x(cos ¯x+ i sin ¯x)
e¸2x = e®x(cos ¯x¡ i sin ¯x)
補題 3.6から、関数系









e®x(cos¯x+ i sin ¯x)
















y00 + ay0 + by = 0
の実数値をとる一般解は、特性方程式
¸2 + a¸+ b = 0
の２つの解によって、次の３つの場合に分かれる：




(ii) 実の重解 ¸1 = ¸2を持つならば、
y(x) = (c1 + c2x)e
¸1x
(iii) 共役な虚数解 ®§ i¯を持つならば、




相異なる実解¸1; ¸2 e¸1x; e¸2x
実の重解¸1 = ¸2 e¸1x; xe¸1x










(x¡ x0)2y = 0
あるいは、
(3.23) (x¡ x0)2y00 + a(x¡ x0)y0 + by = 0
の形の微分方程式をオイラーの微分方程式という。点 x0は、この方程式の特異
点である。
解答 3.2 x > x0 として、























+ by = 0
この定数係数の微分方程式は、その特性方程式











(ii) 決定方程式の 2解が実の重解 ¸1 = ¸2ならば、
y(x) = (c1 + c2t)e
¸1t = (c1 + c2 log x)x
¸1
(iii) 決定方程式の 2解が共役な虚数解 ®§ i¯ならば、
y(x) = e®t (c1 cos ¯t+ c2 sin ¯t) = x
® [c1 cos (¯ log x) + c2 sin (¯ log x)]




y00 + p(x)y0 + q(x)y = 0
の一つの解 y1(x)が見つかった場合に，これと一次独立な他の解がy(x) = v(x)y1(x)
の形で求められることを示す。関数 v(x) は (3.20)を変換 y(x) = y1(x)v(x) により
導いた微分方程式の解である。y1(x)と y(x)のロンスキー行列式をとると、
W [x; y; y1] :=
¯¯¯¯
¯ y(x) y1(x)y0(x) y01(x)
¯¯¯¯




= ¡v0(x) ¢ y01(x)2
もし




1(x) + q(x)y1(x)) + v
0(x)(2y01(x) + p(x)y1(x)) + v
00(x)y1(x)
= 0
関数 y1(x)は (3.20)の解であるから、左辺第一項は 0になる。関数 y1(x)が 0にな








これは v0(x)に関する 1階線形微分方程式であるから、c0を 0でない任意定数と
して、






































x 2 J 0で v0(x) 6= 0より、
W [x; y; y1] = ¡v0(x)y21(x) 6= 0



















































(3.25) L [y] = y00 + p(x)y0 + q(x)y = f
の特殊解を yp(x)、斉次線形微分方程式 (3.20)
L [y] = y00 + p(x)y0 + q(x)y = 0
の基本解を y1(x); y2(x)とすれば、非斉次線形微分方程式 L [y] = f(x)のすべての
解 y(x)は、次の形で表される：



















































L[y] = y00 + p(x)y0 + q(x)y = f(x)
（p(x); q(x); f(x)は区間 J で連続）の解の全体の集合について考える。関数 yp(x)
を方程式（3.25）の解とする。これが何らかの方法で求めることが出来たとする。
y(x)を（3.25）式の任意の解とすれば、
L[yp] = f(x); L[y] = f(x)
より重ね合わせの原理から、関数 y(x)¡ yp(x) は斉次方程式
y00(x) + p(x)y0 + q(x)y = 0
を満足する。この斉次方程式の解の基本系を y1(x); y2(x)とすれば定理 3.5より
y(x)¡ yp(x) = c1y1(x) + c2y2(x)
すなわち、





斉次方程式の解の基本系 y1(x); y2(x)を用いて、解 yp(x)を











































関数 yp(x); y0p(x); y00p(x)を微分方程式（3.27）に代入すると、





































W [x; y1; y2] :=
¯¯¯¯
¯ y1(x) y2(x)y01(x) y02(x)
¯¯¯¯
¯

















W [x; y1; y2]
; u02 =
f y1
W [x; y1; y2]
これらを積分すれば、u1(x); u2(x)が求められる。

















W [t; y1; y2]
f(t)dt
となる。yp(x0) = y0p(x0) = 0より yp(x)は点 x0に応じて一意的に存在する。
斉次微分方程式の解の基本系を用いて、上述の方法で非斉次方程式の解の一つ
（これを特殊解と呼ぶ）を見つけることを定数変化法という。





















u00(t) + 2bu0(t) + cu(t) = 0;














































































(4.5) U(t) = etA U0
ここで、指数行列etA は、行列の無限級数
(4.6) etA := I + tA+
(tA)2
2!
+ ¢ ¢ ¢+ (tA)
n
n!







j¸I ¡ Aj =
¯¯¯¯
¯ ¸ ¡1c ¸+ 2b
¯¯¯¯
¯ = ¸2 + 2b¸+ c

































































































¡b+pb2 ¡ c 0








I + tA+ (tA)
2
2!
+ ¢ ¢ ¢+ (tA)n
n!
+ ¢ ¢ ¢
´
P
= P¡1P + t (P¡1AP ) + t
2
2!








¢ ¢ ¢ ¢ (P¡1AP )| {z }
n 乗
+ ¢ ¢ ¢
= I + t¤ + (t¤)
2
2!
+ ¢ ¢ ¢+ (t¤)n
n!
















et¤ = I + t¤ + (t¤)
2
2!
+ ¢ ¢ ¢+ (t¤)n
n!


















































¸1t ¡ ¸1e¸2t ¡e¸1t + e¸2t
¸1¸2
¡













¸1t ¡ ¸1e¸2t ¡e¸1t + e¸2t
¸1¸2
¡





初期値問題（4.3）の解は第一成分 u1(t) := u(t)で与えられることに注意して、
以上の結果を整理すると、















b2 ¡ ct) +B cos(pb2 ¡ ct)¢
ここで、A;Bは、初期値から決まる定数

































































































I + tA+ (tA)
2
2!
+ ¢ ¢ ¢+ (tA)n
n!
+ ¢ ¢ ¢
´
P
= P¡1P + t (P¡1AP ) + t
2
2!








¢ ¢ ¢ ¢ (P¡1AP )| {z }
n 乗
+ ¢ ¢ ¢
= I + t¤ + (t¤)
2
2!
+ ¢ ¢ ¢+ (t¤)n
n!
















et¤ = I + t¤ + (t¤)
2
2!
+ ¢ ¢ ¢+ (t¤)n
n!

































































初期値問題（4.3）の解は第一成分 u1(t) := u(t)で与えられることに注意して、
以上の結果を整理すると、
(iii)判別式D=4 = b2 ¡ c = 0の場合：
u(t) = e¡bt (A+Bt) ;












Ba [y] = ®y(a) + ®
0y0(a) = °;
Bb [y] = ¯y(b) + ¯
0y0(b) = ±
を満足するものを求めよ、という問題である。ここで、®, ®0, ¯, ¯0 は与えられた
定数で、条件








実数の範囲で考えることにする。閉区間 J = [a; b]で、関数 p0(x)は連続的微分可


































+ q(x)y = f(x)
となる。ここで、p(x) は連続的微分可能かつ正、q(x); f(x) は連続であることに
注意。
(5.3)式を自己共役形あるいは発散形の微分方程式と呼ぶ。左辺の微分作用素












例 5.1 エアリー (Airy)の微分方程式
y00 + xy = 0
は自己共役である。実際、
p(x) = 1; q(x) = x
例 5.2 ベッセル（Bessel）の微分方程式
















補題 5.1 Lを自己共役作用素 (5.4)とすると、区間 J で２回連続的微分可能な任
意の関数 y(x), z(x)に対して、次の２式が成り立つ：
zL [y]¡ yL [z] = d
dx
[p(x)(y0z ¡ yz0)] ;(5.5) Z x2
x1
fzL [y]¡ yL [z]g dx = [p(x)(y0z ¡ yz0)]x=x2x=x1(5.6)
境界値問題 (5.2), (5.3)において、右辺がゼロの場合、すなわち、境界値問題
(5.7) L [y] =
d
dx
[p(x)y0] + q(x)y = 0
(5.8)
(
Ba [y] = ®y(a) + ®
0y0(a) = 0;




L [y] = 0; y(x0) = y
0(x0) = 0






定理 5.2 (I) 境界値問題 (5.7), (5.8)の解が自明解のみならば、境界値問題 (5.2),
(5.3)は、任意のデータ f(x), °, ± に対して一意的な解を持つ。
(II) 境界値問題 (5.7), (5.8)が自明でない解を持つならば、境界値問題 (5.2),
(5.3)は f(x), °, ± が適当な条件を満たす場合に限って解をもつ。そのとき、解は
無数に存在する。
証明. (5.7)の解の基本系を y1(x), y2(x)、(5.3)式の特殊解を yp(x) とすれば、定
理 1.5より、(5.3)式の一般解は、次式で与えられる：
y(x) = yp(x) + c1y1(x) + c2y2(x)
ここで、c1, c2は定数である。この関数が、境界条件 (5.2)を満たすには(
Ba[y] = c1Ba[y1] + c2Ba[y2] +Ba[yp] = °;






















(I) 境界値問題 (5.7), (5.8)の解が自明解のみの場合：関数
y(x) = c1y1(x) + c2y2(x)
が境界条件
Ba [y] = Bb [y] = 0
を満たすとき、




c1Ba [y1] + c2Bb [y2] = 0;
c1Bb [y2] + c2Bb [y2] = 0
の解は c1 = c2 = 0 に限る。従って
D =
¯¯¯¯




このとき、(5.9)式は任意の °, ±, yp(x)に対して一意的な解 c1, c2をもつ。つまり、
境界値問題 (5.2), (5.3)は解をもつ。
次に、解の一意性について証明する：境界値問題 (5.2), (5.3)の２つの解を
y(x) = c1y1(x) + c2y2(x) + yp(x);
~y(x) = ~c1y1(x) + ~c2y2(x) + yp(x)
とする。このとき、
~y(x)¡ y(x) = (~c1 ¡ c1)y1(x) + (~c2 ¡ c2)y2(x);
であって、y1(x), y2(x)は (5.7)式の解なので、
L [~y ¡ y] = (~c1 ¡ c1)L [y1] + (~c2 ¡ c2)L [y2] = 0
よって、関数 ~y(x)¡ y(x) も (5.7)式の解である。さらに、(
Ba [~y ¡ y] = Ba [~y]¡Ba [y] = ° ¡ ° = 0;
Bb [~y ¡ y] = Bb [~y]¡Bb [y] = ± ¡ ± = 0
より、~y(x)¡ y(x) は境界条件 (5.8)を満たす。
以上から、~y(x)¡ y(x) は境界値問題 (5.7), (5.8)の解であるが、解は自明解のみ
だから、




(II) 境界値問題 (5.7), (5.8)が自明でない解をもつ場合：このときは、(5.10)式は
c1 = c2 = 0以外の解をもつから、D = 0. (5.9)式が解をもつためには、°¡Ba[yp],
± ¡Bb[yp] が何か適当な条件を満たさなければならない。つまり、f(x), °, ± が制
約を受けなければならない。この場合、(5.9)式の解 c1, c2 の組は無数にあること
に注意。 2
5.2 グリーン関数
閉区間 J = [a; b] において関数 p0(x) は連続的微分可能かつ正、p1(x); p2(x) は
J で連続と仮定する。２階線形作用素 L を
L [y] ´ p0(x)y00 + p1(x)y0 + p2(x)y
によって定義する。区間 J で連続な関数 f(x) が与えられた時
(5.11) L(y) = f(x)
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および、端点 x = a; x = b における境界条件：
(5.12)
(
Ba [y] = ®y(a) + ®
0y0(a) = 0;








(�) 関数 G(x; ») は、区間
[a; b]£ [a; b] = f(x; ») : a · x; » · bg
において x; » の連続関数である。
(�) x 6= » ならば、関数 Gx(x; »); Gxx(x; ») は x; » の連続関数であり、
L [G(x; »)] = 0
が成り立つ。また、すべての » 2 J に対してつぎの境界条件を満たす：(
Ba [G(¢; »)] = ®G(a; ») + ®0G0(a; ») = 0;
Bb [G(¢; »)] = ¯G(b; ») + ¯0G0(b; ») = 0
(III) 関数 Gx(x; »)は x = » で不連続関数であり、
Gx(x+ 0; x)¡ Gx(x¡ 0; x) = 1
p0(x)
(= Gx(x; x¡ 0)¡ Gx(x; x+ 0)) :
上の性質 (I), (II), (III) をもつ関数 G(x; ») を境界値問題 (5.11), (5.12) のグリーン
関数という。
例 5.3 閉区間 [¡1; 1] における境界値問題
d2y
dx2






(» ¡ 1)(x+ 1); x · »;
1
2
(x¡ 1)(» + 1); » · x
である。
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L [G(x; »)] f(») d» + f(x)
が成り立つ。さらに、積分範囲を [a; x] ; [x; b] に分ければ、おのおのの区間で








L [G(x; »)] f(») d» +
Z b
x




Ba [G] = ®
R b
a







Ba [G(x; »)] f(») d» = 0
境界条件Bb [G] についても、同様に、
Bb [G] = ¯
R b
a







Bb [G(x; »)] f(») d» = 0
以上から、関数 y(x) は境界値問題 (5.11), (5.12)の解である。 2
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5.2.1 グリーン関数 G(x; ») の構成








さて、L [y] = 0 の一組の解の基本系を y1(x), y2(x) とする。これらを変数 » 2 J
の関数として、そのロンスキー行列式を
W [»] := W [»; y1; y2] =
¯¯¯¯
¯ y1(») y2(»)y01(») y02(»)
¯¯¯¯
¯ = y1(»)y02(»)¡ y2(»)y01(»)
で表す。x 2 J の関数 K(x; ») を次式で定義する：





¯ y1(») y2(»)y1(x) y2(x)
¯¯¯¯
¯ if » · x;
0 if » > x:
このとき、(5.14)式で定義された関数K(x; ») は次の性質をもつ：
補題 5.4 (1) K(x; ») は、閉区間 [a; b] £ [a; b] = f(x; ») : a · x; » · bg において
x; » の連続関数である。
(2) x 6= » ならば、Kx(x; »); Kxx(x; ») は x; » の連続関数であり、
L [K(x; »)] = 0
(3) 関数 Kx(x; ») は x = » で不連続である：(
Kx(» + 0; ») = Kx(»; » ¡ 0) = 1p0(») ;
Kx(» ¡ 0; ») = Kx(»; » + 0) = 0
証明. (1) まず、
(5.15) K(» + 0; ») = K(» ¡ 0; ») = 0
したがって、関数 K(x; ») は、» も J の中を動くとき、x; » の関数として連続で
ある。
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(2) 関数Kx(x; ») は x 6= » ならば、定義から、xに関する２階導関数までが x, »
について連続である。また、偏導関数Kx(x; ») は x = » で不連続であり、 1p0(») の






¯ y1(») y2(»)y01(x) y02(x)
¯¯¯¯
¯ if » · x;




[c]cKx(» + 0; ») = Kx(»; » ¡ 0) = 1p0(») ;
Kx(» ¡ 0; ») = Kx(»; » + 0) = 0
さらに、











補題 5.5 関数 y(x) は、区間 J において連続であるが、さらに、この区間 J にお
いて２回連続的微分可能で、微分方程式
L [y] ´ p0(x)y00 + p1(x)y0 + p2(x)y = f
をみたす。














































































































この右辺は xの連続関数なので、関数 y(x) は区間 Jにおいて２回連続的微分可能
である。




L [K(x; »)]f(»)d» + f(x) = f(x)
が成り立つ。 2
以下では、境界条件 (5.12)を満たすように関数K(x; ») を修正して G(x; ») を構
成する：
定理 5.6 境界値問題 (5.11), (5.12)に付随する斉次境界値問題(
L [y] = 0;





G(x; ») = K(x; ») + c1(»)y1(x) + c2(»)y2(x)
ここで、c1(»), c2(»)はこれから定められる »の未知関数とする。このとき、L [y1] =
L [y2] = 0より、G(x; ») は x の関数として
L [G(x; »)] = 0 (x 6= »)
をみたす。
(5.16)式より、» = a における Kx(x; ») の値を
Kx(a; a+ 0) = Kx(a; a) = 0
» = b における Kx(x; ») の値を
Kx(b; b¡ 0) = Kx(b; b) = 1
p0(b)
で定義すれば Ba [K(x; »)] ; Bb [K(x; »)] は » の関数として区間 J で連続になる。
そこで、(
Ba [G(x; »)] = Ba [K(x; »)] + c1(»)Ba[y1] + c2(»)Ba[y2] = 0;
Bb [G(x; »)] = Bb [K(x; »)] + c1(»)Bb[y1] + c2(»)Bb[y2] = 0
が成り立つように関数 c1(»); c2(») を定めたい。この連立方程式を書き改めると(
Ba [y1] c1(») +Ba [y2] c2(») = ¡®K(a; »)¡ ®0Kx(a; »);












¡®K(a; »)¡ ®0Kx(a; »)





¯ Ba[y1] Ba[y2]Bb[y1] Bb[y2]
¯¯¯¯
¯










Ba[y1]c1 +Ba[y2]c2 = 0;













が非自明な解 (c1; c2) 6= (0; 0)をもつ。そこで
y(x) = c1y1(x) + c2y2(x)
と定義すれば、
y(x) 6´ 0; L[y] = 0; Ba[y] = Bb[y] = 0
これは、付随する境界値問題の解が自明解のみという仮定に反する。
以上より、G(x; ») が (5.11), (5.12)のグリーン関数であることは補題 5.4より明
らかである。
グリーン関数の一意性の証明：いま、G^(x; ») を境界値問題 (5.11), (5.12)のもう
ひとつのグリーン関数であるとして、
u(x; ») = G(x; »)¡ G^(x; »)
とおく。この関数 u(x; ») が付随する斉次境界値問題(
L [y] = 0;
Ba [y] = Bb [y] = 0
の解であるから、一意性を証明することが出来る。 2






+ by = 0;(
u(0)¡ u(l) = 0;
u0(0)¡ u0(l) = 0
のグリーン関数は一意的に存在することを確かめよ。
解答 5.1 L[y] = 0 の任意の解は c1; c2 を任意の定数として補題 1.2から
y(x) = (c1 + c2x)e
¸1x (¸1 = ¸2);
y(x) = c1e
¸1x + c2e
¸2x (¸1 6= ¸2)
ここで、定数 ¸1, ¸2 は特性方程式
¸2 + a¸+ b = 0










¡¢u = 0 in ­£ (0;1);
u(0; x) = u0(x) in ­;








+ ¢ ¢ ¢+ @
2
@xn2



















ところが、左辺は変数 t のみに依存し、右辺は変数 x のみに依存するから、両辺









T 0(t) + ¸T (t) = 0;
(6.2)
(
¢X + ¸X = 0 in ­;
X = 0 on @­:
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以下で、¸ > 0 であることを示す。
ディリクレ境界条件































だから、X(x) は定数となる。ところが、境界条件Xj@­ = 0 だから、
X(x) ´ 0 in ­
となり、u(t; x) が自明解となり不適である。よって、¸ > 0 であることが示せた。
第 3段：したがって、問題 (H) の解の候補として、





¢u+ ¸u = 0 in ­;






0 < ¸1 < ¸2 · ¸3 · : : : ; u1 > 0:
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第 5段：したがって，ディリクレ境界値問題(
¢Xj + ¸jXj = 0 in ­;
Xj = 0 on @­
は可算個の解 f¸j; Xjg1j=1 をもつ。
このとき、変数分離した関数
uj(t; x) = Aj e




¡¢¢uj = 0 in ­£ (0;1);



















問題 6.1 ディリクレ境界値問題（6.2）の固有関数 Xj(x) の無限級数和として、関





















長さ lの針金を考える。左端は x = 0, 右端は x = lの位置にあるとし、この針
金の温度分布を問題にする。温度分布は時間の経過に従って変化することに注意











物理的には、ある時刻 t = 0 における針金の温度分布が与えられ、それ以後の時
刻における両端の温度の状態が規定されるならば、針金の温度分布は一意的に確
定する。時刻 t = 0における針金の温度分布を指定することは、閉区間 0 · x · l
で定義された関数 '(x) を与えて、t = 0のとき u(x; t) が条件
(6.4) u(x; 0) = '(x); 0 · 8x · l
を満たすことを要求することである。一方、t ¸ 0 のおける両端の温度の規定の仕





u(0; t) = u(l; t) = 0; 8t > 0;
@u
@x
(0; t) = @u
@x
(l; t); 8t > 0;
u(0; t) = 0; @u
@x
(l; t) + hu(l; t) = 0; 8t > 0
となす。ここで hは正の定数である。このように、針金の温度分布をもとめる物













; 0 < 8x < l; 8 t > 0;
u(0; t) = u(l; t); 8t > 0;
u(x; 0) = f(x); 0 < 8x < l:
の解 u(x; t)は一意的である。
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証明. u1(x; t); u2(x; t) を問題 (6.6)の２つの解とする。このとき









; 0 < 8x < l; 8 t > 0;
u(0; t) = u(l; t) = 0; 8t > 0;

























































u(x; t)2dx ´ 0; 8t ¸ 0
だから、解の一意性
u1(x; t)¡ u2(x; t) = u(x; t) ´ 0; 0 < 8x < l; 8 t ¸ 0
が成り立つ。 2
我々は、定理 6.2 より、(6.3)式の解で、初期条件 (6.4)及びディリクレ境界条件
(6.5)(i)を満足するものを見つけることができればよいことになった。そのために、
いわゆる変数分離法を用いる。はじめに xだけの関数と tだけの関数の積
(6.8) u(x; t) = X(x)T (t)
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の形に表わされる特別な解を求める。ただし u(x; t) ´ 0 は自明解なので、関数
X(x); T (t) はともに零でない関数とする。(6.8)式を (6.3)式に代入して、










左辺は、xによらない、右辺は t によらない関数であるから、t と xによらないか
ら ¸ は定数である。これから、
(6.9) X 00(x) + ¸X(x) = 0 (X(x) 6´ 0)
および
(6.10) T 0(t) + c2¸T (t) = 0 (T (t) 6´ 0)
が得られる。ディリクレ境界条件 (6.5)(i)が満たされるためには、関数X(x) は
(6.11) X(0) = X(l) = 0
なる境界条件を満たさねばならない。すなわち、関数X(x) は２階線形常微分方
程式に対するディリクレ境界値問題 (6.9), (6.11)の非自明解でなければならない。






c1 = c2 = 0 X(x) ´ 0
（II）¸ = 0 の場合：ディリクレ境界値問題 (6.9), (6.11)の解は X(x) ´ 0 に限
る。実際、この場合、(6.9)式の一般解は
X(x) = c1 + c2x
であるが、境界条件 (6.11)式より、 X(x) ´ 0
（III）¸ > 0 の場合：(6.9)の一般解は







0 = X(0) = D1;
0 = X(l) = D2 sin
p
¸l:








(n = 1; 2; 3 ¢ ¢ ¢ )
従って、ディリクレ境界値問題 (6.9), (6.11)が非自明な解を持つためには、




; n = 1; 2; 3 ¢ ¢ ¢
でなければならない。このとき、対応する解は、
(6.13) Xn(x) = Dn sin
n¼
l
x; n = 1; 2; 3 ¢ ¢ ¢
ここで、Dn は任意の定数である。
以上を要約すれば、ディリクレ境界値問題 (6.9), (6.11)は、パラメータ¸が (6.12)
で与えられる、限られた離散値をとる場合にのみ、非自明解 (6.13)をもつ。
(6.12)式の値 ¸nを固有値、(6.13)式の関数 Xn(x) を固有値 ¸n に対応する固有
関数と呼ぶ。この ¸ = ¸nに対応する (6.10)式の解は、










こうして得られた一連の関数 un(x; t) は、いずれも熱伝導方程式 (6.3)の解で、
ディリクレ境界条件 (6.5)(i)を満足するが、まだ、初期条件 (6.4)は満足していない。
初期条件 (6.4)を満たす解を求めるために、関数 un(x; t) を重ね合わせて、無限
級数を考える：








この関数 u(x; t) がディリクレ境界条件を満たすことは明らかである。さらに、初
期条件 (6.4)を満たすためには、条件






x; 0 · 8x · l
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を満たすように係数 An を決めることができ、かつそのとき、(6.15)式の級数が
0 < x < 1; t > 0 で t に関して 1回、xに関して 2回項別微分可能であることを確




問題 6.2 閉区間 [0; 1] で与えられた任意の関数 '(x) を (6.16)式の形の三角級数
に展開することが出来るか？
この種の問題を解決するために、いわゆるフーリエ級数の理論が作られた。そ










x dx; n = 1; 2; 3 ¢ ¢ ¢
で定められる。
これらの事実を認めれば、(6.15)式および (6.17)式で定義される関数 u(x; t) が


















®u(a; t) + ®0u0(a; t) = 0; 8t > 0;
¯u(b; t) + ¯0u0(b; t) = 0; 8t > 0
ただし、係数については、条件
®2 + ®02 6= 0; ¯2 + ¯02 6= 0
を満たしているとする。境界条件 (6.5)式は、(6.19)式の特別な場合である。











+ [q(x) + ¸r(x)] y = 0
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固有関数と固有値の例として、(6.20)式において p(x) ´ 1, q(x) ´ 0,r(x) ´ 1
とした簡単な微分方程式
y00 + ¸y = 0
に対する固有値問題を考える。
境界条件を、ディリクレ条件（等温条件）
y(a) = y(b) = 0
とすれば、上述の熱伝導問題における固有値と固有関数が出る。
これとは異なる境界条件、例えば、ノイマン条件（断熱条件）







; yn(x) = cos
p
¸n(x¡ a); n = 0; 1; 2; ¢ ¢ ¢
となり、固有値は等しいが固有関数が異なる。
まとめ 6.3 簡単のために、a = 0; b > 0として、以上の事実を一覧表にまとめると、




























; yn(x) = sin
p










¡¢u = 0 in ­£ (0;1);
u(0; x) = u0(x) in ­;








はラプラス作用素，u0(x)は初期温度分布，u(t; x)は時刻 t における温度分布を表
している。また、考える境界条件は、ディリクレ境界条件（等温条件）である。こ
の初期値・境界値問題（6.1）を、















U"(x)V (y) + U(x)V "(y)
U(x)V (y)
ところが、左辺は変数 t のみに依存し，右辺は変数 x; y のみに依存するから，両













T 0(t) + ¸T (t) = 0; ¸ = ®+ ¯;
(6.22)
(
U"(x) + ®U(x) = 0 in (0; a);




V "(y) + ¯V (y) = 0 in (0; b);




























y; n = 1; 2; : : :
である。
まとめ 6.4 以上の事実を一覧表にまとめると、















例 6.2 2 次元の円板 ­ = fx2 + y2 · a2gに対して，ラプラス方程式




































さて、解 u(r; µ) を
(6.25) u(r; µ) = U(r)V (µ)
と変数分離した形の解で求める。(6.25) 式を (6.24)式へ代入して整理すると、










V 00(µ) = ¡¹V (µ);














2; n = 0; 1; 2; : : : ;(
Vn(µ) = cosnµ; n = 0; 1; 2; : : : ;
Vn(µ) = sinnµ; n = 1; 2; : : :
となる。
これらの ¹ の値に対して後の方の境界値問題 (6.27), (6.28) を解く。 (6.27) 式
において、
p
¸r = s と変数変換すると、










s2J 00(s) + sJ 0(s) +
¡
s2 ¡ ¹¢ J(s) = 0
となる。 ただし、U(r) = J(
p
¸r). この微分方程式をベッセルの微分方程式とい















ºn;m; m = 1; 2; : : :











Jn(ºn;mr=a) cosnµ; n = 0; 1; 2; : : : ; m = 1; 2; : : :
Jn(ºn;mr=a) sinnµ; n = 1; 2; : : : ; m = 1; 2; : : :
である。
まとめ 6.5 以上の事実を一覧表にまとめると、

























集合 X は，次の諸条件を満たすとき，実数体または複素数体K 上の線形空間
またはベクトル空間という：
(i) 任意の x, y 2 X に対して，和 x+ y 2 X が定義されて，
(a) x+ y = y + x.
(b) (x+ y) + z = x+ (y + z).
(c) ゼロベクトル 0 2 X が存在して，
x+ 0 = x; 8x 2 X:
(d) 各元 x 2 X に対して，逆元 ¡x 2 X が存在して，
x+ (¡x) = 0:
(ii) 任意の x 2 X, ® 2 K に対して，スカラー倍 ®x 2 X が定義されて，
(a) (®¯)x = ®(¯x).
(b) 1x = x.
(c) ®(x+ y) = ®x+ ®y.
(d) (®+ ¯)x = ®x+ ¯x.
X の元はベクトルと呼ばれ，K の元はスカラーと呼ばれる。 K をベクトル空
間 X の係数体という。 K = R あるいは K = C に応じて，ベクトル空間を，実
ベクトル空間あるいは複素ベクトル空間という。x1, x2, : : :, xn 2 X に対して，
®1x1+®2x2+ : : :+®nxn(®1, ®2, : : :, ®n 2 K)の形のベクトルを一次結合あるいは
線形結合という。ベクトル x1, x2, : : :, xnは次の 条件を満たすとき，一次独立あ
るいは線形独立という：
®1x1 + ®2x2 + : : : ®nxn = 0 =) ®1 = ®2 = : : : = ®n = 0.
ベクトル x1, x2, : : :, xn は一次独立でないとき， 一次従属あるいは線形従属と
いう。ベクトル空間X が， n個の一次独立なベクトルを含み，n+ 1 以上の一次
独立なベクトルを含まないとき，X は n 次元であるといい， dimX = n と表す。
X の一次独立なベクトルが有限でないとき，X は無限次元という。
例 7.1 Lp(Rn) は無限次元である。
n 次元ベクトル空間Xの n 個の一次独立なベクトル fx1; x2; : : : ; xng を，X の
基底という。このとき，任意のベクトル x 2 X は，
x = ®1x1 + ®2x2 + : : : ®nxn
と，一意的に表される。スカラー®1,®2, : : :, ®n を，ベクトル x の成分という。部
分集合M ½ X は， Xでの和とスカラー倍の演算に関してベクトル空間になると
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き，M を X の部分空間という。従って，部分集合 M は次の条件を満たすとき，
部分空間になる：
x; y 2M; ® 2 K =) x+ y 2M; ®x 2M:
X の部分集合 A に対して，A を含む最小の部分空間 [A] が存在する。実際，部分
空間 [A] は，A を含むすべての部分空間の交わり，あるいはAの任意の有限個の
元の一次結合の全体で与えられる。部分空間 [A] を，集合 Aによって生成される
部分空間という。M , N を X の２つの部分空間とする。和集合M [N によって
生成される部分空間を，M とN の和といい，M +N で表す。もし M \N = f0g
の場合は，和 M +N は M とN の直和といい，
M _+N
で表す。直和 M _+N の任意の元 x は，
x = y + z; y 2M; z 2 N
という形に一意的に表される。
部分集合 A ½ X が次の条件を満たすとき，凸であるという：
x; y 2 A =) ®x+ (1¡ ®)y 2 A; 0 < 8® < 1:
X 上の実数値関数 k ¢ kが，次の３条件（ノルムの公理）を満たすとき，ノルム
と呼ばれる：
(N1) kxk ¸ 0; kxk = 0 () x = 0.
(N2) k®xk = j®jkxk, 8® 2 K, 8x 2 X.
(N3) kx+ yk · kxk+ kyk, 8x, 8y 2 X (三角不等式).
7.2 ノルム空間の位相
X をノルム空間とする：
(N1) kxk ¸ 0; kxk = 0() x = 0.
(N2) k®xk = j®jkxk, 8® 2 K, 8x 2 X.
(N3) kx+ yk · kxk+ kyk, 8x, 8y 2 X (三 角 不 等 式).
ノルム空間 X の位相は，距離
d(x; y) := kx¡ yk
によって定義される。実際，d(x; y) は，距離の公理を満たすことが分かる：
(M1) d(x; y) ¸ 0; d(x; y) = 0() x = y (正値性).
(M2) d(x; y) = d(y; x) (対称性).
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と表記される。このとき，点列 fxng は x に強収束するとい う。
定理 7.1 ノルム空間 X において，ベクト ル演算やノルムは連続である：
(1) xn ! x, yn ! y ならば，xn + yn ! x+ y.
(2) xn ! x, ®n ! ® ならば，®nxn ! ®x.
(3) xn ! x ならば，kxnk ! kxk.
証明. (1) については，
k(xn + yn)¡ (x+ y)k · kxn ¡ xk+ kyn ¡ yk ¡! 0:
(2) については，
k®nxn ¡ ®xk · j®n ¡ ®j kxn ¡ xk+ j®n ¡ ®j kxk+ j®j kxn ¡ xk ¡! 0:
(3) については，三角不等式より，
jkxnk ¡ kxkj · kxn ¡ xk ¡! 0:
以上で，定理 7.1 が証明された。 2




kxn ¡ xmk = 0:
ノルム空間 X の任意のCauchy 列が，X の点に強収束するとき，X は完備であ
るという。完備なノルム空間を，バナッハ（Banach）空間と呼ぶ。
X 上の２つのノルム k ¢ k1 と k ¢ k2 は，次の条件を満たすとき，同値であると
いう：
9ckxk1 · kxk2 · 9Ckxk1; 8x 2 X:
同値なノルムは，ベクトル空間X に同じ位相を定めることに注意。x 2 X と r > 0
に対して，
B(x; r) := fy 2 X : ky ¡ xk < rg
を，中心 x, 半径 r の開球という。以下では，点 x の近傍ということもある。
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定義 7.3 部分集合 G ½ Xが次の条件を満たすとき，開集合という：
8x 2 G; 9r = r(x) > 0 such that B(x; r) ½ G:
定理 7.4 ノルム空間 X の開集合について，次の性質が成り立つ：
(G1) ;, X は開集合.
(G2) 任意の有限個の開集合の共通部分も開集合.
(G3) 任意の開集合の族の和集合も開集合.
定義 7.5 部分集合 F ½ X の補集合 F c = X n F が開集合のとき， F を閉集合
という。
定理 7.6 ノルム空間 X の閉集合について，次の性質が成り立つ：
(F1) ;, X は閉集合.
(F2) 任意の有限個の閉集合の和集合も閉集合.
(F3) 任意の閉集合の族の共通部分も閉集合.
定義 7.7 M を X の部分集合とする。点 x 2 X の任意の近傍の中に，x と異な
る M の点が少なくとも一つ存在するとき，点 x を M の集積点という。
次の集積点に関する判定条件は，非常に有用である：
定理 7.8 M を X の部分集合とする。点 x 2 X が M の集積点であるための必
要十分条件は，x に収束する M の点列 fxng が存在することである：
(7.1) 9fxng ½M such that xn 6= x, kxn ¡ xk ! 0:
証明. (1) 必要性：点 x の近傍として B(x; 1=n), n 2 N, を取れば，






, xn 6= x:
従って，条件 (7.1) が成り立つ。
(2) 十分性：逆に，点 x の任意の近傍 B(x; ") に対して，条件 (7.1) より，n 十
分大ならば，
9xn 2M such that xn 2 B(x; "), xn 6= x:
従って，点 x 2 X は M の集積点である。
以上で，定理 7.8 が証明された。 2
次の閉集合に関する判定条件は，非常に有用である：
定理 7.9 F を X の部分集合とする。F が閉集合であるための必要十分条件は，
F の集積点がすべて F に属することである。
56
証明. (1) 必要性：F を閉集合，x を F の任意の集積点とする。もし x 62 F な
らば，補集合 F c は開集合だから，ある近傍B(x; r) が存在して，
B(x; r) \ F = ;:
これは，x が F の集積点であることに矛盾する。従って，x 2 F .
(2) 十分性：補集合 F c が開集合であることを示す。
x0 を補集合 F c の任意の点とする。x0 は F の集積点ではないから，ある近傍
B(x0; r) が存在して，
B(x0; r) \ F = ;:
従って，
B(x0; r) ½ F c:
これより，点 x0 は F c の内点である。よって，補集合 F c は開集合である。
以上で，定理 7.9 が証明された。 2
定理 7.10 F を X の部分集合とする。F が閉集合であるための必要十分条件は，
F の点列が収束すれば，その極限点がすべて F に属することである。
証明. (1) 必要性：F を閉集合とする。xn 2 F , xn ! x0 とすると，x0 は F の
点か F の集積点である。従って，定理 7.9 より，x0 2 F .
(2)十分性：x0 を F の任意の集積点とする。このとき，任意のn 2 Nに対して，






, xn 6= x0:
従って，点 x0 は F の点列 fxngの極限点だから，仮定より，F に属する。定理 7.9
より，F は閉集合である。
以上で，定理 7.10 が証明された。 2
定義 7.11 A を X の部分集合とする。A の集積点の全体を Ad で表す。集合
A := A [ Ad
を，A の閉包という。
注意 7.1 (1) 定義 7.11 から，明らかに
A ½ A;
A ½ B =) A ½ B:
(2) 集合 F が閉ならば，定理 7.9 より， F d ½ F . 従って，F = F である。
次の定理は，集合の閉包に関する特徴付けを与えている：
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定理 7.12 A を X の部分集合とする。A の閉包 A は，A を含む最小の閉集合で
ある。
証明. (1) Aの閉包 Aは閉集合であることを示す。そのために，定理 7.9を使う。
x を A の任意の集積点とすると，x の任意の近傍 B(x; r) に対して，x と異な
る点 y で
y 2 B(x; r) \ A
をみたすものが存在する。y 2 A より，
r0 := r ¡ ky ¡ xk
とおくと，
B(y; r0) ½ B(x; r);
B(y; r0) \ A 6= ;:
である。よって，B(x; r) \ A 6= ; だから， x 2 A である。
(2) F を A を含む任意の閉集合とすると。A ½ F . 従って，注意 7.1 から
A ½ F = F:
以上で，定理 7.12 が証明された。 2
定理 7.1 と定理 7.12 より，
定理 7.13 X をノルム空間，M を X 部分空間とする。このとき，M の 閉包 M
は X の 部分空間である。
定義 7.14 X の部分集合 A が，A = X を満たすとき，集合 A は X で稠密であ
るという。
例 7.2 有理数の全体Q は，1 次元ユークリッド空間R で稠密である。
例 7.3 ワイエルシュトラスの多項式近似定理によって，実数値係数の多項式の全
体 P (x) は，実数値連続関数の空間C[a; b] において 稠密である。
定義 7.15 ノルム空間 X に稠密な可算集合が存在するとき，X は可分であると
いう。
例 7.4 例 7.2 において，有理数の全体Q は可算集合だから， 1 次元ユークリッ
ド空間R は可分である。




7.3 バナッハ (Banach) の不動点定理
有名なバナッハ (Banach)の不動点定理（縮小写像の原理）を証明する：
定理 7.16 (バナッハ (Banach) の不動点定理) バナッハ空間 X から X への写
像 F が縮小写像の条件
(7.2) kF (x)¡ F (y)k · kkx¡ yk; 0 < 9k < 1;
を満たすとする。このとき，写像 F はただ一つの不動点 z を持つ： F (z) = z.
証明. � 任意の点 x0 2 X を取り，
x1 = F (x0); x2 = F (x1); : : : ; xn+1 = F (xn)
とおく。このとき、条件 (7.2) から
kxn+1 ¡ xnk = kF (xn)¡ F (xn¡1)k
· kkxn ¡ xn¡1k
· k2kxn¡1 ¡ xn¡2k
¢ ¢ ¢
· knkx1 ¡ x0k:
従って，m > n に対して，三角不等式により，
kxn ¡ xmk · kxn ¡ xn+1k+ kxn+1 ¡ xn+2k+ : : :+ kxm¡1 ¡ xmk
· ¡kn + kn+1 + : : :+ km¡1¢ kx1 ¡ x0k
· k
n
1¡ kkx1 ¡ x0k
だから，点列 fxjg は Cauchy 列である。ノルム空間Xは完備だから，
9z 2 X such that xn ¡! z:





F (xn¡1) = F (z):
従って，写像 F は不動点 z を持つことが分かった。
�不動点の一意性を示す：F (z) = z, F (z0) = z0 とすると，条件 (7.2) から，
kz ¡ z0k = kF (z)¡ F (z0)k · kkz ¡ z0k:
ここで，0 < k < 1 に注意すれば，
kz ¡ z0k = 0
となり，z = z0 を得る。
以上で，定理 7.16 が証明された. 2
バナッハ (Banach)の不動点定理 7.16は、次のように拡張される：
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系 7.17 バナッハ空間 X から X への写像 F に対して，写像 F n, n ¸ 2, を
F nx = F (F n¡1x); 8x 2 X
と定義する。ある n0 2 N に対して，写像 F n0 が縮小写像の条件
kF n0(x)¡ F n0(y)k · kkx¡ yk; 0 < 9k < 1;
を満たすとする。このとき，写像 F はただ一つの不動点 z を持つ：F (z) = z.
証明. �不動点の一意性を示す：Fz = z, Fz0 = z0, z, z0 2 X を２つの不動点と
すると，
F n0(z) = Fz = z; F n0(z0) = Fz0 = z0:
従って，定理 7.16に示したように、写像F n0 に対する不動点の一意性より，z = z0.
�不動点の存在を示す：写像F n0 は縮小写像だから，定理 7.16 から，不動点 x0
を持つ：
F n0(x0) = x0:
ところで，両辺に写像 F を施すと，
F n0(Fx0) = F (F
n0(x0)) = Fx0:
よって，点 Fx0 も写像 F n0 の不動点である。写像 F n0 に対する不動点の一意性
から，
Fx0 = x0:




定理 7.18 ½; r を正の数とし、点 (a; b)を中心とする閉矩形
D = f(t; y) : jt¡ aj · r; jy ¡ bj · ½g
を考える。与えられた関数 f(x; y) はDで連続かつ変数 yについてリプシッツ連続
とする。すなわち、定数 L が存在して






















kxk = max fjx(t)j : t 2 Ig
最大値ノルムの収束は一様収束だから、Xはバナッハ空間になることに注意。











従って、十分大きな n0 2 N に対して，写像 F n0 が縮小写像の条件
kF n0(x)¡ F n0(y)k · kkx¡ yk; 0 < 9k < 1;
を満たすので、写像 F 自身がただ一つの不動点 y を持つ：
y(t) = Fy(t) = b+
Z t
a
f(s; y(s))ds
以上により、初期値問題 (7.3)に対する一意存在定理が証明された。 2
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