Fusión de Imágenes Multi Foco basado en la Combinación Lineal de Imágenes utilizando Imágenes Incrementales  by Calderon, Felix et al.
© 2015 CEA. Publicado por Elsevier España, S.L.U. Este es un artículo Open Access bajo la licencia CC BY-NC-ND (http://creativecommons.org/licenses/by-nc-nd/4.0/)
http://dx.doi.org/10.1016/j.riai.2016.07.002
Revista Iberoamericana de Automática e Informática industrial 13 (2016) 450–461
ScienceDirect
Fusio´n de Ima´genes Multi Foco basado en la Combinacio´n
Lineal de Ima´genes utilizando Ima´genes Incrementales
Felix Calderon1,∗, Adan Garnica-Carrillo, Juan J. Flores
Divisio´n de Estudios de Posgrado.
Facultad de Ingenierı´a Ele´ctrica.
Universidad Michoacana de San Nicolas de Hidalgo
Resumen
En este artı´culo presentamos tres algoritmos para calcular la fusio´n de ima´genes multi foco. Estos algoritmos se basan en la
combinacio´n lineal de un par de ima´genes con diferentes niveles de enfoque. Los tres algoritmos maximizan una funcio´n lineal
con restricciones de coherencia espacial; el objetivo de presentarlos es justiﬁcar como llegamos a plantear un algoritmo ra´pido y
simple. El primer algoritmo llamado Combinacio´n Lineal de Ima´genes (CLI), se implemento´ utilizando Wolfram Mathematica,
pero dado el nu´mero de variables a optimizar, la solucio´n demando´ de mucho tiempo de co´mputo. El segundo algoritmo llamado
Combinacio´n Lineal de Ima´genes por Ventanas (CLI-V) es una aplicacio´n, sobre subregiones de las ima´genes del algoritmo CLI,
mejorando el desempen˜o en tiempo y logrando la implementacio´n con el me´todo Simplex. El tercer algoritmo llamado Combinacio´n
Lineal de Ima´genes Simple (CLI-S), es una simpliﬁcacio´n del algoritmo CLI-V, con resultados de calidad muy similares a los
algoritmos CLI y CLI-V y a algunos algoritmos del estado del arte, pero con tiempos de solucio´n muy ra´pidos. El algoritmo
CLI-S se implemento´ utilizando ima´genes incrementales con el propo´sito de tener soluciones en cente´simas de segundo para las
ima´genes de prueba utilizadas. Para los tres algoritmos se presenta el desempen˜o y el tiempo de solucio´n bajo condiciones similares,
utilizando un par de ima´genes sinte´ticas y cuatro pares de ima´genes reales. Las ima´genes reales han sido utilizadas por algoritmos
del estado del arte y fueron seleccionadas con el objetivo de que el lector pueda hacer una comparacio´n cualitativa. En el caso del
par de ima´genes sinte´ticas se hace una comparacio´n cuantitativa con resultado de 98% de aciertos en la seleccio´n de pı´xeles, en
un tiempo de ejecucio´n de 0.080 s. para una imagen de 512 × 512 pı´xeles, lo que nos permite decir que la velocidad lograda con
algoritmo CLI-S permite efectuar el proceso de fusio´n en tiempo real, situacio´n que no hemos encontrado reportada en el estado
del arte.
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1. Introduccio´n
Todas las ca´maras, microscopios y equipos que utilizan len-
tes tienen una limitacio´n en la nitidez producida por la profun-
didad de campo (Kuthirummal et al., 2011). La profundidad de
campo es el te´rmino utilizado en o´ptica y en fotografı´a para ex-
presar el rango de distancias reproducidas por una lente, donde
la imagen esta´ en foco. Debido a las caracterı´sticas de la lente
de una ca´mara, es imposible tener profundidad de campo in-
ﬁnita dando como resultado que la imagen no sea totalmente
nı´tida. Por ejemplo, si una ca´mara tiene una lente con poca pro-
fundidad de campo no sera´ posible tener la misma nitidez en
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objetos que se encuentren a profundidades diferentes del plano
focal del sistema o´ptico; sera´ necesario decidir sobre que´ ob-
jeto se desea tener la ma´xima nitidez o enfoque. En la Figura
1 se muestra una fotografı´a tomada con una ca´mara cuya lente
tiene poca profundidad de campo; note que solamente se tiene
deﬁnicio´n en el plano de la ﬂor mientras que el fondo apare-
ce borroso. La fusio´n de ima´genes multi foco se deﬁne como
el proceso de combinar la informacio´n nı´tida presente en dos o
ma´s ima´genes de una misma escena capturadas bajo diferentes
condiciones de enfoque, con el propo´sito de obtener una ima-
gen donde se tenga la mejor nitidez posible sobre la mayor parte
de los objetos de intere´s.
Sea un conjunto de ima´genes I = {Ik |k = 1, 2, , 3 . . . }, don-
de la k-e´sima imagen Ik es un arreglo bidimensional e Ik(y, x)
representa el color correspondiente al renglo´n y (coordenada
vertical) y la columna x (coordenada horizontal) de la imagen
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Figura 1: Fotografı´a tomada con ca´mara cuya lente tiene poca profundidad de
campo
dentro de una retı´cula L = [1 · · · nr] × [1 · · · nc], donde nr es el
nu´mero de renglones y nc el nu´mero de columnas de la imagen.
Una manera de modelar la pe´rdida de nitidez de una imagen I0
es convoluciona´ndola con un kernel de acuerdo con (1).
J0(y, x) = I0(y, x) ∗G(y, x; μ, σ) (1)
donde * indica la operacio´n de convolucio´n con un kernel de






h(k, l)I0(y − k, x − l) (2)
Algunos autores (Elder and Zucker, 1998; Bae and Durand,
2007; Riaz et al., 2008) coinciden en que el kernel de convo-
lucio´n que mejor modela la pe´rdida de nitidez es el Gaussiano
G(y, x, μ, σ), el cual esta´ dado por (3):
G(y, x, μ, σ) = g(y, μ, σ) × g(x, μ, σ)






donde g(y, μ, σ) es una funcio´n Gaussiana con media μ y des-
viacio´n esta´ndar σ.
Para resolver la fusio´n de dos ima´genes tenemos que con-
siderar que la pe´rdida de nitidez es sobre algunas partes de la
imagen y que no tenemos informacio´n de los valores de des-
viacio´n esta´ndar σ que la afectan; ası´ que necesitamos encon-
trar automa´ticamente las regiones borrosas y restaurarlas. Una
forma de restaurar la imagen es aplicando el ﬁltro de Wiener
(Wiener, 1964), suponiendo que conocemos el valor de σ.
Para simular la pe´rdida de nitidez, a partir de una imagen
original I0 y su correspondiente imagen emborronada J0 que
previamente ha sido calculada utilizando (1), creamos un par
de ima´genes sinte´ticas I1 e I2 que simulen que fueron tomadas
con una ca´mara con una lente de poca profundidad de campo,
donde en la primera se enfoco´ en un plano y en la segunda en
otro. Para tal propo´sito se deﬁne un peso binario p0(y, x) para
cada uno de los pı´xeles de las ima´genes I1 e I2 las cuales se
construira´n utilizando la regla dada por (4).
I1(y, x) = J0(y, x)p0(y, x) + I0(y, x)(1 − p0(y, x))
I2(y, x) = J0(y, x)(1 − p0(y, x)) + I0(y, x)p0(y, x) (4)
Note que las ima´genes I1 e I2 tendra´n informacio´n nı´tida
de la imagen original I0 en forma complementaria, es decir un
pı´xel no aparecera´ borroso en ambas ima´genes.
En la Figura 2 se muestra un ejemplo de co´mo se utilizo´ (4)
para simular la pe´rdida de nitidez. La Figura 2(a) muestra la
imagen original I0 donde aparecen dos lobos, la Figura 2(b) es
un arreglo de pesos p0 que utilizamos para generar las ima´ge-
nes I1 de la Figura 2(c) e I2 de la Figura 2(d). En la Figura 2(c)
se muestra la imagen sinte´tica que simula un enfoque en el lobo
de enfrente y desenfoque en el lobo de atra´s, mientras que en
la Figura 2(d) se muestra la misma imagen pero con las con-
diciones de desenfoque de manera complementaria. Adicional-
mente, dado que en la literatura se plantea que el uso del kernel
Gaussiano (que es un ﬁltro pasa bajas) modela el desenfoque,
podemos concluir que la pe´rdida de nitidez es equivalente a per-
der la componente de alta frecuencia en algunas regiones de la
imagen.
(a) Imagen de dos lobos I0 (b) Matriz de pesos p0
(c) Imagen sinte´tica I1 (d) Imagen sinte´tica I2
Figura 2: Simulacio´n de perdida de nitidez
Nuestra hipo´tesis es considerar que el proceso de fusio´n de
ima´genes multi foco, es un proceso inverso a lo planteado por
(4) y consiste en calcular los valores de una matriz de pesos p
que nos garantice tener la ma´xima nitidez en la imagen fusio-
nada.
Este artı´culo esta´ organizado de la siguiente manera, en la
Seccio´n 1 se hace una introduccio´n del problema de fusio´n de
ima´genes multi foco. En la Seccio´n 2 se describen algunas es-
trategias, del estado del arte, para realizar la fusio´n. En la sec-
cio´n 3 se presenta el algoritmo Combinacio´n Lineal de Ima´ge-
nes (CLI). En la Seccio´n 4 se presenta una aplicacio´n del algo-
ritmo CLI sobre Ventanas (CLI-V) de la imagen. En la Seccio´n
5 se presenta una simpliﬁcacio´n del algoritmo CLI-V, al que
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denominamos CLI-S (S por Simple), el cual permite resolver el
problema en tiempos muy competitivos. En la Seccio´n 6 se pre-
sentan los resultados con cinco pares de ima´genes, de las cuales
un par es sinte´tico y cuatro son pares de ima´genes reales amplia-
mente utilizados en trabajos publicados previamente. Con estos
resultados queremos mostrar el desempen˜o de los algoritmos
CLI, CLI-V y CLI-S para la fusio´n de ima´genes. Finalmente,
en la Seccio´n 7, se presentan las conclusiones de este trabajo.
2. Antecedentes
Un me´todo muy simple para realizar la fusio´n de las ima´ge-
nes consiste en hacer el promedio del color en cada pı´xel utili-
zando (5). Este me´todo puede considerarse como una combina-
cio´n lineal de las ima´genes multiplicadas por un peso de 0.5.
IF(y, x) = 0.5I1(y, x) + 0.5I2(y, x) (5)
Existen varios me´todos propuestos para realizar la fusio´n
de ima´genes multi foco basados en redes neuronales. Li et al
en (Li et al., 2002) hacen el proceso de fusio´n utilizando una
Red Neuronal Artiﬁcial. Un trabajo ma´s reciente en e´sta direc-
cio´n, lo presentan Pagidimarry y Babu (Pagidimarry and Babu,
2011). Ambos enfoques, dividen la imagen en bloques pero Pa-
gidimarry y Babu utilizan un taman˜o adaptable de bloque en
lugar de que el taman˜o de bloque sea constante.
Li et al en (Li et al., 2001) proponen una fusio´n eﬁciente
de ima´genes a nivel de bloque, basada en la frecuencia espacial
o nivel de actividad. La frecuencia espacial se calcula para un
bloque de la imagen Ik como:
S k(y, x) =
√
(Rk(y, x))2 + (Ck(y, x))2 (6)
donde Rk(y, x) y Ck(y, x) son las estimaciones promedio de la
alta frecuencia por renglo´n y columna respectivamente, corres-
pondientes a la k-e´sima imagen sobre una ventana de taman˜o





j=x−wc [Ik(i, j) − Ik(i, j − 1)]2






j=x−wc [Ik(i, j) − Ik(i − 1, j)]2
(2wr + 1)(2wc + 1)
(8)
Ası´ dadas dos ima´genes I1 e I2 de la misma escena, donde
la primera se enfoco´ en el plano 1 y la segunda en el plano 2, la
regla de fusio´n usada por Li et al en (Li et al., 2001) esta´ dada
por (9) y (10)
Bk(y, x) = {Ik(i, j)|i ∈ [y − wr, y + wr],
j ∈ [x − wc, x + wc]}




B1(y, x) Si S 1(y, x) > S 2(y, x) + Th
B2(y, x) Si S 1(y, x) < S 2(y, x) − Th
B1(y,x)+B2(y,x)
2 en otro caso
(10)
donde Bk(y, x) es un bloque centrado en las coordenadas (y, x)
y Th es un umbral. En esta implementacio´n se selecciona el
taman˜o de bloque que tenga mayor respuesta al nivel de activi-
dad, lo que garantiza que la imagen ﬁnal IF tenga los bloques
con mayor nivel de actividad o alta frecuencia espacial.
Pajares y de la Cruz (Pajares and de la Cruz, 2004) presen-
tan un tutorial completo de como utilizar la transformada wave-
let para hacer la fusio´n de ima´genes multi foco. La transforma-
da wavelet crea una representacio´n de la imagen en diferentes
resoluciones, mediante una descomposicio´n de la frecuencia es-
pacial, utilizando una familia de ke´rneles. La informacio´n de la
transformada wavelet es utilizada para hacer la fusio´n utilizan-
do un criterio a nivel pı´xel, muy similar al presentado en (10).
La transformada wavelet ba´sicamente consiste en hacer la con-
volucio´n con un kernel y aplicar submuestreos. Pajares y de la
Cruz utilizan el wavelet de Haar dado por (11), el cual puede
















Orozco (Orozco, 2013) determina la imagen fusionada co-
mo la combinacio´n lineal de las ima´genes, multiplicadas por un
peso pˆ, el cual se calcula aplicando un algoritmo de segmen-
tacio´n denominado ECQMMFM, presentado por Rivera et al
(Rivera et al., 2007). Los valores iniciales pˆ0 se obtienen a par-
tir del valor absoluto de la respuesta de un ﬁltro pasa altas Fˆk.
Si bien el algoritmo para el ca´lculo de la segmentacio´n es muy
robusto, la segmentacio´n se realiza sin tomar en cuenta informa-
cio´n de la nitidez de las ima´genes originales, ya que solamente
se segmentan los valores iniciales de pˆ0 dado por (12).
pˆ0(y, x) =
{
1 Si Fˆ1(y, x) > Fˆ2(y, x)
0 en caso contrario (12)
Cao et al. (Cao et al., 2015) proponen un procedimiento de
fusio´n donde utilizan la Transformada Discreta Coseno (DCT
por sus siglas en ingle´s). Su propuesta comienza decodiﬁcando
y haciendo una descuantiﬁcacio´n de las ima´genes, para poste-
riormente dividirlas en bloques de taman˜o 8 × 8. Cada bloque
en la posicio´n (i, j) es deﬁnido por B1(i, j) y B2(i, j). Calculan
la frecuencia espacial de cada bloque de la imagen utilizando la
DCT y los denominan S F1(i, j) y S F2(i, j). Para el proceso de
fusio´n se hace un ca´lculo de una variable W(i, j) utilizando la
regla dada por (13).
W(i, j) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
1 S F1(i, j) > S F2(i, j) + T
−1 S F1(i, j) < S F2(i, j) + T
0 S F1(i, j) = S F2(i, j) + T
(13)
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Posteriormente calcula un mapa de decisio´n R, en una ven-








Para obtener la representacio´n de la DCT de la imagen fu-
sionada basada en R aplica la siguiente regla
F(i, j) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
B1(i, j) R(i, j) > 0
B2(i, j) R(i, j) < 0
B1(i, j)+B2(i, j)
2 R(i, j) = 0
Finalmente cuantizan los coeﬁcientes F(i, j) resultantes con
una tabla de cuantizacio´n esta´ndar para JPEG. Note la similitud
que existe entre los enfoque presentados por Cao et al. en (Cao
et al., 2015) y Li et al en (Li et al., 2001).
Otros ejemplos de aplicacio´n de ﬁltros para la deteccio´n
de regiones nı´tidas pueden encontrarse en (Li and Yang, 2008;
Zhang and long Guo, 2009; Redondo et al., 2009; Chai et al.,
2011), donde adicionalmente aplican alguna te´cnica diferente
para realizar la fusio´n. Ası´ por ejemplo, Li y Yang en (Li and
Yang, 2008) aplican te´cnicas de segmentacio´n para determinar
la fusio´n de ima´genes.
En general estos me´todos proponen:
1. Calcular la respuesta espacial de alta frecuencia de cada
una de las ima´genes fuente,
2. Hacer una seleccio´n de los pı´xeles o bloques de pı´xeles
con la mayor respuesta a la alta frecuencia y
3. Aplicar una regla de fusio´n para obtener una imagen con
la mayor nitidez
Un trabajo ma´s reciente en la fusio´n de ima´genes multi fo-
co es el presentado por Alonso et al en (Alonso et al., 2015),
en donde se hace una propuesta para fusionar un conjunto com
ma´s de dos ima´genes multi foco, partiendo del supuesto de que
cada pı´xel en la imagen es una combinacio´n de una regio´n en-
focada y una regio´n desenfocada la cual viene de una combina-
cio´n en 2D de las partes enfocadas de otras ima´genes, en e´ste
articulo los autores reportan muy buenos resultados cualitativa-
mente, aunque no se reporta el tiempo necesario para encontrar
la solucio´n, ni un mapa de decisio´n ﬁnal.
2.1. Ca´lculo de la respuesta de alta frecuencia
Las primeras y segundas derivadas de una imagen son ﬁltros
pasa altas, el nivel de actividad propuesto por Li et al (Li et al.,
2001) es el promedio de las primeras derivadas discretizadas
sobre una ventana y por lo tanto tambie´n es un ﬁltro pasa altas.
El Laplaciano se deﬁne como la suma de las segundas deri-
vadas en x y y dado por (15), cuyo kernel de convolucio´n dis-
creto es (16). El kernel del Laplaciano discretizado lo podemos
utilizar para realizar la convolucio´n con la imagen y la respuesta
es un medidor del nivel actividad en cuatro direcciones compa-














Burt y Adelson deﬁnen las pira´mides Laplacianas y las uti-
lizan para compresio´n de ima´genes (Burt and Adelson, 1983).
Burt y Kolczynski realizan una aproximacio´n del Laplaciano
utilizando diferencias de Gaussianas y utilizan la pira´mide La-
placiana para hacer la fusio´n de ima´genes multi foco (Burt and
Kolczynski, 1993). Existen otras aproximaciones para el La-
placiano; la ma´s utilizada es la diferencia de Gaussianas DOG
(Burt and Adelson, 1983). Esta aproximacio´n se lleva a cabo
calculado la convolucio´n de una sen˜al con una diferencias de
Gaussianas G(y, x, μ, στ) con diferente escala τ, dada por (17),
DoG(y, x, σ, τ) = G(y, x, 0, σ) −G(y, x, 0, στ) (17)
Orozco (Orozco, 2013) utiliza la convolucio´n de las ima´ge-
nes originales Ik con un kernel hσ dado por (18), con el propo´si-
to de encontrar la respuesta de alta frecuencia Fˆi dada por (19).
hσ(y, x) = δ(y − μ, x − μ) −G(y, x, μ, σ) (18)
Fˆk(y, x) = |hσ ∗ Ik(y, x)| (19)
donde la funcio´n impulso δ, representa una Gaussiana con me-
dia μ y desviacio´n esta´ndar σ = 0. Note que el kernel hσ es una
diferencia de Gaussianas
3. Algoritmo de Combinacio´n Lineal de Ima´genes CLI
De acuerdo con lo mencionado en las secciones anteriores,
proponemos realizar el proceso de fusio´n de ima´genes multi fo-
co como una combinacio´n lineal de dos ima´genes I1 e I2, multi-
plicadas por un peso binario de acuerdo a lo planteado en (20).
IF(y, x) = I1(y, x)p(y, x) + I2(y, x)(1 − p(y, x))
∀ < y, x >∈ L
(20)
La formulacio´n de (20) se basa en el hecho de que las ima´ge-
nes que perdieron nitidez tienen partes de una supuesta imagen
original I0 retomando lo planteado en (4).
Si tenemos el valor de la matriz de pesos p0 podemos cal-
cular los valores de p que nos permitan determinar una Imagen
fusionada IF igual a la imagen original I0. Para esto sustituimos
en (20) las fo´rmulas de las ima´genes I1 e I2 dadas por (4) y sus-
tituimos I0(y, x) por IF(y, x) en (20). Al simpliﬁcar obtenemos
un polinomio dado por (21)
(I0(y, x) − J0(y, x))p¯(y, x) = 0 (21)
donde p¯(y, x) = 2p0(y, x)p(y, x) − p(y, x) − p0(y, x) + 1.
La solucio´n para p(y, x) es aquella que hace p¯(y, x) = 0 dada
por:
p(y, x) =
p0(y, x) − 1
2p0(y, x) − 1 (22)
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De acuerdo con esto podemos calcular p; ası´ dado el valor
de p0(y, x) = 0 el valor de p(y, x) = 1 y si p0(y, x) = 1 entonces
p(y, x) = 0. Esto signiﬁca que si conocemos los valores inicia-
les p0 los valores de p pueden calcularse de forma equivalente a
(22) con (23), lo que demuestra que el proceso es perfectamente
invertible.
p(y, x) = (1 − p0(y, x)) (23)
Por lo tanto proponemos una p(y, x) binaria tal que la parte
nı´tida presente en las ima´genes I1 e I2 sea el resultado en la ima-
gen fusionada IF para todos los pı´xeles presentes en la retı´cula




1 Si I1(y, x) es ma´s nı´tido que I2(y, x)
0 En otro caso (24)
Para calcular p(y, x) debemos utilizar un ﬁltro pasa altas que
calcule los pı´xeles o regiones ma´s nı´tidas para el par de ima´ge-
nes dado. Para lograrlo proponemos utilizar la discretizacio´n
del Laplaciano dado por (25). Para detalles del Laplaciano co-
mo estimador de la Respuesta de alta frecuencia ver (Gonzalez
and Woods, 2008).
La respuesta de alta frecuencia Fk la calcularemos como el
valor absoluto de la convolucio´n de la imagen Ik con el kernel







Fk(y, x) = |h ∗ Ik(y, x)| (26)
Dada la ecuacio´n de fusio´n (20) y la Respuesta a la alta
frecuencia (26), proponemos hacer el ca´lculo de la respuesta a
la alta frecuencia FF para la imagen fusionada como:
FF(y, x) = |h ∗ [I1(y, x)p(y, x) + I2(y, x)(1 − p(y, x))]| (27)
considerando que p(y, x) y |h ∗ Ik(y, x)| siempre son positivos,
podemos reescribir el valor absoluto expresado en (27) como
(28)
FF(y, x) = |h ∗ I1(y, x)|p(y, x) + |h ∗ I2(y, x)|(1 − p(y, x)) (28)
Con esto la respuesta a la alta frecuencia de la imagen fusio-
nada FF(y, x), se puede expresar como la combinacio´n lineal de
las respuestas a alta la frecuencia Fk de cada una de las ima´ge-
nes Ik, de acuerdo con (29).
FF(y, x) = F1(y, x)p(y, x) + F2(y, x)(1 − p(y, x))
FF(y, x) = ΔF(y, x)p(y, x) + F2(y, x)
∀(y, x) ∈ L
(29)
donde ΔF(y, x) = F1(y, x) − F2(y, x).
Para la estimacio´n de la frecuencia FF dada por (29), si
p(y, x) es igual a 1 signiﬁca que el pı´xel en la coordenadas
(y, x) de la imagen uno tiene mayor respuesta a la alta frecuen-
cia que el pı´xel en las mismas coordenadas para la imagen dos.
De lo contrario si es igual a cero la respuesta a la alta frecuen-
cia sera´ mayor en pı´xel de la imagen dos. Esto signiﬁca que el
valor de p(y, x) debera´ ser aquel que maximiza la respuesta a la
alta frecuencia de la imagen fusionada.
Con el objetivo de garantizar la ma´xima respuesta a la alta
frecuencia en cada uno de los pı´xeles de la imagen fusionada,
proponemos calcular la matriz de pesos p como aquella que
maximiza la suma de las respuestas a la alta frecuencia E(p)






x=1 ΔF(y, x)p(y, x)
s. a
p(y, x) ∈ {0, 1}
(30)
Cabe mencionar que F2 no aparece en (30) debido a que es
un valor constante para el proceso de maximizacio´n. Adicional-
mente al aplicar un proceso de maximizacio´n, la p(y, x) binaria
sera´ remplazada por una P(y, x) ﬂotante, lo que signiﬁca que la
restriccio´n p(y, x) ∈ {0, 1} sera´ remplazada por 0 ≤ P(y, x) ≤ 1.
3.1. Coherencia espacial
En el caso de tener una imagen con poca textura, la pe´rdi-
da de nitidez causada por el efecto de la profundidad de campo
de la lente de la ca´mara, hara´ que pı´xeles vecinos correspon-
dientes a la misma regio´n no sean tomados de la misma ima-
gen. La coherencia espacial, restringe a que pı´xeles vecinos,
pertenecientes a una misma regio´n tengan un valor de nitidez o
desenfoque similar. Para lograr la coherencia espacial es indis-
pensable una restriccio´n que permita crear regiones coherentes
o con un comportamiento similar. La restriccio´n de coherencia
espacial que proponemos restringe a que el valor absoluto de
las diferencias de la matriz de pesos entre un pı´xel P(y, x) y sus
pı´xeles vecinos P(y−1, x), P(y, x−1) y P(y−1, x−1) sea menor
que un valor , de acuerdo con (31).
|P(y, x) − P(y − 1, x)| < 
|P(y, x) − P(y, x − 1)| < 
|P(y, x) − P(y − 1, x − 1)| < 
(31)
La coherencia espacial, expresada en estas restricciones, favo-
rece que los valores de P en pı´xeles vecinos tiendan a parecerse
a medida que  disminuye. Este conjunto de restricciones pue-
de plantearse como un nuevo conjunto de restricciones lineales
dadas por (32).
P(y, x) − P(y − 1, x) < 
P(y − 1, x) − P(y, x) < 
P(y, x) − P(y, x − 1) < 
P(y, x − 1) − P(y, x) < 
P(y, x) − P(y − 1, x − 1) < 
P(y − 1, x − 1) − P(y, x) < 
(32)
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3.2. Funcio´n objetivo
Si reunimos los elementos dados en las subsecciones ante-
riores, el problema de la fusio´n de ima´genes multi foco se pue-
de plantear como la maximizacio´n de una ecuacio´n lineal con





x=1 ΔF(y, x)P(y, x)
s. a
P(y, x) − P(y − 1, x) < 
P(y − 1, x) − P(y, x) < 
P(y, x) − P(y, x − 1) < 
P(y, x − 1) − P(y, x) < 
P(y, x) − P(y − 1, x − 1) < 
P(y − 1, x − 1) − P(y, x) < 
P(y, x) ≤ 1
P(y, x) ≥ 0
∀(y, x) ∈ {1, · · · , nr} × {1, · · · , nc}
(33)
La solucio´n puede llevarse a cabo mediante el me´todo Sim-
plex (Luenberger, 1973) y una vez calculada P (argumento
ma´ximo para (33)), sugerimos aplicar una binarizacio´n del arre-
glo de pesos para mejorar el desempen˜o de la fusio´n ya que los
valores de p(y, x) se deﬁnieron binarios. Esta binarizacio´n se
lleva a cabo mediante (34).
p(y, x) =
{
1 Si P(y, x) ≥ 0.5
0 en caso contrario (34)
En resumen el Algoritmo 1 de Combinacio´n Lineal de Ima´ge-
nes (CLI) muestra el procedimiento de solucio´n para hacer la
fusio´n de ima´genes multi foco de taman˜o nr × nc maximizando
(33).
Algoritmo 1 CLI(I1, I2, h)
1: Calcular la respuesta F1 y F2 aplicando (26)
2: Calcular ΔF = F1 − F2
3: Calcular P maximizando (33) para P
4: Calcular p binarizando P con (34)
5: Calcular la imagen fusionada IF aplicando (20)
6: devolver IF
3.3. Ana´lisis de Complejidad
La forma cano´nica para el me´todo Simplex esta´ dada por
(35)
Max z = c1x1 + c2x2 + · · · + cN xN
s. a
Ax + Ixh = b
(35)
donde I es una matriz identidad y xh es el vector de variables de
holgura para trasformar el problema de desigualdades en igual-
dades.
Si bien el problema puede ser resuelto, los requerimientos
de memoria cuando se utilizan ima´genes hacen casi imposible
la solucio´n utilizando el me´todo Simplex. El total de variables
N, es igual al nu´mero de renglones por el nu´mero de colum-
nas de la imagen N = nr × nc. La matriz de restricciones A
tendra´ M renglones y N columnas, donde M es el nu´mero de
restricciones. Para cada una de las siete restricciones por pı´xel,
de la ecuacio´n (33) tendremos M = 7nrnc, ası´ que la matriz A
sera´ de taman˜o N × M = 7n2r n2c y la matriz identidad sera´ de
taman˜o M × M = 49n2r n2c . En el caso de una imagen pequen˜a
de 256 × 256 pı´xeles el total de memoria, suponiendo que ca-
da elemento de la matriz se almacena en un ﬂotante de 4 bytes
sera´ de 112 GB para la matriz de restricciones y 784 GB para
la identidad de los cuales menos del 0.01% son diferentes de
cero. En este caso se requiere solucionar el problema utilizan-
do matrices dispersas. Sin embargo el me´todo Simplex tiene la
desventaja de no mantener la dispersidad de la matriz. Otra al-
ternativa de solucio´n pueden ser los me´todos de Punto Interior
(Terlaky, 2013), con el manejo de matrices dispersas, ya que
este me´todo tiene un mejor desempen˜o que el me´todo Simplex.
Adicionalmente el me´todo simplex puede en el peor caso vi-
sitar todos los ve´rtices de la regio´n factibilidad lo que signiﬁca
complejidad O(2N) haciendolo poco viable para solucionar (33)
.
La solucio´n para (33) se calculo´ utilizando la funcio´n NMa-
ximize de Wolfram Mathematica para ima´genes de hasta 512 ×
512 pı´xeles de manera muy eﬁciente. El co´digo desarrollado en
Wolfram Mathematica se muestra en la Figura 3.
Figura 3: Solucio´n de (33) utilizando Wolfram Mathematica
4. Solucio´n por ventanas, Algoritmo CLI-V
Dada la complejidad para calcular la matriz de pesos P so-
bre todos los pı´xeles de la imagen, decidimos dividir la imagen
en un conjunto de ventanas de taman˜o w×w y calcular para cada
ventana una submatriz de pesos py,x con origen en las coorde-
nadas (y, x). La relacio´n que guardan los valores originales de
la matriz de pesos P con la submatriz de pesos py,x pueden cal-
cularse mediante (36).
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P(y + k, x + l) = py,x(k, l)
∀(k, l) ∈ {0, · · · ,w − 1} × {0, · · · ,w − 1}
(36)
El procedimiento de optimizacio´n dado por (33) pude ser
reformulado sobre una ventana de taman˜o w × w y planteado






l=0 ΔF(y + k, x + l)py,x(k, l)
s. a
py,x(k, l) − py,x(k − 1, l) < 
py,x(k − 1, l) − py,x(k, l) < 
py,x(k, l) − py,x(k, l − 1) < 
py,x(k, l − 1) − py,x(k, l) < 
py,x(k − 1, l − 1) − py,x(k, l) < 
py,x(k, l) − py,x(k − 1, l − 1) < 
py,x(k, l) ≤ 1
py,x(k, l) ≥ 0
∀(k, l) ∈ {0, · · · ,w − 1} × {0, · · · ,w − 1}
(37)
En general podemos considerar que la ventana tendra´ un ta-
man˜o 1 ≤ w ≤ nr y 1 ≤ w ≤ nc, en el caso de w = nr y
w = nc se realiza la optimizacio´n sobre una ventana que abarca
todos los pı´xeles de la imagen y en caso de que w = 1 enton-
ces la optimizacio´n se realiza de manera individual para cada
pı´xel. Podemos maximizar Ew para tantas submatrices py,x co-
mo pı´xeles hay en la imagen, por lo cual proponemos calcular
la matriz de pesos P para todos los pı´xeles en la imagen como
el promedio de las soluciones de acuerdo con (38).











∀(y − k, x − l) ∈ L
(38)
donde Nw(y, x) es el nu´mero de ventanas donde participa el
pı´xel (y, x). En el caso de que la imagen se divida en un nu´me-
ro de ventanas de taman˜o w × w sin traslape, el valor Nw(y, x)
sera´ uno.
El Algoritmo 2, que denominamos Combinacio´n Lineal de
Ima´genes por Ventanas (CLI-V), muestra el procedimiento pa-
ra el ca´lculo de pesos sobre todos los pı´xeles de la imagen con
soluciones parciales sobre ventanas de taman˜o w×w con despla-
zamiento Δ. Para maximizar Ew se utilizo´ el me´todo Simplex,
ya que la solucio´n se llevo´ a cabo sobre ventanas de taman˜o
muy inferior a las dimensiones de la imagen.
Algoritmo 2 CLI-V(I1, I2 , , w, Δ)
1: Calcular F1 y F2 con (26)
2: Calcular ΔF = F1 − F2
3: q(y, x)← 0, Nw(y, x)← 0, ∀(y, x) ∈ L
4: y← 1
5: mientras y ≤ nr − w hacer
6: x← 1
7: mientras x ≤ nc − w hacer
8: Calcular py,x = argmax
py,x
Ew(py,x) dada por (37)
9: para k = 0 hasta w hacer
10: para l = 0 hasta w hacer
11: q(y + k, x + l)← q(y + k, x + l) + py,x(k, l)
12: Nw(y + k, x + l)← Nw(y + k, x + l) + 1
13: ﬁn para
14: ﬁn para
15: x← x + Δ
16: ﬁn mientras
17: y← y + Δ
18: ﬁn mientras
19: P(y, x) = q(y, x)/Nw(y, x) ∀(y, x) ∈ L
20: Calcular p binarizando P (34)
21: Construir IF de acuerdo con (20)
22: devolver IF
5. Algoritmo Simpliﬁcado de Optimizacio´n (CLI-S)
Para las restricciones de coherencia espacial dadas por (32)
si consideramos que el valor de  tiende a cero los valores de
py,x tendera´n a un valor constante al que denominaremos qy,x.
Bajo esta consideracio´n podemos replantear las restricciones de
coherencia espacial como (39).
qy,x ≡ py,x(k, l) ≈ py,x(k − 1, l)
qy,x ≡ py,x(k, l) ≈ py,x(k, l − 1)
qy,x ≡ py,x(k, l) ≈ py,x(k − 1, l − 1)
(39)
Por lo que maximizar Ew(py,x) pude reformularse asumien-
do que el peso en cada valor py,x(k, l) es constante para todos
los valores en la ventana. Estas nuevas condiciones no violan
las restricciones de coherencia espacial, por lo cual (37) pude
simpliﬁcarse y expresarse por (40).
Max Es(qy,x) = qy,xS (y, x)
s.a
0 ≤ qy,x ≤ 1
(40)
donde S (y, x) se calcula sobre una ventana de taman˜o w × w,
centrada en las coordenadas (y, x) y esta´ dada por (41).





ΔF(y + k, x + l) (41)
Para resolver este problema no sera´ necesario aplicar el me´to-
do Simplex o algu´n procedimiento de maximizacio´n, note que
si el valor de S (y, x) es positivo el valor que maximiza la fun-
cio´n Es(qy,x) sera´ qy,x = 1; de lo contrario sera´ qy,x = 0. De
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acuerdo con esto, solamente sera´ necesario calcular el signo de
la suma S (y, x) para cada uno de los pı´xeles.
Una manera eﬁciente para calcular S (y, x) es utilizar ima´ge-
nes integrales o tambie´n conocidas como ima´genes incremen-
tales, procedimiento propuesto por Viola y Jones (Viola and Jo-
nes, 2001). Las ima´genes incrementales son utilizadas en pro-
cesamiento digital de ima´genes para hacer la convolucio´n de
una imagen con un kernel. La complejidad para el calculo de la
imagen incremental es de orden O(N), donde N es el nu´mero







(a) S (y, x)
(b) A1 (c) A2
(d) A3 (e) A4
Figura 4: Calculo S (y, x) en una ventana utilizando ima´genes incrementales.
Una vez calculada la imagen incremental ΔFinc, para calcu-
lar la suma S (y, x) sobre una ventana de taman˜o w × w con
centro en la posicio´n (y, x) tal como se muestra en la Figu-
ra 4(a), se debera´n obtener cuatro valores de la imagen incre-
mental. Cada uno de estos valores corresponden a la sumato-
ria dentro de una regio´n en la imagen original ΔF de acuer-
do con (42), los cuales son: A1 = ΔFinc(y + w/2, x + w/2),
A2 = ΔFinc(y+w/2, x−w/2−1), A3 = ΔFinc(y−w/2−1, x+w/2)
y A4 = ΔFinc(y−w/2−1, x−w/2−1). Esta condicio´n se ilustra
con las Figuras 4(b), 4(c), 4(d) y 4(e) y vistos como a´reas sobre
la imagen original ΔF, podemos decir que el valor de S (y, x) se
puede calcular como A1−A2−A3+A4. Calculado de esta forma
el valor de S (x, y) (43) la complejidad sera´ O(N) independien-
temente del taman˜o de la ventana.
S (y, x) = ΔFinc(y + w/2, x + w/2)
−ΔFinc(y + w/2, x − w/2 − 1)
−ΔFinc(y − w/2 − 1, x + w/2)
+ΔFinc(y − w/2 − 1, x − w/2 − 1)
(43)
Note que la suma S (y, x) sigue un rol muy parecido a lo im-
plementado por Cao et al. (Cao et al., 2015) en la forma en que
calcula sus pesos W(i, j) y utiliza el ﬁltro de mayorı´a, de acuer-
do con (13) y (14), respectivamente. Sin embargo, el me´todo
que planteamos determina el signo de la suma ΔF(y, x) mien-
tras Cao solamente toma el signo. La implementacio´n de Cao
et al. tendra´ tiempos mucho mayores ya que al menos debe cal-
cular la DCT la cual tiene complejidad O(Nlog(N)).
El Algoritmo 3, al que denominamos Combinacio´n Lineal
de Ima´genes Simple (CLI-S), muestra el procedimiento para
implementar la solucio´n de Optimizacio´n Simpliﬁcada dada por
(40). En este algoritmo, la imagen incremental se calcula una
sola vez y los valores por ventana corresponden a una simple
suma. La solucio´n para p ya es binaria, por lo cual no es nece-
sario el procedimiento de binarizacio´n, como en el caso de los
algoritmos CLI y CLI-V.
Algoritmo 3 CLI-S(I1, I2, w)
1: Calcular F1 y F2 con (26)
2: Calcular ΔF = F1 − F2
3: Calcular ΔFinc con (42)
4: para y = 1 hasta nr hacer
5: para x = 1 hasta nc hacer
6: Calcular S (y, x) con (43)
7: si S (y, x) ≥ 0 entonces
8: p(y, x) = 1
9: si no




14: Construir IF utilizando (20)
15: devolver IF
6. Resultados
En esta seccio´n se presentan los resultados de aplicar los
tres algoritmos sobre un conjunto de 5 pares de ima´genes. Uno
de los experimentos se realizo´ sobre un par sinte´tico de ima´ge-
nes y los cuatro restantes sobre pares de ima´genes reales uti-
lizados, en otras publicaciones, para mostrar el desempen˜o de
algoritmos de fusio´n de ima´genes multi foco. Los detalles de
estos experimentos se explican en las siguientes subsecciones.
6.1. Experimento con ima´genes sinte´ticas
Para este experimento se utilizo´ un par de ima´genes sinte´ti-
cas de taman˜o 512 × 512, correspondientes a un par de lobos.
Estas ima´genes, Figuras 2(c) y 2(d), fueron creadas a partir de
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(4). Usando la matriz de pesos p0 (Figura 2(b)), con la cual se
calcularon las ima´genes sinte´ticas, podemos determinar el por-
centaje de aciertos de la matriz de pesos estimada con cada uno
de los tres algoritmos. Cabe recordar que la relacio´n entre p0 y
p es inversa y esta´ dada por (23).
En la Tabla 1 se muestran los resultados de los tres algorit-
mos aplicados a las ima´genes de los lobos con los para´metros
que dieron el porcentaje ma´s alto de aciertos. Para esta tabla, la
primer columna corresponde al nombre del algoritmo, la segun-
da a los para´metros utilizadas en la implementacio´n, la tercera
al tiempo en segundos y la cuarta al porcentaje de acierto entre
la matriz de pesos original y la calculada. Los para´metros se
seleccionaron manualmente hasta obtener una solucio´n lo suﬁ-
cientemente buena para cada uno de los algoritmos. Podemos
notar, que el porcentaje de aciertos es muy similar para los tres
algoritmos, sin embargo el Algoritmo CLI-S tiene los resulta-
dos en cente´simas de segundo cuando los otros dos se llevan
a cabo en minutos. Cabe sen˜alar que en el caso del algoritmo
CLI-S el tiempo es constante a pesar de cambiar el taman˜o de la
ventana dado que se implementaron las operaciones utilizando
ima´genes incrementales. En la Figura 5 se muestran los resul-
tados de la matriz de pesos calculada por los tres algoritmos
usando los para´metros de la Tabla 1. Note que se tienen matri-
ces de pesos muy similares en los tres casos, pero el algoritmo
CLI-S es miles de veces ma´s ra´pido.
(a) CLI (b) CLI-V (c) CLI-S
Figura 5: Comparativo de las matrices de pesos p calculada con los tres Algo-
ritmos para las ima´genes de los lobos
Tabla 1: Prueba de los tres algoritmos para la imagen de los lobos
Alg. Para´metros tiempo %s. de aciertos
CLI  = 0.03 5641.36 98.38
CLI-V  = 0.01 w = 9 Δ = 3 1271.99 97.10
CLI- S w = 31 0.16 98.39
6.2. Comportamiento de la coherencia espacial
Para este experimento se utilizo´ un par de ima´genes amplia-
mente utilizados en la literatura, las cuales corresponden a dos
relojes que se muestran en la Figura 6. Intentamos explicar me-
diante los resultados para estas ima´genes, como se comportan
los para´metros para cada uno de los tres algoritmos. En general
en los tres algoritmos los para´metros controlan la coherencia
espacial a trave´s de  y w. Adema´s de estos para´metros, para
el algoritmo CLI-V se utilizo´ el para´metro Δ = w, con el obje-
tivo simpliﬁcar la explicacio´n de los para´metros de coherencia
(a) Reloj 1 (b) Reloj 2
Figura 6: Ima´genes de los relojes
espacial, ya que ası´ no existe traslape entre ventanas. En los
tres algoritmos se utilizaron los mismos valores de  y w para
clariﬁcar el comportamiento de la coherencia. Los valores de
coherencia espacial  utilizados son 1, 0.1, 0.01 y 0.001, y un
taman˜o de ventana de w igual a 1, 3, 5 y 7.
En la Figura 7 se muestra la matriz p obtenida con el Al-
goritmo CLI cuando se hacen cambios en el para´metro . Para
cada una de las ﬁguras en la parte de abajo se muestra el tiempo
en segundos de cada corrida y el valor de . Podemos notar que
la mejor solucio´n, de acuerdo con esta Figura, estara´ entre 0.1
y 0.01 con un tiempo de ejecucio´n alrededor de 300 s.
(a) 129.730 s. con
 = 1,
(b) 299.06 s. con
 = 0.1
(c) 472.795 s. con
 = 0.01
(d) 436.528 s. con
 = 0.001
Figura 7: Matriz de pesos encontrada con el Algoritmo CLI
Para el caso del algoritmo CLI-V los resultados se muestran
en la Figura 8 al variar los para´metros w y . En esta Figura, el
primer renglo´n corresponde a la solucio´n con w = 1, el segundo
a w = 3 y ası´ sucesivamente para w = 5 y w = 7 variando  entre
1 y 0.001 para cada taman˜o de ventana.
En general, podemos notar que al aumentar el taman˜o de la
ventana w y/o reducir el valor de la restriccio´n de coherencia
espacial  obtenemos regiones menos granuladas. Ası´ este al-
goritmo tiene la capacidad de mejorar la coherencia espacial de
dos formas. En particular los para´metros de coherencia espa-
cial con los que se obtuvieron los mejores resultados esta´n por
debajo de 0.1. Esto justiﬁca la hipo´tesis que dio lugar al Algo-
ritmo CLI-S ya que cuando  tiende a cero tendremos regiones
con poca granularidad.
La Figura 9 muestra los resultados para el Algoritmo CLI-
S al variar el taman˜o de la ventana w para valores iguales a 1,
3, 5 y 7. Los tiempos de ejecucio´n para el algoritmo CLI-S,
utilizando las ima´genes del reloj en taman˜o de 256×256 fue de
0.048 s., en promedio. Las parejas de valores, bajo cada una de
las ima´genes son los para´metros w y  utilizados.
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(a) 1, 1 (b) 1, 0.1 (c) 1, 0.01 (d) 1, 0.001
(e) 3, 1 (f) 3, 0.1 (g) 3, 0.01 (h) 3, 0.001
(i) 5, 1 (j) 5, 0.1 (k) 5, 0.01 (l) 5, 0.001
(m) 7, 1 (n) 7, 0.1 (n˜) 7, 0.01 (o) 7, 0.001
Figura 8: Matrices de pesos encontradas con el Algoritmo CLI-V.
(a) w = 1 (b) w = 3 (c) w = 5 (d) w = 7
Figura 9: Matriz de pesos encontrada con el Algoritmo CLI-S.
6.3. Ima´genes fusionadas obtenidas con el Algoritmo CLI-S
En esta subseccio´n presentamos los resultados para los cin-
co pares de ima´genes, con el objetivo de que el lector tenga
una idea clara de las mejores soluciones encontradas y pueda
comparar cualitativamente en el caso de las ima´genes reales.
En el caso de la ima´genes reales, no hacemos una comparacio´n
cuantitativa, ya que hasta donde conocemos el estado del arte,
no existe un enfoque que busque y/o reporte una funcio´n binaria
de pesos. En todos los experimentos presentados en esta seccio´n
se utilizaron valores diferentes de taman˜o de ventana los cuales
fueron seleccionados manualmente, hasta obtener una calidad
aceptable. Suponemos que la variacio´n en el para´metro w pue-
de ser explicada en base al nivel de detalle que existe entre los
bordes de las diferentes regiones de las ima´genes dadas.
En el caso de las ima´genes sinte´ticas, correspondientes a los
lobos, presentadas en la Figuras 2(c) y 2(d), la solucio´n para la
matriz de pesos y la imagen fusionada se presentan en las Figu-
ras 10(a) y 10(b), respectivamente, para una ancho de ventana
de w = 31.
Para el caso de la ima´genes de los relojes, en la Figura 11
se muestra la solucio´n obtenida, a la izquierda podemos ver la
matriz de pesos p calculada para un valor de w = 37 y a la de-
(a) matriz de pesos calculada (b) imagen fusionada
Figura 10: Resultados para las ima´genes del lobo
recha la imagen fusionada. El tiempo para calcular la solucio´n
fue de 0.048 segundos para ima´genes de taman˜o 256 × 256 .
(a) matriz de pesos calculada (b) imagen fusionada
Figura 11: Resultados para la imagen de los dos relojes
En la Figura 12 se muestra la solucio´n para una imagen en
la que aparece un reloj y una persona al fondo trabajando en una
computadora. En la Figura 12(a) se muestra la imagen enfoca-
da en el reloj y en la Figura 12(b) enfocada en la persona. La
matriz de pesos y la imagen fusionada se muestran en las ﬁgu-
ras 12(c) y 12(d) respectivamente. El resultado para este par de
ima´genes de 159× 215 pı´xeles, es lo suﬁcientemente bueno pa-
ra una ventana de w = 51, con un tiempo de solucio´n de 0.032
segundos.
(a) Imagen I1 (b) Imagen I2
(c) matriz de pesos calculada p (d) imagen fusionada IF
Figura 12: Solucio´n para las ima´genes de reloj
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Otro par de ima´genes utilizadas en la literatura se presentan
en la Figura 13. Las Figuras 13(a) y 13(b) muestran una lata de
refresco y una caja con un co´digo de barras donde en la primera
se enfoco´ en la lata y en la segunda en la caja. La matriz de
pesos se presenta en la Figura 13(c) y la imagen fusionada en
la 13(d). Para este ejemplo el tiempo de solucio´n fue de 0.091
segundos para ima´genes de tamano 571˜ × 571 y con w = 141.
(a) Imagen I1 (b) Imagen I2
(c) matriz de pesos calculada p (d) imagen fusionada IF
Figura 13: Solucio´n para las ima´genes de caja y refresco
Finalmente tomamos un par de ima´genes de la red donde se
muestra la imagen de una escultura. En la Figura 14(a) se mues-
tra la imagen enfocada sobre la escultura de tres personajes y en
la Figura14(b) la imagen esta enfocada en el ediﬁcio del fondo.´
Las ima´genes de las Figuras 14(c) y 14(d) muestran la matriz
de pesos y la imagen fusionada, respectivamente. Escogimos
este par de ima´genes por el detalle obtenido en la matriz de pe-
sos calculada ya que esta se aproximan muy bien al contorno´
de la escultura. La solucion se calcul´ o en un tiempo de 0´ .078
segundos para una tamano de imagen de 373˜ × 600 y w = 21.
7. Conclusiones
En este trabajo se presentaron tres algoritmos para efectuar
la fusio´n de imagenes multi foco. De los resultados obtenidos´
con el par sinte´tico debemos hacer notar que la exactitud alcan-
zada fue del 98.39%. Para los casos de las imagenes reales no´
existen soluciones similares a la que planteamos y menos una
matriz de pesos como la calculada. Sin embargo, podemos ver
de manera cualitativa que se obtiene una matriz de pesos que
se apega a los bordes de los objetos. Consideramos que en los
cuatro casos reales presentados tenemos resultados cualitativa-
mente buenos comparados con los resultados reportados en el
estado del arte para el mismo conjunto de ima´genes. El tiempo
de ejecucio´n del algoritmo CLI-S para la fusio´n de ima´genes
(a) Imagen I1 (b) Imagen I2
(c) matriz de pesos calculada p (d) imagen fusionada IF
Figura 14: Solucio´n para las ima´genes de la escultura
fue del orden de cente´simas de segundo en todos los ejemplos
mostrados, lo que nos permite plantear e´ste algoritmo como un
algoritmo que permite la fusion de im´ a´genes en tiempo real,
ma´s au´n dado que el tiempo consumido por el algoritmo es
de orden lineal, podemos decir que el tiempo necesario para
realizar la fusio´n sera linealmente proporcional al tama´ no de˜
la imagen, por lo que el algoritmo puede funcionar de manera
adecuada tanto para ima´genes pequenas como para im˜ a´genes
de alta resolucion. A diferencia de muchos algoritmos plantea-´
dos en la literatura en los que se realizan procesos de orden
cuadratico o exponencial que hacen poco pr´ actica su aplicaci´ o´n
con ima´genes de alta resolucio´n.
En la redaccio´n de e´ste artıculo mencionamos que la se-´
leccio´n del tamano de ventana se hizo de forma manual hasta˜
encontrar la mejor solucion, dicha decisi´ o´n es importante y una
mala decision podr´ ıa ocasionar un resultado indeseado. Actual-´
mente estamos trabajando en automatizar la seleccion del ta-´
mano de ventana para evitar esa situaci˜ o´n.
Dada la velocidad del algoritmo CLI-S se puede generalizar
su uso para fusionar conjuntos con ma´s de 2 ima´genes, para ello
se extraen dos imagenes del conjunto y se remplazan por la ima-´
gen fusionada resultante. El procedimiento se repite hasta que
so´lo se tenga una imagen, la cual sera el resultado de la fusi´ o´n
de todas las ima´genes. No presentamos la fusio´n considerando
ma´s de dos ima´genes dado que no es comu´n encontrarlas en la
literatura y que actualmente trabajamos en esa direccio´n.
English Summary
Multi Focus Image Fusion based on Linear Combina-
tion of Images using Incremental Images
Abstract
This article presents three algorithms to determinate mul-
tifocus image fusion. These algorithms are based on a linear
combination of two images with diﬀerent focus distances. The
three algorithms maximize a linear function with spatial cohe-
rence constrains. We present these algorithms in sequence to
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show how we devised a fast and simple algorithm. The ﬁrst al-
gorithm, CLI (for its acronym in spanish Combinacio´n Lineal
de Ima´genes) was implemented using Wolfram Mathematica,
but given the number of variables to optimize, the solution ta-
kes a lot of computing time. The second algorithm, CLI-V (for
its acronym in spanish Combinacio´n Lineal de Ima´genes por
Ventanas) is an application of algorithm CLI on image regions
to improve the time performance and being able to implement
it through the Simplex method. The third algorithm, CLI-S (for
its acronym in spanish Combinacio´n Lineal de Ima´genes Sim-
ple), is a simpliﬁcation on CLI-V. This last algorithm is much
faster exhibiting results of similar quality to the previous two,
with a performance comparable to the results presented in the
state of the art. CLI-S was implemented using the concept of
integral images. This fact allows the algorithm to produce re-
sults in hundredth of a second for the test images analized. The
results of the three algorithms are compared using one set of
synthetic and four sets of real images. The real images are com-
monly used by the state of the art proposal; they were so that the
reader can make a qualitative comparison of results. The synt-
hetic images are reconstructed with 98% accuracy in 0.080 s.
and the image size is 512 × 512, this situation allows us to say
that CLI-S can be used as a real-time algorithm of multifocus
image fusion and we have not found a similar proposal in the
state of art.
Keywords: Linear Programming, muitifocus images fusion, high
pass ﬁlters, integral images
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