Abstract. In this paper we prove the global existence and study decay properties of the solutions to the Cauchy problem for a wave equation with a bounded nonlinear dissipative term.
Introduction
We consider the Cauchy problem for the nonlinear wave equation with a nonlinear weak dissipation of the type
where g : R → R is a continuous non-decreasing function and λ is a positive function. When we have a bounded domain instead of R n , and for the case g(x) = δ|x| m−1 x (m ≥ 0) (without the term λ 2 (x)u), the decay property of the solutions of (P) was investigated in detail (see [12] , and for related works [8, 16] ). The previous results all have a serious drawback from the point of view of applications: they never apply if the function g is bounded such that
If g satisfies at most condition (Q), the dissipation effect by g(u ′ ) is weak as |u ′ | is large and for convenience we call such a term weak dissipation. In [13] ,
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Nakao considered the particular case g(x) = x √ 1+x 2 and he studied the decay property of the solutions of the problem.
For the Cauchy problem (P), when g(x) = δ|x| m−1 x (m ≥ 1) and λ ≡ 1, Nakao [11] (see also [15] ) proved that the energy decay rate is E(t) ≤ (1 + t) , t ≥ 0.
He used a general method introduced in his paper [10] with the condition that the data have compact support. This result was later generalized by the authors [1] to the case of more general function λ.
Our purpose in this paper is to give a precise decay estimate of the energy of solutions to the Cauchy problem (P) with a nonlinear weak dissipation. We use a new method recently introduced by Martinez [9] (see also [1] ) to study the decay rate of solutions to the wave equation
where Ω is a bounded domain of R n . This method is based on a new integral inequality that generalizes a result of Haraux [5] .
Preliminaries
λ and g are functions satisfying the following hypotheses:
λ is a locally bounded measurable function defined on R n which satisfies
where d is a decreasing C 1 function such that lim y→∞ d(y) = 0. g : R → R is an increasing C 1 function and there exist four constants c 1 , c 2 , c 3 , c 4 > 0 such that
where 1 ≤ r ≤ n+2 (n−2) + . We first state two well known lemmas, and then we state and prove two other lemmas that will be needed later.
Lemma 2.1 ([2]
). Let q be a number with 2 ≤ q < +∞ (n = 1, 2) or 2 ≤ q ≤ 2n n−2 (n ≥ 3). Then there is a constant c * = c(q) such that
Lemma 2.2 (Gagliardo-Nirenberg [2] ). Let 1 ≤ r < q ≤ +∞ and p ≥ 2. Then, the inequality
holds with some constant C > 0 and θ = (
is a nonnegative integer).
Lemma 2.3 ([8])
. Let E : R + → R + be a non-increasing function and assume that there are constants p ≥ 1 and A > 0 such that
then we have
where c and ω are positive constants independent of the initial energy E(0).
Lemma 2.4 ([9]
). Let E : R + → R + be a non increasing function and φ : R + → R + an increasing C 2 function such that φ(0) = 0 and φ(t) → +∞ as t → +∞. Assume that there exist p ≥ 1 and A > 0 such that
Proof of Lemma 2.4. Let f : R + → R + be defined by f (x) := E(φ −1 (x)) (we remark that φ −1 has a sense by the hypotheses assumed on φ). The function f is non-increasing, f (0) = E(0) and if we set x := φ(t), we obtain for 0 ≤ S < T < +∞
Setting s := φ(S) and letting T → +∞, we deduce that
2 dx ≤ Af (s) for 0 ≤ s < +∞. Thanks to Lemma 2.3, we get the desired results.
Next, let E(t) be the energy associated to the solution of problem (P):
and we setẼ(t) = u ′′ (t)
, where L is a positive constant such that supp u 0 ∪ supp u 1 ⊂ {x ∈ R n , |x| < L}.
Now we recall the following local existence theorem
Then under the hypothesis (1), (2) and (3), the problem (P) admits a unique local solution u(t) on some in-
2 ), satisfying the finite propagation property.
Remark 2.6. The finite propagation property means that if supp
Main results
We suppose that
Our main result is the following.
with compact support, the solution of problem (P) admits a global solution and satisfies the following decay estimate: m = 1: When n = 1, 2, then there exists a positive constant ω such that
When n ≥ 3, then there exists a positive constant C(E(0)) depending continuously on E(0) such that
, then there exists a positive constant C(E(0)) depending continuously on E(0) such that
When m < n 2
Examples. 1) Suppose thatd(t) = const. Applying Theorem 3.1 we obtain
2) Suppose thatd(t) = 
.
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We have the following cases: If n(m − 1) + 2θ(m + 1) < 2, using again Dieudonné's result, we have
If n(m − 1) + 2θ(m + 1) = 2, then
Proof. Differentiating the first equation of (P) with respect to t, we get
Multiplying (9) and (P ) by 2u tt , we get
On the other hand,
which proves the assertion.
In the proof, we often use the following inequality:
Proof of Theorem 3.1.
A.) Proof of (5) and (6): We consider the case m = 1, that is,
A1.) The case n = 1: We denote by c or c i various positive constants which my be different at different occurences. We multiply the first equation in (P) by 
Further,
We choose φ(t) = t 0d 2 (s) ds. It is clear that φ is a non decreasing function of class C 2 on R + . The hypothesis (4) ensures that φ(t) → +∞ as t → +∞. By (12) , the definition of E, and the Cauchy-Schwartz inequality we have
where φ ′ =d 2 (t) and φ ′′ (t) = 2d(t)d ′ (t). So
Then we deduce from (15) that
In the last step we use the non-increasing property of E, the Sobolev imbedding
and the Cauchy-Schwartz inequality. As n = 1, then
and we conclude from the regularity of the solution u that
. By (13) and (14), we have the two following inequalities:
Choosing q = 0 we deduce from (16) that
, and we may then complete the proof of this case by applying Lemma 2.4.
A2
.) The case n = 2: We have |g(y)| ≤ c 4 |y| if |y| ≤ 1. Then set ε > 0:
Next we look at the part |u ′ | > 1: as we work on dimension n = 2, we have
for all r ≥ 1. Then set ǫ ′ > 0:
Then, choosing ε and ε ′ small enough, we deduce from (17) and (18) that
We want to majorize the term T S R 2 u ′2 dx dt. Let R > 0 and fix t ≥ 0. Define S t 1 = {x ∈ R 2 : |u ′ | ≤ R} and S t 2 = {x ∈ R 2 : R < |u ′ |}. By Lemma 2.2, in dimension n = 2 we get that there exists a positive constant c depending on Ω such that
From the definition of S t 2 , we have S t
. Then, since u is a strong solution, we can apply (19) to get the estimate u ′ 3
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Using (11) and (20), we obtain
, we deduce that
Next we look at the part S 
Finally, we get
We choose q = 0. We deduce from (21) that
, where C is a positive constant independent of E(0). We may then complete the proof by applying Lemma 2.4.
A3
.) The case n ≥ 3: When n ≥ 3, we deduce from (13) and (14) that
where p is such that 1 < p and n 2 ≤ p, we will later choose the optimal p when n ≥ 3. By the same techniques we obtain
, s ∈ (0, 1), we have
with q = p−1 2
, we have then
As n 2 ≤ p, we have the Sobolev embedding
, it follows that
Define φ(t) = t 0d 2 (s) ds, we have
Using Lemma 2.4, we conclude that
When n ≥ 3, the optimal p such that n 2 ≤ p and 1 < p is p = n 2
. Then we obtain
B:) Proof of (7) and (8): We consider the case m > 1, that is,
where m is such that 1 < m and n 2 ≤ m. If we multiply the first equation of (P) by E q φ ′ u, we obtain
Therefore, by the same estimation as in the case n = 2, we obtain
Choosing s = 2 m+1
As n 2 ≤ m, we use the Sobolev embedding
By (23), we have the two following inequalities
and
E(S). (28)
In all cases we choose φ ′ such that (φ ′ ) m+1 (s) ds. By (12) , the definition of E and the CauchySchwartz inequality we have ≤ Cd m (t) − C ′dm−1 (t)d ′ (t). Asd(t) is bounded, we obtain
