We consider the Dirichlet problem for a class of anisotropic degenerate elliptic equations. New a priori estimates for solutions and for the gradient of solutions are established. Based on these estimates sufficient conditions guaranteeing the solvability of the problem are formulated. The results are new even in the semilinear case when the principal part is the Laplace operator.
Introduction and main results
In the present paper we consider the following quasilinear degenerate elliptic equation where C is an arbitrary positive constant. For example, functions g(u) = ln(|u| + 1) and g(u) = u q with arbitrary q 0 satisfy (0.3). In the case that g(u) = u q is defined only for u 0 one can take its odd or even continuation of the form g(u) = |u| q−1 u, g(u) = |u| q . On the other hand, it is obvious that (0.3) does not restrict us only to odd or even functions. For example g(u) = e u − 1, which is neither odd nor even, satisfies condition (0.3).
For the equation
with condition (0.2) the existence of the unique generalized solution follows from [8] . In [8] the initial boundary value problem for the related parabolic equation was considered, but the method proposed there can be easily applied to the elliptic case. From [8] it follows that if f ∈ W −1,p 0 (Ω) (where p 0 = max 1 i n {p i }, 1/p i + 1/p i = 1), then there exists a unique generalized solution such that u ∈ L 2 
(Ω) and u x i ∈ L p i (Ω).
The existence and nonexistence of positive solutions for equation
coupled with boundary condition (0.2) was considered in [3] . The existence result was proved in the subcritical case and nonexistence result in the at least critical case. In [7] the regularity question for the equation 
Below we will give several examples concerning this condition.
Remark 1.
Instead of (0.4) we can take one of the following two assumptions. 1. Suppose that there exists a positive constant M such that
Suppose that there exists a positive constant M such that 
(ii) If in addition c(x) 0 and g(u) is a nondecreasing function then the solution is unique.
Example 1.
Consider the following equation
Here p = 1 and g(u) = u 4 . Let c 0 > 0, then inequality (0.4) takes the following form
Obviously,M > 0 satisfying (0.6) exists if
Thus if the function f (x) satisfies condition (0.7), then Theorem 1 guarantees the existence of a generalized solution of problem (0.5), (0.2) satisfying inequalities
= |u| q ) and p + 1 > q then for arbitrary bounded f (x) one can find a positive M satisfying condition (0.4) and as a consequence obtain the existence of a generalized solution by Theorem 1. 
Consider now the semilinear equation (p i = 0 for all i). For simplicity suppose that μ i = μ for all i:
In this case the use of (0.4 1 ) is appropriate, for p i = 0 it takes the form
In [9] it was shown that problem (0.8), (0.2) with f ≡ 0 and c(x) ≡ const has a nontrivial solution. It is natural to expect that problem (0.8), (0.2) with arbitrary f may have no solution. Let us mention here that many papers have recently appeared (see [1, 2, 10] and the references there) where for the problem
different sufficient conditions on existence are formulated.
Theorem 2.
(
is a nondecreasing function then the solution is unique.
Remark 2.
In order to prove Theorem 1 we need to obtain a priori estimates for u and ∇u. To prove the estimate for ∇u we will use the convexity of the domain. In order to prove Theorem 2 we need to obtain a priori estimates only for u where we do not need the convexity of the domain. If the domain in Theorem 2 is strictly convex then we additionally have 
From Theorem 2 we have that there exists a classical solution if f 0 μ 2 |λ|(3l 2 + 2l) 2 , and in this case
If the domain is strictly convex then in addition
Here g(u) = e u − 1 and f = λ. Condition (0.9) takes the form: there exists M > 0 such that
where
This fact is equivalent to say that the minimum of the function e x − Cx must be negative, that is
From Theorem 2 we have that there exists a classical solution of (0.11), (0.2) if (0.12) is fulfilled and for this solution we have
Recall that in [4] for the problem
it was shown that there exists a positive number κ depending on the dimension n such that if the diameter of Ω is less than κ there exists (at least one) solution of problem (0.15). From Example 5 it follows that there exists (at least one) solution of problem (0.15) if the size of the domain Ω at least in one direction is small enough (independently of the dimension) namely
Finally let us mention that similarly to problem (0.11), (0.2) we can show that if (0.12) is fulfilled then there exists a classical solution of the problem
satisfying inequality (0.13) (and, if Ω is strictly convex, inequality (0.14)). Moreover from Theorem 2 it follows that the solution is unique.
The paper consists of two sections. In the first section we obtain the a priori estimate for the regularized problem and in the second based on these a priori estimates we prove Theorems 1, 2.
A priori estimates for the regularized problem
Let us start from problem (0.1), (0.2). Consider the regularized equation
Here the constant α ∈ (0, 1) is such that (u α
where without loss of generality we assume that
and finally
The first step is to obtain the estimate |u| M for a solution of problem (1.1), (0.2). After this in (1.1) instead of g M (u) we can take g(u) (due to (1.2)). 
Proof. Without loss of generality we assume that
Define the function h(x 1 ):
Obviously for
we have
and
Here we use the fact that h (
M is a nondecreasing with respect to ε function. For the function
On the other hand, due to (1.4), (1.5) we have
Suppose that at the point N ∈Ω \ ∂Ω the function v(x) attains its positive maximum. At this point we have v > 0 and v x i = 0 or u > h 0 and
( 1.7) Here we use the fact that for positive u we have 0 g M (u) g(M). Hence due to (0.4)
This contradicts the assumption that v(x) attains its positive maximum at N . Due to the homogeneous boundary conditions, on ∂Ω we have v = −h 0. Taking into account that v(x) cannot attain its positive maximum inΩ \ ∂Ω we conclude that
Now let us obtain the estimate from the below. For the function w(x) ≡ u(x) + h(x 1 ) we have
On the other hand,
Suppose that at the point N 1 ∈Ω \ ∂Ω the function w(x) attains its negative minimum. At this point we have w < 0 and w x i = 0 or u < −h 0 and u
(1.8)
Here we use the inequality
If 
This contradicts the assumption that w(x) attains its (negative) minimum at N 1 . Due to the homogeneous boundary condition, on ∂Ω we have w = h 0. Taking into account that w(x) cannot attain its negative minimum inΩ \ ∂Ω we conclude that
This estimate can be easily established in the same way as (1.9) becauseh α M α and h = −M. The first inequality (h α M α ) follows from −h M 0 due to the choice of α (α = 2/3). From (1.9) and (1.10) we conclude that Let us turn to the estimate of the derivatives. First in Lemma 2 we will obtain the auxiliary result which actually is the boundary gradient estimate. Then in Lemma 3 we will obtain the global gradient estimate. We additionally suppose now that Ω is strictly convex and that the parts of ∂Ω lying in the half spaces x i 0 and x i 0 can be expressed as
respectively. Here the functions F i and G i depend on all variables except of x i . Due to the convexity we have
Define the function h k (τ ) by the following
where 
Proof. We will prove these estimates for k = 1, the other cases can be considered similarly. Let us start from the first inequality. Introduce the function
We have
Due to the convexity of Ω we have G 1x i x i 0 and taking into account that h 1 0, h 1 0 we conclude that
and hence
Hence, from (1.13), (1.14) we obtain
Suppose that at the point N ∈Ω \ ∂Ω the function v(x) attains its maximum. At this point we have
This contradicts the assumption that v(x) attains its maximum at the internal point of the domain Ω. Due to the fact that v = −h 1 0 on ∂Ω we conclude that
Next we obtain a lower bound. Introduce the function w(x) ≡ u(x)+h 1 (ζ ). Similarly to (1.13) and (1.14) we obtain
and C 1 a 1ε h 1 (ζ ) .
( 1.16) Suppose that at the point N 1 ∈Ω \ ∂Ω the function w(x) attains its minimum. At this point we have
This contradicts the assumption that w(x) attains its minimum at the internal point of the domain Ω. Due to the fact that w = h 1 0 on ∂Ω we conclude that
Thus the estimate |u( x 2 , x 3 , . . . , x n ). Similarly to (1.12) we obtain
Due to the convexity of Ω we have F 1x i x i 0 and taking into account that h 1 0, h 1 0 we conclude that
Furthermore similarly to (1.15) and (1.16) we obtain C 1 a 1ε h 1 (η) . Now in the same manner as in the previous case we obtain the estimate |u(x)| h 1 (
Lemma is proved. 
Proof. We will prove the estimate for i = 1, for i = 2, . . . , n the proof is similar. Consider the equations
we obtain
Rewrite this equation in the following form
where Ω 1 is a projection of Ω on the hyperplane x 1 = 0. For
(1.20)
Suppose that at the point N ∈Q \ ∂Q the function w(ξ, x) attains its maximum. At this point we have w ξ = w x i = 0, i = 1, . . . , n, or
Hence from (1.20) we have
This contradicts the assumption that w(ξ, x) attains its maximum at the internal point of the domain Q. Now consider w(ξ, x) on ∂Q. The boundary of Q consists of three parts (recall that x 1 > ξ):
On the first part we obviously have w = −h 1 (0) = 0. On the second and the third parts, due to Lemma 2, we have respectively
Consequently w(ξ, x) 0 inQ, which means
Similarly, taking the functionṽ ≡ u(x) − u(x) instead of v, we obtain v −h 1 (x 1 − ξ) inQ. By the symmetry of the variables x 1 and ξ , we consider the case ξ > x 1 in the same way. As a result we obtain that for
which in turn implies the estimate |u x 1 (x)| h 1 (0) = (1 + 2l 1 )C 1 + . Passing to the limit when → 0 we conclude that
The lemma is proved. 2 Remark 4. When proving Lemma 3 we use the idea of S.N. Kruzhkov [6] of introducing a new spatial variable for the one-dimensional quasilinear parabolic equations (see also [12] and the references there). The extension of this method to a class of multidimensional elliptic equations in convex domains was presented in [11, 13] . In [11] (as well as in [6] ) the right-hand side must vanish at the points where the principal part becomes zero. Of course Eq. (0.1) does not satisfy such restrictions. In [13] (as well as in [12] ) it was shown that the a priori gradient estimate for the degenerated equation can be established under specific restrictions on the right-hand side which in our case look like x 2 , x 3 , . . . , x n ) with x 1 > x 1 , if we need the estimate of u x 1 ; x = (x 1 , x 2 , x 3 , . . . , x n ) with x 2 > x 2 , if we need the estimate of u x 2 and so on. In the present paper we have succeeded to obtain the needed estimate for (0.1) with arbitrary c(x)g(u) + f (x) due to the specific form of the principal part. Note that in [6, [11] [12] [13] the existence of classical solutions is proved.
Let us turn now to problem (0.8), (0.2). Consider the regularized equation
(1.21)
Recall that here we suppose that c and f are Hölder continuous functions. The proofs of the following two lemmas are similar to the proofs of Lemmas 1 and 3. 
Existence and uniqueness
Proof of Theorem 1. Consider equation
The classical solvability of problem (2.1), (0.2) follows from [5] . Our goal is to pass to the limit (ε → 0) in (2.1) based on the a priori estimates obtained in previous section. Due to Lemmas 1 and 3 there exists a subsequence which we denote again by u ε such that
Define A ε (u ε ) and A(u) elements from W −1,s (Ω) (linear functionals on
From Lemma 3 it follows that μ i (u α
Our goal is to prove that
One can easily see by direct calculations that
Rewrite (2.4) as following
Multiplying (2.1) by u ε and then integrating by part we obtain
Hence from (2.5) it follows that
Passing to the limit when ε → 0 we obtain (see Remark 5 below)
Now multiplying (2.1) by u and integrating by parts we have
Passing to the limit when ε → 0 we obtain
Substituting this in (2.7) we have . The a priori estimate in C 1+β norm implies the existence of the required solution (see, for example, [5] ). The uniqueness can be proved by standard arguments based on the maximum principle. 2
