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Abstract. Green function of 2-point simple-type self-adjoint
boundary value problem for 4-th order linear ordinary di¤erential
equation, which represents bending of a beam with the boundary
condition as clamped, Dirichlet, Neumann and free. The construction
of Green function needs the symmetric orthogonalization method
in some cases. Green function is the reproducing kernel for suitable
set of Hilbert space and inner product. As an application, the best
constants of the corresponding Sobolev inequalities are expressed as
the maximum of the diagonal values of Green function.
1. Preparation
A beam is supported by uniformly distributed springs with spring constant
q > 0 on a ﬁxed ﬂoor and is exerted a tension p > 0 on both sides. Under a
density of a load f ðxÞ, a bending of a beam uðxÞ [11] satisﬁes the following
4-th order linear ordinary di¤erential equation [2]: uð4Þ  pu 00 þ qu ¼ f ðxÞ
ð1 < x < 1Þ. In this paper, we consider the boundary value problem for bending
of a beam on an interval in the degenerate case p ¼ q ¼ 0:
BVPða; bÞ
uð4Þ ¼ f ðxÞ ð1 < x < 1Þ
uðaiÞð1Þ ¼ uðbiÞð1Þ ¼ 0 ði ¼ 0; 1Þ
 ð1:1Þ
ð1:2Þ
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where a ¼ ða0; a1Þ and b ¼ ðb0; b1Þ take 6 di¤erent values ð0; 1Þ, ð0; 2Þ, ð0; 3Þ,
ð1; 2Þ, ð1; 3Þ, ð2; 3Þ. Among them, we here treat only self-adjoint cases a; b ¼
ð0; 1Þ; ð0; 2Þ; ð1; 3Þ; ð2; 3Þ, which also have engineering importance and correspond
to clamped, Dirichlet (simply-supported), Neumann (sliding) and free edge, re-
spectively [8, Chap. 2]. Therefore, the following 16 kinds of ða; bÞ
ða; bÞ ¼ ð0; 1; 0; 1Þ; ð0; 1; 0; 2Þ; ð0; 1; 1; 3Þ; ð0; 1; 2; 3Þ;
ð0; 2; 0; 1Þ; ð0; 2; 0; 2Þ; ð0; 2; 1; 3Þ; ð0; 2; 2; 3Þ;
ð1; 3; 0; 1Þ; ð1; 3; 0; 2Þ; ð1; 3; 1; 3Þ; ð1; 3; 2; 3Þ;
ð2; 3; 0; 1Þ; ð2; 3; 0; 2Þ; ð2; 3; 1; 3Þ; ð2; 3; 2; 3Þ
can be considered. However, throughout this paper, we focus our attention only
on 10 ða; bÞ among them,
ða; bÞ ¼ ð0; 1; 0; 1Þ; ð0; 1; 0; 2Þ; ð0; 1; 1; 3Þ; ð0; 1; 2; 3Þ;
ð0; 2; 0; 2Þ; ð0; 2; 1; 3Þ; ð0; 2; 2; 3Þ;
ð1; 3; 1; 3Þ; ð1; 3; 2; 3Þ;
ð2; 3; 2; 3Þ
taking account of the symmetry. The eigen value problem:
EVPða; bÞ
uð4Þ ¼ lu ð1 < x < 1Þ
uðaiÞð1Þ ¼ uðbiÞð1Þ ¼ 0 ði ¼ 0; 1Þ
 ð1:3Þ
ð1:4Þ
has eigen function corresponding to l ¼ 0 in some cases. In these cases, the
additional conditions are required for the uniqueness and existence of the solution
to BVPða; bÞ. If ða; bÞ ¼ ð0; 1; 0; 1Þ; ð0; 1; 0; 2Þ; ð0; 1; 1; 3Þ; ð0; 1; 2; 3Þ; ð0; 2; 0; 2Þ;
ð0; 2; 1; 3Þ, then l ¼ 0 is not an eigenvalue. If ða; bÞ ¼ ð0; 2; 2; 3Þ; ð1; 3; 1; 3Þ;
ð1; 3; 2; 3Þ, then l ¼ 0 is an eigenvalue and the corresponding eigenspace is one-
dimensional. If ða; bÞ ¼ ð2; 3; 2; 3Þ, then l ¼ 0 is an eigenvalue and the corre-
sponding eigenspace is two-dimensional. The normalized eigenfunction jðxÞ ¼
jða; b; xÞ ð1 < x < 1Þ is given by
jð0; 2; 2; 3; xÞ ¼
ﬃﬃﬃ
3
8
r
ð1þ xÞ; jð1; 3; 1; 3; xÞ ¼ jð1; 3; 2; 3; xÞ ¼ 1ﬃﬃﬃ
2
p ð1:5Þ
and jiðxÞ ¼ jið2; 3; 2; 3; xÞ ði ¼ 0; 1;1 < x < 1Þ are given by
j0ðxÞ ¼
1ﬃﬃﬃ
2
p ; j1ðxÞ ¼
ﬃﬃﬃ
3
2
r
x: ð1:6Þ
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We prepare the solvability condition
ðSÞ :
none ða; bÞ ¼ ð0; 1; 0; 1Þ; ð0; 1; 0; 2Þ; ð0; 1; 1; 3Þ;
ð0; 1; 2; 3Þ; ð0; 2; 0; 2Þ; ð0; 2; 1; 3Þð1
1
f ðyÞjðyÞ dy ¼ 0 ða; bÞ ¼ ð0; 2; 2; 3Þ; ð1; 3; 1; 3Þ; ð1; 3; 2; 3Þ
ð1
1
f ðyÞjiðyÞ dy ¼ 0 ði ¼ 0; 1Þ ða; bÞ ¼ ð2; 3; 2; 3Þ
8>>>>><
>>>>>:
ð1:7Þ
and the orthogonality condition
ðOÞ :
none ða; bÞ ¼ ð0; 1; 0; 1Þ; ð0; 1; 0; 2Þ; ð0; 1; 1; 3Þ;
ð0; 1; 2; 3Þ; ð0; 2; 0; 2Þ; ð0; 2; 1; 3Þð1
1
uðxÞjðxÞ dx ¼ 0 ða; bÞ ¼ ð0; 2; 2; 3Þ; ð1; 3; 1; 3Þ; ð1; 3; 2; 3Þ
ð1
1
uðxÞjiðxÞ dx ¼ 0 ði ¼ 0; 1Þ ða; bÞ ¼ ð2; 3; 2; 3Þ:
8>>>>><
>>>>>:
ð1:8Þ
Concerning the uniqueness and existence of the solution to BVPða; bÞ, we have
obtained the following theorem:
Theorem 1.1. ð1Þ For any bounded continuous function f ðxÞ on an interval
1 < x < 1 satisfying (S), BVPða; bÞ with (O) has a unique classical solution uðxÞ
expressed as
uðxÞ ¼
ð1
1
Gðx; yÞ f ðyÞ dy ð1 < x < 1Þ ð1:9Þ
where Gðx; yÞ ¼ Gða; b; x; yÞ is Green function.
ð2Þ Green functions Gðx; yÞ ¼ Gða; b; x; yÞ ð1 < x; y < 1Þ are given as fol-
lows:
Gð0; 1; 0; 1; x; yÞ ¼ 1
12
jx yj3 þ 1
24
½x3y3 þ 3ðx3yþ xy3Þ
 3x2y2  3ðx2 þ y2Þ þ 3xyþ 1 ð1:10Þ
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Gð0; 1; 0; 2; x; yÞ ¼ 1
12
jx yj3 þ 1
96
½x3y3 þ 3ðx3y2 þ x2y3Þ þ 9ðx3yþ xy3Þ
 9x2y2  3ðx3 þ y3Þ  3ðx2yþ xy2Þ  15ðx2 þ y2Þ
þ 15xyþ 3ðxþ yÞ þ 7 ð1:11Þ
Gð0; 1; 1; 3; x; yÞ ¼ 1
12
jx yj3 þ 1
24
½3x2y2  2ðx3 þ y3Þ  3ðx2 þ y2Þ
þ 12xyþ 6ðxþ yÞ þ 5 ð1:12Þ
Gð0; 1; 2; 3; x; yÞ ¼ 1
12
½jx yj3  ðx3 þ y3Þ þ 3ðx2yþ xy2Þ
þ 12xyþ 6ðxþ yÞ þ 4 ð1:13Þ
Gð0; 2; 0; 2; x; yÞ ¼ 1
12
½jx yj3 þ x3yþ xy3  3ðx2 þ y2Þ þ 2xyþ 2 ð1:14Þ
Gð0; 2; 1; 3; x; yÞ ¼ 1
12
½jx yj3  ðx3 þ y3Þ  3ðx2yþ xy2Þ  6ðx2 þ y2Þ
þ 12xyþ 12ðxþ yÞ þ 16 ð1:15Þ
Gð0; 2; 2; 3; x; yÞ ¼ 1
12
jx yj3 þ 1
6720
½21ðx5yþ xy5Þ  21ðx5 þ y5Þ
 105ðx4yþ xy4Þ  105ðx4 þ y4Þ þ 630ðx3yþ xy3Þ
þ 70ðx3 þ y3Þ þ 630ðx2yþ xy2Þ  1050ðx2 þ y2Þ
þ 1278xy 318ðxþ yÞ þ 326 ð1:16Þ
Gð1; 3; 1; 3; x; yÞ ¼ 1
12
jx yj3  1
48
½x4 þ y4 þ 6x2y2
þ 4ðx2 þ y2Þ  24xy þ 1
90
ð1:17Þ
Gð1; 3; 2; 3; x; yÞ ¼ 1
12
jx yj3 þ 1
48
½ðx4 þ y4Þ þ 12ðx2yþ xy2Þ
 6ðx2 þ y2Þ þ 48xy 4ðxþ yÞ þ 1
40
ð1:18Þ
Gð2; 3; 2; 3; x; yÞ ¼ 1
12
jx yj3  1
1680
½21ðx5yþ xy5Þ þ 35ðx4 þ y4Þ
 210ðx3yþ xy3Þ þ 210ðx2 þ y2Þ  198xy þ 1
40
: ð1:19Þ
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This theorem is shown in section 4. The above bending problem of a beam
is important in the ﬁeld of classical mechanics of materials. The purpose of this
paper is to give a mathematical foundation of this problem.
2. Conclusion
Let us introduce Sobolev space
H ¼ Hða; bÞ ¼ fuðxÞ j uðxÞ; u 00ðxÞ A L2ð1; 1Þ;Aða; bÞg ð2:1Þ
Að0; 1; 0; 1Þ : uð1Þ ¼ u 0ð1Þ ¼ uð1Þ ¼ u 0ð1Þ ¼ 0
Að0; 1; 0; 2Þ : uð1Þ ¼ u 0ð1Þ ¼ uð1Þ ¼ 0
Að0; 1; 1; 3Þ : uð1Þ ¼ u 0ð1Þ ¼ u 0ð1Þ ¼ 0
Að0; 1; 2; 3Þ : uð1Þ ¼ u 0ð1Þ ¼ 0
Að0; 2; 0; 2Þ : uð1Þ ¼ uð1Þ ¼ 0
Að0; 2; 1; 3Þ : uð1Þ ¼ u 0ð1Þ ¼ 0
Að0; 2; 2; 3Þ : uð1Þ ¼ 0;
ð1
1
uðxÞjðxÞ dx ¼ 0
Að1; 3; 1; 3Þ : u 0ð1Þ ¼ u 0ð1Þ ¼ 0;
ð1
1
uðxÞjðxÞ dx ¼ 0
Að1; 3; 2; 3Þ : u 0ð1Þ ¼ 0;
ð1
1
uðxÞjðxÞ dx ¼ 0
Að2; 3; 2; 3Þ :
ð1
1
uðxÞjiðxÞ dx ¼ 0 ði ¼ 0; 1Þ;
and Sobolev inner product
ðu; vÞH ¼
ð1
1
u 00ðxÞv 00ðxÞ dx; kuk2H ¼ ðu; uÞH ¼
ð1
1
ju 00ðxÞj2 dx: ð2:2Þ
Here 0 is a derivative in a distributional sense. So, any element u A H belongs to
C1½1; 1 from Sobolev embedding theorem; see [1, Chap. VIII. 2]. ð ; ÞH is
proved to be an inner product of H afterwards. H is Hilbert space with an inner
product ð ; ÞH . We here present main conclusion in this paper.
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Theorem 2.1. ð1Þ For any function uðxÞ A Hða; bÞ, there exists a positive
constant C which is independent of uðxÞ such that Sobolev inequality
sup
jyja1
juðyÞj
 !2
aC
ð 1
1
ju 00ðxÞj2 dx ð2:3Þ
holds. Among such C the best constant Cða; bÞ is
Cða; bÞ ¼ max
jyja1
Gða; b; y; yÞ ¼ Gða; b; y0; y0Þ ð2:4Þ
where y0 satisﬁes jy0ja 1. If we replace C by Cða; bÞ in (2.3), equality holds for
uðxÞ ¼ cGða; b; x; y0Þ ð1 < x < 1Þ for every complex number c.
ð2Þ Concrete forms of Cða; bÞ are given as follows:
Cð0; 1; 0; 1Þ ¼ max
jyja1
Gð0; 1; 0; 1; y; yÞ ¼ Gð0; 1; 0; 1; 0; 0Þ ¼ 1
24
Cð0; 1; 0; 2Þ ¼ max
jyja1
Gð0; 1; 0; 2; y; yÞ ¼ Gð0; 1; 0; 2; 3 2
ﬃﬃﬃ
2
p
; 3 2
ﬃﬃﬃ
2
p
Þ
¼ 8
3
ð17 12
ﬃﬃﬃ
2
p
Þ
Cð0; 1; 1; 3Þ ¼ max
jyja1
Gð0; 1; 1; 3; y; yÞ ¼ Gð0; 1; 1; 3; 1; 1Þ ¼ 2
3
Cð0; 1; 2; 3Þ ¼ max
jyja1
Gð0; 1; 2; 3; y; yÞ ¼ Gð0; 1; 2; 3; 1; 1Þ ¼ 8
3
Cð0; 2; 0; 2Þ ¼ max
jyja1
Gð0; 2; 0; 2; y; yÞ ¼ Gð0; 2; 0; 2; 0; 0Þ ¼ 1
6
Cð0; 2; 1; 3Þ ¼ max
jyja1
Gð0; 2; 1; 3; y; yÞ ¼ Gð0; 2; 1; 3; 1; 1Þ ¼ 8
3
Cð0; 2; 2; 3Þ ¼ max
jyja1
Gð0; 2; 2; 3; y; yÞ ¼ Gð0; 2; 2; 3; 1; 1Þ ¼ 16
105
Cð1; 3; 1; 3Þ ¼ max
jyja1
Gð1; 3; 1; 3; y; yÞ ¼ Gð1; 3; 1; 3;1;1Þ
¼ Gð1; 3; 1; 3; 1; 1Þ ¼ 8
45
Cð1; 3; 2; 3Þ ¼ max
jyja1
Gð1; 3; 2; 3; y; yÞ ¼ Gð1; 3; 2; 3; 1; 1Þ ¼ 16
15
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Cð2; 3; 2; 3Þ ¼ max
jyja1
Gð2; 3; 2; 3; y; yÞ ¼ Gð2; 3; 2; 3;1;1Þ
¼ Gð2; 3; 2; 3; 1; 1Þ ¼ 8
105
:
The engineering meaning of Sobolev inequality is that the square of the
maximum bending of a beam uðyÞ is estimated from above by the constant
multiple of the potential energy kukH . Among these constants, the best constant is
the maximum of the diagonal value of the impulse response Gðx; yÞ. If boundary
condition becomes looser as ð0; 1Þ ! ð0; 2Þ ! ð1; 3Þ ! ð2; 3Þ, the impulse response
Gðx; yÞ gets larger especially on the boundary. Therefore, the diagonal value of
Green function attains its maximum at the boundary (y ¼ 1 or 1) in the case of
ða; bÞ ¼ ð0; 1; 1; 3Þ; ð0; 1; 2; 3Þ; ð0; 2; 1; 3Þ; ð0; 2; 2; 3Þ; ð1; 3; 1; 3Þ; ð1; 3; 2; 3Þ; ð2; 3; 2; 3Þ.
On the other hand, if ða; bÞ ¼ ð0; 1; 0; 1Þ; ð0; 1; 0; 2Þ; ð0; 2; 0; 2Þ, the case of strong
restriction, the maximums are attained at or near the center point ðy ¼ 0Þ.
We have already obtained the best constant of Sobolev inequality for ðd=dxÞ4
in the case of ða; bÞ ¼ ð0; 2; 0; 2Þ [5, 6, 13], ða; bÞ ¼ ð0; 2; 1; 3Þ [13], ða; bÞ ¼
ð1; 3; 1; 3Þ [5, 13] and ða; bÞ ¼ ð2; 3; 2; 3Þ [10].
This paper is composed of seven sections. In section 3, we state boundary
value problem for bending of a beam. In section 4, Theorem 1.1 is proved. In
particular, we construct Green function by the method of symmetric ortho-
gonalization in some special cases. In section 5, we show Green function is
the reproducing kernel for H and ð ; ÞH . Finally in section 6 and 7, we prove
Theorem 2.1(1) and (2), respectively.
3. Boundary Value Problems
We introduce functions KjðxÞ deﬁned by
KjðxÞ ¼ x
jþ3
ðj þ 3Þ! ð j ¼    ;1; 0; 1; 2; 3Þ; 0 ð jb 4Þ; ð3:1Þ
which satisfy recurrence relation K 0j ðxÞ ¼ Kjþ1ðxÞ. We adopt the abbreviation
Kj ¼ Kjð2Þ and note that Kjð0Þ ¼ 0 ð j0 3Þ, 1 ð j ¼ 3Þ.
In order to explain the meaning of the solvability condition ð1:7Þ and the
orthogonality condition ð1:8Þ, we show the following theorem.
Theorem 3.1.
Case I ða; bÞ ¼ ð0; 1; 0; 1Þ; ð0; 1; 0; 2Þ; ð0; 1; 1; 3Þ; ð0; 1; 2; 3Þ; ð0; 2; 0; 2Þ;
ð0; 2; 1; 3Þ
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For any bounded continuous function f ðxÞ on an interval 1 < x < 1,
BVPða; bÞ has a classical solution uðxÞ expressed as
uðxÞ ¼
ð1
1
Gða; b; x; yÞ f ðyÞ dy ð1 < x < 1Þ: ð3:2Þ
Green functions Gða; b; x; yÞ are given by
Gða; b; x; yÞ
¼ 1
2
2
64K0ðjx yjÞ þ k1
8><
>:
Ka0þb0 Ka1þb0 Kb0ð1 yÞ
Ka0þb1 Ka1þb1 Kb1ð1 yÞ
Ka0ð1þ xÞ Ka1ð1þ xÞ 0


þ
Ka0þb0 Ka1þb0 Kb0ð1 xÞ
Ka0þb1 Ka1þb1 Kb1ð1 xÞ
Ka0ð1þ yÞ Ka1ð1þ yÞ 0


9>=
>;
3
75 ð1 < x; y < 1Þ ð3:3Þ
where k ¼ Ka0þb0 Ka1þb0
Ka0þb1 Ka1þb1

 < 0.
Case II ða; bÞ ¼ ð0; 2; 2; 3Þ; ð1; 3; 1; 3Þ; ð1; 3; 2; 3Þ
Under the solvability condition
ð1
1
f ðyÞjða; b; yÞ dy ¼ 0; ð3:4Þ
uðxÞ is given as
uðxÞ ¼
ð1
1
G0ða; b; x; yÞ f ðyÞ dyþ cjða; b; xÞ ð1 < x < 1Þ ð3:5Þ
where c is an arbitrary constant and G0ða; b; x; yÞ are given by
G0ða; b; x; yÞ ¼ 1
2
"
K0ðjx yjÞ þ K1a0þb0
(
Ka0þb0 Kb0ð1 yÞ
Ka0ð1þ xÞ 0


þ Ka0þb0 Kb0ð1 xÞ
Ka0ð1þ yÞ 0


)#
ð1 < x; y < 1Þ ð3:6Þ
G0ð0; 2; 2; 3; x; yÞ ¼ 1
12
jx yj3 þ 1
24
½x3yþ xy3  ðx3 þ y3Þ þ 3ðx2yþ xy2Þ
 3ðx2 þ y2Þ þ 6xy 2ðxþ yÞ  2 ð3:7Þ
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G0ð1; 3; 1; 3; x; yÞ ¼ 1
12
jx yj3  1
8
½x2y2 þ x2 þ y2  4xyþ 1 ð3:8Þ
G0ð1; 3; 2; 3; x; yÞ ¼ 1
12
jx yj3 þ 1
4
½x2yþ xy2  ðx2 þ y2Þ
þ 4xy ðxþ yÞ  2 ð3:9Þ
which are called the proto Green functions.
Case III ða; bÞ ¼ ð2; 3; 2; 3Þ
Under the solvability conditionð1
1
f ðyÞjiðyÞ dy ¼ 0 ði ¼ 0; 1Þ ð3:10Þ
uðxÞ is given as
uðxÞ ¼
ð1
1
G0ð2; 3; 2; 3; x; yÞ f ðyÞ dyþ c0j0ðxÞ þ c1j1ðxÞ ð1 < x < 1Þ ð3:11Þ
where c0 and c1 are arbitrary constants. The proto Green function G0ð2; 3; 2; 3; x; yÞ
is given by
G0ð2; 3; 2; 3; x; yÞ ¼ 1
2
K0ðjx yjÞ ¼ 1
12
jx yj3 ð1 < x; y < 1Þ: ð3:12Þ
Proof of Theorem 3.1. Let us deﬁne
u ¼
u0
u1
u2
u3
0
BBB@
1
CCCA ¼
u
u 0
u 00
u 000
0
BBB@
1
CCCA; e ¼
0
0
0
1
0
BBB@
1
CCCA; N ¼
0 1 0 0
0 0 1 0
0 0 0 1
0 0 0 0
0
BBB@
1
CCCA
then BVPða; bÞ is rewritten as
u 0 ¼ Nuþ ef ðxÞ ð1 < x < 1Þ
uaið1Þ ¼ ubið1Þ ¼ 0 ði ¼ 0; 1Þ:
 ð3:13Þ
ð3:14Þ
Let EðxÞ be expressed as EðxÞ ¼ expðNxÞ ¼ KðxÞKð0Þ1 where
KðxÞ ¼
K0 K1 K2 K3
K1 K2 K3 K4
K2 K3 K4 K5
K3 K4 K5 K6
0
BBB@
1
CCCAðxÞ; Kð0Þ1 ¼
0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0
0
BBB@
1
CCCA¼ Kð0Þ;
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which is a fundamental solution to the initial value problem E 0 ¼ NE, Eð0Þ ¼ I .
I is a unit matrix. Solving ð3:13Þ, we have
uðxÞ ¼ Eðxþ 1Þuð1Þ þ
ð x
1
Eðx yÞef ðyÞ dy
uðxÞ ¼ Eðx 1Þuð1Þ 
ð1
x
Eðx yÞef ðyÞ dy;
and equivalently,
u0
u1
u2
u3
0
BBB@
1
CCCAðxÞ ¼
K0 K1 K2 K3
K1 K2 K3 K4
K2 K3 K4 K5
K3 K4 K5 K6
0
BBB@
1
CCCAðxþ 1Þ
u3
u2
u1
u0
0
BBB@
1
CCCAð1Þ þ
ð x
1
K0
K1
K2
K3
0
BBB@
1
CCCAðx yÞ f ðyÞ dy
u0
u1
u2
u3
0
BBB@
1
CCCAðxÞ ¼
K0 K1 K2 K3
K1 K2 K3 K4
K2 K3 K4 K5
K3 K4 K5 K6
0
BBB@
1
CCCAðx 1Þ
u3
u2
u1
u0
0
BBB@
1
CCCAð1Þ 
ð1
x
K0
K1
K2
K3
0
BBB@
1
CCCAðx yÞ f ðyÞ dy:
Comparing 0-th row, we have
u0ðxÞ ¼ ðKa0 ;Ka1Þðxþ 1Þ
u3a0
u3a1
 
ð1Þ þ ðK3a0 ;K3a1Þðxþ 1Þ
ua0
ua1
 
ð1Þ
þ
ð x
1
K0ðx yÞ f ðyÞ dy
u0ðxÞ ¼ ðKb0 ;Kb1Þðx 1Þ
u3b0
u3b1
 
ð1Þ þ ðK3b0 ;K3b1Þðx 1Þ
ub0
ub1
 
ð1Þ

ð1
x
K0ðx yÞ f ðyÞ dy:
Employing the boundary conditions ð3:14Þ, we have
u0ðxÞ ¼ ðKa0 ;Ka1Þðxþ 1Þ
u3a0
u3a1
 
ð1Þ þ
ð x
1
K0ðx yÞ f ðyÞ dy ð3:15Þ
u0ðxÞ ¼ ðKb0 ;Kb1Þðx 1Þ
u3b0
u3b1
 
ð1Þ 
ð1
x
K0ðx yÞ f ðyÞ dy: ð3:16Þ
Noting K0ðx yÞ ¼ K0ðy xÞ and taking an average of ð3:15Þ and ð3:16Þ, we
have
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u0ðxÞ ¼ 1
2
ðKa0 ;Ka1Þðxþ 1Þ
u3a0
u3a1
 
ð1Þ þ 1
2
ðKb0 ;Kb1Þðx 1Þ
u3b0
u3b1
 
ð1Þ
þ
ð1
1
1
2
K0ðjx yjÞ f ðyÞ dy: ð3:17Þ
Taking bi-th derivative for ð3:15Þ and ai-th derivative for ð3:16Þ, we obtain
ubiðxÞ ¼ ðKa0þbi ;Ka1þbiÞðxþ 1Þ
u3a0
u3a1
 
ð1Þ þ
ð x
1
Kbiðx yÞ f ðyÞ dy ð3:18Þ
uaiðxÞ ¼ ðKaiþb0 ;Kaiþb1Þðx 1Þ
u3b0
u3b1
 
ð1Þ 
ð1
x
Kaiðx yÞ f ðyÞ dy: ð3:19Þ
Putting x ¼ 1 in ð3:18Þ and x ¼ 1 in ð3:19Þ and considering the boundary
condition ð3:14Þ again, we obtain
Ka0þb0 Ka1þb0
Ka0þb1 Ka1þb1
 
ð2Þ u3a0
u3a1
 
ð1Þ ¼ 
ð1
1
Kb0
Kb1
 
ð1 yÞ f ðyÞ dy ð3:20Þ
Ka0þb0 Ka0þb1
Ka1þb0 Ka1þb1
 
ð2Þ u3b0
u3b1
 
ð1Þ ¼
ð1
1
Ka0
Ka1
 
ð1 yÞ f ðyÞ dy: ð3:21Þ
Case I Since two matrices on the left hand side of ð3:20Þ and ð3:21Þ are
conﬁrmed to be invertible, we have
u3a0
u3a1
 
ð1Þ ¼ 
ð1
1
Ka0þb0 Ka1þb0
Ka0þb1 Ka1þb1
 1
ð2Þ Kb0
Kb1
 
ð1 yÞ f ðyÞ dy
u3b0
u3b1
 
ð1Þ ¼
ð1
1
Ka0þb0 Ka0þb1
Ka1þb0 Ka1þb1
 1
ð2Þ Ka0
Ka1
 
ð1 yÞ f ðyÞ dy:
Noting u ¼ u0 and substituting above two equalities into ð3:17Þ, we have
uðxÞ ¼
ð1
1
Gðx; yÞ f ðyÞ dy ð1 < x < 1Þ
where
Gðx; yÞ ¼ 1
2
"
K0ðjx yjÞ  ðKa0 ;Ka1Þðxþ 1Þ
Ka0þb0 Ka1þb0
Ka0þb1 Ka1þb1
 1
ð2Þ Kb0
Kb1
 
ð1 yÞ
þ ðKb0 ;Kb1Þðx 1Þ
Ka0þb0 Ka0þb1
Ka1þb0 Ka1þb1
 1
ð2Þ Ka0
Ka1
 
ð1 yÞ
#
: ð3:22Þ
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Since KiðxÞ ¼ ð1Þ iþ1KiðxÞ, we have
ðKb0 ;Kb1Þðx 1Þ ¼ ðKb0 ;Kb1Þð1 xÞ
ð1Þb0þ1 0
0 ð1Þb1þ1
 !
;
Ka0þb0 Ka0þb1
Ka1þb0 Ka1þb1
 
ð2Þ ¼  ð1Þ
a0þ1 0
0 ð1Þa1þ1
 !
Ka0þb0 Ka0þb1
Ka1þb0 Ka1þb1
 
ð2Þ
 ð1Þ
b0þ1 0
0 ð1Þb1þ1
 !
;
Ka0
Ka1
 
ð1 yÞ ¼ ð1Þ
a0þ1 0
0 ð1Þa1þ1
 !
Ka0
Ka1
 
ð1þ yÞ:
ð3:22Þ is rewritten as
Gðx; yÞ ¼ 1
2
"
K0ðjx yjÞ  ðKa0 ;Ka1Þð1þ xÞ
Ka0þb0 Ka1þb0
Ka0þb1 Ka1þb1
 1
Kb0
Kb1
 
ð1 yÞ
 ðKa0 ;Ka1Þð1þ yÞ
Ka0þb0 Ka1þb0
Ka0þb1 Ka1þb1
 1
Kb0
Kb1
 
ð1 xÞ
#
;
where Kj ¼ Kjð2Þ. The equivalence between the above expression and ð3:3Þ is
shown from the following well-known fact, that is, for any N N regular matrix
A and N  1 matrices a and b, the equality
taA1b ¼  A b
ta 0



jAj
holds. Inserting ð3:1Þ into ð3:3Þ, we have ð1:10Þ@ð1:15Þ in Theorem 1.1(2).
Case II ða; bÞ ¼ ð0; 2; 2; 3Þ ð3:20Þ and ð3:21Þ are rewritten as
K2 0
K3 0
 
ð2Þ u3
u1
 
ð1Þ ¼ 
ð1
1
K2
K3
 
ð1 yÞ f ðyÞ dy ð3:23Þ
K2 K3
0 0
 
ð2Þ u1
u0
 
ð1Þ ¼
ð1
1
K0
K2
 
ð1 yÞ f ðyÞ dy: ð3:24Þ
From the 1st row of ð3:24Þ, we have the solvability condition ð3:4Þ and
u3ð1Þ ¼ 
ð1
1
1
K2
K2ð1 yÞ f ðyÞ dy ¼ 
ð1
1
1
K3
K3ð1 yÞ f ðyÞ dy;
u1ð1Þ ¼ K3
K2
u0ð1Þ þ
ð1
1
1
K2
K0ð1þ yÞ f ðyÞ dy:
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Substituting these equations into ð3:17Þ, we have ð3:5Þ where
G0ðx; yÞ ¼ 1
2
K0ðjx yjÞ  1
K2
fK0ð1þ xÞK2ð1 yÞ þ K2ð1 xÞK0ð1þ yÞg
 
;
from which we obtain ð3:6Þ, or equivalently ð3:7Þ.
Case II ða; bÞ ¼ ð1; 3; 1; 3Þ ð3:20Þ and ð3:21Þ are rewritten as
K2 0
0 0
 
ð2Þ u2
u0
 
ð1Þ ¼ 
ð1
1
K1
K3
 
ð1 yÞ f ðyÞ dy
K2 0
0 0
 
ð2Þ u2
u0
 
ð1Þ ¼
ð1
1
K1
K3
 
ð1 yÞ f ðyÞ dy:
From above, we have ð3:4Þ and
u2ð1Þ ¼ 
ð 1
1
1
K2
K1ð1 yÞ f ðyÞ dy; u2ð1Þ ¼ 
ð1
1
1
K2
K1ð1þ yÞ f ðyÞ dy:
Substituting these equations into ð3:17Þ, we have ð3:5Þ where
G0ðx; yÞ ¼ 1
2
K0ðjx yjÞ  1
K2
fK1ð1þ xÞK1ð1 yÞ þ K1ð1 xÞK1ð1þ yÞg
 
;
from which we obtain ð3:6Þ, or equivalently ð3:8Þ.
Case II ða; bÞ ¼ ð1; 3; 2; 3Þ ð3:20Þ and ð3:21Þ are rewritten as
K3 0
0 0
 
ð2Þ u2
u0
 
ð1Þ ¼ 
ð1
1
K2
K3
 
ð1 yÞ f ðyÞ dy
K3 0
0 0
 
ð2Þ u1
u0
 
ð1Þ ¼
ð1
1
K1
K3
 
ð1 yÞ f ðyÞ dy:
From above, we have ð3:4Þ and
u2ð1Þ ¼ 
ð1
1
1
K3
K2ð1 yÞ f ðyÞ dy; u1ð1Þ ¼
ð1
1
1
K3
K1ð1þ yÞ f ðyÞ dy:
Substituting these equations into ð3:17Þ, we have ð3:5Þ where
G0ðx; yÞ ¼ 1
2
K0ðjx yjÞ  1
K3
fK1ð1þ xÞK2ð1 yÞ þ K2ð1 xÞK1ð1þ yÞg
 
;
from which we obtain ð3:6Þ, or equivalently ð3:9Þ.
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Case III From ð3:20Þ and ð3:21Þ, we have
ð1
1
f ðyÞ ¼ 0;
ð1
1
yf ðyÞ ¼ 0
or equivalently ð3:10Þ. From ð3:17Þ, we have ð3:11Þ and ð3:12Þ. 9
4. Green Function
In this section, we give a proof of Theorem 1.1 and investigate the properties
of Green function. The important aim of this section is to construct unique Green
functions in cases II and III.
The advantage of the method of symmetric orthogonalization is as follows.
The orthogonality (Theorem 4.1 (5)) and the symmetry (Gðx; yÞ ¼ Gðy; xÞ) assure
the uniqueness of the solution. Moreover, thus obtained Green function is a
reproducing kernel as shown in section 5.
Starting from the proto Green function G0ðx; yÞ, we can construct Green
function Gðx; yÞ which has both symmetric and orthogonal properties, as is
shown later in Lemma 4.2 and Lemma 4.3. We call this procedure generating
Gðx; yÞ from G0ðx; yÞ ‘‘the method of symmetric orthogonalization’’.
We start with the following lemma, which plays an important role in
performing the symmetric orthogonalization method.
Lemma 4.1.
ð1
1
K0ðjx yjÞ dy ¼ K1ð1þ xÞ þ K1ð1 xÞ ¼ 1
12
½x4 þ 6x2 þ 1 ð4:1Þ
ð1
1
K0ðjx yjÞð1þ yÞ dy ¼ K2ð1þ xÞ  K2ð1 xÞ þ 2K1ð1 xÞ
¼ 1
60
½x5 þ 5x4  10x3 þ 30x2  15xþ 5 ð4:2Þ
ð1
1
K0ðjx yjÞy dy ¼ K2ð1þ xÞ  K2ð1 xÞ  K1ð1þ xÞ þ K1ð1 xÞ
¼ 1
60
½x5  10x3  15x ð4:3Þ
ð1
1
Kjð1þ yÞ dy ¼
ð 1
1
Kjð1 yÞ dy ¼ Kj1 ð j0 4Þ ð4:4Þ
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ð1
1
Kjð1þ yÞð1þ yÞ dy ¼ 2Kj1  Kj2 ð j0 5Þ ð4:5Þ
ð1
1
Kjð1 yÞð1þ yÞ dy ¼ Kj2 ð j0 4; 5Þ ð4:6Þ
Since the above lemma is shown through direct calculations, we omit its
proof.
Lemma 4.2 (Case II). For any bounded continuous function f ðxÞ
ð1 < x < 1Þ satisfying ð1
1
f ðyÞjðyÞ dy ¼ 0;
the boundary value problem
uð4Þ ¼ f ðxÞ ð1 < x < 1Þ
uðaiÞð1Þ ¼ uðbiÞð1Þ ¼ 0 ði ¼ 0; 1Þð 1
1
uðxÞjðxÞ dx ¼ 0
8>>><
>>>:
has a unique classical solution uðxÞ expressed as
uðxÞ ¼
ð1
1
Gðx; yÞ f ðyÞ dy ð1 < x < 1Þ ð4:7Þ
where Gðx; yÞ ¼ Gða; b; x; yÞ are Green functions which are constructed by the
following formula:
Gðx; yÞ ¼ G0ðx; yÞ  cðxÞjðyÞ  cðyÞjðxÞ þ gjðxÞjðyÞ ð1 < x; y < 1Þ ð4:8Þ
where
cðxÞ ¼
ð1
1
G0ðx; yÞjðyÞ dy ð1 < x < 1Þ ð4:9Þ
g ¼
ð1
1
ð1
1
jðxÞG0ðx; yÞjðyÞ dydx ¼
ð1
1
jðxÞcðxÞ dx
¼
ð1
1
cðyÞjðyÞ dy: ð4:10Þ
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jðxÞ ¼ jða; b; xÞ is the normalized eigenfunction of EVPða; bÞ in ð1:5Þ corre-
sponding to the eigen value l ¼ 0. The concrete formulae of Gðx; yÞ are given by
ð1:16Þ@ð1:18Þ.
Proof of Lemma 4.2. It is easy to show
Ð 1
1 jðxÞGðx; yÞ dx ¼ 0 for any ﬁxed
y ð1a ya 1Þ. Hence, Ð 11 jðxÞuðxÞ dx ¼ 0 holds. From Theorem 3.1, ð4:7Þ is a
unique solution to BVPða; bÞ. 9
Let us calculate the concrete forms of Green function.
Proof of Theorem 1.1(2) (1.16)@(1.18). It is enough to ﬁnd concrete forms
of cðxÞ and g, which are obtained by substituting ð3:6Þ into ð4:9Þ and ð4:10Þ.
ða; bÞ ¼ ð0; 2; 2; 3Þ Using ð4:2Þ, ð4:5Þ and ð4:6Þ, we have
cðxÞ ¼
ð1
1
G0ðx; yÞjðyÞ dy ¼ 1
2
ﬃﬃﬃ
3
8
r "
K2ð1þ xÞ  K2ð1 xÞ þ 2K1ð1 xÞ
þ K12
K2 K0
K0ð1þ xÞ 0

þ K2 K2ð1 xÞ2K1  K2 0


( )#
¼ 1
360
ﬃﬃﬃ
3
8
r
½3x5 þ 15x4  50x3 þ 30x2  9x 101;
g ¼
ð1
1
cðxÞjðxÞ dx ¼ 3
8
2K3  K4 þ K12
K2 K0
2K1  K2 0


" #
¼  22
105
:
ða; bÞ ¼ ð1; 3; 1; 3Þ Using ð4:1Þ and ð4:4Þ, we have
cðxÞ ¼
ð1
1
G0ðx; yÞjðyÞ dy ¼ 1
2
ﬃﬃﬃ
2
p
"
K1ð1þ xÞ þ K1ð1 xÞ
þ K12
K2 K0
K1ð1þ xÞ 0

þ K2 K1ð1 xÞK0 0


( )#
¼ 1
24
ﬃﬃﬃ
2
p ½x4  2x2  7;
g ¼
ð 1
1
cðxÞjðxÞ dx ¼ 1
2
K2 þ K12
K2 K0
K0 0


" #
¼  14
45
:
ða; bÞ ¼ ð1; 3; 2; 3Þ Using ð4:1Þ and ð4:4Þ, we have
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cðxÞ ¼
ð1
1
G0ðx; yÞjðyÞ dy ¼ 1
2
ﬃﬃﬃ
2
p
"
K1ð1þ xÞ þ K1ð1 xÞ
þ K13
K3 K1
K1ð1þ xÞ 0

þ K3 K2ð1 xÞK0 0


( )#
¼ 1
24
ﬃﬃﬃ
2
p ½x4  6x2  8x 27;
g ¼
ð1
1
cðxÞjðxÞ dx ¼ 1
2
K2 þ K13
K3 K1
K0 0


" #
¼  6
5
:
In the above three cases, inserting the above cðxÞ and g into ð4:8Þ, we obtain
ð1:16Þ@ð1:18Þ. 9
Lemma 4.3 (Case III). For any bounded continuous function f ðxÞ
ð1 < x < 1Þ satisfying ð 1
1
f ðyÞjiðyÞ dy ¼ 0 ði ¼ 0; 1Þ;
the boundary value problem
uð4Þ ¼ f ðxÞ ð1 < x < 1Þ
uðaiÞð1Þ ¼ uðbiÞð1Þ ¼ 0 ði ¼ 0; 1Þð 1
1
uðxÞjiðxÞ dx ¼ 0 ði ¼ 0; 1Þ
8>>><
>>>:
has a unique classical solution uðxÞ expressed as
uðxÞ ¼
ð1
1
Gðx; yÞ f ðyÞ dy ð1 < x < 1Þ ð4:11Þ
where Gðx; yÞ ¼ Gða; b; x; yÞ is Green function which can be constructed by the
following formula:
Gðx; yÞ ¼ G0ðx; yÞ 
X1
i¼0
½ciðxÞjiðyÞ þ ciðyÞjiðxÞ
þ
X1
i; j¼0
gijjiðxÞjjðyÞ ð1 < x; y < 1Þ ð4:12Þ
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where
ciðxÞ ¼
ð1
1
G0ðx; yÞjiðyÞ dy ði ¼ 0; 1;1 < x < 1Þ ð4:13Þ
gij ¼
ð1
1
ð1
1
jiðxÞG0ðx; yÞjjðyÞ dydx ¼
ð1
1
jiðxÞcjðxÞ dx
¼
ð1
1
ciðyÞjjðyÞ dy ði; j ¼ 0; 1Þ: ð4:14Þ
jiðxÞ is the normalized eigenfunction of EVPða; bÞ in ð1:6Þ corresponding to the
eigen value l ¼ 0. The concrete formula of Gðx; yÞ is given by ð1:19Þ.
Proof of Lemma 4.3. It is easy to show
Ð 1
1 jiðxÞGðx; yÞ dx ¼ 0 for any
ﬁxed y ð1a ya 1Þ. Hence, Ð 11 jiðxÞuðxÞ dx ¼ 0 holds. From Theorem 3.1,
ð4:11Þ is a unique solution to BVPð2; 3; 2; 3Þ. 9
Let us calculate concrete forms of Green function.
Proof of Theorem 1.1(2) (1.19). Substituting ð3:12Þ into ð4:13Þ and ð4:14Þ,
we have
c0ðxÞ ¼
1
24
ﬃﬃﬃ
2
p ½x4 þ 6x2 þ 1; c1ðxÞ ¼
1
120
ﬃﬃﬃ
3
2
r
½x5  10x3  15x;
g00 ¼ 2
15
; g01 ¼ g10 ¼ 0; g11 ¼  6
35
:
Inserting the above ciðxÞ and gij into ð4:12Þ, we obtain ð1:19Þ. 9
Theorem 4.1. Green functions Gðx; yÞ ¼ Gða; b; x; yÞ satisfy the following
properties:
(1) q4xGðx; yÞ
¼
0 ða; bÞ ¼ ð0; 1; 0; 1Þ; ð0; 1; 0; 2Þ; ð0; 1; 1; 3Þ;
ð0; 1; 2; 3Þ; ð0; 2; 0; 2Þ; ð0; 2; 1; 3Þ
jða; b; xÞjða; b; yÞ ða; bÞ ¼ ð0; 2; 2; 3Þ; ð1; 3; 1; 3Þ; ð1; 3; 2; 3Þ
j0ðxÞj0ðyÞ  j1ðxÞj1ðyÞ ða; bÞ ¼ ð2; 3; 2; 3Þ
8>><
>>:
ð1 < x; y < 1; x0 yÞ
(2) qaix Gðx; yÞjx¼1 ¼ qbix Gðx; yÞjx¼1 ¼ 0 ði ¼ 0; 1; 1 < y < 1Þ
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(3) q ixGðx; yÞjy¼x0  q ixGðx; yÞjy¼xþ0 ¼
0 ð0a ia 2Þ
1 ði ¼ 3Þ ð1 < x < 1Þ

(4) q ixGðx; yÞjx¼yþ0  q ixGðx; yÞjx¼y0 ¼
0 ð0a ia 2Þ
1 ði ¼ 3Þ ð1 < y < 1Þ

(5)
ð1
1
jða; b; xÞGðx; yÞ dx ¼ 0 ða; bÞ ¼ ð0; 2; 2; 3Þ; ð1; 3; 1; 3Þ; ð1; 3; 2; 3Þ
ð1
1
jiðxÞGðx; yÞ dx ¼ 0 ði ¼ 0; 1Þ; ða; bÞ ¼ ð2; 3; 2; 3Þ ð1 < y < 1Þ:
Proof of Theorem 4.1. We give concrete forms of i-th derivative ði ¼ 0; 1;
2; 3; 4Þ of Green functions in Appendix, from which (1), (2), (3) are derived.
(4) follows from (3). (5) is given by ð4:8Þ and ð4:12Þ. Thus we have Theorem
4.1. 9
Proof of Theorem 1.1(1). The uniqueness of the solution was shown by
Theorem 3.1, Lemma 4.2 and Lemma 4.3. Di¤erentiating uðxÞð1 < x < 1Þ in
ð1:9Þ i ð0a ia 4Þ times and using Theorem 4.1 (1), (2), (3) and (5), we can show
that the existence of the solution. 9
5. Reproducing Kernel
In this section, it is shown that Green function Gðx; yÞ is a reproducing
kernel for a set of Hilbert space H and its inner product ð ; ÞH , which is
introduced in section 2.
Theorem 5.1. (1) For any uðxÞ A H, we have the reproducing relation
uðyÞ ¼ ðuðxÞ;Gðx; yÞÞH ¼
ð1
1
u 00ðxÞq2xGðx; yÞ dx ð1a ya 1Þ: ð5:1Þ
This means that Green function Gðx; yÞ is a reproducing kernel for fH; ð ; ÞHg.
(2) Gðy; yÞ ¼
ð1
1
jq2xGðx; yÞj2 dx ð1a ya 1Þ: ð5:2Þ
Proof of Theorem 5.1. For functions u ¼ uðxÞ A H and v ¼ vðxÞ ¼ Gðx; yÞ
with y arbitrarily ﬁxed in 1a ya 1, integrating the identity
u 00v 00 ¼ ½u 0v 00  uv 000 0 þ uvð4Þ
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with respect to x on intervals 1 < x < y and y < x < 1, we have
ð1
1
u 00ðxÞv 00ðxÞ dx
¼ ½u 0ðxÞv 00ðxÞ  uðxÞv 000ðxÞ

x¼y0
x¼1
þ

x¼1
x¼yþ0
( )
þ
ð1
1
uðxÞvð4ÞðxÞ dx
¼ u 0ð1Þv 00ð1Þ  uð1Þv 000ð1Þ  u 0ð1Þv 00ð1Þ þ uð1Þv 000ð1Þ
þ u 0ðyÞ½v 00ðy 0Þ  v 00ðyþ 0Þ  uðyÞ½v 000ðy 0Þ  v 000ðyþ 0Þ
þ
ð1
1
uðxÞvð4ÞðxÞ dx ¼ uðyÞ:
In the last equality, we have employed Theorem 4.1. This proves (1). (2) fol-
lows from (1) by putting uðxÞ ¼ Gðx; yÞ in ð5:1Þ. We have proved Theorem
5.1. 9
6. Sobolev Inequality
In this section, we give a proof of Theorem 2.1(1).
Proof of Theorem 2.1(1). Applying Schwarz inequality to ð5:1Þ and using
ð5:2Þ, we have
juðyÞj2a
ð1
1
jq2xGðx; yÞj2 dx
ð1
1
ju 00ðxÞj2 dx ¼ Gðy; yÞ
ð1
1
ju 00ðxÞj2 dx:
Noting that Cða; bÞ ¼ max
jyja1
Gðy; yÞ ¼ Gðy0; y0Þ, we have Sobolev inequality
sup
jyja1
juðyÞj
 !2
aCða; bÞ
ð1
1
ju 00ðxÞj2 dx: ð6:1Þ
This inequality shows that ð ; ÞH is positive deﬁnite. It should be noted that it
requires Schwarz inequality but does not require ‘‘positive deﬁniteness’’ of the
inner product to prove ð6:1Þ.
In the second place, we apply this inequality to uðxÞ ¼ Gðx; y0Þ A H and
have
sup
jyja1
jGðy; y0Þj
 !2
aCða; bÞ
ð 1
1
jq2xGðx; y0Þj2 dx ¼ ðCða; bÞÞ2:
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Combining this and trivial inequality
ðCða; bÞÞ2 ¼ ðGðy0; y0ÞÞ2a sup
jyja1
jGðy; y0Þj
 !2
;
we have
ðCða; bÞÞ2a sup
jyja1
jGðy; y0Þj
 !2
aCða; bÞ
ð1
1
jq2xGðx; y0Þj2 dx ¼ ðCða; bÞÞ2:
Hence we obtain
sup
jyja1
jGðy; y0Þj
 !2
¼ Cða; bÞ
ð1
1
jq2xGðx; y0Þj2 dx ð6:2Þ
which completes the proof of Theorem 2.1(1). 9
7. The Best Constant of Sobolev Inequality
In this section, we calculate the best constant Cða; bÞ in Theorem 2.1(2),
which is given by
Cða; bÞ ¼ max
jyja1
jGða; b; y; yÞj ¼ max
jyja1
Gða; b; y; yÞ:
It should be noted that from ð5:2Þ diagonal values Gða; b; y; yÞ ð1a ya 1Þ are
non-negative.
Proof of Theorem 2.1(2).
(1) ða; bÞ ¼ ð0; 1; 0; 1Þ: Since Gðy; yÞ ¼ 1
24
ð1 y2Þ3, we have Cð0; 1; 0; 1Þ ¼
Gð0; 0Þ ¼ 1
24
.
(2) ða; bÞ ¼ ð0; 1; 0; 2Þ: Since
Gðy; yÞ ¼ 1
96
½y6 þ 6y5 þ 9y4  12y3  15y2 þ 6yþ 7
¼ 1
96
ð7 yÞð1 yÞ2ð1þ yÞ3
d
dy
Gðy; yÞ ¼ 1
16
ð1 yÞð1þ yÞ2ðy2  6yþ 1Þ
> 0 ð1 < y < y0Þ
¼ 0 ðy ¼ y0Þ
< 0 ðy0 < y < 1Þ;
8><
>:
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where y0 ¼ 3 2
ﬃﬃﬃ
2
p
, we have
Cð0; 1; 0; 2Þ ¼ Gðy0; y0Þ ¼ 8
3
ð17 12
ﬃﬃﬃ
2
p
Þ:
(3) ða; bÞ ¼ ð0; 1; 1; 3Þ: Since Gðy; yÞ ¼ 1
24
½3y4  4y3 þ 6y2 þ 12yþ 5, we
have
Gð1; 1Þ  Gðy; yÞ ¼ 1
24
ð1 yÞ2 3 yþ 5
3
 2
þ 8
3
" #
b 0 ð1a ya 1Þ
and therefore Cð0; 1; 1; 3Þ ¼ Gð1; 1Þ ¼ 23 .
(4) ða; bÞ ¼ ð0; 1; 2; 3Þ: Since Gðy; yÞ ¼ 13 ð1þ yÞ3, we have Cð0; 1; 2; 3Þ ¼
Gð1; 1Þ ¼ 83 .
(5) ða; bÞ ¼ ð0; 2; 0; 2Þ: Since Gðy; yÞ ¼ 16 ð1 y2Þ2, we have Cð0; 2; 0; 2Þ ¼
Gð0; 0Þ ¼ 16 .
(6) ða; bÞ ¼ ð0; 2; 1; 3Þ: Since Gðy; yÞ ¼ 23 ½y3 þ 3yþ 2, we have
Gð1; 1Þ  Gðy; yÞ ¼ 2
3
ð1 yÞ2ð2þ yÞb 0 ð1a ya 1Þ
and therefore Cð0; 2; 1; 3Þ ¼ Gð1; 1Þ ¼ 83 .
(7) ða; bÞ ¼ ð0; 2; 2; 3Þ: Since Gðy; yÞ ¼ 1
3360
½21y6  126y5 þ 525y4 þ 700y3
 411y2  318yþ 163 we have
Gð1; 1Þ  Gðy; yÞ ¼ 1
3360
ð1 yÞ½21y5  147y4 þ 378y3 þ 1078y2 þ 667yþ 349
¼ 1
3360
ð1 yÞ
"
21ð1 y5Þ þ 147ð1 y4Þ þ 378y2ð1þ yÞ
þ 700 yþ 667
1400
 2
þ 61911
2800
#
b 0 ð1a ya 1Þ
and therefore Cð0; 2; 2; 3Þ ¼ Gð1; 1Þ ¼ 16
105
.
(8) ða; bÞ ¼ ð1; 3; 1; 3Þ: Since Gðy; yÞ ¼ 1
90
½16 15ð1 y2Þ2, we have
Cð1; 3; 1; 3Þ ¼ Gð1;1Þ ¼ Gð1; 1Þ ¼ 8
45
:
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(9) ða; bÞ ¼ ð1; 3; 2; 3Þ: Since Gðy; yÞ ¼ 1
120
½5y4 þ 60y3 þ 90y2  20yþ 3,
we have
Gð1; 1Þ  Gðy; yÞ ¼ 1
24
ð1 yÞ y2ð1 yÞ þ 10 yþ 29
20
 2
þ 159
40
" #
b 0 ð1a ya 1Þ
and therefore Cð1; 3; 2; 3Þ ¼ Gð1; 1Þ ¼ 16
15
.
(10) ða; bÞ ¼ ð2; 3; 2; 3Þ: Since Gðy; yÞ ¼ 1
840
½21y6 þ 175y4  111y2 þ 21,
we have
Gð1; 1Þ  Gðy; yÞ ¼ 1
840
ð1 y2Þ½43þ 133y2 þ 21y2ð1 y2Þb 0 ð1a ya 1Þ
and therefore Cð2; 3; 2; 3Þ ¼ Gð1;1Þ ¼ Gð1; 1Þ ¼ 8
105
. This completes the proof
of Theorem 2.1(2). 9
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Appendix
We have list Gðx; yÞ and its i-th derivatives ð1a ia 4Þ, which are used in the
proof of Theorem 4.1. We remark 1 < x; y < 1 and x0 y.
(1) Gðx; yÞ ¼ Gð0; 1; 0; 1; x; yÞ
Gðx; yÞ ¼ 1
12
jx yj3 þ 1
24
½x3y3 þ 3ðx3yþ xy3Þ  3x2y2  3ðx2 þ y2Þ
þ 3xyþ 1
qxGðx; yÞ ¼ 1
4
sgnðx yÞjx yj2 þ 1
8
½x2y3 þ 3x2yþ y3  2xy2  2xþ y
q2xGðx; yÞ ¼
1
2
jx yj þ 1
4
½xy3 þ 3xy y2  1
q3xGðx; yÞ ¼
1
2
sgnðx yÞ þ 1
4
½y3 þ 3y
q4xGðx; yÞ ¼ 0:
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(2) Gðx; yÞ ¼ Gð0; 1; 0; 2; x; yÞ
Gðx; yÞ ¼ 1
12
jx yj3 þ 1
96
½x3y3 þ 3ðx3y2 þ x2y3Þ þ 9ðx3yþ xy3Þ  9x2y2
 3ðx3 þ y3Þ  3ðx2yþ xy2Þ  15ðx2 þ y2Þ þ 15xyþ 3ðxþ yÞ þ 7
qxGðx; yÞ ¼ 1
4
sgnðx yÞjx yj2 þ 1
32
½x2y3 þ 3x2y2 þ 2xy3 þ 9x2y
þ 3y3  6xy2  3x2  2xy y2  10xþ 5yþ 1
q2xGðx; yÞ ¼
1
2
jx yj þ 1
16
½xy3 þ 3xy2 þ y3 þ 9xy 3y2  3x y 5
q3xGðx; yÞ ¼
1
2
sgnðx yÞ þ 1
16
½y3 þ 3y2 þ 9y 3
q4xGðx; yÞ ¼ 0:
(3) Gðx; yÞ ¼ Gð0; 1; 1; 3; x; yÞ
Gðx; yÞ ¼ 1
12
jx yj3 þ 1
24
½3x2y2  2ðx3 þ y3Þ  3ðx2 þ y2Þ þ 12xy
þ 6ðxþ yÞ þ 5
qxGðx; yÞ ¼ 1
4
sgnðx yÞjx yj2 þ 1
4
½xy2  x2  xþ 2yþ 1
q2xGðx; yÞ ¼
1
2
jx yj  1
4
½y2 þ 2xþ 1
q3xGðx; yÞ ¼
1
2
½sgnðx yÞ  1
q4xGðx; yÞ ¼ 0:
(4) Gðx; yÞ ¼ Gð0; 1; 2; 3; x; yÞ
Gðx; yÞ ¼ 1
12
½jx yj3  ðx3 þ y3Þ þ 3ðx2yþ xy2Þ þ 12xyþ 6ðxþ yÞ þ 4
qxGðx; yÞ ¼ 1
4
½sgnðx yÞjx yj2  x2 þ 2xyþ y2 þ 4yþ 2
q2xGðx; yÞ ¼
1
2
½jx yj  xþ y
q3xGðx; yÞ ¼
1
2
½sgnðx yÞ  1
q4xGðx; yÞ ¼ 0:
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(5) Gðx; yÞ ¼ Gð0; 2; 0; 2; x; yÞ
Gðx; yÞ ¼ 1
12
½jx yj3 þ x3yþ xy3  3ðx2 þ y2Þ þ 2xyþ 2
qxGðx; yÞ ¼ 1
12
½3 sgnðx yÞjx yj2 þ 3x2yþ y3  6xþ 2y
q2xGðx; yÞ ¼
1
2
½jx yj þ xy 1
q3xGðx; yÞ ¼
1
2
½sgnðx yÞ þ y
q4xGðx; yÞ ¼ 0:
(6) Gðx; yÞ ¼ Gð0; 2; 1; 3; x; yÞ
Gðx; yÞ ¼ 1
12
½jx yj3  ðx3 þ y3Þ  3ðx2yþ xy2Þ  6ðx2 þ y2Þ þ 12xy
þ 12ðxþ yÞ þ 16
qxGðx; yÞ ¼ 1
4
½sgnðx yÞjx yj2  x2  2xy y2  4xþ 4yþ 4
q2xGðx; yÞ ¼
1
2
½jx yj  x y 2
q3xGðx; yÞ ¼
1
2
½sgnðx yÞ  1
q4xGðx; yÞ ¼ 0:
(7) Gðx; yÞ ¼ Gð0; 2; 2; 3; x; yÞ
Gðx; yÞ ¼ 1
12
jx yj3 þ 1
6720
½21ðx5yþ xy5Þ  21ðx5 þ y5Þ  105ðx4yþ xy4Þ
 105ðx4 þ y4Þ þ 630ðx3yþ xy3Þ þ 70ðx3 þ y3Þ þ 630ðx2yþ xy2Þ
 1050ðx2 þ y2Þ þ 1278xy 318ðxþ yÞ þ 326
qxGðx; yÞ ¼ 1
4
sgnðx yÞjx yj2 þ 1
2240
½35x4y 7y5  35x4  140x3y
 35y4  140x3 þ 630x2yþ 210y3 þ 70x2 þ 420xyþ 210y2
 700xþ 426y 106
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q2xGðx; yÞ ¼
1
2
jx yj þ 1
16
½x3y x3  3x2y 3x2 þ 9xyþ xþ 3y 5
q3xGðx; yÞ ¼
1
2
sgnðx yÞ þ 1
16
½3x2y 3x2  6xy 6xþ 9yþ 1
q4xGðx; yÞ ¼ 
3
8
ðxþ 1Þðyþ 1Þ ¼ jðxÞjðyÞ:
(8) Gðx; yÞ ¼ Gð1; 3; 1; 3; x; yÞ
Gðx; yÞ ¼ 1
12
jx yj3  1
48
½x4 þ y4 þ 6x2y2 þ 4ðx2 þ y2Þ  24xy þ 1
90
qxGðx; yÞ ¼ 1
4
sgnðx yÞjx yj2  1
12
½x3 þ 3xy2 þ 2x 6y
q2xGðx; yÞ ¼
1
2
jx yj  1
12
½3x2 þ 3y2 þ 2
q3xGðx; yÞ ¼
1
2
½sgnðx yÞ  x
q4xGðx; yÞ ¼ 
1
2
¼ jðxÞjðyÞ:
(9) Gðx; yÞ ¼ Gð1; 3; 2; 3; x; yÞ
Gðx; yÞ ¼ 1
12
jx yj3 þ 1
48
½ðx4 þ y4Þ þ 12ðx2yþ xy2Þ  6ðx2 þ y2Þ
þ 48xy 4ðxþ yÞ þ 1
40
qxGðx; yÞ ¼ 1
4
sgnðx yÞjx yj2 þ 1
12
½x3 þ 6xyþ 3y2  3xþ 12y 1
q2xGðx; yÞ ¼
1
2
jx yj þ 1
4
½x2 þ 2y 1
q3xGðx; yÞ ¼
1
2
½sgnðx yÞ  x
q4xGðx; yÞ ¼ 
1
2
¼ jðxÞjðyÞ:
(10) Gðx; yÞ ¼ Gð2; 3; 2; 3; x; yÞ
Gðx; yÞ ¼ 1
12
jx yj3  1
1680
½21ðx5yþ xy5Þ þ 35ðx4 þ y4Þ  210ðx3yþ xy3Þ
þ 210ðx2 þ y2Þ  198xy þ 1
40
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qxGðx; yÞ ¼ 1
4
sgnðx yÞjx yj2  1
1680
½105x4yþ 21y5 þ 140x3  630x2y
 210y3 þ 420x 198y
q2xGðx; yÞ ¼
1
2
jx yj  1
4
½x3yþ x2  3xyþ 1
q3xGðx; yÞ ¼
1
2
sgnðx yÞ  1
4
½3x2yþ 2x 3y
q4xGðx; yÞ ¼ 
1
2
 3
2
xy ¼ j0ðxÞj0ðyÞ  j1ðxÞj1ðyÞ:
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