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Résumé
Le suivi temps-réel d’un objet dans une séquence d’images
reste un problème sensible quand il s’agit d’obtenir des
résultats précis et de prendre en compte d’occultations.
La méthode décrite dans cet article permet un suivi plus
efficace d’objets planaires sans utiliser de marqueurs
spécifiques. Elle se base sur la fusion d’informations vi-
suelles et sur l’estimation d’une transformation 2D. Les
paramètres de cette transformation sont estimés par une
minimisation itérative d’un critère hybride qui intègre à la
fois des informations sur la texture et sur le contour de
l’objet suivi. L’algorithme est alors plus robuste et per-
met d’achever un suivi correct quand l’utilisation d’un
seul type d’information n’aurait pas suffit à obtenir un
résultat satisfaisant. Ce suivi hybride a été développé pour
des objets dont le contour peut être modélisé par des
lignes mais aussi par une B-Spline. Dans ce dernier cas,
l’implémentation est réalisée en utilisant les NURBS pour
diminuer fortement le temps de calcul. L’efficacité de ce
suivi a été testée sur des séquences d’images ainsi que lors
d’expériences d’asservissement visuel avec une caméra
embarquée sur un robot.
Mots Clef
Fusion d’informations, suivi contour/texture, suivi robuste,
NURBS.
Abstract
The robustness and accuracy are major issues in real-time
tracking. This paper describes a reliable tracking for mar-
kerless objects based on the fusion of multimodal visual
cues and on the estimation of a 2D transformation. The
parameters of this transformation are estimated using non-
linear minimization of a unique criterion that integrates in-
formation on both texture and contour of the tracked object.
The proposed tracker is then more robust and succeeds in
conditions where methods based on a single cue fail. The
tracker can deal with polygonal shaped objects but also
with those which can be modeled by a B-spline. In the lat-
ter case, NURBS are used to reduce time processing. The
efficiency and the robustness of the proposed method are
tested on image sequences as well as during image-based
servoing control experiments.
Keywords
Multimodal tracking, edge and correlation-based tracking,
robust tracking, NURBS.
1 Introduction
L’élaboration d’algorithmes de suivi en temps-réel d’objets
dans des séquences d’images est une problématique ma-
jeure pour de nombreuses applications liées à la vision par
ordinateur, la robotique, l’asservissement visuel, etc. Un
processus fiable d’extraction puis de suivi spatio-temporel
de l’information visuelle est en effet une des clés du succès,
ou de l’échec, de telles applications. Il apparaı̂t d’autre
part primordial pour introduire les techniques de suivi dans
un large éventail d’applications, de pouvoir appréhender
des scènes naturelles, c’est-à-dire, sans marqueurs, avec
des objets polyédriques ou non, et des conditions d’illumi-
nation variables, . . . Différentes techniques existent pour
parvenir à cet objectif. Schématiquement elles peuvent
être divisées en deux grandes familles: celles basées sur
le contour et celles basées sur la texture de l’objet. La
première approche consiste essentiellement à suivre des
primitives dans l’espace image ou 3D comme des primi-
tives géométriques (points, lignes, cercles, . . . ), le contour
de l’objet, la projection des contours d’un objet 3D, etc.
La dernière utilise un critère de corrélation lié à l’informa-
tion donnée par les niveaux de gris du motif de l’objet ou
d’autres informations présentes dans ce motif (couleur, . . .
).
Le suivi basé contour repose sur les forts gradient spa-
tiaux délimitant le contour de l’objet ou certaines pri-
mitives géométriques présentes dans un motif (points,
lignes, distances, splines, . . . ). En ce qui concerne le
suivi dans l’espace de l’image (suivi 2D), cette approche
consiste à décrire l’objet à suivre à l’aide de primitives
géométriques comme des points particuliers [21, 29], des
angles, des contours [3, 4], des segments de droites [5, 15]
ou des ellipses [31] , etc. Les contours actifs ou snakes
sont également basés sur de tels gradients et peuvent
être également utilisés pour déterminer une forme com-
plexe [4]. La connaissance d’un modèle 3D de l’objet à
suivre [10, 11] transforme le problème de suivi de contour
en un problème de calcul de pose. Les principaux avan-
tages d’une telle approche sont la robustesse et la perfor-
mance améliorées par l’introduction d’informations 3D sur
la scène. la gestion de données erronées dans le proces-
sus de suivi. Cependant, ces travaux ne seront pas détaillés
puisque les primitives géométriques considérées dans cet
article sont uniquement celles extraites dans l’image, la
connaissance du modèle 3D de l’objet étant une contrainte
que nous avons voulu éviter dans ces travaux. Les tech-
niques de suivi basé contour sont très efficaces pour des
applications nécessitant un suivi rapide mais sont cepen-
dant très sensibles aux environnements texturés qui sont
une cause d’échec fréquente.
Les approches précédentes reposent essentiellement sur
une analyse des gradients d’intensité dans les images.
Quand la scène est trop complexe (par exemple quand l’en-
vironnement est trop texturé ou si les contours de l’objet
sont difficilement détectables), il est nécessaire d’utiliser
d’autres méthodes. Une solution est alors de considérer di-
rectement le signal lumineux dans les images et d’effectuer
directement la mise en correspondance 2D sur une partie
de l’image sans passer par une phase d’extraction de pri-
mitives. Les problèmes de suivi reposant sur l’apparence
(“template-based matching”) ou d’estimation du mouve-
ment apparent rentrent dans cette catégorie. L’objectif de
tels algorithmes est d’estimer un ensemble de paramètres
qui décrivent au mieux la transformation ou le mouvement
de la partie de l’image considérée en optimisant un certain
critère de corrélation. La recherche exhaustive de la trans-
formation qui minimise ce critère n’est pas une solution
efficace. Il existe des techniques de minimisation capables
de résoudre ce problème en prenant en compte des modèles
de transformations assez complexes (comme des mouve-
ments affines ou homographiques par exemple). Dans [14],
les auteurs ont proposé une approche basée sur ce principe
en considèrant la variation des paramètres du modèle de
mouvement comme une fonction linéaire des différences
d’intensité dans l’image. Ils définissent une matrice Jaco-
bienne qui lie les variations des paramètres de la transfor-
mation aux variations de l’intensité lumineuse. Des exten-
sions de cette approche ont été proposées. Dans [19], la
pseudo-inverse de cette matrice est apprise lors d’une phase
hors-ligne et [2, 7, 19] estiment une homographie alors que
dans [14] le modèle du mouvement est affine. En outre, [2]
reprend cette formulation en utilisant une minimisation du
second ordre basée sur l’algèbre de Lie pour accélérer le
processus de minimisation en annulant les termes du se-
cond ordre. Le “template” utilisé comme référence peut
être mis à jour [24, 25] ou non [14] pour accélérer le suivi.
Il faut noter que ces méthodes sont étroitement liées aux
algorithmes classiques d’estimation du mouvement [26].
De telles méthodes de suivi sont rapides et robustes quand
la texture de l’objet se prête bien à une telle analyse mais
manque parfois de précision.
Ces deux types d’approches présentent des avantages et
des inconvénients complémentaires. Pour développer des
algorithmes robustes aux données aberrantes, et donc à
des potentielles occultations, il est intéressant de prendre
en compte des informations visuelles liées à ces deux
méthodes. Elles peuvent être exploitées séquentiellement
de manière à combiner robustesse et précision comme
dans [1, 9, 22]. Dans ce cas, l’estimation du mouvement est
cependant principalement utilisée pour obtenir un meilleur
recalage sur les contours (et assurer ainsi une plus grande
robustesse du suivi). L’idée est ici d’utiliser en même temps
les deux approches pour effectuer simultanément l’estima-
tion de mouvement et le suivi de l’objet et ainsi mieux
exploiter les avantages de chacun. D’autres approches se
basent sur un cadre probabiliste. Dans [28], les auteurs uti-
lisent une méthode basée texture pour trouver la projection
dans l’image du contour d’un modèle 3D. Le calcul de la
position la plus probable d’éléments texturés du contour
remplace alors la détection standard basée sur les gradients.
Des méthodes de suivi classiques exploitant un seul type
de primitives visuelles, comme l’algorithme CONDEN-
SATION, ont été étendues au suivi de primitives de na-
tures diverses [18]. La fusion de primitives visuelles 2D
a également été étudiée dans [20] et appliquée pour des ap-
plications d’asservissement visuel. Néanmoins, ce travail
n’est pas directement lié à la fusion d’information basée
contour ou texture comme c’est le cas dans cet article.
La méthode présentée ici intègre simultanément les deux
approches. Puisque chacun des suivis peut être vu comme
un problème d’optimisation, notre objectif est de définir
un vecteur d’état unique qui permette de décrire aussi
bien l’apparence du motif de l’objet que la position de ses
contours. En considérant ce vecteur d’état, il est possible
d’estimer les paramètres d’une transformation 2D qui
minimise l’erreur entre le motif courant de l’objet regrou-
pant différents types d’informations visuelles et celui qui
contient les valeurs de référence associées. L’algorithme
de suivi hybride fusionne l’estimation de mouvement
de points de contours et de points de texture dans un
unique processus de minimisation. Puisque les données
sont éventuellement bruitées, il est nécessaire d’effectuer
une minimisation robuste. Pour ce faire, l’introduction
de M-estimateurs permet d’obtenir une implémentation
de type IRLS (Iteratively Re-weighted Least Squares).
Une approche similaire a été proposée par [23]. Dans ce
dernier travail, l’algorithme de suivi basé texture est celui
décrit dans [19] où le Jacobien est appris tandis que le
nôtre est proche de celui présenté dans [14] où est utilisée
une formulation analytique du Jacobien. Dans [23], les
points de contours et de texture sont classifiés selon
les valeurs propres de la matrice d’autocorrélation du
signal. Les contours forts sont alors marqués comme
points de contour et, par conséquence, les points restants
classés comme points de texture n’apportent que peu
d’information puisqu’ils appartiennent à des régions de
gradients assez lisses. L’optimisation d’un critère hybride
a également été utilisée dans [30] dans le cadre du calcul
de pose et de la réalité augmentée.
Les contributions apportées par les travaux présentés dans
cet article sont la reformulation de suivis classiques,
l’un basé sur les primitives géométriques définies par les
contours de l’objet, l’autre basé sur son apparence, de façon
à les réunifier dans un même cadre. Cette généralisation
permet la fusion des deux suivis de manière assez di-
recte et les résultats montrent l’intérêt d’une telle fu-
sion. La méthode de suivi hybride que nous avons deve-
loppée est présentée dans la section 2. Le cadre général du
suivi basé sur une estimation d’une transformation 2D est
développé dans la section 2.1 et deux méthodes de suivis,
l’une basée contour et l’autre basée texture sont respective-
ment décrites dans les sections 2.2 et 2.3. La section 2.4
présente la fusion de ces deux suivis donnant un nou-
vel algorithme efficace. Pour finir, les résultats de la sec-
tion 3 illustrent le comportement de cette nouvelle méthode
sur des séquences d’images réelles mais aussi lors d’une
expérience d’asservissement visuel.
2 Suivi basé sur l’estimation d’une
transformation 2D
2.1 Estimation d’une transformation 2D
Cadre général. La transformation 2D qui relie la pro-
jection de l’objet entre l’image It−1 et l’image It est telle
que si xµt = (xµt , yµt)
T est un point de It appartenant
à la projection de l’objet et xµt−1 son correspondant dans
It−1, alors :
xµt
= Ψµt(xµt−1) (1)
où Ψµt est la transformation 2D décrite parM paramètres.
Classiquement, le modèle de la transformation utilisé est
un modèle affine ou une homographie. Bien que les deux
cas aient été étudiés, seule l’homographie est considérée
ici puisque c’est un cas plus général. On a en coordonnées
homogènes :
x
h
t =


µ0 µ1 µ2
µ3 µ4 µ5
µ6 µ7 µ8

xht−1 (2)
Par conséquent, les paramètres à estimer sont :
µ =
(
µ0, µ1, µ2, µ3, µ4, µ5, µ6, µ7, µ8
)T
(3)
Il n’est pas requis de choisir une représentation spécifique
de l’homographie qui est définie à un facteur près puisque
la méthode proposée est invariante à ce facteur d’échelle.
Soit mµ le vecteur colonne de dimension N qui contient
la valeur des primitives dans l’image estimée à par-
tir des paramètres de la transformation 2D µ: mµ =
(m1
µ
, . . . ,mN
µ
)T .Dans la suite, mi
µ
sera soit les niveaux
de gris It(xi
µ
) observés aux points xi
µ
dans It [14],
soit une distance entre un point de l’image et une primi-
tive géométrique 2D, mais la méthode peut être élargie à
d’autres primitives. Sa valeur de référence dans It est notée
mµ∗t et sa valeur courante dans I
t calculée à partir de la
transformation estimée µt est représentée par mµt .
L’idée de base est d’estimer la transformation 2D qui
vérifie (1). Ceci est réalisé en minimisant l’erreur entre
la valeur courante mµt et la valeur mµ∗t observée dans
l’image courante It :
µ̂t = argmin
µt
‖ mµt −mµ∗t ‖
2 (4)
Lorsque cette erreur est minimisée, les primitives estimées
correspondent aux observations et la transformation 2D es-
timée à la transformation 2D réelle.
La continuité du mouvement garantit que µt = µt−1+δµ.
Le problème est alors d’estimer les valeurs δ̂µ qui mini-
misent l’erreur e définie par: e =‖ m
µt−1+
 
δµ
−mµ∗t ‖
2.
Une minimisation itérative basée sur une approximation du
premier ordre minimise l’erreur e par :
δ̂µ = −λJ+
mµt
e (5)
λ est le facteur scalaire qui permet d’assurer une
décroissance exponentielle de l’erreur, Jmµt est la matrice
Jacobienne de m par rapport aux paramètres courants de la
transformation 2D. C’est une matriceN×M contenant les
N matrices Jacobiennes J
m
i
µt
de chaque primitive visuelle
mi
µt
:
Jmµt = (Jm1µt
, . . . ,J
m
N
µt
)T (6)
avec
J
m
i
µt
=
∂mi
µt
∂µt
(7)
Pour que le suivi se fasse le plus rapidement possible, la
matrice Jacobienne peut être approximée par celle calculée
à la première itération du processus de minimisation. Seule
une convergence locale peut alors être obtenue. Cependant,
comme le déplacement de la caméra entre deux images est
supposé faible, c’est une solution efficace. Il sera vu dans la
section des résultats que cette approximation reste valable
pour des mouvements importants.
Estimation robuste. Dans une séquence vidéo, les
données sont bruitées ou des occultations peuvent avoir
lieu. Puisque le processus de minimisation est sensible à
de telles erreurs, des M-estimateurs sont introduits dans (5)
pour éliminer les données erronées:
δ̂µ = −λ(DJmµt )
+De (8)
où D est une matrice diagonale N ×N telle que:
D = diag(w1, ..., wN ) (9)
Les N poids wi reflètent la confiance que l’on a en chaque
primitives visuelles mi
µt
[16] et sont en général donnés
par :
wi =
ψ(δi/σ)
δi/σ
(10)
avec ψ(u) = ∂ρ(u)
∂mµt
(ψ est la fonction d’influence) et δi
le résidu normalisé donné par δi = ∆i − Med(∆) (où
Med(∆) est la déviation standard des données correctes).
De nombreuses fonctions d’influence sont utilisées dans la
littérature. Nous avons retenu la fonction de Tukey car elle
rejette complètement les données aberrantes.
L’approche décrite jusque-là est valable pour n’importe
quelle primitive visuelle m à partir du moment où la
matrice Jacobienne associée Jm est disponible. Ce cadre
général est appliqué dans les deux paragraphes suivants,
d’abord pour des primitives basées contour puis pour des
primitives basées texture. Pour chacun des suivis, le choix
des primitives et de la matrice Jacobienne est donné. La re-
formulation de ces deux suivis de base, assez classiques,
peut être inhabituelle au lecteur mais elle est nécessaire
pour faire ressortir le cadre général et permettre la fusion
des deux algorithmes de manière assez directe.
2.2 Estimation d’une transformation 2D
basée contour
Dans cet article, le suivi basé contour se base sur le suivi
de points situés sur des forts gradients délimitant le contour
de l’objet ou de motifs dans l’image. Nous appelons par
la suite ces points les points de contour. Les points de
contours sont suivis le long de la normale au contour [6]
(voir Figure 1). Les résultats obtenus par un tel suivi
peuvent être utilisés directement pour estimer une transfor-
mation 2D en minimisant une distance point-à-point [13].
Cependant, il n’y a pas de mise en correspondance possible
entre les points de contour de It−1 et ceux obtenus après
un tel processus de suivi bas-niveau dans It. Le problème
de mise en correspondance peut être résolu en remplaçant
la minimisation d’une distance point-à-point par une mini-
misation d’une distance point-à-contour. La transformation
2D estimée est alors telle que:
µ̂t = argmin
µt
∑
i
‖ d⊥
(
Cµt ,x
i
t
)
‖2 (11)
où Cµt = Ψµt(C
 
µt−1
) est le contour estimé à partir des
paramètres courants de la transformation 2D µt, i.e. le
contour défini par les points xi 
µt
= Ψµt(x
i
 
µt−1
) avec
x
i
 
µt−1
appartenant au contour C  µt−1 estimé dans l’image
précédente. xit sont les points obtenus par le processus de
suivi bas-niveau dans It (voir Figure 1) et d⊥
(
C,x
)
est
la notation utilisée pour la distance orthogonale entre le
contour C et le point x. Le critère (11) signifie que la trans-
formation 2D est correctement estimée si le contour cou-
rant estimé avec les paramètres courants µt repose sur les
points de contour extraits dans l’image courante. En se rap-
portant à (4), mµt = d⊥
(
Cµt ,x
i
t
)
et mµ∗t = d⊥
(
Cµ∗t ,x
i
t
)
qui est évidemment égal à zéro puisque xit se trouvent sur
le contour Cµ∗t qui représente le contour de l’objet dans
l’image It. Cµ∗t n’a donc jamais besoin d’être calculé.
Cµ∗t
xt
Cµt
Ĉµt−1
du processus de minimisation
à différentes étapes
x̂µt−1
FIG. 1 – Processus de suivi le long de la normale au contour
Le calcul de mµt dépend du modèle de contour utilisé. Il
est détaillé dans les deux paragraphes suivants pour le cas
d’une ligne puis d’une B-Spline. La forme analytique de
Jmµt n’est pas détaillée entièrement par manque de place.
Elle est obtenue dans chacun des cas en considérant que
mµt peut s’exprimer comme une fonction des paramètres
εj du contour. Ces dernières variables dépendent de µt
et des paramètres initiaux du contour. On dérive alors la
forme analytique de la matrice Jacobienne comme il suit :
J
m
i
µt
=
∑
j
∂mi
µt
∂εj
∂εj
∂µt
(12)
Suivi basé contour pour un contour polygonal. Le
contour de l’objet est dans ce cas-ci modelisé par un en-
semble de lignes lj . Dans It, le contour courant est défini
par lj
µt
telles que :
lj
µt
.xhi
µt
= 0 (13)
avec xhi
µt
= (xi
µt
, yi
µt
, 1)T les points de contours en co-
ordonnées homogènes et lj
µt
= (aj
µt
, bj
µt
, cj
µt
)T les pa-
ramètres normalisés des droites estimés à partir des pa-
ramètres courants de la transformation 2D. La distance
mµt est donnée par :
mi
µt
= d⊥
(
lj
µt
,xit
)
= lj
µt
.xhit (14)
Les coefficients aj
µt
, bj
µt
et cj
µt
sont des variables
dépendant de µt. La forme analytique de la matrice Jaco-
bienne peut être donc calculée à partir de (13) en utilisant
(1) et (12).
Suivi basé contour pour un contour défini par une B-
spline. Pour un tel contour, les points de contour xi
µt
re-
posent sur une courbe Cµt(s) = (xµt(s), yµt(s))
T définie
par :
Cµt(s) :
{
xµt(s) =
∑
j α
j
µt
Nj(s)
yµt(s) =
∑
j β
j
µt
Nj(s)
(15)
Qj
µt
= (αj
µt
, βj
µt
)T sont les points de contrôle de la
courbe et Nj(s) sont les fonctions de base de la B-
Spline [4]. Ces fonctions dépendent de paramètres (degré,
nombre d’intervalles, . . . ) qui sont constants dans le temps
dans le cadre de l’approche présentée ici. La distance entre
un point et la B-Spline est remplacée par la distance entre
ce point et la tangente à la B-Spline. Cette tangente est ob-
tenue par :
C ′
µt
(s) :
{
x′µt(s) =
∑
j α
j
µt
N ′j(s)
y′
µt
(s) =
∑
j β
j
µt
N ′j(s)
(16)
Le problème de minimisation est alors similaire au cas po-
lygonal puisque c’est encore une distance entre un point
et une droite qui est utilisée, la différence étant qu’il y a
dans ce cas-ci autant de lignes que de points. Cependant,
il reste un problème à résoudre. Comme les B-Splines ne
sont pas invariantes à des transformations perspectives (i.e.
les points de contrôle courants ne peuvent pas être ob-
tenus directement à partir de ceux de la première image
et des paramètres courants de la transformations 2D), les
points de contrôle courants sont calculés par une estima-
tion aux moindres carrés très coûteuse. Pour réduire le
temps de calcul, le cadre décrit pour un contour délimité
par une B-Spline a été implémenté en utilisant les NURBS
(Non Uniform Rationnal B-Spline) [27] qui sont elles in-
variantes à de telles transformations. La courbe Cµt(s) =
(xµt(s), yµt(s))
T est alors définie par :
Cµt(s) :



xµt(s) =
 
j
αj
µt
wj
µt
Nj(s)
 
j
w
j
µt
Nj(s)
yµt(s) =
 
j
βj
µt
wj
µt
Nj(s)
 
j
w
j
µt
Nj(s)
(17)
où Qj
µt
= (αj
µt
, βj
µt
)T sont les points de contrôle etNj(s)
sont les fonctions de base de la courbe. wj
µt
est un poids
associé au point de contrôle Qj
µt
. Il peut être interprêté
comme la troisième coordonnée homogène de ce point de
contrôle, ce qui permet de traiter facilement les homogra-
phies [27].
Le suivi basé contour a été presqu’entièrement détaillé
pour deux types de primitives géométriques qui couvrent
une large gamme de structures planaires. Pour renforcer la
robustesse du suivi basé contour par rapport aux variations
du mouvement, lors du processus bas-niveau de suivi de
points de contour, l’intervalle de recherche le long de la
normale au contour croı̂t quand le déplacement de l’objet
dans l’image augmente et décroı̂t quand celui-ci diminue.
Le résultat obtenu par un tel algorithme est robuste aux
changements globaux d’illumination et est précis quand
l’objet suivi n’est pas texturé. Cependant, il nécessite une
bonne initialisation et est sensible à un environnement tex-
turé et aux déplacements importants.
2.3 Estimation d’une transformation 2D
basée apparence
Le motif suivi est un sous-échantillonnage des niveaux de
gris de la projection de l’objet dans l’image. La valeur de
référence de ce sous-échantillon dans It est représentée par
le vecteur mµ∗t mais n’est pas mesurable directement dans
l’image. L’hypothèse faible d’illumination constante donne
mµ∗t = m
 
µt−1
mais cette méthode entraı̂ne généralement
une dérive du motif. Par conséquent, c’est l’hypothèse
forte d’illumination constante qui est utilisée ici, don-
nant mµ∗t = m
 
µ
0
= mµ∗
0
où mµ∗
0
est le motif sous-
échantilloné dans la première image. La transformation 2D
à estimer est alors :
µ̂t = argmin
µt
‖ It
µt︸︷︷︸
mµt
− I0
µ
∗
0︸︷︷︸
m
µ
∗
t
‖2 (18)
où It
µt
= (It(x1
µt
), . . . , It(xN
µt
))T contient les niveaux
de gris courants sous-échantillonnés dans It aux points
x
j
µt
= Ψµt(x
j
 
µt−1
). I0
µ
∗
0
contient les niveaux de gris sous-
échantillonnés dans la première image aux points xj
µ
∗
0
. Les
points xj sont appelés les points de texture. La matrice Ja-
cobienne de mj
µt
est [14] :
J
m
j
µt
=
∂It(xj
µt
)
∂µt
= ∇It(Ψµt(x
j
 
µt−1
))T
∂Ψµt(x
j
 
µt−1
)
∂µt
(19)
où ∇It(x) est le gradient spatial de It au point x. On
obtient facilement ∂Ψµt(x
j
 
µt−1
)/∂µt (voir [14] pour la
dérivation complète et une simplification du temps de cal-
cul).
L’estimation de la transformation 2D basée texture
présentée dans cet article est proche de [7] dans le sens
où c’est une homographie qui est estimée en minimisant
aux moindres carrés la différence entre les motifs ini-
tial et le courant. Cependant, la matrice jacobienne n’est
pas la même: dans [7], le dernier terme de l’homographie
est fixé à 1 et la dérivation se fait par rapport aux coor-
données homogènes du point et non par rapport aux coor-
données dans l’image. De plus, la méthode présentée dans
ce paragraphe a été modifiée pour intégrer des résultats
bien connus dans le domaine de l’estimation du mou-
vement. Premièrement, dans ce genre de suivi, le sous-
échantillonnage initial est souvent un sous-échantillonnage
régulier. Or, certains points du motif apportent plus d’in-
formations que d’autres comme expliqué dans [29]. Les
valeurs propres de la matrice d’autocorrélation du signal
R associée à ces points, définie par :
R =
( ∑
I2x
∑
IxIy∑
IxIy
∑
I2y
)
(20)
sont élevées.
De tels points sont situés sur de forts gradients spatiaux,
ce qui entraı̂ne une meilleure estimation de la transforma-
tion 2D tandis que des points situés sur une surface plutôt
uniforme ne permettent pas une estimation précise du mou-
vement. Pour une bonne estimation du mouvement, il faut
extraire ces points d’intérêts sur la totalité de la projection
du motif, en essayant de maintenir une distance minimi-
male entre les points sélectionnés.
Deuxièment, l’exploitation de tels points dans le suivi im-
plique quelques changements dans le processus de mi-
nimisation robuste. En effet, ces points étant situés sur
un fort gradient spatial, un petit mouvement de l’objet
dans l’image peut impliquer une plus forte augmenta-
tion du changement d’intensité pour certains points que
pour d’autres. Pour éviter l’élimination des points les plus
intéressants du motif par les M-estimateurs, le vecteur sui-
vant e′ est utilisé à la place du vecteur e comme vecteur de
résidu pour le calcul des poids:
e′ =
(
. . . ,
It(xi
µt
) − I0(xi
µ
∗
0
)
‖ ∇I0(xi
µ
∗
0
) ‖
, . . .
)T
(21)
Les résultats obtenus avec un tel suivi sont robustes
aux larges mouvements dans l’image et aux occultations.
L’évolution des paramètres de la transformation 2D dans le
temps est assez lisse, ceci étant dû au fait qu’en général,
la texture est assez bien répartie sur tout l’objet. D’un
autre côté, les performances sont dégradées si l’objet n’est
pas “bien texturé”, la précision du suivi étant alors moins
bonne.
2.4 Estimation d’une transformation 2D
basée sur un critère hybride
Comme il a été dit dans les paragraphes précédents, les
résultats obtenus avec le suivi basé contour et le suivi basé
texture sont de natures complémentaires avec chacun des
propriétés intéressantes: efficacité et robustesse aux chan-
gements globaux d’illumination pour le premier, robus-
tesse aux occultations et trajectoire lisse pour le second.
Nous avons formulé ces deux algorithmes dans un forma-
lisme similaire pour pouvoir les fusionner de manière assez
directe, pour obtenir de meilleurs résultats en combinant
les avantages des deux méthodes. L’approche résultant de
cette fusion est décrit ci-dessous.
Le cadre général a été présenté au début de cet article
indépendamment de la nature des primitives visuelles ex-
ploitées. Ceci permet de mélanger le suivi basé contour
avec celui basé texture. S’il y a Nc points de contour et
Nt points de texture, le vecteur template m contenant les
deux ensembles sera de taille N = Nc +Nt :
mµ = (m
1
µ
, ...,mNc
µ
,mNc+1
µ
, ...,mNc+Nt
µ
)T (22)
où
(
mi
µ
)
i≤Nc
est la distance point-à-contour associée au
ième point de contour et
(
mi
µ
)
i=Nc+j
est le niveau de gris
observé au jème point de texture. (5) peut alors être ap-
pliquée pour estimer la transformation 2D en utilisant soit
(12) s’il s’agit d’un point de contour, soit (19).
Cependant, l’erreur mesurée sur les points de texture (une
différence d’intensité) étant d’un ordre de grandeur plus
important que celle mesurée sur les points de contour (une
distance point-à-contour), il est nécessaire d’effectuer une
normalisation pour prendre en compte de façon équitable
les informations apportées par chaque type de primitives.
Celle-ci est intégrée dans le calcul des poids qui deviennent
alors :
w′i =
{
wi
maxc(error)
if i ≤ Nc
wi
maxt(error)
if i > Nc
(23)
où maxc(error) (resp. maxt(error)) est le maximum
des valeurs absolues des distances point-à-contour (resp.
différences d’intensités) et wi est le poids calculé par les
M-estimateurs. De plus, il est possible de rajouter une
mesure de confiance sur l’intérêt qui doit être accordé à
chaque primitive. Pour les deux types de primitives, un fort
gradient spatial étant une propriété intéressante, les poids
finaux sont :
w′i =
{
wi.gradient(i)
maxc(error).maxc(gradient)
if i ≤ Nc
wi.gradient(i)
maxt(error).maxt(gradient)
if i > Nc
(24)
où maxc(gradient) (resp. maxt(gradient) ) représente
le maximum des gradients spatiaux observés en un point
de contour. (resp. point de texture) et gradient(i) le
gradient spatial observé au ième point.
Fusionner les deux algorithmes de base au lieu de
les enchaı̂ner apporte des améliorations essentielles. Les
expériences nous ont montré qu’inclure les deux types
d’information non seulement améliore l’estimation du
mouvement apparent mais élargit l’ensemble des objets
pouvant être suivis. En outre, la robustesse aux mouve-
ments importants est accrue. De plus, grâce à l’intégration
des M-estimateurs, le suivi hybride est capable de gérer
l’échec d’un des deux suivis élementaires (par exemple des
effets de spécularité sur une partie de l’objet pour le suivi
basé apparence). Il est également important de souligner
que l’échec ou les inconvénients d’un suivi élémentaire
sont dûs aux données observées insuffisantes voire in-
exactes, menant à un minimum local plus ou moins erroné.
La combinaison de deux suivis se basant sur des données
différentes permet de passer ces minima locaux pour arri-
ver à la solution qui correspond à un minimum correct pour
les deux suivis.
3 Résultats expérimentaux
Les deux sous-sections suivantes présentent les résultats
obtenus avec le suivi hybride sur des séquences d’images
où le contour de l’objet est polygonal et les deux suivantes
sur des séquences d’images où le contour est modélisé par
une NURBS. Les M-estimateurs sont utilisés pour chacune
des expériences puisque le contenu de la séquence vidéo
n’est pas supposé connu. Ce suivi hybride a également été
testé lors d’expériences d’asservissement visuel 2D dont
un exemple clôt cette section résultat.
Les trois suivis décrits dans cet article ont été testés. La
même quantité de données est exploitée pour chacun
d’entre eux: si 2n primitives sont utilisées pour un suivi
basé sur un seul type d’information, alors n primitives de
chaque type le sont pour le suivi hybride.
Un algorithme échoue si le contour estimé de l’objet
ne correspond absolument pas au contour observé dans
l’image. Lorsque plusieurs algorithmes réussissent à suivre
l’objet, la comparaison se fait en calculant la différence
entre le motif courant et le motif initial (i.e. la différence
donnée par ‖ It
µt
− I0
µ
∗
0
‖) pour chacun. Cette différence
est calculée sur le motif en entier et pas seulement sur le
sous-échantillonnage utilisé éventuellement pour l’estima-
tion de la transformation 2D. Plus cette mesure est petite,
plus l’estimation des paramètres de la transformation 2D
est exacte. Si des occultations ont lieu, il faut noter que
cette différence va augmenter puisqu’une partie du motif
comparé est cachée. Cependant, si le suivi est correct,
cette erreur va monter de manière similaire quelque soit
l’algorithme utilisé.
Pour chaque expérience, au moins l’un des deux suivis
basé sur un seul type d’information échoue alors que le
second réussi éventuellement à suivre l’objet. Par contre,
en ce qui concerne le suivi hybride, il réussit dans chacun
des cas et il donne une meilleure estimation du mouve-
ment si l’un des deux autres est correct. Les points choi-
sis pour l’estimation du mouvement sont donnés dans la
première image du suivi par les points verts (ou rouges si
détectés comme outliers dès la première image), sauf pour
la deuxième expérience par manque de visibilité. La posi-
tion de l’objet est représentée par son contour en vert (es-
timé en appliquant le mouvement courant au contour ini-
tial) dans chaque image.
3.1 La séquence ”Café terrasse la nuit” de
Van Gogh
Dans cette première séquence (48 images), les
déplacements inter-images sont importants. Ils peuvent
atteindre 14 pixels comme montré sur la Figure 3a. Les
images initiale et finale sont données pour chacune des
méthodes dans la Figure 2. Le suivi basé texture perd
l’objet rapidement tandis que celui basé contour donne
d’assez bons résultats. Cependant, les contours ne sont
pas toujours correctement recalés sur ceux observés
dans l’image (voir un exemple sur la Figure 4). La seule
approche donnant un suivi précis est la méthode basée
sur le critère hybride. La Figure 3b présente la courbe de
l’évolution de la différence entre le motif courant et le
motif initial pour chacune des méthodes. Les erreurs les
plus petites sont en général celles obtenues en utilisant
le suivi hybride dont le comportement est plus constant
que le suivi basé contour. Pour cette séquence, 470 points
sont utilisés pour chacun des algorithmes. Le suivi hybride
tourne à une fréquence moyenne de 13 Hz.
a
b
c
FIG. 2 – Séquence Van Gogh: suivi de contour polygonal.
Images initiale et finale pour: a) suivi basé texture, b) suivi
basé contour, c) suivi hybride
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FIG. 3 – Séquence Van Gogh: suivi de contour polygonal.
a) Evolution du maximum du mouvement apparent entre
deux images successives (en pixel). b) Différence d’inten-
sité entre le motif complet courant et le motif complet ini-
tial pour: bleu) suivi basé texture, vert) suivi basé contour,
rouge) suivi hybride
FIG. 4 – Séquence Van Gogh. Détail de la dernière image
de la Figure 2b (sur le suivi basé contour): la ligne du
côté gauche n’est pas précisement estimé (lignes vertes).
Le contour observé dans l’image est dessiné en rouge.
3.2 La séquence du tapis de souris
Dans cette séquence composée de 600 images, l’en-
vironnement est fortement texturé. Les images initiale,
intermédiaire et finale sont données pour chacune des
méthodes dans la Figure 6. Comme l’on peut s’y attendre
dans une telle situation, le suivi basé contour échoue à
cause des contours assez ambigüs. Celui basé texture et
le suivi hybride réussissent à suivre l’objet de manière
identique visuellement. La courbe de l’évolution de la
différence entre le motif courant et le motif initial est
donnée pour chacune des méthodes dans la Figure 5. Bien
que le suivi basé texture repose exclusivement sur la mini-
misation d’une différence d’intensité, l’erreur sur le motif
en entier est plus faible lorsque le suivi hybride est utilisé,
ce qui illustre bien l’importance et la complémentarité des
informations apportées par chaque type de primitives. 340
points sont exploités pour estimer la transformation 2D. Le
suivi hybride tourne à une fréquence moyenne de 16 Hz.
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FIG. 5 – Séquence du tapis de souris: suivi de contour po-
lygonal. Différence entre le motif courant et le motif ini-
tial pour: bleu) suivi basé texture, vert) suivi basé contour,
rouge) suivi hybride
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FIG. 6 – Séquence du tapis de souris: suivi de contour poly-
gonal. Images initiale, intermédiaire et finale pour: a) suivi
basé texture, b) suivi basé contour, c) suivi hybride
3.3 La séquence de la “pomme”
L’objet suivi dans cette séquence de plus de 140 images est
une photo de pomme. La difficulté de cette expérience est
d’obtenir un contour précis malgré l’arrière-plan texturé et
l’ombre de l’image qui se confond facilement avec l’objet.
Cette expérience illustre bien elle-aussi la complémentarité
des deux suivis de base. En effet, le suivi hybride réussit
à suivre l’objet alors que les deux autres échouent à cette
tâche. Les images initiale et finale sont données pour cha-
cune des méthodes dans la Figure 7. 450 points ont été uti-
lisés dans cette expérience.
a
b
c
FIG. 7 – Séquence de la pomme: suivi de NURBS. Images
initiale et finale pour: a) suivi basé texture, b) suivi basé
contour, c) suivi hybride
3.4 La séquence de l’image du vase
Cette séquence de plus de 400 images comporte des oc-
cultations. Les images initiale, intermédiaire et finale sont
données pour chacune des méthodes dans la Figure 8. Le
suivi basé contour se perd lors de la seconde occultation
à cause de la texture présente et du contour de l’objet oc-
cultant. Comme observé pour la deuxième séquence, bien
que le suivi basé texture et le suivi hybride réussissent
tous les deux à suivre l’objet, ce dernier apparaı̂t être ce-
lui qui estime le mieux les paramètres de la transformation
2D lorsque l’on regarde les courbes de l’évolution de la
différence entre le motif courant et le motif initial donnée
pour chacune des méthodes dans la Figure 9. Rappelons
que les deux pics sont dus aux occultations. 440 points sont
exploités pour estimer la transformation 2D pour chacune
des approches. Le suivi hybride tourne en moyenne à 15
Hz.
3.5 Expérience d’asservissement visuel
Le suivi hybride présenté dans cet article a été introduit
avec succès dans plusieurs expériences d’asservissement
visuel [12, 17]. Lors de ces expériences, les primitives
a b c
FIG. 8 – Séquence de l’image du vase: suivi de NURBS.
Images initiale, intermédiaire et finale pour: a) suivi basé
texture, b) suivi basé contour, c) suivi hybride
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FIG. 9 – Séquence de l’image du vase: suivi de NURBS.
Différence entre le motif courant et le motif initial pour:
bleu) suivi basé texture, vert) suivi basé contour, rouge)
suivi hybride
visuelles exploitées pour effectuer ces tâches (différentes
de celles utilisées pour l’estimation de la transformation
2D) étaient les moments image de l’objet [8].
La Figure 10 présente un exemple de positionnement
d’une caméra par asservissement visuel. La position
désirée de l’objet dans l’image est acquise puis la caméra
embarquée au bout du bras du robot à 6 degrés de liberté se
déplace d’une position initiale jusqu’à la position désirée
de cette caméra en minimisant l’erreur entre la position
courante de l’objet dans l’image (rectangle vert) et celle
désirée (rectangle rouge). Le processus de suivi de l’objet
est par conséquent une étape importante dans la boucle
d’asservissement visuel d’autant plus que l’utilisation de
moments d’inertie comme primitives visuelles requiert une
estimation précise du déplacement inter-image. Comme
cela est visible sur les images, des occultations ont lieu.
Les données aberrantes sont représentées par des croix
rouges, les points de contour cachés par des croix bleues
et les données estimées correctes par des croix vertes. La
dernière image est celle obtenue lorsque la caméra atteint
la position désirée.
La Figure 11 présente les positions désirée et finale de la
caméra. La différence est assez faible, le positionnement
de la caméra est effectué assez précisement.
FIG. 10 – Expérience d’asservissement visuel. Rectangle
rouge: position désirée de l’objet dans l’image, rectangle
vert, sa position courante
Axes tx ty tz rx ry rz
Pose désirée 403.3 -51.3 300 17.8 0 5.2
Pose finale 413.8 -48.9 300.2 18 -0.2 4
FIG. 11 – Expérience d’asservissement visuel. Positions
désirée et finale de la caméra en utilisant le suivi hybride
(tx, ty et tz en mm, rx, ry et rz en degrés)
4 Conclusion
Un algorithme fiable a été présenté dans cet article. Il uti-
lise un template hybride de l’objet à suivre qui regroupe
les informations les plus pertinentes de son motif et d’un
sous-échantillonnage régulier de son contour. En fusion-
nant l’estimation de mouvement apparent des points de
texture et de contour, l’approche proposée permet un suivi
précis d’objets texturés, même dans un environnement tex-
turé. Elle est basée sur une minimisation itérative qui gère
correctement les données aberrantes grâce à l’introduction
de M-estimateurs. Le processus de minimisation est par
conséquent robuste aux occultations partielles et au bruit.
Différents cas ont été présentés dans la partie résultat qui
mettent bien en avant la robustesse de l’algorithme vis-à-
vis de la nature de la situation ou de l’objet. Même si l’in-
formation sur le mouvement est essentiellement fiable pour
un seul type de primitives, le suivi hybride permet de suivre
correctement des objets dans un environnement texturé et
cela assez rapidement pour être inséré dans des applica-
tions robotiques.
La transformation 2D présentée dans cet article est valable
uniquement pour des objets plans. Il n’existe pas de trans-
formation 2D qui soit utilisable pour un mouvement quel-
conque d’un objet 3D quelconque. Par conséquent, pour
gérer de tels cas, nous nous intéressons maintenant au suivi
hybride d’un objet 3D en fusionnant un calcul de pose clas-
sique et l’estimation du mouvement apparent. Un tel algo-
rithme devrait être plus robuste et moins bruité qu’un algo-
rithme de suivi 3D classique.
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