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Abstract
This thesis presents the measurement of the associated Z boson and b-jet
production using proton-proton collisions delivered by the LHC at a centre-
of-mass energy of
√
s=7 TeV and with data recorded by the CMS detector
in 2011, corresponding to an integrated luminosity of 2.2 fb−1. The produc-
tion mechanism of the Z boson in association with b-quarks at the LHC is
not yet well understood. A first test consists in the measurement of the
corresponding cross section in order to constraint the existing QCD predic-
tions. In addition to this Standard Model motivation, this process is a large
background for many searches related to Higgs sectors and predictions be-
yond the Standard Model and therefore important for investigation. The
Z+b-jet cross section with subsequent Z→ l+l− (where l+l−= e+e−, µ+µ−)
is calculated for events with invariant mass 60 < Ml+l− < 120GeV, at
least one b-jet at the hadron level with pT > 25GeV and |η| < 2.1, and
a separation between the leptons and the jets of ∆R > 0.5. The combi-
nation of the electron and the muon channels leads to a cross section of
σhadron(Z + b,Z → ℓℓ) = 5.84 ± 0.08(stat) ± 0.72(syst)+0.25−0.55(theory) pb. The
shapes of kinematic variables from data are compared with Monte Carlo pre-
dictions by the MadGraph event generator, with the parton shower and the
hadronisation performed by PYTHIA, and found to be in fair agreement.
The absence of the higher order terms in the tree-level MadGraph simula-
tion with massless b-quarks is reflected in some distributions, where small
differences are observed. The measured cross section is found to be slightly
above the NLO prediction which may indicate that the cross sections of the
Higgs boson in association with b-jets could also be higher than the values
expected from NLO theory calculations.
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Introduction
After two decades of planning, development and building, the Large Hadron
Collider (LHC) and its four independent experiments ATLAS, CMS, ALICE
and LHCb, situated at CERN, were completed in 2009. Thousands of scien-
tists from more than 30 nations worldwide have been cooperating with great
enthusiasm, in order to make reality this project, which will hopefully pro-
vide a better understanding of our universe. The LHC is currently delivering
data from proton-proton collisions at
√
s=8TeV, energies reached for the
first time under laboratory conditions, while the CMS experiment is success-
fully recording them. As more and more data are gathered, studies testing
the modern theory of particle physics (known as the Standard Model), as well
as searches for new physics beyond the Standard Model are eagerly intensi-
fied. A good understanding of all known Standard Model processes, already
observed from previous experiments, leads to good understanding of our de-
tector, which is essential for the discovery of new physics signatures and for
obtaining answers to open questions. This thesis presents the measurement
of one of these Standard Model processes, the associated production of a Z
boson with one or more b-jets.
The material of this thesis is divided into five chapters which can be consid-
ered to represent two parts. The first part gives the theoretical background
and the description of the experimental devices needed in order to perform
and understand the physics analysis, which follows in the second part.
In the first chapter, a brief description of the Standard Model and the Higgs
1
mechanism is given. The Standard Model of particle physics is a quantum
field theory based on the gauge symmetry which describes all elementary par-
ticles currently known and their fundamental interactions excluding gravity.
It is considered greatly successful, since it has been verified from previous
experiments in an extreme level of precision. The Higgs boson which is a
part of the Standard Model, is considered responsible for the particle mass
generation and cancellation of divergences at tree level, and has not been
seen in the experiments so far. The observation of a new “Higgs-like” parti-
cle in data collected by the LHC experiments was announced in 2012. The
production of a Z boson in association with b-jets, by describing the current
theoretical calculation schemes and the motivation for studying this process
are also explained. This channel represents both an interesting Standard
Model (SM) signal which can be used to test QCD theoretical predictions, as
well as one of the most important background processes to many Higgs-boson
production channels.
The second chapter describes the LHC and the CMS experiment. Starting
from the innermost part, the components of the CMS detector are: a cen-
tral tracker system, composed of a pixel detector and a silicon microstrip
detector, an electromagnetic calorimeter, a hadronic calorimeter and a muon
detector. Between the hadron calorimeter and the muon system there is a
superconducting coil, able to generate a magnetic field of 4T. The systems
performing the online event selection and data acquisition (TriDAs), are also
discussed.
The production, simulation and reconstruction of the products from proton
proton collisions with CMS detector are explained in the third chapter. Start-
ing from the phenomenology of proton proton collisions, the different Monte
Carlo generators used in the present analysis are discussed. In addition, an
overview of CMS computing infrastructure is given, explaining components
of the reconstruction and identification software tools relevant for the physics
analysis carried out in this thesis.
In chapter four the strategies used to extract a clean Z+b-jet signal and sup-
3press the relevant backgrounds, in order to finally perform the total cross
section measurement are thoroughly explained. Each step of the event selec-
tion is justified and the comparison of kinematic variables of the leptons, as
well as the jets, between data and Monte Carlo predictions are shown. The
final yields after applying all the selection requirements are also given in this
chapter.
Finally, the last chapter is dedicated to the actual cross section measurement
of the Z+b-jet, with subsequent decay of Z→ l+l−(where l+l−= e+e−, µ+µ−).
Beginning with the formula used to evaluate the cross section, the methods
performed to calculate each factor of the formula are explained in detail.
The final results including the statistical and systematic uncertainties on the
cross section, as well as comparison with the theory are presented.
4
Chapter 1
The Standard Model
1.1 A quantum field theory
The Standard Model describes the elementary particles (fermions) and their
mutual interactions through the exchange of force mediating particles (bosons).
Fermionic matter is classified into leptons and quarks (and their correspond-
ing antiparticles). There are total of six leptons with three of them carrying
electric charge (e, µ, τ) and the rest three neutral particles, are their cor-
responding neutrinos (νe, νµ, ντ ). There are also six quarks: Up (u), Down
(d), Charm (c), Strange (s), Bottom (b) and Top (t). Fermions belong to
three generations with identical properties:
1st family :
(
νe
e−
)
L
, e−R,
(
u
d
)
L
, uR, dR
2nd family :
(
νµ
µ−
)
L
, µ−R,
(
c
s
)
L
, cR, sR
3rd family :
(
ντ
τ−
)
L
, τ−R ,
(
t
b
)
L
, tR, bR
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The left-handed and right-handed fields are defined by the chirality opera-
tor1. Right-handed neutrinos and left-handed antineutrinos have never been
observed experimentally [17, 18].
The Standard Model is a quantum field theory which describes the weak,
electromagnetic and strong interactions by a local gauge symmetry group [19]
GSM = SU(3)C × SU(2)L × U(1)Y (1.1)
The term SU(3)C is a non-abelian group describing quantum chromodynam-
ics (QCD), the theory of strong interactions [20]. The index C refers to color
quantum number which can have three possible values, usually called red,
green and blue. The generators of this group are eight independent fields
corresponding to the eight different gluon states, which mediate the interac-
tions between quarks. The consequence of the gluons being colorful is that
they interact not just with the quarks but also with themselves.
The term SU(2)L is the non-abelian electroweak isospin (I) group which acts
on left-handed fermions L. It is generated by three operators corresponding
to three W gauge fields. The term U(1)Y is the Abelian weak hypercharge
(Y ) symmetry group, which is associated with the gauge field B. The hyper-
charge Y is connected with the electric charge Q and the third component
of the electroweak isospin I3, according to the Gell-Mann-Nishijima rela-
tion [21]:
Q = I3 +
1
2
Y (1.2)
In contrast to the SU(3)C gauge group, the SU(2)L and U(1)Y do not directly
describe the weak and electromagnetic interactions. The combined SU(2)L×
U(1)Y gauge group introduced by Glashow-Weinberg-Salam [22, 23, 24] de-
scribes the unified electromagnetic and weak (EWK) interaction. The ob-
served physical weak and electromagnetic gauge bosons are vector fields of
1Chirality is defined as the projection of the spin along the momentum direction. For
particles with m = 0 or m ≪ p, chirality is absolute and is also called helicity of the
particle.
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spin-1 and are defined as the combinations of SU(2)L × U(1)Y gauge fields.
The local invariance of the Standard Model Lagrangian LSM under the Gauge
Group GSM of Equation 1.1, results in 12 gauge bosons mediating the four
fundamental interactions, as shown in Table 1.1. The graviton G is the
Interaction Mediator Symbol
Electromagnetic photon γ
Weak vector bosons W+, W−, Z0
Strong 8 gluons g
Gravitational graviton G
Table 1.1: Fundamental interactions and their mediators.
corresponding mediator of gravitational interaction and was not yet found.
If it exists, it is expected to be massless and have spin-2. A more detailed
theoretical explanation of the Standard Model can be found in [17, 18, 25, 26].
The experimentally observed particles W+ and W− can be identified with
the W 1µ and W
2
µ gauge bosons
W±µ =
1√
2
(
W 1µ ∓ iW 2µ
)
In addition, the experimentally observed neutral particles Z0 and A (the
photon γ∗) are correlated to W 3µ and Bµ by the electroweak mixing angle or
Weinberg angle θW
Zµ = cosθWW
3
µ − sinθWBµ (1.3)
Aµ = sinθWW
3
µ + cosθWBµ
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Figure 1.1: The effective potential leading to spontaneous symmetry break-
ing. The “vacuum” (lowest-energy state) is described by a random point
around the bottom of the field and occurs when the field has some non-zero
value. The Higgs boson is oscillating between the centre and the side of the
shown field in the direction of the arrow [1].
1.2 Spontaneous Symmetry Breaking and the
Higgs Mechanism
The Standard Model Lagrangian L is locally gauge invariant and therefore
mass terms of fermions and gauge bosons are forbidden. Consequently, it
contains only massless fields. This is consistent with the photon, since it is
indeed nearly massless (mγ < 1 x 10
−18 eV/c2 [27]) and hence the electro-
magnetic group U(1)em (subgroup of SU(2)L × U(1)Y ) is a good symmetry
of the vacuum. On the other hand the weak gauge bosons are massive. This
indicates that SU(2)L ×U(1)Y is not a symmetry of the vacuum and causes
the spontaneous symmetry breaking (SSB) of the electroweak group, which
describes the so-called Higgs Mechanism. A new scalar field called the Higgs
field (shown in Fig 1.1), can be added in the Standard Model Lagrangian L
resulting in the generation of the proper masses of theW and Z gauge bosons
and of the fermions, while the gauge invariance of the Standard Model is pre-
served [28].
According to the Goldstone theorem, when a continuous global symmetry is
spontaneously broken, a massless spin-0 Goldstone boson is produced. The
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Higgs field is a complex scalar doublet field with four real fields, producing
four Goldstone bosons. Three of them are absorbed and result in the massive
W± and Z bosons, while the photon remains massless as result of U(1)em
gauge invariance. The fourth Goldstone boson is identified as the Higgs
boson H , the only missing part of the Standard Model theory which up to
2012 had escaped any direct observation. Some recent evidence from two
experiments verify the existence of a new particle consistent with the Higgs
boson [29, 30].
1.3 Experimental verification
The Standard Model of electroweak interactions has proven remarkably suc-
cessful in describing the phenomena that are presently accessible at collider
experiments. For the past 25 years, Standard Model predictions have been
experimentally verified to an extreme level of precision. Figure 1.2 shows
electroweak production cross section measurements performed by CMS, as
well as their corresponding theoretical predictions [31, 32, 33, 34].
The understanding of the mechanism for electroweak symmetry breaking,
specifically by trying to observe experimentally the Higgs boson, is one of
the most important physics goals. Over the last 10 years, the range of the
Higgs mass values has been constrained by indirect measurements (LEP, CDF
and D0 (Tevatron), ATLAS and CMS experiments), giving specific limits for
where the Higgs mass is expected to be observed. Up until June 2012 the
Higgs mass was limited to the range 115-130GeV, with other masses ex-
cluded at 95% confidence level (CL). On the 4th July 2012, the CMS and
ATLAS collaborations announced the discovery of a boson with a mass of
125-126GeV, and global statistical significance within 4.9-5 standard devi-
ations [29, 30]. Further data collection and analysis is required in order to
identify if the properties of the recently discovered particle are consistent
with the properties of the Higgs boson.
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Figure 1.2: Production cross section measurements by CMS in 2011 and their
theoretical predictions [2].
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1.4 Production of Z boson in association with
b-jets
The production of a Z boson in association with one or more b-jets, represents
both an interesting Standard Model (SM) signal which can be used to test
QCD theoretical predictions, as well as one of the most important background
processes to many Higgs-boson production channels. To fully exploit the
LHC potential to detect the Higgs boson or to impose limits on its mass,
it is crucial that the dominant background processes are also under good
theoretical control and accurately modelled.
1.4.1 Motivation
The pp→ bb¯Z process is a background to ZH associated production followed
by H → bb¯. Although, this is experimentally a difficult channel, theoretically
it is very interesting, since it can play a very important role in measuring
the b quark Yukawa coupling for a light Higgs boson at the LHC. It is also a
background to the Standard Model Higgs channel H → ZZ→ 4l, with each Z
boson decaying to two leptons, since it can produce the same four lepton final
state, with two leptons originating from Z boson decay and two originating
from the semileptonic decay of B-hadrons. The clear signature of the four
lepton final state and the fact that the Higgs mass can be fully reconstructed
makes it an interesting channel to study.
In the Standard Model, the small b-quark mass (4.78+0.20
−0.07 GeV/c
2) [27] results
in a weak Yukawa coupling and therefore, the production of a Higgs boson
in association with bottom quarks is suppressed. However, the Yukawa cou-
pling is sufficiently enhanced in supersymmetric (SUSY) extensions of the
SM (such as the Minimal Supersymmetric Standard Model MSSM), increas-
ing the production cross section of a Higgs boson in association with bottom
quarks at the LHC. The search for SUSY MSSM Higgs boson in the channel
pp → bb¯φ, φ → τ+τ−(µ+µ−), where φ is one of the neutral Higgs bosons
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(h0, A0, H0), has been firmly studied [38, 39]. The topologies of bb¯Z and
SUSY bb¯φ are very similar, when the Z and the Higgs bosons decay to the
same final states (µ+µ−, τ+τ−). By exploiting this similarity, bb¯Z could be
used as a testing ground to validate the theoretical predictions for bb¯φ pro-
duction. Consequently, bb¯Z is an interesting measurement also because it is
an irreducible background to this SUSY bb¯φ discovery channel described.
1.4.2 Calculation Schemes
In order to verify or constrain the NLO calculations regarding the bb¯Z pro-
cess, several final states can be used:
• events with at least one b-tagged jet (Z+b)
• events with at least two b-tagged jets (Z+bb¯)
• events with at least two jets, among which at least one b-tagged (Z+bj)
The cross section measurement presented in this thesis, has been obtained by
requiring at least one b-jet in the final state. The QCD driven cross section
calculations for the associated production of a Z boson with one or more b-
jets at LHC are currently derived assuming two different methodologies: the
four flavour and five flavour schemes, labelled according to the number of
quark flavours considered in the proton Parton Distribution Function (PDF).
In the four flavour scheme only u, d, s, c quark and gluon parton distribution
functions are used, while b-quarks are only created via gluon splitting. The
leading order (LO) Feynman diagrams are shown in Figure 1.3.
In the five flavour scheme, the b-quark PDFs are taken into account directly
in the calculation (gb→ Zb). It is possible that one of the b-quarks remains
soft (low pT), forward (emitted collinear to the beam) and close to the parent
proton, and hence is considered as part of the beam remnant and remains
undetected. The other b-quark participates in the hard scattering and often
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Figure 1.3: LO Feynman diagrams contributing to Z+bb¯ production.
emerges at high pT, with a parton distribution function calculated perturba-
tively from the Dokshitzer-Gribov-Lipatov-Altarelli-Parisi (DGLAP) evolu-
tion equations [40]. Figure 1.4 shows the typical leading order (LO) Feynman
diagrams.
Figure 1.4: LO Feynman diagrams contributing to Z+b production at the
LHC.
Two approaches can give different results at LO depending on the order-
ing of the perturbative expansion and on the poorly constrained b-quark
PDF. When the NLO corrections are included, they should be consistent
within their respective theoretical uncertainties, since each scheme is simply
a rearrangement of the other’s terms. Preliminary results for bb¯φ theory cal-
culations at 7 TeV, show that the two different calculation schemes lead to
deviations of about 30% of the central cross section values [41]. A thorough
explanation of the different schemes can be found in [42].
The Z production with two b-jets, has been calculated including NLO QCD
corrections in the four flavour scheme, first in the massless b quark approxima-
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tion [43, 44] and more recently including full b quark mass effects [45, 46, 47].
In addition, both the production of Z with up to two jets, one of which is a
b-jet (Zbj) and the production of Z with a single b-jet (Z+b-jet), have also
been calculated at NLO using the five flavour scheme [48, 41, 49]. These
calculations were performed for a center-of-mass energy of
√
s=14 TeV and
cannot be used as a direct comparison with our measurement. However they
provide valuable insight and information on the process of interest.
A Z+b final state can be observed in the detector when one of the b-quarks
is missed because it is either outside the coverage of the detector, or not
accepted by the analysis criteria. There is also the possibility of two b’s to
be produced close to each other, and thus be reconstructed in the same jet.
Experimental measurements of processes sensitive to b-quarks, such as the Z
production in association with a b-jet (at LO it proceeds via gb→ Zb) could
potentially be used to extract information on the b-quark parton distribution
function, which is needed for several Higgs production processes (gb → hb,
hbb). At present, there is no direct measurement of the b distribution func-
tion, but instead it is derived perturbatively from the gluon distribution
function using the DGLAP evolution equations. More details concerning the
extraction of b parton distribution functions can be found in [50, 48, 51].
Chapter 2
The CMS detector at LHC
2.1 The Large Hadron Collider
The Large Hadron Collider [52] is the largest particle accelerator ever built
and is located at the European Laboratory for Particle Physics (Centre Eu-
rope´en Pour La Recherche Nucle´aire, CERN). The LHC collider is housed
in a 27 km circumference circular tunnel situated 50 to 175m underground.
The accelerator complex is schematically shown in Figure 2.1. Inside the
LHC accelerator, two beams (either protons or lead ions) travel in oppo-
site directions at speed close to the speed of light and then collide with one
another at four interaction points, where the experiments are located: two
general purpose detectors, ATLAS (A large Toroidal LHC ApparatuS ) [53]
and CMS (Compact Muon Solenoid) [54, 55], LHCb (LHC beauty experi-
ment) [56] which investigates B-meson physics and ALICE (A Large Ion
Collider Experiment) [57] dedicated to physics of heavy ion collisions.
The beams circulate in separate beam pipes kept at ultra high vacuum ( 10−8
Pa). The orbits of the particles around the accelerator ring, are maintained
by superconducting electromagnets. The 1232 dipole magnets, each 14.3m
long, utilize special niobium-titanium (NbTi) superconducting cables and
produce a field of 8.33T. A huge liquid helium cryogenics system is required
15
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Figure 2.1: The LHC acceleration complex including the location of the four
experiments.
to keep the magnets at a temperature of about -271◦C.
The design center-of-mass energy is
√
s=14TeV resulting in central collisions
between partons with energy of the order of TeV. In order to achieve the
desired collision energies the accelerating procedure sketched in Figure 2.1
has to be followed. Protons are obtained by stripping hydrogen atoms out of
their orbiting electrons and are then sent through a sequence of accelerators.
Each boosts the energy of the particle beam, before injecting it into the
next one in the sequence. The procedure starts with the linear accelerator
Linac2, which raises the energy of the protons to 50MeV and sends them
to the Proton Synchrotron Booster (PSB). The booster accelerates them to
1.4GeV and feeds them to the Proton Synchrotron (PS) where they reach
25GeV, and are then injected into the Super Proton Synchrotron (SPS)
which increases their energy to 450GeV. At this energy they are guided into
the main LHC ring where they circulate for 20 minutes before reaching the
maximum speed and energy.
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2.2 Luminosity at LHC
One of the most important parameters characterizing the performance of a
particle collider is the luminosity. Luminosity is the quantity that describes
the ability of a collider to produce events (rate of useful interactions) and
therefore connects the event rate N and the cross section of the observed
event σ by:
N = L · σ (2.1)
The unit used for the luminosity is cm−2s−1 and it provides the rates of
various processes without requiring the knowledge of details of the machine.
The integral of the delivered luminosity over the lifetime of a machine is
called integrated luminosity and it describes the number of events collected:
L =
∫
Ldt (2.2)
Generally, the instantaneous luminosity for round beams with Gaussian beam
distributions circulating with a revolution frequency f and nb bunches per
beam with Nb particles per bunch is given by:
L =
Nb
2 nb f
Aeff
(2.3)
where Aeff is the cross-sectional area of each bunch (perpendicular to the
beam direction). The instantaneous luminosity L can be also defined in terms
of machine parameters by [58]:
L =
Nb
2 nb γr frev
4πǫnβ∗
(2.4)
where Nb is the number of particles per bunch, nb the number of bunches per
beam, γr the relativistic Lorentz factor (E/m), frev the revolution frequency,
εn the normalized transverse beam emittance and β
∗ the beta function at the
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collision point. For the LHC design peak luminosity is 1034cm−2s−1. During
the first two years of operation, the machine parameters are being optimized
to progressively increase the delivered instantaneous luminosity.
Following a commissioning run with collisions at center-of-mass energies√
s=900GeV and 2.36TeV in November and December 2009, the LHC has
been running at
√
s=7TeV since March 30, 2010. In 2010 a large frac-
tion of the LHC operating time was devoted to machine development and
the amount of accumulated luminosity increased up to a total of 47 pb−1 of
proton-proton collision data. The optimization effort paid off in 2011 with
peak luminosities up to 3.6 x1033 cm−2s−1 being recorded and a total of
5.6 fb−1 delivered to ATLAS and CMS respectively. A summary of the LHC
parameters at the end of the 2010 and 2011 data taking periods, as well as
their design values, is given in Table 2.1, while Figure 2.2 shows the inte-
grated luminosity delivered by the LHC and recorded by the CMS detector
in 2011.
Parameter 2010 2011 Nominal
Beam energy (TeV) 3.5 3.5 7
Nb(10
11 p/b) 1.2 1.5 1.15
nb 368 1380 2808
Bunch spacing (ns) 150 50 25
εn (µm rad) 2.4-4 1.9-2.3 3.75
β∗ (m) 3.5 1 0.55
Peak L (cm−2s−1) 2 1032 3.6 1033 1034
Table 2.1: LHC parameters, at the end of years 2010 and 2011 and design
parameters at
√
s=14 TeV [14].
The precise measurement of the integrated luminosity is needed in order to
measure the cross sections of specific processes. In CMS, the luminosity
is measured both online and offline. The online measurement uses signals
from the Hadronic Forward (HF) calorimeters and can be performed by two
different methods. The first method is based on zero counting where the
average fraction of empty towers is related to the mean number of collisions
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Figure 2.2: Integrated luminosity delivered to and recorded by CMS over
2011 [3].
per bunch crossing, while the second takes advantage of the linearity of the
average transverse energy per tower and the luminosity. Simulation studies
have shown that the best linearity is obtained using specific regions of the
detector (3.5 < η < 4.2).
The offline measurement is based on the production rate of primary vertices
and is also performed by two different methods. In the first method the
number of vertices found in each zero-bias trigger is counted and an average
is computed. The second method measures the mean number of vertices per
event. The absolute luminosity determination is performed by the Van der
Meer separation scan method [59]. In this approach, the relative interaction
rate as a function of the transverse beam separations is recorded and the size
and shape of the interaction region are estimated.
A good understanding of the luminosity and its uncertainties is critical, since
the luminosity determination is a significant contribution to the systematic
errors. The analysis presented in this thesis was initially performed using
integrated luminosity of 2.11 fb−1. However the final results were adjusted
with the updated luminosity measurement, giving an estimate of 2.22 fb−1.
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The luminosity uncertainty of the 2011 dataset of the prompt reconstruction
was initially estimated to 4.5% [60] and after a further update from the CMS
Collaboration, the estimation was changed to 2.2% [61].
2.3 The Compact Muon Solenoid
The Compact Muon Solenoid (CMS) is a large general purpose detector,
which is 21.6m long, has a diameter of 14.6m and an overall weight of
12500 tons. It is built symmetrically with a barrel and two endcaps, providing
nearly 4π coverage. Starting from the innermost part and surrounding the
vacuum beam type, the CMS detector consists of a central tracker system,
an electromagnetic and a hadronic calorimeter and a muon detector. The
tracker and calorimeter systems are enclosed in a superconducting solenoid
magnet providing an axial field of 3.8T. The iron return yoke of the mag-
net is instrumented with a chamber muon system. The overall layout of the
detector is presented in Figure 2.3. Following a discussion of some general
requirements guiding detector design, the structure and operation of each
component of the CMS detector are described in the next sections of this
chapter.
At design luminosity and bunch spacing (25 ns) an average of 20 inelastic
interactions occur in every bunch crossing. The products of the interaction
under study may be confused with those from other interactions in the same
bunch crossing. The effect of this “pile-up” can be reduced by using high-
granularity detectors with good spatial and time resolution, resulting in low
occupancy. As a consequence, a large number of detector channels with very
good synchronization is required. In addition, radiation-hard detectors and
front-end electronics are needed because of the high radiation levels resulting
from the large flux of produced particles.
Each of the CMS subdetectors mentioned earlier, is designed to perform a
specific task. The central tracking system ensures good charged particle mo-
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Figure 2.3: Schematic view of the CMS detector and its components.
mentum resolution and reconstruction efficiency. The calorimeter systems
make possible an accurate measurement of the missing transverse energy,
with the electromagnetic part providing good electromagnetic energy resolu-
tion while the hadron calorimeter offers good dijet mass resolution. Finally,
the muon system ensures good muon identification and reconstruction, mea-
suring muon momentum with good resolution. The combined information
gathered by these subdetectors allows precise measurement of the energies
and momenta of all particles produced in the collisions.
Coordinate Conventions : CMS employs a right-handed coordinate sys-
tem with the x-axis pointing to the center of the LHC ring, the y-axis point-
ing vertically upward and the z-axis along the beam direction pointing west.
The coordinate r is the distance from the origin, φ is the azimuthal angle
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measured from the x axis in the x-y plane and θ the polar angle measured
from the z-axis. Pseudorapidity η is defined as η = − ln [tan ( θ
2
)]
. Trans-
verse momentum denoted by pT (pT = p sinθ), is defined as the momentum
perpendicular to the LHC beam axis. The energy imbalance measured in the
transverse plane is denoted by EmissT .
2.4 The tracker system
The tracker system lies at the core of CMS and is closest to the interaction
vertex, where the particle flux is the highest. Its goal is to provide precise
and efficient measurements of the trajectories of charged particles and precise
reconstruction of secondary vertices.
In order to deal with the high track density (about 1000 particles traverse
the detector every 25 ns), a technology featuring high granularity and high
readout speed is needed. Moreover, the tracker has to cope with the high
radiation fluency accumulated over several years of LHC running. Due to
these requirements, the tracker design is entirely based on radiation tolerant
silicon detector technology. The detector is divided into a pixel detector
close to the interaction region, while the reduced particle flux allows the use
of strip detectors covering radii between 0.2 and 1.2m.
2.4.1 The pixel tracker
The pixel detector is of paramount importance as a starting point in the
reconstruction of charged particle tracks and interaction vertices. As shown
in Figure 2.4 it is built from three barrel layers (BPIX) with radii of 4.4 cm,
7.3 cm and 10.2 cm, respectively and of two endcap disks (FPIX) at each
end of the barrel. The disks extend in radius from 6 to 15 cm and are
placed at |z|=34.5 and 46.5 cm. The detector covers the pseudorapidity
range |η| < 2.5. In order to achieve the optimal resolution in both transverse
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(r, φ) and longitudinal (z) coordinates a nearly square pixel cell shape is
adopted. The barrel pixel sensors have a thickness of 285µm and a pixel
size of 100 × 150 µm2 along the r, φ and z coordinates, respectively. The
endcap sensors are 270µm thick, with the same pixel size oriented in the r
(100µm) and rφ (150µm) coordinates. The resulting spatial resolution is of
the order of 10 µm for the ( r, φ) measurement and about 20µm for the z
measurement using analog readout. The barrel layers and the endcap disks
comprise a total of 768 and 672 pixel modules, respectively.
Figure 2.4: Layout of pixel detector in the CMS Tracker System.
2.4.2 The silicon microstrip tracker
The Silicon Strip Tracker SST is the largest silicon tracker ever built with
a 198m2 of total active detector area. It has an overall length of 5.4m and
a diameter of about 2.4m, covering the pseudorapidity region |η| < 2.5. It
is composed of four subsystems: the four-layer Tracker Inner Barrel (TIB),
the six layer Tracker Outer Barrel (TOB) and on each side the three Tracker
Inner Disks (TID) and nine-disk Tracker Endcaps (TEC). The TID fill the
gap between the TIB and the TEC. The rz-layout of the tracker geometry
is shown in Figure 2.5.
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The basic functional subunit of the silicon tracking system is the detector
module which houses the silicon sensors and the readout electronics. The
tracker consists of about 15400 modules which are mounted on carbon fiber
(CF) support structures. The cylindrical layers have in total 9.3 million strips
parallel to the beam direction for r and φ coordinate measurements. Layers
indicated in red in Figure 2.5 are equipped with double-sided modules. A
double-sided module is constructed from a pair of single-sided modules, glued
back to back with a stereo angle of 100 µrad between their strips providing
an r-z measurement. The resolution ranges for strip modules ranges from 23
Figure 2.5: View of the CMS tracker layout in the (r, z) plane. Red lines
represent single-sided detector modules while blue lines represent double-
sided detector modules.
to 60µm. Both TID and TEC are arranged in rings centred on the beam line
and have strips that point to the beam line. Altogether, the tracker layout
ensures at least 9 hits in the silicon strip tracker in the coverage η < 2.4.
The transverse momentum resolution of a muon with pT ∼100GeV in the
tracker is around 1-2% but degrades in high regions of η.The momentum res-
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Figure 2.6: 3-D view of the electromagnetic calorimeter.
olution measurement is sensitive to the knowledge of the tracker material, the
magnetic field and the alignment. A study of a tracker alignment technique
is presented in Appendix B. The transverse impact parameter resolution is
about 10µm for high pT tracks and degrades at low momenta where multiple
scattering effect is enhanced. The track reconstruction efficiency of muons
in the tracker is about 99% over most of the acceptance.
2.5 The electromagnetic calorimeter
The Electromagnetic Calorimeter (ECAL) is a homogeneous calorimeter di-
vided into barrel (EB) and endcaps (EE), as illustrated in Figure 2.6. It
is comprising 61200 lead tungstate (PbWO4) crystals mounted in the barrel
and 7324 crystals in each of the two endcaps.
Lead tungstate (PbWO4) crystals have been chosen due to their short ra-
diation length (X0 = 89 mm). These characteristics allow the design of a
26 Chapter 2. The CMS detector at LHC
compact highly granular detector, with excellent energy resolution, fast time
response (25 ns) and high radiation resistance. On the other hand, PbWO4
crystals have the drawback of low light yield. Therefore, photo-detectors with
intrinsic gain that can operate in a magnetic field are required. The scintil-
lation light produced in the crystals is read out by avalanche photo diodes
(APDs) in the barrel and vacuum phototriodes (VPTs) in the endcaps.
The EB covers the pseudorapidity range |η| < 1.479 and its front face is at a
radial distance of 1.29 m from the beam line. The front face of each crystal
is 22×22 mm2 with a length of 230 mm, corresponding to 25.8 X0 thickness.
The crystals are quasi-projective (their axes are tilted at 3◦ with respect to
the line from the nominal vertex position to avoid cracks aligned with the
particle trajectory). The crystal volume in the EB amounts to 8.14 m3.
The EE are situated at a longitudinal distance of 3.14 m from the vertex and
cover the range 1.479 < |η| < 3.0. The EE crystals are all identical and have
a front face of 28.6 × 28.6 mm2 and a length of 220 mm, corresponding to
24.7 X0. The crystal volume in EE amounts to 1.52 m
3. Between the EB and
the EE, there is a transition region called the “crack”, occupied by cables
and other services. Therefore, this region has to be excluded from analyses
since it results in smaller reconstruction efficiency.
A preshower detector is placed in front of the EE (1.65 < |η| < 2.61) with
an inner radius of 457 mm and an outer radius of 1230 mm. It contains
two planes of silicon strip sensors, positioned after two lead absorbers of 2X0
and 1X0 radiation length thickness, respectively. The goal of this detector is
to identify neutral pions, by providing reliable discrimination between single
photons and photons produced in pairs in neutral pion decays and also to
obtain an accurate determination of the position of electrons and photons.
The energy resolution of the ECAL has been parametrized as:
σECALE
E
=
S√
E
⊕ N
E
⊕ C (2.5)
where S is the stochastic term which includes shower fluctuations and photo-
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electron statistics. The term N is the noise from the electronics and pile-
up and C is the constant term which is related to the calibration of the
calorimeter. The symbol ⊕ stands for the quadratic sum.
Measurements taken with test beam electrons have shown that the energy res-
olution and noise performance for the ECAL barrel meet the design goals for
the detector. The values of the constants were found to be: S = 2.8%GeV1/2,
N = 12%GeV, C = 0.3% [55].
2.6 The hadron calorimeter
The hadron calorimeter HCAL is divided into the central calorimeter with
|η| <3.0 and the forward/backward (HF) calorimeter which covers up to
|η| <5.2. The central part consists of the Hadron Barrel (HB) and the
Hadron Endcaps (HE), located inside the CMS magnet cryostat. Due to
volume limitations, the HB inside the magnet is not sufficiently thick to
contain the complete energy of high energy showers. Thus it is supplemented
by an outer hadron calorimeter (HO) placed just between the solenoid and
the muon detectors. A longitudinal view of the central calorimeter is shown
in Figure 2.7
The quality of the energy measurements depends on the fraction of the
hadronic shower detected in the calorimeter. Consequently, the thickness of
the material has to be large enough to absorb the major part of the shower.
The active medium of the HCAL consists of plastic scintillator tiles with
wavelength shifting (WLS) fibre readout embedded, interleaved with brass
(or steel) absorber plates. The absorber material has been chosen for its
short interaction length and its non-magnetic property.
The HB covers the pseudorapidity region |η| < 1.4 and is composed of 70000
scintillator tiles. The innermost and outermost absorber plates are made
up of stainless steel for structural strength. The total absorber thickness in
terms of interaction length is 5.82 λI at |η|=0 and increases to 10.6 λI at
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Figure 2.7: View of one quarter of the HCAL displayed in the rz plane.
|η|=1.3. The electromagnetic calorimeter in front of HB adds about 1.1 λI
of material. All active readout scintillator tiles in each layer of the HB are
divided into segments ∆η×∆φ = 0.087×0.087. This granularity gives good
shower resolution and matches the trigger granularity of the electromagnetic
calorimeter and of the muon system.
The HE cover the pseudorapidity range of 1.3< |η| <3.0. They are composed
of 20916 scintillator tiles and their design is similar to the HB design. Their
granularity is ∆η×∆φ = 0.087×0.087 for |η| < 1.6 and ∆η×∆φ = 0.17×0.17
for |η| > 1.6. The HO is made of two scintillator layers having the same
granularity as HB. The iron return yoke is exploited as an absorber, resulting
in a minimal interaction length of 11.8λI in the barrel region.
The HF is placed outside the magnet yoke and is situated at a longitudinal
distance of 11.2m from the interaction point. The active elements are quartz
fibres parallel to the beam, inserted in steel absorber plates leading to an
interaction length of 10λI . The signal originates from Cerenkov light emitted
by charged particles in the quartz fibres and is then channelled by the fibres to
photomultipliers. HF is read-out in towers with a size of ∆η×∆φ = 0.175×
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0.175 except the upper most and lower most towers which have ∆η=0.111
and ∆η=0.3, respectively.
The energy resolution of the HCAL is parametrized as:
σHCALE
E
=
S√
E
⊕ C (2.6)
where S is 90% and 172% for the barrel/endcap and forward calorimeter,
respectively. In addition the term C is 4.5% for the barrel/endcap and 9%
for the forward calorimeter. The contribution of electronic noise N to the
energy resolution of HCAL is negligible.
2.7 The muon detector
The muon detector is the outermost detector of CMS, located behind the
calorimeters and the coil. It consists of three different types of gaseous sub-
detectors embedded in the iron return yoke of the magnet, which shields the
detectors from charged particles other than muons.These are the drift tube
(DT) chambers, the cathode strip chambers (CSC) and the resistive plate
chambers (RPC). The three systems consist of superstructures (stations)
which are build out of smaller independent building blocks. The arrange-
ment of the different detector chambers is shown in Figure 2.8.
The barrel region covers up to |η| < 1.2 and is equipped with drift tube
(DT) chambers because of the low neutron induced background rates1 (110
Hz/cm2) and magnetic field. There are four stations of DTs interleaved with
the iron return yoke plates of the magnet, arranged in concentric cylinders
around the beam line. Three stations contain eight chambers measuring the
r-φ direction and four chambers measuring in z direction along the beam line.
The outermost fourth station measures in r-φ direction only. Each chamber
1Thermalized neutrons produced inside the cavern by beam halo interactions with
magnets on the LHC beam line and the detector itself or along the hadronic shower
development and escaping the calorimeter.
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Figure 2.8: Layout of one quadrant of the muon system showing DT, CSC
and RPC subdetectors.
has a resolution of about 100µm in r-φ and 1 mrad in φ.
In the endcap region where the neutron induced background rate is higher
(up to 1000 Hz/cm2 for large |η|) and the magnetic field is more intense
than in the barrel, cathode strip chambers (CSC) were deployed. Each end-
cap has four muon stations of CSC arranged in disks perpendicular to the
beam line. The innermost station consists of three concentric rings while
the other stations are composed by only two rings. The rings are formed
by multiwire trapezoidal shaped chambers comprised of 6 anode wire planes
interleaved with 7 cathode panels (CSC). The pseudorapidity range covered
by the endcaps is 0.9 < |η| < 2.4.
Both the barrel and the endcap regions are covered with resistive plate cham-
bers (RPCs) which provide fast response and excellent time resolution of few
ns. Chambers are operated in avalanche mode allowing the detectors to sus-
tain higher fluxes (up to 10 kHz/cm2). There are six layers of RPCs installed
in the barrel muon system and three layers in each of the endcaps.
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In total there are 1400 muon chambers: 250 DTs, 540 CSCs and 610 RPCs.
The DT and CSC are both fast detectors and are used in the Level-1 trigger
systems. In addition, RPCs provide independent and complementary infor-
mation for Level-1 trigger. Trigger signals coming from the DTs, CSCs and
RPCs proceed in parallel until reaching the level of the global trigger logic.
2.8 The magnet system
The superconducting solenoid magnet is 13 m long, has an inner diameter of
5.9 m and can generate a magnetic field of 4 T (currently operates at 3.8 T to
increase the lifetime of the magnet). Due to the high field particles with low
momentum (generally coming from background processes) are confined in
the region near the vacuum pipe and do not go beyond the innermost tracker
layers. In this way the flux of particles reaching the outer subdetectors is
decreased, and the channel occupancy2 can be kept low. The magnetic flux
is returned through a 10,000 t iron yoke allowing 4 muon stations to be
integrated.
2.9 The trigger and DAQ systems
For the nominal LHC design luminosity and a bunch crossing frequency of
40 MHz, approximately 20 inelastic collisions occur every 25 ns, which corre-
spond to an interaction rate of the order of 1 GHz. The enormous data rate
(109 interactions every second) which will be produced must be reduced by
a factor of at least 107 to 100 Hz, the maximum rate that can be archived
by the on-line computer farm. This is the task of the Trigger and Data Ac-
quisition System [62, 63], namely TriDaS, to select out of these millions of
events the most interesting ones and then store them for further analysis. In
2The number of detector channels hit by a particle divided by the total number of
channels
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order to pass the TriDAS examination, an event has to pass two independent
stages: the level-1 (L1) trigger and the high level triggers (HLTs).
2.9.1 Level-1 trigger
To identify different physics objects, the L1 trigger hardware system uses
roughly segmented data from the calorimeters and the muon system. Pend-
ing the trigger decision, the full detector data are held in pipeline memories
in the detector front-end electronics. The latency time allocated for the L1
trigger decision is 3.2 µs. The trigger decision chain starts from the Trigger
Primitive Generators (TPG) which identify energy deposits in calorimeter
trigger towers and track segments or hit patterns in muon chambers. Based
on this information, the Regional Triggers then determine ranked trigger ob-
jects. The Global Calorimeter Trigger (GCT) and the Global Muon Trigger
(GMT) find the highest-rank candidates of calorimeter and muon objects.
Finally, the Global Trigger (GT) combines this information and makes the
final binary accept or reject decision. The Trigger Control System (TCS) de-
termines if the subdetectors are ready to read out the event, and if the data
acquisition (DAQ) system is ready to receive it. The trigger architecture is
displayed in Figure 2.9.
The L1 trigger chain process described above is different for each subdetector:
• Calorimeter System: Initially, trigger primitives are created by esti-
mating the sum of the transverse energies measured in trigger towers,
formed by ECAL and HCAL cells. The information is then used by the
Regional Calorimeter Trigger (RCT) to characterize electron, photon,
tau and jet candidates. Finally, the global calorimeter trigger identifies
the highest-ranking trigger candidates and offers information about the
jets, the total transverse energy and the missing energy in the event.
• Muon System: DTs and CSCs trigger primitive generators first pro-
cess the information of the chamber locally and deliver track segments
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Figure 2.9: The architecture of Level-1 Trigger.
while the RPCs provide measurements derived from regional hit pat-
terns. The Regional Muon Trigger consists of DT and CSC track find-
ers which collect track segments from different stations and combines
them to form muon tracks. The transverse momentum pT is assigned.
Eventually, the Global Muon Trigger (GMT) uses the combined infor-
mation from each subsystem and selects up to four muon highest pT
trigger candidates. Thus, better efficiency and resolution are achieved
and the momentum, charge, position and quality of the candidates are
determined.
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2.9.2 High level trigger
Events that are accepted by the L1 trigger are then passed as input for
the High Level Trigger (HLT). The HLT processor farm further decreases
drastically the event rate, before data storage. The maximum HLT input
rate is 100 KHz and the final output rate is about 100 Hz. In contrast
to L1 trigger, the HLT reconstruction software is similar to the one used
for CMS offline reconstruction and analysis. Therefore, even though the
quantities calculated by the HLT algorithms are similar to those calculated by
L1 trigger, the resolution, purity and efficiency are far better. The HLT menu
is composed of a set of trigger paths, each path addressing a specific physics
object selection. The execution of a path is interrupted if the processed event
does not fulfil the conditions imposed by a given filter module.
Electrons
The L1 trigger selects events containing a high energetic electromagnetic
shower in the ECAL. Then, the candidates are separated into isolated and
non isolated candidates by an isolation requirement which is based on the
amount of energy deposited in the trigger towers. The four most energetic
candidates from each category are selected.
The HLT electron selection proceeds in three steps. In the first step (L2
selection) only the calorimeter information is used while in the next step
(L2.5 selection) a requirement of hits in the pixel detectors consistent with
an electron candidate is applied. At this stage, a failure of matching leads
to a “seed” for an HLT photon object. Finally, the electron trigger uses
information from the pixel detector and matches clusters of the electromag-
netic calorimeter to hits in the inner tracking detectors. The track finding
is performed with loose criteria in order to maintain high efficiency. A cut
on the hadronic/electromagnetic ratio is applied in order to reject π0 can-
didates. In addition, a cut on the distance between the ECAL positions of
the super-cluster and the extrapolated track in the longitudinal coordinate
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is applied. Further fake electron candidates are rejected by a requirement on
the fraction of the energy found behind the super-cluster in the HCAL and
the super-cluster energy (H/E), in the endcaps.
Muons
In the same way as for the electron trigger, the four highest quality muon
candidates are provided by the L1 trigger. The HLT muon selection proceeds
in two steps. In the first step, the parameters of the L1 trigger muon candi-
dates are converted into “seeds” and are used for the regional reconstruction
in the muon system. Specifically, the algorithm exploits the reconstructed
hits which are built from the digitized signals in the muon system. Then,
according to the Kalman Filter method, it constructs trajectories which are
used to validate the L1 trigger decision and to refine the muon pT measure-
ment using the high resolution of the muon chambers (L2 muon selection).
In the second step (Level-3 muon selection) the muon trajectories are extrap-
olated from the innermost muon station to the outer tracker surface, taking
into account the muon energy loss in the material and multiple scattering.
The muon momentum measurement is improved and the trigger threshold is
sharpened.
After each step, isolation criteria can also be applied in order to further reject
fake L1 trigger muon candidates. The fake candidates can originate from non
prompt muons (from K±/π± decays) which are generally accompanied by
other nearby particles and therefore can be suppressed by isolation criteria.
The calorimeter isolation is applied after the first step and is determined by
the sum of the calorimeter energy in a cone around the muon. After the
second step a tracker isolation is applied, using the number of pixel tracks
in a region around the projected muon trajectory. In this case, isolation is
determined by the sum of the transverse momenta of the tracks in a cone
around the muon.
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Chapter 3
Event Simulation and
Reconstruction
The simulation and reconstruction of events in CMS is performed using the
CMSSW framework. The CMSSW package can handle the event generation,
the detector simulation, the digitization and finally the reconstruction. After
generating the production and decay of particles in a given process, the
generated particles are propagated through the detector material while the
detector readout is also simulated. Finally, raw detector data, real as well as
simulated, are converted into physics objects suitable for physics analysis.
3.1 Anatomy of Proton-Proton Collisions
At very low energies, a proton-proton collision can be approximated as an
elastic scattering of two electrically charged objects. However, at higher en-
ergies (LHC), the inner structure of the proton plays a crucial role in the
scattering process. The structure of the proton can be described by the so-
called parton model, where each proton is regarded as a system of partons
(three valence quarks, but also a sea of further gluons and quarks). The na-
ture of the partonic constituents of two colliding protons interaction, depends
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on the momentum transfer Q2 involved. When Q2 exchanges are low, soft
scattering processes occur, which are dominated by non-perturbative effects.
In contrast, when the momentum transfers involved in the partonic process
qaqb→X (shown in Figure 3.1) are high, hard scattering processes occur. At
Figure 3.1: Schematic representation of the hard process σˆqaqb→X .
this scale the strong coupling αS(Q
2) is small enough for perturbation theory
to be valid. The partonic cross section can be expressed as a power series in
the expansion parameter αS(Q
2):
σˆ ∼
∞∑
n=0
αˆnα
n
S(Q
2) (3.1)
In practice, the order of perturbation theory to which the calculations are
performed is very limited due to the increasing number of additional Feyn-
man diagrams which have to be calculated. Thus, the tree level diagrams
(lowest power in the expansion parameter) represent the main contribution
to the amplitude of a given process and contribute at leading order (LO)
to the partonic cross section. Given the partons’ unknown initial momenta,
the partonic cross section cannot be directly measured. In order to compute
the measurable hadronic cross section, it is essential to introduce the par-
ton distribution functions (PDFs) fa(x, µ
2
f), which describe the probability
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density for a parton with flavour a to carry a fraction x of the longitudinal
momentum of the proton, at the scale µ2F . The energy scale µ
2
F is called
factorization scale creates an artificial limit which separates the perturba-
tive short distance and non-perturbative long distance physics Similarly the
renormalization scale µR removes the divergences in loop corrections by ab-
sorbing them into the coupling constant αS. Consequently, based on factor-
ization theorems [66], the observable hadronic cross section is described as a
convolution of the partonic cross section σˆ and the PDFs:
σpp→X =
∑
a,b
∫
dx1dx2fa(x1, µ
2
F )fb(x2, µ
2
F )σˆqaqb→X(x1, x2, αS(µ
2
R), µ
2
F )
+O(Λ
2
QCD
Q2
) (3.2)
Both the factorization scale µ2F and the renormalization scale µ
2
R are chosen
at the order of the scale Q2. The fully differential parton-level cross section
is given by the corresponding matrix elements, which are calculated accord-
ing to the Feynman rules derived from the Lagrangian of the theory. The
matrix element is combined with phase space to calculate the production
cross section for a given subprocess. Thus, the necessary ingredients for the
calculation of the cross sections at hadron colliders are the parton-level ma-
trix element, the parton distribution functions and the integration over the
corresponding phase space.
The Leading Order (LO) calculations provide a good estimation of the ex-
pected cross section. For high-precision measurements Next to Leading Order
(NLO) calculations which contain all Feynman diagrams with an extra fac-
tor of αS (including virtual corrections and initial and final state radiation)
are needed. The ratio between the LO and NLO cross sections in a specific
kinematic range is called the K-factor and it quantifies the strength of the
NLO with respect to the LO calculation.
It has not yet been possible for PDF calculations to be derived from theory,
because of the non-perturbative effects of QCD. The currently known PDFs
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are obtained using experimental data from deep inelastic scattering experi-
ments, such as the HERA collider [67] and are provided by the CTEQ [68],
MSTW [69] and NNPDF [70] collaborations.
For the cross section calculation based on PDFs two different calculation
schemes exist. The first one is called fixed flavour scheme (FFS) while the
second one is called variable flavour scheme (VFS). In the former the number
of the considered quark flavours is kept fixed with no dependence on the
energy scale and therefore the number of flavours is given by definition. In
the latter, the number of the considered quark flavours is not fixed but rather
given by a step function depending on the energy scale. Thus the number of
quark flavours is depended on the energy of the initial state (described by the
collision process) and the energy scale of the process of interest (calculated
in the matrix element). For sufficiently big scales of the hard process, the
quark flavours are taken into account in the PDFs.
Proton-proton collision events are very complicated due to the internal hadronic
structure of the proton. Figure 3.2 illustrates several interactions (hard and
soft processes) which contribute to the final hadronic states of hadron-hadron
interactions. A detailed discussion of the different contributions follows.
Parton Showers The partons participating in the hard process have elec-
trical and/or colour charges and therefore can emit gluons or photons. The
emission of gluons dominates in hadronic interactions. The radiation from
incoming partons is called initial state radiation (ISR) while that from out-
going partons is called final state radiation (FSR). The emitted gluons can
again split into quark/anti-quark pairs or gluon pairs and so on, which leads
to cascades of additional partons, called parton showers. The shower evolu-
tion is stopped when reaching a fixed energy scale of the branching parton,
which is usually above the confinement regime (∼ 1GeV).
Hadronisation Up to this point, the above description leaves coloured
objects in the final state, which cannot therefore be the final state particles.
Hadronisation is the process where the coloured partons combine into colour
neutral states, hadrons, i.e mesons and baryons. These will in turn decay
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Figure 3.2: A schematic superposition of several contributions to the final
state of a hadron-hadron collision. The products of the partonic hard scat-
tering with the highest transverse momentum are shown in red, hadrons
originating from additional parton interactions are shown in green and beam
remnants are shown in black [4].
into relatively long-lived observable particles (π±, K, p, n). Hadronisation of
quarks and gluons thus results in tight cones of high momenta particles (jets)
with the jet direction representing that of the initiating quark or gluon. The
energy scale corresponding to hadronisation is too low for perturbation theory
to be valid. The non-perturbative description is modelled by fragmentation
functions. The most commonly used fragmentation model is the Lund string
model [71].
Underlying Events As already mentioned, scattering processes at high
energy hadron colliders can be classified as either hard or soft, depending
on the momentum transfers involved. The underlying event (UE) originates
from the remaining partons of the incoming protons, accompanying these
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participating in the hard interaction. These interact primarily via soft scat-
tering processes, resulting in hadrons scattered at small angles with respect
to the direction of the colliding protons, whose measurement demands ac-
curate forward detector systems. The so-called multiple parton interactions
(MPI) and beam remnants are treated as underlying events associated with
the hard interaction. Thus, the underlying event further complicates the ex-
perimental conditions at the LHC and constitutes an additional background
in physics measurements.
Minimum Bias Events As discussed in the previous chapter, the LHC
protons collide in bunches of ∼ 1011 protons. Consequently, the hard process
depicted in Fig 3.2, is only one of several proton-proton interactions taking
place in a single brunch crossing. Soft low-pT scattering interactions between
other protons in a bunch may occur. These interactions are designated as
minimum bias events (MB) or pile-up events (PU) in case they overlap with
a hard scatter.
Summarizing, debris from initial and final state radiation, underlying events
and soft events from other proton pairs in the same bunch crossing is ad-
ditionally produced to the interesting event at the LHC. Thus, the goal to
distinguish the hard process of interest from those accompanying soft pro-
cesses is indeed experimentally very demanding.
3.2 Monte Carlo Event Generators
To investigate the LHC potential we depend on computer tools to help sim-
ulate the complicated physics involved in hadron collisions, described in the
previous section. Monte Carlo (MC) generators are computational algo-
rithms that use random number generators to sample the expected probabil-
ity densities and determine, on an event by event basis, the particle content
of the final state resulting from the hadronic collisions. First, the matrix el-
ements corresponding to the hard process are calculated perturbatively and
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the momenta of the incoming partons are generated, according to their PDFs.
Afterwards, the initial and final state radiation are simulated according to a
parton showering model1 and hadronisation is implemented via phenomeno-
logical models. Various MC event generators use different approximations in
these steps and subsequently theoretical predictions depend on the choice of
generator. The Monte Carlo event generators which have been used in the
analysis described in this thesis (also as a systematic cross check), are listed
listed in Table 3.1. A detailed description of the purpose of each generator
follows.
• MadGraph/MadEvent [72] is an automatic Matrix Element (ME) cal-
culator which is capable of calculating the amplitudes for all the sub-
processes in a given process and then producing the mappings for the
integration over phase space. The information is then passed to MadE-
vent, which in turn calculates the event cross sections and generates
unweighted events. Next, the full event information is stored in the
“Les Houches” event format [73]2. The rest of the generation steps
(parton showering, hadronisation) are processed by PYTHIA.
• PYTHIA [74] is a general-purpose generator capable to simulate a
large range of hard processes, calculated in leading order approximation
(LO). The higher order corrections are approximated with the parton
shower approach. The hadronisation process is described by the Lund
string fragmentation model, in which the colour field between partons
is represented by a string potential. Various phenomenological mod-
els exist for the description of the underlying event, each one with a
different level of sophistication. Its MC implementation leads to un-
certainties necessitating the development of different underlying event
schemes (“tunes”). For systematics studies, two PYTHIA tunes have
been used by CMS, the Z2 and D6T [75, 76]. In the present analysis
1Splitting functions derived from QCD which describe the probability for a parton to
split into two partons are implemented.
2A standard file format selected to store process and event information, primarily
output from parton-level event generators for further use by general-purpose ones.
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Z2 tune is used since it was the one optimized on CMS data, while the
D6T tune was obtained prior to any pp collision at 7TeV.
• TAUOLA [77] is generally used to handle in a proper way the tau lepton
decays, taking into account the tau polarization.
• MC@NLO [78] is a specialized matrix element generator, which calcu-
lates the matrix elements of the hard process up to NLO. It is inter-
faced with HERWIG for parton showering. To prevent double counting
of gluon emissions, an advanced matching scheme is developed.
• HERWIG (The Hadron Emission Reactions With Interfering Gluons) [79]
is also a general purpose event generator, which uses a slightly different
approach for parton showering and for hadronisation than PYTHIA.
It is based on the clusterization model, in which gluons are split into
quark pairs and combined with neighbouring quarks into colour neutral
clusters.
• SHERPA (Simulation of High-Energy Reactions of PArticles) [80] is a
general-purpose event generator, capable of simulating several physics
processes. The emission of additional QCD partons in the initial and
final states is described through a parton-shower model. The fragmen-
tation of partons into primary hadrons is described using a phenomeno-
logical cluster-hadronisation model.
• MCFM (Monte Carlo for FeMtobarn processes at Hadron Colliders) [81]
is a fixed order parton level generator, which estimates LO, NLO and
NNLO cross sections for hadronic collisions. In order to fix the input
parameters for the electroweak couplings, MCFM allows choosing be-
tween different schemes. In addition, MCFM allows the choice of the
factorization/renormalization scale and PDF sets for the process being
investigated and the possibility for LO or NLO calculations.
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Generator Use
MadGraph/MadEvent Main signal and background samples
interfaced with PYTHIA
TAUOLA Main signal and background samples
(simulation of τ decays)
MC@NLO Cross checks and systematic error estimation
interfaced with HERWIG
SHERPA Cross checks and systematic error estimation
Table 3.1: Different generators and their utilisation in the analysis. The
main samples used were generated using MadGraph/MadEvent interfaced
with PYTHIA and using TAUOLA for the simulation of τ decays. MC@NLO
interfaced with HERWIG and SHERPA were mostly used for cross checks
and the estimation of the systematics (see Chapter 4).
Matching Matrix elements and parton showers are complementary ap-
proaches of parton production. ME are needed to describe hard and widely
separated jets and PS are needed for very high multiplicities and hadroni-
sation step. For realistic description of multijet processes, it is necessary to
combine both descriptions without double-counting. Since additional jets are
produced during the PS process, if high multiplicity is considered at the ME
level, a matching step is necessary to avoid double counting of emissions in
overlapping phase space regions. Several algorithms performing this task are
available. In the present analysis, the CKKW [82] matching technique, based
on event reweighting is used in the SHERPA sample and the MLM matching
technique [83], based on event rejection is used in the PYTHIA sample.
The typical CMS simulation chain consists of an event generator which simu-
lates the proton-proton interaction down to the production of the final state
long lived particles which will be observed by the CMS detector. Next, these
events are passed to the detector simulator, which emulates the interaction
of these particles with the detector material. Finally, the digitization step
describes the response of the detector readout electronics.
The simulation of the CMS detector is based on the GEANT4 toolkit [84],
which takes the generated particles as input and simulates their propagation
46 Chapter 3. Event Simulation and Reconstruction
through the detector and its response, based on a description of the geometry
of the detector components and the magnetic field. The interactions of the
particles with matter (including ionization, bremsstrahlung, photon conver-
sions, multiple scattering, scintillation, absorption and transition radiation)
are given as simulated hits, which are then used as input for simulating the
response of the detector readout and trigger electronics. Finally, the informa-
tion is digitized by taking into account noise and other factors. In addition,
after sorting out which bits of information refer to the same particle, the
kinematic properties of each particle have to be reconstructed to reveal the
physical nature of the whole event. This last process aims to reconstruct the
physics objects involved in an event, such as electrons, muons, jets, missing
transverse energies etc and will be explained in detail in the next section.
3.3 Physics Object Reconstruction
3.3.1 Track Reconstruction
Track reconstruction is performed in three different steps: seed generation,
pattern recognition or trajectory building, and trajectory smoothing. In the
first step hits in the inner pixel detector are used as seeds for a trajectory
candidate. A track seed defines the initial trajectory parameters and their
errors. The seed creation step computes a five parameter helical track state,
combining either two hits with a beam spot constraint or at least three
hits. The pixel detector provides the best track seeding due to its three-
dimensional position information. The trajectory building is based on a
combinatorial Kalman filter approach [85, 86]. Using the estimated tracking
parameters provided by the seed, the filter extrapolates the trajectory to the
next tracker layers taking into account multiple scattering and energy loss in
the material. Compatible hits are assigned to the candidate trajectory and
the track parameters are updated, as new hits are added to the trajectory.
In order to limit the rapid increase of track candidates, parameters like the
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goodness-of-fit (normalized χ2) and the number of valid and invalid hits
are introduced. The trajectory is refitted using a least-squares approach,
implemented as a combination of a standard Kalman filter and smoother.
The new fit runs inside-out starting from the interaction region and removes
the approximations and biases applied during the seeding stage. In addition,
a second outside-in smoothing fit is performed, which yields the final optimal
estimates of the track parameters on each surface.
3.3.2 Vertex Reconstruction
Vertex reconstruction usually involves two stages: finding and fitting. Vertex
finding groups together tracks which are coming from a common vertex into
vertex candidates. Vertex fitting determines the vertex parameters for a given
set of tracks and their fit quality. There are several algorithms performing
these steps using different approaches [87].
The choice of vertex finding algorithm depends on the physics requirements,
primary or secondary vertex finding. The primary vertex finding can be based
only on pixel hits (online) or fully tracker reconstructed tracks (offline). Most
relevant to this thesis is the offline vertex finding algorithm, which starts
by selecting reconstructed tracks that are compatible with beam line and
clustering them according to their z coordinate. These candidates are then
sorted into descending order of the sum of the p2T of their associated tracks.
The result is a collection of vertices with attached tracks while the first vertex
in the collection is tagged as the primary vertex of the event. The number of
primary vertices found, is important for the evaluation of the number of pile-
up collisions in the event. The secondary vertex candidates are discriminated
from the primary vertices using a vertex filter. The discrimination is based
on the distance of a vertex to the beam line or to an already reconstructed
primary vertex. Details of the secondary vertex reconstruction can be found
in [88].
The fitting process then, determines the vertex parameters and their fit qual-
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ity, based on the associated tracks. Tracks incompatible with the candidate
vertex and vertices incompatible with the beam line are excluded. The sim-
plest fitting algorithm used is the equivalent to global least-square minimiza-
tion, Kalman Vertex Filter, although various approaches also exist.
3.3.3 Electron Reconstruction
A reconstructed primary electron [89] is composed of a track emerging from
the interaction vertex matched with energy deposits in the ECAL. The elec-
tromagnetic showers initiated by electrons deposit their energy in several
crystals of ECAL. The measurement of electron energy in ECAL is affected
by the amount of tracker material distributed in front of ECAL, which results
in bremsstrahlung and photon conversions. Due to the magnetic field, the
electrons bend away from the photons they radiate and thus the electron en-
ergy reaching the ECAL has a significant spread in φ (Figure 3.3). Clusters
along φ are then collected together to form a supercluster (SC). In order to
Figure 3.3: Electron emits bremsstrahlung in CMS tracker and ECAL causing
a spread in φ.
cope with the non-Gaussian fluctuations caused by bremsstrahlung emission,
dedicated algorithms are used for the reconstruction of electron tracks. A
Gaussian Sum Filter (GSF) algorithm [90] is used, which is a non-linear gen-
eralisation of the Kalman filter, allowing improved pattern recognition. The
GSF track reconstruction utilizes a specific Bethe-Heitler [91] modeling of
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the electron energy losses during track building. After track reconstruction,
an additional track-cluster matching is imposed. Electron candidates must
have a reconstructed electron track seeded by a supercluster that is matched
to hits in the pixel detector. Features such as supercluster shape, ratio of
energy deposited within the HCAL and ECAL and ratio of cluster energy
and track momentum are used to distinguish real electrons and fakes. These
variables should fulfil specific requirements for this analysis which are de-
scribed in Chapter 4. The momentum of the electron track and the energy of
the supercluster are combined to calculate the electron energy. More details
can be found in [89].
3.3.4 Muon Reconstruction
Muon reconstruction in CMS is performed in 3 steps: local reconstruction,
standalone muon reconstruction and global muon reconstruction. Local re-
construction builds hits and segments from the muon chambers. Standalone
reconstruction starts with the segments obtained by the local reconstruc-
tion and builds inside-out tracks following the same Kalman filter technique
described in Section 3.3.1. The propagation of the track segment takes
into account material effects like multiple scattering and energy loss due
to bremsstrahlung in the muon chambers and return yoke. An outside-in fit
is then performed applying the same Kalman filter and the track parameters
are determined in entrance of the innermost muon station. Finally, the track
is extrapolated to the nominal interaction point and a vertex constrained fit
is performed.
The global muon reconstruction provides a more accurate description of the
muon, since it builds tracks using a combination of the track parameters
measured in the inner tracker and muon system. The global reconstruction
starts with choosing a tracker track matched to a standalone muon track.
The matching is performed by comparing the parameters which describe the
track trajectory. This is achieved by the propagation of both trajectories
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to a common reference point or surface. Finally, a global track is obtained
by fitting together the hits from both track segments. The Kalman filter
is again used, taking the magnetic field, multiple scattering and energy loss
through material into account, since the trajectory crosses the calorimeter
and magnetic coil. After the global refit, the global muon track with best χ2
value is chosen. The performance of global muon reconstruction is studied in
detail in [92]. Muon reconstruction in CMS has been studied in great detail
using muons from cosmic rays.
3.3.5 Jet Reconstruction
As discussed in section 3.1, partons produced in the hard collisions manifest
themselves as large number of colorless hadrons, resulting in particle showers
moving along the direction of the original parton and carrying a fraction of
its momentum. Hadron jets are identified by localized large energy deposits
in the calorimeter detectors, resulting from electromagnetic and hadronic in-
teractions. By using the calorimetric as well as the tracker information, the
reconstruction of detector-level jets is possible. Different types of jets are
created according to the reconstruction technique used: Calorimeter (Calo-
Jets), Jet Plus Tracks (JPtJets) and Particle Flow Jets (PFJets). In this
analysis PF jets have been used and their description follows.
The Particle Flow Algorithm The objective of the Particle Flow (PF)
algorithm [93] is to reconstruct and identify all stable particles (electrons,
muons, photons, charged and neutral hadrons) in the event and determine
their type, direction and energy. A combination of the information from each
CMS subdetector is used (charged-particle tracks, calorimeter clusters, and
muon tracks), and a list of individual particles is generated, schematically
shown in Figure 3.4,. Based on this list, jets are built and consequently
the direction and energy of the initiating quarks and gluons are derived.
In addition, the direction and energy of the neutrinos and other invisible
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particles can be estimated by the determination of the missing transverse
energy ETmiss. These individual particles are then clustered into jets using jet
clustering algorithms, which will be described in the following section.
Figure 3.4: In a typical jet, charged particles carry 65% of the jet energy, pho-
tons 25% and neutral hadrons 10%. The PF algorithm reconstructs events
using information from each CMS subdetector (charged-particle tracks,
calorimeter clusters, and muon tracks) [5].
3.4 Jet clustering algorithms
An ideal jet clustering algorithm has to satisfy two important theoretical
requirements [94]. The algorithm should be infrared safe, so that the resulting
hard jets should not be significantly affected by soft radiation that occurs
in a parton shower. It should also be collinear safe, so that the outcome
of the algorithm should remain unchanged if the energy carried by a single
particle is distributed among two collinear particles (Figures 3.6, 3.5). These
characteristics are important because they ensure finite results at every order
in perturbation theory.
A successful jet algorithm should also provide a good correspondence between
jets of partons, jets of stable particles remaining after the hadronisation, and
energy deposits in the detector. There are several jet clustering algorithms
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Figure 3.5: Illustration of lack of infrared safety in events with a W and two
hard partons. The addition of a soft gluon converts the event from having
two jets to just one jet [6].
Figure 3.6: Partons are vertical lines. With a collinear safe jet algorithm,
configurations (a) and (b) lead to one jet, if one particle splits collinearly.
With a collinear unsafe jet algorithm the infinities in diagrams (c) and (d)
contribute separately to the 1-jet and 2-jet cross sections [6].
used in CMS, divided into two broad categories [6]. The cone based algo-
rithms cluster particles by trying to maximize the energy flow within a cone
of radius R. The sequential recombination algorithms repeatedly combine
the closest pair of particles according to some distance criterion and stop
when all resulting objects are well apart. Such an algorithm, is the anti-
kt [95] algorithm which will be further described below, since it has been the
one used in the present analysis. It provides infrared and collinear safety
plus short execution time.
The Anti-kt Algorithm The anti-kt algorithm introduces the distances
dij between objects (particles, pseudojets) i and j and diB between object i
and the beam B:
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dij = min (k
2p
ti , k
2p
tj )
∆ij
R2
, where ∆2ij = (yi − yj)2 + (φi − φj)2 (3.3)
diB = k
2p
ti (3.4)
where kti is the transverse momentum, yi is the rapidity and φi is the azimuth
of particle i. For a given list of objects, the smallest of the distances is
determined. If it is a dij , the objects i and j are combined and replaced
in the list by the resulting new object. If it is diB, i is called a jet and
is removed from the list of objects. After each change, the distances are
calculated again and the procedure goes on until no objects are left. The
parameter R scales the dij with respect to the diB so that any pair of final
objects i and j are at least separated by ∆2ij = R
2. Finally, the parameter p
governs the relative power of the energy versus geometrical (∆ij ) scales. For
the anti-kt algorithm case, p = −1, while for p = 0 and p = 1 the algorithms
are called kT and Cambridge/Aachen, respectively.
3.4.1 Jet Energy corrections
Jet energy corrections are necessary in order to obtain meaningful jet mea-
surements, consistent with the particle/parton level jet energy emerging from
a QCD hard collision. The non-uniformities of the CMS Calorimeter and its
non-linear response to particles with different energies, necessitate the ap-
plication of corrections to the measured jet energies. CMS has developed a
factorized multi-level jet correction method [96], where each correction in se-
quence is associated with different detector and physics effects. The following
set of corrections was used in this thesis:
• L1 Offset Correction is applied to correct the effects of pile-up and
electronic noise in the detector. To estimate the pileup and transverse
momentum density of the underlying event, the data-driven FastJet3
3C++ package that provides a broad range of jet finding and analysis tools, including
implementations of all widely used sequential recombination jet algorithms. It provides
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pileup subtraction algorithm [97, 98] is used.
• L2 Relative Jet Correction is required in order to achieve a uniform jet
energy response versus η, where the energy of a jet at a given pseudo-
rapidity, is corrected to the most probable energy in the barrel region
(η < 1.3).
• L3 Absolute Jet Correction is required in order to achieve a uniform
jet energy response versus jet pT in the barrel region. The corrected
jet pT is on average the same as the generator-level jet pT .
• L2L3Residuals Correction is applied according to CMS collaboration
only on data, due to small differences (up to 10%, depending on η)
between data and MC. Therefore, after applying the corrections men-
tioned above, an additional small residual calibration (η and pT depen-
dent) is applied which fixes the data/MC difference.
3.5 b-jet Identification Algorithms
The identification of the b-jets is of paramount importance for the present
analysis. B-hadrons have long lifetimes, while their large mass leads to high
track multiplicity of the final states. Furthermore, their fragmentation func-
tion is hard (i.e the quark loses very little momentum when hadronising) and
the fraction of semileptonic decays is relatively high. As a result, jets orig-
inating from bottom quark hadronisation and decay, have special features
which discriminate them from those of lighter flavours (originating from u,
d, s and to some extend from c quarks or gluons). Algorithms exploiting
these features have been developed for the b-jet identification in CMS.
The output of any such algorithm is a “discriminator”, which is a single
number the user can cut on, to select different regions in the efficiency versus
tools to manipulate the jet substructure, to estimate pileup and underlying-event noise
levels, to determine jet areas and to subtract or suppress od the noise in jets.
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purity phase space. The discriminator may be a simple physical quantity
like the IP significance (IP/σIP), where IP is the impact parameter as shown
in Figure 3.7, or a complex variable like the output of likelihood ratio or
neural network. Description of these algorithms and their performance can
be found in [99, 11].
Primary vertex
Track
Jet axis
Impact parameter (IP)
Figure 3.7: Visualization of the Impact Parameter (IP) of a track. The IP
is defined as the distance between track and primary vertex at the point of
closest approach.
For this study, the Simple Secondary Vertex (SSV) discriminator [100] was
used, which relies on the presence of at least one reconstructed secondary ver-
tex within a jet. If no such vertex is found, jets are assigned negative or no
discriminator values. Therefore, the maximum b-jet efficiency is limited by
the probability (60-70%) of locating the vertex of the weak B-hadron decay.
If more than one secondary vertex is reconstructed, the one with the highest
decay length significance is used. Specifically, the discriminating monotonic
function D uses the “flight distance significance” of the secondary vertex, de-
fined as the three dimensional distance between the reference primary vertex
and the chosen reconstructed secondary vertex divided by the measurement
error: D = log (1 + |L3D|/σL3D). A secondary vertex exists for discriminant
values greater than one. If the number of tracks attached to the vertex is
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Ntrk ≥2 a “high efficiency” (SSVHE) version is defined, while if Ntrk ≥3 a
“high purity” (SSVHP) version is defined.
In the case of light flavour and gluon jets no real secondary vertices exist
(except some negligible amount from V0 decays). Hence all reconstructed
secondary vertices are regarded as fake in such events and a peak in the
distribution of the flight distance significance is observed at small values for
these jets. For c and especially b-jets, there is a significant contribution
of real displaced vertices and a large tail in the flight distance significance
distribution towards positive values is observed, as shown in Figure 3.8.
Figure 3.8: Significance of the flight distance. The points correspond to data
while the stacked, coloured histograms indicate the contributions of different
components as predicted by the simulation of multijet (QCD) samples [7].
Standard operating points are established by choosing three values for the
discriminator,“loose” (L), “medium” (M), and “tight” (T) depending on the
amount of light flavour jets accepted. This is estimated from QCD Monte-
Carlo simulation to be 10%, 1%, or 0.1% for jets with pT ≈ 80GeV [15]
for the three settings respectively. In this analysis the “medium point” is
used in combination with high purity (SSVHPM) discriminator for extract-
ing the final results, while the “tight” point in combination with high effi-
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ciency (SSVHET) discriminator is used as a comparison. These combinations
where selected in order to have both, pure samples as well as enough statis-
tics for this analysis. Figure 3.9 illustrates the performance of the different
algorithms described in [8], where the predictions of the simulation for the
misidentification probabilities (the efficiencies to tag non b-jets) as a function
of the b-jet efficiencies are shown. The SSV algorithm is provided in the two
versions described earlier (SSVHET and SSHPM), in order to be tuned in
providing a good performance for the whole range of operating points.
(a) (b)
Figure 3.9: Performance curves obtained from simulation for light-parton
(a) and c-jet (b) misidentification probabilities as a function of the b-jet
efficiency [8].
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Chapter 4
Event Selection
From the experimental point of view, each event for this analysis is required
to contain at least two leptons coming from the Z decay and at least one
jet, tagged as a b-jet. The Z decay modes considered here Z→ e+e−, µ+µ−
because of the excellent muon and electron reconstruction and identification
capability of the CMS detector. In order to extract the cleanest possible
signal and to suppress or completely reject the relevant backgrounds, a series
of selection requirements (cuts) are applied on the recorded data. The data
sample is first filtered and skimmed by the CMS trigger (online selection) and
then it is additionally improved by several cuts imposed on the reconstructed
objects (offline selection). These selections are also applied on Monte Carlo
samples, which are always treated in exactly the same way as the data and
will be described in this chapter.
4.1 Backgrounds
The dominant backgrounds arise from Z production in association with jets
from other flavours (u, d, s, c) or gluons which can be misidentified as b-
jets where and also from the top pair production tt¯. Other backgrounds
producing a final state with misidentified leptons or b-jets, such as dibosons
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(WW, WZ, ZZ), W+jets, single top and QCD miltijets have been studied and
have negligible contribution after application of all selection cuts [101, 102].
4.2 Monte Carlo samples and Cross sections
In order to study the relative abundance of the signal and background sam-
ples, the inclusive Z+jets MC sample (so-called inclusive Drell-Yan jets) is
separated into three subsamples, labelled Z+b, Z+c, and Z+l, depending on
generator level information. If at the generator level an event involves a b-
quark then it is labelled as a Z+b event. If it consists of c-quark but not a
b-quark, then it is labelled as a Z+c event. The remaining events, which do
not have any b or c-quarks are labelled as Z+l, where l represents the light
quarks and gluons (l = u, d, s, g). The Z+jets sample is normalized to the
integrated luminosity using the cross section of 3048 ± 130 pb [103], which
accounts for Next-to-Next-to-Leading-Order (NNLO) corrections to the in-
clusive Z production. The subsamples are normalised to the same NNLO
cross section multiplied by the fraction of events in the given subsample.
The Z+jets inclusive MC sample is simulated with MadGraph interfaced
with PYTHIA. Multiparton interactions (MPI) are included in PYTHIA
simulation, which also includes a description of the underlying event (Z2
tune [75, 76]). Generated events are processed through the full GEANT4
simulation and reconstruction chain of the CMS experiment. The process
pp→ Z/γ∗ is simulated with a minimum mass of 50GeV and only leptonic
decays are considered. In this sample, QCD production of the b-quark in
association with a vector boson Z is done either at the level of the hard
scattering process or in the parton shower step. For systematic uncertain-
ties studies, results obtained with MadGraph are also cross-checked with
aMC@NLO and SHERPA. In SHERPA the process is computed at leading
order (LO) in the variable flavour scheme. In aMC@NLO the process is
computed with Next-to-Leading order (NLO) corrections in the fixed flavour
scheme, interfaced with HERWIG. In addition, in this analysis, the NLO
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calculations are performed using the MCFM generator.
For the inclusive tt¯+jets, MadGraph interfaced with PYTHIA was again
used. The NLO cross section is taken to be 157.5+23.2
−24.4 pb [104, 105]. The
samples and cross-sections used are summarised in Table C.2. More technical
details on the samples used can be found in Appendix C.
In all the plots that follow in this chapter the Z+b distribution is denoted
with red colour, Z+c with green colour, Z+l with yellow colour and tt¯ with
blue one. The yellow bands, if any, in the lower part of the Data/MC plots
represent the statistical uncertainty on the MC yield.
MC Samples Nevents σ (pb) Leq (fb−1)
Drell-Yan+Jets → ll 36277961 3048 11.9
Z+b 1609971 135.4 11.9
Z+c 8895769 748.1 11.9
Z+l 25772221 2164.5 11.9
tt¯+Jets 3701947 157.5 23.5
ZZ 4187885 6.4 654
WZ 4265243 19.79 216
WW 4225916 43 98
Table 4.1: Dataset names and cross sections of the MC samples, as well
as the equivalent luminosity used for the signal and background processes
considered in the analysis.
4.3 Pile-up strategy
Pile-up (PU) events are added according to the CMS Collaboration prescrip-
tion, which assumes a flat distribution of additional interaction vertices up to
10 vertices, and a tail from a Poisson distribution above 10. All MC events
are reweighted to reproduce the number of pile-up events expected in data, as
derived from the instantaneous luminosity distribution. All the results pre-
sented, have been studied for different pile up scenarios, low, medium and
high, to ensure that the pile effect not sufficiently affect this analysis. Low
PU corresponds to between 1 and 4 reconstructed vertices, medium between
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5 and 7 and high above 8. The MC samples in all following plots, have been
already reweighted for PU. Figure 4.1 shows the distribution of the number
of interactions in data and MC before the PU reweighting. After applying
the PU reweighting the MC distribution denoted in red becomes identical
to the data distribution denoted in blue. The average number of inelastic
collisions per bunch crossing is 6.2 with an RMS of 2.9.
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Figure 4.1: Vertex distribution before PU reweighting of MC events accord-
ing to the data distribution. After applying the PU reweighting the MC
distribution becomes identical to the data distribution.
4.4 Datasets and Online Selection
This analysis is based on data collected between March and August 2011,
which are certified as good for physics by the CMS Collaboration. For a set
of data to be certified, the requirements that all components of the detector
are working properly, are correctly calibrated and used in reconstruction
4.4. Datasets and Online Selection 63
have to be fulfilled. The datasets used, as well as the runs included and
the corresponding integrated luminosity L, are shown in Table C.1. More
technical details can be found in Appendix C. The total integrated luminosity
used in this analysis is L = 2.22 ± 0.05 fb−1 [61]. The peak instantaneous
luminosity varied during this period from 1.0× 1032 to 2.5× 1033 cm−2s−1.
Data Sets
∫ Ldt (pb−1) Run Range
Double∗/Run2011A (May10) 216 ± 10 160404-163869
Double∗/Run2011A 927 ± 42 165088-167913
Double∗/Run2011A (05Aug) 323 ± 15 170249-172619
Double∗/Run2011A 658 ± 30 172620-173692
Table 4.2: Datasets used in this analysis. The star denotes the muon and
electron skim datasets.
Events are selected using unprescaled dielectron and dimuon triggers with
the lowest pT threshold possible. Due to the increasing instantaneous lumi-
nosity delivered by the LHC machine, a fast evolution of the CMS trigger
table took place in 2011. Therefore, some of the trigger thresholds have in-
creased during the period of data taking, resulting in different triggers used
in the analysis. The dimuon trigger thresholds have been increased from
6GeV (later 7GeV) on both muons, up to 13GeV and 8GeV on the lead-
ing and subleading muons, respectively. Consequently the analysis uses a
combination of symmetric and asymmetric triggers. The names of the com-
bination of triggers used can be found in Appendix C. The dielectron trigger
has pT thresholds of 17 and 8GeV on the leading and subleading electrons,
respectively. Again, depending on different trigger requirements on the iden-
tification and isolation of electron candidates, a combination of triggers is
used, which can also be found in Appendix C.
Additional events related with pure beam backgrounds, are rejected by re-
quiring that at least one primary vertex is reconstructed within |z| <24 cm,
ρ <2 cm and a fit based on at least five tracks.
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4.5 Offline selection
4.5.1 Muons
The muon selection used in our analysis was based on the set of standard
criteria for electroweak analyses (Vector Boson Task Force - VBTF), as pre-
scribed by the CMS collaboration [106]. To ensure good reconstruction,
both muons should be of a Global and Tracker type. In addition, they are
required to be reconstructed with pT > 20GeV [107] and to be well within
the detector acceptance, with pseudorapidity |η| < 2.1 (imposed by the trig-
ger requirements). In order to ensure the quality of the global fit including
the tracker and the muon chambers, several muon identification criteria are
applied, such as specific number of hits in both subsystems [92]. By requir-
ing matched segments in at least two muon stations the probability for a
hadron“punch-though” 1 to be misidentified as a soft muon is greatly re-
duced. The contribution from low-momentum muons arising from decays in
flight of light hadrons (π and K) is also suppressed by this requirement and
from the additional requirement imposed on the χ2norm of the tracker-track
fit. Moreover, nonprompt leptons (such as cosmic ray muons) are rejected
by requiring that the transverse impact parameter2 d0 is smaller than 200
µm. Finally, the trigger matching, associates the offline muon with the one
seen by the trigger, by imposing criteria on ∆R and ∆pT/pT. Table 4.3
summarizes the muon selection applied in the analysis.
Isolated leptons come from hard processes at the primary vertex (e.g. Z→ l+l−,
H→ l+l−, W+→ l+νl) while non-isolated leptons come from weak decays of
hadronic particles in jets (e.g. B/D meson decays, π→ lνl, K→ /νl). Iso-
lation is defined using the pT sum of all tracks in the tracker excluding the
lepton track (
∑trk
pT
) and the ET sum of energy deposits in ECAL (
∑ECAL
ET
)
1Hadron shower remnants penetrating through the calorimeters and reaching the muon
system.
2Distance of closest approach between the track and the beam axis in the transverse
plane.
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and HCAL (
∑HCAL
ET
) not associated with tracks, inside a cone of size ∆R
around the lepton3
Isolation = Itrk + IECAL + IHCAL =
∑trk
pT
+
∑ECAL
ET
+
∑HCAL
ET
(4.1)
with ∆R =
√
(∆η)2 + (∆φ)2 < 0.3. The isolation variables are called rel-
ative when the above sums are divided by the muon (electron) pT (or ET).
In the case of the muons, the combined relative isolation (Itrk + IECAL +
IHCAL)/p
µ
T is required to be less than 0.15.
Distributions of some muon selection variables are presented in Figure 4.2
for the data and for the signal and background MC samples, showing a rea-
sonable agreement. The pixel track hit and the outer track hit distributions
show some discrepancies be due to the fact that distributions are plotted
before the final lepton selection and were not reweighted according to the
lepton efficiencies.
Selection variables Matched Muon
Type isGlobal and isTracker
pT > 20GeV
|η| < 2.1
Nhitspixel + N
hits
strips > 10
Nhitspixel > 0
NhitsMuSys > 0
NSegments Matched > 1 muon station
|d0| < 0.02 cm
χ2norm < 10
(Itrk + IECAL + IHCAL)/p
µ
T < 0.15
Trigger Matching ∆R < 0.3 and ∆pT/pT < 0.5
Table 4.3: Muon selection variables.
3Either the supercluster position (electron) or the track direction at the vertex (muon).
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Figure 4.2: Distributions of the variables used in the muon selection. The
muon isolation (a), the number of track hits (b), the number of muon hits
(c) and the pseudorapidity (d) are shown.
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4.5.2 Electrons
The electron selection used in our analysis was again based on the set of stan-
dard criteria for electroweak analyses (Vector Boson Task Force - VBTF), as
prescribed by the CMS collaboration [108]. For the current analysis, stan-
dard GSF electrons with pT > 25GeV [109] and pseudorapidity |η| < 2.5 are
required. In addition, the transition region between the barrel and endcap
parts of the ECAL, 1.444 < |ηSC | < 1.566, where ηSC is the pseudorapidity
of the electron ECAL cluster, is excluded, since it lies in the shadow of cables
and services exiting between the barrel and endcap. Trigger matching is the
same as in the muon case. The electron selection cuts are summarized in
Table 4.4.
Selection variables Matched Electron
pT > 25GeV
|η| < 2.5
|d0| < 0.02 cm
Trigger Matching ∆R < 0.3 and ∆pT/pT < 0.5
Table 4.4: Electron selection variables.
A set of electron cuts proposed by the CMS Collaboration, called working
points, are also applied in order to identify and isolate electrons. The working
points are chosen to correspond to signal efficiencies of about 95%, 90%,
85%, 80%, 70% and 60% and are referred to as WP95, WP90 and so on.
For this analysis working point 85 (WP85) has been chosen, resulting in a
selection efficiency is 85% for the data sample used [110]. The selection of
the specific working point is justified by the compromise of a pure electron
sample but with enough statistics. The working points include different cuts
on important electron variables, shown in Table 4.5. These variables are [111]:
• σiηiη is the calorimeter shower shape variable which describes the width
of the ECAL cluster along the η direction computed in a 5x5 crystal
array centred on the highest-energy crystal of the supercluster (seed
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crystal). Hadronic showers or showers produced by photon pairs from
π0 decays have big spreads. Since electrons coming from a Z boson
have a small spread in η, this cut can help in discriminating prompt
electrons from jets.
• ∆φin and ∆ηin describe the geometrical track-supercluster matching.
The track trajectory η and φ, extrapolated to the ECAL, should match
the ECAL cluster η and φ.
• H/E is the fraction of the electron energy deposited in the HCAL
which is expected to be small and can be used as a discriminant against
electron candidates where the track results from a charged pion. (the
hadronic shower starts in the ECAL but some energy proceeds into the
HCAL).
WP85 Selection Endcaps Barrel
missing hits ≤ 1 1
Dist 0.02 0.02
∆ cot θ 0.02 0.02
Track Isolation (Itrk/p
e
T) 0.05 0.09
ECAL Isolation (IECAL/p
e
T) 0.05 0.08
HCAL Isolation (IHCAL/p
e
T) 0.025 0.10
σiηiη 0.03 0.01
∆φin 0.04 0.06
∆ηin 0.007 0.006
H/E 0.25 0.04
Table 4.5: Working Point 85 selection variables. The first three variables
suppress electrons coming from photon conversions. Isolation variables reject
hadrons which are misidentified as electrons while the last three variables are
important for the electron identification.
In order to distinguish the prompt electrons coming from the Z boson decays
from the electrons coming from photon conversions a set of extra cuts is
included in WP85. A conversion occurring further into the tracker material
results in tracks with missing hits in the first layer. Thus a requirement on the
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number of missing hits is imposed. In addition, the other leg of a conversion
may be reconstructed as a track (partner track). Therefore a candidate is
also rejected as a conversion, if a partner track is found with an x-y distance
to the electron track (Dist) when both are parallel less than 0.02 cm, and
forming a small opening angle with the electron track (∆ cot θ).
Within WP85 the isolation variables are defined as mentioned above. In con-
trast to the muon isolation cut, for electrons individual selections are applied
to the ratios Itrk/p
e
T, IECAL/p
e
T, and IHCAL/p
e
T. Distributions of the variables
used in the electron selection are presented in Figure 4.3. We can observe a
spike in the Tracker and HCAL Isolation distributions, which mostly comes
from the minimum pT or ET requirements (and primary vertex condition for
tracks) imposed by the isolation algorithms. The spike cannot be distinc-
tively seen in the ECAL distribution since the ECAL isolation has a very
low ET requirement and the distribution includes many objects from each
primary vertex.
Reconstruction of Z candidates A Z candidate is reconstructed by com-
bining two same flavour and opposite charge leptons (electrons or muons).
The dilepton invariant massMℓ+ℓ− is required to lie between 60 and 120GeV.
Strictly speaking, any process involving virtual Z boson in this thesis is al-
ways a ‘Z/γ∗’. The requirement 60 < Mℓ+ℓ− < 120GeV is applied to suppress
the γ∗ contribution, especially in the low mass region. When there are more
candidates in an event, the lepton pair with invariant mass closest to the
theoretical Z mass is kept. Figure 4.4 shows the ∆φ between the two muon
and the two electron candidates forming the Z. The property of the Drell-Yan
leptons to decay mostly back-to-back in angle is nicely illustrated.
4.5.3 Jets
Jets are reconstructed by clustering the Particle Flow (PF) objects imple-
mented in the fastjet package, into jets using the anti-kT jet clustering al-
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Figure 4.3: Distributions of the variables used in the electron selection. The
Tracker isolation (a), the HCAL isolation (b), the ECAL isolation (c) and
the transverse impact parameter (d) are shown.
gorithm with a distance parameter of 0.5. The reconstructed jets are required
to have pT > 25GeV and |η| < 2.1. Loose identification criteria [112] are
applied in order to reject jets coming from beam induced background and to
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Figure 4.4: Distributions of ∆φ of the two selected (a) muons and (b) elec-
trons forming the Z.
reject calorimeter noise and isolated photons. These criteria are mainly based
on the requirement that the total energy of the jet is shared between more
than one HCAL readout cell and does not originate entirely from deposits
associated with neutral particles. The selection of the jets is summarized in
Table 4.6.
Selected Jets
pT > 25GeV
|η| < 2.1
Charged Hadron Fraction > 0.0
Neutral Hadron Fraction < 1.0
Charged Multiplicity > 0.0
Charged EM Fraction < 1.0
Neutral EM Fraction < 1.0
Table 4.6: Jet selection variables.
The selection efficiency for genuine jets is close to 100% in both data and MC
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events. The distributions of the transverse momentum pT and pseudorapidity
η of the leading (highest pT) leptons and the jets after applying the Z+jet
selection criteria are shown in Figures 4.5 and 4.6. The good MC description
of the data can be also seen in the lower data/MC ratio plots. It is important
to note here, that these plots have been reweighted according to data/MC
scale factors determined for each lepton as a function of pT and η. In the
next chapter, the procedure used to obtain these factors will be explained in
detail.
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Figure 4.5: The transverse momentum distribution for the highest pT muon
(a) and the highest pT electron (b).
To avoid counting electrons and muons as jets, only jets separated from the
leptons belonging to Z decay by more than ∆R = 0.5 are considered. This
cut is justified as being of the cone size of the jet algorithm.
A full set of jet energy corrections has been applied to the reconstructed
jets, as explained in Section 3.4.1. The contribution to the jet energy from
pile-up is estimated on an event-by-event basis using the jet area method
described in [98], and is subtracted from the overall ET response. The jet
multiplicity and the reconstructed vertex multiplicity distributions are shown
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Figure 4.6: The transverse momentum (a) and the pseudorapidity distribu-
tions (b) for the leading (highest pT) jet.
in Figure 4.7. The MC describes the data adequately within the errors even
for high number of jets. The MC expectation for the number of reconstructed
vertices distribution is consistent with the data up to 12 reconstructed ver-
tices. However, as it can be clearly seen in Figure 4.1, the number of events
with higher number of reconstructed vertices amounts only to less than ∼
5% and therefore the impact is negligible. In addition, this effect is taken
into account as systematics due to pile-up in the final cross section estima-
tion. Figure 4.8 shows a very good agreement between data and MC for the
transverse momentum of the reconstructed Z boson distribution.
Finally the dielectron invariant mass as well as the dimuon invariant mass
are depicted in Figure 4.9. The dielectron invariant mass shows a small
shift in the data which is explained by an ECAL calibration problem within
the CMS. This can be also seen when calculating the χ2/ndf value for the
two distributions. While for the dimuon distribution the χ2/ndf is found
to be ∼5, for the dielectron distribution it is of the order of ∼35. Further
reprocessing of the data can correct for this discrepancy. The proper way
to correct for this shift would be to use a scale factor and reweight the
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Figure 4.7: The jet multiplicity (a) and the reconstructed vertex multiplicity
(b) distributions.
Figure 4.8: Z boson transverse momentum distribution. Taken from refer-
ence [9].
MC distribution in order to match the data and then use the difference as
systematics.
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Figure 4.9: The invariant mass distribution for muons (a) and electrons (b).
The distributions are consistent with the results in [9].
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4.5.4 b-tagging
To discriminate the jets originating from b-quarks, the discriminant of the
SSV algorithm has been used. For the measurement presented here the high
purity tagging (SSVHPT) was employed. To compare the effect of different
discriminants the high efficiency tagging (SSVHEM) was also considered.
The tagging algorithm and its working points were explained in detail in
Chapter 3 and are summarized in Table 4.7.
The number of three track secondary vertices per jet as well as the high
purity discriminant distribution, are shown in Fig 4.10 for data and MC.
The discriminant distribution is shown before the b-tagging reweighting and
therefore an expected discrepancy between data and Monte Carlo can be
observed. This mainly comes for values of the discriminant above 2 and
reflects the fact that the b-jet tagging efficiency is found to be higher in the
MC simulation than in the data. In all subsequent plots a weight has been
Working point Requirement Discriminant Value
SSVHEM One secondary vertex with ≥ 2 tracks log(1 + L3D/σL3D ) 1.74
SSVHPT One secondary vertex with ≥ 3 tracks 2.0
Table 4.7: b-tagging working points used in this analysis [15]. The discrimi-
nant is built from the flight distance significance(L3D/σL3D).
applied to the MC events to reproduce the b-tagging efficiency and mistagging
rate measured in the data, using data/MC scale factor for each b-tagged jet.
The estimation method of these scale factors will be explained in detail in
Section 5.3.
Figure 4.11 shows the pT distribution of the lepton pairs after the dilepton+b-
jet selection. This hardening of the pT spectrum observed in the data, espe-
cially in the region between 50 and 120GeV, could be due to higher-order
corrections [113, 114].
In Figure 4.12 the pT distribution for the leading (highest pT) b-tagged jet
after the dilepton+b-jet selection is shown. Around 70GeV a deficit in MC
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Figure 4.10: The number of three-track secondary vertices per jet (a) and
the high purity (SSVHP) discriminant for the leading (highest pT) jet (b)
after the dilepton+jet selection. The distributions are consistent with the
published results in [10].
events can be observed. In the ∆φ (Z, b-jet) between the leading pT b jet
and the lepton pair distribution, a deficit in MC events is observed in the
region 2 < ∆φ (Z, b-jet)< 2.7. The origin of these discrepancies is not yet
clear but a possible explanation could be the lack of hard radiations or the
underestimation of the tt¯ background [16].
The proper way to treat the small discrepancies noticed in the previous plots
would be to reweight the MC distributions, specifically in the regions where
the differences are noticed, to match the data. Then the differences can be
assigned as systematics. This can be done in the future for a more detailed
study and more precise results.
The final invariant mass of both channels after all the selection cuts is shown
in Figure 4.13. For the electron channel the number of events expected from
the Z+b-jet MC sample is 1976±18 (stat) while the number of events in data
is 1990 ± 45 (stat). For the muon channel the number of events expected
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Figure 4.11: The pT of the lepton pairs after the dilepton+b-jet selection.
The distribution is consistent with the published results in [10].
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Figure 4.12: Distributions of the pT of the leading pT b-jet (a) and the
∆φ(Z, b-jet) between the leading pT b-jet and the lepton pair (b) after the
dilepton+b-jet selection. The distributions are consistent with the published
results in [10].
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from the Z+b-jet MC sample is 3218±23 (stat) while the number of events in
data is 3362± 58 (stat). The agreement is also reflected on the good χ2/ndf
value, which is calculated to be of the order of 1.02 due to low MC statistics.
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Figure 4.13: The invariant mass of the lepton pairs after the dilepton+b-jet
selection. The distribution is consistent with the published results in [10].
In Figure 4.14 a fit on the reconstructed invariant mass distribution is shown.
The fit function is modelled by a Breit-Wigner convoluted with a Crystal Ball
function, which is used for the better description of the final state radiation
which induces a shoulder effect toward low mass values 4 [115, 116]. The
4The width Γ and mass in the Breit-Wigner are fixed to the values of the MC generated
sample and the Crystal Ball mean is set to 0.
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background is fitted using an exponential function. The fit gives a recon-
structed mass value of 91.25±0.07 which is consistent with the expected
value of MZ = 91.1876±0.0021 GeV [27]. The width of the Crystal Ball,
given by the mass resolution, is found to be of the order of 1.4±0.2 which is
consistent with the expected mass resolution in this region of pT , accounting
for ∼1% for muons and ∼2% for electrons. Finally, the χ2/ndf of the fit is
found to be of the order of 2.38.
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Figure 4.14: Fit on the reconstructed mass of the lepton pairs after the
dilepton+b-jet selection.
Due to many pile up events, an additional study about the fraction of jets
not belonging to the vertex where the Z boson was produced have been
performed. The jet vertex is found to be identical to the dilepton vertex in
99.7% of the events before b-tagging and 99.9% events after b-tagging. As a
result, no explicit requirement of a common vertex is applied to the dilepton
and b-jet.
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4.6 Cutflow and Yields
Summarizing, the basic selection in this analysis is performed in the different
following steps:
• Z (l+l−) selection: at least two same flavour and opposite charge leptons
satisfying the selection requirements form the Z candidate.
• Z (l+l−)+jet selection: an event with a Z candidate is required to have
a ‘good’ jet in the event, as previously explained.
• Z (l+l−)+b-jet selection: the jet in the Z+b candidate is required to
have a value of the b-tag discriminating variable > 2 for the high-purity
working point (or > 1.74 for the high-efficiency point).
In each step, a number of events is rejected until the best possible background
suppression is achieved. Figures 4.15 depict graphically the cutflow of the
analysis, that is the percentage of the events rejected with every selection
step. In Tables 4.6 and 4.6 the number of selected events after each step,
as well as a comparison with MC expectations is shown for the electron and
muon channel, respectively. For each step the yields found in data are in good
agreement with the MC results. Two event displays of an identified Z + b(b)
event are presented in Figures 4.16 (Z→µ+µ−) and 4.17 (Z→ e+e−).
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(b)
Figure 4.15: The number of selected events in data and MC after each selec-
tion step (a) and the percentage of signal and background MC events after
applying all the selection cuts (b).
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Step tt¯ Z+b Z+c Z+l Sum MC Data Data/MC
Z 564± 7 24989± 67 117529± 145 317002± 238 460085± 287 454247± 674 1.0
Z+jets 553± 7 6571± 34 24045± 66 54142± 99 85309± 123 83138± 288 1.0
≥ 1 b-tag HE 409± 6 2050± 19 1052± 14 525± 10 4035± 26 4014± 63 1.0
≥ 2 b-tag HE 124± 3 99± 4 9± 1 2± 1 234± 6 264± 16 1.1
≥ 1 b-tag HP 309± 5 1339± 16 294± 7 34± 3 1976± 18 1990± 45 1.0
≥ 2 b-tag HP 58± 2 39± 3 1± 0 0.0± 0.0 98± 4 115± 11 1.2
Table 4.8: Electron channel (Z→ e+e−) yields for L= 2.2 fb−1.
Step tt¯ Z+b Z+c Z+l Sum MC Data Data/MC
Z 969± 9 38877± 83 178210± 179 466801± 289 684857± 350 696786± 835 1.0
Z+jets 948± 9 10769± 44 39203± 84 86088± 124 137007± 156 134725± 367 1.0
≥ 1 b-tag HE 700± 8 3303± 24 1706± 18 814± 12 6523± 33 6734± 82 1.0
≥ 2 b-tag HE 217± 4 154± 5 16± 2 2± 1 388± 7 412± 20 1.1
≥ 1 b-tag HP 537± 7 2128± 20 502± 10 51± 3 3218± 23 3362± 58 1.0
≥ 2 b-tag HP 106± 3 67± 4 1± 0 0.0± 0.0 175± 5 172± 13 1.0
Table 4.9: Muon channel (Z→µ+µ−) yields for L= 2.2 fb−1.
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Figure 4.17: Event display of Zbb¯, Z→ e+e− candidate event in 3D with two electrons of pT 119.5 and 31.2GeV and
two jets of pT 121 and 62GeV having discriminator values of 2.7 and 2.9 respectively.
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Chapter 5
Measurement of Z+b-jet cross
section
The cross section measurement was performed by a group of people each one
assigned to a specific task. Several cross checks were performed by the other
members of the group in order to ensure the validity and robustness of the
results. The results are documented in three different analysis notes which
are all linked to the final published measurement. The first group which will
be noted as the “lepton group”, worked mostly on the lepton and trigger
efficiencies and the results are given in [9]. The second group will be noted
as the “b-jet group” and was involved in the b-tagging efficiency, purity and tt¯
background estimation [12]. The theoretical aspects of the measurement were
separately documented in [13] by the third group, which will be noted as the
“theoretical group”. As already mentioned, more emphasis in this thesis will
be given on the methods used for the estimation of the efficiency variables and
specifically the lepton and trigger efficiencies, where I was actively involved.
The calculations presented here are the ones used in the final results of the
cross section measurement which where published in [10].
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5.1 Cross section formula
The differential cross section (dσ/dΩ) is generally defined as the ratio of the
number of particles N scattered into direction (θ, φ) per unit time per unit
solid angle dΩ, divided by incident flux JI . The incident flux is the number
of particles per unit time crossing a unit area normal to the direction of
incidence. Therefore the differential cross section can be interpreted as the
probability to detect a particle per unit solid angle. The total cross section
is thus obtained by integrating over all solid angles.
In practice, however, particle detectors do not usually have a full 4π solid
angle coverage due to reasons like cost as well as practical reasons (dead
material, construction limitations etc). Therefore the geometric fiducial vol-
ume of the detector has to be taken into account when measuring a cross
section. Further, the ability of the detector to detect and measure produced
particles is further hindered by inefficiencies due to reconstruction and iden-
tification of objects which have passed through the detector as well as trigger
effects. Consequently, another term (F ) which accounts for these detector
restrictions has to be folded in the equation:
Nsig = L
∫
∂σ
∂Ω∂E...
· F (Ω,E...) dΩdE... (5.1)
where Nsig is the number of signal events observed, L is the integrated lumi-
nosity used and E is the energy. Using the mean value theorem for integra-
tion [117] the above equation can be simplified to the form:
σ =
Nsig
ǫtot L (5.2)
where ǫtot is the total event selection efficiency. While the luminosity is
measured directly by CMS, the Nsig and ǫtot factors have to be determined
for each analysis under study.
In order to obtain the number of signal events, an estimation of the number
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of background events which are included in the observed number of events is
required. The background events have to be subtracted from the total num-
ber of observed events (Nobs). As mentioned in the previous chapter, the
backgrounds considered in this analysis are the tt¯ and Z production in asso-
ciation with jets from other flavours (u, d, s, c) or gluons. The former process
produces real b-jets, while the latter produces jets which are misidentified as
b-jets. The total event selection efficiency ǫtot generally contains corrections
to account for measurement effects. In addition, depending on the cross sec-
tion definition, some more terms can be included in ǫtot. In this analysis
it includes the lepton acceptance Al, the lepton efficiency εl, the b-tagging
efficiency εb and the hadron level correction Chadron.
Having estimated the number of collected signal events as well as cross
checked that the Monte Carlo provides a reasonable description of all the
relevant observables (see Chapter 4) we can proceed to the cross section
measurement. The production cross-section of a Z boson in association with
at least one hadron level b-jet is extracted using the following formula:
σhadron(Z + b,Z→ ll) = Nobs · (P − ftt¯)Al · Chadron · εl · εb · L (5.3)
The cross section will be calculated for any hadron jet containing a b hadron
which has pbT > 25 GeV and |ηb| < 2.1 and is separated from the leptons
with ∆R(jet, leptons) > 0.5, in the mass window of 60 < Mll < 120 GeV.
• Nobs is the selected number of ll+b-jet events in the data, passing all
requirements mentioned in the previous chapter.
• εl is the overall selection efficiency for the two leptons forming the Z
candidate. It combines trigger, reconstruction and identification, as
well as isolation criteria efficiencies. It is derived from data and MC
simulation using the tag and probe method, which will be explained in
detail in the next section.
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• εb is the b-tagging efficiency which includes the criteria applied to the
b-jets. The b-tagging efficiency as well as the mistagging rates are
measured using again both data and MC samples.
• P is the b-jet purity which allows the estimation of the background
from mistagged non b-jets (light or c-jets) as b-jets.
• ftt¯ is the fraction of tt¯ events, which is the background remaining after
all selection criteria have been applied.
• Chadron is the correction factor for detector and reconstruction effects
back to the hadron level. The cross section measurement is naturally
performed at the reconstruction level. By using this factor the cross
section can be also defined on hadron level, which allows comparisons
with theory predictions.
• Al is the lepton acceptance which estimates the extrapolation of the
lepton kinematics in the unmeasured phase space (including η and pT
requirements).
• L is the total integrated luminosity (2.22 ± 0.05 fb−1).
In general the correction factors can be categorized in those pertaining to
reconstructed level objects (εl, εb), to generator-level objects (Al) and those
linking both levels of information (Chadron). Each term included in the cross
section formula will be described in detail in following sections. More em-
phasis will be given on the methods used in order to estimate the lepton and
trigger efficiencies.
As described in the previous chapter, initially the MC pile up reweighting and
the selection requirements are applied. The MC events have to be reweighted
again according to the correct lepton selection and b-tagging, to match the
data efficiencies. In this way, the results are not derived directly from MC
estimates which are not 100% accurate, but from corrected MC sample ac-
cording to data. The reweighting procedure is done using data/MC scale
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factors. After reweighting, each factor in the formula can be calculated and
the cross section calculation is possible. The general strategy for the cross
section calculation goes as follows:
• Selection of ll+b-jet using the high purity discriminant (SSVHPT) and
cross-check with the high efficiency (SSVHEM) discriminant.
• Determination of εl and εb from data and MC.
• Correction of the MC sample by the appropriate data/MC scale factors
and extract control plots and yields.
• Estimation of purity P and ftt¯.
• Correction for Chadron.
• Determination of Al from MC.
• Calculation of the cross section and evaluation of the systematics.
• Comparison of the results with fixed order NLO calculation using MCFM.
5.2 Lepton Efficiency εl
Each step of the lepton selection is affected by an independent efficiency. The
total efficiency is in fact a combination of the efficiencies from reconstruction
(εRECO), identification (εID), isolation (εISO) and trigger (εTRIGGER) criteria
and can be therefore described by the formula:
Muons: εµ = εTRK · εRECO-ID/TRK · εISO/RECO-ID · εTRIGGER/ISO
Electrons: εe = εSC · εRECO/SC · εID-ISO/RECO · εTRIGGER/ID-ISO
where the track efficiency (εTRK) and the supercluster efficiency (εSC) are
very close to 100% [118]. Each term is considered separately in various pT
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and η bins and is estimated using both data and MC samples. For the
muons the reconstruction and identification efficiencies are estimated in one
term (εRECO-ID/TRACK), while for the electrons the identification and isolation
efficiencies are measured in one term (εID-ISO/RECO). This decision was made
based on the fact that the reconstruction and identification cuts for muons
cannot be easily separated, while the identification and isolation cuts for
electrons are applied together by using the working point (WP85) selection.
In order to extract the values of the efficiencies, the tag and probe method,
which is described in detail below is applied.
5.2.1 Tag and Probe Method (εl)
The tag and probe method exploits resonances such as the Z boson resonance
and relies upon the fact that the dilepton invariant mass in Z→µµ, ee decays
lies in a relatively narrow range around MZ. It provides almost unbiased
estimates of the efficiencies for the different stages of the online and offline
lepton selection.
Within this method, the tag lepton is required to be a high quality object
matching all criteria of the analysis in order to have as low background as
possible, while the probe lepton is a looser selection object, only required to
pass a set of criteria depending on the efficiency under study. This means
that if the efficiency factor under study is the isolation efficiency of the muon,
the tag is a muon that passes all criteria of the analysis while the passing
probe is a muon that passes the isolation criterion.
The invariant mass of the tag and probe lepton candidates is required to
be within a window around MZ. Both the stringent criteria imposed on
the tag as well as the invariant mass requirement, are sufficient to ensure a
high lepton purity sample which will not bias the efficiency of the particular
selection. In our analysis, each event is required to contain at least two
leptons coming from the Z decay and one jet, in order to match the analysis
event topology.
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To extract the lepton data efficiencies in a reliable way, a single lepton trig-
ger dataset is used from which a subset of dilepton events is selected. More
technical details on the datasets can be found in Appendix C. In addition, to
extract the MC efficiencies, the inclusive MadGraph Drell-Yan jets into lep-
tons sample was used. The sample is used after having correctly reweighted
it for the number of pile up interactions expected in data, as explained in
the previous chapter.
The fraction of probe leptons which passes the selection under study gives an
estimate of its efficiency. Each efficiency factor is then defined as the ratio of
the number of probes passing the set of cuts to the total number of probes
(passing+failing) before the cuts. The final numbers for computing the effi-
ciency are extracted by performing a simultaneous fit to the invariant mass
spectra for passing and failing probes with identical signal and background
shapes. The efficiency is computed from the normalizations of the signal
shapes in the two spectra. In this way, the combinatorial background from
lepton pairs which are not coming from the Z resonance is subtracted. The
resonance peak is modelled with Crystal Ball function and the background
with an exponential or a Landau function [115, 116]. Figures 5.1 and 5.2
show some resulting fits for muons and electrons respectively.
Several fit parameters are left floating such as parameters controlling the sig-
nal and background shapes. The uncertainties on the background and signal
numbers are determined by the statistical uncertainty from the fit procedure
and therefore include the contributions from the background subtraction pro-
cedure.
Muons Efficiencies computed for muon reconstruction and identification
(εRECO-ID) on data and MC are evaluated in two η regions (barrel and end-
caps) and two pT ranges. Tags are matched to a single symmetric muon
trigger and pass all muon criteria of the analysis. Probes are all muons (calo
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(a) (b)
Figure 5.1: (a) Fit to the passing and (b) failing probes after requesting
muon reconstruction criteria. The signal is depicted in blue color while the
background is depicted in red color.
(a) (b)
Figure 5.2: (a) Fit to the passing and (b) failing probes after requesting
electron isolation (WP85) criteria. The signal is depicted in blue color while
the background is depicted in red color.
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muons2 and general tracks) reconstructed in the event. The passing probes
are Global Muons satisfying the reconstruction and identification criteria of
the analysis. For the estimation of muon isolation efficiencies (εISO) the same
η and pT regions are used and the passing probes have to additionally sat-
isfy the isolation criterion of the analysis. The final numbers are shown in
Tables 5.1 and 5.2.
Electrons Efficiencies computed for electron reconstruction (εRECO) on
data and MC are evaluated in the same pT ranges as muons. The η re-
gions selected are more, since the excluded ECAL gap 1.4442 < |η| < 1.566
has to be taken into account. Tags are matched to an unprescaled asym-
metric single trigger (see Appendix C) and pass all criteria of the analysis,
while probes are all the tracks originating from ECAL Superclusters in the
event. The passing probes are required to be reconstructed as electrons. For
the estimation of the electron isolation and identification (i.e WP85) effi-
ciencies (εID-ISO), two η regions (barrel and endcaps) and two pT ranges are
used. Probes are all reconstructed electrons while the passing probes have
to satisfy the WP85 electron criterion of the analysis. The final numbers are
shown in Tables 5.3 and 5.4.
5.2.2 Scale Factors and relative uncertainty
The Scale factors (SFl) are calculated and applied in order to properly rescale
MC events to match the data. They are defined as SFl = εDATA/εMC and are
estimated for each momentum and pseudorapidity range. The uncertainty
on this ratio (σSF ) is computed by:
σ2SF = σ
2
stats+fit + σ
2
syst (5.4)
2Calorimeter-based muons, or “calo muons” for short, represent a subset of all tracker
tracks reconstructed in the event, which includes tracks with energy depositions in the
calorimeters compatible with those of a minimum-ionizing particle.
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where σsyst is intrinsic from tag and probe method and includes the uncer-
tainty due to the choice of the tag and the different fitting functions for signal
and background shapes. This value is taken conservatively to be of the order
of 0.4% for muons and 0.5% for electrons, as estimated in previous analy-
ses [92, 110]. The σstats+fit refers to the statistical plus fit uncertainty. Values
reported in the following tables already include the systematic contribution.
The results for reconstruction and identification as well as isolation efficien-
cies of the muons are reported in Tables 5.1 and 5.2 respectively. The re-
construction and identification/isolation efficiencies are higher in the barrel
region than the endcap region as expected, due to the large number of ob-
jects in the forward direction. The errors of the muon efficiencies are slightly
underestimated as it can be noticed from the values in the tables. However
the effect on the final cross section measurement is negligible.
εRECO-ID (data)
pT range |η| < 1.2 (Barrel) |η| > 1.2 (Endcaps)
20-50 GeV 0.963 ± 0.003 0.961 ± 0.001
50-100 GeV 0.959 ± 0.001 0.957 ± 0.001
εRECO-ID (simulation)
20-50 GeV 0.967 ± 0.001 0.963 ± 0.001
50-100 GeV 0.965 ± 0.001 0.966 ± 0.001
SFl ± σSF
20-50 GeV 0.995 ± 0.005 0.998 ± 0.004
50-100 GeV 0.994 ± 0.004 0.991 ± 0.004
Table 5.1: Muon εRECO-ID values for data and MC reweighted according to
the pile up distribution observed in data.
The results for reconstruction, as well as identification and isolation efficien-
cies of electrons are reported in Tables 5.3 and 5.4 and depicted in Figure 5.3.
In the transition region between the barrel and the endcap region the effi-
ciency is very low as expected but this region is excluded from our selection.
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(a)
(b)
Figure 5.3: (a) Reconstruction efficiency εRECO and (b) identifica-
tion/isolation efficiency εID-ISO for electrons, in bins of η and pT using data.
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εISO (data)
pT range |η| < 1.2 (Barrel) |η| > 1.2 (Endcaps)
20-50 GeV 0.966 ± 0.001 0.978± 0.001
50-100 GeV 0.991 ± 0.000 0.995 ± 0.000
εISO (simulation)
20-50 GeV 0.956 ± 0.001 0.965 ± 0.001
50-100 GeV 0.992 ± 0.001 0.993 ± 0.001
SFl ± σSF
20-50 GeV 1.015 ± 0.004 1.013 ± 0.004
50-100 GeV 0.999 ± 0.004 1.002 ± 0.004
Table 5.2: Muon εISO values for data and MC reweighted according to the
PU distribution observed in data.
εRECO (data)
pT range |η| < 0.8 0.8 < |η| < 1.44 1.56 < |η| < 2.0 2.0 < |η| < 2.5
20-50 GeV 0.982 ± 0.004 0.974 ± 0.004 0.943 ± 0.004 0.902 ± 0.007
50-150 GeV 0.995 ± 0.002 0.966 ± 0.028 0.951 ± 0.006 0.880 ± 0.018
εRECO (simulation)
20-50 GeV 0.981 ± 0.001 0.973 ± 0.001 0.934 ± 0.001 0.895 ± 0.002
50-150 GeV 0.991 ± 0.001 0.981 ± 0.002 0.958 ±0.004 0.932 ± 0.005
SFl ± σSF
20-50 GeV 1.002 ± 0.006 1.001 ± 0.007 1.009 ± 0.008 1.008 ± 0.010
50-150 GeV 1.004 ± 0.005 0.984 ± 0.029 0.993 ± 0.009 0.944 ± 0.020
Table 5.3: Electron εRECO values for data and MC using the tag and probe
method.
5.2.3 Trigger Results
In order to have an unbiased tag and probe sample, a single trigger re-
quirement is applied on the tag even though double triggers are used in the
analysis. To estimate the trigger efficiencies, tags should fulfil all the anal-
ysis criteria (including the single trigger requirement) while passing probes
should be matched with the offline double trigger object. Due to the dif-
ferent pT thresholds between single and double triggers, a study has been
performed to ensure that the probe observables are not potentially biased by
this. Figure 5.4 illustrates that pT and η distibutions for the two triggers do
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εID−ISO (data)
pT range |η| < 1.6 (Barrel) |η| > 1.6 (Endcaps)
20-50 GeV 0.825 ± 0.002 0.764 ± 0.003
50-150 GeV 0.901 ± 0.003 0.859 ± 0.008
εID−ISO (simulation)
20-50 GeV 0.822 ± 0.001 0.732 ±0.002
50-150 GeV 0.911 ± 0.002 0.848 ± 0.005
SFl ± σSF
20-50 GeV 1.004 ± 0.006 1.043 ±0.007
50-150 GeV 0.988 ± 0.006 1.013 ± 0.012
Table 5.4: Electron εID-ISO values for data and MC using the tag and probe
method.
not show any significant bias.
(a) (b)
Figure 5.4: Check of the bias induced on the normalized distributions of the
(a) pT and (b) η of the probe by selecting different triggers for the tag, double
and single electron triggers.
The trigger efficiencies are only estimated in data since the MC sample does
not contain the emulation of this trigger. The asymmetric double triggers
used in the analysis, have looser requirements on the second than on the first
lepton (“legs”)3. Therefore it is essential to estimate the efficiency of each
3The first lepton has to pass a tighter pT threshold and an additional L1 trigger match-
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leg separately and then combine them to a single result.
For muons, two different triggers have been evaluated in three distinct η re-
gions. Results for the symmetric and asymmetric triggers are very similar
which is expected, since the L1 seed is the same for both triggers and the cut
used in the analysis assures being in the plateau region. For electrons, two
different asymmetric triggers have been used. The results for both triggers
and both legs are again similar. The trigger names are listed in Appendix C.
Results of the trigger efficiencies for electrons and muons are shown in Fig-
ures 5.5 and 5.6 respectively.
Pile up effects
The effects on muon and electron isolation due to pile up have also been
studied. The pile up impact is estimated using a tag and probe method, but
with simple counting rather than performing a fit. The effect on isolation
efficiency is shown in Figures 5.7 and 5.8. For muons the effect is relatively
small considering that the analysis cut is placed at 0.15. Regarding electrons,
the effect is again very small on the HCAL isolation. However the efficiency
drops by about 8% for events with six primary vertices compared to no pile
up on the ECAL isolation.
Figures 5.9 and 5.10 show the trigger efficiencies as a function of the number
of primary vertices for electrons and muons. In this evaluation, the sample
is divided in three categories according to the number of primary vertices;
low (1-4), medium (5-7) and high (more than 8). It can be noticed that the
variations between the categories are at the same order of the systematic
uncertainty quoted for the trigger efficiency (∼1%).
ing requirement.
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(a)
(b)
Figure 5.5: Efficiencies of the asymmetric double electron trigger for (a) the
first “leg” (electron with pT ≥ 17 GeV) and (b) the second “leg” (electron
with pT ≥ 8 GeV) computed in different η bins.
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(a)
(b)
Figure 5.6: Efficiencies of the (a) symmetric double muon trigger and (b)
the asymmetric double muon trigger for the first “leg” (muon with pT ≥ 13
GeV) different η bins.
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Figure 5.7: Efficiency of the isolation requirement as a function of the cut
on the muon isolation variable, for three different multiplicities in primary
vertices. The black line indicates the cut applied on the isolation variable.
5.2.4 Event weight and global efficiency
Up to this point, the scale factors per muon or electron were extracted. In or-
der to correctly reweight the MC sample according to the data, a final weight
w per event has to be provided, taking into account the correct combinations
of leptons in each event. The final weight formula is:
wevent = SFl1(η, pT) · SFl2(η, pT ) · wTrigger(η, pT)
where SFl1 and SFl2 are the scale factors for the first and the second lepton
respectively, due to the offline reconstruction (reco, ID and isolation), pre-
sented in the subsection 5.2.2. wTrigger is given by the generic formula for the
scale factor for asymmetrical triggers:
wTrigger = SF
high
l1
· SF lowl2 + SF lowl1 · SF highl2 − SF highl1 · SF highl2
where high and low are the two pT thresholds of the asymmetric trigger.
The last term in the formula is subtracted in order to avoid to avoid double
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(a)
(b)
Figure 5.8: Efficiency of the isolation requirement as a function of the cut on
the electron (a) ECAL and (b) HCAL isolation variables for three different
multiplicities in primary vertices. The black line indicates the cut applied on
the isolation variable.
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(a)
(b)
Figure 5.9: Efficiency of the asymmetric double electron trigger for (a) the
first “leg” (electron with pT ≥ 17 GeV) and (b) the second “leg” (electron
with pT ≥ 8 GeV) as a function of η for three different classes of pile up.
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(a)
(b)
Figure 5.10: Efficiency of the asymmetric double muon trigger for (a) the
first “leg” (muon with pT ≥ 13 GeV) and (b) the second “leg” (muon with
pT ≥ 8 GeV) as a function of η for three different classes of pile up.
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counting. In the case of a symmetric trigger, this formula simplifies to the
product of the single leg efficiencies. After applying the event weight wevent on
Z+b-jet simulated signal events, we can then rely on MC for the estimation
of the global lepton selection efficiency necessary for the computation of the
cross section. The global lepton efficiency εl can be calculated from the
corrected MC as:
εl =
N recoll+j
N reco
(5.5)
where N reco is the number of events with two reconstructed leptons and
at least one jet inside the acceptance. The reconstructed objects are also
matched to the generated objects (∆R < 3) and fulfil the Mll and ∆R(jet,
leptons) requirements. N recoll+j is the number of all events of N
reco which addi-
tionally fulfil the lepton and dilepton selection criteria at the reconstruction
level. The kinematic cuts are only applied on the reconstructed objects in
order not to fold in the resolution effects [119].
The relative uncertainty on this efficiency has been computed by varying
each scaling factor by ±σSF and then quoting the effect on the final yields.
The largest variation is taken as an estimate of the uncertainty in the lepton
reconstruction and trigger efficiency. The efficiency for both channels is found
to be:
εµ = (84.4± 1.7)% , εe = (63.2± 2.6)%
Contribution to the systematic error due to the PU reweighting procedure
has also been estimated separately. The systematic uncertainty includes the
relative contribution from statistics in the MC simulation which is found to
be 0.5% and 0.9% for muons and electrons respectively. The contribution
from the tag and probe method is found to be 2% for muons and 4% for
electrons. The systematic uncertainty per scale factor per lepton is less than
2% for electrons and less than 1% for muons.
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5.3 b-tagging Efficiency εb
The estimation of the b-tagging efficiency was performed by the “b-jet group”
and the results can be found in [12]. Similarly to the lepton efficiency case,
the b-tagging efficiency is computed from the signal MC reweighted by scale
factors to match efficiencies observed in data. The data-driven scale factors
SFb are defined as the ratio of ε
DATA
b /ε
MC
b . They are provided from the
CMS Physics Object Group (responsible for issues on b-tagging and vertexing
(BTV POG)) for all CMS Physics analyses involving b-jets. The justification
of providing the measurements of the b-tag efficiency and mistag rate also
in the form of scale factors depending on jet pT and η, is the advantage
that even though samples with different event topologies can have slightly
different b-tag efficiencies or mistag rates, the scale factors are valid (absolute
values of efficiencies are also provided).
In principle, the BTV group uses two different methods, which are in fact
extensions of the tag and probe technique, to estimate the efficiency of tag-
ging a b-jet in data εDATAb : the pTrel and the System8. Good consistency is
observed between the results of the methods. More details on these methods
can be found in [11].
Besides the efficiency of correctly tagging a b-jet (εMCb ) the estimation of the
mistag rate of non b-jets is also essential. The mistag rate includes efficiencies
for c-jets (εMCc ) and light jets (ε
MC
light). For this analysis, the efficiencies have
been calculated in two η bins of the jet axis (η-jet bins): |η| <1.2 and 1.2<
|η| <2.4 and one jet-pT bin: 20-240GeV due to limited statistics, using the
Z+b/c signal MC sample. Figure 5.11 illustrates the calculated efficiencies,
for the high purity algorithm (SSVHPT). In Table 5.5 the values of εMCb and
SFb used in this analysis for the high purity discriminator are shown.
Another important issue is the estimation of the correct mistag fraction of
light jets (εMCmistag= 1-ε
MC
light) which can be misidentified as b-jets and influence
the final result. The mistag fractions are used directly from the BTAG POG
results and are provided in very fine bins (for jet-pT: 20 to 520GeV in bins of
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Bin εMCb ε
MC
c SFb,c
0 < |η| < 1.2 0.411 0.066 0.89± 0.089
1.2 < |η| < 2.1 0.336 0.042 0.9± 0.09
Table 5.5: MC efficiencies (from Z+b/c Madgraph events) and scale factors
in two η regions using the high purity discriminator (SSVHPT). Scale factors
for c-jets are assumed to be the same as for b-jets [12].
Figure 5.11: High Purity MC efficiencies. Top: εMCb as a function of pT of
the jet in the central |η| <1.2 (left) and forward 1.2< |η| <2.4 (right) regions.
Bottom: εMCc as a function of the pT of the jet in the central |η| <1.2 (left) and
forward 1.2< |η| <2.4 (right) regions. Markers denote the values computed
using the Z+b/cMadgraph MC sample and lines denote the values computed
using the QCD sample [11]. Modified from reference [12].
10GeV) due to the high statistical power. The results are shown in Table 5.6.
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pminT p
max
T η
min ηmax εMCmistag σ(ε
MC
light) SFlight σ(SFlight)
20 30 0 2.4 0.000473 0.000103 0.875950 0.142070
30 40 0 2.4 0.000661 0.000144 0.891781 0.139367
40 50 0 2.4 0.000847 0.000184 0.906193 0.136849
50 60 0 2.4 0.001033 0.000225 0.919252 0.134510
60 70 0 2.4 0.001218 0.000265 0.931023 0.132347
70 80 0 2.4 0.001401 0.000304 0.941573 0.130355
80 90 0 2.4 0.001584 0.000344 0.950967 0.128529
90 100 0 2.4 0.00176 0.000383 0.959272 0.126865
Table 5.6: Mistag fractions for the high purity (SSVHPT) working point.
The scale factor SFlight is equal to the ratio ε
DATA
light /ε
MC
light [11].
5.3.1 Event weight and global efficiency
The process mentioned above involves the extraction of the scale factors per
jet. However, as in the lepton case, to correct the MC sample according to
the data efficiencies a final weight w per event has to be provided. To esti-
mate an event weight, the combinatorics of each event have to be taken into
account. Given the total number of final state jets njets, there are 2
njets possi-
ble combinations of tagged-mistagged states for each event. The total weight
per combination is given by the product over all states. For instance, in case
there is only one b-jet (and no additional jets) in the event, for a selection
where exactly one b-tag is required, the event weight can be approximated
by SFb · εMCb .
The requirement of at least one b-jet is a bit more complicated. For example,
given two reconstructed jets, with one generator level b, having at least one
b-tag in the final state can come from: (1) having the real b-jet tagged, and
the light jet not tagged, i.e. P = ε(b) · (1 − ε(l)); (2) having the real b-jet
mistagged and the light jet tagged, i.e. P = (1 − ε(b)) · ε(l); (3) having the
real b-jet and the light jet both tagged, i.e P = ε(b) · ε(l).
The definition of the event weight (wevent) for all acceptable combinations
can be called the efficiency-weighted scale factor:
wevent =
Σε · SF
Σε
, (5.6)
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summing separately numerator and denominator for all combinations, where
ε is replaced by (1− ε) for jets required not to be tagged. After applying the
event weight, the overall b-tagging efficiency can be easily estimated by:
εb =
N recoll+b
N recoll+j
(5.7)
where N recoll+j is the same term as in Equation (5.5) and N
reco
ll+b includes all
events of N recoll+j which are additionally passing the jet and the b-tagging re-
quirements at the reconstructed level (events fulfilling the final event require-
ments). Jets should be within the acceptance and matched to generator level
flavour (∆R < 0.5). Results using the high purity discriminator are sum-
marised in Table 5.7. The high efficiency discriminator results in higher b-tag
central values but in lower b-tag purity values, as it will be shown in the next
section.
Selection Dimuon (%) Dielectron (%)
High Purity 34.9 ± 3.5 35.3 ± 3.5
High Efficiency 52.7 ± 5.2 53.3 ± 5.2
Table 5.7: Efficiencies of the b-tag algorithm for the different discriminators
considering the inclusive Z+b-jet final state and their uncertainties [12].
The dominant systematic uncertainty is originating from the data/MC scale
factors for b and c-jets [11]. It is of the order of 9.7% for muons and 9.5%
for electrons (relative error). The systematic uncertainty due to the mistag
rate is 0.04% and 0.1% for the muons and electrons respectively. Finally
the uncertainty due to MC statistics is at the level of 2% for both channels.
The uncertainties are estimated separately for the b-tag and mistag parts, by
simply varying both scale factors and efficiencies within their uncertainties
σ in a correlated way, and recomputing εb. The maximal variation is taken
as a symmetric systematic uncertainty on the result.
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5.4 Purity P
The estimation of the purity was performed by the “b-jet group” and the
results can be found in [12]. In order to estimate the fraction of signal events
truly originating from b-jets by using data, the introduction of the purity
factor (P) is necessary. P is extracted by performing a fit on the secondary-
vertex mass mSV distribution of the leading pT b-jet in the data. The mass of
the secondary vertex is defined as the invariant mass of all tracks originating
from a secondary vertex (assuming the pion mass for each track). In this way,
the distinction between heavier b-jets (originating from B mesons), lighter c-
jets (originating from D mesons) and other light jets is feasible [11]. Vertices
arising from B mesons generally have bigger masses than those originating
from D mesons, while mesons originating from lighter jets have even smaller
masses.
The estimation is based on a fit of MC templates. A template is a histogram
of a distribution of an observable quantity, which is derived from a MC sim-
ulation. In general, some selection requirements are also applied to the data
in order to select a MC sample which conforms to the data needed to be
modelled. The MC template is used in multi-component fits to experimental
data in order to derive the fraction of each contributing process. The esti-
mation of the purity was performed by the “b-jet group” and is documented
in [12].
In this analysis, two different MC samples are used, the Z+ jets (DY) and the
inclusive jet (QCD) sample, from which separate sets of distributions for b, c,
and light jets are derived. The flavour of the reconstructed jet is determined
from the flavour of the corresponding generated jet. The Z+ jets (DY) sample
has the advantage of the correct description on jet kinematics but it is limited
in size resulting in big statistical errors. On the other hand, the inclusive
jet (QCD) sample has the disadvantage that the kinematic properties of
QCD jets are in general different from jets originating from Z+b production.
Therefore, the sample needs to be reweighted to match the pT and η spectra
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of the leading pT candidate jet in the ℓℓ+b-jet datasets. The template fit is
shown in Figure 5.12 for the dielectron (left) and dimuon (right) channels.
The fit uncertainty due to data is assigned as the statistical uncertainty. The
Figure 5.12: Secondary-vertex mass of the leading-pT b-jet, with MC distri-
butions constructed from inclusive jet samples, for the dielectron (left) and
dimuon (right) channels, after the b-purity maximum-likelihood fit. Taken
from reference [12].
results using the two different MC samples to construct the templates agree
within 1σ uncertainty. In addition, the results for the dielectron and the
dimuon sample agree within 1σ statistical fit uncertainties, where the purity
of the dielectron is systematically higher. The central value is estimated
by the weighted mean of both samples and the systematic uncertainty is
conservatively estimated by using the envelope of both uncertainties.
Following the mentioned process, the b-purity of the leading jets is extracted.
Nevertheless, multiple jets can be produced in a single event increasing the
probability of having one true b-jet in the event. If two jets are involved in
the event then the total event purity is described by:
Pevent = f1bP1b + f2bP2b, (5.8)
where fnb is the fraction of events with n jets, and Pnb the purity of an
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event with n jets Pnb = 1 − (1 − Pb)n. The final purity results are shown in
Table 5.8. The event purity of at least one b-tag jet using the high purity
discriminator is significantly higher than the high efficiency discriminator
as expected. The high purity discriminator requirement (at least 3 tracks
forming the secondary vertex) removes all two body decays (KS → π+π−)
from the distributions.
Selection Dimuon (%) Dielectron (%) Combination (%)
High Purity 81.5 ± 2.9 83.4 ± 3.6 82.2 ± 2.9
High Efficiency 60.2 ± 2.2 62.5 ± 2.3 61.0 ± 1.7
Table 5.8: Event purity estimation for the dimuon and dielectron channels
using high purity and high efficiency discriminators [12].
The systematic uncertainty on P is calculated from the differences between
the two MC samples and the uncertainty from the fit. The fraction of events
in which the b-hadron originates from gluon splitting is found to have a negli-
gible impact on the shapes. However, it is included in the shape uncertainty.
The PDF parametrisation was found negligible and the number of primary
vertices in the event was found compatible with statistical fluctuations. The
values are in agreement with the 2010 data analysis [102].
5.5 Background from tt¯ events ftt¯
After the purity correction, the contamination of the selected Z+b-jet events
originating from tt¯ production needs to be subtracted, as it also yields to gen-
uine b-jets. In order to determine the fraction ftt¯, the dilepton invariant mass
distribution is employed. For the signal events, the invariant mass and the
pT of the two leptons are strongly correlated, since their kinematics depend
directly on the Z/γ∗ decay, leading to a peak around the Z mass. On the
other hand, for the tt¯ background, the two leptons come from different decay
chains (t and t¯ quark), thus almost uncorrelated, leading to an exponentially
decreasing distribution.
5.5. Background from tt¯ events ftt¯ 115
The basic principle to extract the ftt¯ is to measure the tt¯ contribution in the
sidebands and then extrapolate to the Z boson mass peak region (60 GeV-20
GeV). The tt¯ contribution is extrapolated from the upper sideband region
which is dominated by tt¯ events, as shown in Figure 5.13.
Figure 5.13: Dimuon mass spectrum from data and fitted contributions after
selecting at least one High Purity b-tag. Taken from reference [12].
The numbers of tt¯ events in the two regions are taken from MC. Their ratio
is calculated and corrected for discrepancies between data and MC using
the dileptonic tt¯ decay channel in the background-free eµbb final state [120].
The use of the eµbb channel is important to control systematic uncertainties.
Therefore, the systematic uncertainty on the tt¯ contribution is dominated by
the uncertainty on the data/MC scale factor obtained with the dileptonic tt¯
decay measurement. The final results for the estimation of the number of tt¯
events for both channels are shown in Table 5.9.
More details on the methods used for the tt¯ background estimation, as well
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Selection Dimuon (%) Dielectron (%)
High Purity 18.4 ± 2.3 18.7 ± 2.2
High Efficiency 11.3 ± 1.4 12.2± 1.4
Table 5.9: Fractions of the tt¯ background for the dimuon and dielectron
channels using both, high purity and high efficiency discriminators [12, 16].
studies on pile up dependence and systematics can be found in a dedicated
PhD thesis [16] and will not be further discussed in this thesis.
5.6 Correction factors
The correction factors were calculated by the “theoretical group” and more
details can be found in [13].
5.6.1 Chadron
The correction factor Chadron is introduced to account for detector resolution
and other reconstruction effects [13]. It is computed from the Z+b signal
sample by comparing the reconstruction and generator level event yields, in
the following way:
Chadron = N
reco
Ngenll+b
(5.9)
where N reco is the same term as in Equation (5.5) (i.e the number of events
with two reconstructed leptons and at least one jet within the acceptance).
The reconstructed objects are also matched to the hadron level objects in
order to certify that the correct objects are selected. Ngenll+b is the number of
events with at least two leptons on the generator level and a hadron level
b-jet in the given kinematic ranges.
Hadron level jets are built from all showered particles (considered as stable
by the event generator) after the hadronisation, apart from neutrinos since
they do not contribute to the jet measurement. A hadron jet is labelled as a
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b-jet if there is a b-hadron within ∆R < 0.5 of the jet axis.
In addition to migrations between bins due to detector resolution effects,
Chadron contains the reconstruction efficiency to obtain a supercluster or a
global muon given a generator level lepton. In the electron case, it contains
a small acceptance term coming from the ECAL transition region being re-
moved at the reconstruction level. In the muon case, the corrections from
FSR are included. The migrations are depicted in Figure 5.14 where the pT
of the reconstructed jet as a function of the pT of the corresponding hadron
level jet is shown.
Figure 5.14: pT of the reconstructed jet as a function of the pT of the corre-
sponding hadron-level jet. Taken from reference [13].
The Chadron is estimated to be [13]:
Chadron(dimuon) = (95.0+6.6−0.5)% Chadron(dielectron) = (84.2+5.8−0.6)%
The statistical uncertainty on Chadron is small (±0.5% relative error). System-
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atic uncertainties are derived by comparing SHERPA (LO, variable flavour)
and aMC@NLO+HERWIG (NLO, fixed flavour) [45] resulting in relative un-
certainty of +6.6
−0.5%. The errors are very asymmetric due to the fact that the
numbers were conservatively estimated from the absolute difference between
the generators. In addition, the maximum upper error is not estimated cor-
rectly since it can give values to the correction factor larger than 1. However,
this does not affect the final result since the systematic errors are larger than
the theoretical errors and dominate the measurement. The uncertainty on
the jet energy resolution (JER) is found to be ±0.5% (relative error) [121].
5.6.2 Acceptance Al
The acceptance factor Al is applied in order to extrapolate the measurement
to the full space. It is applied after correcting the cross section back to
the particle level. The extraction of the factor is performed by setting the
generator limits to the reconstruction level lepton cuts (Z→ e+e− with peT >
25 GeV and |ηe| < 2.5, or Z→µµ with pµT > 20 GeV and |ηµ| < 2.1). The
lepton properties are defined before FSR.
Apart from the statistical uncertainties, uncertainties also arise from the PDF
and factorisation and renormalisation scales. Al has to be calculated at the
parton level for the comparison with the values from MCFM to be possible.
However the differences between hadron level and parton level estimations are
found to be very small and therefore the uncertainty from MCFM is applied
on the hadron level acceptances. It is calculated by varying the factorisation
and renormalisation scales and PDF inside MCFM (NLO, variable flavour).
The resulting fractional uncertainties are then used on the MadGraph pre-
dictions. Further systematic uncertainties arising from the MC generator
model are evaluated using MadGraph, SHERPA, aMC@NLO+HERWIG. Al
for both channels is found to be [13]:
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Al(dimuon) = (57.2+3.7−2.4)% Al(dielectron) = (55.0+3.6−2.1)%
5.7 Results
In the previous sections of this chapter, the estimation of the parameters
needed to measure the cross section and their uncertainties were described.
For the electron channel the number of events expected from the Z+b-jet MC
sample is 1976 ± 18 (stat) while the number of events in data is 1990 ± 45
(stat). For the muon channel the number of events expected from the Z+b-
jet MC sample is 3218 ± 23 (stat) while the number of events in data is
3362 ± 58 (stat). The resulting cross section for the ee+b-jet and µµ+b-jet
channels is summarised in Table 5.10. The uncertainty on each parameter
contains all the systematic effects considered in the analysis. On the cross
section result, the first uncertainty is statistical, the second systematic, and
the third accounts for limitations of the theory. The cross section result for
Variable ee+b µµ+b
Selected events 1990 3362
P (%) 83.4± 3.6 81.5± 2.9
ftt¯ (%) 18.7± 2.2 18.4± 2.3
εb (%) 35.3± 3.5 34.9± 3.5
εℓ (%) 63.2± 2.6 84.4± 1.7
Chadron (%) 84.2+5.8−0.6 95.0+6.6−0.5
Aℓ (%) 55.0+3.6−2.1 57.2+3.7−2.4
σhadron(Z + b,Z→ ℓℓ) (pb) 5.61± 0.13± 0.73+0.24−0.53 5.97± 0.10± 0.73+0.25−0.57
Table 5.10: Cross section σhadron(Z+ b,Z→ ℓ+ℓ−) for ℓ+ℓ− = e+e− or µ+µ−.
the electron channel is:
σhadron(Z + b,Z→ ee) = 5.61± 0.13(stat)± 0.73(syst)+0.24−0.53(theory) pb
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and for the muon channel is:
σhadron(Z + b,Z→ µµ) = 5.97± 0.10(stat)± 0.73(sys)+0.25−0.57(theory) pb
The results for the muon and electron channels are found to be in good
agreement. The combination of the two channels leads to a final result of:
σhadron(Z + b,Z→ ℓℓ) = 5.84± 0.08(stat)± 0.72(syst)+0.25−0.55(theory) pb
The two channels are statistically uncorrelated while some of the dominant
systematic uncertainties are correlated. The systematic uncertainties influ-
encing the cross section measurement are listed in Table 5.11. The theoretical
part of the uncertainties on the cross section originates from the systematic
uncertainties on Chadron and Aℓ which were estimated using different MC
generated models. The contribution from εb is separated for efficiencies of
correct b-tagging and efficiencies of mistagging. The statistic uncertainties
are very small in comparison with the systematic uncertainties. The un-
certainty on the b-jet efficiency is dominating the measurement while the
uncertainty on the b purity is also high. The lepton efficiencies and a part of
the tt¯ background estimation are uncorrelated.
The jet energy scale (JES) uncertainty in fact describes the possibility that
the jet energy corrections can over or under estimate the true energy of
the jet. The uncertainty on the JES leads to a systematic uncertainty on
the cross section which is found to be 2.5% using the MC signal sample,
reweighted to match the data. This is done by increasing or decreasing the
pT of every jet by the appropriate uncertainty and calculating the impact on
the yields [10]. To estimate the uncertainty due to pile up, the mean of the
expected distribution used to reweight the MC simulation is shifted up and
down by 0.6 interactions, as recommended by the CMS Collaboration [122].
The uncertainty due to pile up is found to be 0.5% for the muon channel and
1.5% for the electron channel [10]. The luminosity uncertainty is taken from
the calibration of the luminosity measurement at CMS [61].
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Correlated sources Fractional uncertainty (%)
b-tagging efficiency 10
b-jet purity 5.6 (ee+b) 4.6 (µµ+b)
tt¯ contribution 2.9
Jet energy scale 2.5
Luminosity 2.2
Jet energy resolution 0.5
Pile up 1.5 (ee+b) 0.5 (µµ+b)
Mistagging rate 0.04
Theory (via Al) +4.2−6.5
Theory (via Chadron) +0.7−6.9
Uncorrelated sources ee+b µµ+b
Trigger and dilepton selection 4 2
tt¯ contribution 1.9 2.2
Experimental systematic 13.0 12.3
Theoretical systematic +4.2
−9.5
+4.2
−9.5
Statistical 2.2 1.7
Table 5.11: Fractional uncertainties on the cross section measurement from
the different sources.
5.7.1 Theoretical Comparisons
In order to compare the measured cross section with theoretical estimations
we use the MCFM tool. The MCFM tool can calculate the inclusive cross
section at parton level and therefore an additional factor needs to be calcu-
lated in order to extract the corresponding prediction at the hadron level. To
make a direct comparison of our results (measured cross section at hadron
level) with theory, we define a correction factor CNP as follows:
CNP =
Nhadronll+b
Npartonll+b
(5.10)
with Npartonll+b the number of events for which there are two leptons passing the
Mll requirement of the dilepton selection, and a parton b-jet with pT > 25
GeV, |η| < 2.1 and ∆R(jet, l) > 0.5 at the parton level. Nhadronll+b has the same
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requirements but with a hadron level jet, as explained in Equation (5.9). Par-
ton level jets are built from all quarks and gluons after showering but before
hadronisation. A parton level jet is labelled as a b-jet if there is a b-quark
among its constituents. Thus the factor aims to correct for nonperturbative
(NP) effects like hadronisation.
The correction factor CNP is computed from parton to hadron level using
MadGraph+PYTHIA and aMC@NLO+HERWIG. Figure 5.15 illustrates the
pT of the hadron b-jet as a function of the pT of the corresponding parton
b-jet.
Figure 5.15: pT of the hadron b-jet as a function of the pT of the correspond-
ing parton b-jet. Taken from reference [13].
The correction CNP is found to be [13]:
CNP = (84± 3)%
The CNP factor is estimated by averaging the measurements from Mad-
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Graph+PYTHIA (∼ 81%) and aMC@NLO+HERWIG (∼ 87%) which give
rather different results. The systematic uncertainties include the generator
model dependence (3.6% relative error) and an additional uncertainly orig-
inating from the difference between the electron and muon channels (0.5%
relative error).
The measured cross section is compared to the NLO calculations obtained
with the MCFM tool (in the variable flavour scheme with massless b-quarks),
requiring the same acceptance selections for the leptons and parton jets. The
calculated cross section is estimated to be σMCFMparton = 4.73 ± 0.54 pb. The
uncertainty on the MCFM estimate comes from the CTEQ6M PDF set [123]
and variations of the renormalization and factorization scales by factors of
0.5 and 2 around the mass of the Z boson [124].
For a direct comparison, the cross section is corrected to the hadron level by
using the correction factor CNP and is given by:
σMCFMhadron = 3.97± 0.47 pb (5.11)
The theoretical prediction in the context of this MCFM calculation is found
to be smaller than the data measurement (within ∼2 standard deviations).
5.8 Previous Studies
The Zbb¯ cross section requiring at least one identified b-jet, has been previ-
ously measured at
√
s = 1.96 TeV, by both Tevatron experiments, CDF [125]
and D/O [126]. The data used were 2 fb−1 and 4.2 fb−1 respectively, while in
both analyses jets with pT > 20 GeV were selected.
Both experiments calculated the ratio σ(pp→Z+b)
σ(pp→Z+j)
resulting in values 2.08 ±
0.33 (stat) ± 0.34 (syst)% for CDF and 1.76 ± 0.24 (stat) ± 0.23 (syst)% for
D/O. By taking the ratio, several of the theoretical and experimental errors
cancel out, thus minimizing the overall uncertainty. The results are in good
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agreement with the NLO QCD predictions of 1.8± 0.4% [48].
The same ratio measurement was recently performed at the LHC, using data
recorded by the CMS Detector in 2010 (36 pb−1) and was found to be 0.054
± 0.016 (0.046 ± 0.014) for the Z→ e+e− (Z→ µ+µ−) selection, compared to
0.043 ± 0.005 (0.047 ± 0.005) estimated from NLO theory predictions [102].
This analysis is thoroughly presented in Appendix A since it was the stepping
stone to the cross section measurement of Z+b-jet presented in this thesis [10].
A measurement of the inclusive cross-section for b-jet production in associa-
tion with a Z boson has also been performed by ATLAS using 2010 data (36
pb−1) [127]. The cross section was found to be σb = 3.55
+0.82
−0.74 (stat)
+0.73
−0.55
(syst) ±0.12 (lumi) pb and although the NLO pQCD predictions from calcu-
lations agree well with the result, the measurement is currently very limited
in statistics. The cross section formula used in the ATLAS analysis was dif-
ferent from the one used in the CMS analysis, hence the direct comparison
of the results is not straightforward.
Conclusions
The aim of this thesis was to present the study of the production cross
section of a Z boson in association with b-jets and a subsequent decay of the
Z → ℓ+ℓ− where ℓ+ℓ− = e+e− or µ+µ−. The measurement was performed
using L = 2.2 fb−1 of proton-proton collision data at a √s = 7 TeV recorded
by the CMS detector.
In order to perform this study two well identified muons or electrons and
at least one b-tagged jet were required in the final state. Events passing
unprescaled double lepton triggers were selected. Leptons used in the analysis
had to fulfil specific reconstruction, identification and isolation criteria which
ensured their high quality and with invariant mass 60 < Mll < 120GeV. Jets
were reconstructed using the Particle Flow anti-kT algorithm with a distance
parameter 0.5 and had to pass a pT > 25 GeV and a |η| < 2.1 requirement.
The b-tagging was performed using the high purity (SSVHP) discriminator.
An additional separation cut between the leptons and the jets of ∆R > 0.5
was applied.
A MadGraph sample interfaced with PYTHIA is used for the comparison
with data. The backgrounds considered were the Z+c-jets and Z+light-
jets, since both can be misidentified as b-jets and the tt¯ which produces
genuine b-jets. The Monte Carlo sample was corrected for pile up effects
according to the CMS Collaboration recipe. For the comparison of data and
MC, the signal Z+b-jet sample, is reweighted to match the lepton and b-
tagging efficiencies and mistagging rates measured in data. These weights
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were estimated according to data/MC scale factors for each lepton and each
b-tagged jet, as a function of their pT and η. The event by event b-jet purity
is estimated by performing a fit on the secondary vertex mass distribution of
the leading pT b-jet in the data. The tt¯ background remaining in the Z+b-jet
signal region was subtracted by using the sidebands of the invariant mass
distribution of the two selected leptons. Finally, correction factors, such as
Chadron and Al corrected for the detector resolution effects and the detector
acceptance.
The shapes of the kinematic variables for the leading pT b-jet and the Z decay
leptons are found to be slightly underestimated with the predictions made by
the MadGraph event generator interfaced with PYTHIA. The MC sample
was normalized to the integrated luminosity in data using a cross section
value that includes the NNLO corrections to the inclusive Z production. A
possible explanation of the residual discrepancy can be the absence of the
higher order terms in the MadGraph tree-level simulation in the variable
flavour scheme with massless b-quarks.
For the final result the electron and muon Z decay channels are combined.
The Z+b-jet cross section, with Z → ℓ+ℓ− where ℓ+ℓ− = e+e− or µ+µ− is
found to be:
σhadron(Z + b,Z→ ℓℓ) = 5.84± 0.08(stat)± 0.72(syst)+0.25−0.55(theory) pb
For a direct comparison, the cross section is calculated with MCFM and
corrected back to the hadron level:
σMCFMhadron = 3.97± 0.47 pb (5.12)
The theoretical prediction in the context of this MCFM calculation is found
to be smaller than the data measurement (within ∼2 standard deviations).
This may indicate that the cross sections of the Higgs boson in association
with b-jets could also be higher than the values expected from NLO theory
calculations.
Appendix A
Measurement of
σ(Z + b)/σ(Z + j) ratio
This appendix describes the first observation of the Z+b final state and the
measurement of the σ(Z + b)/σ(Z + j) ratio and represents the proceedings
submitted for the Lepton Photon Conference of 2011. The analysis is done
by using proton-proton collisions delivered by the LHC at a centre of mass
energy of 7 TeV and with data recorded by the CMS detector in 2010, rep-
resenting an integrated luminosity of 36 pb−1. We require a final state of
two well identified muons or electrons and at least one b-tagged jet in order
to perform this study. The event yields and shapes of kinematic variables
are compared with Monte Carlo predictions from MadGraph. The ratio
σ(Z + b)/σ(Z + j) is found to be 0.054±0.016 (0.046±0.014) in the data
for the Z→ee (Z→ µµ) selection, compared to 0.043±0.005 (0.047±0.005)
estimated from NLO theory predictions.
The production mechanism of Z in association with b-quarks at the LHC is
not yet well understood. A first test consists in the measure of the corre-
sponding cross-section in order to constraints the existing QCD predictions.
In addition to this Standard-Model motivation, this process is a large back-
ground for many searches related to Higgs sectors and predictions beyond
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the Standard Model.
Data and Monte Carlo samples The total integrated luminosity anal-
ysed is 35.9±.4 pb−1[128]. Events are triggered using the loosest unprescaled
single lepton trigger and the most recent alignment and energy calibration.
The main backgrounds considered are the associated production of Z with
charm jets (Z+c), Z with light jets (Z+l) where l=u,d,s,g and the production
of top pairs. The production of Z to ee and µµ in association with jets from
any flavour is referred as Z+j. All Monte Carlo samples used, have been gen-
erated with MadGraph interfaced with PYTHIA 6.4, reconstructed through
a full simulation of the CMS detector based on GEANT4, including tune
Z2 and a pile-up scenario comparable to the data. All Monte Carlo sam-
ples are normalised to the total data integrated luminosity using the NNLO
cross-sections.
Event Selection In order for the two leptons to be selected as candidates,
they should have opposite charges. Furthermore, both electrons are required
to be reconstructed with pT >25 GeV/c and in the detector range of η <2.5.
For the muon pair these requirements differ with pT >20 GeV/c and η <2.1.
Identification and isolation criteria for the leptons are also applied to ensure
background rejection and good signal efficiency. Lepton isolation is defined
using the sum of energy around the lepton in a cone size of ∆R <0.3 in the
tracker, ECAL and HCAL detectors divided by the lepton pT . For muons
this variable is required to be less than 0.15 while for the electrons cuts
are applied on the individual isolation variables divided by the electron pT .
Electron identification and isolation criteria are chosen such that the rejection
efficiency is 85%.
Jets are reconstructed using the Particle Flow (PF) algorithm. Particles are
clustered into jets using the anti-kT algorithm. Jets are required to have
pT >25 GeV/c and to be separated from the selected lepton pair by at least
∆R = 0.5. In addition, jets should be within the detector acceptance of
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Selection Data tt¯ Z+l Z+c Z+b
HE eeb 54 ± 7 2.0 ± 0.1 13.4 ± 0.5 14.5 ± 0.7 35.5 ± 1.1
HP eeb 29 ± 5 1.60 ± 0.09 0.8 ± 0.1 5.3 ± 0.4 25.1 ± 0.9
HE µµb 91 ± 10 3.0 ± 0.1 18.5 ± 0.6 20.3 ± 0.9 54.4 ± 1.4
HP µµb 36 ± 6 2.4 ± 0.1 1.3 ± 0.2 7.2 ± 0.5 37.5 ± 1.2
Table A.1: Number of events selected in data and MC samples, and purity
and significance in Z+b expected from MC. Only statistical uncertainties are
shown. No data/MC scaling factor is applied on the MC.
η <2.1 and fulfil loose jet identification criteria.
Identification of b-jets is done by exploiting b-hadron’s long lifetime. The
Simple Secondary Vertex (SSV) algorithm discriminator is computed from
the three dimensional flight distance significance. For the high-efficiency
label (HE), at least two tracks are required to be attached to the secondary
vertex while for the high-purity (HP) one at least three tracks.
Finally, for further reduction of the tt¯+jets contribution, we require that the
invariant mass of the lepton pair is in the range of 60 to 120 GeV/c2 and the
transverse missing energy less than 40 GeV/c.
Results After applying all the cuts, a good agreement between data and
MC is observed in both high-efficiency and high-purity selections, within 2σ
at most of the expected statistical uncertainties on the data and without any
rescaling of the MC to match the data. The event yields are summarized in
Table A.1. The shapes of kinematic variables shown in Figures A.1, A.2 show
good agreement between data and Monte Carlo predictions from MadGraph.
Using the results above, an important quantity for the treatment of heavy
flavours in matrix element calculations and test of b-quark content of PDFs
can be extracted, which is the ratio σ(Z + b)/σ(Z + j). We calculate R as:
R = N
data
Z+b × P −Ntt¯MC
εMC ×NdataZ+j
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Figure A.1: Invariant mass for the high-efficiency (left) and high-purity
(right) selections.
where NdataZ+b andN
data
Z+j are the number of data events remaining after the Z+b
(and MET) and Z+j selections, NMCtt¯ is the number of tt¯ events expected from
MC after the Z+b and MET selection. εMC contains the b-tagging and MET
selection efficiency and b-jet acceptance effects. The values are found to be
0.43 ± 0.01(stat)± 0.09(syst) for HE and 0.30 ± 0.01(stat) ± 0.06(syst) for
HP. A systematic uncertainty of 20% is assigned to these numbers, which
is dominated by the uncertainty on the b-tagging efficiency (15%)[11]. The
b-jet acceptance assumed here concerns the fraction of events with a real
b-jet in which at least one jet lies within the acceptance cuts, but no b-jet
does which was found to be about 18% in the MC Z+b sample.
P is the purity in b-jet which contains both Z+b and tt¯ components. The pu-
rity is extracted by a binned likelihood fit to the mass of the secondary vertex
in the data, using MC template functions for the b, c and light contributions
(Figure A.3). The purity in b-jets is found to be 55±9% (88±11%) for the HE
(HP) selection, in good agreement with the MC estimate of 57±3% (82±4%).
Results for the ratio are given in Table A.2 with the NLO predictions from
MCFM.
131
Figure A.2: Leading b-jet pT (left) and ∆Φ between the lepton pair and the
leading b-jet (right) after the high-purity selection.
Conclusions First observation of Z+b events is made at
√
s = 7 TeV using
36 pb−1 of CMS data. The ratio σ(Z+b)/σ(Z+j) is found to be 0.054±0.016
in the data for the Z→ee and 0.046±0.014 for the Z→ µµ selection. The
estimation from NLO theory predictions is 0.043±0.005 (0.047±0.005) using
the same kinematic selections on the leptons and jets as the selections applied
to the data.
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Figure A.3: Binned likelihood fit of the mass of the secondary vertex in data
events for HP selection.
Sample R(Z → ee) (%)
Data HE 4.3± 0.6(stat)± 1.1(sys)
Data HP 5.4± 1.0(stat)± 1.2(sys)
MadGraph 5.1± 0.2(stat)± 0.2(sys)± 0.6(th)
MCFM 4.3± 0.5(th)
Sample R(Z → µµ) (%)
Data HE 5.1± 0.6(stat)± 1.3(sys)
Data HP 4.6± 0.8(stat)± 1.1(sys)
MadGraph 5.3± 0.1(stat)± 0.2(sys)± 0.6(th)
MCFM 4.7± 0.5(th)
Table A.2: Extracted ratio R from data, NLO theory (MCFM) and Mad-
Graph+PYTHIA samples.
Appendix B
Tracker Alignment using
Z → µ+µ−
In the following a brief outline on basic properties of the tracker alignment
using the Z resonance is given. As explained in Chapter 2, the tracker
design is based on silicon sensors and consists of 16588 modules. The precise
knowledge of the sensor positions (better than the order of 10 µm) is crucial,
since almost all CMS physics analyses depend on an accurate reconstruction
of tracks (i.e charged particle trajectories) and interaction vertices. It is
therefore necessary to implement sophisticated algorithms to achieve a good
tracker offline alignment. The tracks from decaying resonances, like the Z
boson decay to two muons is also employed in order to control systematic
biases in the geometry and became a part of the alignment procedure.
Basic Idea In reality the detector is misaligned due to module displace-
ments caused by the limited mounting accuracy, external mechanical effects,
such as temperature changes and humidity in the tracking device environ-
ment, or variations of the magnetic field intensity. The modules are displaced
with respect to their design positions up to several hundreds µm. Therefore,
since the design geometry is assumed by the track reconstruction algorithm
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and the real positions of the modules are not a-priori known, this can lead
to wrong determination of the track parameters. The goal of the alignment
procedure is to provide the corrections needed for the positions of the mod-
ules in order to reconstruct tracks as close as possible to the real ones. In
Figure B.1 an example of the procedure is schematically shown.
Figure B.1: (a) In the real misaligned detector is crossed by charged particles,
producing tracks (b) Assuming design (ideal) geometry the track reconstruc-
tion could assign a curvature and consequently give a wrong pT estimate (c)
After alignment the track is refitted with the new geometry and a correct
measurement of the pT (and other parameters of a track) is performed.
Weak modes In general, a track-based alignment algorithm is aimed at
minimizing a global χ2 function, determining the alignment parameters. The
simplest example of a transformation of the geometry that preserves the
χ2 of the tracks is a global translation and rotation of the whole tracker,
which has no effects on the internal alignment. However, in reality there are
other tracker geometry transformations, which are insensitive to the χ2 of
the tracks, the systematic distortions so called weak modes. Weak modes
can survive even after the track based alignment and can produce systematic
biases in physics observables.
In order to control sufficiently the weak modes, the information from the
decay of Z bosons into muons has been exploited during the alignment cam-
paign of 2011. Figures B.2 and B.3 represents two typical plots, where
the dependence of the dimuon mass peak on the η and φ of the positively
135
Figure B.2: The dependence of the invariant mass Mµµ on η.
Figure B.3: The dependence of the invariant mass Mµµ on the angle φ of the
positively charged muon.
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charged muon is presented. The impact of this approach was demonstrated
by using different geometries shown in different colours in the plots. The red
points represent the geometry where the information from the Z decay has
not been used in the alignment. The dependence ofMµµ on η observed, could
be a possible twist transformation of the whole tracker. The track curvature
of positively and negatively charged particles is changed oppositely by this
twist, therefore if the two muons have similar η the impact on the dimuon
mass cancels. However, if the two muons have different η, the bias caused
by the twist can be larger. When the Z boson decay information is included
into the alignment (blue point in the plots), a successful suppression of the
Mµµ dependence is observed.
Appendix C
Technical Details
In this appendix more technical details on the analysis are given. The names
of the datasets, MC samples and the original names of symmetric and asym-
metric triggers used are listed here.
C.1 Dataset Names on DBS
Data Sets
∫ Ldt (pb−1) Run Range
Double∗/Run2011A-May10ReReco-v1/AOD 216 ± 10 160404-163869
Double∗/Run2011A-PromptReco-v4/AOD 927 ± 42 165088-167913
Double∗/Run2011A-05Aug2011-v1/AOD 323 ± 15 170249-172619
Double∗/Run2011A-PromptReco-v6/AOD 658 ± 30 172620-173692
Table C.1: Datasets used in this analysis. The star denotes the muon and
electron skim datasets.
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C.2 Monte Carlo Sample Names on DBS
Name on DBS Nevents σ (pb) Leq (fb−1)
DYJetsToLL TuneZ2 M-50 7TeV-madgraph-tauola 36277961 3048 11.9
Z+b 1609971 135.4 11.9
Z+c 8895769 748.1 11.9
Z+l 25772221 2164.5 11.9
TTJets TuneZ2 7TeV-madgraph-tauola 3701947 157.5 23.5
ZZ TuneZ2 7TeV pythia6 tauola 4187885 6.4 654
WZ TuneZ2 7TeV pythia6 tauola 4265243 19.79 216
WW TuneZ2 7TeV pythia6 tauola 4225916 43 98
Table C.2: Dataset names and cross sections of the MC samples used for the signal and background processes con-
sidered in the analysis with the version Summer11-PU S4 START42 V11-v1, and processing the AODSIM dataset.
C.3 Double Trigger names
Period & Trigger Menu First run dielectron
5e32V1 /cdaq/physics/Run2011/5e32/v4.2/HLT/V5 160410 (March 13) HLT Ele17 CaloIdL CaloIsoVL Ele8 CaloIdL CaloIsoVL v1
5e32V2 /cdaq/physics/Run2011/5e32/v6.1/HLT/V3 161217 (March 22) HLT Ele17 CaloIdL CaloIsoVL Ele8 CaloIdL CaloIsoVL v2
5e32V3 /cdaq/physics/Run2011/5e32/v8.1/HLT/V5 163269 (April 21) HLT Ele17 CaloIdL CaloIsoVL Ele8 CaloIdL CaloIsoVL v3
1e33V1 /cdaq/physics/Run2011/1e33/v1.3/HLT/V2 165121 (May 16) HLT Ele17 CaloIdL CaloIsoVL Ele8 CaloIdL CaloIsoVL v4
1e33V2 /cdaq/physics/Run2011/1e33/v2.3/HLT/V1 165970 (May 27) HLT Ele17 CaloIdL CaloIsoVL Ele8 CaloIdL CaloIsoVL v5
1.4e33V1 /cdaq/physics/Run2011/1.4e33/v1.1/HLT/V1 167039 (June 16) HLT Ele17 CaloIdL CaloIsoVL Ele8 CaloIdL CaloIsoVL v6
2e33V1 /cdaq/physics/Run2011/2e33/v1.1/HLT/V1 170249 (July 16) HLT Ele17 CaloIdT CaloIsoVL TrkIdVL TrkIsoVL Ele8 CaloIdT CaloIsoVL TrkIdVL TrkIsoVL v6
2e33 V2 /cdaq/physics/Run2011/2e33/v1.2/HLT/V1 171050 (July 20) HLT Ele17 CaloIdT CaloIsoVL TrkIdVL TrkIsoVL Ele8 CaloIdT CaloIsoVL TrkIdVL TrkIsoVL v6
3e33V1 /cdaq/physics/Run2011/3e33/v1.1/HLT/V1 173236 (August 12) HLT Ele17 CaloIdT CaloIsoVL TrkIdVL TrkIsoVL Ele8 CaloIdT CaloIsoVL TrkIdVL TrkIsoVL v6
Table C.3: Electron Trigger Menu during the 2011A data taking period.
Period & Trigger Menu First run dimuon
5e32V1 /cdaq/physics/Run2011/5e32/v4.2/HLT/V5 160410 (March 13) HLT DoubleMu6 v1
5e32V2 /cdaq/physics/Run2011/5e32/v6.1/HLT/V3 161217 (March 22) HLT DoubleMu6 v1
5e32V3 /cdaq/physics/Run2011/5e32/v8.1/HLT/V5 163269 (April 21) HLT DoubleMu7 v2
1e33V1 /cdaq/physics/Run2011/1e33/v1.3/HLT/V2 165121 (May 16) HLT Mu13 Mu8 v2 (HLT DoubleMu7 v3 is prescaled)
1e33V2 /cdaq/physics/Run2011/1e33/v2.3/HLT/V1 165970 (May 27) HLT Mu13 Mu8 v2
1.4e33V1 /cdaq/physics/Run2011/1.4e33/v1.1/HLT/V1 167039 (June 16) HLT Mu13 Mu8 v2,v3,v4 (3 versions)
2e33 V1 /cdaq/physics/Run2011/2e33/v1.1/HLT/V1 170249 (July 16) HLT Mu13 Mu8 v6
2e33 V2 /cdaq/physics/Run2011/2e33/v1.2/HLT/V1 171050 (July 20) HLT Mu13 Mu8 v6
3e33 V1 /cdaq/physics/Run2011/3e33/v1.1/HLT/V1 173236 (August 12) HLT Mu13 Mu8 v6
Table C.4: Muon Trigger Menu during the 2011A data taking period.
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C.4 Single Triggers
For the estimation of the efficiencies tag and probe method was used. In
order to estimate the efficiencies of the double lepton triggers, single trigger
datasets are needed, shown in Table C.5. The same runs and integrated
luminosity are used as in the analysis selection but the events were triggered
by the single lepton triggers.
Data Sets
∫ Ldt (pb−1) Run Range
Single∗/Run2011A-May10ReReco-v1 216 ± 10 160404-163869
Single∗/Run2011A-PromptReco-v4 927 ± 42 165088-167913
Single∗/Run2011A-05Aug2011-v1 323 ± 15 170249-172619
Single∗/Run2011A-PromptReco-v6 658 ± 30 172620-173692
Table C.5: Datasets used in this analysis. The star denotes the single muon
and electron skim datasets.
The tags had to be matched with a single lepton trigger. The muon tags were
matched to trigger HLT Iso Mu24, while the electron tags were matched to
trigger HLT Ele32 CaloIdT CaloIsoT TrkIdT TrkIsoT SC17.
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