In this paper, we propose a penalised pseudo-partial likelihood method for variable selection with multivariate failure time data with a growing number of regression coefficients. Under certain regularity conditions, we show the consistency and asymptotic normality of the penalised likelihood estimators. We further demonstrate that, for certain penalty functions with proper choices of regularisation parameters, the resulting estimator can correctly identify the true model, as if it were known in advance. Based on a simple approximation of the penalty function, the proposed method can be easily carried out with the Newton-Raphson algorithm. We conduct extensive Monte Carlo simulation studies to assess the finite sample performance of the proposed procedures. We illustrate the proposed method by analysing a dataset from the Framingham Heart Study.
I
Deciding which covariates are to be included in the final statistical model has always been a tricky task for investigators, and a valid and unified statistical model selection criterion is desirable. We propose a penalised pseudo-partial likelihood method for variable selection in multivariate failure time analysis. Our research is motivated by the need to develop a predictive model that relates multiple failure time outcomes, namely time to coronary heart disease and time to cerebrovascular accident, and a vector of risk factors for patients in the Framingham Heart Study (Dawber, 1980) . The primary sampling unit is the family, and it is likely that the failure times recorded for subjects within a family are correlated. Extensions of the Cox regression model (Cox, 1972) for the analysis of multivariate failure time data include the frailty model and the marginal model. When the correlation among the observations is not of interest, the marginal proportional hazards models has received considerable attention in the recent literature (Wei et al., 1989; Lee et al., 1992; Liang et al., 1993; Lin, 1994; Cai & Prentice, 1995 , 1997 Spiekerman & Lin, 1998; Clegg et al., 1999) . Thus, we will focus on the marginal models.
Some of the variable selection criteria and procedures in linear regression analysis have been extended to the Cox model: Tibshirani (1997) extended his  variable selector; Faraggi & Simon (1998) proposed a Bayesian variable selection method for the Cox model; Cai (1999) extended the generalised likelihood ratio method to deal with multivariate failure time data; Fan & Li (2002) extended their nonconcave penalised likelihood approach; Huang & Harrington (2002) proposed penalised partial likelihood with a quadratic penalty to deal with issues of collinearity of covariates; and Bunea & McKeague (2005) extended -type (Schwarz, 1978) variable selection criteria to the Cox model. In general, the variable selection procedure for multivariate failure time data is underdeveloped, and this paper intends to fill that gap.
Fan & Li (2002) studied penalised partial likelihood for variable selection problems and demonstrated that their penalised partial likelihood procedure performs as well as an oracle estimator, namely the estimator constructed with the aid of an oracle who knows the true model, i.e. the subset of variables with nonvanishing coefficients, only in finiteparameter settings. However, they do not address the fundamental issues in model selection. In practice, to reduce possible modelling biases, many variables are introduced at the initial stage of modelling. Huber (1973) noted that, in the context of variable selection, the number of parameters is often large and should be modelled as d n , which tends to infinity as the sample size n tends to infinity. In this paper, we intend to address the fundamental problems of variable selection for the Cox marginal model with a diverging number of parameters. To this end, we propose a new formulation for variable selection, which differs from that in Fan & Li (2002) . We study asymptotic properties of penalised pseudolikelihood in the context of the marginal multivariate failure model, when the number of regression coefficients tends to infinity. This includes of course the use of penalised partial likelihood in the proportional hazards model. We first show the rootn/d n consistency of the penalised pseudo-partial likelihood estimator and then demonstrate that the newly proposed variable selection procedures still possess the oracle property. As a consequence, our results directly provide the asymptotic behaviours of the maximum partial likelihood estimator (Andersen & Gill, 1982) and the maximum pseudo-partial likelihood estimator (Spiekerman & Lin, 1998; Clegg et al., 1999) when the number of covariates grows with sample size.
M     - 
2·1. Notation To fix notation, suppose that there are n independent clusters and that each cluster has K i subjects. For each subject, J types of failure may occur. For the failure time in the case of the jth type of failure on subject k in cluster i, the marginal hazards model is taken Variable selection for multivariate failure time data either as
where
is a possibly external time-dependent covariate vector, and h 0j (t) and h 0 (t) are unspecified baseline hazard functions. Model (2·1) is commonly referred to as the mixed baseline hazards model, while (2·2) is the common baseline hazards model.
2·2. Penalised pseudo-partial likelihood
The marginal model approach does not specify correlation structure for the failure times within a cluster, and hence inferences are based on a pseudo-partial likelihood approach. For ease of presentation, we drop the subscript and let T, C and x(t) be the survival time, the censoring time and their associated covariates, respectively. Correspondingly, let Z=min{T, C} be the observed time, let d=I(T ∏C) be the censoring indicator, and let Y (t)=I(ZÁt) be the at-risk indicator. We further assume that T and C are conditionally independent given x and that the censoring mechanism is noninformative. Under a working independence assumption (Wei et al., 1989) , i.e. assuming independence among failure times in a cluster, we obtain the logarithm of a pseudo-partial likelihood function for model (2·1) as
To balance modelling biases and estimation variance, many traditional variable selection criteria have resorted to the use of penalised likelihood, including the  (Akaike, 1973) and  (Schwarz, 1978) . We use a penalised pseudo-partial likelihood for model (2·1) which is defined as
where p l j (|b j |) is a given nonnegative function called a penalty function with l j as a regularisation or tuning parameter. The tuning parameters can be chosen subjectively by data analysts or objectively by data themselves. In general, large values of l j 's result in simpler models with fewer selected variables. The penalty term in (2·4) is more general than that in Fan & Li (2001) , who considered l j ¬l. Allowing covariate-specific tuning parameters enables different regression coefficients to have different penalty functions, and thus the penalised pseudo-partial likelihood may directly incorporate hierarchical prior information about the unknown coefficients. For instance, we may wish to keep the main effects of some important confounding variables in the model by not penalising their corresponding coefficients.
Many classical variable selection criteria are special cases of (2·4). For instance, consider the L 0 penalty p l (|h|)=1 2 l2I{|h|N0}, also called the entropy penalty, where I(.) is an indicator function. Also,  (Akaike, 1973) ,  (Schwarz, 1978) , the w-criterion (Shibata, 1984) and  (Foster & George, 1994) correspond to l=(2/n)D, {log(n)/n}D, [log{log(n)}]D and {log(d n )/n}D, respectively, where n is the sample size, although these criteria were motivated from different principles. Since the entropy penalty function is discontinuous, one requires to search over all possible subsets to maximise (2·4). Hence it is very expensive computationally. Furthermore, as analysed by Breiman (1996) , bestsubset variable selection suffers from several drawbacks, including its lack of stability.
Recently, authors have considered continuous penalty functions. The L 1 penalty, defined by p l (|h|)=l|h|, results in the  variable selector (Tibshirani, 1996) . Fan & Li (2001) advocated the smoothly clipped absolute deviation penalty, whose first derivative is defined by
for some a>2 and h>0, with p l (0)=0. This penalty improves the entropy penalty function by saving computational cost and resulting in a continuous solution to avoid unnecessary modelling variation. Furthermore, it improves the L 1 penalty by avoiding excessive estimation bias.
2·3. Oracle properties
The penalised pseudo-partial likelihood estimator, denoted by b @ , maximises (2·4). For certain penalty functions, such as the L 1 penalty and the smoothly clipped absolute deviation penalty, maximising L(b) will result in some vanishing estimates of coefficients and their associated variables are deleted. Hence, by maximising L(b), we select a model and estimate its parameters simultaneously. We now present the asymptotic properties for b @ and show that it could perform as well as an oracle estimator.
Denote by b 0 the true value of b. Furthermore, let b 10 and b 20 denote the nonzero and zero components of b 0 , respectively. Denote by s n the dimension of b 10 and let a n = max 1∏j∏s n
In this section, we use l jn rather than l j to emphasise its dependence on n. We first show that there exists a penalised pseudo-partial likelihood estimator that converges at rate O P {√(d n )(n−D+a n )}, and then we establish the oracle property for the resulting estimator. We only state the main results here and relegate the regularity conditions and proofs to the Appendix. T 1. Under Conditions A1-A4 in the Appendix, if a n 0, b n 0 and d4 n /n 0, as n 2, then, with probability tending to one, there exists a local maximiser
From Theorem 1, provided that a n =O(n−D), there exists a √(n/d n )-consistent penalised pseudo-partial likelihood estimator. This consistency rate is the same as that of the maximum likelihood estimator for the exponential family (Portnoy, 1988) .
We now establish an oracle property. Let
Since the length of b @ 1 depends on n, we will follow the formulation in Huber (1973) and Portnoy (1988) , and consider any linear combination cT n b @ 1 in the following theorem. Variable selection for multivariate failure time data
and a n =O(n−D), then, under the conditions of T heorem 1, with probability tending to 1, the
in distribution, where A 11 and C 11 consist of the first s n columns and rows of A(b 10 , 0) and C(b 10 , 0), defined in the Appendix, respectively.
Theorem 2 provides a foundation for choosing estimators that will have the oracle property. For example, with the smoothly clipped absolute deviation penalty, we have a n =0, b=0 and S=0 for sufficiently large n. Hence, according to Theorem 2, we have that
in distribution. The estimator b @ 1 shares the same sampling property as the oracle estimator. Furthermore, b @ 2 =0 is the same as the oracle estimator that knows in advance that b 2 =0. In other words, the penalised pseudo-partial likelihood estimator possesses the oracle property. In contrast, it can easily be shown from Theorems 1 and 2 that the procedure based on the L 1 penalty does not possess the oracle property, because of the excessive biases.
2·4. Issues in practical implementation
Since penalty functions such as the smoothly clipped absolute deviation and the L 1 are singular at the origin, it is challenging to maximise L(b). Following Fan & Li (2001), we will use a local quadratic approximation to the penalty function in our implementation. Suppose that we are given an initial value b(0) that is close to the true value of b. If b(0) j is not close to 0, then the penalty function is locally approximated by a quadratic function as
Otherwise, set b @ j =0. With the aid of the local quadratic approximation, the NewtonRaphson algorithm can be applied to maximise the penalised pseudo-partial likelihood function. We set the maximum pseudo-partial likelihood estimate b @ u, the maximiser of l(b) in (2·3), as the initial value of b since it is (n/d n )D-consistent by Theorem 1 with l j =0. The modified Newton-Raphson algorithm also allows us to estimate the variancecovariance matrix for b @ by using the sandwich formula:
and cov{L∞ a (b @ )} is estimated by co @ v{l∞(b @ )}. The sandwich formula applies only to nonzero estimated coefficients. The performance of this estimator will be examined in our simulation studies.
Similarly to Fan & Li (2002) , we will employ generalised crossvalidation to select the l j 's. In the last step of the Newton-Raphson iteration, we may compute the effective number of parameters, given by
The generalised crossvalidation statistic is defined by
The minimisation problem over a d n -dimensional space is difficult. However, it is expected that the magnitude of l j should be proportional to the standard error of the unpenalised maximum pseudo-partial likelihood estimator of b j . In practice, we suggest taking
is the estimated standard error of b @ u j . Such a choice of l j works well from our simulation experience. Thus, the minimisation problem will reduce to a one-dimensional problem, and the tuning parameter can be estimated by a grid search.
2·5. Extensions
The rate of convergence and the oracle property for the marginal model (2·1) can be easily extended to other marginal hazards models, such as (2·2), with a slightly different pseudo-partial likelihood function. For example, for the common baseline hazards model (2·2), we can use the following pseudo-partial likelihood:
The corresponding asymptotic results in Theorems 1 and 2 for the estimator based on the penalised pseudo-partial likelihood l c
can be established using similar arguments to those in the Appendix.
N   
3·1. Simulation study In our simulations, we take J=K=2, and the failure times T i11 , T i12 , T i21 and T i22 for the ith cluster are generated from the multivariate Clayton-Oakes distribution (Clayton & Cuzick, 1985; Oakes, 1989 ) with a marginal exponential distribution for the two types of failure and for the two subjects in a cluster
where b=(0·6, 0, 0, −0·8, 0, 0, 0·35, 0)T, which is an eight-dimensional vector consisting of three nonzero components and five zero components. In our simulation, l 01 =1 and l 02 =5. The covariate vector x ijk has a normal distribution with standard normal marginals and the correlation between x ijkl and x ijkl∞ being r|l−l∞| with r=0·5. Censoring times C ijk are generated from the Un(0, c) distribution. We took c=5 or 1, corresponding to censoring rates of approximately 15% and 40%, respectively. For the multivariate Clayton-Oakes distribution, h 0 gives the maximal positive correlation of 1 between failure times and h 2 corresponds to independence. In our simulation, h was chosen to be 0·25, 1·5 or 5, which corresponds to high, moderate or low positive dependence, respectively. The number of clusters was taken as n=100. The smoothly clipped absolute deviation penalty function involves two tuning parameters l and a. Following Fan & Li (2001), we set a=3·7 throughout § 3. We use generalised crossvalidation to select the Variable selection for multivariate failure time data tuning parameter for the smoothly clipped absolute deviation method and the L 1 method. We compare the proposed penalised pseudo-partial likelihood procedures with the best subset variable selection and the oracle procedure in terms of model error, model complexity and rate of correctly identifying the true model.
We examine the performance of the proposed penalised likelihood procedures with various penalties using model error. The model error is defined as (m @ )=E{E(Y |x)−m @ (x)}2 for a general regression model with E(Y |x)=m(x). In our simulations, the baseline hazard function h 0j (t) is taken to be a constant h j . By some straightforward calculations, the model error for m j (x)=E(T .j. |x) in our simulation settings may be approximated by
which will be referred to as the approximate model error. We define the relative approximate model error of a procedure to be the ratio of its approximate model error to that of the maximum pseudo-partial likelihood estimates from the full model. Table 1 gives the median and median absolute deviation of ratios of approximate model error of the proposed procedures over 500 simulations. The average number of zero coefficients demonstrates how the proposed procedure reduces model Table 1 : Simulation study. Relative approximate model errors, where c is the range of censoring time,  is the average number of coeYcients correctly estimated as 0, and  is the average number of coeYcients erroneously estimated as 0
0·651 (0·219) 5·000 0·000 100 0·577 (0·218) 5·000 0·000 100
0·565 (0·205) 5·000 0·000 100 0·511 (0·209) 5·000 0·000 100
, relative approximate model error; , rate of identifying the true model; , median absolute deviation; , smoothly clipped absolute deviation.
complexity and is reported in Table 1 , in which the column labelled '' stands for the average number of coefficients correctly estimated as 0, while the column labelled '' depicts the average number of coefficients erroneously estimated as 0. The rate of correctly identifying the true model is also reported in Table 1 , in which , L 1 , , ,  and w stand for the penalised likelihood procedure with the smoothly clipped absolute deviation, L 1 , , ,  and w penalties, as defined in § 2, respectively, and 'Oracle' for the oracle procedure. Since the entropy penalty is discontinuous, the solutions for , ,  and w are obtained by exhaustively searching over all possible subsets. Thus, the resulting subsets are indeed the best subsets for the corresponding criterion, and the computational cost for these procedures is much more expensive than that for the smoothly clipped absolute deviation and L 1 methods. Table 1 shows that the smoothly clipped absolute deviation method outperforms the other variable selection procedures in terms of model error, model complexity and rate of correctly identifying the true model. Furthermore, its ratio of approximate model error is very close to that of the oracle estimator, which is consistent with the result in Theorem 2, and the method reduces the model complexity almost as effectively as the oracle procedure.
We have also tested the accuracy of the standard error formula using the sandwich formula. To save space, we do not present the results here; see the authors' technical report for thorough discussion. In general, the sandwich formula gives us accurate estimates of standard errors and coverage probabilities which are close to the nominal level.
3·2. Analysis of the Framingham study dataset
We illustrate the proposed variable selection procedures by an analysis of a dataset collected in the Framingham Heart Study. The study was initiated in 1948, with 2336 men and 2873 women aged between 30 and 62 years at their baseline examination (Dawber, 1980) . Multiple failure outcomes, such as times to coronary heart disease and cerebrovascular accident, were observed from the same individual. In addition, as the primary sampling unit was the family, failure times are likely to be dependent for the individuals within a family.
For simplicity, we consider only time taken to obtain first evidence of coronary heart disease and of a cerebrovascular accident, and analyse only data for participants who had an examination at age 44 or 45 and were disease-free at that examination. By disease-free we mean that there exists no history of hypertension or glucose intolerance and no previous experience of coronary heart disease or a cerebrovascular accident. The time origin is the time of the examination at which an individual participated in the study and the follow-up information is up to the year 1980. The risk factors of interest are as follows: body mass index, denoted by x 1 ; cholesterol level, x 2 ; systolic blood pressure, x 3 ; smoking status, x 4 , coded as 1 if this individual is a smoker, and 0 otherwise; gender, x 5 , coded as 1 for female and 0 for male. The values of risk factors were taken from the biennial examination at which an individual was included in the sample. Since some individuals were in the study for several years prior to inclusion into the dataset, the waiting time, denoted by x 6 , from entering the study to reaching 44 or 45 years of age was used as a covariate to account for the cohort effect. Since x 1 , x 2 , x 3 and x 6 are continuous covariates, they are standardised individually in our analysis.
To explore possible nonlinear effects and interaction effects of the risk factors, we include all main effects, quadratic effects and interaction effects of the risk factors and covariates Variable selection for multivariate failure time data in the full model. This results in a mixed baseline hazard model with 50 covariates:
where x ijk consists of all possible linear, quadratic and interaction terms of the risk factors and covariates x 1 to x 6 . Model (3·1) allows different baseline hazards and different regression coefficients for coronary heart disease and cerebrovascular accident, but an identical baseline hazards for siblings.
The maximum pseudo-partial likelihood estimate for b is computed. The logarithm of the pseudo-partial likelihood for the full model of 50 covariates is −2017·9590. Next we apply the smoothly clipped absolute deviation procedure to model (3·1) to select significant variables. In the implementation of the procedure, since all covariates are important confounding variables or risk factors, we include them in the model by not penalising the linear main effects of x 1 to x 6 . Thus, all linear effects are included in the selected model. The generalised crossvalidation method is used to select the regularisation parameter, giving l=0·9053. The logarithm of the pseudo-partial likelihood for the model selected by the smoothly clipped absolute deviation method with the selected l is −2022·6635. This represents a decrease of 4·7045 over that of the full model, which is Table 2 . Estimated coeYcients and standard errors for the Framingham Heart Study data
, coronary heart disease; , cerebrovascular accident; , standard error.
much less than 25/2, half of the number of covariates excluded from the full model; see Table 2 . From an extension of Theorem 3 of Cai (1999) , the limiting distribution of the pseudo-partial likelihood ratio statistic is a weighted sum of x2 1 distributions. Based on 100 000 Monte Carlo simulations, we computed the p-value, which equals 0·9926 and which supports the selected model.
In another confirmation of the selected model, we compare it with the linear main effects model which includes only the linear main effects of x 1 to x 6 . The relevant pseudopartial likelihood ratio statistic is 23·9783. Based on 100 000 Monte Carlo simulations, the corresponding p-value equals 0·0353, indicating that the selected model fits the data better than the model with only the linear main effects.
The resulting estimates and standard errors for b in the selected model are given in Table 2 . For all terms associated with x 1 , x 2 , x 3 and x 6 , the results in Table 2 are based on the standardised variables rather than the original ones. Table 2 clearly indicates that there are a few possible quadratic effects and many interactions among the risk factors on coronary heart disease and cerebrovascular accident. It shows that subjects with higher cholesterol level have higher risk of developing coronary heart disease. There is interaction between cholesterol level and smoking status, and the hazard ratio is exp(0·0576+0·1550)=1·24 for smokers and exp(0·0576)=1·059 for nonsmokers, for an increase of 3·6 mg/dL, that is one standard deviation, in cholesterol level. For a given cholesterol level x 2 , the hazard ratio for smokers relative to nonsmokers is exp(0·4754+0·1550x 2 ).
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be the counting process, and let h ijk (t) and
be their corresponding marginal hazards function and marginal martingale, respectively, with respect to the filtration F jk (t−), where F jk (t) is the s-field generated by
Here, without loss of generality, we take K i =K. Define
where aE0=1, aE1=a and aE2=aaT for a vector a. Variable selection for multivariate failure time data
We require the following regularity conditions.
Condition A1. For simplicity, assume that T ijk takes values on a finite interval [0, t] , and that ∆t 0 h 0j (t) dt<2 for j=1, . . . , J.
Condition A2. There exists a neighbourhood B of the true value b 0 that satisfies each of the following conditions: (i) there exists a scalar, a vector and a matrix function
and e j (b; t)={WK k=1
Assume further that there exist constants C 1 and C 2 , such that
for all n, where l min (C ) and l max (C ) stand for the minimal and maximal eigenvalues of C, respectively.
Condition A3. Using the notation in Condition A2, define
Then, for all bµB, tµ[0, t], j = 1, . . . , J and k = 1, . . . , K, define s(1) jk (b, t) = ∂s(0) jk (b; t)/∂b and s (2) jk
, and assume that there exist positive constants C 3 and C 4 such that
for all n.
Condition A4. There exists a constant C 5 such that sup 1∏i∏n ED2 ik D2 il ∏C 5 <2 for all 1∏k, l∏d n .
. Assume further that there exists a constant C 6 such that, for nonzero h 1 and h 2 ,
Proof of T heorem 1. L et a n =√(d n )(n−1/2+a n ). To prove Theorem 1, it is sufficient to show that, for any given e>0, there exists a large constant C such that
This implies that there exists a local maximiser such that db @ −b 0 d=O p (a n ). Note that p l (0)=0 and p l (.)Á0. It follows by Taylor expansion that
say. We first consider I 1 . It follows by Taylor expansion that
say, where b* n lies between b 0 and b 0 +a n u. By the Cauchy-Schwartz inequality, it follows that
We next deal with I 12 . By the Chebyshev inequality, we can show that pr{dn−1l◊(b)+A(b)dÁed−1 n }∏ d4 n ne2 =o(1), as d4 n /n 0 by assumption. Thus,
in probability, uniformly in bµB. Hence I 12 =−1 2 na2 n uTA(b 0 )u{1+o P (1)}. By the assumption that l min {A( b 0 )}ÁC 1 >0, I 12 dominates I 11 uniformly in dud=C for a sufficiently large C. The proof is completed by showing that I 12 also dominates I 2 uniformly in dcd=C for a sufficiently large constant C. To this end, from the Taylor expansion of I 2 , it can be shown by the Cauchy-Schwarz inequality that I 2 is dominated by a2 n dud+2b n na2 n dud2. Since b n 0, I 12 dominates I 2 if we choose a sufficiently large C. Thus, (A·3) holds. %
The following lemma shows that the penalised pseudo-partial likelihood estimator must possess the sparsity property b @ 2 =0. Its proof is given in the authors' technical report.
L A1. Under the conditions of T heorem 2, with probability tending to 1, for any given b 1 satisfying db 1 −b 10 d=O P {√(d n /n)} and any constant C, it holds that
Proof of T heorem 2. Part (i) immediately follows by Lemma A1. We next prove the asymptotic normality of b @ 1 . As shown in our technical report, it holds that
where l∞ 1 (b 0 ) consists of the first s n components of l∞(b 0 ), and A 11 is the first s n ×s n upper-left submatrix of A(b 0 ). Therefore, √ncT n C−1/2 11 (A 11 +S ){b @ 1 −b 10 +(A 11 +S )−1b}=n−1/2cT n C−1/2 11 l∞ 1 (b 0 )+o p (1).
We now show the asymptotic normality of n−1/2cT n C−1/2 11 l∞ 1 (b 0 ), because then the asymptotic normality of b 1 in (2·7) can be established by Slutsky's theorem. It can be shown by similar arguments to those in Andersen & Gill (1982) and Clegg et al. (1999) that n−1/2cT n C−1/2 11 l∞ 1 By the Cauchy-Schwarz inequality and because cT n c n =1,
EdD i1 d4.
