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Abstract
We consider a network design and expansion problem, where we need to make a ca-
pacity investment now, such that uncertain future demand can be satisfied as closely as
possible. To use a robust optimization approach, we need to construct an uncertainty set
that contains all scenarios that we believe to be possible. In this paper we discuss how to
actually construct two common models of uncertainty set, discrete and polyhedral uncer-
tainty, using data-driven techniques on real-world data. We employ clustering to generate
a discrete uncertainty set, and supervised learning to generate a polyhedral uncertainty
set. We then compare the performance of the resulting robust solutions for these two types
of models on real-world data. Our results indicate that polyhedral models, while being
popular in the recent literature, are less effective than discrete models both in terms of com-
putational burden and solution quality regardless of the performance measure considered
(worst-case, conditional value-at-risk, average).
Keywords: network design; robust optimization; optimization in telecommunications; data-
driven optimization; clustering; supervised learning
1 Introduction
Operations research approaches have found wide application in the planning, design and op-
erations management of transportation, power and energy distribution, supply chain logistics
and telecommunications networks. In particular, many types of optimization models have
been developed over the last decades for network design and expansion problems, see, e.g.,
[MW84, Min89, Ber98].
In telecommunications, for instance, network design models can be used to curb conges-
tion and to provide an acceptable quality of service to the subscribers. Effort to provide an
acceptable service has resulted in capital expenditure of billions of USD in global telecoms in-
vestment. Optimization of investments has thus attained a key strategic role in this industry.
Moreover, these decisions need to be made well ahead of time based on a forecast of future
traffic demand.
Unfortunately, traffic demand has proven to be difficult to predict accurately. In order to
factor in this uncertainty and design a network that is immune to traffic variability, robust op-
timization approaches have been proposed. For this purpose, a number of uncertainty models
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have already been developed and investigated (see [GS16, BTEGN09, BBC11]). The drawback
of classic approaches, however, is that the uncertainty set is assumed to be given, i.e., the de-
cision maker can advise on how the uncertainty is shaped. Moreover, an inappropriate choice
of uncertainty set may result in models that are too conservative or in some cases computa-
tionally intractable. As the decision maker cannot be expected to make this choice in practice,
data-driven and learning approaches have been proposed (see [BGK17, CDG19]).
This paper contributes to this recent line of research proposing a clustering approach to
generate discrete uncertainty sets from real data viewed as a set of scenarios. We use the
K-means clustering method which results in aggregating similar scenarios into clusters and
representing each cluster of scenarios by its centroid, with the intention to reduce the problem
complexity on the one hand, and to become less dependent on data noise on the other hand.
The basic network design problem that we consider in this paper is as follows. Given an
undirected graphG = (V, E) and currently installed capacity ue for each edge e ∈ E , we would
like to determine an amount of capacity xe to be installed additionally. For each edge e, we are
given investment cost ce per unit of additionally installed capacity. As the graph is undirected,
the direction flow is not relevant for our model, and we define K = {{i, j} : i, j ∈ V, i <
j} as the set of commodities, where each commodity k is identified by an unordered pair
of nodes {i, j} between which a given demand needs to be satisfied. Let dk be the demand
corresponding to commodity k ∈ K, and let Pk be the set of simple paths in G connecting the
nodes of the commodity. The aim is to find capacities x such that all demands are fulfilled and
the capacity expansion costs are as small as possible. Formally, the baseline model can thus be
written as follows.
min
∑
e∈E
cexe (1)
s.t.
∑
p∈Pk
fkp ≥ dk ∀k ∈ K (2)∑
k∈K
∑
p∈Pk:e∈p
fkp ≤ ue + xe ∀e ∈ E (3)
xe ≥ 0 ∀e ∈ E (4)
fkp ≥ 0 ∀k ∈ K, p ∈ Pk (5)
The variables fkp model the amount of flow along path p for commodity k. Here, Constraints (2)
ensure that a sufficient amount of flow is transported along all paths connecting source and
sink of commodity k ∈ K, while Constraints (3) model that each edge needs to provide suf-
ficient capacity. Instead of using a path-based formulation, it is also possible to use a model
with flow variables for every edge in the network (see, e.g., [GCF99]). In this paper, we focus
on the path-based formulation, as it performed better in our computational experiments.
In practice, the demand d changes over time and is not known precisely. Thus, a two-stage
model is required, where we decide now where to build how much capacity (the strategic deci-
sion x), and we can decide where to route the flow once the demand is known (the operational
decision f ). Let us assume that a set U can be constructed that contains all demand scenarios d
that we would like to take into account for our planning. The two-stage robust network design
problem is then to solve
min
∑
e∈E
cexe (6)
s.t.
∑
p∈Pk
fkp(d) ≥ dk ∀k ∈ K, d ∈ U (7)
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∑
k∈K
∑
p∈Pk:e∈p
fkp(d) ≤ ue + xe ∀e ∈ E , d ∈ U (8)
xe ≥ 0 ∀e ∈ E (9)
fkp(d) ≥ 0 ∀k ∈ K, p ∈ Pk, d ∈ U (10)
In this setting, fkp has become a function that depends on the scenario d. Note that in Con-
straint (7) dk is a component of d, thus is also scenario-dependent.
Robust optimization in general has found increasing use and application in the network
design area. [AZ07] considered a two-stage robust network flow problem under demand un-
certainty following the work of [BTGGN04], while [OV07] introduced affine routing in the
their robust network capacity planning model. [OZ07] looked at network capacity expansion
under both demand and cost uncertainty. [KKR13] considered a robust network design prob-
lem with static routing in the setting of [BS04]. [PR12] considered robust network design with
polyhedral uncertainty and [BVKO13] robust capacity assignment for networks with uncertain
demand. [PP15] used a cutting plane algorithm while taking into consideration the uncertainty
in unmet demand outsourced cost.
Regarding uncertainty sets, polyhedral models are most frequently used in radio network
design, along with hose models from the works of [DGG+99, FST97], budget uncertainty by
[AZ07], cardinal constrained uncertainty by [BS04], and interval uncertainty, among others.
Little research compares these models of uncertainty. [AZ07] compared their single-stage ro-
bust model using budget uncertainty with a scenario-based two-stage stochastic approach.
[CDG19] constructed different uncertainty sets from real world data and compared perfor-
mance within and outside sample for shortest path problems.
In this paper we present the following contributions:
• We propose and develop a clustering approach (using the well-known K-means clus-
tering data mining method) to generate discrete uncertainty sets from real data for a
network design and network expansion problems;
• We use this approach to calculate the cluster centroids for real-world data taken from
SNDlib (see [OWPT10]) and use these centroids to define a discrete uncertainty set which
is used to compute an optimal network expansion;
• We compare this solution to the solution obtained using the state-of-the-art approach
of modelling uncertainty using a polyhedral set, where constraints on the demand are
given as hyperplanes generated dynamically using supervised learning. To the best of
our knowledge, this is for the first time that such a comparison is done for network
design problems;
• For the real-world dataset we consider, we find in our numerical experiments that solu-
tions based on discrete uncertainty found by clustering outperform solutions based on
polyhedral uncertainty found by supervised learning when using high risk-adverse per-
formance metrics such as maximum or CVaR0.95 of unsatisfied demand. This is less clear
for less risk-averse metrics such as expected value or CVaR0.75 of unsatisfied demand, but
the clustering approach is still superior in most cases. At the same time, solutions based
on discrete uncertainty found by clustering can be computed two orders of magnitude
faster than those based on polyhedral uncertainty found by supervised learning.
The rest of this paper is organized as follows. As the problem data is the center point of
our research, we first discuss this in Section 2. In particular, we describe how to construct
uncertainty sets U from the data. We then introduce models for robust network design for
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both discrete and polyhedral uncertainty sets in Section 3. Experimental results are discussed
in Section 4. Finally, Section 5 concludes our work and points out future research directions.
2 Problem Data and Uncertainty Set Construction
We focus on the Abilene network based on data from the SNDlib (see [OWPT10]). It consists of
12 nodes connected by 15 edges, see Figure 1, which spread over the US. With 12 nodes, there
exist 12 · 11/2 = 66 =: κ different commodities.
Data was collected by Yin Zhang1 in 5 minute intervals between 01.03.2004 and 10.09.2004
with some breaks in between. Table 1 shows the number of measurements that are available
for each month. Note that one day can give 288 measurements in 5 minute intervals. Based
on this number, we also show the maximum number of possible measurements that can be
achieved each month, but note that not all data is available.
1
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Figure 1: Abilene network topology.
Month 03 04 05 06 07 08 09
# Measurements available 4,032 6,048 8,928 8,640 8,928 8,640 2,880
# Measurements possible 8,928 8,640 8,928 8,640 8,928 8,928 8,640
Table 1: Numbers of available measurements for each month.
We use an arbitrary set of T measurements for the purpose of model training. The rest of
the data is then used for the evaluation of results. This means the training data consists of T
demand scenarios, each being a κ-dimensional vector of reals. The total demand per scenario,
i.e., the sum of demand over all commodities, for months May-August which provide the most
complete sets of data measurements, is presented in Figure 2.
We now discuss how to generate discrete and polyhedral uncertainty sets based on the
training data points. Let D = {d1, . . . , dT } denote this training set. For a discrete uncertainty
set Ud, where each scenario is explicitly listed, a natural approach is setting Ud = D. But it
has been shown (see [CDG19]) that this can lead to an overfitting effect, such that the resulting
robust solutions do not perform well on out-of-sample data points. Furthermore, it is desirable
to control the degree of conservatism. We therefore propose a clustering approach to generate
discrete uncertainty sets. We aggregate similar scenarios together, with the intention to reduce
the problem complexity on the one hand, and to become less dependent on data noise on
the other hand. Scenario aggregation based on K-means clustering has been applied as an
approximation method also to robust min-knapsack problems, see [CGKZ18]. Let UdK denote
a discrete uncertainty set derived from a K-means clustering of the set D. Then on the one
1http://www.cs.utexas.edu/˜yzhang/
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(a) Demand profile for month 05.
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(b) Demand profile for month 06.
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(c) Demand profile for month 07 (training set).
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(d) Demand profile for month 08.
Figure 2: Total demand in the Abilene network.
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boundary case, UdT = D, i.e., we contain the original set of training points as a special case, and
on the other boundary case, Ud1 consists of only the average case scenario.
We show a simple example in Figure 3. In Figure 3a, we plot a subset of the training data,
restricted to two arbitrarily chosen dimensions (recall that every commodity corresponds to a
dimension of the demand vector). In Figure 3c, we show a discrete uncertainty Ud5 set based
on a K-means clustering with K = 5 centers, which captures the training data only in a rough
manner. With K = 20 (see Figure 3e), most features of the data have been captured.
We now consider the case of polyhedral uncertainty,
UpM =
{
d ∈ Rκ+ : V d ≤ b, dk ∈ [dk, dk]
}
where V = (vik) is a matrix in RM×κ and b is a vector in Rκ (i.e., there are M linear constraints
on the demand vector). As the number of constraints M will have a significant impact on the
solution time of the resulting robust model, we would like to find only few constraints which
describe the training data D well. To this end, we apply a technique similar to supervised
learning in machine learning. We generate a set of noise data points, which we would like to
distinguish from the original training data by placing hyperplanes that put as many original
points on one side, and as many noise points on the other side as possible. This trade-off is
adjusted dynamically: for the first hyperplane, there is a high penalty for original points that
are classified as noise. This way, we find an outer description of the data, which results in large
and conservative uncertainty sets. This penalty is reduced over time, so that later hyperplanes
become less conservative and cut away outliers in the training data. Noise points are generated
by randomly increasing values of single training data points, and randomly using values from
other data points in single dimensions with low probability.
In Figure 3, we use the same data as for the clustering example to illustrate this process. The
random noise is shown as red points in Figure 3b. The first four hyerplanes we generate are
given in Figure 3d. It can be seen that they form an outer approximation of the data, removing
only few outliers in the process. With an increasing number of hyperplanesM , the polyhedron
UpM becomes smaller and less conservative (see Figure 3f).
3 Robust Models
We now discuss how to reformulate the general model (6-10) for specific uncertainty sets UdK
and UpM .
3.1 Discrete Uncertainty
Let UdK = {d1, . . . , dK} be given. As this set is discrete, we can simply write fkp(d) = f ikp for all
d = di ∈ UdK . We write [K] := {1, . . . ,K} in the following. The resulting compact optimization
model is then given as follows:
min
∑
e∈E
cexe (11)
s.t.
∑
p∈Pk
f ikp ≥ dik ∀k ∈ K, i ∈ [K] (12)∑
k∈K
∑
p∈Pk:e∈p
f ikp ≤ ue + xe ∀e ∈ E , i ∈ [K] (13)
xe ≥ 0 ∀e ∈ E (14)
f ikp ≥ 0 ∀k ∈ K, p ∈ Pk, i ∈ [K] (15)
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(a) Subset of training data D.
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(b) Training data with added noise data
in red.
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(c) A K-means clustering with K = 5 in
red.
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(d) Polyhedron with M = 4 hyperplanes.
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(e) A K-means clustering with K = 20 in
red.
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(f) Polyhedron withM = 20 hyperplanes.
Figure 3: Illustration of methods to generate discrete and polyhedral uncertainty on a subset
of training data restricted to two dimensions (note the logarithmic scale of the axes).
7
3.2 Polyhedral Uncertainty
Rewriting fkp(d) in a compact form is less straightforward for continuous uncertainty sets than
in the previous, discrete case. We apply the well-known affine decision rules (also known as
affine adjustable robust counterpart) approach, see [BTGGN04]. To this end, we restrict fkp(d)
to be an affine linear function in d by writing
fkp(d) = φkp +
∑
`∈K
d`Φkp`
Here, φkp ≷ 0 and Φkpl ≷ 0 are new decision variables. By using affine decision rules, we
restrict the set of feasible solutions, and thus form a conservative approximation to the original
problem.
By substituting the fkp(d) variables in (6-10) and rearranging terms, the problem becomes:
min
∑
e∈E
cexe (16)
s.t.
∑
p∈Pk
φkp ≥ max
d∈UpM
∑
`∈K
1`=k − ∑
p∈Pk
Φkp`
 d` ∀k ∈ K (17)
∑
k∈K
∑
p∈Pk:e∈p
φkp + max
d∈UpM
∑
`∈K
∑
k∈K
∑
p∈Pk:e∈p
Φkp`
 de` ≤ ue + xe ∀e ∈ E (18)
φkp + min
d∈UpM
∑
`∈K
Φkp`d` ≥ 0 ∀k ∈ K, p ∈ Pk (19)
xe ≥ 0 ∀e ∈ E (20)
φkp ≷ 0 ∀k ∈ K, p ∈ Pk (21)
Φkpl ≷ 0 ∀k ∈ K, p ∈ Pk, ` ∈ K (22)
The inner maximization and minimization problems can then be reformulated using linear
programming duality. As an example, consider Constraint (17) for a fixed k ∈ K. The value of
the right-hand side is
max
∑
`∈K
1`=k − ∑
p∈Pk
Φkp`
 d` (23)
s.t. V d ≤ b (24)
d` ∈ [d`, d`] ∀` ∈ K (25)
As UpM is polyhedral, this is a linear program, the dual of which is
min
∑
i∈[M ]
biαi +
∑
`∈K
(d`β` − d`β`) (26)
s.t.
∑
i∈[M ]
vi`αi + β` − β` ≥ 1`=k −
∑
p∈Pk
Φkp` ∀` ∈ K (27)
α,β,β ≥ 0 (28)
By weak duality, any feasible solution to (26-28) gives an upper bound on the value of (23-
25). Thus we can substitute the formulation (26-28) into Constraint (17) to reach an equivalent
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linear reformulation. Repeating this process for all constraints, the robust network extension
problem with polyhedral uncertainty can be rewritten in the following way:
min
∑
e∈E
cexe
s.t.
∑
p∈Pk
φkp ≥
∑
i∈[M ]
biαki +
∑
`∈K
(d`βk` − d`βk`) ∀k ∈ K∑
i∈[M ]
vi`αki + βk` − βk` ≥ 1`=k −
∑
p∈Pk
Φkp` ∀k, ` ∈ K∑
k∈K
∑
p∈Pk:e∈p
φkp +
∑
i∈[M ]
bipiei +
∑
`∈K
(d`ρe` − d`ρe`) ≤ ue + xe ∀e ∈ E∑
i∈[M ]
vi`piei + ρe` − ρe` ≥
∑
k∈K
∑
p∈Pk:e∈p
Φkp` ∀e ∈ E , ` ∈ K
φkp ≥
∑
i∈[M ]
biξkpi +
∑
`∈K
(d`ζkp` − d`ζkp`) ∀k ∈ K, p ∈ Pk∑
i∈[M ]
vi`ξkpi + ζkp` − ζkp` ≥ −Φkp` ∀k, ` ∈ K, p ∈ Pk
xe ≥ 0 ∀e ∈ E
φkp ≷ 0 ∀k ∈ K, p ∈ Pk
Φkp` ≷ 0 ∀k ∈ K, p ∈ Pk, ` ∈ K
αki ≥ 0 ∀i ∈ [M ], k ∈ K
βk`, βk` ≥ 0 ∀k, ` ∈ K
piei ≥ 0 ∀e ∈ E , i ∈ [M ]
ρe`, ρe` ≥ 0 ∀e ∈ E , ` ∈ K
ξkpi ≥ 0 ∀k ∈ K, p ∈ Pk, i ∈ [M ]
ζkp`, ζkp` ≥ 0 ∀k, ` ∈ K, p ∈ Pk
4 Experiments
4.1 Setup
The aim of the experiments is to analyze the performance of solutions to the robust network
design problem using discrete and polyhedral uncertainty sets, respectively. We set all existing
capacities ue to be zero, so that the effect of model choice becomes more visible.
Using the data described in Section 2, we focus on the four months from beginning of May
until end of August which provide the most complete sets of data measurements. We based
the training set on an arbitrarily chosen month, 07, which consists of 8,928 demand scenarios,
but we removed outlier scenarios, which are defined as the top 2% of scenarios with regard
to total demand, leaving us with T = 8, 750 scenarios in the training set. The corresponding
cut-off value is shown in Figure 2c as a horizontal blue line.
We calculate solutions based on the training set derived from month 07 measurements and
then evaluate them on all the scenarios from the training set and from the three other months
(05, 06, 08), minimizing unsatisfied demand. Only the first-stage x-part of a solution is used
for evaluation.
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For discrete uncertainty, we calculate solutions based on clusterings with K = 100 up to
K = 8, 600 in steps of 100, and in addition using all T = 8, 750 training scenarios (a total of 87
optimization problems and solutions). Clusters are calculated using the kmeans function of
SciPy 1.2.1 under Python 3.7.
For polyhedral uncertainty, we placed hyperplanes using the dual annealing function
from SciPy. We generate 140 hyperplanes this way. They are collected in 28 polyhedra, where
polyhedron i uses all hyperplanes of polyhedron i−1, and five more in the order that they were
generated. In total, this means that 28 optimization problems with polyhedral uncertainty are
solved.2
For a better comparison, the 87 + 28 solutions are then also scaled up and down uniformly
by multiplying the corresponding x vector with a factor λ = 0.5 up to λ = 1.5 (with step size
1/40). The reason to also consider these scaled versions is because, by construction, solutions
based on polyhedra will be more conservative than those based on clusterings. By scaling
solutions up and down, a more comprehensive comparison becomes possible.
Each of these (87+28)·41 solutions is then evaluated by calculating an optimal flow for each
of the 8750 training scenarios and each of the 8928 + 8640 + 8928 evaluation scenarios. In total,
this means that over 166 million linear programs are solved for the evaluation. As there may
not be sufficient capacity available to route all demand, we minimize the unsatisfied demand
in each optimization problem. The corresponding model to evaluate solutions x for a fixed
scenario d is as follows:
min
∑
k∈K
hk
s.t. hk ≥ dk −
∑
p∈Pk
fkp ∀k ∈ K∑
k∈K
∑
p∈Pk:e∈p
fkp ≤ ue + xe ∀e ∈ E
xe ≥ 0 ∀e ∈ E
fkp ≥ 0 ∀k ∈ K, p ∈ Pk
where hk denotes the unsatisfied demand in commodity k. Note that the cost of a solution
only depends on the choice of x. Additionally, for each month, we calculate four measures
to characterize the performance of a solution with regard to unsatisfied demand: average,
CVaR0.75 (i.e., the average unsatisfied demand over the 25% largest values), CVaR0.95, and the
maximum.
4.2 Results
We first discuss the performance of solutions on the training set (month 07) in the left column
of Figure 4. On the horizontal axis, we show the costs of solutions, while the vertical axis
shows the four measures of unsatisfied demand. Each point corresponds to a solution (87 black
squares corresponding to the discrete uncertainty solutions, 28 blue crosses corresponding to
the polyhedral uncertainty solutions). The lines show the performance of the scaled solutions.
Consider Figure 4g. By construction, we know that the discrete uncertainty solution with
Ud8750 has zero unsatisfied demand on the training set, and is the cheapest possible solution to
do so. Most polyhedral solutions use conservative outer approximations of the training data
and thus also have zero unmet demand, but at higher costs. We can also see that solutions
2All linear programs were solved using Cplex 12.8 on a virtual Ubuntu server with ten Xeon CPU E7-2850
processors at 2.00 GHz speed and 23.5 GB RAM using only one core each.
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that use fewer clusters or more hyperplanes become less conservative, allowing unsatisfied
demand at lower solution costs. The behaviour we see in Figure 4g is to be expected by design.
The open question is whether it can also be observed on evaluation data.
Figures 4a, 4c and 4e show the average, CVaR0.75, and CVaR0.95 performance on the train-
ing set, respectively. Here the differences between both types of solution are much less pro-
nounced; we see that blue and black lines overlap, indicating a similar performance of solution
types.
Compare this performance to the right-hand column of Figure 4, where the performance on
month 08 is presented. The order of magnitude of unsatisfied demand has increased for each
type of solution: whereas in Figure 4g we can reach zero unsatisfied demand, the same solu-
tions have between five and seven thousand units of maximum unmet demand in Figure 4h.
But the relative performance between the solution types is similar. Whereas solutions based
on polyhedral uncertainty generally have a higher degree of robustness at higher investment
costs, it is possible to scale solutions based on clustered data up to reach solutions with a sim-
ilar degree of robustness at lower costs. This is particularly visible for the high risk-adverse
measures in Figures 4f and 4h, whereas these performance differences are less clear-cut for the
less risk-adverse measures in Figures 4b and 4d.
Figure 6 in Appendix A shows the results for months 05 and 06, where the same observa-
tions apply as for month 08.
In terms of solution quality, i.e., trade-off between investment costs and unsatisfied de-
mand, we thus find the following result: Solutions based on discrete uncertainty found by
clustering outperform solutions based on polyhedral uncertainty found by supervised learn-
ing when using high risk-adverse performance metrics such as maximum or CVaR0.95 of un-
satisfied demand. This is less clear for less risk-adverse metrics such as expected value or
CVaR0.75 of unsatisfied demand, but the clustering approach is still superior in most cases.
We now consider the time required to solve the corresponding robust optimization mod-
els. Figure 5 shows the Cplex solution time for discrete and for polyhedral uncertainty, which
depends on the size of the uncertainty set (note the two different horizontal axes and the loga-
rithmic vertical axis).
It can be seen that even the largest discrete model (that uses all training scenarios directly)
is still easier to solve than the smallest polyhedral model (using five hyperplanes in addition
to the lower and upper bounds). So this experiment reveals that using discrete uncertainty sets
not only results in a better solution quality, they are also easier to solve.
5 Conclusions
In the robust optimization literature, frequently both discrete and polyhedral uncertainty sets
are being used. In this paper we compared the resulting solutions using real-world data for a
network expansion problem. We describe how to construct uncertainty sets based on cluster-
ing the training data using a well-known data mining technique, and by separating training
data from noise using a well-known machine learning method. In our computational study
we found that solutions based on discrete uncertainty models outperform solutions based on
polyhedral models in most performance metrics, and are also easier to compute. The strong
performance of discrete uncertainty sets is in line with evidence from the experiment on short-
est path data performed in [CDG19]. This also indicates that the current network design lit-
erature, which has a strong focus on polyhedral models, may benefit from considering simple
discrete models more.
One reason for this observation may be that the raw data itself does not have a convex
shape, and thus an approximation by a convex polyhedron is inadequate. Potentially, a robust
11
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(a) Training set, average values.
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(b) Month 08, average values.
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(c) Training set, CVaR0.75 values.
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(d) Month 08, CVaR0.75 values.
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(e) Training set, CVaR0.95 values.
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(f) Month 08, CVaR0.95 values.
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(g) Training set, maximum values.
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Figure 4: Results for training set and month 08.
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Figure 5: Solution times for discrete and polyhedral uncertainty.
optimization approach can use an uncertainty set U that is the union of multiple polyhedra.
While for one-stage min-max problems it holds that optimizing with respect to U or its convex
hull is equivalent, this is not the case for two-stage problems. Two-stage network design with
an uncertainty set that is the union of polyhedra may therefore have the potential to reach
better solutions than by using a single polyhedron as model for the uncertainty. However,
such an approach will come at additional computational cost.
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(a) Month 05, average values.
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(b) Month 06, average values.
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(c) Month 05, CVaR0.75 values.
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(d) Month 06, CVaR0.75 values.
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(e) Month 05, CVaR0.95 values.
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(f) Month 06, CVaR0.95 values.
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(g) Month 05, maximum values.
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(h) Month 06, maximum values.
Figure 6: Results for months 05 and 06.
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