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McCuaig and Ota conjectured that every sufficiently large 3-connected graph G
contains a connected subgraph H on k vertices such that G&V(H) is 2-connected.
We prove the weaker statement that every sufficiently large 3-connected graph G
contains a not necessarily connected subgraph H on k vertices such that G&V(H)
is 2-connected.  2001 Elsevier Science
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1. INTRODUCTION
All graphs considered here are supposed to be finite, undirected, and
loopless. To indicate the occurrence of multiple edges, we use the term mul-
tigraph, and to emphasize their absence, we use the attribute simple for a
graph. For terms not defined here we refer to [1, 3]. As a generalization
of Tutte’s theorem stating that every 3-connected graph on at least 5 ver-
tices contains a contractible edge [6], McCuaig and Ota conjectured in
[5]
Conjecture 1 [5]. For every natural number k there exists a natural
number f (k) such that every 3-connected graph G on at least f (k) vertices
contains a connected subgraph on k vertices such that G&V(H) is 2-con-
nected.
For k=1, Conjecture 1 is trivial, for k=2 we have Tutte’s Theorem [6].
From the results in [5] it follows f (3)=9, and from those in [4] we know
f (4)=8. Furthermore, the conjecture holds for several graph classes, such
as for maximal planar graphs, AT-free graphs, and 5-connected graphs of
bounded degree [4]. It is not yet decided for planar graphs or 4-connected
graphs. For odd k, the products Ck+1_K2 show f (k)>2k+2. For even k,
the graphs K3, k show f (k)>k+3, but I know only ‘‘sporadic’’ examples
showing that f (k) is substantially larger than k+3. The Petersen graph, for
example, establishes f (6)>10. More generally, (3, g)-cages, i.e. smallest
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3-regular graphs having girth g, are known to be 3-connected [2], and they
give minor improvements to the lower bound k+4 for f (k) for several
values of k.
It follows from Theorem 2 in [5] that every 3-connected graph G on at
least 2k+2 vertices contains a connected subgraph H such that G&V(H)
is 2-connected and k|V(H)|2k&1.
Here we shall see that for every natural number k there exists a natural
number f (k) such that every 3-connected graph G on at least f (k) vertices
contains a not necessarily connected subgraph on k vertices such that
G&V(H) is 2-connected.
On our way towards that result we shall prove a structure theorem for
critically 2-connected graphs.
2. CRITICALLY 2-CONNECTED GRAPHS
We call a noncomplete graph G critically 2-connected, if G is 2-connected
and G&x is not 2-connected for every x # V(G). Hence a noncomplete
2-connected graph G is critically 2-connected if and only if every vertex is
contained in a separating vertex set of cardinality 2.
Let us have a look at some examples of critically 2-connected graphs.
Consider an arbitrary 2-connected graph G and denote by G the graph
obtained from G by subdividing every edge twice. Then G is 2-connected,
and, since G &x has a vertex of degree 1 for all x # V(G ), G is even criti-
cally 2-connected. (Note that, in order to construct a critically 2-connected
graph from a given 2-connected graph G by subdividing edges, it suffices to
subdivide a set S of edges which covers all vertices x of G such that G&x
is 2-connected, where an edge e # S is subdivided twice if G&e is 2-con-
nected and subdivided once otherwise. Any subdivision of such a graph is
critically 2-connected.)
Let us have a look at a different way of constructing critically 2-con-
nected graphs. For an arbitrary tree T on at least 2 vertices consider its
lexicographical product T[K2] with a complete graph on 2 vertices. That
is, every vertex is replaced with a pair of adjacent vertices, and an edge
between two vertices in T is replaced with four edges between the vertices
of the two corresponding pairs. For every vertex of degree 1 in T we choose
two independent edges such that both vertices of the corresponding pair in
T[K2] are incident with precisely one of them each. In case T$K2 we
choose the same set of edges for both vertices. Then the graph T[K2]&
obtained from removing all the chosen edges is well-defined (up to
isomorphism) and 2-connected. Suppose that [x, y] is a pair of adjacent
vertices corresponding to some vertex t in T. If t is an articulation vertex
of T then [x, y] is a smallest separating set of T [K2]&, and if t has degree
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FIGURE 1
1 in T then N(x), N( y) form smallest separating sets of T[K2]& which
cover [x, y]. Hence V(T[K2]&) can be covered by separating sets of
cardinality 2, and, therefore, T[K2]& is critically 2-connected.
Figure 1 contains three examples of critically 2-connected graphs.
The graphs K }}2, n , n2, show that a critically 2-connected graph need
not to possess long induced paths or long cycles. However, K }}2, n has at
most two vertices of degree exceeding 2. On the other hand, a critically
2-connected graph may have arbitrary large order while it contains only four
vertices of degree 2, as it is indicated by the graphs Pn [K2]&, n2. These
graphs contain a large induced path and a long cycle. A corollary of the
main result of this section is that a ‘‘sufficiently large’’ critically 2-connected
graph has either ‘‘many’’ vertices of degree 2 or a ‘‘long’’ induced non-
separating path (which is then contained in a long cycle).
Let G be a 2-connected graph and P be a nonempty subpath of G. We
call P a link if all vertices of P have degree 2 in G, and we call it a maximal
link if there is no link P$ of G which contains P as a proper subgraph. We
call a link P removable, if G&V(P) is 2-connected and nonempty. It
follows that a removable link is always maximal, and that distinct
removable links are disjoint and not adjacent. In general, it is not true that
removing the vertices of two removable links of a graph G keeps the graph
being 2-connected (cf. the rightmost graph of Fig. 1).
In order to prove Theorem 1, we shall have a closer look to the links
in a critically 2-connected graph. Removable links have been studied in
a more general context in [4], and, as an immediate consequence of
Lemma 3 in [4], we have
Lemma 1 [4]. Every critically 2-connected graph nonisomorphic to a
cycle contains two removable links.
Clearly, every removable link of a critically 2-connected graph G has at
least two vertices. The following Lemma indicates that we may replace a
nonremovable maximal link of G with a single edge between its neighbors
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in G, respecting the other links and their removability or nonremovability,
and keeping the reduction being critically 2-connected.
Let }(G) be the connectivity of a graph G. Let TG :=[TV(G): T
separates G and |T |=}(G)] be the set of smallest separating sets of G.
Hence a graph of connectivity 2 is critically 2-connected if and only if
V(G)= TG . For T # TG , the union of at least one but not of all com-
ponents of G&T is called a T-fragment, or, briefly, a fragment. If F is a
T-fragment then so is F :=G&(V(F ) _ T ). An inclusion minimal fragment
F of G is called an end, and a T-end if N(F )=T.
Lemma 2. Let P be a nonremovable maximal link of a critically 2-con-
nected graph G distinct from a cycle. Then P has two distinct nonadjacent
neighbors x, y in G, the graph GP :=(G&V(P))+[x, y] is critically
2-connected, and a link of GP is removable if and only if it is removable in G.
Proof. Since P is a maximal link and G is not a cycle, N(V(P)) consists
of two distinct vertices x, y of degree at least 3 in G. Since P is not
removable, G$ :=G&V(P) is not 2-connected. Since G$ is connected, there
exists a cut vertex z of G$. Since G is 2-connected and |V(G$)|3, there
must be a vertex p # V(P) such that [z, p] # TG . Without loss of generality,
z{x. If z= y then z would be a cut vertex of G as well, hence z{ y. It
follows that G&[z, p] has a component C containing x, and precisely one
further component C , which contains y. In particular, x, y are not adjacent.
Since z has been choosen arbitrarily, GP is 2-connected. Since x, y have
degree at least 3, C&V(P) and C &V(P) have at least 2 vertices each, so
[x, z] and [ y, z] are in TG . Hence x, and y, and every cut vertex z of
G&V(P) is contained in some smallest separating set of GP, and a link
of GP does neither contain x nor y and, therefore, is removable if and
only if it is removable in G. Now let z be a vertex of G&(V(P) _ [x, y])
which is not a cut vertex of G&V(P). Since G is 2-critical, there must be
a smallest separating set [z, p] of G, and we have p  V(P). But then x, y
are not in different components of G&V(P), and thus [z, p] is a smallest
separating set of GP, too. Hence GP is critically 2-connected. K
Let T and T $ be two separating sets of cardinality 2 of a 2-connected
graph G. We say that T crosses T $, if T intersects every component of
G&T $. Clearly, T crosses T $ if and only if T $ crosses T, and in this case
both G&T and G&T $ have precisely two components each.
Consider a TB -end B of a critically 2-connected graph. Then there exists
a T # TG intersecting B. T must cross TB , for otherwise there would be a
T-fragment properly contained in B. It follows for every T-fragment F that
F & B is empty (for otherwise F & B would be a fragment properly con-
tained in B), and thus |B|=1. Hence the ends of a critically 2-connected
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graph are the subgraphs induced by the vertices of degree 2 in G. Now we
are prepared for the main theorem of this section. For m1 and k2 let
c(m, k) :=2 \\m2+ } \
2(m&1)(k&2)+2
2 ++2m+ .
Theorem 1. Let k3 and G be a critically 2-connected graph with at
most m1 removable links. Suppose that G has at least c(m, k) vertices of
degree exceeding 2.
Then there exist an induced x, y-path P, an induced x$, y$-path P$, and two
induced subgraphs C, D such that
(1) V(P), V(P$), V(C), V(D) form a partition of V(G),
(2) |V(P) _ V(P$)|k,
(3) NG (V(C))=[x, x$] and NG (V(D))=[ y, y$],
(4) every vertex of V(P) _ V(P$) is contained in some smallest
separating set of G which separates C from D.
Proof. Since c(m, k)>0, G is not a cycle, and, thus, m2 by Lemma 1.
By Lemma 2, we may assume that every maximal link of G is removable:
For if there were nonremovable maximal links then we may replace them
with an edge between its neighbors in G. This will produce a smaller critically
2-connected graph, and it will neither affect m, nor will it change the
number of vertices of degree exceeding 2 in G. After having proved the asser-
tion for the reduced graph we may reverse the reductions by subdivide the
edges in G. The corresponding subdivisions of C, D, P, P$ still have the
properties of the assertion.
Since contracting an edge in a removable link on more than two vertices
will keep all links removable and will not produce new links, we may
assume that each removable link consists of precisely two vertices, by the
same argument.
Since every end in G induces a link, the ends of G may be partitioned
into pairs of adjacent ends. Let us call the subgraph induced by such a pair
a double end. So every end is contained in some double end, and, as every
double end is a removable link, distinct double ends are disjoint and non-
adjacent.
For brevity, let s :=2(m&1)(k&2)+2.
Since |V(G)|2(( m2 ) } (
s
2))+2m), |TG |(
m
2 ) } (
s
2)+2m follows. Let T0 :=
[T # TG : T contains an end] and T1 :=TG&T0 . Every end is in precisely
one smallest separating set (which is the neighborhood of its neighboring
end). Therefore, |T1|(
m
2 ) } (
s
2)1, and every T # T1 separates a pair of
distinct double ends. Since there are at most ( m2 ) pairs of double ends, there
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is one pair A, B among them such that T2 :=[T # T1 : A, B are contained
in different components of G&T], contains at least ( s2) separating sets. It
follows | T2 |s.
Let T, T $ # T2 and let C, C$ be the component of G&T, G&T $, respec-
tively, which contains A. Let us write TT $ if C _ TC$ _ T $. It follows
that  is a reflexive transitive relation on T2 and that T, T $ are not related
if and only if they cross each other. (If T crosses T $ then T $ crosses T. So
T & C${< and T $ & C {<, hence T3 C$ _ T $ and T $3 C _ T, which
implies that T T $ and T $ T. Conversely, if T $ does not cross T then
either T $C _ T or T $C _ T. If T=T $ then C=C$, so TT $. Hence
we may assume that there exists a t # T&T $. If T $C _ T then for any
x # C there exists an x, t-path in G avoiding T _ T $&[t]. Since
AC & C$, C _ [t]C$ follows. The vertex in T&[t] is either contained
in T $ or in C$ by the same argumenthence TT $. If T $C _ T then it
suffices to prove that C$ & C =< (then C$C _ T, hence T $T ). Sup-
pose there is an x # C$ & C . Then there is an x, t-path avoiding T $. Since
there is a B, t-path avoiding T $, x must be in the component of G&T $
which contains B, violating x # C$.)
Now let us consider a subsystem T3 of T2 such that T3 contains no pair
of crossing separators and such that  T3 is maximal. Then T3 is totally
ordered by , hence we may label the elements of T3 by T1 , ..., Tl such
that T1T2 } } } Tl . Since N(A) is the minimum and N(B) is the maxi-
mum member of T2 (with respect to ), both of them need to be contained
in T3 as well, and T1=N(A), Tl=N(B).
Let us denote by Ci the component of G&Ti which contains
A, i # [1, ..., l].
Claim 1.  T3= T2 .
Suppose that there exists a z #  T2& T3 . Then there exists a set
T :=[z, v] # T2&T3 . Let C be the component of G&T which contains A.
By maximality of T3 , there exists an i # [1, ..., l] such that Ti crosses [z, v]
and such that Tk[z, v] for all k<i, and there exists a j # [1, ..., l] such
that Tj crosses [z, v] and such that [z, v]Tk for all k> j. Let
Ti=[x, y], where x denotes the vertex of Ti & C. If z # Ci then [z, x] # T2 ,
and Tk[z, x] for all k<i and [z, x]Tk for all ki. If z  Ci then
z # Cj and [z, y] # T2 , Tk[z, y] for all k j and [z, x]Tk for all k> j.
In either case we found an element of T2&T3 containing z which does not
cross any of the members in T3contradicting the choice of T3 . This
proves Claim 1.
It follows that 2l| T2 |s.
We construct induced paths in G covering  T3 as follows. For each
i # [1, ..., l&1] there exists a system Qi , Q$i of two disjoint induced
Ti , Ti+1 -paths in (Ci+1 _ Ti+1)&Ci . (It could be possible that Qi or Q$i
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consists only of a single vertex.) Clearly, they can be labelled in such a way
that Qi , Qi+1 have a common endpoint. The union Q of the paths Qi is
an induced path, and so is the union Q$ of the paths Q$i . By construction,
V(Q) _ V(Q$)$ T3 .
For each x # V(G)&( T3 _ A _ B) there exists a separating set Tx # TG
containing x such that A, B are contained in the same component C$x of
G&Tx . Hence we may choose an end Cx C$x , and A, B are contained in
the same component of Cx .
Claim 2. Let x, y # V(G)&( T3 _ A _ B) be contained in distinct
components of G&Ti for some i # [1, ..., l]. Then Cx , Cy are in distinct
double ends.
First note that Tx does not cross Ti , for otherwise there would be a
smallest separating set in T2 containing x, which is impossible by Claim 1.
Similarly, Tx does not intersect A _ B, and hence Cx is contained in the
same component of G&Ti as x is. By the same argument, Cy is contained
in the same component of G&Ti as y is, and Claim 2 follows.
Let us call Ti a breakpoint of the chain T1 , ..., Tl if i # [1, ..., l&1] and
Ci+1&(Ci _ Ti){<. For each breakpoint Ti choose an arbitrary
xi # Ci+1&(C i _ Ti). If Ti , Tj are breakpoints and i< j then x i and xj are
in V(G)&( T3 _ A _ B). We have xi # C i+1 C j _ Tj , hence xi # Cj and
xj # Cj . Hence xi , x j are separated by Tj and, by Claim 2, Cxi and Cxj are
in distinct double ends (which are both distinct from A, B). It follows that
there exist at most m&2 breakpoints.
Since l(m&1) } (k&2)+1, there exists a subintervall J[1, ..., l] of
length k&12 such that Ti is not a breakpoint for all i # J, i.e.,
Ci+1&(Ci _ Ti)=< for all i # J. Then P :=Q &  i # J Ti is an x, y-subpath
of Q and P$ :=Q$ & i # J Ti is an x$, y$-subpath of Q$, where [x, x$]=
Tmin(J) and [ y, y$]=Tmax(J) . Let C be the union of all components of
G&(V(P) _ V(P$)) which have [x, x$] as their neighborhood and let D :=
G&(V(C) _ V(P) _ V(P$)).
We claim that P, P$, C, and D have the desired properties. By construc-
tion, it suffices to prove C{<, NG (V(D))=[ y, y$], and (4). Since
Cmin(J)  C, C is not empty. From |J |  2 it follows Cmax(J)  D, hence
D is not empty. Suppose that there was a component F of G&
(V(C) _ V(P) _ V(P$)) having a neighborhood distinct from [ y, y$]. Since
the neighborhood of Ci is Ti for all i, none of the vertices of Ci , i # J, may
have a neighbor in V(F ). Hence V(F ) has no neighbors in any Ci _
Ti&[ y, y$]. It follows that V(F ) must have a neighbor in V(C), which is
impossible, since N(V(C))=[x, x$]=Tmin(J) . Hence NG (V(D))=[ y, y$].
To prove (4) it suffices to prove that every Ti separates C from D. Since
any V(C), V(D)-path contains a [x, x$], [ y, y$]-subpath, it suffices to
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show that every [x, x$], [ y, y$]-path R intersects every Ti for i # J.
Suppose that R, Ti would violate this condition. Then RCi , since the
initial vertex of R is in Ci . Hence Ci would contain y or y$, and thus there
would be an A, B-path (containing R) avoiding Ti , a contradiction. Hence
property (4) follows. K
For two vertices x, y of a connected graph G, let dG (x, y) denote their
distance, i.e. the length of a shortest x, y-path. We extend this definition for
a nonempty set Y of vertices to dG (x, Y) :=min([dG (x, y): y # Y]).
Let’s have a closer look to the subgraph induced by V(P) _ V(P$) in G
of Theorem 1. Let e=[a, a$], f =[b, b$] be a pair of edges in G such that
a, b # V(P), a$, b$ # V(P$). We say that e, f cross, if dP (x, a)<dP (x, b) 7
dP$(x$, a$)>dP$(x$, b$) or dP (x, a)>dP(x, b) 7dP$(x$, a$)<dP$(x$, b$). Clearly,
e, f cross if and only if f, e cross. Let us call e double-crossed if there are
distinct f, g such that e, f cross and e, g cross. If we think of a straight line
drawing of G(V(P) _ V(P$)) in the plane such that P, P$ are on distinct
parallel lines and such that the line between the points of x, x$ and the one
between those of y, y$ do not cross then these definitions correspond to
crossings of lines in the drawing.
One of the nice structural properties coming from property (4) is that
there is no double-crossed edge at all. Figure 2 illustrates the proof below.
Without loss of generality we may assume, to the contrary, that there are
edges [a, a$], [b, b$], [c, c$] with a, b, c # V(P), a$, b$, c$ # V(P$), such that
dP (x, a)<dP (x, b)<dP (x, c) and dP$(x$, a$)>dP$(x$, b$) and dP$(x$, a$)>
dP$(x$, c$). Then the x, a-subpath of P, the edge [a, a$], and the a$, y$-subpath
of P$ form an x, y$-path Q in P _ P$&[b], and the x$, c$-subpath of P$, the
edge [c$, c], and the c, y-subpath of P form an x$, y-path disjoint from Q
there. Hence b is not in a smallest separating set of G separating C from
D, violating property (4) of Theorem 1. We shall come back to this fact in
the proof of Theorem 2.
Using this geometric interpretation it is not hard to prove that the graph
H :=G(V(P) _ V(P$)) has at most 52 } |V(H)|&4 edges, which is best
possible as it is indicated by considerations of H=Pn[K2] as a subgraph
of G=Pn+2[K2]&.
FIGURE 2
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Theorem 1 enables us to estimate the length of a longest cycle or a
longest nonseparating induced path in a critically 2-connected graph. For
m, k1 let
d(m, k) :=m+c \max \{1, \m2 =+ , 2k+ .
Corollary 1. Let m, k1 and let G be a 2-connected graph with at
most m vertices of degree 2 and with at least d(m, k) vertices in total.
Then G contains a vertex x such that G&x is 2-connected or G contains
a cycle on at least 2k+2 vertices which contains two vertex disjoint non-
separating induced paths P, P$ with |V(P) _ V(P$)|2k.
Proof. Suppose that G is critically 2-connected. Since d(m, k)&m>0,
G is not a cycle. Hence m2 by Lemma 1. Since G has at most m$ :=w m2 x
links on more than one vertex, it has at most m$ removable links. Since G
has at least c(m$, 2k) vertices, Theorem 1 applies. Hence there exist sub-
graphs C, D, and nonseparating induced paths P, P$ with |V(P)|+|V(P$)|
2k as there. Let Q be an x, x$-path in G(V(C) _ [x, x$]) and R an y,
y$-path in G(V(D) _ [ y, y$]). Then the union of P, P$, R, Q forms a cycle
as required. K
3. REMOVING k VERTICES FROM A 3-CONNECTED GRAPH
In this section, we shall prove the result mentioned in the abstract and
in the introduction.
The following lemma indicates that, for proving the existence of a con-
nected subgraph H in some 3-connected graph G such that G&V(H) is
2-connected and |V(H)|=k it suffices to find an induced tree T such that
G&V(T ) is 2-connected and |V(T )|k.
Lemma 3. Let T be an induced subtree of a 3-connected graph G such
that G&V(T ) is 2-connected. Then G&V(T$) is 2-connected for every
subtree of T $ of T.
Proof. This is immediate for T $=T. Since T $ can be obtained from T
by subsequently cutting off end vertices, it remains to show that it is true
for T $=T&x, where x is an end vertex of T. But in this case, x has at least
2 neighbors in V(G)&V(T ), and thus G&V(T $)=G((V(G)&V(T )) _
[x]) is 2-connected. K
A system Q of distinct paths in a graph G is called openly disjoint if Q
does not contain an inner vertex of Q$ for all Q{Q$ in Q. For brevity, we
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say that e # E(G) is a Q-edge, if e # E( Q). If P is a path in G, then a com-
ponent of P & Q for some Q # Q is called a P, Q-segment. Clearly, a P,
Q-segment is a subpath of P, and if Q is openly disjoint and P does not
contain a common end vertex of two distinct paths in Q then distinct P,
Q-segments are disjoint. If Q is fixed in the context, we sometimes use
P-segment for P, Q-segment. If P is fixed as well, we often use segment for
P-segment.
Suppose that Q :=[Q1 , Q2 , Q3] is a system of openly disjoint paths in
G. Let P be a path in G. Suppose that there are at most s many P,
Q-segments and assume that |V(P)| f (s, k), where
f (s, k) :=(2s+1) } (k&1)+1.
Then there must be a subpath P$ of P with |V(P$)|k which is disjoint
from two of the paths Q1 , Q2 , Q3 : This is clear if |V(S)|k for some P,
Q-segment S, and it is clear if there is a component S of P&(Q1 _ Q2 _ Q3)
with |V(S)|k, too. If none of these configurations occur, |V(P)|
(2s+1) } (k&1) must hold.
In the proof of the following Lemma, we shall iterate this observation.
We define recursively
g(0, k) :=k
and
g(s, k) := f (s+2, g(s&1, k))
for all integers s>0.
Lemma 4. Let G be a 3-connected graph, P be an induced path in G and
B be a 2-connected subgraph of G&V(P) such that the endvertices of P have
distinct neighbors in V(B), |V(G)&(V(P) _ V(B))|s, and |V(P)| g(s, k).
Then there exists a subpath P$ of P such that |V(P$)|k and G&V(P$)
is 2-connected.
Proof. We perform induction on s. For s=0, the assertion is immediate.
Let X :=V(G)&(V(P) _ V(B)) and take x # X{<. Since G is 3-con-
nected, there exists a system of three x, V(B)-paths Q1 , Q2 , Q3 such that
Q1&x, Q2&x, Q3&x are disjoint. Let Q :=[Q1 , Q2 , Q3]. It follows that
distinct P, Q-segments are disjoint. From each P, Q-segment, there are lead-
ing precisely two Q-edges to distinct vertices in V(B) _ X. On the other
hand, there are at most three Q-edges leading from V(B) to some segment,
there are at most three Q-edges leading from x to some segment, and there
are at most two Q-edges leading from each z # X&[x] to some segment.
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Thus, the number of P, Q-segments is bounded from above by |X|+2
s+2. Since |V(P)| g(s, k)= f (s+2, g(s&1, k)), there exists a subpath of
P of length at least g(s&1, k) which avoids two of the paths Q1 , Q2 , Q3 ,
let’s say Q1 and Q2 . Choose P$ maximal with the latter properties and con-
sider the block B$ of G&V(P$) which contains B. Clearly, B$ contains x
and every vertex of X & (Q1 _ Q2). By maximality of P$, V(P)&V(P$)
V(B$), too. Now we may apply the hypothesis to G, B$ and P$. K
For brevity, we define
n(k) :=c(k2&1, 2 } f (14k+30, g(k&1, k))).
Let us define h(1) :=4 and, recursively, for each k>1
h(k) :=max {
h(k&1),
k&1+(k&1) } (g(k&2, k)+1)+1,
f (k, g(k&1, k)),
k&1+n(k)+( f (k, g(k&1, k))&1) } \\n(k)2 ++k2&1+= .
This can be simplified considerably. However, all bounds considered here
are very far from being best possible. Since the methods used here do not
allow an improvement of the order of growth of h(k) to polynomial order
(which I expect to be right even for Conjecture 1), I prefer to keep this
bound in a form which is most suitable in the following proof.
Theorem 2. Let G be a 3-connected graph on at least h(k) vertices. Then
there exists a set X of k vertices such that G&X is 2-connected.
Proof. By induction on k. We may assume that G contains a set X$ of
k&1 vertices such that G&X$ is 2-connected. Let us choose X$ with that
property in such a way that the sum of the degrees of vertices in X$ is as
small as possible. Let G$ :=G&X$.
Let us briefly line out the further proof. In Parts I, II, and III we shall
deal with the cases that G$ is not critically 2-connected, or is a chordless
cycle, or contains a ‘‘long’’ maximal link, respectively. In Part IV we shall
handle the case that G$ contains ‘‘many’’ links. Excluding these configura-
tions from thereon allows us to give a lower bound for the vertices of
degree exceeding 2 in G$ in Part V, and, finally, to apply Theorem 1 to G$
in Part VI.
Part I. If there exists a vertex z # V(G)&X$ not contained in a
separating set of size two of G&X$ then X :=X$ _ [z] will prove the assertion.
Hence we may assume that G$ is critically 2-connected.
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Part II. Suppose that G$ is an induced cycle. Since |V(G)|
k&1+(k&1) } (g(k&2, k)+1)+1, there must be a vertex z # X$ having
g(k&2, k)+2 neighbors in V(G$), and hence there must be an induced
subpath P of G$ with |V(P)| g(k&2, k) such that B :=G((V(G$)&V(P))
_ [z]) is 2-connected and |V(G)&(V(B) _ V(P))||X$&[z]|k&2.
Applying Lemma 4 and Lemma 3 yields the assertion.
Hence we may assume that G$ is not an induced cycle.
Part III. We claim that if P is a maximal link of G$ with |V(P)|
f (k, g(k&1, k)) then P contains an induced subpath P$ with |V(P$)|=k
such that G&V(P$) is 2-connected.
Let x, y be the two neighbors of V(P) in G$. Since G is 3-connected,
there exists a system Q :=[Q1 , Q2 , Q3] of three openly disjoint x, y-paths
in G. From each P, Q-segment, there are leading precisely two Q-edges to
two (distinct) vertices in X$ _ [x, y]. On the other hand, each vertex in X$
is incident with at most two Q-edges, and from x (and from y) there is at
most one Q-edge leading to some segment. Hence the number of P,
Q-segments is bounded from above by |X$|+1=k. Since |V(P)|
f (k, g(k&1, k)), there exists a subpath P$ of P such that |V(P$)|
g(k&1, k) and such that P$ avoids two of the paths Q1 , Q2 , Q3 , say Q1
and Q2 . Choose P$ maximal with the latter properties. There exists a block
B of G$&V(P$) which contains x, y and all vertices in Q1 _ Q2 . By maxi-
mality of P$, V(P)&V(P$)V(B), too, and, since for each vertex z # G$&
(V(P) _ [x, y]) there exists a system of two openly disjoint z, [x, y]-paths
in G$&V(P), V(G$)&V(P)V(B) as well, implying that there is a parti-
tion of V(G) into a block B, an induced path P$ with |V(P$)|g(k&1, k),
and a subset of X$ on at most k&1 vertices.
Applying Lemma 4 and Lemma 3 yields the assertion.
Hence we may assume that every link in G$ contains less than f (k,
g(k&1, k)) vertices.
Part IV. Suppose that G$ contains the removable links P1 , ..., Pl and
l(k+1) } (k&1)+1=k2. Since |V(Pi)|2, we may choose, for each
i # [1, ..., l], an end vertex xi of Pi and define yi to be the neighbor of xi
in Pi . Since each yi is adjacent to some vertex in X$, we may assume,
without loss of generality, that y1 , y2 , ..., yk+2 have a common neighbor
x # X$. Setting X" :=(X$&[x]) _ [x1], G&X" must be 2-connected. But
the degree of x is at least k+2 and the degree of x1 is at most k+1,
contradicting the choice of X$.
Hence G$ contains at most k2&1 removable links.
Part V. We claim that G$ must have at least n(k) vertices of degree
exceeding 2.
As we have seen in Part II of this proof, G$ is not a cycle. Let’s have a
look at the multigraph H obtained from G$ by replacing each maximal link
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by an edge between its neighbors in G$. Then H is 2-connected as well, and
if e, f are parallel edges in H then e or f corresponds to a removable link
in G$. By the estimation in Part IV., the underlying simple graph H$ of H
satisfies |E(H$)||E(H)|&(k2&1). Let M be the set of vertices of degree
2 in G$, and let N :=V(G$)&M. We estimate
|V(G$)|=|N|+|M|
|N|+( f (k, g(k, k&1))&1) } |E(H)|
|N|+( f (k, g(k, k&1))&1) } ( |E(H$)|+k2&1)
|N|+( f (k, g(k, k&1))&1) } \\ |V(H$)|2 ++k2&1+
=|N|+( f (k, g(k, k&1))&1) } \\ |N|2 ++k2&1+ .
Since |V(G$)|n(k)+( f (k, g(k&1, k))&1) } ( n(k)2 )+k
2&1), we obtain
|N|n(k).
Part VI. The results of Part IV and Part V of this proof make
Theorem 1 applicable (to G$, and with m, k being the arguments of c in the
definition of n(k)): There exist an x, y-path P, an x$, y$-path P$, and sub-
graphs C, D of G$ as there. Without loss of generality, |V(P)||V(P$)|,
hence |V(P)| f (14k+30, g(k&1, k)).
Since G is 3-connected, there exists a system of three openly disjoint x,
y-paths in G. Among all such systems choose Q :=[Q1 , Q2 , Q3] in such a
way that the sum s of the number of P, Q-segments and the number of
P$, Q-segments is as small as possible.
Using the fact that there is no double-crossed edge with respect to
x, P, x$, P$, we shall see that s14k+29. Let us assume, to the contrary,
that s14k+30.
A P-hat H is a triple (S, T $, U) such that S, T $, U are contained in some
path Qi , S{U are P-segments, T $ is a P$-segment, and there is a Q-edge
between S, T $ and between T $, U. T $ is called the peak of H. (Symmetri-
cally, we define a P$-hat and its peak.) By choice of Q, there must be a
FIGURE 3
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P-segment T not contained in Qi such that dP(x, V(S))<dP(x, V(T ))<
dP(x, V(U)), and we say that T resolves H if T is not the peak of some
P$-hat. Figure 3 shows three P-hats (Si , T i$, Ui), i # [1, 2, 3], and a P, Q-
segment T which we assume to be not the peak of some P$-hat. (Vertices
are omitted.)
So T resolves each of the three hats. Note that the configuration contains
some double-crossed edge. It is not hard to give a formal (but lengthy)
proof for the fact that the absence of double-crossed edges implies that
Any P, Q-segment T resolves at most two P-hats. (1)
Let us say that the P$-hat H$=(S$, T, U$) crosses the P-hat (S, T $, U) if
dP(x, V(S))<dP(x, V(T ))<dP(x, V(U)). Figure 4 shows two pairs of hats.
In the lefthandside configuration, the hats (S, T $, U) and (S$, T, U$) cross
each other, whereas in the righthandside configuration (S$, T, U$) crosses
(S, T $, U) but not vice versa. However, the latter configuration contains a
double-crossed edge, and, again, it is not hard to give a formal proof for
the fact that the absence of double-crossed edges implies
H$ crosses H W H crosses H$,
and
H crosses H$ 7 H crosses H"  H$=H". (2)
Since there are at most 2(k&1)+6=2k+4 Q-edges leading from a seg-
ment to some vertex outside V(P) _ V(P$), there are at most 2k+4
segments which are not the peak of some hat, and there are at most 4k+8
hats which are resolved by (1) (and choice of Q). By assumption, there are
at least 8k+18 many hats which are not resolved. Without loss of
generality, at least 4k+9 many P-hats are not resolved (otherwise, we
swap the roles of P, P$ within this paragraph, where we do not use that
|V(P)||V(P$)| ). For each of them, there exists a unique crossing P$-hat
by (2), and at least one of them is not resolved either. Hence there exists
a pair H, H$ of crossing hats which are both not resolved, and we can
FIGURE 4
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easily find a new system Q$ of three openly disjoint x, y-paths, which has
two segments less than Q has, a contradiction.
Since |V(P)| f (14k+30, g(k&1, k)), there must be a subpath P" of P
with |V(P")| g(k&1, k) which avoids two of the paths Q1 , Q2 , Q3 , let’s
say Q1 and Q2 , and which is maximal with these properties. Let B be the
block of G&V(P") which contains Q1 _ Q2 . It follows that V(G)&X$B,
too, and thus applying Lemma 4 and Lemma 3 accomplishes the proof. K
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