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Introduction 
Our main concern is problems in and related to compactifications of com- 
pletely regular spaces. However, we find that,in general, compactifications 
are characterized "externally." For example, see the characterization of the 
Stone -tech compactification in ([1], XI, Theorem 8.2 1)). It would be profit- 
able to find some "internal" characterization, or at least a (simple) charac- 
terization in terms of the topology on the space to be compactified. 
We proceed to find a "representation" of compactifications, and therefore 
of their problems, in a setting where the problems are, hopefully, more 
accessible. For this purpose we chose the class of proximity spaces, a strong 
motivation for this choice being the existence of an isomorphism between the 
set of compactifications of a given completely regular space and the set of 
proximity relations consistent with the space (see theorem 4.5). 
In chapter I of this paper, we present some of the topological prerequisites 
for a detailed study of proximity spaces and their application to other aspects 
of mathematics, in particular, to compactifications of topological spaces. 
After which, in chapter II, we define and prove some basic properties of 
proximity spaces. We then go to chapter III and prove that the category of 
proximity spaces coincides exactly with the category of completely regular 
spaces. This enables us in chapter IV to establish a 1-1 correspondence be- 
tween the compactifications of a completely regular space and the proximity 
relations defined on that space. In fact, we establish an isomorphism between 
the compactifications of, and the proximity relations associated with, a given 
completely regular space (cf. 4.5). We then apply the theory of proximity 
spaces to the study of compactifications of completely regular spaces. We 
submit that the use of the theory of proximity spaces in chapter V -- to prove 
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an extension theorem for homeomorphisms, and an important result of Freudenthal- 
Morita on the existence of a compactification, with zero -dimensional annex, 
for every peripherally compact space -- demonstrates the usefulness of the 
theory. The result in chapter V, in addition to their intrinsic value, give 
rise to renewed hope of solving some old problems in the theory of compact- 
ifications. 
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I. Preliminaries 
This report subsumes a basic knowledge of general topology; nevertheless, 
we reserve the first chapter, in part, for recalling some of the results in 
general topology which will be useful in the sequel. We also introduce notation 
which will be followed throughout this paper. In addition, we provide proofs 
of several useful theorems of a general nature, but which are not usually 
included in a book on general topology. Proofs which can be found in [1] shall 
be omitted. 
1.1 Notation. In a topological space (X,W) we use the following notation: 
1) If 'is to remain fixed in a particular discussion, we denote the 
space by X, where there is understood to be a topology defined on X. 
2) If A c X, then IntxA denotes the interior of the set A in X. When 
no confusion can arise we denote A° IntXA. 
X. 
3) If A c X, then clx(A) denotes the closure of the set A in X. 
4) If A c X, then FrxA denotes the frontier (boundary) of the set A in 
5) 11)(X) denotes the power set of X. 
We will be concerned, in the sequel, with determining when a topological 
space is compact. We find the following characterization most useful. 
1.2 Theorem. A topological space X is compact if and only if it has the finite 
intersection property: For each family (Fah e AO of closed sets in Y 
satisfying n Fa = 0, there is a finite subfamily Fa , ja with 
aA' 1 
31 Fa = 0. 
1=1 i 
We recall that every compact space is, in particular, normal; and that 
every subspace of a normal space is completely regular. 
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1.3 Definition. A topological space X is a continuum if X is compact and 
connected. 
1.4 Definition. A map f: S 4 T is said to be monotone if f 
-1(t) 
is connected 
for every t E T. 
It is obvious that a continuous map f: X 4 Y, where X is a compact topo- 
logical space and Y is Hausdorff, is monotone if and only if f 
-1(y) 
is a 
continuum for each y e Y. 
1.5 Theorem. Every completely regular space X has at least one compactifi- 
cation. In particular, X has a Stone-eiech compactification, which we 
denote X. 
We now define an ordering on the set of all compactifications of a given 
completely regular space X. 
1.6 Definition. If Y and Z are compactifications of the space X, we say 
Y precedes Z, and write Y s Z or Z k Y, if there is a continuous sur- 
jection cp: Z 4 Y such that plx = lx. In this case, we call the map cp 
the natural surjection from Z onto Y. 
The ordering "" in 1.6 is, in fact, a partial ordering for the set of all 
compactifications of X. It is a well-known fact that the Stone-Cech compac- 
tification px, mentioned in 1.5, is the maximal (with respect to the partial 
ordering defined in 1.6) compactification of the space X. 
1.7 Theorem. Every locally compact space X has a minimal compactification; 
namely, it has a one -point compactification, which we denote by *X. 
1.8 Theorem. If X and Y are topological spaces and A C X C Y, then we have 
the following: 
1) clx(A) C cl(A), 
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2) clx(A) = cly(A) n X, and 
3) cl(A) = cly(clx(A)). 
Since we will be concerned with completely regular spaces and their compac- 
tifications, it is important to have several criteria for the extendability 
of functions. 
1.9 Theorem. Let X be a dense subset in each of the two Hausdorff spaces Y 
and Z, and let the identity map 
1X : X 4 X 
be extendable to a continuous f : Y 4 Z and also to a continuous g : Z 4 Y. 
Then f and g are homeomorphisms, and f = g-1. 
Proof. Since the two continuous functions g o f: Y 4 Y and ly: Y Y agree 
on the dense set X of the Hausdorff space Y, it follows from theorem 1.2,2) of 
([1], VII), that g o f = ly. Similarly, we have f o g = lz. The conclusion 
follows from theorem 12.3 of ([1], III). 
We recall the following useful theorem, and apply it to prove a theorem of 
Taimanov. 
1.10 Theorem. Let D be a dense subset of X, let Y be a regular space, and 
f: D 4 Y be continuous. Then f has a continuous extension F: X 4 Y if 
and only if the filterbase 
f(D (1 p14(x)) 
converges for each x E X. If F exists, then F is unique. 
1.11 Theorem. (Taimanov) Let X be dense in Z. Then a necessary and sufficient 
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condition that a continuous function f from X into the compact Hausdorff 
space Y have a continuous extension F from Z into Y is that for each 
two disjoint closed sets A and B in Y, clz-1[A]) and clz-1[B]) be dis- 
joint. 
Proof. Necessity is obvious. 
Sufficiency: Suppose f: X 4 Y is a continuous map. If z E Z, let 411.(z) be 
the open neighborhood filterbase at z. Then LC(z) n X is a filterbase in X, 
and 
°m(z) = (cl(fcu n xplu 1.40) 
is therefore a filterbase in Y. Since Y is compact, and since the intersection 
of any finite subfamily of 7P7(z) is non -empty, then by 1.2, we have: 
Mz = n cciy(f[u n x])Iu E MO 0 0. 
We show that Mz is a singleton. Suppose s and t are distinct points in M. By 
the regularity of Y, we can find disjoint closed neighborhoods A and B of s 
and t, respectively. By the condition of the theorem, we have: 
(1) cl (f 1[A]) fl cl 1[B]) = 0. 
On the other hand, if x e Mz and K is any neighborhood (not necessarily open) 
of x, then for every U E f(U n X) n K # 0, and hence U n f -1[K] 0 0. 
Thus every open neighborhood of z intersects f [K], so that 
z E clz(f-1 [K]) 
for every neighborhood (not necessarily open) of any point x E Mz. Hence it 
follows that 
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(2) z E [clz(f-i[A1) n clz(f-l[B])]. 
Since (2) is contrary to (1), then NIz must be a singleton. Thus 99i(z), and 
therefore f('U(z) n x), converges. The conclusion now follows from 1.10. 
1.12 Theorem. If Y and Z are distinct (i.e., non-homeomorphic) Hausdorff 
compactifications of the space X, then there are sets A, B c X with 
cl (A) n ci (B) = 0 whereas clz(A) n c1z(B) 0, or with clz(A) n ciz(B)= 
0 whereas cl (A) n cl (B) # 0. 
Proof. This follows directly from 1.9 and 1.11. 
As we are applying the theory of proximity spaces to the study of com- 
pactifications (see Chapter V), we shall have need of some basic dimension 
theory. 
1.13 Definition. A space X is zero -dimensional, ind X = 0, if for every 
point p e X, and every open neighborhood U(p) there is an open set V 
withpelicU(p) and with IntxV = 0. 
1.14 Definition. The weight of a topological space is the least cardinal of 
a basis of the topology on X. 
1.15 Definition. A mapping f: S 4 T is said to be zero -dimensional (light) if 
for every point t E T, f 
-1(t) 
is a totally disconnected subset of S. 
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II. Proximity Spaces 
The notion of proximity spaces was introduced by V. A. Efrimove and had 
been shown useful by mathematicians including: Efrimovic Yu M. Smirnov, and 
E. G. Skljarenko. In the present chapter we limit ourselves to the task of 
formulating a proximity theory similar to that of Efrimovic, and to deriving 
the various inherent properties of proximities. 
2.1 Definition. A proximity space consists of a pair (P,6), where P is a 
non -empty set, and 8 is a relation on 6I(P), called a proximity relation, 
and such that the following properties are satisfied: 
1) A 6 B iff B 6 A. 
2) (A u B) 8 C iff A 8 C or B 8 C. 
3) For any points x,y e P, (x) 6 (y) iff x = y. 
4) A $ 0 holds for all A c P, where $ denotes the negation of 8. 
5) If A t B, then there exist sets C, D c P such that C U D = P, A t C, 
and B 8 D. 
Remarks. We shall say that A is close to (far from) B if A 8 B(A $ B,resp.). 
Moreover, when no confusion can arise, we shall say that P is a 8 -space, where 
8 is understood to be the proximity relation on the set P(P). Finally, for 
convenience, we shall consider the relation 8 as a function from the set 
(P) X 6)(P) into the subset (0,1) of the reals. The function is defined as 
follows: 
6(A,B) = 
if A g B, and 
0 if A 6 B. 
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In this notation, property 2) is equivalent to: 
2') 8(A U B,C) = minC8(A,C), 6(B,C)). 
In fact, we can do even better than 2'). 
2.2 Proposition. 6(LJA.B) = min (6(A.,B)1. 
i=1 
Proof. We prove that 2') is equivalent to 2), so that 2.2 follows from 2') by 
induction of the natural number n. Suppose a proximity relation 8 satisfies 
property 2). If 6(A U B,C) = 1, then 2) shows that 6(A,C) = 1 and 8(B,C) = 1, 
so min ((A,C),(B,C)) = 1. If 8(A U B,C) = 0, then from 2) it follows that 
either 6(A,C) = 0 or 8(B,C) = 0, so that min (8(A,C),8(B,C)3 = 0. Hence 2') 
follows from 2). Suppose 2') holds. From 2') we have that 6(A U B,C) = 0 
iff min (8(A,C),6(B,C)1 = 0. But min (6(A,C), 6(B,C)) = 0 iff 6(A,C) = 0 or 
6(B,C) = 0. Thus 2) is satisfied. The proposition is proved. 
With the definitions and notation just developed, we will prove three use- 
ful properties of any 8 -space P. 
2.3 Proposition. If A, B c P and A c B, then for any C c P, we have 
6(A,C) Z 6(B,C) 
Proof. The proof conveniently divides into the cases where C is close to B 
and where C is far from B. In case 8(B,C) = 0, then 6(A,C) = 0 or 1, so 
8(A,C) Z 8(B,C). If 6(B,C) = 1, then 8(B,C) = 8(A U B,C) = min (8(A,C),8(B,C)3 = 
1; so that 6(A,C) = 1, and 6(A,C) z 8(B,C). The proposition is proved. 
2.4 Proposition. Any sets which intersect are close. 
Proof. Let A, B c P such thatAnB# 0. Then there isapointxcAnB, and 
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by 3) 8(x,x) = 0. Since fx) c: A, then 2.3 gives 6(x,A) = 0. Since Lx) c B, 
then 2.3 gives 8(B,A) = 0. 
2.5 Proposition. No set is close to the empty set. 
Proof. This is precisely the contrapositive of 4) in definition 2.1 
Now that the notion of a proximity space has been defined, it is reasonable 
to try finding the relationship between this new type of space and those al- 
ready known. For instance, one should look for structures in the 8 -spaces. 
Perhaps there is a natural topological structure lurking in the background. If 
so, it would be helpful to discover what kind of topologies can be induced by 
proximity relations. 
A very natural way of inducing a topology in a 8 -space P is to call a set 
A C P closed iff it contains all points of P which are close to it under the 
given proximity relation 8. Having determined the closed sets in the space P, 
we also know which sets are open; of course we don't know, as yet, whether or 
not this collection of open sets forms a topology for the set P. In the sequel, 
we shall denote the above mentioned collection of open sets by T(6); that is, 
T(8) = CU c P1U = P - A, and A is closed). 
2.6 Proposition. T(8) forms a topology for the 8 -space P. 
Proof. Since P contains all the points, then P is closed; so that, P - P = 
0 E T(8). No point is close to 0, so 0 is closed; and P - 0 = P E T(8). To 
conclude the proof of 2.6, we show that all finite unions and arbitrary inter- 
sections of closed sets in P are also closed in P. Suppose tAili=1,-,n) is 
a collection of closed sets in P. If x E P such that 8(x, L) A.) = 0, then it 
i=1 1 
follows from 2') of definition 2.1, that min (x,A.)3 = 0; hence 8 (c,A.)=0, 
i=1, -..,n 
for some j E 1, "' ,n). Since Aj is closed, then x E Ai; and hence 
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xcok.Thus,10kis a closed subset of P. If kis an arbitrary 
i=1 1 i=1 1 
indexing set, let CAaIa EJA6 denote a collection of closed subsets of P. If 
x E P with 5(x, n A ) = 0, then 5(x,A ) = 0 for each p E)4e, since 
a4, a 
n Aa cAp for eachpc)4'. Since Ap, is closed for eachpc)04), then x c A 
otew 
for each p EA'; hence x e n Aa. Thus n A, is also a closed set in P. 
Note. To distinguish T(5) from other topologies which may be defined on 
the set P, we shall call T(5) the topology on P induced by the proximity rela- 
tion 8. Since T(5) is a topology, it has a closure operation associated with 
it; and we denote this operation by c15( ). 
In an attempt to find relationships between proximity spaces and topological 
spaces, we now prove two lemmas relating the proximity relation 8 to the closure 
operation c18( ). 
2.7 Lemma. If P is a 5 -space and A c P, then c18(A) = [x E P18(x,A) = 03. 
Proof. Denote A* = (x E P15(x,A) = 03. We wish to prove that cI8 (A) = A*. 
If x c A*, then 5(x,A) = 0. Since A c cl (A), then we have 5(x,c (A)) = 0. 16 
But cl8 (A) is closed, so that x E cl8 (A). Thus, we have A* c cl8(A). In any 
topological space, clx(A) = r)(A061Aa A, tia is closed). We show c18(A) c A* 
by proving A* to be one of the sets in the intersection which forms clt(A). 
Clearly, A A, so we show A*is closed. Take any x A*, then 8(x,A) = 1. 
So there are sets C, D c P with C U D = P, and 5(x,D) = 1 = 5(A,C). Every 
point of C is far from A, so that A* c P - C c D. Since 5(x,D) = 1, and 
A* c D, then 6,(x,A*) = 1. We have shown that every point close to A* is 
* 
is contained in A*, so that A indeed closed in P. Thus, cl5(A) = A*; and the 
lemma is proven. 
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2.8 Lemma. If A, B C P, then 8(A,B) = 8(c16(A), c18(B)). 
Proof. If 8(A,B) = 0, then A c c18(A) and B c cl(B); so that by 2.3, we also 
have 8(c1 (A), c18(B)) = 0. In the case where 8(A,B) = 1, then we have sets 
C,DcPwithCUD=Pand 8(A,C) = 1 = 8(B,D). Since 6(A,C) = 1, then no 
point close to A is in C; so that cl(A)cP-ccD. 8(B,D) = 1, so by 2.3 
we have 8(B, c18(A)) = 1. Repeating the above process, we get 
8(c18(B), c18(A)) = 1. Thus we always have 8(A,B) = 6(cl8(A), clo(B)), and 
2.8 is proven. 
It now becomes necessary to introduce a concept of "neighborhoods" in 
8 -spaces. This concept will turn out to be an important link in connecting 
proximity spaces with topological spaces. 
2.9 Definition. If A, B c P, then B is called a 8 -neighborhood of A in the 
8 -space P if A is far from P - B, and we write BIDA. 
It will be useful to restate property 5) of definition 2.1 in terms of 
8 -neighborhoods: 
5') Any two sets A, B C P which are far from one another, have 
disjoint 8 -neighborhoods. 
2.10 Proposition. In the presence of the first four properties of definition 
2.1, 5') is equivalent to 5) of 2.1. 
Proof. Suppose P is a 8 -space as defined in 2.1, and A, B c P with 8(A,B) = 1. 
By 5) of 2.1, we have subsets C and D of P such thatCUD=Pand 6(A,C) = 1 = 
6(B,D). Clearly C - D and D - C are disjoint 8 -neighborhoods of the sets 
A and B, respectively, so that 5') is satisfied. If, on the other hand, pro- 
perties 1) - 4) of 2.1 are satisfied and 5') is satisfied, then for any sets 
, * 
A, B P which are far apart, there exist disjoint 8 -neighborhoods A -,B c:P 
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of the sets A and B, respectively. Let C = B* and D = P - B*. By definition 
of a 6 -neighborhood, 
(1) 6(D,B) = 1. 
* 
Since P - A = B` and 8(P - A*, A) = 1, then 6(B', A) = 1; so that 
(2) 6(C,A) = 1 
SinceCUD=B U P - B*, then 
(3) CUD = P. 
(1), (2), and (3) clearly demonstrate that property 5) is satisfied. 
Thus the proof of the proposition is complete. 
2.11 Proposition. In a given 6 -space P, the following properties of 8 - 
neighborhoods always hold: 
1) If A, B c P and B DA, then P- ADP - B. 
2) If A, B c P and B DA, then B A. 
3) If A, B, C c P and i) C DB A or ii) C B then C DA. 
and 
i=1 i=1 
1 
FIB, D CIA.. 
L 1 1 
5) If A, C, c P and C DA, then there is a set B C P such that 
C DB DA. 
Proof of 1). If B DA, then 6(P - B,A) = 1. But A = P - (P - A), 
so 8(P B, P - (P - A)) = 1; which proves that P - ADP - B. 
Proof of 2). Suppose B A. If x e A, then x P - B, because 
8(P - B,A) = 1. Since x e P, then it must be that x E B; which proves that BSA. 
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Proof of 3). If i) holds, then 8(P - C, B) = 1. Since B n A, then 
by 2.3 8(P - C,A) = 1. Thus C DA. If ii) holds, then 6(P 
- B,A) = 1. But 
CDB, soP-CcP- B. Hence by 2.3, 8(P - C,A) = 1; and soCDA. 
Proof of 4). Suppose BiDAi for i - 1, , k. 
Claim 1: (B1 U B2) D(A1 U A2). 
Proof of claim 1. Since B1 5A1 and B2 DA2, then 8(P - B1,A1) = 1 
8(P - B2,A2). P - (B1 U B2) = (P - B1) n - B2), and P - B1 (P - B1) n 
(P - B2) and P - B2 n (P - B1) n (P - B2 
' 
). so by 2.3 we have that 
8(C(P - B1) n (P - B2)],y = 1 and 8([(P - B1) n (P - B2)], A2) = 1. Hence 
by property 2) of definition 2.1 we have that 8([(P - B1) n (P - B2)],[A1 A2])= 
1; that is, 6([P 
- (B1 U B2)],[A1 
(A1 U A2), which was claim 1. 
U A2]) = 1. This proves that (B1 U B2) 
Claim 2: (B1 n B2) n(A1 n A2 ). 
Proof of claim 2. Since BiDAi and B2 Z)A2, then 8(P - B1,A1) = 1 = 
8(P - B2,A2). Al n A2 c Al and Al n A2 c A2' so be 2.3 8(P - B1,A1 n A2) = 1 = 
d(P - B2, Al n A2). By part 2) of definition 2.1 5([(P - B1) U (P - B2)], 
[A1 n A2]) = 1. That is, 8([P 
- (B1 n B2)], [A1 n A2]) = 1, which proves 
claim 2. 
Part 4) of 2.11 follows from claims 1 and 2 by induction. 
Proof of 5). Suppose C DA, then 8(P - C,A) = 1. So there exist 
disjoint 8 -neighborhoods B and D of the sets A and P - C respectively. Thus 
8(P - D, P - C) = 1, and since B c P - D, then 8(B, p - = 1; hence C DB. 
Since by construction B DA, then we have C B DA as required in 5). 
Thus we have completed the proof of the proposition. 
Example. Let R* = [-m, ] with its usual topology. We define a proximity 
relation, 6, on R by: If A, B c R , then A 8 B iff cl *(A) n cl *(B) 0. It 
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can be shown that T(6) is exactly the usual topology on R . It is easy to 
see that the sets (0,4),(0,4],[0,4), and [0,4] are all 6 -neighborhoods of the 
set (1,2). 
As the above example shows,6-neighborhoods need not be open or closed, 
though they may be. We can however prove some relationships between 5 - 
neighborhoods and open sets. We shall prove some of these relationships, and 
this will in turn give us some information about the topology, T(5), induced 
by the proximity relation 8 on a set P. 
2.12 Lemma. For any 8 -neighborhood B DA, there is an open set U such that 
B U DA. 
Proof. Since BDA, then 5(P - B,A) = 1. From Lemma 2.8, we have 
8(c1p(P - B),A) = 1. Since clp(P - B) is closed, then U = P -cl(P - B) is 
open. Then P - U is far from A, so that U DA. Also, we have that 
B = P - (P - B) P -cl(P - B) = U. 
Thus we have the open set U with Bn uD A, and the lemma is proved. 
2.13 Lemma. If A is a subset of the 6 -space P, then the intersection of all 
the 5 -neighborhoods of A is the closure of A, cl5(A). 
Proof. We denote A = n{B c PIB DA}. 5(P - B,A) = 1 for every B DA, so 
by lemma 2.8 we also have 8(P - B, cl8(A)) = 1. Thus B Dcl(A) whenever 
B DA, which proves c15 (A) c: A . If x c15 (A), then 5(x, cl8 (A)) = 1; so 
there exist disjoint 8 -neighborhoods B' of A and C of (x}. Hence x B' n A , 
and x A ; so that we also have A c c18(A). Thus 2.13 is proved. 
Proposition 2.6 shows that every 5 -space P has a topology T(5) associated 
with it. There arise new questions. For example, which, if any, of the sep- 
aration axioms are always satisfied by T(5)? Can we place restrictions on 5 
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which force the topology T(8) to be very specific (e.g. compact, metrizable, 
etc.)? Conversely, given a topological space X, is it always possible to 
define a proximity relation on X which is in some sense compatible with the 
topological structure of X? We can give a partial answer to the first ques- 
tion at this time, but the second question must wait for more machinery to be 
developed. Also, we can give a rather complete answer to the third question 
after we determine in what sense we want a proximity relation to be compat- 
ible with the topological space on which the relation is defined. 
2.14 Proposition. If (P,6) is a proximity space, then T(8) is a Hausdorff 
topology. 
Proof. We already know by proposition 2.6 that T(8) is a topology. If x,y e P 
such that x # y, then by part 3) of definition 2.1 we have 6(x,y) = 1. By 5') 
of definition 2.1 there exist disjoint 6 -neighborhoods of Lx) and ty3, say 
A D(x) and B Dty). Applying lemma 2.12 we get open sets U and V in P such 
that A uDtx) and B V Dty). Since A and B are disjoint then so are U 
and V, so that T(6) is Hausdorff. 
2.15 Definition. A proximity space, (P,8) is consistent with a topological 
space, 0146, if: i) P = R, and ii) T(6) =2". 
2.16 Theorem. For any compact space there is exactly one 6 -space consistent 
with it. 
Proof. It is sufficient to show: 
(*) In any 6 -space P consistent with the compact space R, sets A, B c P are 
far apart if and only if c1R(A) n c1R(B) = 0. 
This is sufficient because the topology on R is completely determined by 
the closure operation c1R( ), and (*) shows that the closure operation in R 
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also completely determines the proximity relation 6. 
Proof of (*). By lemma 2.8, 8(A,B) = 8(c1R(A), c1R(B)), so we need only prove 
(*) for closed sets A, B c P. If A and B are closed subsets of P with 
8(A,B) = 1, then by proposition 2.4 we have A n B = 0. Hence we only have 
left to prove the converse of (*). 
Suppose A and B are closed subsets of P such that A (1 B = 0. Since B is 
closed and disjoint from A, then every point x e A is far from B. By property 
5') of definition 2.1 there exist for every x e A disjoint 8 -neighborhoods 
Cx of (xl and Dx of B. By lemma 2.12 there is for each x E A an open set Ux 
such that Cx Ux DCx). Ux c Cx c (P - Dx) and 8(P - Dx, B) = 1, so by 
proposition 2.3 8(Ux,B) = 1. (Uxl x E A) is an open cover of A, and A is com- 
pact (since it is a closed subset of the compact space R). Hence there is a 
finite subcover, say (Uxli = 1, , n) of A; so that U U A. Applying 
xi 
2') of definition 2.1 we find that 6( uu B) = min f8(U ,B)) = 
i=1 xi i=1,...,k xi 
min Cl) = 1. Since 
i=1,.. ,k 
U U A, then 2.3 implies that 8(A,B) = 1. Thus xi 
(*) is proven. 
Theorem 2.16 can be improved in some respects. It can be shown that even 
for a completely regular space there is a proximity space consistent with it; 
however, there may be many proximity relations which induce the same topology. 
First we prove a lemma which allows us to treat every subset of a proximity 
space as a proximity space itself. The induced proximity relation 8 A on the 
subset Q of the 8 -space P is defined as follows: If A, B c Q, then (A,B) = 0 
if and only if 8(A,B) = 0, where A and B are considered as subsets of P. 
2.17 Lemma. If P is a 8 -space and Q c P with the induced proximity relation 
6, then Q is a proximity space. 
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Proof. All five of the properties of a proximity space listed in definition 
2.1 are clearly satisfied by the set Q with relation 6 A , as can be shown by 
restricting the corresponding properties of the space (P,6) to the subset Q. 
Thus 2.17 is proven. 
2.18 Theorem. For any completely regular space there is at least one 6 -space 
consistent with it. 
Proof. Let R be any completely regular space. By theorem 1.5, R has at least 
one compactification, say UR. By theorem 2.16 there is exactly one 6 -space 
Pa' consistent with UR. Since R ciaR, then by lemma 2.17 R is a proximity 
space with the induced proximity 6 A . 
Claim 1: The topology on R induced by the proximity relation /6\ is 
consistent with that of R. 
Proof of claim 1. A c R is closed in the topology induced by the relation t 
iff A contains all points of R which are close to it under the proximity relation 
6 in the space aR. This means that if we denote the set of all points from aR 
which are close to A by A, then A = A n R. But A is a closed set in aR so 
A =AnRis precisely the statement that A is closed in the space R. Thus 
the topology induced by 6 does coincide with -that of the space R. 
With claim 1, and the remarks preceeding that claim, the proof of theorem 
2.18 is complete. 
Observe that the proof of 2.18 gives more information than is stated in the 
theorem. For example, it follows that for each completely regular space R, 
there are at least as many 6 -spaces consistent with it as there are non- 
homeomorphic compactifications of R. Of course, we have no way of knowing, 
at the present, whether these various proximities are distinct. Moreover, 
there arises a new question; namely, what is the relationship between the 
proximity spaces consistent with a given completely regular space and the 
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compactifications of that space? These questions, and some more which are 
induced by answering these, will be taken up in chapters three and four. 
It is obvious that we have been working in a category of objects which we 
called proximity spaces. In our study we have raised questions concerning 
the relationships of this category to other categories, such as the category 
of completely regular spaces. In this treatment, we do not pursue a categor- 
ical approach to the problems confronting us; but rather leave the category 
theory lurking in the background. Our only purpose in bringing the idea up 
was to stress the naturality in considering our next topic; that is, in con- 
sidering the morphisms between the objects in the category of proximity spaces. 
Since 6 -spaces are in fact topological spaces, then we call the morphisms from 
one 6 -space into another mappings, as in usually done in topological spaces. 
Just as in groups we consider mappings which preserve the group operation, 
and in rings we consider maps which preserve both ring operations, and in 
topological spaces we consider maps which preserve points of adherence; then 
in proximity spaces we consider mapping which preserve proximity. 
2.19 Definition. A map f: P - Q, where P and Q are 6 -spaces, is called a 
6 -map if and only if for any close subsets A and B of P then the images 
f(A) and f(B) are close in Q. 
2.20 Proposition. Let P and Q be proximity spaces with proximity relations 
8 and respectively. A function f: P 4 Q is a 8 -map if and only if 
for any subsets A and B of Q such that t(A,B) = 1, then 6(f -1(A), f-tB))=1. 
Proof. Suppose f: P 4 Q is a 8 -map. Let A, B c:Q such that 6(A,B) = 1. If 
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-1(A), f-1 6(f (  (B)) = 0, then since f is a 6 -map we also have P(f(f-1(A)),f(f-1(B))= 
O. But f(f-1 (A)) c A and f(f-1 (B)) c B, so by 2.3 5(A,B) = O. This is a 
contradiction, so 8(f -1(A), f-1 (B)) = 1. Conversely, suppose that for every 
pair fo sets A, B c Q which are far apart, it follows that f -1(A) is far from 
f 
-1(B). 
Let C and D be any subsets of P such that 5(C,D) = O. On the assump- 
tion that P(f[C],f[D]) = 1, we find that 8(f-1(f[C]), f-1(f[D]) = 1. But 
C c f-1(f[C]) and D c f-1(f[D]), so by 2.3 5(C,D) = 1 which is an obvious 
contradiction. This concludes the proof of 2.20. 
2.21 Lemma. Any 6 -map f: P 4 Q is continuous. 
Proof. Let A be a closed subset of Q. If x e P such that 8(x,f-1 (A)) = 0, 
then P(f(x), f(f-1(A))) = 0 because f is a 8 -map. But f(f-1(A)) c: A, so by 
2.3 6 A (f(x),A) = O. Since A is closed, then f(x) E A. Hence x E f-1 (A), which 
concludes the proof that f -1(A) is closed. Thus, f is a continuous function. 
2.22 Theorem. If f: R - Q is a continuous map, R is a compact space, and Q 
is a 6 -space; then f is a 5 -map. 
Proof. Since R is compact, then by theorem 2.16 there is exactly one 8 -space 
consistent with R, and in that 8 -space two subsets are close iff their closures 
intersect. So if A, B C R and 5(A,B) = 0, then there is a point 
x e [c1R(A)11c1R(B)]. Since f is continuous, then f[c1R(A)] C cl0F[A]) and 
f[c1R(B)] c cyf[B]). Thus f(x) e (f[c1R(A)] n f[c1R(B)]), and hence 
f(x) e [cyf[A]) n cyf[B])3. By proposition 2.4, we have 
1(c16(fEAD, c16(f[B])) = 0, where g is the proximity relation on Q. By 2.8 
we also have that g(f[A], f[B], = O. Hence f is a 6 -map. 
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III. Extending Proximity Spaces. 
After defining what we meant by a proximity space, we attempted to charac- 
terize 6 -spaces in terms of some known topological concepts. We arrived at 
the fact that every proximity space (P,6) induces a topology on the set P. 
The induced topology, which we denoted by T(8), turned out never to be more 
general than a Hausdorff topology. We also found that if we are given any 
completely regular space (R,a5, we can define at least one proximity relation 
8, on R, such that the proximity space (R,8) is consistent with the topological 
space (R,e). 
In this chapter we shall extend and strengthen some of the results of 
chapter two. We will prove that the topology induced by any proximity space is 
more specific than Hausdorff; that it is, in fact, completely regular at the 
least. Combined with the information in the preceeding paragraph, we will 
have that the class of 8 -spaces coincides with the class of completely regular 
spaces; and problems concerning completely regular spaces are translated to 
corresponding problems in 8 -spaces. The advantages of this translation are 
obvious, since completely regular spaces are defined in terms of real -valued 
functions, which can become unruly; whereas, 8 -spaces are defined by a relation 
8 with very simple properties. This, we hope, will give us insight, and 
possibly solutions, to problems of completely regular spaces. 
To accomplish the proof that every proximity space is completely regular, 
we construct for every proximity spaces (P,6), another proximity space (uP,P), 
which contains the given space (P,6) as a dense subset. The space (uP,8A ) will 
turn out to be compact; which, of course, implies that (P,6) is completely 
regular. 
3.1 Definition. A 6 -space P is called a 8 -extension of the 8 -space P if ef" 
22 
contains P as an everywhere dense subspace. 
3.2 Definition. A 8 -space P is said to be absolutely closed if it has no 6 -- 
extensions except for itself; that is, if P is closed in every 8 -space 
containing it. 
The last remark in 3.2 reminds us that a compact (Hausdorff) space R is 
closed in every (Hausdorff) space containing it. This observation proves the 
following. 
3.3 Proposition. Every compact space is absolutely closed. 
We now ponder the converse of 3.3. If the converse were true, then our 
problem of embedding every 6 -space in a compact space could be solved by 
embedding every 8 -space in an absolutely closed 8 -space. The converse is, in 
fact, true (cf. 3.25); and we begin the task of embedding an arbitrary 8 -space 
(P,8) into an absolutely closed 8 -space. 
Construction of uP for a fixed proximity space (P,5). 
3.4 Definition. In a 8 -space P, a system of sets is said to be centered if the 
intersection of any finite number of them is not empty. 
3.5 Definition. We call a system 7 of sets in a 8 -space P a 8 -system if each 
set A E 7 is a 8 -neighborhood of some set B E F. 
At this point in the construction, we can consider the set of all centered 
8 -systems in a fixed 8 -space P, but the resulting space turns out to be only 
a generalized 6 -space. Hence we refine the collection of all centered 8 -systems 
of the space P. 
For a fixed centered 8 -system g, in the fixed space (P,5), we supplement 
with the intersections of all finite subsystems of and call the new system V. 
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3.6 Proposition. If F is a centered 8 -system, then is a centered 8 -system. 
Proof. We break the proof into two claims. We first claim that is centered, 
and next that it is a 8 -system. 
Claim 1. is centered. 
Proofofclaiml.Let(Eili21,-,n)beasubsystemofgl.EachE.is 
a finite intersection of member of F. So we may write for each i, 
ki 
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n ki 
E. = n E... Then r)E. = n n E..) is still a finite intersection of 
j=1 i=1 1 i=1 j=1 13 
members of F, so it is not empty since g is centered. 
Claim 2. g' is a 8 -system. 
Proof of claim 2. Let E E F', then we must find a set D E g' and that 
E E D. If E E then the result is clear since 7 is a 8 -system. If E 
n 
then E = r)E. where each E. E g. g is a 8 -system, so for each i, 3Di e g 
i=1 1 
and El Di. By 2.11 4) E = p) El za p) Di. This proves g' is a 8 -system. 
i=1 i=1 
Claims 1 and 2 prove proposition 3.6. 
Observe that the system 7' has the property that it contains all inter- 
sections of finite subsystems of g'. This is true since every intersection of 
a finite number of members of g' is still a finite intersection of members of 
We now supplement g' with all sets A c P which contain a set B E 7'. We 
call this new system " and shall prove it is still a centered 8 -system. 
3.7 Proposition. " is a centered 8 -system. 
24 
Proof. Again we break the proof into two parts; first proving is centered 
and second proving r is a 6 -system. 
Claim 1: " is centered. 
Proofofclaiml.Let(A.1li = 1, ... ,n3 be a subsystem of 7". If Ai c 
thents_1 DB.forsonle 
1 - 
If 
1 
', then, by construction, Ai contains 1 
some B.1 E '. Hence in either case, for every A.1 there is a Bi e ,' such that 
n n n n 
A. B.. Since ' is centered, then r) Bi 0 0. n Ain r) Bi so (l Ai # 0; 
1 1 
i=1 i=1 i-1 i-1 
which proves claim 1. 
Claim 2: F" is a 8 -system. 
Proof of claim 2. Suppose A E 7". If A E then since 7' is a 8 -system, 
there is a B E V and hence B E 7" such that A DB. If A J then by con- 
struction, there is a set C E ' such that A n C. Again is a 8 -system 
implies there is a B E V and hence B E " such that C n B. We now have a 
B E r with A C DB and by 2.11 3) this means A 'pB. Hence for every A E 
there is a B E r with A B. This proves claim 2. 
The next step in the construction will be forming the elements of the set 
which will be a 6 -extension of the original 8 -space P. The elements of the 
8 -extension will be the maximal centered 6 -systems from the 8 -space P. 
3.8 Definition. An end of the 8 -space P is any centered 8 -system, 7, which 
is not a subsystem of any other centered 8 -system. (Observe that an end 
is always a maximal filter.) 
3.9 Proposition. If 7 is an end of the 8 -space P, then every intersection of 
finite subsystems of 7 is still a member of 
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Proof. If is an end for which the intersection of some finite subsystem is 
not a member of then we form a new system by supplementing with all 
intersections of finite subsystems. By proposition 3.6, is also a centered 
6 -system. Since 
that is an end. 
contains 7 properly, we have a contradiction to the fact 
3.10 Proposition. If is an end of the 6 -space P, then every set A c P which 
contains a member of is also a member of y. 
Proof. If this were not the case for some end then we could form a new 
system ,V by supplementing F with all sets A c P which contain some element of 
By proposition 3.7, is a centered 6 -system. Since contains properly, 
then we have a contradiction to the fact that F is an end. 
3.11 Proposition. If P is a 8 -space, then every centered 6 -system of P is 
contained in some end of P. 
Proof. We shall use Zorn's lemma to prove this proposition. First we define 
an ordering ">>" on the set, S, of all centered 8 -systems containing a given 
centered 6 -system If E S then V>>. iff is a subsystem of 
The fact that ">>" is reflexive and transitive follows from the corresponding 
properties of set inclusion. Thus ">>" is a preordering in S. Each chain in 
S certainly has an upper bound, since the union of all the elements of a given 
chain of membersof S is easily shown to be a centered 6 -system. Hence Zorn's 
lemma does apply, and there is a maximal element in the set S. This maximal 
element of S is clearly an end which contains the centered 8 -system 7. 
3.12 An example of a centered 6 -system is the setA of all 6 -neighborhoods 
of a given nonempty set A C P. is centered because every element of %. 
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contains A and thus every intersection of a subsystem of 7A contains the non - 
empty set A. 
A is 
a 8 -system since if E E FA, then E A. By 2.11 5), there 
7 
is a setBcPsuch thatEnBnA. So B E FA andEm B. 
We shall now prove the very important observation that if the set A in 
the above example consists of one point, then the centered 6 -system 7A is an 
end of the 8 -space P. This fact will enable us to establish a correspondence 
between the set of ends of the 6 -space P, and the points of P. 
3.13 Lemma. If x is an element of the 8 -space P, then the centered 8 -system 
Fx = (A c PIA n (x)1 is an end of the 6 -space P. 
Proof. In 3.12 we showed that F is in fact a centered 6 -system, so to prove 
3.13 we show: if F is a 8 -system which properly contains 7x, then F is not 
centered. F 7x means there is a set A E 7 and A e 7x. 7 is a 8 -system, so 
there is a set B E F such that A n B. By 2.11 5) there is a set C c P with 
AnCDB. Since A e - Ex, then A iCx}. A=BandAxmeansx- B, so x e P -B. 
B C so 8(P - B,C) = 1 and so 8(x,C) = 1. C = P - (P - C) so 8(x,P - (P - C)) = 
1 which means that P - C n(xl. Hence (P - C) E 7x. But Fx c F, so (P - C) e 7. 
Since C E F, we have C,P-CeFandCrl(P-- C) = 0. This means 7 is not 
centered, which concludes the proof of 3.12. 
Notation. If P is a 8 -space, we denote the set of all ends of P by uP. 
3.14 Definition. 0 < > : 2P 4 2uP , is defined as follows: If A c P, then 
0 <A> = E uPIA e F3 c uP. 
3.15 Definition. 6 A is a relation on the set of all subsets of uP, and is 
defined as follows: If C, D c uP, then C D if and only if there exist 
sets A, B c P with A t B, and such that C c 0 <A>, D e 0 <B>. That is, 
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A 8(C,D) = 1, if and only if there exist sets A, B c P with 8(A,B) = 1 and 
C 0 <A>, D 0 <B>. 
Before proving that the realtion in 3.15 is a proximity relation, we need 
to investigate the behavior of the operator 0 < >, which carries subsets of P 
into subsets of uP. 
3.16 Proposition. If P is a 8 -space and A, B c P, then the following relation- 
ships hold: 
1) 0 <A> n 0 <B> = 0 <A n B> 
2) 0 <A> U 0 <B> c 0 <A U B> 
3) If 8(P - A, P - B) = 1, then 0 <A> U 0 <B> = uP. 
Note: The relation in 1) may be extended to a finite number of sets, and 2) 
may be extended to any number of sets. 
Proof of 1). Suppose e 0 <A> n 0 <B>. Since E 0 <A>, then A E F. Since 
E 0 <B>, then B E F. F E uP so by 3.9 (A n B) E E. Thus by definition 3.14 
we have that E 0 <A n B>. Hence we have proven 0 <A> n 0 <B> c 0 <A n B>. 
Suppose 7 e 0 <A n B>, then A n B E 7. Since 7 E uP and A n (A n B) and 
B n B), we have by 3.10 that A E and B E 7. This proves E 0 <A> and 
E 0 <B>. Hence 0 <A n B> c 0 <A> n 0 <B>. Thus 1) is proven. 
Proof of 2). Suppose E 0 <A> U 0 <B>. Then either 7 E 0 <A> or F E O<B>. 
If 7EO<A>, thenAc 7. SinceAUBnA, thenAUBe 7. ButAUBE 
means 7 E 0 <A U B>. Similarly, 7 e 0 <B> implies 7 E 0 <A U B>. Hence in any 
case 7 E 0 <A> U 0 <B> implies 7 E 0 <A U B>. This concludes proof of 2). 
Proof of 3). Clearly 0 <A> U 0 <B> c uP. Suppose 7 E uP. We want to show 
E 0 <A> U 0 <B>. In case A = P, then A E 7 because it is a trivial fact that 
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P is contained in every end. A E implies 7 E 0 <A>, so in this case 
c 0 <A> U 0 <B>. If A 0 P, then P - A 0 0. Let D = P - A, then from 3.11 
it follows that FD = (E c PIE f) DD is a centered 8 -system. If some H E F is 
contained in A; that is, if H does not meet the set D, then A e 7 and so 
7 E 0 <A>, which proves 7 e 0 <A> U 0 <B>. If there does not exist such an 
H E 7, then every H e meets the set D. In this case we make the claim that 
F U F is a centered 8 -system. 
Claim 1: If every H E F meets D, then FD U 7 is centered. 
Proofofclaiml.Let(D.li = 1,...,n) be a finite subsystem of F1) U 7. 
Suppose Di c 71) for i = 5 n and that Di E for i = k + 1, k + 2,...,n. 
So we can write 
( 1) 
n k n 
n D. = n Di ) n Di). 
i=1 1 i=1 i=k+l 
Let E _ ( D, then E E, because is an end. Since D. D for i = 1,...,k 
i=k+l 1 
k 
thenalsop.mD for i = 1,...,k. Hence we have n D. D. Thus from (1) we 
1 
have 
(2) F.') D. D n E. 
i=1 1 
By hypothesis we know that D n E 0 0; so from (2) we have 
(3) 8 Di 00 
i=1 
(3) verifies that FD U F is centered. 
Claim 2: If every H E meets D, then FD U 7 is a 6 -system. 
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Proof of claim 2. Let A EDU If A E then there is a B e such 
that A DB, because is a 8 -system. Since B e FD, then also B E U If 
A E then there is a B e hence B E 
FD 
U such that A3B. Thus in either 
case if A E U then there is a B E 1:)U with A n B, which proves that 
U 7 is a 8 -system. 
Claims 1 and 2 show that U is a centered 6 -system. Since is an end, 
then c Since D = P - A, then we have by hypothesis that 8(D,P - B) = 1, 
so that B D. This means that B E FD. Since 
FD 
c then B E This means 
E 0 <B> and so e 0 <A> U <B>. Since we have shown that an arbitrary ele- 
ment E uP is also contained in 0 <A> U 0<B>, then we have uP c 0 <A> U 0 <B>. 
Hence we have proven part 3) of 3.16. 
Having proven some properties of the operator 0 < >, we will now apply these 
properties in demonstrating that the relation defined in 3.15 is actually a 
proximity relation on uP. 
3.17 Proposition. The relation p defined in 3.15 on the set uP of ends of the 
8 -space P, is a proximity relation. 
Proof. The proof of this proposition consists of verifying that 8 A satisfies 
the five properties of a proximity relation as set forth in definition 2.1. 
Verification of 1). Suppose C, D c uP, and P(C,D) = 1. Then there must be sets 
A,B c P such that 8(A,B) = 1 and C c 0 <A>, while D c 0 B>. Since 8(A,B) = 
8(B,A), and B we get P(D,C) = 1. 
Verification of 2). We shall verify the contrapositive of 2): 6 A (C U D,E) = 1 
if and only if P(C,E) = 1 and '(D,E) = 1. If C,D,E C uP and /.(C U D,E) = 1, 
then there are sets A,B c P with 8(A,B) = 1 and C U D C 0 <A>, E c 0 <B>. 
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Hence it is true that C c:0 <A> and D c 0 <A> while E c 0 <B>. This implies 
A A 8(C,E) = 1 = 8(D,E). Now suppose i\(C,E) = 1 and /8\(D,E) = 1. Then there are 
sets A,B c P such that 8(A,B) = 1 and C c 0 <A>, E c 0 <B>. Also there are 
sets A',B' c P with 6,(A',B') = 1 and such that D c 0 <A'>, E c 0 <B'>. Hence 
we have E n E c 0 <B> n 0 <W>, and by part 1) of 3.16, 
(1) E c:0 <B n B'>. 
Also we have that C U D c 0 <A> U 0 <A'>, and by part 2) of 3.16 this gives: 
(2) C U D c:0 <A U A'>. 
Since 8(A',B') = 1 and B n B' c B', we have 
(3) 8(A',B n B') = 1. 
Since 8(A,B) = 1 and B n B' c:B, then we have 
(4) 8(A,B n = 1. 
Using property 2) of definition 2.1 for the proximity relation 5, we can combine 
(3) and (4) to give, 
(5) 8(A U A', B n B') = 1. 
From (1), (2), and (5) we have /8.\(C U D,E) = 1. This concludes the proof of 2). 
Verification of 3). We must prove that two points of uP are close iff they are 
the same point. We first prove that every point is close to itself. Suppose 
F e uP. On the assumption that /e,F) = 1, then there are sets A, B c:P with 
8(A,B) = 1 and such that e 0 <A>, E 0 <B>. So A E and B Since F 
is an end, then A n B # 0; which contradicts the fact that o(A,B) = 1. So 
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we must have Ng,7) = 0. We now prove the contrapositive of the converse. 
Suppose g g', then we want to show Ng,g') = 1. We now show that it is 
possible to pick sets A E and B E g' with A n B = 0. 
Claim 1: If every A e meets every B 7', then g U g' is a centered 8 -system. 
Proof of claim 1. To prove 7 U 7' is centered, let (Dili = 1,---,m) be a sub- 
system of g U g'. Say Di E for i = and D. e g' for i = k+1,...,m. 
- 
So we can write: 
(1) 
m k m 
(-)D.=(1)D-)n ( n D. ). 
i=1 1 i=1 i=k+1 
k m 
LetE=np.andF=np..Then E e and F e g' because g and g' are ends. 
i=1 1 i=k+1 
So we have from (1), and by hypothesis, 
(2) ir-) D. =Er1F0 0. 
i=1 1 
(2) proves that g U g' is centered. It is clear that g U 7' is a 6 -system 
since if E E F U FI, then E is either in g or F' hence E is a 5 -neighborhood of 
some set in g or g'. Thus claim 1 is proven. 
Since g U g' is a centered 8 -system and g U g' g and g U g' g', where 
g and g' are ends; then g = g U 7' = 7'. This is a contradiction, since we 
chose g g'. Hence there must be sets A E and B e with A n B = 0. But 
g is a 6 -system, so there is a set C E F with A C. A n C means that 5(P-A,C)= 
1. Since A n B = 0, then B c:P - A; so by 2.3 6(B,C) = 1. B e so g' E O<B> 
and C e 7, so g E 0 <C>. Thus p(,,,,) = 1. This concludes verification of 3). 
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Verification of 4). To prove that every subset of uP is far from the empty 
set, we will show that uP is far from the empty set. To avoid confusion, we 
denote the empty set by 0 when we consider it as a subset of P and by A when we 
consider it as a subset of uP. Clearly A c 0 <0>. Also uP c:0 <P>, since 
every end contains P as an element. 8(0,P) = 1 follows from part 4) of defin- 
ition 2.1 for the relation 8. Thus by definition of the relation g, we have 
A 8(A,uP) = 1. This implies that every subset of uP is far from the empty set. 
Verification of 5). Suppose C,D c:uP and /8\(C,D) = 1. We must prove the exis- tenceA of sets E,F c uP with E U F = uP and 8(C,E) = 1 = '(D,F). Since 
A 8(C,D) = 1, then there are sets A,B c P such that 8(A,B) = 1 and C c 0 <A>, 
D c:0 <B>. Since 8(A,B) = 1, then 8(P - (P - A),B) = 1, so that (P - A) n B. 
Applying proposition 2.11 5) twice in succession, we get sets B',B" c P with 
(P - A) B' B" n B. Hence we have 8(P - B',B") = 1 and so 8(P - B',P-(P-B")) = 
1. By proposition 3.16 3), we have that 
(1) 0 <IV> U 0 <P - B" = uP. 
Since 8(A,BI) = 1 and C c:0 <A>, while 0 <B'> c:0 <B'>, 
(2) t(C,O <B'>) = 1. 
Since 8(P - B",B) = 1 and 0<P 
- B"> c 0 <P - B">, while D c:0 <B>, 
(3) 
A 8(D,0 <P - B">) = 1. 
From (1), (2), and (3) we see that 0 <B'> and 0 <P - B"> are the sets E and F 
in uP which we were looking for; hence property 5) of definition 2.1 is sat- 
A isfied by 8. 
Having verified that all five properties of a proximity space are satisfied 
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by uP with the proximity relation we have completed the proof of 3.17. 
Now we have that uP is indeed a proximity space, and can prove that the 
proximity space P is embedded in uP. 
3.18 Definition. We say a proximity space P is 6-homeomorphically embedded in 
the 8 -space Q if there is a map cp:P 4 Q such that cp is 1-1, cp is a 8 -map, 
cp-1:cp[P] 4 P is a 6 -map. Such maps as p are called 6-homeomorphisms. 
3.19 Theorem. If P is any 8 -space and uP is the proximity space of all ends 
of P, then P is 6-homeomorphically embedded in uP. 
Proof. We define the function *:P 4 uP, by sending a point x E P into the end 
E uP. The map is well-defined since we already showed that is an end for 
every x E P (3.13). 
Claim 1: * is 1-1. 
Proof of claim 1. Suppose x,y E P and x # y. By 2.1 3), 6(x,y) = 1. By 2.1 
5'), there are disjoint 8 -neighborhoods A and B of the sets fx) and (y). Then 
A e and B y Since A n B = 0, then A J 
Y 
and B E ;c; which proves 
- 
Hence * is 1-1. 
Before proving that * and *-1 are 6 -maps, we prove the following helpful 
lemma. 
3.20 Lemma. For any set A c P, *-1(0 <A>) = Ao, the interior of A with respect 
to the topology T(8). 
Proof of lemma. Suppose x E *-1(0 <A>), then e 0 <A>. This means A ex, 
and soAn(x). By lemma 2.12, there exists an open set UcPwithAnUm(x). 
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U is an open set containing x and contained entirely in A, so x E A°. Thus 
we have, 
(1) *-1(0 <A>) c A°. 
If x E A°, then x e P - A°. A° is open, so P - A° is closed, from which it 
follows that 5(x,P - A0) = 1. Hence we have A° = (xl. But A = A0, so A m(x). 
Thus A 
x 
and ExE 0 <A> and x E *-1(O<A>). So we have shown that, 
(2) 
(1) and (2) prove the lemma. 
Ao c *-1(0 <A>). 
We now return to the proof of theorem 3.19. We still have to prove that 
the maps 4r and *-1 are 8 -maps. 
Claim 2: * is a 8 -map. 
Proof of claim 2. Let C,D c uP with g(C,D) = 1. Then there exist sets A,B c P 
with 8(A,B) = 1, and C c 0 <A>, while D c 0 <B>. Thus we have, 
(3) 
and 
(4) 
*-1(C) c *-1(0 <A>), 
*-1(D) c *-1(0 <B>). 
Applying lemma 3.20 to (3) and (4) we have, 
(5) 
and 
*-1(C) c Ao, 
(6) 
-1 
* (D) cBo. 
35 
Since 8 (A,B) = 1 and A° c A and B° C B, then we have, 
(7) 8(A°,B°) = 1. 
Applying proposition 2.3 to (7) together with (5) and (6), we have, 
(8) 84 1(0), 
*-1(D)) = 1. 
From (8) and proposition 2.20, we may conclude that * is an 8 -map. 
Claim 3: *-1 is a 8 -map. 
Proof of claim 3. Since we already have that * is 1-1, then (*-1)-1 = *. So 
if we apply proposition 2.20 to prove *-1 is a 8 -map, we must only show that 
whenever 8(A,B) = 1, then '(4j(A), *(B)) = 1. If A,B c P and 8(A,B) = 1, then 
also 8(P - (P - A),B) = 1; so that P - A n B. By 2.11 5), there are sets 
C,D c P with P - AnCmDmB. Since by lemma 2.12 there is an open set U such 
that D U B, and since D° is the largest open set contained in D, then 
D° B. Of course D° c B implies D° = B. By lemma 3.20, Do = *-1(0 <D>), so: 
(9) 
- 
* (0 <D>) B. 
Every map preserves set inclusion, so from (9) we have, 
(10) 11[* -1(0 <D>)] = *(B). 
Since * *-1 = 1 uP, then (10) gives us, 
(11) 0 <D> *(B). 
Since P - A C, then we also have P - C A. As we noted previously, this means 
that (P - C)° n A and hence that (P - C)° A. Applying lemma 3.20, we get 
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-1 
* (0 <P - C>) A, from which it follows that, 
(12) 0 <P - C> 11/(A). 
Since 8(P - C,D) = 1, then 
(13) 6(0 <D>, 0 <P - C>) = 1. 
From (11), (12), and (13) it follows that 
(14) 64(A), *(B)) = 1. 
Hence the proof of claim 3 is complete. 
Claims 1,2, and 3 prove that P is 6-homeomorphically embedded in uP, so 
that theorem 3.19 is true. 
Since 6-homeomorphisms are homeomorphisms (2.21), we can now treat P as a 
subspace of uP simply by indentifying each point x E P with the end 7x E uP. 
Having made this identification, we can restate lemma 3.20 in the form: 
3.21 P n 0 <A> = A°. 
We have finally arrived at the place where we can prove that the construc- 
tion of uP from P was worthwhile, because uP is exactly what we wanted -- a 6 - 
extension of P. 
3.22 Theorem. The 8 -space uP is a 6 -extension of the 8 -space P. 
Proof. Since we already have that P is a subset of uP, and since P being 8- 
homeomorphically embedded in uP insures that the original proximity in P is the 
same as that induced on P as a subset of uP; then all we have left to do is show 
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that P is a dense subset of uP. To do this, we show that every point of uP is 
close to P. Suppose E uP. If /,8\(,P) = 1, then there are sets A,B c P with 
8(A,B) = 1 and E 0 <A>, while P 0 <B>. Since P = ( ly e P3c:0 <B>, this 
means B 
Y 
for every y E P. But then y E B for every y E P, which proves 
B = P. Since 6(A,B) = 1, then A = 0. Since E 0 <A>, then A = 0 is a con- 
tradiction. Thus we have t(F,P) = 0, and theorem 3.22 is proven. 
The construction of uP is now complete. 
Not only is uP a 8 -extension of P, but we shall prove that uP is an absolutely 
closed 8 -space. This will be important since we will then prove the converse 
of proposition 3.3; that is, every absolutely closed 8 -space is compact. When 
all this is done we will have P as a subspace of the compact space uP, and thus 
we will have proved P to be completely regular. 
3.23 Theorem. A 8 -space P is absolutely closed if and only if every centered 
8 -system of sets from P has non -empty intersection; that is, iff every 
centered 6 -system has the finite intersection property. 
Proof. We first prove the contrapositive of the "if" part of 3.23. So we 
suppose P is not absolutely closed, and try to find some centered 6 -system of P 
whose intersection is empty. P is not absolutely closed is equivalent to saying 
there is a point y E P and P uty) = P' is a 8 -space containing P as a dense 
subspace. Let denote the end of P' consisting of all 6 -neighborhoods of (yl. 
Let = y fl (p3 [E n PIE E y. 
Claim 1: is centered. 
Proof of claim 1. Suppose {Eili = 1,-,1c} is a subsystem of Then for each 
i, there is an Hi c:P' with Ei = Hi n P and Hi E So we have: 
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(1) nE.--hoLnp) = n H.) fl P. 
i=1 1 i=1 i=1 1 
sinceisallerld,therinfr.1..{y}, then (y1 n ty3. So we 
y i=1 1 y 1=1 
have 6 A (P, - = 1, which means 
(2) 
(2) is impossible 
n 
and x E n H.. 
i=1 1 
A 
6(P,Y) = 1. 
since P is dense in P. Thus there must be an element x # y 
n 
Since x # y, then x E ( r) Hi) n P. 
i=1 
n E. # 0. Hence claim 1 is proven. 
Claim 2: is a 8 -system in P. 
Proof of claim 2. Suppose A E 7. ThenA=HnP 
a 8 -system, then there is an H' with H DH'. 
A DA' e 
Claim 3: 
This completes the proof of claim 2. 
n AIA c = 0. 
So from (1) we have that 
for some H e Since 
Let A' = H' n P. Then 
is 
Proof of claim 3. Since every A e is of the form H n P, where H E 7, we can 
write: 
(3) n E = ncH n P IH 
and using commutativity of intersection in (3) we have, 
(4) n (AIA c = n c P. 
Thus in order to prove claim 3 it is sufficient to prove that 
(5) n (111H E 37.3 = {y}. 
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If there were an x e rl (HIH e 57.1 and x y, then 8(x,y) = 1. So there would 
be disjoint 6 -neighborhoods C of (x3 and D of (y3, so x e D. x E D contradicts 
the fact that C and D are disjoint. Thus (5) is verified, and the proof of 
claim 3 is complete. 
Claims 1, 2, and 3 prove that g is a centered 8 -system with empty inter- 
section. 
We now prove the contrapositive of the "only if" part of 3.23. Suppose F' 
is a centered 8 -system in P with empty intersection. By proposition 3.11, g' 
is contained in some end g of P. g must have empty intersection because it 
contains the system g', which has empty intersection. Since every end of the 
form g , where x e P, has non -empty intersection; then F is not one of these 
ends. Identifying the points x c P with the ends gx E uP, we have that uP con- 
tains P properly, because g E uP and g i P. This proves P is not absolutely 
closed. 
We have thus completed the proof of theorem 3.23. 
3.24 Theorem. For any 6 -space P, the 5 -extension uP is absolutely closed. 
Proof. According to theorem 3.23, we must show that every centered 6 -system in 
uP has a non -empty intersection. Let r, be an arbitrarily chosen centered 8 - 
system in uP. Extend n' via proposition 3.11 to an end r of the space uP. We 
now define g' = (A c:PIA =HnPfor someHErl. Following a procedure like 
that in claims 1 and 2 of theorem 3.23, we arrive at g' being a centered 8 -- 
system in P. Again we invoke proposition 3.11 to extend g' to an end g of the 
space P, that is g E uP. We now show: 
(1) E n cH CuPIH E 11'3. 
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If (1) were not true, then there would be an H E r, such that E H. is 
a 8 -system, so there is a set H' E r, with HDH'. Thus we have 
A 8(uP - H,H') = 1, where t is the proximity relation in uP. E uP - H, so we 
also have, 
(2) A 
,H') = 1. 
From (2) and definition 3.15, follows the existence of sets A,B c:P with: 
(3) 8(A,B) = 1, 
and 
(4) E 0 <A>, 
while 
(5) H' c 0 <B>. 
From (5), 5.20, and 5.21, it follows that, 
(6) 
From (3) and (6), we have: 
(7) 
(7) clearly implies that, 
PnH'cl3 (10 <B>=B°CB. 
6(A,p n H') = 1. 
(8) A n (P n = 0. 
Since H' E r', then P fl H' and (4) implies that A E So (8) contradicts 
the fact that is an end. We have proven that (1) holds, thus completing the 
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proof of theorem 3.24. 
3.25 Theorem. A proximity space is absolutely closed iff it is compact. 
Proof. "If" was proven in proposition 3.3. For "only if" we use the charac- 
terization of compactness in theorem 1.2. So we are trying to prove that every 
centered system of closed sets in an absolutely closed 6 -space P has non -empty 
intersection. Let be any centered system of closed sets in P. For each 
cc) e 6, let ;10 be the centered 8 -system in P consisting of all the 8 -neighborhoods 
of cp. Let = U lc!) c We shall prove that E is a centered 8 -system having 
non -empty intersection. is a 6 -system: If E e then E E for some 
Cp e and c40 is a 8 -system, so there is a D e c.000 hence D e with E D. 
E is centered: If Eli = 1,...,n) is a finite subsystem of E, then for each 
n n E.thereiss. epi E with E. e . But is centered, so n 
A_ 
E. n 0. pi i.1 
Since P is absolutely closed, then theorem 3.23 verifies that E has non -empty 
intersection. That is, we have that, 
(1) noi c:PIH 0 0. 
From the definition of E, we have: 
(2) n E = n gq,)3. 
cp 
Restating the right hand side of (2) we have: 
(3) ntHIH E ) = n tHIH ;,)) 
cf:, 
Employing lemma 2.13 for each cp E(T. on the right hand side of (3) gives us: 
(4) CHIH C = n c -p = r) (cplcp 
PE f. 
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Since .1 is a system of closed sets, we can replace p by cp in the right hand 
side of (4) and have: 
(5) r) CHIN E = n tcplcp E fl 
From (5) and (1), we conclude that .1 has non -empty intersection, which completes 
the proof of theorem 3.25. 
3.26 Corollary. Every 8 -space P, considered as a topological space, is completely 
regular. 
Proof. If P is a 8 -space, then by theorem 3.25 uP is an absolutely closed 8 - 
extension of P. By theorem 3.25, uP, being absolutely closed, is compact. uP 
is compact implies uP is normal. Since every subspace of a normal space is 
completely regular, and since P is a subspace of the normal space uP, then P 
is completely regular. 
We close the chapter with a theorem which strengthens theorem 3.24. After 
proving this theorem, we will have uP as the unique absolutely closed 8 - 
extension of P. 
3.27 Theorem. Every 8 -space P has only one absolutely closed 8 -extension, up 
to 8-homeomorphism. 
Proof. Suppose P has an absolutely closed 8 -extension vP different from uP. 
That is, uP and vP are both absolutely closed 8 -extensions of P, and there does 
not exist a surjective 8-homeomorphism f: vP 4 uP with flp = 1p. By theorem 
3.25, vP and uP are compactifications of P when considered as topological spaces. 
Since every continuous map from a compact 8 -space into any other 8 -space is 
also a 8 -map (2.22), then there is no homeomorphism from vP onto uP which is the 
identity on points of P. From Theorem 1.12, we conclude that there must be 
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sets A,B cP such that either clup(A) n clup(B) = 0 whereas clup(A) n 
clvP(B) 0, or clP(A) n cluP(B) 0 0 whereas clvP(A) n clvP (B) = 0. This 
is an impossible situation, since uP and vP must induce the same proximity 
relation on P. Thus uP is the unique absolutely closed 6 -extension of P. 
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IV. Relationship between Proximity Spaces and Compactifications 
In Chapter III, we have seen that for a given completely regular space X, 
each proximity space (X,8) consistent with it gives rise to a compactification 
of X, and conversely. In this chapter, our immediate goal is to show that this 
assignment defines not only a 1-1 correspondence, but an "order" preserving 
isomorphism between the collection of proximity spaces consistent with X and the 
class of compactifications of X. Moreover, in the process of proving this 
isomorphism, we uncover some nice properties of 8 -spaces. 
4.1 Theorem. Let X be a completely regular space, let 
(x, yla e A 
be the collection of all 8 -spaces consistent with X, and let be the col- 
lection of all compactifications of X. Then there is a 1-1 correspondence 
between*. and fi. 
Proof. We define a map cp: 9, 4 as follows: if (X, 8a) Ea, let cp(X,8a) = uctX, 
the unique absolutely 8 -extension of (X,8a) [see 3.27], which is also compact 
by 3.25. Then cp is well-defined and is 1-1, since each proximity relation 
on X gives rise to a unique compactification ua X which, in turn, induces a 
unique proximity on ua X whose restriction to X is 8a. Finally, since each 
compactification Y of X is associated with a unique proximity space (Y,8) consis- 
tent with it, then (X,8Ifx) is a proximity space consistent with X and p(X,8Ifx) 
Y. Hence p is onto. 4.1 is proved. 
As we have observed in Chapter I, there is a natural partial ordering z in 
. This ordering should induce a partial ordering in 42., by using the map cp 
defined in 4.1. In fact, this ordering will turn out to be just as natural as 
8a 
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the one in p. 
4.2 Definition. If (X,6a) and (X,6) are -spaces, we define (X,6a) >> (X,6 ) 
if the identity map 
1X: (X,6Ct ) 4 (X,5 Y) 
is a 6 -map. 
4.3 Proposition. The relation ">>" defined in 4.2 is a partial ordering for 
the set eof all 8 -spaces (X,6(a) consistent with the space X. 
Proof. Reflexivity and anti -symmetry are clear, and transitivity of the relation 
">>" follows from the fact that the composition of two 8 -maps is again a 8 -map. 
Since the ordering >> is defined in terms of 6 -maps whereas the ordering 
is defined in terms of continuous functions, we need a connection between 
8 -maps defined on 8 -spaces and continuous functions defined on the associated 
compact spaces. 
4.4 Theorem. Every 6 -map f: (X,5) 4 (Y,5) can be extended to a continuous map, 
and therefore a 8 -map, from the 5 -extension uX of (X,5) to the 5 -extension 
uY of (Y,6'). 
Proof. By theorem 1.11, we need only show that if A and B are disjoint closed 
sets in uY, then cluX(f-1[A]) and cluX(f-1[B]) are disjoint. Let A and B be 
disjoint closed sets in uY. Then A and B are far in the (induced) proximity of 
uY. Since f is a 6 -map into uY, then 5(f -1[A], f-1 [BO = 1. Since the prox- 
imity 6 is that induced by the compactification uX, then cluX(f-1 [A]) and 
-1 
cluX(f [Bj) are disjoint, as desired. 
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4.5 Theorem. For any completely regular space X, the bijective map p:112.4 
of 4.1, is an isomorphism relative to the partial orderings >> and Z of 
& and fa, respectively. 
Proof. Suppose (X,801) >> (X,8y) in 4,. Then the map lx: (X,6a) 4 (X,8y) is a 
8 -map, and therefore can be extended to a continuous map from the 8 -extension 
uaX of (X,801) into the 8 -extension u X of (X,8 Y), by theorem 4.4. Thus 
uaXuXin R. Since ep(X,81a) = uaX and p(X,6y) = uyX (see definition of in 
the proof of 4.1), we have cp(X,8a) p(X,8y). 
Suppose now that Y,Z E P with Y Z Z. Since p is onto, there are (X,801), 
(c,6)c.a.suchthatcp(x 
Y) 
Hence , by definition of 
there is a continuous f: cp(X,8a) = Y 4 Z = cp(X,8y) such that flx = 1x. By 
2.22, f is also a 8 -map so that its restriction to X, which is 1X' is a 
8 -map from (X,601) into X,8 ). Thus we have cp-1 (Y) = (X,601) (X,6 Y) = cp-1 (X). 
Hence p is an isomorphism. 
We have thus successfully represented the compactifications of a given com- 
pletely regular space X by 8 -spaces consistent with the space X, and therefore 
problems of compactifications are translated to appropriate problems of 8 -spaces. 
Due to the relatively simple structure of 8 -spaces, we have the hope of solving 
some of these problems. 
Before we go into the solutions of these problems (see Chapter V), we wish 
to point out other niceties of 6 -spaces by proving the following analogues of 
the Urysohn and Tietze theorems. 
4.6 Theorem. Let (P,8) be a proximity space. A,B C P are far apart if and 
only if they are separated by a 8 -map, i.e., iff there is a 6 -map 
f: P 4 [0,1] such that f[A] = 0 and f[B] = 1. 
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Proof. Suppose f: P 4 [0,1] is a 8 -map such that f[A] = 0, f[B] = 1. Since 
f03 and tll are disjoint closed subsets of the compact space [0,1], so if 8 A 
denotes the unique proximity relation on [0,1], we have (0,1) = 1. Since f is 
a 8 -map, then 8(f-1(0), f-1(1)) = 1, from which it follows that 8(A,B) = 1. 
Conversely, suppose A,B c P with 8(A,B) = 1, then clup(A) n clup(B) = 0, where 
uP denotes the unique absolutely closed 6 -extension of (P,5). Since uP is 
compact, in particular, uP is normal, there is a continuous function 
F: uP 4 [0,1] such that F[clup(A)] = 0, F[clup(B)] = 1. Since F is defined on 
a compact space and is continuous, F is a 8 -map, by 2.21. Since F[A] = 0, 
F[B] = 1, and A,B c P, then Fly: P 4 [0,1] is a 8 -map which separates A and B. 
The proof of 4.8 is complete. 
4.7 Theorem. Every bounded real -valued 8 -map f defined on a subset A of the 
8 -space P and satisfying ifi 5 M, can be extended to a 8 -map F: P 4 R 
satisfying IFI 
Proof. Since A c P, then cluP(A) is a compact subspace of the absolutely 
closed (compact) 8 -extension uP of the 8 -space P. It follows from the unique- 
ness of 6 -extensions that clP(A) is the 8 -extension of (A.,8 
IA ) 
and that 
[-M,M] is the 6 -extension of itself considered as a 8 -space. By theorem 4.4, 
f can be extended to a continuous map F': clup(A) 4 [-M,MI. Now F' is a con- 
tinuous map from the closed subspace clup(A) of the compact, in particular, 
normal, space uP; so, by Tietze's characterization of normality, F' can be 
extended to a continuous f": uP 4 [-M,M]. Since F" is continuous on a compact 
space, F" is a 8 -map. Let F 
= F"I then F is the required extension of f. 
The theorem is proved. 
Finally, in this chapter, we list some properties of the operator 0 < >, 
which are needed to prove a lemma that becomes useful in applying the theory of 
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8 -spaces to the study of compactifications(see Chapter V). 
4.8 If (P,8) is a proximity space, then: 
1) for any A c P, 0 <IntpA> = 0 <A>; 
2) for any A c P, 0 <A> is open in uP, the 8 -extension of (P,6); 
3) the set 
(O<U>IU is an open set in P) 
forms a basis for the topology of uP. 
Proof. 1). Since IntpA c: A, we have 0 <IntpA> c 0 <A>, by 2) of 3.16. To 
prove the reverse inclusion, let E 0 <A>. Then A E so that A is a 8 - 
neighborhood of some B E By 2.12, B c IntpA, so that Int A C P Hence 
0 <Int A>. 1) is proved. 
2). By 2.12, it suffices to show that 0 <A> is a 8 -neighborhood of each end 
E 0 <A>. Let E 0 <A>. Then A E so that there are sets B and C in 
such that A B C. Since B and P - A are far apart uP === 0 <P - B> U 0 <A> 
by (3) of 3.16, so that uP - 0 <A> c: 0 <P - B>. But E 0 <C>, and the sets 
C and P - B are far apart; it follows from our definition of the induced 
proximity 8 A A on uP that 8, uP - 0 <A>) = 1; i.e., 0 <A> is a 8 -neighborhood of 
as desired. Thus 2) is proved. 
3). Let E H with H open in uP. Since uP - H is closed, t(,uP - H) = 1, 
where 6 is the induced proximity on uP. By the definition of there are sets 
A and B far apart in P such that E 0 <A> and uP - H c 0 <B>. Hence 
P(0 <A>, uP - H) = 1; i.e., 0 <A> c H. But 0 <Int A> = 0 <A> by 1), and Int A 
is open in P. Hence 3) is proven. 
4.9 Lemma. For any set A of a given 8 -space (P,8), the set 0 <A> is the 
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largest of all open sets H of the 8 -extension uP of (P,8) such that 
H n P = Int A. 
Proof. Let U be the largest of all open sets H of uP such that H n P = IntpA. 
By 4.8 3), 
U = U 0 <Ux 
XE A 
for some family CUXIX e A) of open sets in P. By 2) of 3.16, 
(a) U= U 0 <U> C 0 < U 
XE A XE A 
By definition of U and 3.21, 
IntA=PnU= P n u 0 <uX>) = uX . 
X A XEA 
It now follows from (a) and 4.7 1) that 
0 <A> = 0 <Int A> = 0 < U UX> n U. 
VA 
On the other hand, it follows from 4.7 2) and the definition of U that 
U 0 <Int A> = 0 <A>. 
Hence 0 <A> = U, as was to be proved. 
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V. Applications 
In the preceding chapters we went to a great deal of trouble defining and 
proving certain properties of proximity spaces. Hopefully our work was not in 
vain; and to prove that it wasn't, we demonstrate the usefulness of the theory. 
We need not go far to find a use for 5 -spaces; in fact, we already noted 
that the category of all proximity spaces coincides exactly with the category 
of completely regular spaces, so that we can use the theory of 5 -spaces in the 
study of completely regular spaces. An important use of the theory was made 
by V. A. Efrimovic when he characterized uniformly continuous functions in 
metric spaces as the 5 -maps in the 5 -spaces associated with these metric spaces. 
In this chapter, we study another application of the theory of 5 -spaces, 
as had been done originally by E. G. Skljarenko. Our probes reach into the 
theory of compactifications, with an ultimate aim (in this paper at least) of 
producing an extension theorem, and a proof of the Freudenthal-Morita theorem 
(i.e., a sufficient condition for a space to have a compactification with 
zero -dimensional annex and with weight the same as that of the original space). 
These results enabled Skljarenko to solve, in the negative, an outstanding 
problem of P. S. Aleksandrov. Namely, is it true that every peripherally 
compact space has a compactification (with a zero -dimensional annex) of the same 
dimensionality as that of the space itself? 
It is known that any homeomorphism between completely regular spaces X1 
and X2 can be extended to a homeomorphism between the Stone-Zech compactifi- 
cations Xi and X2. In this paper we do not relax the prerequisites on the 
function, but we do show that one is not forced to choose the Z'ech compactifi- 
cation to retain the force of the extension. This improved extension theorem 
is based on the concept of a perfect compactification. 
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5.1 Definition. A compactification Y of the completely regular space X is said 
(1) 
to be perfect with respect to the open set U c X if: 
Fr YO <U> = clY (FrX U). 
Y is a perfect compactification of X if it is perfect with respect to 
every open set U c X. 
This definition immediately reminds us that the set, faX), of all compact- 
ifications of a given completely regular space X, is isomorphic to the set, 
pc}, of all proximity spaces consistent with the space X. We are simul- 
taneously envigorated by the hope of discovering which, if any, of the 5 -spaces 
Xa correspond to perfect compactifications of the space X. 
5.2 Lemma. Let X be a completely regular space, 8 a proximity on X consistent 
with the given topology on X, and let Y a compactification corresponding 
to 5. Then Y is perfect with respect to the open set U c X if and only 
if for every set A c U, 8(A,FrxU) = 1 implies 5(A,X - U) = 1. 
Proof. Let Y be a compactification which is perfect with respect to the open 
set U c X, and A be contained in U such that 8(A,FrxU) = 1. Thus we have: 
(1) cl(A) n cly(Frxu) = 0. 
To show 8(A,X - U) = 1, we assume that 8(A,X - U) = 0, i.e., we assume: 
(2) cl (A) n ci (x - # 0, 
and we search for a contradiction. If (2) holds, then there is a point 
c Ecl(A) ncl (X - U)]. SinceAcUcO<U>, then we have: 
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(3) cl (A) ccl (0 <U>). 
From (3) we have g E Cl (0 <U>). Since 0 <U> = Y -cl(X - U) and g E cl(X - U), 
then g i 0 <U>. Thus g E Fry() <U>, but from (1) we see that g cly(FrxU); 
hence we have a contradiction to the fact that Y is perfect with respect to 
the set U. We now let the condition of the lemma be fulfilled for the open 
set U C X, and show that 
(4) clY (FrX U) = Fr YO <U>. 
Hence we have: 
(5) FrxU c Fr YO <U>. 
From (5) it follows: 
(6) clY (FrX U) c:Fr 0 <U>. 
Having (6), we need the following lemma to prove (4). 
5.3 Lemma. Let X be a completely regular space with compactification Y, and 
proximity relation 8 on X corresponding to Y. If VI and V" are open sub- 
sets of X with 8(VI,V") = 1, then: 
(1') 
Proof. We already have: 
(2 ' ) 
0 <V' U Vu> = 0 <VI> U 0 <V">. 
0 <V' U V"> > 0<V'> U 0 <V">, 
so we prove the reverse inclusion. Let V = V' U V", and g e 0 <V>. Since V is 
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dense in 0 <V>, then 
(3') E cl(V) = [cl(VI) U cl(V")]. 
Since 6,(VI,V") = 1, then 
(4') cl(V') fl oly(v") = 0. 
From (3') and (4'), either e cly(V') and cly(V"), or E cl(V") and 
cl(V'). We verify the reverse inclusion from (2') only in the second case, 
since the two cases are analogous. Since Y is compact, then we can find a 
neighborhood U' of the point with U' n ely(v) = 0. Let U = U' n 0 <V>, so 
that U is open in Y, U contains and U n ely(V0) = 0. We now have: 
(5') u n x c: 0 <v> n x = v = UV". 
Since U n ol (V') = 0, then we must have: 
(6') U n x c: v" = o <vet> n x. 
So F E U implies E 0 <V">. Thus, 0 <V' U V"> = 0 <Vt> U 0 <V">; and 5.3 is 
proved. 
Proof of 5.2 (continued). We have yet to show: 
(7) Fr YO <U> c cly (FrX U). 
Let I cly(FrxU). Since Y is compact, we can choose a neighborhood W of 
such that: 
(8) el (d) n elY (FrX U) = 0. 
Let V' =WnUand V" =Wn[X - clX (U)]. From our definition of V' and V" we 
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get: 
(9) W n x = vi UV". 
Since 0 <V' U V"> is the largest open set in Y exciseing V' U V" from X (4.9), 
it follows from (9) that 
(10) E 0 <VI U 
From (8) and the definition of V', we have 6(V',FrxU) = 1. By the condition 
of lemma 5.2, we also have 8(V0,x - U) = 1, from which it follows that 6(VI,V") = 
1. We now invoke lemma 5.3 in (10), so that either E 0 <V'> or E 0 <V">. 
If g E 0 <V'>, then E 0 <U>, so Fry0 <U>. If e 0 <V">, then 
E 0 <X - Clx(U)>. Since 
0 <0> n 0<x - cix(t)> = o o n - 
ciX 
(0)]> = 0 <q> = 0, 
then 0 <X - clx(U)> is a neighborhood of g not meeting 0 <U>; which proves 
Fry 0 <U>. Thus, if cly(FrxU), then Fry() <U>. This completes the 
proof of lemma 5.2. 
5.4 Corollary. The Stone-Cech compactification px of a completely regular 
space X is a perfect compactification. 
Proof. Let 6 be the proximity relation on X corresponding to X. Let U be an 
arbitrary open set in X, and A c:U with 6(A,FrxU) = 1. By (4.6), there is a 
continuous function f:X [0,1] such that f(a) = 0 for every a E A, f(x) = 0 
for every x E FrxU, and 0 5 f(x) 5 1, for every x E X. We now define a func- 
tion g:X 4 [0,1] as follows: 
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g(x) = 
f 
f(x), if x E clX 
' 
(U)- and 
1, if x e X - U. 
Since f = 1 on FrAU; then g is well-defined. It now follows that g is contin- 
uous and separates the sets A and X - U, so 8(A, X - U) = 1 (4.6). From 5.2, 
it follows that 5.4 is proved. 
We found in corollary 5.4 that lemma 5.2 made it easy to prove that the 
'rech compactification is perfect. However, if we try to prove that some other 
compactifications are perfect, we find the representation given in 5.2 hard 
to handle. So we prove several other characterizations of a perfect compacti- 
fication. 
5.5 Definition. We say a closed set F c X separates (or splits) the space 
X into sets U1 and U2, if X - F = U1 U U2, where U1 and U2 are disjoint 
open sets in X. 
5.6 Definition. The set N c:Y separates (or splits) the space Y at the point 
x E N, if the point x has a neighborhood U in Y such that 
U(1 (Y - N) = V", 
where Vt and V" are disjoint open sets in Y - N, and x E [cl(V') n cl(V")]. 
5.7 Theorem. Let Y be a compactification of the completely regular space X. 
The following properties of the compactification Y are equivalent: 
1) Y is a perfect compactification of X. 
2) The annex, Y - X, does not split the compactum Y at any point of 
Y - X. 
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3) For any two disjoint sets V' and V", open in X, we have: 
0 <vi U v"> = 0 <V'> U 0 <v". 
4) If the set F, closed in X, splits the space X into the sets U1 
and U2, then cl (F) splits the compactum Y into the sets 0 <U1> and 
0 <U2>. 
Proof. 1) 2): Let Y be a perfect compactification of X. Assuming the annex 
Y - X splits the compactum at some point e Y - X, we have a neighborhood U of 
the point such thatV=UnX= V' UV", where V' and V" are disjoint open 
sets in X, with the additional property that e cl (v') n ci (V"). Since 
ciX (V') n c1X(V") n V = 0, it follows that 
(1) FrXVI C FrXV C Fr U. 
Since Y is compact, we can find a neighborhood W of with cl(W) c U; and we 
let A = W n v. So A c:W, and FrxVI c FryU, while cl(W) n cl(Fryu) = 0; from 
which it follows that 
(2) 8(A,FrxV!) = 1. 
Since A is contained in the open set V', and Y is a perfect compactification, 
they by 5.2, 
(3) 8(A,X - V') = 1. 
But E cly(A) and g E Cly(V") C Cl(X Vt), so we have E [cly(A) n cly(x 
- V')]; 
which contradicts (3). 
2) 3): Suppose 2) holds, and yet for some pair of disjoint open sets 
V1,V" c X, there is a point e [0 <V' U V"> - (0 <V'> U 0 <V">)]. If 
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cl (VI), then there is a neighborhood W of such that 
(4) 
and 
(5) 
From (4), it follows that 
(6) 
Now (5) and (6) give us: 
(7) 
w c 0 vi U V">, 
w n =0. 
wrixcovt uv>nx= UV.. 
wnxcv. 
From (7), it follows that e 0 <V">, contradicting the choice of Hence, we 
must have E cly(V'). In exactly the same way, e cl(V"). Thus, the annex 
Y - X splits the compactum Y at the point contrary to the hypothesis. 
3) 4): Let F be a closed set which splits the space X into the sets U1 and 
U2. From 3) it follows that 
(8) 0 <U1 U U2> = 0 <U1> U 0 <U2>. 
But F = X - (U1 U U2), so we have: 
(9) Y - cly(F) = Y -cl(X - [U1 U U2]) = 0 <U1 U U2>. 
Combining (8) and (9), we have: 
(10) Y - cl (F) = 0 <U1> U 0 <U2>. 
Since U1 n U2 = 0, then 
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o <u1> n o <U2> = 0. 
(10) and (11) verify that cl (F) splits the compactum Y into the sets 
0 <U1> and 0 <U2>.. 
4) 1): Let U be an open set in X. As the proof of lemma 5.2 shows, we 
always have: 
(12) cly(FrxU) c Fry0 <U>. 
We prove the reverse inclusion. Let V = X - clxU. Then FrXU splits X into the 
sets U and V; so that by 4), clY (FrX U) splits Y into the sets 0 <U> and 0 <V>. 
Since no point of Fr O<U> is in 0 <U>, then 
(13) Fr Y0 <U> c cly(FrXU). 
Thus, Y is perfect with respect to the set U c X; and since U was an arbitrary 
open set in X, then Y is a perfect compactification of X. Thus we have proven 
all parts of 5.7 equivalent. 
Note that all of the characterizations of a perfect compactification have 
to do with the splitting of the compactum (compact and Hausdorff). In fact, 
corollary 5.4 shows that the Stone -tech compactification resists splitting so 
well as to be a perfect compactification. Hopefully we can backtrack from 
the Stone-eech compactification, to find some other compactifications which are 
perfect. As it turns out, we can do even better than that. Our next theorem 
tells us how to backtrack from the Stone -tech compactification, and even tells 
us how far back we can go. 
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5.8 Theorem. The compactification Y of the completely regular space X is 
perfect if and only if the natural surjection of the Stone-'ech compact- 
ification px onto the compactification Y is a monotone map. 
Proof. To prove the theorem, we prove two lemmas, which properly contain the 
theorem. 
5.9 Lemma. Let Y be a perfect compactification of X. If Z is any compactifi- 
cation such that Z z Y, then the natural surjection cp: Z 4 Y is monotone. 
Proof. On the assumption thatpis not monotone, we haveatcYsuch that 
(1) 
- cp1= F1 U F2, 
where F and F2 are disjoint closed subsets of Z. Since Z is compact, there 
are disjoint open sets U1 and U2 in Z with F1 c U1 and F2 C U2. We let 
V1 = X n U1, and V2 = X fl U2. Since F1 c clz(Vi), then E cl(Vi). Similarly, 
E cly(V2). We denote by U, the following open set in Y: 
Y - cp [z - (U1 U u2)]; 
so that E U and U n X = vl U V2. Since V1 fl V2 = 0 and e [cl(vi) n cly(V2)], 
then Y - X splits the compactum Y at the point contrary to the fact that the 
compactification Y is perfect. The lemma is proved. 
5.10 Lemma. Let Z be a perfect compactification of X, and Y be a compactification 
of X with the properties: i) Z z Y, and ii) the natural surjection 
cp: Z 4 Y is monotone. Then the compactification Y is perfect. 
Proof. We shall presuppose that the compactification Y is not perfect. Then 
there is a point E Y - X, at which the annex Y - X splits the compactum Y. 
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Let U be a neighborhood of the point g in Y such that: 
(1) u n x = V' UV", 
where V' and V" are disjoint open sets in X, with: 
(2) E [Cly(V) n cl(V")]. 
Since g E olrvi U v">, it follows that 
(3) cp 
-1 -1 () c:cf) [0 <V' U V">] oz v' U v"> = ozvi> U oz<NT">, 
where the later equality follows from 5.7 3). 
If we assume cp-1 (g) is contained in Oz<V'>, then 
so that 
[p-1() 
n clz(v")] c DID -1() n ciz(Oz <v">)1 0, 
n cly(v)] n cly(cgv"]) 
= p p l[f n ciy(cp[ri) 
= Dr -1() n 4)-1 cp [cly(n]j 
= p Dp-1() n cly(v")3 
= 0; 
that is, g cl(V"), which is contrary to (2). Hence we have: 
(4) 
- p1 (9 n oz<v"> 0, 
and similarly we must have: 
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(5) 
- 
CP1 () n o <v> 0 0. 
Since 0z<Vt> and 0z<VI> are disjoint open sets in Z, it follows that cp-1 () is 
disconnected. Proof of 5.10 is thus complete. 
Lemmas 5.9 and 5.10 do more than prove theorem 5.8. After recalling a 
definition, we shall prove a corollary of these lemmas which will give us 
information enabling us to determine when there is a minimal element in the 
partially ordered set of perfect compactifications of the space X. 
5.11 Definition. The space N is called punctiform if every connected, compact 
subset of N consists of one point. 
5.12 Corollary. A perfect compactification Y of the space X, is a minimal 
element in the partially ordered set of perfect compactifications of X if 
and only if Y - X is a punctiform space. 
Proof. Suppose that Y is a perfect compactification of X with Y - X puntiform. 
For any perfect compactification of X such that Z 5 Y, we have a continuous 
surjection f: Y 4 Z such that flX = 1X. It follows from 5.9 that f is monotone, 
so that Y - X being punctiform implies f is 1-1. It follows from ([1],XI, 
thm. 2.1(2)) that f is a homeomorphism of Y onto Z. Hence f-1: Z 4 Y is, in 
particular, a continuous surjection, which shows Y 5 Z. Thus Y is a minimal 
element in the set of all perfect compactifications of X. 
Conversely, suppose that Y is a minimal perfect compactification of X. If 
Y - X is not punctiform, let C be a non -degenerate continum in Y - X. Let Z be 
the quotient space of Y with C identified to a point [C], and let q: Y 4 Z be 
the quotient (identification) map. Then Z is a compactification of X, and q is 
obviously monotone. It follows from lemma 5.10 that Z is a perfect 
62 
compactification of X with Z 5 Y. By the minimality of Y, we also have Y 5 Z; 
so that there is a continuous surjection p: Z Y such that Plx = lx' It 
follows from theorem 1.9 that q: Y 4 Z is a homeomorphism. The fact that 
-1 
q ([C]) = C is not a single point contradicts q being 1-1. Thus Y - X 
must be puntiform. The corollary is proved. 
Using corollary 5.12, and some results in the theory of continuous decomp- 
ositions of compact spaces, we can produce a probe that points to the spaces 
having a minimal perfect compactification. The probe takes the form of the 
following theorem. 
5.13 Theorem. The space X has a minimal perfect compactification if and only 
it has at least one compactification with a punctiform annex. In this 
case, the minimal perfect compactification Y is unique; it has a puncti- 
form annex, and is the greatest of all compactifications with a punctiform 
annex. 
Proof. The necessity of the condition is contained in corollary 5.12. To 
establish the sufficiency, we must verify the existence of a minimal perfect 
compactification of X. The condition gives us a compactification y1 of X, with 
punctiform annex, Yl - X. Let cp denote the natural surjection from the 
Stone-nch compactification px of X onto the compactification Y1. We denote 
by (F3 the upper semicontinuous collection of point -inverses p-1 (y), y e Yi 
(see [2], thm. 3-37); and let ($1 be the upper semicontinuous collection of 
(connected) components of point -inverses cp-1 (y), y E Y1. Let Y be the topological 
space associated with D3. By ([2], thm. 3-40), there are continuous mappings 
px 4 Y and w: Y 4 Y1 having the following properties: 
1) cp = U.) 11 
ii) 
4c 
is monotone 
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iii) w is light; that is, zero -dimensional. 
Moreover, it is clear that Y is a compactification of X and c is the natural 
mapping. By theorem 5.8, Y is perfect. 
Next, we shall show that Y is independent of the particular choice of Y1. 
To this end, we only need to show that the decomposition 0) is independent of 
the choice of Y1. Let B be a continuum (compact and connected set) in the 
annex px - X. Since Y1 - X is punctiform, B c:c4)-1(yo) for some yo e Yi - X, 
and therefore, B co for some $o (3. Thus, the elements of the decom- 
position (,f,3 lying in px - X may be described as maximal connected compact 
subsets of px - X and so the decomposition 01 is uniquely defined. 
We now show that Y is the minimal perfect compactification of X. For any 
perfect compactification Z of X, we have the natural mapping e: px 4 Z. By 
, 
theorem 5.8, 8 is monotone so that each 0-1 (z), z E Z, is a connected compact 
subset of px - X. From what we have just shown of D3, we now have that the 
upper semicontinuous decomposition fe (z)lz e Z3 is a refinement of (O. Con- 
sequently, there is induced a natural mapping of the compactification Z onto 
the compactification Y; that is, Z Z Y. Hence Y is the minimal perfect compact- 
ification of X. Moreover, Y - X is punctiform now follows from corollary 5.12. 
It remains to be shown that Y is the largest of all the compactifications 
of X with punctiform annex. Since Y has been shown to be independent of the 
particular choice of Y1, it follows that any compactification of X with 
punctiform annex precedes Y. The theorem is now proved. 
Though the theory of perfect compactifications is interesting in its own 
right, as is witnessed by the preceding theorem; the notion of perfect com- 
pactification has further applications. 
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5.14 Corollary. Let Y1 and Y2 be compactifications of the spaces X1 and X2, 
such that the annexes Yi - Xi and Y2 - X2 are puncitiform, and split 
the compacta Y1 and Y2 at none of their points. Then every homeomorphism 
between the spaces X1 and X2 (if any exist) can be extended to a homeo- 
morphism between the compacta Y1 and Y2. 
Proof. It is sufficient to show that in the case when X1 = X2' the identity 
homeomorphism from X1 onto itself is extendable to a homeomorphism between the 
compactifications Y1 and Y2. So we let X1 = X2, and p: X1 4 X2 where 
02: X1 4 X2, where p = lx. The properties of the annexes of Yi and Y2 show that 
they both coincide with the unique minimal perfect compactification of X1, and 
so Y1 = Y2. Hence the identity map j: Y1 4 Y2, is an extension of the map cp. 
Corollary 5.14 is established. 
Since the relationships between perfect compactifications and punctiform 
annexes was established via a characterization of perfect compactifications in 
terms of proximity spaces; then it is indeed the theory of 8 -spaces which is 
responsible for the production of the extension property in 5.14. We further 
support the usefulness of 8 -spaces by applying the theory to study spaces 
which are not compact; but which, as we shall prove, can be compactified by 
adding a zero -dimensional annex (in the sense of ind) the addition of which 
does not increase the weight of the original space (a fact which must also be 
proven). 
5.15 Definition. A Hausdorff space X is called peripherally compact if there 
exists in this space a basis of open sets, each of which has a compact 
frontier. 
5.16 Definition. If X is a Hausdorff space and la' is a basis for X as described 
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in 5.15, then the basis derived from p' by supplementing p', with all 
finite intersections, finite unions, and complementation of closures of 
elements of fl'; will be called a 7 -compact basis of X. 
It is important to observe: A 7 -compact basis consists only of open sets 
with compact frontiers. The cardinality of the 7 -compact basis 03, derived 
from the basis 03', is the same as the cardinality of the basis 03'. A 7 -compact 
basis is the key to producing a compactification with a zero -dimensional annex. 
We prove that a 7 -compact basis p for the space X, induces a proximity relation 
6 on X. The relation 6 then corresponds to some compactification Y of the 
space X. As it turns out, the compactification Y (called the 7-compactification 
of X) has a zero -dimensional annex. We proceed with the proof of these facts. 
5.17 Lemma. A peripherally compact space is regular. 
Proof. Let x be a point in the peripherally compact space X. Let U be an 
arbitrary neighborhood of x. Since X has a basis of sets with compact frontiers, 
then it may be assumed that FrxU is compact. Since X is Hausdorff, there exist 
a finite number of open sets V1, ,Vn c X, whose closures do not contain the 
point x. We now let 
so that 
V = U - Cjclx(Vi), 
i=1 
(V)C[clx(U) 
- UVi] 
i=1 
This completes the proof that X is a regular space. 
5.18 Lemma. Let X be a peripherally compact space with 7 -compact basis B. If 
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A is a closed subset of X contained in the element U E fi, then there is 
a W E rt3 such that A c W c clx(W) C U. 
Proof. Since U E p, then FrxU is compact. X is regular, so there is a finite 
number of open sets W1, ,Wm, whose closures do not meet the set A, and 
whose union contains FrXU. If 
W = U - U clx(Wi), 
i=1 
then 
m 
A c:W cclx(W) c [clx(U) - U WiJ c U. 
i-1 
The lemma is proved. 
5.19 Definition. If (c,z) is a peripherally compact space with r -compact 
basis 11, then we define a relation 8, on the power set of X as follows: 
A t B if and only if there is a neighborhood U E p, such that clx(A) c 
U, clx(B) c X - clx(U). 
The relation 6 in 5.19 turns out to be a proximity relation for the set 
X (cf. 5.21). We recall that every proximity relation 8 induces a topology 
which we denote by T(g). So to decide whether the relation defined in 5.19 
is the relation we want, it is necessary to check whether it induces the per- 
ipherally compact topology 'Yon X. 
5.20 Proposition. The proximity space (X,8) is consistent with the topological 
space (x,7). 
Proof. Suppose A c X, and x E cll(A). Then every neighborhood of the point x 
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must meet the set A, so by definition of the proximity, x 8 A. If x c17(A), 
then there is a neighborhood V of x such that V n A = 0; hence there is also 
an element U of the 7 -compact basis 6, such that U is a neighborhood of x and 
U fl A = 0. According to lemma 5.18, there isasetWEIR, withxeWcclX(W)cV. 
It follows that we also have clx(A) c X - clx(W), so that x t A. 5.20 is 
proved. 
5.21 Proposition. The relation 8, defined in 5.19, is a proximity relation. 
Proof. Properties 1), 3), and 4), of definition 2.1 are clearly satisfied by 
the relation S. If (A U B) t C, then it easily follows that A t C and B C. 
Let A t C, B t C; we show that (A U B) t C. There are neighborhoods U1,U2c 6, 
for which clx(A) c Ul, clx(B) c: U2, clx(C) c: X - clx(U1) , and 
clx(C) c X - clx(U2). Letting U = U1 U U2, we then have: 
clx(A U B) c U, clx(C) c X - clx(U). 
Clearly, U E p, so that (A U B) t C; and property 2) of definition 2.1 is 
satisfied. To verify property 5), we let A,B c X such that A t B. Then there 
is a set U E p, for which clx(A) c U, clx(B) c X - clx(U). In accordance with 
lemma 5.18, there is a set V E p, such that clx(A) c: V and clx(V) e U. By 
regularity, there exists a set W such that clx(B) c:W and clx(W) c: X - clx(U). 
Since cl 
X(A) 
c: V and clx(X - U) c: X - clx(V), then we have: 
(1) A t (X - U). 
Since clX(B) c W and clx(U) c X - clX (W)' then we have: 
(2) B $ U. 
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Since U U (X - U) = X, then (1) and (2) conclude the proof that property 5) is 
satisfied. Hence 5.21 is proved. 
5.22 Corollary. A peripherally compact space is completely regular. 
Proof. The preceeding proposition showed that every peripherally compact space 
is a proximity space; and since every 5 -space is completely regular (3.26) the 
corollary is established. 
Of course, we now have that every peripherally compact space has a com- 
pactification. In fact, if g is a 7 -compact basis on the space X, and 6 is 
the proximity relation defined by means of this basis, then there is a com- 
pactification of X corresponding to the relation 5. 
5.23 Definition. The compactification Y of the peripherally compact space X, 
which corresponds to the proximity relation 5 defined by means of the 
7 -compact basis 14, is called the 7-compactification associated with the 
7 -compact basis 0.4. 
5.24 Theorem. The annex in every 7-compactification is zero -dimensional in the 
sense of ind. 
Proof. The proof follows from the next two lemmas. 
5.25 Lemma. Let Y be a 7-compactification of the space X, associated with the 
7 -compact basis 14; and Z an arbitrary compactification of the same space 
following the compactification Y. Then the compactification Z is perfect 
with respect to all the sets of the basis O. 
Proof. Let U e la, and A c U be far from FrXU in the sense of the proximity 
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relation 81 corresponding to the compactification Z. So we have clX(A) fl 
FrXU = 0, which means clX(A) C U. By lemma 5.18, there is a set V E fi, for 
which clX(A) c: V and clX(V) CU. But then X - U c: X - clX(V), so A $ (X - U), 
where 6 is the proximity relation assocaited with the 7-compactification Y. 
Since the compactification Z precedes Y, then we also have A $1(X - U). The 
lemma is proved. 
5.26 Lemma. Let Y be the 7-compactification of the space X, associated with 
the 7 -compact basis e. The system of sets (0 <U>IU e p) is a basis of 
the compactum Y. 
Proof. Let g be any point of the compactum Y, and O be an arbitrary neigh- 
borhood of it. We select another neighborhood Ol of the point g, such that 
cly(Olg) c O. The sets c1(01) and Y - O do not intersect; therefore the 
sets clx(Olg n X) and X - are far apart. Hence there is a set U E 0, for 
which clx(Olg (1 X) c:U and X - OE c X - clx(U). But then g E Olg c:0 <U> and 
0 <U> c O. The lemma is proved. 
Proof of theorem 5.24. We only need to observe that the system of sets 
(0 <u> n (y - x)10 E el, 
is a basis of the annex Y - X, whose elements have empty frontiers in Y - X. 
The later follows from: 
and 
FrY 
- 
X[0 <U> n (Y - X)] c Fr 0 <U>, 
Fr 0 <U> = clY (FrX U) = FrXU C X. 
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We now have for every peripherally compact space X, a compactification with 
a zero -dimensional annex, namely the r-compactification. Since we can pick 
from every basis, a basis whose cardinality equals the weight of the space, and 
since extending such a basis to a 7 -compact basis does not alter the cardinality 
of the basis; then for the r-compactification of the space we have a basis with 
the same cardinality as the weight of the space X. We have proven the following. 
5.27 Corollary. (Freudenthal-Morita) Every peripherally compact space X may 
be embedded in a compactum with zero -dimensional (in the sense of ind) 
annex; furthermore, there is a compactification with zero -dimensional 
annex, whose weight coincides with that of the original space. 
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ABSTRACT 
A variety of questions remained unanswered in the theory of compactifications 
of completely regular spaces. The reason these questions are unanswered is 
apparently the complexity and the external nature of the available character- 
izations of compactifications. 
In this paper we transfer problems of compactifications of completely 
regular spaces to corresponding problems in proximity spaces. A proximity 
space (8 -space) is a pair (P,8), where P is a nonempty set and 6 is a relation 
on the power set of P, satisfying: 
1) If A,B c P, then A 8 B iff B 6 A. 
2) If A,B,C c P, then (A U B) 8 C iff A 5 C or B 5 C. 
3) If x,y E P, then tx1 8 tyl iff x = y. 
4) If A c P, then A 0. 
5) If A,B c P and A 0 B, then there are sets C,D c P with 
and A C, B D. 
CUD=P 
We begin by proving that the class of proximity spaces coincides with the 
class of completely regular spaces. We then construct an isomorphism from the 
set tof all compactifications of a given completely regular space X onto the 
set a. of all proximity spaces with 2X as the set on which the proximity relation 
is defined. This isomorphism transfers problems of compactifications into 
problems of 5 -spaces. 
We next demonstrate the suitability of 5 -spaces to solving compactification 
problems. We give a simple proof of the famous Freudenthal-Morita theorem on 
the existence for every peripherally compact space (also called rim compact or 
semi -compact) of a compactification with zero -dimensional annex and whose 
weight coincides with that of the original space. We also show that in the 
class of perfect compactifications of a given completely regular space X, 
there is a minimal element if and only if there is at least one member of this 
class with a punctiform annex. 
