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We develop a real space quantum renormalization group (QRG) to explore a frustrated anisotropic
four-leg spin-1/2 nanotube in the thermodynamic limit. We obtain the phase diagram, fixed points,
critical points, the scaling of coupling constants and magnetization curves. Our investigation points
out that in the case of strong leg coupling the diagonal frustrating interaction is marginal under
QRG transformations and does not affect the universality class of the model. Remarkably, the
renormalization equations express that the spin nanotube prepared in the strong leg coupling case
goes to the strong plaquette coupling limit (weakly interacting plaquettes). Subsequently, in the
limit of weakly interacting plaquettes, the model is mapped onto a 1D spin-1/2 XXZ chain in a lon-
gitudinal magnetic field under QRG transformation. Furthermore, the effective Hamiltonian of the
spin nanotube inspires both first and second order phase transitions accompanied by the fractional
magnetization plateaus. Our results show that the anisotropy changes the magnetization curve and
the phase transition points, significantly. Finally, we report the numerical exact diagonalization
results to compare the ground state phase diagram with our analytical visions.
I. INTRODUCTION
The induces non-trivial magnetic states are currently
renewed interest in the magnetic quantum spin systems
that exhibit a geometrical frustration [1, 2]. These
states are fascinating because of their intriguing and
unique properties compare to conventional magnetic
systems, e.g., unconventional magnetic orders or even a
disorder [1–3]. They have attracted more attention by
experimental realization of J1 − J2 chain [4], whereas a
geometric frustrated spin can be advanced to a family
of problems concerns the integer-spin ladders [5–7].
A nice extension of two-leg spin ladders have been
performed for the various quantum n-leg spin ladder,
which are recognized as tubelike lattice structures for
n ≥ 3 [5, 8, 9]. Therewith, according to the Lieb-
Schultz-Mattis theorem, their ground state can be either
gapped with a broken translational invariance, or gapless
(non-degenerate) [10, 11].
An illustrative example is a triangular frustrated struc-
ture, which can be found in the three-leg spin tubes with
the larger frustration and quantum fluctuations [12, 13].
These three-leg spin tubes have been studied intensively
both experimentally and theoretically [12–21], and have
been developed by synthesizing of odd number (n) of
the legs spin tube, such as [(CuCl2tachH)3Cl]Cl2 [22],
and XCrF4 (X=Cs or K) with n = 3 [23], as well as,
Na2V3O7 with n = 9 [24]. One of the most recent ex-
ample is a four-leg spin-1/2 nanotube Cu2Cl4D8C4SO2
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FIG. 1. (Color online) Schematic representation of the frus-
trated four-leg spin tube. The interaction along the legs is
characterized by J1 (red lines), J0 shows the intra-plaquettes
infraction (black lines), and the diagonal interaction Jd has
been shown by the green lines.
with next-nearest neighbor (NNN) AFM interaction,
and diagonally coupling adjacent legs (Fig. 1) [25–27].
Although, the spin tubes with an odd number of legs
and only nearest neighbor antiferromagnetic (AFM)
intrachain coupling are geometrically frustrated, it is
well known that the four-leg spin tube with only nearest
neighbor AFM exchange is not frustrated, neither in the
weak or the strong plaquette coupling limits [5, 11, 28–
31].
The frustration in four-leg spin tube arrises by con-
sidering the next nearest coupling or diagonal interac-
tion (see Jd, green lines, in Fig. 1). This has generated
much recent interest, and there have been several theo-
retical attempts to look at the frustrated isotropic four-
leg spin tube (FAFST) [11, 28, 32–34]. In particular, it
has been investigated using the density matrix renormal-
ization group (DMRG)[32], exact diagonalization, series
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2expansion[28], Schwinger bosons mean field theory, and
quantum Monte-Carlo simulation [11]. Moreover, a study
of the phases of the FAFST in the presence of a magnetic
field has been done in a combined analysis using pertur-
bative methods, variational approach and DMRG [32].
Although the magnetic properties of the FAFST
model has been investigated in previous works, still
the perceptive of the quantum phases on a larger scale
is missing [11]. In this light, it is inexplicable that
the phase diagram is not fully understood, and also
the universality class of the model is unknown in the
presence of anisotropy. This encourages us to investigate
the FAFST model in the presence of a magnetic field
using the real space renormalization group (RSRG)
approach.
In this respect, we demonstrate the ground state mag-
netic phase diagram of such a system, and aim to show
that in the limit of the strong leg coupling the diagonal
frustrating interaction does not flow under QRG trans-
formation. Furthermore, in the limit of the strong leg
coupling, the spin tube goes to the strong plaquette cou-
pling limit (weakly interacting plaquettes) under renor-
malization transformations. Subsequently, in the strong
plaquette coupling limit, under RSRG transformation,
the FAFST model maps onto the one-dimensional (1D)
spin-1/2 XXZ model in the presence of an effective mag-
netic field. We also show that when the leg and frustrat-
ing couplings are the same (maximum frustration line),
only first order quantum phase transitions is observed
at zero temperature. This results that the magnetization
(per particle) process exhibits fractional plateaus at zero,
one-quarter, one-half and three-quarter of the saturation
magnetization. We find that away from the maximum
frustration line the model exhibits both first and second
order quantum phase transitions. In addition, the numer-
ical Lanczos method is applied for the finite size spin-1/2
nanotubes and mentioned behavior is approved.
II. FAFST MODEL: REAL SPACE
RENORMALIZATION GROUP STUDY
A. Theoretical Model
We consider the Hamiltonian of the geometrically frus-
trated anisotropic four-leg spin tube (FAFST) model in
the presence of a magnetic field on a periodic tube of N
sites, which is given by
H = 1
4
N∑
i=1
4∑
α=1
[
H(i,α; i,α+1)0 +H(i,α; i+1,α)1
+H(i,α; i+1,α+1)d − 2hσzi,α
]
.
(1)
Here we define
H(i,α; j,β)n = Jn(σxi,ασxj,β + σyi,ασyj,β) + ∆nσzi,ασzj,β , (2)
FIG. 2. (Color online) Renormalization scheme of frustrated
four-leg nano-spin tube in the strong leg-coupling limit, where
a three site blocks Hamiltonian along the legs (top) are
mapped to a renormalized spins (bottom).
with n = (0, 1, d), the indeses α, β = 1−4 run over intra-
plaquettes spins and i, j count the inter-plaquettes sites.
Here J0, J1 and Jd are the plaquette, leg, and diagonal
exchange couplings respectively, and the corresponding
easy-axis anisotropies are defined by ∆0, ∆1 and ∆d.
Furthermore, ~σ = (σx, σy, σz) denotes the Pauli matri-
ces, and h represents a magnetic field to point along the
z-direction.
The FAFST model is invariant under several sym-
metry operations: one-site translation ~σi,α → ~σi+1,α,
bond-centered inversion ~σi,α → ~σ1−i,α, time reversal
~σi,α → −~σi,α, U(1) spin rotation around the z axis, and
pi rotation around the x or y axis [35]. We should men-
tion that the isotropic form of the above Hamiltonian,
∆n=0,1,d = 1, has the SU(2) symmetry in the absence of
the magnetic field.
Based on real Space Renormalization group approach
(Appendix A), and using the low-energy effective Hamil-
tonian we discuss the properties of the spin tube, Eq. (1)
in two possible limits. The first limit that is considered
in the section II B, corresponds to the strong leg-coupling
and is defined by J1/J0,d → ∞. The second case, is the
strong plaquette coupling limit J0/J1,d → ∞ and is re-
viewed in the section II C, which corresponds to almost
decoupled plaquettes.
B. The strong leg coupling limit: J1/J0,d →∞
In this regime the spin nanotube resembles a chain of
four weakly coupled XXZ chains where the weak plaque-
tte coupling J0 and diagonal coupling Jd can be treated
perturbatively. We study this limit for two different cases
of in the absence and in the presence of external fields:
31. In the absence of the magnetic field: h = 0
As a first step, to get a better understanding of the spin
tube properties in the strong leg-coupling limit, we look
at the Hamiltonian without the magnetic field, h = 0. To
implement the idea of QRG in the strong leg-coupling
limit, we use the three site block each along every leg
(Fig. 2) and kept the degenerate ground states of each
block to construct the projection operator [3]. The inter-
block HamiltonianHBB , the block Hamiltonian hBI of the
three sites and its eigenstates and eigenvalues are given in
Appendix B. Calculating the effective Hamiltonian to the
first order correction leads to the effective renormalized
Hamiltonian exactly similar to the initial one, Eq. (1),
by exchanging the couplings and anisotropies by renor-
malized one [Jn → J ′n and ∆n → ∆′n in the Eq. (2)], and
results
H(i,α; j,β)n = J ′n(σxi,ασxj,β + σyi,ασyj,β) + ∆′nσzi,ασzj,β . (3)
These renormalized coupling constants are functions of
the original ones which are given by the following equa-
tions
J ′1 = ε1J1; ∆
′
1 = ε1
[δ1
2
]2
∆1,
J ′d = ε1Jd; ∆
′
d =
[δ1
2
]2
ε1∆d,
J ′0 = −
[ 2
δ1
]
ε1Jd +
[2δ21 + 1
δ21
]
ε1J0,
∆′0 =
[2− δ21
2
]
ε1∆d +
(3δ41 − 4(δ21 − 1)
4δ21
)
ε1∆0,
(4)
where ε1 =
[
2δ1
2+δ21
]2
, and
δn =
1
2Jn
(
∆n +
√
∆2n + 8J
2
n
)
; (n = 0, 1, d). (5)
The rescaled QRG equations can be obtained by dividing
the above equations by the factor of ε1. Furthermore, the
stable and unstable fixed points of the rescaled equations
are evaluated by solving the following equations
J ′n = Jn = J
∗
n; ∆
′
n = ∆n = ∆
∗
n, (6)
For simplicity and without loss of generality, we restrict
our analysis to the case of isotropic interaction in leg and
diagonal couplings, ∆1 = J1, ∆d = Jd (δ1 = 2). This
restrictive case will suffice to show the interesting feature
of the system. In the isotropic case the renormalized
coupling constants [rescaled of Eq. (4)] are reduced the
following form
J ′1 = ∆
′
1 = ∆1 = J1, J
′
d = ∆
′
d = ∆d = Jd,
J ′0 = −Jd +
9
4
J0; ∆
′
0 =−Jd +
9
4
∆0.
(7)
Thus, the QRG equations express that the isotropic ex-
change interaction of leg and diagonal coupling are pre-
served under QRG, ∆′1 = J1, ∆
′
d = J
′
d, and surprisingly
3
0
2
4
J d
-2
0
2
J
0
(I)
Δ0 → ∞
-
⎯
→⎯
∞
J0
Δ0 → -⎯ Δ0
→ ∞+⎯
∞
→⎯ -J0 ∞
+
+→⎯J0 ∞
Δ0
(II)
(IV)
(III)
FIG. 3. (Color online) Three dimensional phase diagram of
four-legs spin tube in a absence of magnetic field. The blue
and purple planes are critical surfaces where separate the
phase diagram of model into four distinct region. The flow
of couplings are different in each region. Arrows show the
running of couplings under QRG. The black solid line corre-
sponds to the critical line where the blue critical surface meets
with the purple critical surface. We set J1 = 1.
diagonal coupling, Jd, dose not flow under QRG transfor-
mations. Since the diagonal coupling induces frustrated
magnetic orders, therefore the universality class of the
model is unaffected in the presence of the frustrating in-
teraction. Moreover, for each value of Jd, there is a crit-
ical point ∆c0 = J
c
0 = 0.8J2 above which plaquette cou-
pling J0 and corresponding anisotropy ∆0 go to infinity
(J0 → +∞, ∆0 → +∞), while for J0 < Jc0 and ∆0 < ∆c0
the plaquette coupling and plaquette anisotropy decrease
gradually and their sign change from positive (antiferro-
magnetic) to negative (ferromagnetic) after a few steps,
and run finally to infinity (J0 → −∞, ∆0 −∞).
The QRG flow shows that the model has four stable
fixed points (lines) located at (Jd, J0 → ∓∞, ∆0 →
∓∞) while (Jd, J0 = 0.8Jd, ∆0) and (Jd, J0, ∆0 =
0.8Jd) stand for the unstable fixed points which specify
the critical surfaces of the model (Fig. 3). The signif-
icant result of our calculations occurs when J0 −→ 0,
in which the spin nanotube decouples to four weakly
interacting XXZ chains and can be analyzed by means
of bosonization and conformal field theory [5, 29]. The
QRG equations show that, in the presence of very small
diagonal coupling, if we start with J0 = 0, the ferromag-
netic plaquette interaction (J0 < 0) is generated under
QRG transformation and runs to infinity. The genera-
tion of plaquette interaction under QRG originates from
the presence of diagonal coupling.
We have linearized the QRG flow at the critical line
(Jd, J
c
0 = 0.8Jd, ∆
c
0 = 0.8Jd) (black thick solid line
in Fig. 3) and found two relevant and one marginal di-
rections. The eigenvalues of the matrix of linearized
flow are λ1 = λ2 =
9
4 and λ3 = 1. The corre-
4sponding eigenvectors in the |Jd, J0,∆0〉 coordinates are
|λ1〉 = |0, 1, 0〉, |λ2〉 = |0, 0, 1〉 and |λ3〉 = | 54 , 1, 1〉.
The relevant directions (|λ1〉, |λ2〉) show the flow direc-
tion of plaquette coupling J0 and plaquette anisotropy
∆0, respectively. The marginal direction (|λ3〉) corre-
sponds to the tangent line of the critical line where a
critical surface (Jd, J
c
0 = 0.8Jd, ∆0) meets with a crit-
ical surface (Jd, J0, ∆0 = 0.8Jd) (Fig. 3). We have
also calculated the critical exponents at the critical line
(Jd, J
c
0 = 0.8Jd, ∆
c
0 = 0.8J2) [36]. In this respect, we
have obtained the dynamical exponent and the diverg-
ing exponent of the correlation length. The dynamical
exponent is given by
z =
ln
(
J′1
J1
)
ln(nB)
= 2, (8)
where nB = 3 is the number of sites in each block. The
correlation length diverges as
ξ ∼ |J0 − Jc0 |−ν ∼ |∆0 −∆c0|−ν (9)
with exponent ν = 1.35, which is expressed by
ν =
ln(nB)
ln
(
dJ′0
dJ0
) = ln(nB)
ln
(
d∆′0
d∆0
) . (10)
It is remarkable to note that, in the absence of a
magnetic field, the frustrating NNN leg interaction, J2,
is generated automatically under QRG transformation
by adding the second order corrections [3, 37]. For
small NNN leg interaction (J2 < J1) the QRG equa-
tions show running of J2 to zero except at the isotropic
point (∆1 = J1) where J2 runs to the tri-critical point
J2 = 0.155J1 [3, 37]. To reduce complexity, in this paper
the second order correction is not considered.
2. In the presence of the magnetic field: h 6= 0
In the presence of an external magnetic field, the QRG
analysis can be done in a manner analogous to the work
done in the zero magnetic field case. The only difference
is that, due to the level crossing which occurs at
h1 =
1
8
(
3∆1 +
√
∆21 + 8J
2
1
)
=
1
4
(∆1 + δ1J1), (11)
for the eigenstates of the block Hamiltonian, the pro-
jection operator P0 can be different depending on the
coupling constants (see Appendix C). The first order ef-
fective Hamiltonian for h < h1, is similar to the original
one, Eq. (1), and the normalized couplings, apart from
a renormalized magnetic field, is exactly the same as the
zero magnetic field case, Eq. (7), and the renormalized
magnetic field is given by
h′ =
(2 + δ21
2δ1
)2
h.
FIG. 4. (Color online) A schematic decomposition of four-legs
spin tube into plaquettes blocks where each plaquette replaced
by an effective single site under renormalization process.
The process of renormalization of Hamiltonian Eq. (1)
for h > h1, to the first order corrections, leads to the
similar Hamiltonian with different coupling constants
given in the Appendix C. In the presence of an external
magnetic field, for simplicity, we restrict ourself to
the case of isotropic exchange interactions in intra-leg
(∆1 = J1) and diagonal (∆d = Jd) couplings. The
running of couplings under QRG transformation for
h < h1 shows that the magnetic field increases gradually
and goes beyond the level crossing point (h1) after a
few steps, which means both regions h < h1 and h > h1
are unique phases. Thus, it is sufficient to study the
QRG-flows of the system just for h > h1 to obtain the
fixed points, critical points and the ground state phase
of the system.
For h > h1 the QRG-flows show running of leg cou-
pling J1 to zero, which represents the renormalization of
the energy scale, and the initial isotropic case (∆d = Jd)
are not preserved under QRG transformation. Moreover,
starting with any initial values of ∆1 and ∆d, the intra-
leg and diagonal anisotropies run to zero, while the pla-
quette interaction and corresponding anisotropy go to-
ward infinity for any initial values of J0 and ∆0. It is
necessary to mention that the diagonal interaction Jd
does not flow under QRG even in the presence of a mag-
netic field. In summary, QRG equations express that the
spin tube prepared in the strong leg-coupling limit goes
to the strong plaquette coupling limit which has been
considered in the following section.
C. The strong plaquette coupling (Weakly
interacting plaquettes): J0/J1,d →∞
In the strong plaquette coupling limit where we have
J0/J1,d → ∞, the plaquettes are almost decoupled, and
the inter-plaquette couplings J1,d can be dealt with per-
turbatively. To apply the QRG scheme to the model
in the strong plaquette coupling limit, we consider the
5original Hamiltonian, Eq. (1), and split the spin tube
into blocks that each contains independent plaquette (see
Fig. 4). In that matter, the Hilbert space of each pla-
quette has sixteen states including two spin-0 singlets,
nine spin-1 triplets and five spin-2 quintuplets [32]. The
four lowest eigenvalues of the plaquette Hamiltonian la-
beled by eα=0,1,2,3 and their corresponding eigenstates
are given in the Appendix D. Because of a possible en-
ergy level crossing between these eigenstates, the pro-
jection operator, P0, can be different depending on the
coupling constants. We classify the regions correspond-
ing two lowest eigenvalues to construct their projection
operators, and we discuss the phase diagram in terms of
the following five different regions:
1. Region I: h < ∆0 − J0
In this region we consider e0 as a ground state and e2
as a first excited state, and to the first order corrections
the effective Hamiltonian leads to the exactly solvable 1D
transverse field Ising model
Heff = −
N∑
i=1
[
J ′σxi σ
x
i+1 + h
′σzi
]
, (12)
where
J ′ =
δ20
(2 + δ20)
(∆d −∆1); h′ = δ0J0 −∆0. (13)
The 1D Ising model in a transverse field is exactly solv-
able by the Jordan-Wigner transformation [10] and the
RSRG [36]. For simplicity we consider isotropic interac-
tion on the plaquette ∆0 = J0. Then, the renormalized
coupling and transverse field reduce to J ′ = (∆d−∆1)/3,
and h′ = J0. Phase transition between the paramag-
netic and antiferromagnetic/ferromagnetic phases takes
place at h′ = J ′ under which the system is ferromag-
net (∆1 < ∆d) or antiferromagnet (∆1 > ∆d) while the
system enters the paramagnetic phase above the criti-
cal point h′ > J ′. It is remarkable that, by assuming
equal anisotropy ratios for the leg and diagonal interac-
tions ∆1 = ∆d the system is always in the paramagnetic
phase where spins aligned along the direction of the ex-
ternal magnetic field.
2. Region II: ∆0 − J0 < h < (δ0 − 1)J0
In this region, we have e0 as a ground state and e1
as a first excited state. This leads the effective Hamilto-
nian to the well known 1D XXZ model in the presence of
an external magnetic field (Appendix E), which can be
solved exactly by the Bethe ansatz method [38, 39]
Heff =
N∑
i=1
[J ′
4
(σxi σ
x
i+1 + σ
y
i σ
y
i+1) +
∆′
4
σzi σ
z
i+1 −
h′
2
σzi
]
.
(14)
Here couplings of renormalized Hamiltonian are given by
J ′ =
(δ0 + 2)
2
(4 + 2δ20)
(J1 − Jd); ∆′ = 1
4
(∆1 + ∆d),
h′ = −h+ (δ0 − 1)J0 + ∆′.
(15)
3. Region III: (δ0 − 1)J0 < h < 12 (∆0 + δ0J0)
This region is defined by the situation of e1 as a ground
state and e0 as a first excited state, one can show that
the first-order effective Hamiltonian is the same as former
case, Eq. (14), with the negative field, and the couplings
are defined as before, Eq. (15).
4. Region IV: 1
2
(∆0 + δ0J0) < h < ∆0 + J0
For the field in this interval, e1 is a ground state and
e3 is a first excited state, and the effective Hamiltonian
is also similar to the case of regions II with different cou-
pling constants defined by
J ′ = (J1 − Jd); ∆′ = 1
4
(∆1 + ∆d),
h′ = −h+ J0 + ∆0 + 3∆′.
(16)
5. Region V: h > ∆0 + J0
For the field which fulfills h > ∆0+J0, e3 is the ground
state and e1 is the first excited state. Therefore, the effec-
tive Hamiltonian up to the first order is the same as the
region IV with the magnetic field in opposite direction,
and the coupling constants are the same as Eq. (16).
D. Phase Transition
As shown, the renormalized Hamiltonian, in the strong
plaquette coupling limit, is different than the original
one, FAFST, to find the recursion relation. However, the
effective Hamiltonian are exactly solvable [38–40] and it
enables us to predict distinct features of the spin tube in
the strong plaquette coupling limit. To prevent the com-
plexity, we restrict our study to the case ∆0 = J0 and
h ≥ 0. In such a case, our analysis does not cover the
region I and we only consider the regions II-V, where the
expected FAFST models in the presence of the magnetic
field are mapped to the well-known 1D spin 1/2 exactly
solvable models.
1. First order phase transition: J1 = Jd
In the case of the equal inter-plaquette couplings J1 =
Jd, the frustration is maximum, and the effective model
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FIG. 5. (Color online) Magnetization (per site) of FAFST versus the magnetic field h obtained by QRG transformation on the
maximum frustration line J1 = Jd, with couplings and anisotropic parameters: (a) ∆1 = ∆d = 0.5J0 and two cases of ∆0 = 0
and ∆0 = J0, and (b) ∆0 = J0 and three cases of ∆1 = 0; ∆d = J0, ∆1 = J0; ∆d = 0.5J0, and ∆1 = J0; ∆d = J0. (c) Same
quantity obtained by the numerical Lanczos results on finite spin-1/2 nanotube systems with size N = 24, for different values
of the exchanges as ∆0 = 0, and J1 = ∆1 = Jd = ∆d = 0.5J0. The inset shows the corresponding energy gap. Here and in the
following figures, we set J0 = 1.
reduces to the well-known 1D spin-1/2 Ising model in a
longitudinal magnetic field,
Heff = 1
4
N∑
i=1
[
∆′σzi σ
z
i+1 ± 2h′σzi
]
, (17)
The ground state properties of this model has been in-
vestigated using the RSRG method [41]. This model
shows a first order transition from a classical antifer-
romagnetic ordered phase to the saturated ferromag-
netic phase at ∆′ = h′. Depends on the values of the
anisotropy parameter ∆′ and the magnetic field h′, the ef-
fective Hamiltonian reveals two magnetization (per site)
plateaus Meffz = 0 and M
eff
z = ±1/2 correspond to
the antiferromagnetic and the ferromagnetic phases, re-
spectively. Consequently, the first order phase transition
points of the FAFST are given by
hc1 = hc2 = δ0 − J0,
hc3 = hc4 = δ0 − J0 +
1
2
(∆1 + ∆d),
hc5 =hc6 = J0 + ∆0 +
1
2
(∆1 + ∆d),
hc7 =hc8 = J0 + ∆0 + ∆1 + ∆d.
(18)
Additionally, the magnetization in the FAFST are con-
nected to the magnetization plateaus in the effective
Hamiltonian using the renormalization equation (see the
Appendix D).
For h < 12 (∆0 + δ0J0) the plateaus at M
eff
z = 0,
Meffz = ±1/2 in the curve of magnetization (per site)
versus h′ in the effective model translate into plateaus at
MSTz = 1/8, M
ST
z = 0, and M
ST
z = 1/4 in the curve of
magnetization (per site) versus h in the FAFST. There
are also renormalization equation for h > 12 (∆0 + δ0J0)
for linking the magnetization plateaus in the effective
Hamiltonian to the magnetization curve in the FAFST
(see Appendix D). In such case, plateaus at Meffz = 0,
Meffz = ±1/2 in the magnetization curve of the effec-
tive model turn into MSTz = 1/4, M
ST
z = 3/8 and
MSTz = 1/2 in the magnetization curve of the FAFST
model.
The magnetization curves of FAFST along the max-
imum frustration line (J1 = Jd) have been shown in
Figs. 5(a and b) based on the numerical RSRG results.
To examine the anisotropy effects, the magnetization
curves of FAFST have been plotted versus the magnetic
field h for different values of anisotropies. Notice that in
Fig. 5(a) the magnetization plateaus has been depicted
versus h for isotropic case ∆0 = J0, J1 = ∆1, Jd = ∆d
(dashed-blue curve) which shows quantitatively excellent
agreement with numerical density matrix renormaliza-
tion group results [32]. This result indicates that the
RSRG is a good approach to study the critical behavior
of FAFST in the thermodynamic limit.
To examine the anisotropy effects, the magnetization
curves of FAFST have been plotted versus the magnetic
field h in Fig. 5 for different values of anisotropies. As
seen, the location of critical points and the width of the
magnetization plateaus are controlled by the anisotropies
according to Eq. (18). It is to be noted that, the renor-
malized subspace specified by the singlet (e0) and triplet
(e1) states is separate at the level crossing point hl =
1
2 (∆0 + δ0J0) from the renormalized subspace defined by
the triplet (e1) and quintuplet (e3) states. Therefore, for
the cases that hc3 (= hc4) is greater than hl, the point
hc3 is not the critical point and the level crossing point
would be a first order phase transition point (Figs. 5(a)-
(b)). From Fig. 5(b) one can clearly see that the width
of M
(ST )
z = 1/8 and M
(ST )
z = 3/8 plateaus reduced by
decreasing the inter-plaquette anisotropies (∆1 + ∆d).
To accomplishment of our study, using the numerical
Lanczos method we have studied the effect of the
external magnetic field on the ground state magnetic
phase diagram of the mentioned FAFST model. In
Fig. 5(c), we have presented our numerical results. In
this figure on top of the magnetization, in the inset
we plot the energy gap as a function of the magnetic
field for a tube size N = 24 and different values of the
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FIG. 6. (Color online) The phase diagram: h vs (∆1 + ∆d)
along the line J1 = J2 obtained by QRG transformation for
∆0 = J0 = 1.
exchanges according to the ∆0 = 0, J1 = ∆1 = 0.5J0
and Jd = ∆d = 0.5J0. As is seen, in the absence of
the magnetic field the FAFST model is gapped. By
increasing the magnetic field, the energy gap decreases
linearly and vanishes at the first critical field. By
more increasing the magnetic field, the energy gap
will be closed in other three critical magnetic fields,
independent of the system size. After the fourth critical
field, the gap opens again and for a sufficiently large
field becomes proportional to the magnetic field which
is known as the indication of the ferromagnetic phase.
On the other hand, the magnetization is zero in the
absence of the magnetic field at zero temperature. By
increasing the magnetic field, besides the zero and
saturation plateaus, three magnetization plateau at
M = 1/8,M = 2/8,M = 3/8 are observed. We have
to mention that the critical fields estimated by the
numerical Lanczos method are in complete agreement
with our analytical results presented in figures Fig. 5(a).
The magnetic phases of FAFST along maximum frus-
tration line J1 = Jd has been shown versus (∆1 + ∆d)
and h in Fig. 6 for ∆0 = J0, based on the RSRG
approach. As it can be observed, M
(ST )
z = 3/8 and
M
(ST )
z = 1/2, plateaus width linearly increase with frus-
trating anisotropy (∆1 + ∆d), while width of M
(ST )
z =
1/8 plateau initially increases linearly with (∆1 + ∆d)
and then at hl point reaches to the constant value.
It would be worth mentioning that although at the
isotropic point: ∆0 = J0, J1 = ∆1, Jd = ∆d, the critical
points of FAFST, Eq. (18), reduces to the critical points
expression obtained by low energy effective method [32],
but the magnetic phase obtained by QRG method is
not the same as that of obtained by the low energy ef-
fective method [32]. This discrepancy originates from
the presence of level crossing point hl, where the system
shows first order first transition. The low energy effective
method is incapable of capturing the effect of this level
crossing point even away from the maximum frustration
line J1 = Jd.
2. Second order phase transition: J1 6= Jd
As we mentioned previously, in the case where inter-
plaquette couplings are not equal J1 6= Jd, the FAFST
Hamiltonian maps to the effective Hamiltonian, the 1D
spin 1/2 XXZ chain in the presence of the longitudinal
magnetic field. This model is exactly solvable by means
the Bethe ansatz method. Moreover, the properties
of the XXZ model in the presence of a magnetic field
has been studied using the QRG method [40]. In
this subsection we study the effective Hamiltonian, by
combining a Jordan-Wigner transformation [10] with a
mean-field approximation [42] (see Appendix E). Then
by using the renormalization equations which connects
the magnetization of the effective model to that of
FAFST, we can obtain the magnetization of the FAFST.
Therefore, it is useful to briefly review the main features
of the 1D XXZ chain in the presence of the magnetic field.
In absence of a magnetic field h′ = 0, for ∆′ = J0,
the Hamitonian is SU(2) symmetry invariant, but for
∆′ 6= J0 the SU(2) symmetry breaks down to the U(1)
rotational symmetry around the z-axis. It is known that
for planar anisotropy −J0 ≤ ∆′ ≤ J0 the model is not
supporting any kind of long range order where the cor-
relations decay algebraic and the ground state is gap-
less [43], so called Luttinger liquid phase. Enhancing the
amount of anisotropy stabilizes the spin alignment. For
∆′ > J0, the symmetry of the ground state is reduced to
Z2 and the ground state is the gapped Ne`el ordered state
which is in the universality class of 1D antiferromagnetic
Ising chain. Indeed, the third term in the Hamiltonian
Eq. (14) causes Ne`el ordering in the system while the
first two terms in the Hamiltonian extend the quantum
fluctuations in the system and result in the corruption
of the ordering. Furthermore, for ∆ < −J0 the ground
state is the gapfull ferromagnetic state.
In presence of a magnetic field h′ 6= 0, there are
two critical lines hc1 and hc2 restricting Luttinger liq-
uid phase between ferromagnetic and Ne`el phases which
are given by following equations [39]
hc1 = J
′ sinh g
+∞∑
n=−∞
(−1)n
cosh(ng)
;
hc2 = ±
(
1 +
∆′
J0
)
|J ′|,
(19)
with g = cosh−1(∆
′
J0
). For ∆′ > J0 and small magnetic
fields h′ < hc the ground state is still the Ne`el ordered
state. This state exhibits a gap in the excitation
spectrum whose value at h′ = 0 corresponds to hc1.
In particular, it is exponentially small close to the
Heisenberg point at ∆′ = J0, which is characteristic for
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FIG. 7. (Color online) Magnetization (per site) of FAFST versus the magnetic field h obtained by QRG transformation for
J1 6= Jd cases, with couplings and anisotropic parameters: (a) ∆0 = J0; J1 = ∆1 = 0.48J0; Jd = 0.52J0 and three cases
of ∆d = (0, 0.52, 1)J0, and (b) ∆0 = J0; J1 = ∆1 = 0.4J0; Jd = 0.6J0 and three cases of ∆d = (0, 0.6, 1)J0. (c) Numerical
Lanczos results of the same quantity on finite spin-1/2 nanotube systems with the system size N = 24. We set ∆0 = J0,
and the rest of exchanges are considered for two set of parameters as J1 = ∆1 = 0.48J0; Jd = ∆d = 0.52J0 (solid-red) and
J1 = ∆1 = 0.4J0; Jd = ∆d = 0.6J0 (dashed-blue).
a Kosterlitz-Thouless transition [44, 45]. The Luttinger-
liquid state exists for |∆′| < J0, h′ < hc2 and ∆′ > J0,
hc1 < h
′ < hc2. Finally, phase transition between
Luttinger-liquid and ferromagnetic occurs at h = hc2
under which the ground state is the ferromagnetically
polarized state along the z-direction.
To study the effect of anisotropy, the magnetization
of FAFST is plotted versus the magnetic field in Fig. 7,
for different values of anisotropies. It can be clearly seen
that, M
(ST )
z = 1/8 and M
(ST )
z = 3/8 plateaus width
enhances (reduces) by increasing (decreasing) the inter-
plaquette anisotropies (∆1,∆d), and the first order phase
transition point at hl fades out gradually by decreasing
∆1 and ∆d. As seen, for a small deviations from the max-
imum frustrated line J1 = 0.48J0, Jd = 0.52J0, width of
M
(ST )
z = 1/8 and M
(ST )
z = 3/8 plateaus reduce, and
jumps between plateaus change to smooth curves which
is feature of Luttinger liquid phases. As represented in
Fig. 7(b), M
(ST )
z = 1/8 and M
(ST )
z = 3/8 magnetiza-
tion plateaus are not present for J1 = 0.4J0, Jd = 0.6J0.
Away from the maximum frustrated line, the magne-
tization shows only a gapless Luttinger liquid phase,
which means the system consists of decoupled spin-1/2
chains. In other words, the presence of M
(ST )
z = 1/8 and
M
(ST )
z = 3/8 plateaus is very sensitive to frustration.
Again we have implemented our numerical Lanczos
algorithm on the mentioned FAFST model. In Fig. 7(c),
we have presented our numerical results for different
values of the anisotropy parameters. In this figure,
the magnetization for a size N = 24 is plotted as a
function of the magnetic field for two set of anisotropy
parameters according to ∆0 = J0; J1 = ∆1 = 0.48J0,
Jd = ∆d = 0.52J0 and ∆0 = J0; J1 = ∆1 = 0.4J0,
Jd = ∆d = 0.6J0. As is seen in this figure, the place and
width of magnetic plateaues are in complete agreement
with the analytical results presented in Fig. 7(b). One
should note that observed oscillations of the magnetiza-
tion in the Fig. 7(c) are arised from the level crossings
in the finite size systems.
Inspecting the effect of anisotropy, clearly shows the
M
(ST )
z = 1/8 and M
(ST )
z = 3/8 plateaus width enhances
(reduces) by increasing (decreasing) the inter-plaquette
anisotropies (∆1,∆d), and the first order phase transition
point at hl fades out gradually by decreasing ∆1 and ∆d.
To summarize, for small deviation from maximum frus-
trating line, the one-eight and third-eight magnetization
plateaus width, which are sensitive to frustration, can
be controlled by the intra-plaquette anisotropies. Away
from the maximum frustrating line, where the one-eighth
and three-eighth magnetization plateaus are absent, the
intra-plaquette anisotropies can affect the width of one-
quarter magnetization plateau.
III. SUMMARY
We survey a geometrically frustrated anisotropic four-
leg spin tube in the absence/presence of the magnetic
field using the quantum real Space Renormalization
group. We show that in the limit of the strong leg cou-
pling the diagonal frustrating interaction does not fellow
under renormalization transformation. Moreover, in the
limit of the strong leg coupling, the spin tube goes to the
strong plaquette coupling limit, i.e., weakly interacting
plaquettes. Our study indicates that in the weakly in-
teracting plaquettes, FAFST maps onto the 1D spin-1/2
XXZ model under renormalization transformation. For
the case that the leg and frustrating couplings are the
same (maximum frustrating line), the FAFST Hamilto-
nian reveals only first order quantum phase transitions
at zero temperature. In such a case, fractional mag-
netization plateaus at zero, one-quarter, one-half and
three-quarter of the saturation magnetization are exhib-
ited. Also, the magnetization plateaus at one-quarter
and three-quarter of the saturation magnetization show
9the highest sensitivity to frustration and washed out
away from the maximum frustrating line. Comparing
the QRG to the density matrix renormalization group
results guaranteed that the real space renormalization
group method is a remarkable approach to study the crit-
ical behavior of FAFST in the thermodynamic limit. We
have also calculated the classical phase diagram by con-
sidering the spin structure as a spiral [28]. The result
show that MSTz = 0 and M
ST
z = 1/2 can be captured by
classical spin while, absence of MSTz = 1/8, M
ST
z = 1/4,
and MSTz = 3/8, shows that they are originated from
quantum effect (frustration).
At the end, attention should be paid to the impor-
tance of the exploration of quantum correlation, such
as entanglement and quantum discord in the FAFST
model. They can be easily done in the thermodynamics
limit by applying the real Space Renormalization group
method [46–50]. In particular, studying the four-leg spin
tube frustrated by next-nearest-neighbor interaction on
the leg, is an interesting topic that clearly deserves future
investigations, which are not considered in the current
work.
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APPENDICES
Appendix A: Real Space Renormalization Group
(RSRG)
When dealing with zero temperature properties of
many-body systems with a large number of strongly cor-
related degrees of freedom, one can consider real space
renormalization Group (RSRG) as a one of the possible
and powerful methods [36, 41, 48, 51]. Where, its ap-
plication on lattice systems implies the construction of
a new smaller system corresponding to the original one
with new (renormalized) interactions between the degrees
of freedom [52–54]. One of the tasks of QRG is to obtain
the recursion relation, which define the transformation
of old couplings into new ones. In the Kadanoffs repre-
sentation, analyzing such recursion relation determines
qualitatively the structure of the phase diagram; approx-
imately locates the critical/fixed points and obtains the
critical exponents [3, 36, 41]. This method divides a lat-
tice into disconnected blocks of nB sites each where the
Hamiltonian is exactly diagonalized. This partition of
the lattice into blocks induces a decomposition of the
Hamiltonian H into an intrablock Hamiltonian HB and
a interblock HamiltonianHBB , where the block Hamilto-
nian HB is a sum of commuting terms, HB = ∑n/nBI=1 hBI ,
each acting on different (Ith) blocks of chain. Each block
is treated independently to build the projection operator
P0 onto the lower energy subspace. The projection of
the Hamiltonian is mapped to an effective Hamiltonian
Heff acts on the renormalized subspace. Thus, in per-
turbative approach, the effective Hamiltonian up to first
order corrections is given by [36]
Heff = Heff0 +Heff1 , (A1)
with
Heff0 = P0HBP0; Heff1 = P0HBBP0.
Appendix B: The intrea-block and intre-block
Hamiltonians of three sites, its eigenvectors and
eigenvalues in the absence of magnetic field
The inter-blockHBB and intra-blockHB Hamiltonians
for the three sites decomposition are
hBI =
1
4
4∑
α=1
[
J1
(
σx1,α,Iσ
x
2,α,I + σ
y
1,α,Iσ
y
2,α,I + σ
x
2,α,Iσ
x
3,α,I
+ σy2,n,Iσ
y
3,α,I
)
+ ∆1
(
σz1,α,Iσ
z
2,α,I + σ
z
2,α,Iσ
z
3,α,I
)]
;
(B1)
HBB =
1
4
N/3∑
I=1
4∑
α=1
[
J1
(
σx3,α,Iσ
x
1,α,I+1 + σ
y
3,α,Iσ
y
1,α,I+1
)
+ ∆1σ
z
3,α,Iσ
z
1,α,I+1
+ J0
(
σx1,α,Iσ
x
1,α+1,I + σ
x
2,α,Iσ
x
2,α+1,I + σ
x
3,α,Iσ
x
3,α+1,I
+ σy1,α,Iσ
y
1,α+1,I + σ
y
2,α,Iσ
y
2,α+1,I + σ
y
3,α,Iσ
y
3,α+1,I
)
+ ∆0
(
σz1,α,Iσ
z
1,α+1,I + σ
z
2,α,Iσ
z
2,α+1,I + σ
z
3,α,Iσ
z
3,α+1,I
)
+ Jd
(
σx3,α,Iσ
x
1,α+1,I+1 + σ
y
3,α,Iσ
y
1,α+,I+1
)
+ ∆dσ
z
3,α,Iσ
z
1,α+1,I+1
]
,
(B2)
where σµj,α,I refers to the µ-component of the Pauli ma-
trix at site j of the block labeled by I with itra-plaquettes
label α. The exact treatment of this Hamiltonian leads
to four distinct eigenvalues which are doubly degenerate.
The ground, first, second and third excited state energies
have the following expressions in terms of the coupling
constants:
e0 = −1
2
δ1J1; e1 =
1
2
δ′1J1; e2 = 0; e3 =
∆1
2
, (B3)
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with corresponding eigenfunctions
|ψ0〉 = 1√
2 + δ21
(| ↑↑↓〉 − δ1| ↑↓↑〉+ | ↓↑↑〉),
|ψ′0〉 =
1√
2 + δ21
(| ↑↓↓〉 − δ1| ↓↑↓〉+ | ↓↓↑〉),
|ψ1〉 = 1√
2 + δ
′2
1
(| ↑↑↓〉+ δ′1| ↑↓↑〉+ | ↓↑↑〉),
|ψ′1〉 =
1√
2 + δ
′2
1
(| ↑↓↓〉+ δ′1| ↓↑↓〉+ | ↓↓↑〉),
|ψ2〉 = 1√
2
(| ↓↓↑〉 − | ↑↓↓〉),
|ψ′2〉 =
1√
2
(| ↑↑↓〉 − | ↓↑↑〉),
|ψ3〉 = | ↑↑↑〉,
|ψ′3〉 = | ↓↓↓〉,
(B4)
where
δ′n = δn −
∆n
Jn
=
1
2Jn
[√
∆2n + 8J
2
n −∆n
]
, (B5)
and we consider | ↑〉 and | ↓〉 as the eigenstates of σz.
Appendix C: The intrea-block and intre-block
Hamiltonians of three sites, its eigenvectors and
eigenvalues in the presence of magnetic field
In the present of field the inter-block Hamiltonian for
the three sites decomposition are
hBI =
4∑
α=1
1
4
[
J1
(
σx1,α,Iσ
x
2,α,I + σ
y
1,α,Iσ
y
2,α,I + σ
x
2,α,Iσ
x
3,α,I
+ σy2,α,Iσ
y
3,α,I
)
+ ∆1
(
σz1,α,Iσ
z
2,α,I + σ
z
2,α,Iσ
z
3,α,I
)
− 2h(σz1,α,I + σz2,α,I + σz3,α,I)
]
,
(C1)
and intra-block Hamiltonian HBB is defined in similar
way as Eq. (B2). The ground, first, second and third
excited state energies have the following expressions in
terms of the coupling constants:
e0/1 = −1
2
(±h+ δ1); e2 = 1
4
(2∆1 − 6h); e3 = −1
2
h;
e4/5 =
1
2
[
∓ h+ δ′1
]
; e6 =
1
2
h; e7 =
1
2
(∆1 + 6h),
with following eigenfunctions
|ψ0〉 = 1√
2 + δ21
(| ↑↑↓〉 − δ1| ↑↓↑〉+ | ↓↑↑〉),
|ψ1〉 = 1√
2 + δ21
(| ↑↓↓〉 − δ1| ↓↑↓〉+ | ↓↓↑〉),
|ψ2〉 = | ↑↑↑〉,
|ψ3〉 = 1√
2
(| ↓↑↑〉 − | ↑↑↓〉),
|ψ4〉 = 1√
2 + δ
′2
1
(| ↑↑↓〉+ δ′1| ↑↓↑〉+ | ↓↑↑〉),
|ψ5〉 = 1√
2 + δ
′2
1
(| ↑↓↓〉+ δ′1| ↓↑↓〉+ | ↓↓↑〉),
|ψ6〉 = 1√
2
(| ↓↓↑〉 − | ↑↓↓〉),
|ψ7〉 = | ↓↓↓〉.
(C2)
The renormalized and rescaled coupling constants for h >
h1 are defined by
J ′1 =J1; ∆
′
1 = (
1
2 + δ21
)∆1,
J ′d =Jd; ∆
′
d = (
1
2 + δ21
)∆d,
J ′0 =− 2δ1Jd + (2 + δ21)J0,
∆′0 =(
2δ21
2 + δ21
)∆d + (
2 + δ41
2 + δ21
)∆0,
h′ =(2 + δ21)(−h+ ∆1 + δ1J1) + 2(
1 + δ21
2 + δ21
)∆1
+ 2(
5 + 3δ21 + 2δ
4
1
2 + δ21
)∆d + 2(
2 + 4δ21
2 + δ21
)∆0.
(C3)
Here the rescaling factor is ε′1 = (
1
2+δ21
).
Appendix D: The plaquette Hamiltonian, four lowest
eigenvalues of plaquette Hamiltonian and their
corresponding eigenstates in weak leg couplings
In the strong plaquette coupling (Weakly interacting
plaquettes: J0/J1,d → ∞) one can write the inter-block
and intra-block Hamiltonians for the plaquette decompo-
sition as
hBI =
1
4
[
J0
(
σx1,Iσ
x
2,I + σ
x
2,Iσ
x
3,I + σ
x
3,Iσ
x
4,I + σ
x
4,Iσ
x
1,I
+ σy1,Iσ
y
2,I + σ
y
2,Iσ
y
3,I + σ
y
3,Iσ
y
4,I + σ
y
4,Iσ
y
1,I
)
+ ∆0
(
σz1,Iσ
z
2,I + σ
z
2,Iσ
z
3,I + σ
z
3,Iσ
z
4,I + σ
z
4,Iσ
z
1,I
)
− 2h
(
σz1,I + σ
z
2,I + σ
z
3,I + σ
z
4,I
)]
,
(D1)
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and
HBB= 1
4
N∑
I=1
[
∆d
(
σz1,Iσ
z
2,I+1 + σ
z
2,Iσ
z
3,I+1 + σ
z
3,Iσ
z
4,I+1
)
+
4∑
α=1
[
J1
(
σxα,Iσ
x
α,I+1 + σ
y
α,Iσ
y
α,I+1
)
+∆1σ
z
α,Iσ
z
α,I+1
]
+ Jd
(
σx1,Iσ
x
2,I+1 + σ
x
2,Iσ
x
3,I+1 + σ
x
3,Iσ
x
4,I+1
+ σy1,Iσ
y
2,I+1 + σ
y
2,Iσ
y
3,I+1 + σ
y
3,Iσ
y
4,I+1
)]
,
(D2)
here σµα,I refers to the µ-component of the Pauli matrix
at the block labeled by I with itra-plaquettes label α.
The eigenstates are obtained by
|ψ0〉 = 1√
4 + 2δ20
(| ↑↑↓↓〉 − δ0| ↑↓↑↓〉+ | ↓↑↑↓〉
− δ0| ↓↑↓↑〉+ | ↓↓↑↑〉+ | ↑↓↓↑〉),
|ψ1〉 =1
2
(| ↑↑↓↑〉 − | ↑↑↑↓〉+ | ↓↑↑↑〉 − | ↑↓↑↑〉),
|ψ2〉 = 1√
2
(| ↓↑↓↑〉 − | ↑↓↑↓〉)
|ψ3〉 =| ↑↑↑↑〉,
(D3)
and corresponding eigenvalues are given by
e0 = −δ0J0; e1 = −(J0 + h); e2 = −∆0; e3 = (∆0 − 2h).
The magnetization (per site) in the effective Hamiltonian
Meffz linked to the magnetization (per site) of the spin
tube MSTz through the renormalization transformation
of the σz component of the Pauli matrices. The σz in the
effective Hilbert space has the following transformations
(α = 1, 2, 3, 4) for each region:
• II: P I0 σzα,IP I0 = 14 (1− σzI ); MSTz = 18 (1− 2Meffz ),
• III: P I0 σzα,IP I0 = 14 (1 + σzI ); MSTz = 18 (1 + 2Meffz ),
• IV: P I0 σzα,IP I0 = 14 (3− σzI ); MSTz = 18 (3− 2Meffz ),
• V: P I0 σzα,IP I0 = 14 (3 + σzI ); MSTz = 18 (3 + 2Meffz ).
Appendix E: Mean field approximation
One of the analytical approaches to study the renor-
malized 1D spin-1/2 XXZ Hamiltonian (Eq. (14)) is the
fermionization technique. In this respect, by applying
the Jordan-Wigner transformation [10] the effective XXZ
Hamiltonian maps onto a system of interacting spinless
fermions[55]:
H =
∑
i
[J ′
2
(c†i ci+1 + c
†
i+1ci) + ∆
′c†i cic
†
i+1ci+1
]
− (h′ + ∆′)
∑
i
c†i ci.
(E1)
It is known that the fermion interaction term can be de-
composed by following relevant order parameters which
are related to spin-spin correlation functions as[55]
γ1 = 〈c†i ci〉; γ2= 〈c†i ci+1〉, (E2)
Using c†i =
1√
N
∑N
n=1 e
iknc†k, the Fourier transformation
to momentum space is performed and then the diagonal-
ized Hamiltonian is obtained as
H =
∑
k
ε(k)c†kck, (E3)
where the energy spectrum is
ε(k) = (J − 2γ2∆) cos(k)− (h+ ∆− 2γ1∆). (E4)
Easily, one can show that the Fermi points are given by
±kF = ± arccos
[
h+ ∆− 2γ1∆
J − 2γ2∆
]
. (E5)
One should note that the following equations should be
satisfied self-consistently
γ1 = 1− kF
pi
, γ2 = − sin(kF )
pi
, (E6)
Finally, the magnetization is obtained as
M =

1
2 h > hc− 12 h < −hc
1
2 − kFpi −hc < h < hc
(E7)
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