Abstract. The intent of this paper is to present a set of axioms that are sufficient for a closure operation to generate a balanced big Cohen-Macaulay module B over a complete local domain R. Conversely, we show that if such a B exists over R, then there exists a closure operation that satisfies the given axioms.
In equal characteristic, the tight closure operation has been used to present proofs of the existence of balanced big Cohen-Macaulay modules and algebras. (See [D] , [Ho1] , [Ho2] , and [HH3] for example.) Finding a closure operation in mixed characteristic that is powerful enough to produce big Cohen-Macaulay modules or algebras has been an elusive yet very important goal for some time now, as the existence of such a closure operation would yield major results related to the homological conjectures in commutative algebra.
In this article, we present a list of seven axioms for a closure operation defined for finitely generated modules over a complete local domain R. After deriving some simpler consequences of the axioms (including colon-capturing), we prove that a closure operation satisfying the axioms implies the existence of a balanced big Cohen-Macaulay module over R. A balanced big Cohen-Macaulay module B over (R, m) is an R-module where every system of parameters in R is a regular sequence on B (i.e., if x 1 , . . . , x k+1 forms part of a system of parameters in R and b ∈ (x 1 , . . . , x k ) : B x k+1 , then b ∈ (x 1 , . . . , x k )B) and mB = B. Our main tools for proving this theorem will be Hochster's method of modifications [Ho1] and the use of analogues of phantom extensions developed by Hochster and Huneke [HH3] .
We then show that the existence of a balanced big Cohen-Macaulay module over a complete local domain can be used to create a closure operation that satisfies all of the axioms.
Finally, we demonstrate that all of the axioms are satisfied by tight closure. We also examine the axioms in relation to several other common closure operations associated with tight closure theory.
The Closure Axioms and Consequences
Let R be a complete local domain, and let N ⊆ M be finitely generated modules. An operation satisfying Axioms (1)-(5) below will be called a closure operation and will be denoted by N Axioms 1.1. Let (R, m) be a fixed complete local domain. Let I be an arbitrary ideal of R, and let N , M , and W be arbitrary finitely generated R-modules with N ⊆ M .
( (7) Let x 1 , . . . , x k+1 be a partial system of parameters for R, and let J = (x 1 , . . . , x k ). Suppose that there exists a surjective homomorphism
The final axiom will be referred to as the generalized colon-capturing property due to the fact that we will derive ordinary colon-capturing from it.
The following is a list of basic properties of a closure operation that mimics part of the list given for tight closure of modules in [HH1, Section 8].
Lemma 1.2. Let R be a complete local domain possessing a closure operation that satisfies Axioms (1)-(5). In the following, N , N ′ , and
, it is enough to prove the assertion for the case where
be the natural projection, and let ι i : M i → M be the natural inclusion for all i. By Axiom (4),
Conversely, we apply Axiom (4) to the map ι i to see that
Since each N i is ♮-closed, the conclusion follows from (c) and Axiom (1).
Although we only need Axiom (7) in the form given in order to produce a balanced big Cohen-Macaulay module, we can derive a more general property that does not require the map M → R/J to be surjective. In fact, if an operation satisfies Axioms (1), (3), and (4), then Axiom (7) is equivalent to Lemma 1.3. Lemma 1.3. Let R be a complete local domain possessing an operation that satisfies Axioms (1), (3), (4), and (7). Let x 1 , . . . , x k+1 be a partial system of parameters for R, and let J = (x 1 , . . . , x k ). Suppose that there exists a homomorphism f :
Proof. Given the setup above, suppose that u ∈ (Rv)
The map φ is surjective as φ(0, 1) = 1 + J. Also, φ(v, 0) = f (v) = x k+1 + J. Therefore, φ satisfies the assumptions of Axiom (7), and we may conclude that
We can now derive a colon-capturing property analogous to one found in tight closure theory. Proposition 1.4 (colon-capturing). Let R be as in the previous lemma. Let x 1 , . . . , x k+1 be a partial system of parameters in R. Then (x 1 , . . . , x k ) :
Proof. Apply the hypotheses above to Lemma 1.3 with M = R, J = (x 1 , . . . , x k ), f : R → R/J given by f (r) = rx k+1 + J, and v = 1. Then f (1) = x k+1 + J, (Rv) 
♮-Phantom Extensions
In this section we define a notion of phantom extensions for a closure operation satisfying Axioms (1)-(5). Phantom extensions and module modifications were used in [HH3] to produce a new proof of the existence of big Cohen-Macaulay modules in positive characteristic. Our study of ♮-phantom extensions will lead to the existence of a balanced big Cohen-Macaulay module over R.
In [HH3, Section 5], a map α : N → M of finitely generated R-modules is a phantom extension if there exists c ∈ R but not in any minimal prime such that for all e ≫ 0, there exists γ e : 
is a phantom extension if and only if the corresponding element ǫ in Ext
is phantom in the sense described above.
We will use this latter property to define ♮-phantom extensions with respect to ♮-closure.
Definition 2.2. Let R be a complete local domain possessing a closure operation satisfying Axioms (1)-(5). Let M be a finitely generated R-module and α : R → M an injective R-linear map. With Q = M/α(R), we have an induced short exact sequence
R (Q, R) be the element corresponding to this short exact sequence via the Yoneda correspondence. Use (−) ∨ to denote the operation Hom R (−, R). If P • is a projective resolution of Q consisting of finitely generated projective modules P i , then we will say that ǫ is ♮-phantom if a cocycle representing
Discussion 2.3. Since the choice of projective resolution above is not canonical, we must demonstrate that whether ǫ ∈ Ext 1 R (Q, R) is phantom or not is independent of the choice of P • . Let Q • be another projective resolution of Q consisting of finitely generated projective modules. Continue using (−) ∨ to denote Hom R (−, R).
as well.
We can lift the identity map Q id → Q to a map of complexes as follows:
, applying Axiom (4) to f ∨ gives us
Discussion 2.4. Now that we have a well-defined notion of ♮-phantom extensions, we demonstrate more explicitly what it means for a module to be ♮-phantom. Let (R, m) be a complete local domain with a closure operation satisfying the axioms. For a finitely generated R-module M and an injection R α → M , if we set Q = M/α(R), we have the short exact sequence
Let w 1 = α(1), and let w 2 , . . . , w n be elements of M such that the images w 2 , . . . , w n in Q form a minimal generating set for Q. Then w 1 , . . . , w n generate M . Let
be a minimal free presentation of Q, where R n−1 has basis f 2 , . . . , f n such that µ is given by f i → w i . We can also choose a basis for R m such that ν is given by the (n − 1) × m matrix
where the entries b ij are in m. We can then construct the diagram
where R n has basis ǫ 1 , . . . , ǫ n , π(ǫ i ) = f i for i > 1, and π(ǫ 1 ) = 0. The map µ 1 is given by ǫ i → w i , and ν 1 is given by the n × m matrix
where
From the construction, it is clear that (2.7) commutes and that µ 1 • ν 1 is the zero map. The choice of the w i implies that (2.7) is exact at M . To see that ker µ 1 ⊆ Im ν 1 , suppose that r 1 w 1 +· · · r n w n = 0 in M . Then r 2 w 2 +· · ·+r n w n = 0 in Q, and so there exist s 1 , . . . , s m in R such that ν [(s 1 , . . . , s m ) tr ] = (r 2 , . . . , r n ) tr , where (−) tr denotes the transpose of a matrix. Then
Since µ 1 • ν 1 = 0, we see that rw 1 + r 2 w 2 + · · · + r n w n = 0 in M . Therefore rw 1 = r 1 w 1 , and so
Since α is injective, r = r 1 so that the vector (r 1 , . . . , r n ) tr is in Im ν 1 . We can now conclude that the top row of (2.7) is a finite free presentation of M . (Since we do not know a priori whether w 1 , . . . , w n form a minimal basis for M , we cannot say whether our presentation of M is minimal.)
We also obtain a commutative diagram with exact rows:
where F is free, ψ(f 2 ) = w 2 , . . . , ψ(f n ) = w n , and φ is given by the 1 × m matrix (−b 11 , . . . , −b 1m ). Because α is injective and b 1j w 1 + · · · + b nj w n = 0 in M for 1 ≤ j ≤ m, it is clear that (2.8) commutes as claimed. We can then take the dual into R of (2.8):
(2.9) 0 We can now state an equivalent condition for a finitely generated R-module M to be ♮-phantom. Proof. By our definition and the constructions above, α is ♮-phantom if and only if the cocycle representing the corresponding element ǫ in Ext
Recall that ǫ is represented by the image of φ tr , which is (−b 11 , . . . , −b 1m ) tr . Moreover, the image of ν tr is the R-span of the row vectors of ν, which is the R-span of (b i1 , . . . , b im ) tr for 2 ≤ i ≤ n. The claim concerning the b ij also follows from the preceding discussion.
We can now prove the following fact, an analogue of [HH3, Proposition 5.14], by including Axiom (6).
Lemma 2.11. Let (R, m) be a complete local domain possessing a closure operation satisfying Axioms (1)-(6) . Let M be a finitely generated R-module. If α : R → M is a ♮-phantom extension, then α(1) ∈ mM .
Proof. Suppose that α(1) ∈ mM . Using the notation from Discussion 2.4, we have α(1) = w 1 . So, α(1) ∈ mM if and only if w 1 = r 2 w 2 +· · ·+r n w n such that the r i are in m. This occurs if and only if the vector (1, −r 2 , . . . , −r n ) tr is in Im ν 1 . In order for a vector with first component a unit to be in Im ν 1 , the first row of ν 1 must generate the unit ideal, i.e., (b 11 , . . . , b 1m )R = R. Therefore, there exists j 0 such that b 1j0 ∈ R \ m. By Lemma 2.10, since α is ♮-phantom, the vector (b 11 , . . . 
The Axioms Induce Balanced Big Cohen-Macaulay Modules
In order to use ♮-phantom extensions and our axioms to produce balanced big Cohen-Macaulay modules, we will use module modifications as found in [Ho1] and [HH3] . We will leave it to the reader to review the details of the construction in [HH3, Discussion 5.15], but we will outline the idea and its connection to ♮-phantom extensions.
Discussion 3.1. We can produce a balanced big Cohen-Macaulay module by starting with R and successively modifying it to trivialize any relations on systems of parameters. Starting with M 0 = R and w 0 = 1, construct a sequence of modules M t containing elements w t and homomorphisms M t → M t+1 such that w t → w t+1 . Given a module M t , we construct M t+1 by selecting a relation x k+1 u = x 1 u 1 + · · · + x k u k in M t , where x 1 , . . . , x k+1 forms a partial system of parameters in R. Then define
in order to trivialize the relation in M t+1 . The construction yields a natural map M t → M t+1 , where we define w t+1 to be the image of w t . Since we started the chain with R and 1, we also have maps R → M t with 1 → w t for all t.
Continuing in this manner, we will define the module B to be the direct limit of all such M t . The module B has the property that all relations on parameters in B are trivial, but it is a priori unclear whether or not we have trivialized too much and caused mB = B. To avoid this possibility, we will show that the image of 1 from R in B is not in mB by showing that w t ∈ mM t for all t.
In order to accomplish this goal, we will demonstrate that each module modification R → M t is a ♮-phantom extension. By Lemma 2.11, we then see that w t ∈ mM t for all t, proving that B is a balanced big Cohen-Macaulay module. Discussion 3.2. Let R be a complete local domain. Let α : R → M be an injective map to a finitely generated R-module M with a relation (3.3)
where x 1 , . . . , x k+1 is part of a system of parameters for R. (We will show in Lemma 3.8 that R injects into all module modifications and use the identity map on R as a base case.) Without loss of generality, denote the (not necessarily minimal) generators of M by m 1 =: α(1), m 2 , . . . , m n−k−1 , m n−k := u 1 , . . . , m n := u k+1 . We then have a short exact sequence as in (2.5):
where Q := M/α(R) = M/Rm 1 . Using the matrices worked out for the diagram (2.7), we obtain
where µ and µ 1 are as given in Discussion 2.4,
(as we can include the relation (3.3) without loss of generality), and
Then (3.4) gives a commutative diagram with exact rows and columns and free presentations of M and Q.
Notation 3.5. Using the construction in Discussion 3.2, we define the following:
x := (b 11 , . . . , b 1,m−1 , 0) tr , the transpose of the first row of ν 1 . y := (b n1 , . . . , b n,m−1 , x k+1 ) tr , the transpose of the last row of ν. H := R-module generated by all the rows of ν except the last row.
Adapting the characterization of ♮-phantom extensions using free presentations from Lemma 2.10, we have Discussion 3.7. We now investigate module modifications. Using the notation developed in Discussion 3.2, use free generators f 1 , . . . f k to define the modification
of M with respect to the relation (3.3) on the parameters x 1 , . . . , x k+1 . Define
As stated in Discussion 3.1, in order to show that our sequence of modifications leads to a balanced big Cohen-Macaulay module B, it suffices to show that α ′ is ♮-phantom when α is ♮-phantom.
Lemma 3.8. Using the constructions given in Discussions 3.2 and 3.7, the map
Proof. Since α ′ = β • α and α is injective, it suffices to show that β is also injective.
so that rx 1 = 0. As R is a domain, r = 0 and thus u = rm n = 0.
One can construct free presentations for M ′ and Q ′ := M ′ /α ′ (1) similarly to how we constructed free presentations for M and Q in (3.4) because we added k new generators and one new relation.
Lemma 3.9. The following diagram is commutative and gives free presentations for M ′ and Q ′ :
where the matrices µ ′ and µ ′ 1 are extensions of µ and µ 1 that account for the k new generators w 1 , . . . , w k , ν ′ is the (n − 1 + k) × (m + 1) matrix
Proof. All of the claims are straightforward to verify. We will describe the exactness at R n+k though. Indeed, µ Before we apply Axiom (7) (the generalized colon-capturing property), we look again at the closure conditions found in Lemma 3.6 and Proposition 3.13. We can now achieve the goal we set at the end of Discussion 3.7. 
Proof. By Lemma 3.6 and the last lemma, α is ♮-phantom if and only if x + H ∈ (Rv) ♮ Q . Let π : R m → R/I be the surjection that projects an element of R m onto its last coordinate modulo I. Since the last entries of the generators of H exactly generate I = (x 1 , . . . , x k ), we see that π(H) = I, and so π factors through Q. Let f : Q → R/I be the resulting surjection. As the last entry of x is 0, we have that x + H is also in the kernel of f . By Axiom (7), x + H ∈ (Iv) ♮ Q and so x ∈ (Iy + H) ♮ R m , which implies that α ′ is ♮-phantom by Proposition 3.13.
Since α : R → M being ♮-phantom implies that the map α
′ is a module modification of M , we can conclude the following theorem by using Lemma 2.11 and Discussions 3.1 and 3.7. 
Then x is a unit in R, and for all b ∈ B we have xb ∈ mB. Therefore, x annihilates B/mB, but since x is a unit, B = mB, contradicting the fact that B is a balanced big Cohen-Macaulay R-module. Now, suppose that x ∈ 0 ♮ R . Then xb = 0 in B for all b ∈ B. Since R is a domain and B is a balanced big Cohen-Macaulay R-module, x cannot annihilate nonzero elements of B unless x = 0. 
Common Closure Operations and the Axioms
In the final section we compare tight closure, plus closure, Frobenius closure, and solid closure with the axioms. We refer the reader to [HH1] , especially Section 8, for the definitions and notation involved in tight closure of modules. See [HH2] and [Sm] for the details on plus closure and its properties. See [HH3, Section 7] for information on Frobenius closure, and see [Ho2] for details on solid closure.
It is easy to see that any closure operation that can be defined in terms of tensor products with R-modules or R-algebras, e.g., plus closure, Frobenius closure, or solid closure, will satisfy Axioms (1)-(5). These three closure operations also satisfy Axiom (6) as each is contained in the integral closure. The crucial axiom to verify is thus Axiom (7).
Example 5.1. Plus closure in prime characteristic p satisfies Axiom (7) as it is defined in terms of the balanced big Cohen-Macaulay R-algebra R + , the absolute integral closure of R.
Example 5.2. Frobenius closure does not satisfy Axiom (7) in general as it does not even satisfy colon-capturing. For example, let K be a field of prime characteristic p ≡ 1 (mod 3). Set R = K[X, Y, Z]/(X 3 + Y 3 + Z 3 ) = K[x, y, z], the cubical cone, and set S = K[s, t]. Then let T = K[xs, ys, zs, xt, yt, zt] be the Segre product of R and S. After localization at the maximal ideal and completion, T is a complete local domain that is not Cohen-Macaulay. It can be checked that ys, xt, and xs−yt form a system of parameters, but the relation (zs)(zt)(xs − yt) = (zs) 2 (xt) − (zt) 2 (ys) shows that we do not have a regular sequence. (See [Ho3, for the details.) On the other hand, R is F -pure (see [Ho3, pp. 162, 269] ) and so is R[s, t]. Since T is a direct summand of R[s, t] as a T -module, T and T are also F -pure. Therefore,
