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Abstract
A rose graph with p petals (or p-rose graph) is a graph obtained by
taking p cycles with just a vertex in common. In this paper, we prove
that all 3-rose graphs, having at least one triangle, are determined
by their Laplacian spectra and all 3-rose graphs are determined by
their signless Laplacian spectra.
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1 Introduction
All graphs considered here are undirected and simple (i.e., loops and multi-
ple edges are not allowed). Let G = G(V (G); E(G)) be a graph with vertex
set V (G) = fv1; v2;    ; vng and edge set E(G), where jV (G)j = n(G) = n
and jE(G)j = m(G) = m. For a graph G, let M =M(G) be a correspond-
ing graph matrix dened in a prescribed way. The M -polynomial of G is
dened as det(I M), where I is the identity matrix. The M -eigenvalues
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of G are the roots of its M -polynomial. The M -spectrum of G, denoted by
SpecM (G), is the multiset consisting of the M -eigenvalues. The M -spectral
radius (or M -index) of G is the largest M -eigenvalue of G. It is well-known
that there are several graph matrices including adjacency matrix A = A(G),
Laplacian matrix L = L(G), signless Laplacian matrix Q = Q(G), etc.(for
general remarks on this topic see [4, 5, 6]).
We now introduce the standard terminology of spectral graph theory
(see [1]). Graphs with the same spectrum of a graph matrixM are calledM -
cospectral graphs orM -cospectral mates . A graphG is said to be determined
by its M -spectrum (or G is a DMS-graph for short) if there is no other non-
isomorphic graph with the same spectrum, that is, SpecM (H) = SpecM (G)
implies H = G for any graph H. Clearly two M -cospectral graphs share
the same M -polynomial.
In the last few years, many researchers tried to determine the graphs
that are DMS-graphs, specially when M is one among the matrices A(G),
L(G) and Q(G). While the general problem was rstly posed in Chemistry
about 50 years ago (see [11]), only recently the mathematicians devoted
their attention to such a problem. For general results and remarks on this
topic we refer the readers to see the excellent surveys [7, 8]. Some very
recent contributions are the papers [10, 14, 18, 19, 20]. In [21] the authors
studied the spectral characterization of the 1-graphs, that have, in fact, a
similar but simpler structure with respect to the graphs considered in this
paper.
Recall that the signless Laplacian matrix Q(G) = D(G)+A(G), and the
Laplacian matrix L(G) = D(G) A(G), where D(G) = diag(d1; d2;    ; dn)
with di = d(vi) = dG(vi) being the degree of vertex vi of G (1  i  n)
and d1  d2      dn. The A-polynomial and the A-spectrum of a
graph G are, respectively, denoted by (G) = (G;) and SpecA(G) =
f1(G); 2(G);    ; n(G)g with a non-increasing order. Let us also denote
by  (G) ('(G)) the L-polynomial (resp. Q-polynomial) of the graph G.
As usual, let Pn and Cn be respectively the path and the cycle on n ver-
tices. Let S(G), nG(H), !(G), (G) and deg(G) = (d1; d2;    ; dn) be the
subdivision, the number of subgraphs (not necessarily induced) isomorphic
to H in G, the number of connected component, the number of spanning
trees, and the degree sequence of G, respectively. G [ H stands for the
disjoint union of two graphs G and H. A connected graph G is said to be
a k-cyclic graph if m(G) = n(G) + k  1, if k = 0, then the graph is a tree,
if k = 1 then the graph is unicyclic, if k = 2 it is bicyclic and so on.
In this paper we will consider a special type of connected graphs called
rose graphs. The rose graph with p petals (or p-rose graph for short), de-
noted by Ra1 ;a2 ; ;ap , is the graph obtained by taking p cycles of order
a1; a2;    ; ap with just a vertex in common (see Fig. 1). Clearly, the fa-
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Figure 1: Rose graphs with four, three, eight, twelve petals.
mous graph known as the Friendship graph is a special rose graph whose
petals are triangles C3 [9]. Indeed, the name \rose graph" is derived from
the rose curve (see [22], for example) with polar equation  = a cos(b) ,
where b is a positive integer. The graphs in Figure 1 are, respectively, ob-
tained from b = 2; 3; 4; 6. For convenience, let Rr;s;t denote the rose graph
with three petals of size r, s and t.
The paper is organized as follows. In Section 2 we give some useful
results used in the rest of the paper. In Section 3 we recall a recent method
to compute the degree sequence of fL;Qg-cospectral mates of a graph. In
Section 4 we show that a 3-rose graph with at least one triangle is a DLS-
graph. In Section 5 we show that all 3-rose graphs are DQS-graphs. Finally,
in Section 6 we give some concluding remarks.
2 Basic tools
Let G and H be two graphs. A property is called an M -invariant for M -
cospectral graphs if SpecM (G) = SpecM (H) implies that G and H shares
that property. In order to study the M -spectral characterization of graphs,
it is necessary to determine as much as possible M -invariants.
In the following, the L-polynomial and the Q-polynomial of a graph G
are respectively reported as:
 (G) = det(I   L(G)) = q0(G)n + q1(G)n 1 +   + qn 1(G)+ qn(G)
and
'(G) = det(I Q(G)) = p0(G)n+ p1(G)n 1+   + pn 1(G)+ pn(G):
Cvetkovic et al. [3] showed that p0(G) = 1, p1(G) =  2m and p2(G) =
a+ 32 m(m 1), where a is the number of pairs of non-adjacent edges inG. It
is easy to see that a =
 
m
2
 Pni=1  di2 , then p2(G) = 2m2 m  12 Pni=1 d2i .
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On the other hand, Oliveira et al. [13] determined the rst four coecients
of  (G). The following lemma follows by combining their results:
Lemma 2.1. Let G be a graph with deg(G) = (d1; d2;    ; dn), order n and
size m. Then
(i) p0(G) = q0(G) = 1; p1(G) = q1(G) =  2m; p2(G) = q2(G) =
2m2  m  12
nP
i=1
d2i :
(ii) q3(G) =
1
3

  4m3+6m2+3m
nP
i=1
d2i  
nP
i=1
d3i   3
nP
i=1
d2i +6nG(C3)

.
Cvetkovic et al. [3] dened the semi-edge walks of a graph G in the
following way: a semi-edge walk (of length k) in an (undirected) graph G
is a sequence v1; e1; v2; e2; : : : ; vk; ek; vk+1 of vertices v1, v2, ... , vk+1 and
edges e1, e2, ... , ek such that for any i = 1; 2; : : : ; k the vertices vi and
vi+1 are end-vertices (not necessarily distinct) of the edge ei. They also
dened the k-th spectral moment Tk(G) =
Pn
i=1 
k
i (k = 0; 1; 2;    ) for
SpecQ(G) = f1; 2;    ; ng. Clearly, Tk(G) = tr(Qk). They proved the
following result:
Lemma 2.2. Let G be a graph with deg(G) = (d1; d2;    ; dn), order n and
size m. Then
(i) The k-th spectral moment Tk is equal to the number of closed semi-
edge walks of length k;
(ii) T0 = n; T1 =
Pn
i=1 di = 2m; T2 = 2m+
Pn
i=1 d
2
i ; T3 = 6nG(C3)+
3
Pn
i=1 d
2
i +
Pn
i=1 d
3
i ;
(iii) If H is a Q-cospectral mate of G, Tk(G) = Tk(H), for any k.
van Dam and Haemers in [7] surveyed several invariants for cospectral
graphs. By the results given in [7] and by the previous lemmas, we have
the following result.
Lemma 2.3. Let G and H be two graphs.
(i) If the two graphs are L-cospectral, then
n(G) = n(H), m(G) = m(H), !(G) = !(H), (G) = (H),Pn
i=1 dG(vi)
2 =
Pn
i=1 dH(vi)
2, 6nG(C3) 
Pn
i=1 dG(vi)
3 = 6nH(C3) Pn
i=1 dH(vi)
3.
(ii) If the two graphs are Q-cospectral, then
n(G) = n(H), m(G) = m(H),
Pn
i=1 dG(vi)
2 =
Pn
i=1 dH(vi)
2,
6nG(C3) +
Pn
i=1 dG(vi)
3 = 6nH(C3) +
Pn
i=1 dH(vi)
3.
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Remark 2.1. By Lemma 2.3, the sum of the squares of vertex degrees is
a L-invariant and a Q-invariant for cospectral graphs.
We now consider the relation between the Q-polynomial of a graph G
and the A-polynomial of its subdivision graph S(G). The following lemma
can be found in many references, see [2, 17] for example.
Lemma 2.4. Let G be a graph of order n and size m, and S(G) be the
subdivision graph of G. Then
(S(G); ) = m n'(G;2):
The following lemma was given in [21] (see also [5]).
Lemma 2.5. Let G and H be two graphs. Then G and H are Q-cospectral
if and only if S(G) and S(H) are A-cospectral.
To conclude this section, we give a lower and upper bound for the Q-
index of p-rose graphs. The following two lemmas are respectively cited in
[16] and [17]. Note that in Lemma 2.6, the upper bound is dierent from
the one in [16] due to a typo (the number 12 has been replaced by a square
root).
Lemma 2.6. Let R be a p-rose graph. Then
2pp
2p  1 < 1(R) 
p
8p+ 1 + 1
2
;
where the lower bound is the best possible (it is the limit point for the A-
index when the lengths of all cycles tend to innity), while the upper bound
is attained with the friendship graph.
Before stating the analogous result with respect to the Q-index, we need
an additional result. The well-known Homan-Smith lemma about internal
paths (see [12]) has been proved with respect to the Q-index. Recall, an
internal path of a graph G is a walk v0; v1;    ; vk (k  1) where the vertices
v1;    ; vk are distinct (v0; vk need not be distinct), d(v0) > 2, d(vk) > 2
and d(vi) = 2 whenever 0 < i < k.
Lemma 2.7 ([5, 17]). Let uv be an edge of the connected graph G. Let Guv
be obtained from G by subdividing the edge uv of G and (G) the Q-index
of G.
(i) If G = Cn, then (Guv) = (G) = 4.
(ii) If uv is not in an internal path of G 6= Cn, then (Guv) > (G).
(iii) If uv belongs to an internal path of G, then (Guv) < (G).
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Corollary 2.1. Let R be a p-rose graph and (R) its Q-index. Then
4p2
2p  1 < (R) 
3 + 2p+
p
4p2   4p+ 9
2
;
where the lower bound is the best possible (it is the limit point for the Q-
index), while the upper bound is attained with the friendship graph.
Proof. The left inequality follows from Lemma 2.4 and from the lower
bound of Lemma 2.6 (note, the subdivision of R is still a p-rose graph).
From Lemma 2.7(iii), we have that the upper bound is attained with
the friendship graph. By Lemma 2.4 and the upper bound of Lemma
2.6, we have that the Q-index of the friendship graph is equal to the
square of the A-index of its subdivision graph. Finally, by the eigenvalue
equations, we obtain that the Q-index of the friendship graph is indeed
3 + 2p+
p
4p2   4p+ 9
2
.
3 Degree sequences of fL;Qg-cospectral mates
to 3-rose graphs
Let M = L or M = Q. The main result of this section is that the degree
sequence of a tentative M -cospectral graph to Rr;s;t is determined. The
following lemma is proved in [21].
Lemma 3.1. Let G be a graph with deg(G) = (d1; d2;    ; dn), order n
and size m. Let H be a graph such that SpecM (H) = SpecM (G) and
deg(H) = (d1 + t1; d2 + t2;    ; dn + tn). Then, for i = 1; 2;    ; n, ti is an
integer such that
nX
i=1
ti = 0 and
nX
i=1
(t2i + 2diti) = 0:
Lemma 3.2. Let H be a graph M -cospectral to a 3-rose graph Rr;s;t of
order n. Then deg(H) belongs to the set
S =
9[
i=1
Si;
where S1 = f(6; 2n 1)g, S2 = f(5; 4; 3; 2n 5; 12)g, S3 = f(5; 34; 2n 8; 13)g,
S4 = f(5; 33; 2n 5; 0); (43; 3; 2n 7; 13)g, S5 = f(43; 2n 4; 0); (42; 34; 2n 10;
14)g, S6 = f(42; 33; 2n 7; 1; 0); (4; 37; 2n 13; 15)g, S7 = f(4; 36; 2n 10; 12; 0);
(310; 2n 16; 16)g, S8 = f(39; 2n 13; 13; 0)g and S9 = f(38; 2n 10; 02)g:
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Proof. Note that deg(Rr;s;t) = (6; 2
n 1) and set deg(H) = (6 + t1; 2 +
t2;    ; 2 + tn). Then t1   6 and ti   2 (2  i  n). By Lemma 3.1 we
have that ti (i = 1; 2;    ; n) is an integer such that
nX
i=1
ti = 0 and
nX
i=1
t2i + 12t1 + 4
nX
i=2
ti = 0: (1)
Thus, the rst equality of (1) leads to t1 =  
Pn
i=2 ti. By substituting the
latter into the second equality of (1) we get
t21 + 8t1 + a = 0; where a =
nX
i=2
t2i  0:
Solving the above quadratic equation we obtain t1 =  4
p
16  a. Recall
that t1 is integer. Hence 0  a  16 and 16  a is a square number, which
implies that a = 0; 7; 12; 15; 16. We will consider several cases depending
on a.
If a = 0, then t1 = 0. From
Pn
i=2 t
2
i = 0 we get ti = 0 (2  i  n) and
so deg(H) = (6; 2n 1).
If a = 7, then t1 =  1. From
Pn
i=2 t
2
i = 7 and
Pn
i=2 ti = 1, we get that
one among t2; : : : ; tn is 2, one is 1 and two are  1; or one of them is  2 and
three of them are 1; or four of them are 1 and three of them are  1. Thus,
we obtain deg(H) is (5; 4; 3; 2n 5; 12) or (5; 33; 2n 5; 0) or (5; 34; 2n 8; 13).
If a = 12, then t1 =  2 or t1 =  6.
For t1 =  2, from a =
Pn
i=2 t
2
i = 12 and
Pn
i=2 ti = 2 we get that one
among t2; : : : ; tn is 3, one is 1 and two are  1. Consequently, the degree
sequence is (5; 4; 3; 2n 5; 12). Other possibilities are that one of them is
2, four of them are 1 and four of them are  1 and so (42; 34; 2n 10; 14)
appears; or two of them are 2, one of them is 1 and three of them are  1
and so (43; 3; 2n 7; 13) appears; or one of them is 2, one of them is  2,
three of them are 1 and one of them is  1, so (42; 33; 2n 7; 1; 0) appears;
or two of them are 2, one of them is  2 and thus (43; 2n 4; 0) appears; or
one of them is  2, six of them are is 1 and two of them are  1 and thus
(4; 36; 2n 10; 12; 0) appears; or seven of them are 1 and ve of them are  1
and thus (4; 37; 2n 13; 15) appears.
For t1 =  6, in the same way as above, we get deg(H) is (5; 33; 2n 5; 0)
or (4; 36; 2n 10; 12; 0) or (42; 33; 2n 7; 1; 0) or (43; 2n 4; 0) or (38; 2n 10; 02)
or (39; 2n 13; 13; 0).
If a = 15, then t1 =  3 or t1 =  5. Similarly, deg(H) is (5; 34; 2n 8; 13) or
(5; 33; 2n 5; 0) or (5; 4; 3; 2n 5; 12) or (4; 37; 2n 13; 15) or (42; 34; 2n 10; 14)
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or (42; 33; 2n 7; 1; 0) or (43; 3; 2n 7; 13) or (4; 36; 2n 10; 12; 0) or
(310; 2n 16; 16) or (39; 2n 13; 13; 0) or (38; 2n 10; 02).
If a = 16, then t1 =  4. Similarly, deg(H) is (6; 2n 1) or (5; 4; 3; 2n 5; 12)
or (5; 34; 2n 8; 13) or (5; 33; 2n 5; 0) or (43; 3; 2n 7; 13) or (43; 2n 4; 0) or
(42; 34; 2n 10; 14) or (42; 33; 2n 7; 1; 0) or (4; 37; 2n 13; 15) or
(4; 36; 2n 10; 12; 0) or (310; 2n 16; 16) or (39; 2n 13; 13; 0) or (38; 2n 10; 02).
4 L-spectral characterization of 3-rose graphs
Lemma 4.1. If a graph H is L-cospectral to a 3-rose graph G = Rr;s;t,
then deg(H) = (6; 2n 1).
Proof. By Lemma 3.2 we have deg(H) 2 S9i=1 Si. Note that nG(C3)  3.
By Lemma 2.3(i) we have
6nG(C3) 
nX
i=1
dG(vi)
3 = 6nG(C3)  8n  208 = 6nH(C3) 
nX
i=1
dH(vi)
3:
Thus, nH(C3) = nG(C3)   5 < 0 if deg(H) 2 S2, that is impossible.
By reasoning in a similar way, we get that if deg(H) belongs to Si, then
nH(C3) = nG(C3)   (i + 3) < 0, i = 3; 4; : : : ; 9. Thus, the only possibility
is that deg(H) = (6; 2n 1).
Theorem 4.1. All 3-rose graph having at least one triangle are DLS-
graphs.
Proof. LetH be a graph L-cospectral to a 3-rose graph Rr;s;t. Then n(H) =
n(Rr;s;t) = n. By Lemma 2.3(i) we get !(H) = 1, i.e. H is a connected
graph. From Lemma 4.1 it follows that deg(H) = (6; 2n 1). Thus, H must
be a 3-rose graph denoted by Rr1;s1;t1 and nRr1;s1;t1 (C3) = nRr;s;t(C3) by
Lemma 2.3(i). Recall that a 3-rose graph contains at most three triangles.
If nRr;s;t(C3) = 3, then nRr1;s1;t1 (C3) = 3 and so Rr;s;t = R3;3;3
=
Rr1;s1;t1 .
If nRr;s;t(C3) = 2, then nRr1;s1;t1 (C3) = 2 and thus Rr;s;t = Rr;3;3 and
Rr1;s1;t1 = Rr1;3;3. Since r + 4 = n(Rr;s;t) = n(Rr1;s1;t1) = r1 + 4 we get
r = r1 and so Rr1;s1;t1
= Rr;s;t.
If nRr;s;t(C3) = 1, then nRr1;s1;t1 (C3) = 1 and thus Rr;s;t = Rr;s;3
and Rr1;s1;t1 = Rr1;s1;3. Since 3rs = (Rr;s;3) = (Rr1;s1;3) = 3r1s1 and
r + s = r1 + s1 we obtain r = r1; s = s1 or r = s1; s = r1. Therefore
Rr1;s1;t1
= Rr;s;t.
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5 Q-spectral characterization of 3-rose graphs
We will study the Q-spectral characterization of 3-rose graphs through two
subsections. In the rst one we restrict the structure of Q-cospectral mates
of 3-rose graphs. In the second one we nally discuss the Q-spectral char-
acterization of 3-rose graphs.
5.1 A Q-cospectral graph to a 3-rose graph is a 3-rose
graph
In the following, set Ra1;a2; ;ap = R and let mG(0) denote the multiplicity
of the eigenvalue 0 of the Q-spectrum of a graph G. The following lemma
is taken from [3].
Lemma 5.1. For any graph G, mG(0) equals the number of bipartite com-
ponents.
Lemma 5.2. Let R be a p-rose graph of order n. Then 2(S(R)) < 2.
Proof. Let u be the vertex of degree 2p in R. By interlacing theorem for
the A-spectrum, we get
2(S(R))  1(S(R)  u) = 1(
p[
i=1
P2ai 1) < 2;
since the A-index of a path is less than 2.
Lemma 5.3. Let H be a graph Q-cospectral to a p-rose graph R. Then
either H is a (connected) p-cyclic graph or H = H1 [ H2, where H1 is a
(connected) (p+ 1)-cyclic graph and H2 is a tree.
Proof. Note that since R is connected then, by Lemma 5.1, mR(0)  1,
more precisely mR(0) = 1 if and only if R is bipartite, i.e. its cycles are all
even. It is easy to see thatH cannot have more than one tree as component,
otherwise, mH(0)  2 which contradicts mR(0)  1.
Now assume, by way of contradiction, that H = H1 [ H2 where both
H1 and H2 contain at least one cycle as subgraph. By Lemma 2.5 we get
(S(H)) = (S(H1))(S(H2)):
If so 2(S(H))  minf1(S(H1)); 1(S(H2))g  2 which contradicts (cf.
Lemma 5.2) 2(S(R)) < 2.
Since H is Q-cospectral to R, from m(R) = n(R) + p   1 we have
that m(H) = n(H) + p   1. So if R is not bipartite then H must be a
(connected) p-cyclic graph. Otherwise, if R is bipartite, then either H is a
p-cyclic bipartite graph or H is a disjoint union of a (p + 1)-cyclic graph
and a tree. This completes the proof.
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Lemma 5.4. Let H be a graph Q-cospectral to a 3-rose graph G = Rr;s;t.
Then
(i) nH(C3) = nG(C3) if and only if deg(H) 2 S1 = f(6; 2n 1)g.
(ii) nH(C3)  nG(C3) + 5 if and only if deg(H) 2
9[
i=2
Si. Moreover, the
equality holds if and only if deg(H) 2 S2 = f(5; 4; 3; 2n 5; 12)g, where
Si (1  i  9) is dened in Lemma 3.2.
Proof. Since SpecQ(H) = SpecQ(G), by Lemma 2.3(ii) we get that
6nH(C3) +
nX
i=1
dH(vi)
3 = 6nG(C3) + 8n+ 208: (2)
From Lemma 3.2 it follows that deg(H) 2 S9i=1 Si. By (2) we have
nH(C3) = nG(C3) if and only if deg(H) 2 S1 and so (i) holds.
For i = 2; 3;    ; 9, nH(C3) = nG(C3) + (i + 3) i deg(H) 2 Si and so
(ii) holds.
The next lemma follows from simple observations.
Lemma 5.5. Let H be a connected graph and let K4 be the complete graph
on 4 vertices. Then:
(i) If m(H) = n(H) + 2, then nH(C3)  4 with equality i H contains
K4 as its subgraph;
(ii) If m(H) = n(H) + 3, then nH(C3)  5 with equality i H contains
K4 as its subgraph.
Theorem 5.1. Let H be a graph Q-cospectral to a 3-rose graph. Then H
is also a 3-rose graph.
Proof. By Lemma 3.2 we get that deg(H) 2 S9i=1 Si. Assume by way of
contradiction that deg(H) 2 S9i=2 Si and so, by Lemma 5.4(ii), nH(C3)  5.
By Lemma 5.3 we know that H contains at most one tree as component.
Now we consider the cases below:
If H contains no trees as its components, by Lemma 5.3, H is a con-
nected graph with m(H) = m(H) + 2 which implies, by Lemma 5.5(i),
nH(C3)  4. The latter is a contradiction.
If H contains one tree T as its component, by Lemma 5.3, H = H1
S
T ,
where H1 is a connected graph with m(H1) = n(H1)+3. By Lemma 5.5(ii)
we get that nH1(C3)  5. Recall nH(C3)  5. Then nH(C3) = nH1(C3) = 5
which implies that, by Lemma 5.5(ii), H contains K4 as its subgraph and,
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by Lemma 5.4(ii), deg(H) 2 S2 = f(5; 4; 3; 2n 5; 12)g. It is easy to see that
such a graph does not exist.
Therefore deg(H) 2 S1 = f(6; 2n 1)g which yields that H is a 3-rose
graph.
5.2 No two non-isomorphic 3-rose graphs are Q-cospectral
In this section, we show that no two non-isomorphic 3-rose graphs are Q-
cospectral. To prove this, we need the following lemmas:
Lemma 5.6. [10] (Pn; 2) = n+ 1 for n  1.
Lemma 5.7. [1, 15] Let v be a vertex of G and C (v) the set of all cycles
containing v. Then
(G) = (G  v) 
X
wv
(G  v   w)  2
X
C2C (v)
(G  V (C))
We assume that (G) = 1 if G is the null graph (i.e. with zero vertices).
In the next lemmas we will follow the ideas of [10, 14]. To keep the
notation easier to read, let us set (Pa; ) = pa, and, by convention, let
p0 = 1, p 1 = 0 and p 2 =  1.
Lemma 5.8. No two non-isomorphic 3-rose graphs of order n are A-
cospectral.
Proof. Assume that (Rr;s;t) = (Rr1;s1;t1). Without loss of generality, we
can assume that r  s  t and r1  s1  t1. Since n(Rr;s;t) = n(Rr1;s1;t 1),
then
r + s+ t = r1 + s1 + t1 = n+ 2: (3)
By applying Lemma 5.7 to the vertex v of degree 6, we have
(Rr;s;t; ) = pr 1ps 1pt 1   2(pr 2ps 1pt 1 + pr 1ps 2pt 1
+ pr 1ps 1pt 2)  2(pr 1ps 1 + pr 1pt 1 + ps 1pt 1);
which shows by Lemma 5.6 that  4rst = (Rr;s;t; 2) = (Rr1;s1;t1 ; 2) =
 4r1s1t1, so
rst = r1s1t1: (4)
By Lemma 5.7 again we get pa = pa 1 pa 2 for a  0. Solving the above
recurrence equation we obtain that
pa =
x2a+2   1
xa+2   xa ;
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where x satises x2   x+ 1 = 0. Then we get
f(r; s; t;x) = (x2   1)3xn(Rr;s;t; ) + 1  5x2   x2n+4(x2   5); (5)
where n+ 2 = r + s+ t and
f(r; s; t;x) = 2xt + 2xs + 2xr   2xt+2   x2r   2xr+2   x2t   x2s   3x2s+2
  2xs+2   3x2r+2   2xs+2t   2x2s+t   2xr+2t   2xr+2s   2x2r+t
+ 2x2r+s+2 + 2xs+2t+2 + 2x2s+t+2 + 2xr+2t+2 + 2xr+2s+2
  2x2r+s + 3x2s+2t + 3x2r+2t + 3x2r+2s + x2s+2t+2 + x2r+2t+2
+ x2r+2s+2 + 2xr+2s+2t + 2x2r+s+2t + 2x2r+2s+t   2xr+2s+2t+2
+ 2x2r+t+2   3x2t+2   2x2r+s+2t+2   2x2r+2s+t+2:
and by (5),
f(r; s; t;x) = f(r1; s1; t1;x): (6)
The smallest exponent of x in f(r; s; t;x) and f(r1; s1; t1;x) is respectively
equal to t and t1. Hence, by (6) we get t = t1 and, by (3) and (4),
r + s = r1 + s1 and rs = r1s1: (7)
By solving (7), we get r = r1; s = s1 or r = s1; s = r1.
Therefore Rr;s;t = Rr1;s1;t1 .
Theorem 5.2. No two non-isomorphic 3-rose graphs of order n are Q-
cospectral.
Proof. Assume that '(Rr;s;t) = '(Rr1;s1;t1). By Lemma 2.5 we get that
(S(Rr;s;t)) = (S(Rr1;s1;t1)), so (R2r;2s;2t) = (R2r1;2s1;2t1) and, by
Lemma 5.8, R2r;2s;2t = R2r1;2s1;2t1 . Hence Rr;s;t = Rr1;s1;t1 .
5.3 The main result
The main result of this section follows from Theorems 5.1 and 5.2.
Theorem 5.3. All 3-rose graphs are DQS-graphs.
6 Conclusion
In this paper we showed that all 3-rose graphs having at least one triangle
are DLS-graphs and all 3-rose graphs are DQS-graphs. The key point is that
we restrict the degree sequences of its tentative fL;Qg-cospectral mates.
Using this method (Lemma 3.1) we can determine the degree sequence of
a tentative fL;Qg-cospectral mate to a 4-rose graph and even go further.
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All 2-rose graphs Rr;s, with the exception of Rr;r+1, have been proved
in [21] to be a DQS-graph, and all triangle-free 2-rose graphs have been
proved to be DLS-graphs.
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