In this work, we connect two distinct concepts for unsupervised domain adaptation: feature distribution alignment between domains by utilizing the task-specific decision boundary [57] and the Wasserstein metric [72] . Our proposed sliced Wasserstein discrepancy (SWD) is designed to capture the natural notion of dissimilarity between the outputs of task-specific classifiers. It provides a geometrically meaningful guidance to detect target samples that are far from the support of the source and enables efficient distribution alignment in an end-to-end trainable fashion. In the experiments, we validate the effectiveness and genericness of our method on digit and sign recognition, image classification, semantic segmentation, and object detection.
Introduction
Deep convolutional neural networks [30] is a milestone technique in the development of modern machine perception systems solving various tasks such as classification, semantic segmentation, object detection, etc. However, in spite of the exceptional learning capacity and the improved generalizability, deep learning models still suffer from the challenge of domain shift -a shift in the relationship between data collected in two different domains [3, 2] (e.g. synthetic and real). Models trained on data collected in one domain can perform poorly on other domains. Domain shift can exist in multiple forms: covariate shift (distribution shift in attributes), prior probability shift (shift in labels), and concept shift (shift in the relationship between attributes and labels) [61, 66, 44] .
In this paper, we focus on the covariate shift problem for the case where we have access to labeled data from one domain (source) and unlabeled data from another domain (target). This setup is commonly called unsupervised domain adaptation. Most of the work done in this field has focused on establishing a direct alignment between the feature distribution of source and target domains. Such alignment involves minimizing some distance measure of the feature distribution learned by the models [56, 17, 38] . More sophisticated methods use adversarial training [19] to fur-ther improve the quality of alignment between distributions by adapting representations at feature-level [24, 18] , pixellevel [36, 70, 5] , or output-level [69] across domains.
A recent advance that moves beyond the direction of plain distribution matching was presented by Saito et al. in [57] . They propose a within-network adversarial learning-based method containing a feature generator and two (task-specific) classifiers, which uses the task-specific decision boundary for aligning source and target samples. Their method defines a new standard in developing generic domain adaptation frameworks. However, the system does have some limitations. For instance, their discrepancy loss (L 1 in this case) is only helpful when the two output probability measures from the classifiers overlap.
Inspired by the framework in [57] , we focus our efforts on improving the discrepancy measure which plays a central role in such within-network adversarial learningbased approach. Our method aims to minimize the cost of moving the marginal distributions between the task-specific classifiers by utilizing the Wasserstein metric [43, 27, 1] , which provides a more meaningful notion of dissimilarity for probability distributions. We make several key contributions in this work: (1) a novel and principled method for aligning feature distributions between domains via optimal transport theory (i.e.,Wasserstein distance) and the task-specific decision boundary. (2) enable efficient end-toend training using sliced Wasserstein discrepancy (a variational formulation of Wasserstein metric). (3) effectively harness the geometry of the underlying manifold created by optimizing the sliced Wasserstein discrepancy in an adversarial manner. (4) the method advances the state-of-the-art across several tasks and can be readily applied to any domain adaptation problem such as image classification, semantic segmentation, and object detection.
Related Work
A rich body of approaches to unsupervised domain adaptation aim to reduce the gap between the source and target domains by learning domain-invariant feature representations, through various statistical moment matching techniques. Some methods utilize maximum mean discrepancy (MMD) [38, 39] to match the hidden representations of cer-tain layers in a deep neural network. Other approaches uses Central moment discrepancy (CMD) method [75] to explicitly match each order and each hidden coordinate of higher order moments. Adaptive batch normalization (Ad-aBN) [33] has also been proposed to modulate the statistics in all batch normalization layers across the network between domains.
Another family of strategies tackles the domain adaptation problem by leveraging the adversarial learning behavior of GANs [19] . Such technique was first used at featurelevel where a domain discriminator is trained to correctly classify the domain of each input feature and the feature generator is trained to deceive the domain discriminator so that the resulting feature distribution is made domain invariant [71, 24, 18] . Later the technique was applied at pixel-level to perform distribution alignment in raw input space, translating source domain to the "style" of target domain and obtaining models trained on transformed source data [36, 70, 5, 62, 23, 59, 45] . Recently the technique was used at output-level by assuming that the output space contains similar spatial structure for some specific tasks such as semantic segmentation. The method in [69] thereby aligns pixel-level ground truth through adversarial learning in the output space. Other hybrid approaches have also been proposed in [60, 25] .
In contrast, Saito et al. in [57] proposed to align distributions by explicitly utilizing task-specific classifiers as a discriminator. The framework maximizes the discrepancy between two classifiers' output to detect target samples that are outside the support of the source and then minimizes the discrepancy to generate feature representations that are inside the support of the source with respect to the decision boundary. Instead of aligning manifold in feature, input, or output space by heuristic assumptions, this approach focuses on directly reshaping the target data regions that indeed need to be reshaped.
Wasserstein metric, the natural geometry for probability measures induced by the optimal transport theory, has been investigated in several fields such as image retrieval [55] , color-based style transfer [51] , and image warping [21] . The Wasserstein distance has also recently raised interest in stabilizing generative modeling [1, 14, 73] , learning introspective neural networks [32] , and obtaining Gaussian mixture models [29] thanks to its geometrically meaningful distance measure even when the supports of the distributions do not overlap.
As for domain adaptation, Courty et al. in [10] first learn a transportation plan matching source and target samples with class regularity. JDOT method [9] learns to map input space from source to target by jointly considering the class regularity and feature distribution. DeepJDOT method [12] further improves upon JDOT by jointly matching feature and label space distributions with more discriminative fea-ture representations in a deep neural network layer. However, the fact that these approaches explicitly enforce an one-to-one mapping between source samples and target samples in label space could largely restrict the practical usages when balanced source-target pairs are unavailable. It is also unclear how to extend these approaches to more generic tasks when one data sample has structured output space such as pixel-wise semantic segmentation.
In this work, we propose a principled framework to marry the two powerful concepts: distribution alignment by task-specific decision boundary [57] and the Wasserstein distance [72] . The Wasserstein metric serves as a reliable discrepancy measure between the task-specific classifiers, which directly measures the support of target samples from source samples instead of producing explicit one-to-one mapping in label space. A variational version of the Wasserstein discrepancy further provides straightforward and geomatrically meaningful gradients to jointly train the feature generator and classifiers in the framework efficiently.
Method
We first introduce unsupervised domain adaptation setting in Section 3.1. Second, we briefly review the concept of optimal transport in Section 3.2. Finally, we detail how to train the proposed method with the sliced Wasserstein discrepancy in Section 3.3.
Framework Setup
Given input data x s and the corresponding ground truth y s drawn from the source set {X s , Y s }, and input data x t drawn from the target set X t , the goal of unsupervised domain adaptation is to establish knowledge transfer from the labeled source set to the unlabeled target set as mentioned in [47] . When the two data distributions X s and X t are close enough, one can simply focus on minimizing an empirical risk of the joint probability distribution P(X s , Y s ). However, when that the two distributions are substantially different, optimizing a model solely over the source information results in poor generalizability.
Following the Maximum Classifier Discrepancy (MCD) framework [57] , we train a feature generator network G and the classifier networks C 1 and C 2 , which take feature responses generated from G and produce the corresponding logits p 1 (y|x), p 2 (y|x) respectively (as shown in Figure 1 ). The optimization procedure consists of three steps: (1) train both generator G and classifiers (C 1 , C 2 ) on the source domain {X s , Y s } to classify or regress the source samples correctly,
where L s can be any loss functions of interest such as cross entropy loss or mean squared error loss. Figure 1 : An illustration of the proposed sliced Wasserstein discrepancy (SWD) computation. The SWD is designed to capture the dissimilarity of probability measures p1 and p2 in R d between the task-specific classifiers C1 and C2, which take input from feature generator G. The SWD enables end-to-end training directly through a variational formulation of Wasserstein metric using radial projections on the uniform measures on the unit sphere S d−1 , providing a geometrically meaningful guidance to detect target samples that are far from the support of the source. Please refer to Section 3.3 for details.
(2) freeze the parameters of the generator G and update the classifiers (C 1 , C 2 ) to maximize the discrepancy between the outputs of the two classifiers on the target set X t , identifying the target samples that are outside the support of taskspecific decision boundaries,
is also added to this step to retain information from the source domain, and (3) freeze the parameters of the two classifiers and update the generator G to minimize the discrepancy between the outputs of the two classifiers on the target set X t ,
This step brings the target feature manifold closer to the source.
Optimal Transport and Wasserstein Distance
The effectiveness of domain adaptation in the aforementioned MCD framework depends entirely on the reliability of the discrepancy loss. Learning without the discrepancy loss, essentially dropping step 2 and step 3 in the training procedure, is simply supervised learning on the source domain.
The Wasserstein distance has recently received great attention in designing loss functions for its superiority over other probability measures [73, 41] . In comparison to other popular probability measures such as total variation distance, Kullback-Leibler divergence, and Jensen-Shannon divergence that compare point-wise histogram embeddings alone, Wasserstein distance takes into account the properties of the underlying geometry of probability space and it is even able to compare distribution measures that do not share support [1] . Motivated by the advantages of the Wasserstein distance, we now describe how we leverage this metric for measuring the discrepancy in our method.
Let Ω be a probability space and μ, ν be two probability measures in P(Ω), the Monge problem [43] seeks a transport map T : Ω → Ω that minimizes the cost
where T # μ = ν denotes a one-to-one push-forward from μ toward ν ∀ Borel subset A ⊂ Ω and c : Ω × Ω → R + is a geodesic metric that can be either linear or quadratic. However, the solution T * may not always exist due to the assumption of no splitting of the probability measures, for example when pushing a Dirac measure toward a non-Dirac measure.
Kantorovitch [27] proposed a relaxed version of Eq 4, which seeks a transportation plan of a joint probability dis-
where Π(μ, ν) = {γ ∈ P(Ω × Ω)|π 1# γ = μ, π 2# γ = ν} and π 1 and π 2 denote the two marginal projections of Ω × Ω to Ω. The solutions γ * are called optimal transport plans or optimal couplings [72] . For q ≥ 1, the q-Wasserstein distance between μ and ν in P(Ω) is defined as
which is the minimum cost induced by the optimal transportation plan. In our method, we use the 1-Wasserstein distance, also called the earth mover's distance (EMD).
Learning with Sliced Wasserstein Discrepancy
In this work, we propose to apply 1-Wasserstein distance to the domain adaptation framework described in Section 3.1. We utilize the geometrically meaningful 1-Wasserstein distance as the discrepancy measure in step 2
Algorithm 1 Sliced Wasserstein Discrepancy for Unsupervised Domain Adaptation
Require: Labeled source set {Xs, Ys}, unlabeled target set Xt, number of random projections M , and randomly initialized feature generator G and classifiers C 1 , C 2 .
while G, C 1 , and C 2 have not converged do
Step 1: Train G, C 1 , and C 2 on labeled source set: min
Ls(Xs, Ys)
Step 2: Train C 1 and C 2 to maximize sliced Wasserstein discrepancy on unlabeled target set: Obtain classifiers' output p 1 and p 2 on target samples
Step 3: Train G to minimize the same sliced Wasserstein discrepancy on unlabeled target set: min G L DIS (Xt) end while and step 3 in the aforementioned framework. In practice, we consider the discrete version of classifiers' logits p 1 (y|x) and p 2 (y|x). Computing W 1 (p 1 , p 2 ) requires obtaining the optimal transport coupling γ * by solving a linear programming problem [27] , which is not efficient. Although various optimization approaches have been proposed in the past [11, 16] , it is unclear how we can directly optimize W 1 (p 1 , p 2 ) in an end-to-end trainable fashion efficiently.
To take advantage of the best of both worlds -to align distributions of source and target by utilizing the taskspecific decision boundaries and to incorporate the Wasserstein discrepancy, which has well-behaved energy landscape for stochastic gradient descent training, we propose to integrate W 1 (p 1 , p 2 ) into our framework by using the sliced Wasserstein discrepancy, a 1-D variational formulation of the 1-Wasserstein distance between the outputs p 1 and p 2 of the classifiers along the radial projections.
Motivated by [52] which defines a sliced barycenter of discrete measures, we define the sliced 1-Wasserstein discrepancy (SWD) as
where R θ denotes a one-dimensional linear projection operation on the probability measure μ or ν, and θ is a uniform measure on the unit sphere
In this manner, computing the sliced Wasserstein discrepancy is equivalent to solving several one-dimensional optimal transport problems which have closed-form solutions [52] . Specifically, let α and β be the permutations that order the N one-dimensional linear projections of N samples such that ∀ 0
, then the optimal coupling γ * that minimizes such one-dimensional Wasserstein distance is simply assign R θ μ α(i) to R θ ν β(i) using a sorting algorithm. For discrete probability measures, our SWD can be written as:
for M randomly sampled θ and quadratic loss for c unless otherwise mentioned. Our proposed SWD is essentially a variational version of original Wasserstein distance but at a fraction of its computational cost [4] . More importantly, the SWD is differentiable due to the close-form characteristic, so we can focus on using optimal transport as a reliable fidelity measure to guide the optimization of feature generator and classifiers. We summarize our framework in Algorithm 1 and illustrate the SWD computation in Figure 1 .
Experiments
In principle, our method can be applied to any domain adaptation tasks and does not require any similarity assumptions in input or output space. We perform extensive evaluation of the proposed method on digit and sign recognition, image classification, semantic segmentation, and object detection tasks.
Digit and Sign Recognition
In this experiment, we evaluate our method using five standard benchmark datasets: Street View House Numbers (SVHN) [46] , MNIST [31] , USPS [26] , Synthetic Traffic Signs (SYNSIG) [42] , and German Traffic Sign Recognition Benchmark (GTSRB) [65] datasets. For each domain shift pair, we use the exact CNN architecture provided by Saito et al. [57] . We use Adam [28] solver with minibatch size of 128 in all experiments. Gradient reversal layer (GRL) [17] is used for training the networks so we do not need to control the update frequency between the generator and classifiers. The hyper-parameter particular to our method is the number of radial projections M . We varied the value of M in our experiment and detailed the sensitivity to the hyper-parameter in Figure 2 SVHN → MNIST We first examine the adaptation from real-world house numbers obtained from Google Street View images [46] to handwritten digits [31] . The two domains demonstrate distinct distributions because images from SVHN dataset contain cluttered background from streets and cropped digits near the image boundaries. We use the standard training set as training samples, and testing set as test samples both for source and target domains. The feature generator contains three 5×5 conv layers with stride two 3×3 max pooling placed after the first two conv layers. For classifiers, we use 3-layered fully-connected networks. SYNSIG → GTSRB In this setting, we evaluate the adaptation ability from synthetic images SYNSIG to real images GTSRB. We randomly selected 31367 samples for target training and evaluated the accuracy on the rest. The feature generator contains three 5×5 conv layers with stride two 2×2 max pooling placed after each conv layer. For classifiers, we use 2-layered fully-connected networks. The performance is evaluated for 43 common classes between the two domains.
MNIST ↔ USPS For the two-way domain shift experiment we also follow the protocols provided by [57] that we use the standard training set as training samples, and testing set as test samples both for source and target domains. The feature generator contains two 5×5 conv layers with stride two 2×2 max pooling placed after the each conv layer. For classifiers, we use 3-layered fully-connected networks.
Results Table 1 lists the accuracies for the target samples by four different domain shifts. We observed that our SWD method outperforms competing approaches in all settings. The proposed method also outperforms the direct comparable method MCD [57] by a large margin -absolute accuracy improvement of 2.8% on average across the four settings. Figure 2 (a) and 2(b) show the ablation study on the sensitivity to the number of radial projections M . In our experiment we empirically found that M = 128 works well in all cases. We also visualized learned features in Figure 2 (c) and 2(d). Our method generates much more discriminative feature representation compared to source only setting. It is interesting to see that the task-specific discrepancyaware methods such as MCD [57] , DeepJDOT [12] , and the proposed SWD are the current leading approaches for the tasks being addressed here. This demonstrates the importance of utilizing the task-specific decision boundaries (discrepancy) to guide the process of transfer learning instead of simply matching the distributions between the source and target domains in pixel, feature, or output space in most of the other distribution matching approaches. In particular, Table 1 : Results of unsupervised domain adaptation across digit and traffic sign datasets. We repeat each experiment 5 times and report the mean and the standard deviation of the accuracy. Our method significantly outperforms the direct comparable method MCD [57] and other methods as well.
the adversarial training based methods require a separate generator and multiple discriminators that are oftentimes larger than the main task network itself. For example, the method in [23] uses a 10-layer generator, a 6-layer image level discriminator, and a 3-layer feature level discriminator while the main task network is a 4-layer network. Besides, the auxiliary discriminators are discarded after the training is completed. Furthermore, the main distinction between the proposed method and the DeepJDOT [12] approach is that the Deep-JDOT requires a multi-staged training process -it trains a CNN and solves a linear programming task iteratively. The DeepJDOT also assumes the true optimal transport coupling between every pair of samples in a mini-batch converges when propagating pseudo labels from the source domain to target domain, which is often not the case in prac- tice. This emphasizes the importance of choosing a geometrically meaningful discrepancy measure that makes no assumptions on the optimal transport coupling in the label space and is end-to-end trainable, optimizing over one discrepancy loss instead of solving multiple losses independently. We note that the method in [63] obtained 99.4% on SVHN to MNIST adaptation task with various engineering efforts such as using instance normalization, adding Gaussian noise, and leveraging a much deeper 18-layer network. This clustering assumption-based approach achieves performance on-par with ours, and we leave this architectural search for future exploration.
VisDA Image Classification
Next, we evaluate the proposed method on image classification task. We use the VisDA dataset [49] , which is designed to assess the domain adaptation capability from synthetic to real images across 12 object classes. The source domain contains 152,397 synthetic images generated by rendering 3D CAD models from different angles and under different lighting conditions. For target domain we use the validation set collected from MSCOCO [34] and it consists of 55,388 real images. Following the protocol in [57] , we evaluate our method by fine-tuning ImageNet [13] pretrained ResNet-101 [22] model. The ResNet model except the last fully-connected layer was used as our feature generator and randomly initialized three-layered fully-connected networks were used as our classifiers. We used Adam solver with mini-batch size of 32 in the experiment. The number of radial projections M is set to 128. We apply horizontal flipping of input images during training as the only data augmentation. Learning rate was set to value of 10 −6 throughout the training. GRL [17] is used for training the network so we do not need to control the update frequency between the generator and classifiers.
Results Table 2 lists the results that are based on the same evaluation protocol 1 . We can see that the taskspecific discrepancy-aware methods MCD [57] and our SWD method perform better than the source only model in all object classes, while pure distribution matching based methods perform worse than the source only model in some categories. Our method also outperforms the direct comparable method MCD [57] by a large margin. We emphasize that the main difference between MCD and our method is the choice of discrepancy loss. This validated the effectiveness of the proposed sliced Wasserstein discrepancy in this challenging synthetic to real image adaption task.
Semantic Segmentation
Unlike image classification task, obtaining ground truth label for each pixel in an image requires a lot more amount of human labor. Here we extend our framework to perform domain adaptation for the semantic segmentation task.
Datasets In this experiment we used three benchmark datasets: GTA5 [53] , Synthia [54] , and Cityscapes [8] . All three datasets contain dense pixel-level semantic annotations that are compatible with one another. GTA5 contains 24966 vehicle-egocentric images synthesized from a photorealistic open-world computer game Grand Theft Auto V. Synthia consists of 9400 images generated by rendering a virtual city created with the Unity engine. Frames in Synthia are acquired from multiple camera viewpoints -up to eight views per location that are not necessary vehicleegocentric. Cityscapes has 2975 training images, 500 validation images, and 1525 test images with dense pixel-level annotation of urban street scenes in Germany and neighboring countries. During training, the synthetic GTA5 or Synthia is used as source domain and the real Cityscapes is used as target domain. We used the standard training split for training and validation split for evaluation purpose.
Implementation details
In an effort to demonstrate the effectiveness of the proposed method and to decouple the performance gain due to architectural search, we adopted the commonly used VGG-16 [64] and ResNet-101 [22] models for our feature generator. For classifiers we used the decoder in PSPNet [77] for its simplicity of implementation. Based on this straightforward design choice, our segmentation model achieves mean intersection-over-union (mIoU) of 60 evaluated on the Cityscapes validation set for 19 compatible classes, which match the same oracle performance reported in the recent literature [69, 74] . We used Momentum SGD solver with a fixed momentum of 0.9 and weight decay of 0.0001 in all experiments. Learning rate was set to value of 0.0001 for GTA5 to Cityscapes setting and 0.001 for Synthia to Cityscapes setting. During training, we randomly sampled a single image from both source and target domains for each mini-batch optimization. All images are resized to 1024×512 resolution. No data augmentation is used (such as flipping, cropping, scaling, and multi-scale ensemble) to minimize the performance gain due to the engineering efforts and to ensure the reproducibility. Since the sliced Wasserstein discrepancy is computed at every pixel of an image in a minibatch fashion, we empirically found that the number of radial projections M = 8 is sufficient to produce good results.
Results
We use the evaluation protocol released along with VisDA challenge [49] to calculate the PASCAL VOC intersection-over-union (IoU). We show quantitative and qualitative results of adapting GTA5 to Cityscapes in Table 3 and Figure 3 , respectively. We can see clear improvement from models trained on source domain only to models trained with the proposed SWD method for both VGG-16 and ResNet-101 backbones. Also, our method consistently outperforms other recent approaches that utilize generative adversarial networks [69, 23] and the style transfer based technique [74] . Table 4 shows the results of adapting Synthia to Cityscapes. The domain shift is even more significant between these two datasets because images from Synthia are not only generated by a rendering engine but also contain multiple viewpoints that are not necessary vehicleegocentric. Our method shows consistent improvement over other approaches and generalizes well with such dramatic viewpoint shift.
Note that most of the competing approaches are specifically designed only for semantic segmentation tasks and they often require the assumption of input space similarity, output space similarity, or geometric constrains. For instance, the method in [78] incorporated spatial priors by assuming sky is likely to appear at the top and road is likely to appear at the bottom of an image, etc. The frequencies of ground truth labels per pixel are computed from GTA5 dataset and are then multiplied with the softmax output of the segmentation network. However, it is unclear how to generalize this prior when large viewpoint differences present between the source and target domains, such as adaptation from Synthia to Cityscapes. Our method does not require any prior assumptions of the characteristics of the task of interest and nevertheless achieves better performance. Figure 3 : Qualitative semantic segmentation results on adaptation from GTA5 to Cityscapes. From left to right: input, source only model, our method, and ground truth. Our method produces cleaner predictions and less confusion between challenging classes such as road, car, sidewalk, and vegetation. Table 5 : Results of unsupervised domain adaptation on VisDA 2018 [50] object detection track. This task evaluates the adaptation capability from synthetic CAD model images to real-world MSCOCO images (COCO17-val). We report mean average precision (mAP) at 0.5 IoU using SSD with Inception-V2 backbone. Our method outperforms the direct comparable method MCD [57] by 25% relatively.
Object Detection
To demonstrate if our method generalizes to other tasks as well, we extend it to object detection task. We use the recent released VisDA 2018 dataset [50] , which contains source images generated by rendering 3D CAD models and target images collected from MSCOCO [34] . This dataset is especially challenging due to uncalibrated object scales and positions between the synthetic and real images.
We use a standard off-the-shelf Single Shot Detector (SSD) [37] with Inception-V2 [68] backbone without any architectural modifications or heuristic assumptions. The model predicts class labels, locations and size shifts for a total of 1.9k possible anchor boxes. The feature generator in this case is the backbone network pre-trained on Ima-geNet and the classifiers comprise of all the additional layers which are present after the backbone network. We employ the proposed sliced Wasserstein discrepancy to both classification and bounding box regression outputs to the existing loss functions in SSD. No other modifications are made to the network. We also implement MCD [57] method with the exact network architecture for baseline comparison. All networks are optimized with Momentum SGD solver with a fixed momentum of 0.9, mini-batch size of 16, and weight decay of 0.0001. Learning rate is set to value of 0.0001. The number of radial projections M is set to 128. We apply random cropping and flipping to all network training.
Results
We report mean average precision (mAP) at 0.5 IoU in Table 5 . These results show that even with large domain shift in image realism, object scales, and relative object positions, our method is able to improve the performance by a large margin compared to models trained on source image only. Our method also outperforms the direct comparable method MCD [57] by a significant 25% relatively.
Conclusion
In this paper, we have developed a new unsupervised domain adaptation approach, which aligns distributions by measuring sliced Wasserstein discrepancy between taskspecific classifiers. The connection to Wasserstein metric paves the way to make better use of its geometrically meaningful embeddings in an efficient fashion, which in the past has primarily been restricted to obtaining one-to-one mapping in label space. Our method is generic and achieves superior results across digit and sign recognition, image classification, semantic segmentation, and object detection tasks. Future work includes extension of our approach to domain randomization [67] , open set adaptation [58] , and zero-shot domain adaptation [48] .
