Abstract. Opinion finding is a challenging retrieval task, where it has been shown that it is especially difficult to improve over a strongly performing topic-relevance baseline. In this paper, we propose a novel approach for opinion finding, which takes into account the proximity of query terms to subjective sentences in a document. We adapt two stateof-the-art opinion detection techniques to identify subjective sentences from the retrieved documents. Our first technique uses the OpinionFinder toolkit to classify the subjectiveness of sentences in a document. Our second technique uses an automatically generated dictionary of subjective terms derived from the document collection itself to identify the most subjective sentences in a document. We extend the Divergence From Randomness (DFR) proximity model to integrate the proximity of query terms to the subjective sentences identified by either of the proposed techniques. We evaluate these techniques on five different strong baselines across two different query datasets from the TREC Blog track. We show that we can significantly improve over the baselines and that, in several settings, our proposed techniques can at least match the top performing systems at the TREC Blog track.
Introduction
Blogs have recently emerged as a new open, rapidly evolving, and promptly reactive publishing medium on the World Wide Web [1] . The blogospherethe collection of blogs on the Web -constitutes a fascinating ground for researchers in different areas and, in particular, for Information Retrieval. The information seeking behaviour in the blogosphere differs from that of traditional Web searchers [2] : blog searchers are mainly interested in uncovering the public sentiment towards named entities (e.g., people, organisations, locations) and in information on broad, conceptual topics (e.g., politics, sports, religion). In common, these information needs are of a subjective nature, characterising a distinctive and challenging feature of blog search.
Retrieving documents that are not only relevant to a given topic but that also contain an opinion about the topic has been shown to be a difficult task. Since 2006, the Text REtrieval Conference (TREC) has been running a Blog track and a corresponding opinion-finding task to address this problem [3, 4] .
An important issue while evaluating the performance of different opinion retrieval systems is to look at how they perform over strong baselines that do not apply any specific opinion-finding technique. After the first two editions, however, the experiments conducted within the Blog track opinion-finding task have shown that outperforming a strong topic-relevance baseline remains a challenge. Indeed, while some participants were able to show a marked increase in performance when using opinion detection features on top of good topic-relevance baselines, other groups did not manage to improve their baselines [5] . In fact, a recent study [6] showed that some stronger topic-relevance baselines could not be improved even by applying the most effective opinion-finding approaches.
In order to address this problem, we adapt two opinion-finding techniques that were shown to perform well across different baselines. In particular, we propose an approach that integrates the proximity between query terms and subjective sentences -as identified by either of these two techniques -to existing retrieval systems in order to improve their opinion retrieval performance. We argue that this proximity can be seen as an estimate of the extent to which a given document is not only about the entity represented by the query, but also expresses an opinion towards it. We evaluate the effectiveness of our approach using the devised techniques for identifying subjective sentences in documents and show that they provide statistically significant improvements over five strong baselines across two different query datasets. In addition, we show that our proposed approach provides comparable opinion retrieval performances to the state-of-the-art approaches from the TREC 2008 Blog track opinion-finding task.
The remainder of this paper is organised as follows. In Section 2, we introduce the TREC paradigm for experimentation on opinion retrieval and survey the main related approaches to our work. In Section 3, we describe our two techniques to identify subjective sentences in text and introduce our proximity model for modifying the scores of documents based on the proximity of query terms to the subjective sentences identified in these documents. In Sections 4 and 5, we describe the experimental setup and the results of the evaluation of our approach over five strong baselines. Finally, in Section 6, we present our final remarks.
Blog Opinion Retrieval at TREC
The TREC Blog track opinion-finding task addresses a search scenario where a user aims to uncover what the bloggers are saying or thinking about a named entity X. In summary, the user's intention is to take the "pulse of the blogosphere" on a topic X. The task has been running in TREC since the Blog track inception in 2006. All experiments in the Blog track have been done using the Blogs06 collection, representing a large sample crawled from the blogosphere over an eleven week period from December 6, 2005 until February 21, 2006 [7] . The collection is 148GB in size, with three main components consisting of 38.6GB of XML feeds (i.e., the blog), 88.8GB of permalink documents (i.e., a single blog post and all its associated comments) and 28.8GB of HTML homepages (i.e., the main entry to the blog). In this paper, we follow the TREC setting [3, 4] and experiment using the permalink documents as retrieval units. There are over 3.2 million permalink documents in the Blogs06 collection.
Each participating system is evaluated using a set of topics and their associated relevance assessments. An example topic is shown in Figure 1 . The relevance assessment procedure for the documents retrieved for the topics has two levels. The first level assesses whether a given blog post, i.e., a permalink, contains information about the target and is therefore relevant. The second level assesses the opinionated nature of the blog post if it was deemed relevant in the first assessment level [3, 4] . One of the lessons learnt from the TREC 2006 and 2007 Blog tracks is that a good performance in opinion finding is strongly dominated by the underlying topic-relevance performance [3, 4] . In fact, it has been shown that outperforming a strong topic-relevance baseline remains a challenge.
Indeed, after two years of the TREC Blog track, only a few opinion detection approaches have been shown to be effective in enhancing reasonably good topicrelevance baselines. Among the most effective approaches, the dictionary-based one consists in automatically building a weighted dictionary of opinionated terms derived from the target collection. The top weighted terms from the resulting dictionary are then submitted as a query to generate an opinionated score for each document of the collection [8] . A similar approach was used by Amati et al., who proposed a semi-automatic method for learning an opinion dictionary from the Blogs06 collection [9] . A different technique consists in using a pre-compiled list of subjective terms and computing their proximity to the query terms in each retrieved document of the collection [10, 11] . Finally, another effective approach uses OpinionFinder, a freely available subjectivity analysis toolkit, to identify and score the opinionated nature of documents [12] .
It was noted that most of the participating groups in TREC 2006 and 2007 Blog tracks approached the opinion-finding task as a re-ranking problem [3, 4] . In the first stage, the retrieval system aims to find as many relevant documents as possible regardless of their opinionated nature, while in the second stage, the system re-ranks those documents using some opinion detection technique and an appropriate combination of scores. As a consequence, in order to draw a better understanding of the most effective and stable opinion-finding techniques, in TREC 2008, the organisers provided the participating groups with 5 standard baselines, each covering a set of 100 topics from the first two editions of the TREC Blog track opinion-finding task and 50 new topics from its 2008 edition [13] .
In the next sections, we propose and evaluate a novel proximity approach to opinion finding that uses a more coarse-grained evidence. In particular, instead of estimating the proximity of query terms to opinionated terms as some of the aforementioned techniques attempted, we extend the OpinionFinder and the dictionary-based approaches to identify subjective sentences from the retrieved documents and boost the scores of these documents when and if the query terms occur in close proximity with the identified sentences.
Proximity to Subjective Sentences
In this section, we describe our approach to integrate the proximity of query terms to subjective sentences -identified from the documents in the first-pass retrieval -in order to improve the effectiveness of existing blog opinion retrieval systems. In order to show the generality of our approach, we employ two different opinion-finding techniques, each having a different trade-off between efficiency and sentence identification effectiveness. Indeed, our approach is general in that different techniques can be employed in order to identify a given sentence as being either objective or subjective. We describe these techniques, and evaluate their effectiveness in the next sections.
NLP-Based Subjectiveness Classification
Our first technique to identify subjective sentences in documents uses OpinionFinder [14] , a subjectivity analysis system aimed at supporting Natural Language Processing (NLP) applications by providing them with information about opinions expressed in text and also who expresses them.
OpinionFinder operates as a two-stage pipeline. The first stage performs general-purpose document processing, including semantic and part-of-speech tagging, named entity identification, tokenisation, stemming, and sentence splitting. The text is then parsed again to generate dependency parse trees. Finally, subjective terms and expressions are identified based on a large dictionary.
The second stage is responsible for the subjectivity analysis itself. It employs a Naive Bayes classifier to distinguish between objective and subjective sentences. This classifier is trained on sentences automatically generated from a large corpus of unannotated data by two rule-based classifiers. The result of the subjectivity analysis is manifested in the form of markup tags added to the original documents. After the whole collection is parsed, we index it by considering the sentence tags generated by OpinionFinder as special position markers, so that we can record the positions of every index term with respect to the sentences in which it occurs within a given document. Moreover, the classification of each of these sentences as either objective or subjective and the confidence sw of such classification as reported by OpinionFinder can be integrated directly in our approach as discussed in Section 3.3.
Dictionary-Based Subjectiveness Estimation
Our second technique to identify subjective sentences in documents from firstpass retrieval relies on a light-weight, dictionary-based approach [8] . In this approach, a dictionary of subjective terms is automatically derived from the target collection without requiring any manual effort. First of all, from the list of all terms in the collection ranked by their within-collection frequency in descending order, a skewed query model is applied to filter out those that are too frequent or too rare [15] . This aims at removing terms with too little or too specific information and which cannot be interpreted as generalised, query-independent opinion indicators. Using a training set of queries, the remaining terms from the list are weighted based on the divergence of their distribution in the set of opinionated documents retrieved for these queries against that in the set of relevant documents retrieved for the same set of queries.
During retrieval time, for each document returned in response to a given query, we estimate an aggregated subjectiveness weight sw for each of its sentences according to the formula:
where t ∈ s corresponds to the set of all terms t in sentence s, |s| is the number of terms in s, and dtw corresponds to the weight of term t according to the generated dictionary of subjective terms. Sentence subjectiveness weights are then normalised by the maximum weight among all sentences in the document. Finally, sentences with a weight greater than a predefined threshold δ -a free parameter -are considered as subjective sentences. It is worth noting that OpinionFinder implicitly uses a similar mechanism in order to decide whether a given sentence is subjective or not. Using either technique, our approach integrates the proximity of query terms to the identified subjective sentences from the retrieved documents in order to re-rank them, as discussed in the next section.
Modelling Proximity to Subjective Sentences
Previous studies have shown that taking into account the dependency of query terms in documents can improve retrieval performance [16, 17, 18] . Our approach applies this idea in a novel way, namely, by boosting the scores of the retrieved documents based on the proximity between the query terms and the subjective sentences identified in each of these documents. Besides the fact that documents containing subjective sentences are more likely to be opinionated, our intuition is that the proximity of the query terms to the subjective sentences in the document provides a further indication that the document expresses an opinion about the topic of the query.
Given a retrieved document d and a set of subjective sentences S d identified in this document by either the OpinionFinder or the dictionary-based approach (or any equivalent one), the score of document d with respect to a query Q is boosted according to the following linear combination:
where score(d, Q) is the score of the document d retrieved against a query Q, t ∈ Q corresponds to the set of all query terms, s ∈ S d is the set of all subjective sentences in document d, prox(t, s) is the proximity score assigned to the query term t and the subjective sentence s in document d, and λ 1 and λ 2 are free parameters of the linear combination. In Equation (2), the document score score(d, Q) can be estimated by any weighting model. For example, we can use the DFR PL2 document weighting model [19] . To efficiently compute the proximity score prox(t, s), we use the pBiL DFR model, which does not consider the collection frequency of the pair t, s . It is based on the binomial randomness model [20] and is computed as follows:
+ log 2 (pf + 1) + log 2 (wc − pf + 1)
where qtw and sw are the weights of the query term t and the sentence s, respectively, wc > 0 is the number of windows of size ws sentences in document d -where ws is a free parameter -and pf is the frequency of the pair t, s within windows of size ws sentences in the document. The procedure for training the parameters in our approach is detailed in the next section.
Experimental Setup
In the evaluation of our proposed approach for blog opinion retrieval, we use the Terrier Information Retrieval platform for both indexing and retrieval [21] . The remainder of this section details our experimental setup and the training settings for our approach and its underlying techniques as described in Section 3. Our evaluation results are discussed in Section 5.
Collection and Topics
Our experiments are based on the Blogs06 collection [7] , which is currently the only available blog test collection with relevance assessments. Following the official TREC Blog track opinion-finding task setting [3, 4] , in which permalinksi.e., blog posts and their associated comments -are used as the retrieval units, we parse the permalinks component of the Blogs06 collection using OpinionFinder and index it using Terrier. Each token is stemmed using Porter's English stemmer and standard English stopwords are removed. We use two realistic, chronologically organised query datasets in our experiments. In the first dataset, we use the 50 topics from the TREC 2006 Blog track opinion-finding task, numbered 851 to 900, for training, and the 50 topics from TREC 2007, numbered 901 to 950, for testing. In the second dataset, we use the 100 topics from both TREC 2006 and 2007 Blog track opinion-finding tasks for training and the 50 topics from TREC 2008, numbered 1001 to 1050, for testing. Each topic comprises three fields, namely, title, description, and narrative. We only use the title topic field, which is usually short and resembles real user queries in practice as well as the official TREC Blog track setting [3, 4] .
Retrieval Baselines
As described in Section 2, in 2008, TREC provided 5 strongly performing, yet statistically different baselines. Each of these baselines covers all 2006 through 2008 topics and comprises a list of relevant documents produced by a "black box" search engine that retrieves as many relevant documents as possible without applying any specific opinion-finding feature [13] . We apply the different techniques used by our approach over each of these 5 topic-relevance baselines.
Training Setting
We tuned the parameters used by our approach on the training topics of our query datasets (i.e., the 50 topics from the TREC 2006 opinion-finding task and the 100 topics from the TREC 2006 and 2007 tasks, respectively) over the 5 standard baselines. The parameters selected for training were the threshold δ, used by the dictionary-based technique to select subjective sentences in a given document, the weight λ 2 , used for combining the original document score with its proximity score (see Equation (2)), and the window size ws, used while counting the number of windows in which the query terms co-occur with subjective sentences in a document. The combination weight λ 1 in Equation (2) was fixed to 1, since the optimal setting is only related to the ratio between λ 1 and λ 2 .
For the ws parameter, after performing a sweeping over the values in the range 1 through 30 and observing no marked effect on the retrieval performance of our approach over the baselines, we fixed its value to 5, since this setting resulted in the best performances across all baselines.
Once the ws parameter was fixed, we optimised the weight λ 2 for our NLPbased technique using OpinionFinder over each of the five baselines by maximising opinion mean average precision (MAP) on the training topics for each query dataset. For the dictionary-based technique, we optimised both the λ 2 and δ parameters using the same procedure.
Experimental Results
In this section, we discuss the evaluation results of our approach on the two query datasets described in the previous section. Since the opinion-finding task is an adhoc-like retrieval task, the primary measure for evaluating the retrieval performance of the participating groups is the mean average precision (MAP). Other metrics reported for the opinion-finding task are R-Precision (R-prec), binary Preference (bPref), and Precision at 10 documents (P@10).
Using the TREC 2007 dataset, Table 1 summarises the retrieval performances of the two alternative techniques used by our approach over the 5 considered baselines in terms of topic relevance and opinion finding. Besides the standard TREC baselines, we compare the techniques used by our approach to their direct application for opinion retrieval as discussed in Section 2, i.e., without the use of proximity. In Table 1 , OF and Dict stand for the OpinionFinder and dictionarybased approaches without the use of proximity while OFProx and DictProx stand for the addition of our sentence-level proximity approach to these techniques. The best value in each column for each baseline is underlined. A star ( * ) indicates a significant improvement over the corresponding baseline according to the Wilcoxon signed-rank matched-pairs test at the 0.01 level, while a bullet (•) indicates a significant decrease in performance with respect to the baseline. Finally, a dagger ( †) indicates a significant improvement of a technique over its Table 1 , we can see that the two techniques deployed by our approach significantly improve over the baselines in 8 out of 10 cases in terms of topicrelevance MAP, and in 7 out of 10 cases in terms of opinion MAP. In the latter case, it is also interesting to observe that the performances of our techniques over baseline3, baseline4, and baseline5 are superior than all but the best performing system at TREC 2007, which achieved an opinion MAP of 0.4341 [3] .
Our approach based on OpinionFinder (OFProx) significantly improves over its counterpart (OF) in 4 out of the 5 baselines in terms of both topic-relevance and opinion MAP, while our dictionary-based approach (DictProx) was not significantly different from its base approach (Dict) across the considered baselines. Indeed, in further tests (not shown in Table 1 ), OFProx was significantly superior than DictProx over 3 baselines in terms of topic-relevance MAP and across all 5 baselines in terms of opinion MAP. On the other hand, there is no significant difference between the performance of their corresponding base approaches (OF and Dict) in terms of topic-relevance MAP across all baselines. In terms of opinion MAP, OF can only significantly outperform Dict in 2 out of the 5 baselines. This shows that our model was effective while using the subjective sentences identified by OpinionFinder, although it could not deliver the same benefit for the dictionary-based technique on this dataset.
In Table 2 , we present similar results on our second dataset, the TREC 2008 Blog track opinion-finding task topics. Again, we show the retrieval performance of our approach using two techniques over the 5 previously described baselines. From Table 2 , we can observe that our two techniques significantly outperform the standard baselines in 6 out of 10 possible cases for both topic-relevance and opinion MAP. It is interesting to note that, different from the 2007 dataset, where our approach using the dictionary-based technique did not significantly improve over its base technique, for this dataset, DictProx significantly improved over Dict for 3 baselines in terms of topic-relevance MAP, and for 2 baselines in terms of opinion MAP. More importantly, our approach using OpinionFinder could only significantly improve over its counterpart for baseline5. This observation is in agreement with previous results about the varying effectiveness of these techniques for identifying subjectiveness across different datasets [6] .
In order to compare the robustness of our approach with respect to the best performing systems at TREC 2008 and also to better assess its effectiveness across the two datasets considered, Table 3 shows the average improvement of our deployed techniques over all 5 standard baselines in terms of opinion MAP for both 2007 and 2008 topics. The best value in each column is underlined. The median average improvement 1 of the 21 techniques that were applied over all 5 baselines in the TREC 2008 Blog track opinion-finding task is also presented [13] . Their median average improvement on the 2007 topics is included as a reference.
In Table 3 , it can be observed that, on average, DictProx does not improve more than Dict on the 2007 topics. OFProx, on the other hand, performs well above the other techniques and is the only one to improve more than the median average improvement on this dataset. Moreover, since the median values on the 2007 topics are those of the 2008 participants and are thus likely to correspond to their training performances on these topics, the average improvement of OFProx on this dataset is even more impressive. A fairer comparison would require the participating systems to run under the same training-testing settings as our approach. On the 2008 topics, DictProx outperforms Dict in terms of average improvement, while OFProx does not improve over OF on average. Furthermore, it can be observed that all techniques improve more than the median TREC average improvement under the fair 2008 training-testing settings.
Overall, these results attest the effectiveness of the OpinionFinder-based techniques when compared to the dictionary-based ones. Nevertheless, it is worth noting that, while the former are much more computationally intensive than the latter [8] , integrating the sentence-level proximity feature has a different impact on each technique depending on the underlying query dataset. Indeed, while, on average, OFProx improves over OF on the 2007 dataset, it is only DictProx that is able to improve over its counterpart on the 2008 topics. On average, all techniques provide improvements across all 5 baselines, an achievement only attained by 4 groups in the TREC 2008 Blog track opinion-finding task [13] .
Conclusions
In this paper, we have proposed a novel approach for blog opinion retrieval aimed at integrating the proximity of query terms to subjective sentences identified from the retrieved documents. We have adapted two techniques known to perform well on the identification of opinionated documents in order to identify subjectiveness at the sentence level.
We have evaluated the effectiveness of our approach using both techniques over 5 standard baselines across two different datasets. Our experiments have shown that our techniques are able to significantly improve over these strongly performing baselines in most cases and perform at least comparably to the top performing systems at the TREC 2007 and 2008 Blog track opinion-finding tasks. Additionally, they can improve over their corresponding base techniques, although this observation was not consistent across the considered datasets. Moreover, we have shown that our approach can perform as well with a high-quality though computationally intensive subjectivity analysis system such as OpinionFinder as with a simple, light-weight approach such as the dictionary-based one.
As a whole, our experiments have demonstrated that our model is feasible and offers a robust performance in the challenging task of improving over a range of statistically different topic-relevance baselines. Furthermore, its generality allows for different techniques for identifying subjective sentences in text to be chosen according to their effectiveness on different datasets and their efficiency.
