Abstract. The augmented Lagrangian (AL) preconditioner and its variants have been success-5 fully applied to solve saddle point systems arising from the incompressible Navier-Stokes equations 6 discretized by the finite element method. Attractive features are the purely algebraic construction 7 and robustness with respect to the Reynolds number and mesh refinement. In this paper, we recon-8 sider the application of the AL preconditioner in the context of the stabilized finite volume methods 9 and present the extension to the Reynolds-Averaged Navier-Stokes (RANS) equations, which are 10 used to model turbulent flows in industrial applications. Furthermore, we propose a new variant of 11 the AL preconditioner, obtained by substituting the approximation of the Schur complement from 12 the SIMPLE preconditioner into the inverse of the Schur complement for the AL preconditioner. 13
Introduction. The augmented Lagrangian (AL) preconditioner [2], belong-

30
Although applying FEM and FVM to the incompressible Navier-Stokes equations 31 both leads to saddle point systems, the extension from FEM to FVM is nontrivial, see
32
[32] for a detailed discussion on the dimensionless parameter that is involved in the AL 33 preconditioner, its influence on the convergence of both nonlinear and linear iterations 34 and the proposed rule to choose the optimal value in practice. We observed that the The structure of this paper is as follows. The Reynolds-Averaged Navier-Stokes 61 equations and the discretization and solution methods are introduced in Section 2.
62
The new method to construct the approximation of the Schur complement in the AL 63 preconditioner is presented in Section 3, followed by a brief recall of the old approach. 
85
Averaged momentum and continuity equations are here presented in the conservative 86 form using FVM for a control volume Ω with surface S and outward normal vector n:
where u is the velocity, P = p+ and u = 0 on walls) or the normal stress (µ eff ∂u ∂n − P n = 0 on outflow and farfield).
92
The effective viscosity µ eff is the sum of the constant dynamic viscosity µ and the k and µ t are zero, the RANS equations reduce to the Navier-Stokes equations.
96
In this paper, we will consider laminar flow of water over a finite flat plate at has similar eddy-viscosity magnitude in the wake of the step.
110
Solvers for the RANS equations should be able to handle both challenges, i.e.
111
high-aspect ratio cells and significant variation in viscosity.
112 Fig. 1 : For the turbulent flat plate problem, the ratio between the eddy viscosity and dynamic viscosity, i.e., µ t /µ in the wake of the plate.
2.2. Linear saddle point system. As explained in [15] , the nonlinear system
113
(1) is solved for u and P as a series of linear systems obtained by Picard linearization
114
[11], i.e. by assuming that the mass flux ρu · n, the turbulent kinetic energy k and
115
This manuscript is for review purposes only.
the effective viscosity µ eff are known from the previous iteration. The turbulence 116 equations are then solved for k and possibly other turbulence quantities, after which 117 the process is repeated until a convergence criterion is met.
118
After linearization and discretization of system (1) by the cell-centered and co-119 located FVM [11] , the linear system is in saddle point form as
where Q corresponds to the convection-diffusion operator and the matrices G and D
122
denote the gradient and divergence operators, respectively. The matrix C comes from 123 the stabilization method. The details of these matrices are presented as follows.
124
The linearization and the explicit treatment of the second diffusion term µ eff ∇u T · 125 n by using the velocity and effective viscosity from the previous iteration make the 126 matrix Q of a block diagonal form. Each diagonal part Q ii is equal and contains 127 the contributions from the convective term ρu i u · n and the remaining diffusion term 128 µ eff ∇u i · n.
129
In FEM the divergence matrix is the negative transpose of the gradient matrix, and leads to the stabilization matrix C as
where L p is the Laplacian matrix. The details about the PWI method and its repre- 
where 
179
The equivalent system (5) is what we want to solve when applying the AL pre-
180
conditioner. Using the block DU decomposition of A γ , the ideal AL preconditioner 181 P IAL is given by
where S γ denotes the approximation of S γ .
184
The modified variant of the ideal AL preconditioner, i.e., the so-called modified
185
AL preconditioner, replaces Q γ by its block lower-triangular part, i.e. Q γ , such that 186 the difficulty of solving sub-systems with Q γ is avoided [3] . To see it more clearly, we 187 take a 2D case as an example and give Q γ and Q γ as follows
193
Substituting Q γ into P IAL as (6), then we get the modified AL preconditioner P M AL :
195
It appears that one needs to solve sub-systems with Q γ when applying P M AL .
196
This work is further reduced to solve systems with Q 
where S = C − DQ −1 G denotes the Schur complement of the original system (2).
208
Proof. We refer to [3, 32] for the proof.
209
This lemma was already published but its importance was not fully appreciated. 
where the notation new is used to differ from the old approach to approximate S γ , 216 discussed in the next section.
217
Actually it is not necessary to explicitly implement S γ new . Solving a sub-system 
233
Regarding the Schur complement S = C − DQ −1 G of the original system (2), the 234 SIMPLE preconditioner approximates Q by its diagonal, diag(Q), and obtains the 235 approximation of S as S 1 = C − Ddiag −1 (Q)G. Taking into account the stabilization (3), we further reduce the 237 approximation to 
Based on the above approach, it is seen that there is no extra requirement on we have
256
For large values of γ such that γ
neglected so that we have S γ old as follows
259
The choice of W 1 = γC + M p is not practical since the action of W 
The choice of W = M p is fixed in the transformation to obtain the equivalent system 
where S denotes the approximation of the Schur complement of A, i.e., S = C − 290 DQ −1 G. With the stabilization matrix C given by (3), the Schur complement ap- Use FVM and Picard method to solve the nonlinear problem (1). Each Picard iteration:
Use Krylov subspace method to solve the adapted linearized system (5):
Use Krylov subspace method to solve the linearized system (2):
Each Krylov iteration: solve a system with the ideal or modified AL preconditioner
Each Krylov iteration: solve a system with the SIMPLE preconditioner
reduced to solve the sub-systems with Q γ (or Q γ ) and S γ .
reduced to solve the sub-systems with Q and S SIMPLE . sider the cost of using the SIMPLE preconditioner P SIM P LE for a Krylov subspace 306 method that solves the system with A to a certain relative tolerance in n 1 iterations.
307
The preconditioner is applied at each Krylov iteration and the SIMPLE precondi- S γ new is the same as S SIMPLE . Thus, the total cost is 317
• P M AL with S γ new : n 2 ×(mom-u with Q γ +mass-p with S SIMPLE +A γ ×b res ).
318
Finally consider the cost of applying the modified AL preconditioner P M AL with 319 the old Schur approximation S γ old . Similar to the analysis of P M AL with S γ new , we 320 obtain the total cost as 321
• P M AL with S γ old : n 3 × (mom-u with Q γ + mass-p with S γ old + A γ × b res ). 
328
At each Krylov iteration, more nonzero fill-in introduced in the blocks Q γ and G γ 329 and more difficulty of iteratively solving the momentum sub-system with Q γ than Q 330 lead to a higher cost of applying P M AL with S γ new than P SIM P LE . We refer to [32] 331 for a detailed discussion. Therefore, this higher cost of P M AL with S γ new only pays-332 off if n 2 < n 1 . In this paper we observe n 2 < n 1 on the turbulent and laminar tests Second, we reconsider laminar flow at Re = 10 5 on a straight single-block grid.
350
This case was already presented in [14-16, 32] for other solvers and preconditioners.
351
We reconsider it here to show that the new Schur complement approximation also 352 improves the efficiency of the AL preconditioner in the calculations of laminar flow.
353
The stretched grids shown in Figure 2 for the Krylov subspace solvers and a fast convergence rate can be expected.
400
Results in Figure 6 show the fast convergence rate of the Krylov subspace solver on coarse grids and then re-use it on finer grids.
429
In Table 1 we summarise the number of the Krylov subspace iterations precon- in Figure 9 . We see that the smallest eigenvalues are quite close to zero for all tested 444 values of γ, which degrades the efficiency of the Krylov subspace solver considerably.
445
Among the tested values of γ, Figure 9 shows that γ = 1 results in a relatively clustered 446 spectrum. Based on this observation we expect that the optimal value γ opt = 1 leads 
454
We also present the spectrum of the eigenvalues and convergence rate by using and γ opt = 1. The increasing factor is 2.2 when using the SIMPLE preconditioner.
468
The smaller increasing factor allows a more apparent advantage of the modified AL wall-clock time on fine enough grids.
472 Table 2 : Turbulent FP: the number of GMRES iterations (no restart) preconditioned by the modified AL preconditioner P M AL with the new Schur approximation S γ new and γ opt = 1, and the SIMPLE preconditioner P SIM P LE on two grids. with S γ new and γ opt = 0.1 is nearly half of that by using the SIMPLE preconditioner.
487
Based on the result with mesh refinement on the turbulent FP case (see Table 2 ), it rate with S γ old and γ opt = 1 is about eight times slower than S γ new with γ opt = 0.1.
498
The turbulent BFS case is another example to illustrate the advantage of the new
499
Schur approximation S γ new over the old one S γ old in the turbulent context.
500
For a comprehensive comparison, in Table 3 we summarise the number of the 13. There are two observations to be made. Firstly, for moderate values of γ, e.g., γ ∈
511
[0.01, 0.1], the smallest eigenvalues are far away from zero. Secondly, γ = 0.1 results
512
in the smallest ratio between the largest and smallest magnitude of the eigenvalues.
513
Thus, we expect that the optimal value of γ is γ opt = 0.1 for the laminar FP case.
514
The prediction is confirmed by Figure 12 which illustrates that γ opt = 0.1 results in 515 the fastest convergence rate among other tested values of γ.
516
In [32] we find out that for the laminar FP case the optimal value of γ for the 517 old Schur approximation S γ old is γ opt = 400. Seen from Table 4 , on the laminar nally we put the turbulent and laminar results together in Table 5 for a comparison. γ is less than the SIMPLE preconditioner, the benefit in terms of the total wall-clock 560 time needs the further assessment due to the heavier cost of the AL preconditioner 561 presented in Section 4. This is included in the future research plan. 6. Conclusion and future work. In this paper, we have considered the exten- 
562
567
We find out that the straightforward application of the AL preconditioner to This manuscript is for review purposes only.
