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Auctions are a common occurrence in everyday life. With the rise of the internet
online auctions have become increasingly popular, as they are easily accessible to
everyone. An auction is a way of selling items, which can be goods or services, that
are put up for bid by an auctioneer. Participants, or bidders, can place bids on an
item to indicate the price they are willing to pay for an item. The higher the bid, the
better the chance the agent will win. Most auctions consist of many items. These
items can be auctioned off one after another, or they can be put up on auction all at
the same time. Some auctions take place every day, or even multiple times in a day,
whereas other only occur once in a while. Some well known examples of auctions
are commodities auctions, which usually occur daily, like flower and fish wholesale
auctions, and auctions of luxury items, which occur less often, such as fine art and
antiques. Online auctions have also given rise to new kinds of auctions, like vacation
auctions and advertisement auctions. Besides auctions for obtaining goods, one can
also put up a service for bid on which agents can bid their desired compensation.
This is also known as a reverse auction. In this case it follows that the lower the
bid, the higher the chance the agent will win. This type of auction is often used in
procurement, and, what has been on the rise recently, the sharing economy.
In this thesis, we will focus on two different aspects of auctions. First, we consider
the task allocation problem. This comes into play at the end of an auction, when
participants have submitted all their bids, and the auctioneer needs to determine
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which item or task will be assigned to which bidder. Second, we consider the auction
design. Auction design already comes into play before the auction even starts. The
auctioneer needs to decide how the auction will work, e.g. how the items are pre-
sented, and what the starting prices will be. Auction design is very important as it
influences how the bidders will bid, and therefore has a big impact on the outcome.
1.1 Task allocation problem
The task allocation problem, or assignment problem, is a combinatorial optimization
problem that is well studied and has applications in many fields. In a task allocation
problem, there are a number of agents and a number of tasks. The tasks can usually
be done by any of the agents, but an agent might have a limit on the number of
tasks it can perform. Letting an agent perform a task incurs a cost, which differs for
each combination of tasks and agents. The challenge is to determine which task(s)
should be done by which agent, in such a way that the sum of costs is minimized.
This problem has been widely studied and can be solved reasonably fast.
However, in a repeated auction setting this minimum cost solution might not be
the best solution in the long run. We only know that this solution is optimal for
a single task allocation problem. In repeated auctions it can happen that the set
of agents is different in between auctions. Agents will participate in auctions when
they think they will benefit from it. They put in their time and effort in the hopes
of profiting off of it, e.g., winning a task. When an agent participates many times in
the same auction, but rarely wins something, the agent can think they are wasting
their time and effort, which can be put to better use. Therefore, they might choose
to refrain from participating in the auction again. They could start participating
in a different auction from a different auctioneer, or even stop participating at all
when the bidder is not reliant on these auctions, e.g. people participating in online
auctions for luxury items. This results in a smaller pool of participants, resulting in
fewer bids, which means that the allocation will have less flexibility. Ultimately this
could lead to a situation where there are only a few participants who can dictate the
allocation because they are the only agents left, and who may drive up the costs as
there is no competition left. This situation is undesirable for the auctioneer.
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Therefore, the auctioneer may be interested in another criterion besides only
minimizing costs when allocating tasks to agents. To avoid dissatisfaction among
agents, the auctioneer may opt to incorporate fairness in the task allocation. There
are multiple ways to define fairness, and the exact definition of fairness is up to the
auctioneer to determine what is considered fair in their application.
We study the fair task allocation problem in the context of an actual transporta-
tion situation in the port of Rotterdam in the Netherlands in Chapter 2, and we
study its effects in repeated task allocations in Chapter 3, in which we take into
account the development of the agents’ participation behavior.
1.2 Auction design optimization
Auction design is very important to the way an auction will eventually play out
(Klemperer 2002). A different design for an auction with the exact same items
and participating agents may result in a completely different outcome. Not only
does the design influence the final allocation, but it can also influence the bids that
agents submit. An example of an aspect the auctioneer needs to take into account is
whether the bids are made public, i.e., all bidders may know the bids of other bidders
(open bid), or whether the bids will be secret (sealed bid). Another example would
be whether bidders should submit bids that exceed other bids until no participant
would like to make a better bid (English auction), or whether the auctioneer should
set a price no one is willing to pay for it, and lower it until there is a participant who
is prepared to accept the proposed price (Dutch auction). The starting price of an
item, and the order of items being shown in the auction, can have an impact on the
performance of the auction as well. Therefore, it is important to design an auction
in such a way that it optimizes the desired outcome, whether this would be fetching
the highest price, or selling as many items as possible.
Designing such an auction is difficult as this requires a lot of knowledge of the
specific auction and its properties, and the items that are being auctioned. Hence,
this has been primarily the work of experts who have had many years of experience,
know a lot about the items at hand, and know how and when to auction them.
However, one expert is not the other and they each have their own ideas of what is
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important to an auction and what is not. It can also happen that experts do not
notice certain aspects that are present in historical auctions and therefore will not act
upon. Hence, it is difficult even for experts to design an auction that optimizes the
desired outcome. However, with the rise of digitization and the storage of informa-
tion on conducted auctions, there is a trove of data available on historical auctions.
These historical auctions contain a lot of information that can be useful for designing
future auctions. In order to obtain this information we make use of machine learning
techniques.
Machine learning can be used in data analytics to discover possible patterns
in data. Historical data can contain information on relationships and trends that
might not have been noticed before. Therefore, hidden insights can be uncovered
by examining historical data. With the help of machine learning techniques, one
can construct models and algorithms that can learn relations and patterns within
historical data. Thereafter, these models can be used to predict the outcome of a
new instance that is similar to the situation in the examined historical instances.
There are two main categories in machine learning, supervised and unsupervised
learning. In supervised learning example inputs and the accompanying outcomes are
provided to the computer, from which a general rule needs to be learned that maps
the inputs to the outcomes. In unsupervised learning no outcomes are provided to
the computer. Hence, the computer needs to find structure in the given input by
itself.
We make use of supervised learning for regression and classification problems
and use these in combination with mathematical optimization models in order to
learn what made an item perform well in historical auctions. In Chapter 4 we learn
regression models and map these to integer linear programs, which we can optimize
by using an existing solver. We then apply this technique in Chapter 5 to help
construct a decision support system to aid experts with auction design.
1.3 Thesis outline
In this dissertation we use a combination of techniques from operations research and
computer science to tackle different aspects of an auction. It consists of two main
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parts. In Chapters 2 and 3 we focus mainly on the task allocation part of the auction.
The inspiration for this problem comes from an actual transportation situation in the
port of Rotterdam in the Netherlands, where there is a huge increase in inter-terminal
transport due to the expansion of the port. We propose a sustainable transportation
system that makes use of existing trucks at the port and uses an auction to collect
bids and assign tasks to trucks. As this auction would be repeated every day, and
participants are free to come and go whenever they would like in this system, it is
important to keep the truck companies interested in participating in order to have
competition. Therefore, we investigate the effect of adding fairness into the allocation
and how it fares with regard to the traditional minimum cost solution. In Chapters
4 and 5 we focus on the auction design. We use a combination of machine learning
techniques and mathematical programming models to derive information from his-
torical data that helps with determining the design parameters for a new auction of
similar items. Through experiments and a case study on historical data of auctions
obtained from an online industrial auction company we show the performance of our
methods.
The chapters of this dissertation are based on papers that have been published
in or have been submitted to peer-reviewed journals. As a result, all chapters can
be read independently from each other. We will outline the topic of each chapter in
more detail below.
Chapter 2 considers a fair task allocation problem in transportation where an
optimal allocation has low cost and distributes tasks as evenly as possible among
heterogeneous participants who have different capacities and costs to execute tasks.
We analyze and solve it in two parts using two novel polynomial-time algorithms.
Furthermore, we conduct an extensive set of experiments to investigate the trade-off
between cost minimization and fairness.
In Chapter 3 we study the effect of the fair task allocation in a repeated setting
where we conduct multiple rounds of the auction. We investigate how the allocation
influences the agents’ decision to participate. The participation behavior of agents is
modeled in two different ways, namely using prospect theory, and using a fuzzy con-
nective. Simulations are used to study how agents’ participation affects the outcomes
throughout the rounds. We compare two task allocation algorithms, the traditional
minimum cost allocation, and the fair task allocation.
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In Chapter 4 we demonstrate how to apply machine learning techniques to solve
the optimal ordering problem in sequential auctions. We learn regression models
based on historical auctions, which are subsequently used to predict the expected
value of orderings for new auctions. Given the regression models, we introduce a novel
white-box approach that maps learned regression models to integer linear programs
(ILP), which can then be solved by any ILP-solver. We show that the internal
structure of regression models can be efficiently evaluated inside an ILP solver for
optimization purposes.
A case study using data from an online industrial auction company can be found
in Chapter 5. We propose a method that builds a decision tree to predict how
well an auction will perform in terms of a performance indicator, which is the ratio
between the selling price and the estimated price of items. We show how to learn a
classification tree by combining multiple objectives using integer programming, given
the specific user’s needs. In addition, we compare the performance of our method
with traditional classification tree algorithms, and demonstrate the flexibility of our
method.
Finally, in Chapter 6 we conclude the main findings of this dissertation.
1.4 Clarification of contribution
The chapters of this dissertation are based on papers that are the result of a collabo-
ration between myself, my promotor, my co-promotor and various other authors. For
each chapter, the reference to the publication and the contribution of each author
are given below.
Chapter 2 The research for this chapter has been conducted by the first au-
thor in close cooperation with dr.Yingqian Zhang, under the supervision of
prof.dr.ir. Rommert Dekker. This chapter spawned from an inter-terminal
transport (ITT) project which was part of a collaboration between the Eras-
mus University Rotterdam and TU Delft. This chapter is based on Ye et al.
(2017a).
Chapter 3 The research for this chapter has been conducted by the first author
in close cooperation with dr.Yingqian Zhang. Prof.dr.ir. Uzay Kaymak con-
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tributed in defining the problem of the fuzzy connective and aided in the review
process. This chapter is based on Ye and Zhang (2016) and Ye et al. (2017b).
Chapter 4 The research for this chapter has been conducted by dr. Sicco Verwer and
dr.Yingqian Zhang in close cooperation with myself. I was mainly involved in
the construction of mathematical models and algorithms, and the running of
experiments. This chapter is based on Verwer et al. (2017).
Chapter 5 The research for this chapter has been conducted by the first author
in close cooperation with dr.Yingqian Zhang and dr. Sicco Verwer. It follows
a collaboration with an online industrial auction company which provided the
data. This chapter is based on a working paper.

Chapter 2
Fair task allocation in
transportation 1
2.1 Introduction
Traditionally, optimization of task allocation problems considered only the costs in-
volved in the allocation. However, there has been in recent years more attention
to cases where cost should not always be the sole consideration (Campbell et al.
2008). There are circumstances when other criteria need to be taken into account
as well during the decision making process. Fairness has been considered as one
of the important additional criteria in many application domains (Ogryczak et al.
2005, Gopinathan and Li 2011, Bertsimas et al. 2012). Although there is no com-
mon definition for the term, there are two fairness criteria that are often used in the
literature: the Nash bargaining criterion and the Rawlsian maximin criterion. The
former is based on Nash’s four axioms of pareto optimality, independency of irrele-
vant alternatives, symmetry, and invariance to affine transformations or equivalent
utility representations (Nash 1950). The latter is based on Rawls’ two principles of
justice (Rawls 1971). Rawls’ maximin criterion maximizes the welfare level of the
1This chapter is based on Ye et al. (2017a).
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worst-off group member and has therefore been used in allocation problems (Jaffe
1981, Kumar and Kleinberg 2000).
In this chapter, we study task allocation problems in which we take fairness into
account in addition to the standard minimum cost criterion. This work was inspired
by an actual transportation situation in the port of Rotterdam in the Netherlands.
The increase in the number of container terminals in said port will result in a huge
increase in inter-terminal transport (ITT). The port authority invited a team of
researchers to investigate a sustainable transportation system, called an asset light
solution, in which trucks that were already present in the port could execute open
jobs. The main idea behind this system is that trucks that come from the hinterland
to drop off or pick up containers often have spare time in between tasks. Usually,
trucks are scheduled to do several jobs to and from various terminals in the port
in one day. There may be large gaps between these jobs during which time the
truck would be idle due to the nature of the jobs that truck companies agree to do.
Terminals could take advantage of these idle trucks by providing them with jobs that
they can perform within the port while waiting for their next scheduled job. The
trucks will be compensated for these jobs. The compensation from the terminals to
the trucking companies would be large enough to cover the costs that the companies
would incur. However, the compensation should be less than the costs of purchasing
and maintaining, or even renting the vehicles dedicated for such jobs. This way,
the trucking companies gain additional income while the terminals save money by
using readily available resources. Furthermore, because the utilization rate of existing
trucks becomes higher and no new trucks are needed, this is a more durable approach
to meeting the transport need within the port.
To realize such a task allocation, terminals need to be informed of the indi-
vidual schedules of the different trucking companies. This poses a hurdle because
getting such information is expensive and the trucking companies may be reluctant
to share their entire schedules. One way to circumvent this difficulty is to use auc-
tions as a means to collect information from different parties. Auctions have become
increasingly popular for allocating resources among individual players in many ap-
plication domains, such as in spectrum auctions (Cramton 2002), health care (Smits
and Janssen 2008), industrial procurement (Gallien and Wein 2005a, Bichler et al.
2006) and logistics (Sheffi 2004, Ball et al. 2006). In the auction for our trucking task
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allocation case, we assume that all terminals together act as an auctioneer and they
announce a set of available jobs. Different trucking companies can bid for those jobs,
depending on their idle trucks at specific times. Given the bids of different compa-
nies, the terminals then decide on a best allocation of jobs to companies.2 Because
there are ITT movements every day that need to be executed, this task allocation
activity would be held daily. Some studies have shown that greedily minimizing cost
does not fare well with repeated auctions. Participants could experience starvation
in the long run, which will reduce their incentive to continue participating in the
allocation activity (Gopinathan and Li 2011). Furthermore, repeated auctions may
affect the relationships between the auctioneer and bidders, which in turn affects the
latter’s way of bidding (Jap and Haruvy 2008). To prevent these adverse effects, we
should not only look at optimizing the costs in the task allocation, but we should also
incorporate fairness in the task allocation that results from the auctions. We do this
by reassuring that all interested parties will receive some market share, therefore giv-
ing trucking companies an incentive to continue participating in the task allocation
activity. As we do not know the exact utility functions of the players, the number of
jobs allocated to them will be used to measure the fair distribution of the utilities of
the players.
We study a “max-min fair minimum cost allocation problem” (MFMCA). The
majority of existing work involving fairness uses mathematical programming models
in which fairness is incorporated in either the constraints (Meng and Yang 2002,
Perugia et al. 2011) or in the objective function (Bertsimas et al. 2011b, 2012, Barn-
hart et al. 2012). However, we aim for a polynomial-time solution. The difficulty
of our problem lies in the additional fairness criterion, which requires the developed
algorithm to satisfy three criteria: allocation maximization, fairness, and cost mini-
mization. To the best of our knowledge, no existing polynomial-time algorithm can
be directly applied to solve our problem. In this chapter, we propose polynomial-
time algorithms to solve MFMCA as a two-level optimization problem. First, we aim
at a fairest allocation among companies while ensuring that a maximal set of tasks
can be allocated for execution. We call this the “max-min fair allocation problem”
(MMFA). Second, because there might be an exponential number of allocations that
2Auctions are used in this research as a way to collect local information from the participants.
We do not consider the bidding behavior of the bidders in this chapter.
12 Fair task allocation in transportation
are considered max-min fair, we would like to determine which of these fair alloca-
tions has the lowest cost. The resulting allocation is max-min fair with minimum
cost. To this end, we develop a polynomial-time optimal method that consists of two
novel algorithms: (1) to solve MMFA, we construct an algorithm, called IMaxFlow,
using a progressive filling idea in a flow network (Bertsekas et al. 1987), and then (2)
by using the solution obtained from MMFA, we propose another algorithm, called
FairMinCost, that smartly alters the structure of the problem to solve MFMCA
optimally.
The contribution of this chapter is two-fold.
1. Despite the new fairness criterion, we are able to develop an optimization
method to solve the task allocation problem to optimality in polynomial-time.
2. Using computational results, we provide insights into situations in which fair-
ness can be incorporated without giving up too much efficiency.
The rest of the chapter is organized as follows. We start with a literature review
in Section 2.2, followed by a problem definition in Section 2.3. In Section 2.4, we
introduce two polynomial-time algorithms to solve MMFA andMFMCA, respectively.
We prove that the output of these algorithms is the optimal allocation in terms of
fairness and cost minimization. In Section 2.5, using different sets of scenarios, we
test the algorithm in terms of its effect on the cost and job distribution. We conclude
and point out interesting directions of future work in Section 2.6.
2.2 Literature review
The idea of factoring fairness into decision making has been studied in various
fields. One of the earlier and still important areas of application where fairness
has been considered is that of bandwidth allocation in telecommunication networks
(Jaffe 1981, Zukerman et al. 2005). In this area, continuous flows with predefined
origin-destination pairs are used, leading to algorithms that increase flow over all
paths simultaneously until links are saturated, or that split up bandwidth equally
among competitors. Bertsekas et al. (1987) give a simple algorithm for computing
max-min fair rate vectors for flow control in networks, the so-called progressive fill-
ing algorithm, which is treated as one of the standard fairness concepts within the
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telecommunications or network applications (Ogryczak et al. 2005). In their problem
setting, they assume that each session has an associated fixed path in the network.
The algorithm starts with no flow, and then flow gets gradually increased over all
paths simultaneously until a link in a path is saturated. The algorithm then continues
from step to step, equally incrementing the flow in all paths that are not using sat-
urated links, until all paths contain at least one saturated link. Tomaszewski (2005)
provides a general mathematical programming formulation for solving max-min fair
problems using the progressive filling algorithm. Although we cannot use these pro-
posed solution methods directly, we are able to borrow the idea of the progressive
filling algorithm when developing our method for solving MMFA.
Fairness, or equity, has also been incorporated in staff scheduling. They attempt
to distribute the workload fairly and evenly among personnel, where it is a typical
strategy to construct cyclic rosters (Ernst et al. 2004). The more popular measures
for equity in this field are the variance and variants of the Gini index. Equity is then
incorporated in mathematical models in either the objective function, e.g. minimizing
the variation in workload, or through the use of constraints, which provide lower and
upper bounds on the workload (Eiselt and Marianov 2008). Resource allocation
is yet another field in which fairness plays an important role. An example of a
very weak fairness constraint in this field is that any task will be able to use its
requested resource eventually. A much stricter fairness requirement can be found
in proportionate fairness (Baruah et al. 1996). With proportionate fairness, the
difference in the number of resource allocations to tasks will never be more than
one, ensuring that all tasks have similar access to resources. Dominant Resource
Fairness is another type of fairness requirement, which is a generalization of max-
min fairness for multiple resources, where it maximizes the minimum dominant share
across all users (Ghodsi et al. 2011). Fairness influences the order in which resources
are scheduled to tasks, as certain tasks may take precedence.
Another domain in which fairness is incorporated is the field of air traffic manage-
ment. In this field, fairness is important for air traffic flow management (Lulli and
Odoni 2007, Barnhart et al. 2012), flight scheduling (Kubiak 2009), and allocation of
take-off and landing slots at airports (Bertsimas et al. 2011b, 2012). These studies
consider a fair distribution of the utilities of all players usually expressed in monetary
units or delay time. The air traffic flow management problem has been shown to be
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NP-hard (Bertsimas and Patterson 1998), and therefore mathematical programming
models are often used in which the fairness measurement is incorporated in the ob-
jective function with which good computational results are achieved (Bertsimas et al.
2011b, 2012, Barnhart et al. 2012). In addition, Hoffman et al. (2005) and Kim and
Hansen (2015) emphasize that equity and fairness are important in the air traffic
flow management program design, because equitable treatment of airlines in such
programs will be less likely to encourage gaming behavior by a highly competitive
industry. If one fails to consider equity, it might be detrimental to an otherwise
well-designed air traffic flow management program. Ogryczak et al. (2014) provides
a nice overview of the various areas of application of fairness and the most important
models and methods of fair optimization.
Surprisingly, fairness has not yet been investigated widely in transportation op-
timization problems, although it has been treated as a psychological factor that
influences acceptability of policies like road pricing (Fujii et al. 2004, Eriksson et al.
2008). In road network design fairness is also an issue, because without fairness net-
work users might not get any benefit from the network design project, and therefore
it may be difficult to rally public support and it may be easy to evoke opposition
to the implementation of such a project (Meng and Yang 2002). In this application
fairness is enforced through the addition of a constraint on the difference of the travel
cost ratio between before and after the project. There has also been some work in
vehicle routing problems, where fairness is considered in the extra-time distribution
of a transportation service (Perugia et al. 2011). In order to incorporate fairness,
they make use of a capping function, which enforces an upper bound on the extra-
time. Litman (2002) gives an overview of many different transportation decisions
where fairness could be incorporated. However, there is hardly any literature on
incorporating fairness in task allocation problems in transportation.
We use the number of tasks allocated to a player as our measure of fairness.
Thus, fairness is a property inherent in the allocation itself. We introduce a novel
solution method because in our problem we try to assign tasks to players without
any information on the players’ utilities. This is in contrast to Bertsimas et al.
(2011a, 2012), who assume that one knows the utilities of players, such that efficiency
and fairness can be expressed as a function of the utilities. In addition, we define
our fairness measurement in terms of the allocation itself rather than in terms of
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some characteristic of the consequence of the allocation. Examples of the latter are
tardiness and delay time, which are often used in air traffic flow management (Lulli
and Odoni 2007, Bertsimas et al. 2011b, Barnhart et al. 2012). We will show that
our fairness measurement simplifies the optimization problem and that we are able
to develop polynomial-time algorithms to find an optimal fair allocation, which is
highly desirable in practice.
2.3 Problem definition
We assume that the set of available tasks (or jobs) to be distributed is known in ad-
vance by the central planner. For instance, in our motivating example, the terminals
know a day in advance which container vessels will arrive and how many containers
they will need to handle. The terminals are thus able to construct a schedule for
their vehicles and cranes a day ahead, and this schedule reveals the necessary inter-
terminal transport movements. These inter-terminal transport movements are the
jobs to be auctioned. We assume a set of time periods T , which consists of T time
periods. The set of jobs, denoted by J consisting of a total of J jobs, comes with
an earliest available time and a latest completion time for each job. We assume that
jobs are independent. Each job can therefore be executed individually regardless of
the execution of other jobs. We define for each job ji ∈ J its possible starting time
as a mapping: J × T 7→ {0, 1}. When it is clear from the context, we abuse the
notation and use jti to denote that job ji is available at time period t ∈ T .
Once the set of jobs J together with their possible starting times has been made
available, a set of companies K, consisting of K companies, may bid on individual
jobs. We do not consider combinatorial bids in this chapter. In addition to the se-
lection of jobs that a company k ∈ K wishes to perform, the company also needs to
provide their available capacity ntk in time period t in which it is able to perform the
jobs. We assume that each job takes up one unit of capacity and can be completed
within one time unit. Furthermore, company k needs to provide its desired compen-
sation (or cost), c(ji, k), for the bid job ji ∈ J . A bid, Bk, from a company k is thus
a tuple: 〈ck,nk〉, where ck is a set of costs c(jti , k), which denote the compensation
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of performing job ji at time t, and nk is a set of capacities ntk, which specify the
capacity of company k at time period t.
The focus of this research is on the design of task allocation algorithms, and not on
the auction design. Therefore, to illustrate our approach, we adopt a simple sealed-
bid first-price auction format, where terminals can announce their available tasks and
each company can submit their bids via, for example, a bidding website. In a sealed-
bid first-price auction all bidders submit their sealed bids simultaneously so that no
bidder knows the bids of other participants and the winning bidder pays the price they
submitted. Once all bids from the bidding companies K have been collected, which
can be enforced by a time limit, the auctioneer then decides which companies get to
execute which jobs, that is, the auctioneer determines a task allocation pi : J × T ×
K 7→ {0, 1}. An allocation is feasible if (1) each job is allocated to at most one time
slot and to at most one company, i.e., for each j ∈ J ,∑t∈T ∑k∈K pi(j, t, k) ≤ 1; and
(2) the number of jobs needed to be executed at time t does not exceed the capacity
at time t of the company to which those jobs are assigned, i.e., for each k and t,∑
j∈J pi(j, t, k) ≤ ntk. The companies then receive the corresponding compensations
specified in their bids for executing the assigned jobs. The focus of this chapter is
on determining an optimal allocation pi of jobs to bidders. Following our motivating
example, there are three ordered objectives for a fair job allocation: (1) the number
of allocated jobs in pi is maximized, (2) the allocation is fair to the bidders, and (3)
the total compensation for executing the jobs is minimized.
Objectives 1 and 3 are rather straightforward given the context. For the fairness
objective, we use the notion of max-min fairness derived from Rawls’ fairness principle
(Rawls 1971). The central idea of max-min fairness is that the minimum utility of
all bidders will have been maximized. In this work, we use the number of allocated
jobs as a measure of the bidders’ utility. In this way, we do not need to worry about
the companies’ actual utility functions, which they are likely unwilling to share with
the auctioneer and which are difficult to model.
Given a feasible allocation pi, let the number of allocated jobs be
Z = |{ji : ji ∈ J , pi(ji, ·, ·) = 1}| .
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Let ω = (ω1, . . . , ωK) denote the number of jobs ωk assigned to company k ∈ K in pi.
We call ω an allocation vector. Clearly, it holds that
∑
ωk∈ω ωk = Z. Given Z jobs,
there may exist many possible allocations that distribute Z jobs to K companies. We
call an allocation vector ω Z-feasible if and only if ω can lead to a feasible allocation
and
∑
ωk∈ω ωk = Z.
The max-min fairness principle entails that given a total of Z jobs, the number
of jobs for any company cannot be increased by at the same time decreasing the
number of jobs of the other companies that have the same number of jobs or less.
More formally, let ω be a Z-feasible vector, and σ be a sorting operator in which
the components of ω are sorted in nondecreasing order: σ(ω)i ≤ σ(ω)j if ωi ≤
ωj . Let φ = σ(ω). We want to maximize the lexicographical minimum in all Z-
feasible allocation vectors φ. Intuitively speaking, we want to have an allocation
that distributes a set of jobs among the companies as evenly as possible.
Definition 1 (Max-min fairness). Given Z jobs to be distributed, we say a Z-feasible
sorted allocation vector φ is lexicographically greater than another Z-feasible sorted
vector φ′ if there exists a smallest index j (1 ≤ j ≤ K) such that φj > φ′j, and for
index i, 1 ≤ i < j, it holds that φi = φ′i. An allocation vector is max-min fair with
regard to Z jobs if it is lexicographically greater than any other Z-feasible vector.
We now use the following example to illustrate the three objectives of the job
allocation problem.
Example 1. Suppose we have 5 jobs to be auctioned. The jobs can be done in the
following time periods: (j1 : j11); (j2 : j22 , j42); (j3 : j23 , j33); (j4 : j34 , j44); (j5 : j55). Three
companies submit their bids, as shown in Table 2.1. The first row in the table shows
that company k1 bids on job j1 that is to be executed during time period 1, for a
compensation of 20.
In this example, all 5 jobs can be feasibly assigned. There are five feasible alloca-
tions: pi1 assigns j11 , j22 to k2 and j33 , j44 , j55 to k3; pi2 assigns j11 to k1 and j22 , j33 , j44 , j55





5 to k3; and pi5 assigns j11 to k1, j23 to k2 and j22 , j44 , j55 to k3. The alloca-
tion vectors of these five assignments are φ1 = (0, 2, 3), φ2 = φ3 = (0, 1, 4), and
φ4 = φ5 = (1, 1, 3), respectively. In this example, we have two max-min fair al-
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Time points 1 2 3 4 5
company k1 j1 : 20
company k2 j1 : 30 j2 : 40, j3 : 25
company k3 j1 : 10 j2 : 20, j3 : 20 j3 : 25, j4 : 25 j2 : 30, j4 : 20 j5 : 20
Table 2.1: The bids of three companies include desired jobs in each time period
and their associated costs. The capacity of all companies is assumed to be 1 for each
time period.
locations: pi4 and pi5, because their allocation vectors φ4 and φ5, respectively, are
lexicographically greater than any other vectors derived from pi1, pi2, and pi3.
Concerning the third objective of the allocation, we notice that pi4 has a total
compensation of 125, while pi5 has a total compensation of 105. Thus, in this example,
the optimal allocation that satisfies all three objectives is pi5 as it has the optimal max-
min fairness with the least compensation.
We now formally define the optimization problem that we study in this chapter.
Definition 2 (Max-min fair minimum cost allocation (MFMCA) problem). Given
a set of available jobs J with their possible starting times, suppose a set of valid
bids B = {B1, . . . , BK} is submitted by K bidders. Each bid Bk = 〈ck,nk〉 spec-
ifies for each bid job ji its starting time and the desired compensation c(jti , k), to-
gether with the company’s capacity ntk for each time period t ∈ T . The objective
of the max-min fair minimum cost allocation problem is to find the optimal feasi-
ble allocation piφf : J × T × K 7→ {0, 1}, such that the number of allocated jobs
Z = |{ji : ji ∈ J , pi(ji, ·, ·) = 1}| is maximum, and the allocation leads to a max-
min fairness vector φf with regard to Z jobs, with the least total compensation∑
j∈J ,k∈K,t∈T ,piφf (j,t,k)=1 c(j
t
i , k).
We treat MFMCA as a two-level optimization problem. First, we determine what
allocation is deemed max-min fair, and second, we determine which of the possibly
many max-min fair allocations has the lowest cost.
Definition 3 (Max-min fair allocation (MMFA) problem). The objective of the max-
min fair allocation problem is to find the optimal max-min fairness vector φf that
indicates the maximum number of jobs that can be assigned feasibly and that leads to
a max-min fair allocation among all bidders.
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Given the output of the first-level optimization problem (MMFA), i.e., a max-min
fairness vector, we search for the allocation that gives the desired fair allocation and
that has the lowest total compensation.
2.4 Polynomial-time optimal algorithm for
MFMCA
In this section, we introduce a two-stage network flow based polynomial-time algo-
rithm to solve the proposed MFMCA problem. In the first stage, we propose an
iterative maximum flow algorithm, called IMaxFlow, to enforce a fairest job dis-
tribution over companies while ensuring that the maximal number of jobs can be
allocated. The output of the IMaxFlow algorithm, i.e., the optimal max-min fair-
ness vector φf , is then used as input to the FairMinCost algorithm to construct a
new flow network. By any standard minimum-cost maximum-flow algorithm on this
constructed flow network, we prove that we obtain the optimal solution to MFMCA.
In the next section we present the proposed two-stage algorithm, starting with the
iterative maximum flow (IMaxFlow) algorithm.
2.4.1 IMaxFlow algorithm for solving MMFA
Given an instance of the MMFA problem, we can construct a network flow, and then
apply the proposed iterative maximum flow algorithm to obtain the optimal max-min
fairness vector.
Suppose the set of available jobs is J . We want to build a flow network to push J
from source node a to sink node b. The flow network is a directed graph G = (V,A)
with capacities Cu,v for each (u, v) ∈ A. The flow network can be constructed from
any problem instance of MMFA by adding the following node layers and arcs from
a to b: (1) First, we create a node layer for the jobs J . Each job ji ∈ J of this job
layer is connected with source node a. Because each job only needs to be executed
once, the capacity of these arcs is 1. (2) As each job has certain time periods in
which it can be executed, we construct another node layer next to the job layer with
job-time nodes jti for each available time period t for each job ji. The job-time nodes
20 Fair task allocation in transportation
are connected to their corresponding job nodes in the job layer with the arcs having
a capacity equal to 1, because a job can only be executed at most once in a certain
time period. (3) From the bids of the companies we know which companies bid on
which jobs at which time periods with a certain cost. Therefore, from these bids
we can construct yet another node layer with company-time nodes that indicate the
time periods t in which each company k is available, denoted by kt. These nodes
are connected to the corresponding job-time nodes where the company made a bid
at that particular time period. These arcs each have a capacity of 1. However,
unlike previously created arcs, these arcs have costs associated with them equal to
the corresponding compensations indicated in the bids. These costs do not play a
role in solving MMFA, as its objective is not related to the cost. (4) Once we have
constructed this company-time layer, we can construct another node layer consisting
of company nodes. Each node in this company layer corresponds to a company k ∈ K.
The company-time nodes in the company-time layer will then be connected to their
respective companies in the company layer to aggregate the former. These arcs have
a capacity ntk equal to the capacity that a company k has indicated as being available
in that particular time period t. Finally, we connect all nodes in the company layer
with sink node b. For each company k ∈ K the edge between its node and the sink




k, which is the total capacity over all time slots. An
example of the resulting flow network is illustrated in Figure 2.1.
Given the constructed flow network G, the value of a flow f = f(a, b) is the total
flow that can be pushed from the nodes in the company layer to the sink node b,
i.e., f =
∑
v∈{k1,...,kK} f(v, b). Hence, it is clear that the solution to the problem of
finding the maximum flow given the translated flow network problem is equivalent
to finding the maximum number of jobs that can be allocated to the companies in
MMFA. Therefore, given an instance of the MMFA problem, if we run a standard
maximum flow algorithm on the constructed flow network G, we will obtain a solution
that tells us the maximum number of jobs that can be allocated.
However, the objective of the MMFA problem is also to find the optimal max-
min fair solution. Therefore, to solve this maximum flow problem with an additional
fairness property, we introduce an iterative maximum flow algorithm that applies
the maximum flow algorithm, such as Edmonds-Karp (Edmonds and Karp 1972),
in a greedy fashion. In this way, the flow assigned to each company is increased



































Figure 2.1: A constructed flow network for solving MMFA, where j1, . . . , jJ repre-
sent a set of available jobs, j11 , . . . , jTJ are job-time nodes, k11, . . . , kTK are company-
time nodes, and k1, . . . , kK represent a set of companies.
step by step until no more flows can be assigned. This idea is similar to the so-called
progressive filling algorithm (Bertsekas et al. 1987). Our proposed iterative algorithm
IMaxFlow works as follows.
Initiation We construct a setQ that contains all companies and we set the capacity
for all companies to 0, which means that in G, the capacity on the arcs connecting
the nodes k1, . . . , kK ∈ K in the company layer and the sink node b is set to 0, i.e.,
Ck,b = 0 for all k ∈ K in Figure 2.1.
Iterations In the first iteration I1, we arbitrarily pick a company kq ∈ Q and
then increase its capacity by 1, i.e., Ckq,b = Ckq,b + 1 = 1. We then run a standard
maximum flow algorithm, which returns a maximum flow f I1kq given the restricted
capacities. We check whether kq receives a flow, i.e., whether f I1(kq, b) = 1 is true.
If f I1(kq, b) = 0, then we can conclude that company kq will not be allocated any
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job even if we would further increase its capacity. In this case, we fix the capacity
Cfkq,b of the edge between the sink and company kq to C
f
kq,b
= 1− 1 = 0, and remove
company kq from set Q. If f I1(kq, b) = 1, then we know that company kq can handle
a flow of 1, so we can let Ckq,b = 1 and continue. We then choose another company
in Q and repeat the above-mentioned process until we have done the same for all
companies in Q. Recall that all companies can get at most one job in this iteration
because their capacity is set to 1.
We then start the next iteration I2. We arbitrarily pick a company kq ∈ Q and
check whether it has reached its total capacity. If so, we fix its capacity Cfkq,b = Ckq,b
and remove kq from Q. Otherwise, we increase its capacity to Ckq,b = Ckq,b + 1 = 2.
We again run the maximum flow algorithm on G with the updated capacity and
obtain a maximum flow f I2kq . If the maximum flow f
I2
kq
is the same as the maximum
flow obtained in the previous step (for the first company in iteration I2, this is the
flow at the end of the previous iteration, f I1), we can conclude that increasing the
capacity Ckq,b for company kq does not result in a larger flow. Therefore, we fix the
capacity Cfkq,b of the edge between the sink and company kq to C
f
kq,b
= 2 − 1 = 1,
and remove company kq from Q. We repeat this for all other companies kq ∈ Q. For
the subsequent companies in the same iteration, we compare the flow obtained after
running the maximum flow algorithm on G with the maximum flow obtained in the
previous step, which is f I2kq−1 . If the maximum flow f
I2
kq
is larger than the maximum
flow obtained in the previous step, then we can let Ckq,b = 2 and continue.
In this way, during iteration Ii we fix a company kq’s capacity to Cfkq,b = i − 1
in G, either when the company does not receive more flow than in the previous step
Ii,kq−1 (or Ii−1 if kq is first in Ii), or when the company reaches its maximal total
capacity, i.e., Cfkq,b = i−1 = Nkq . In each iteration we always add one more capacity
to the company-sink edges whose capacities have not been fixed.
Termination We iterate this process until Q is empty, that is, when the flow no
longer increases with the addition of more capacities to the companies, or when the
capacities of all the companies have reached their limits. It also follows that the
capacities of all the company-sink arcs are fixed to some values.
We return the maximum flow f found upon termination as the maximum number
of jobs that can be allocated, and the fixed capacities Cfk,b. The fixed capacities C
f
k,b
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— equivalent to the number of flows on the company-sink edges, f(k1, b), f(k2, b),
. . ., f(kK , b) — specifies the number of jobs ωk1 , ωk2 , . . ., ωkK assigned to companies
k1, . . . , kK . The fixed capacities Cfk,b also comprise the max-min fairness vector
φf = σ(ω).
This iterative maximum flow algorithm is described in Algorithm 1. Note that
this adaptation is independent of the maximum flow algorithm used and is therefore
suitable to be used in combination with any existing maximum flow algorithm.
Algorithm 1 IMaxFlow algorithm for solving MMFA
Input: G = (V,A) a constructed flow network for an instance of MMFA, where a, b
are the source and sink node, respectively. The capacity of a company-sink edge
is denoted as Ck,b for k ∈ K. Nk denotes the maximum capacity of company k
Output: a maximum flow f and a max-min fair allocation vector φf
fcurr ← 0; fprev ← −1
Q = K; I = 0 {I denotes the iteration number}
Cfk,b ← 0, ∀ k ∈ K {Cfk,b denotes the final fixed capacity for company-sink edge
e(k, b)}
Ck,b ← 0, ∀ k ∈ K {update G by setting capacities of company-sink edges to 0}
while Q 6= ∅ do
I = I + 1 {increase the iteration number by 1}
for each k ∈ Q do
fprev ← fcurr
if Ck,b < Nk then
Ck,b ← Ck,b + 1
Call maximum flow algorithm (MF) on G, fcurr ← MF(G)
if fcurr = fprev then
Ck,b ← Ck,b − 1; Cfk,b ← Ck,b
Q ← Q \ {k}
end if
else




return fcurr as f , sorted (Cf1,b, . . . , C
f
K,b) as φf
We illustrate IMaxFlow with the following example.
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Example 2. Refer to the problem instance in Example 1. We can construct the
accompanying flow network as shown in Figure 2.2. The IMaxFlow algorithm first
sets all the capacities of the three companies — i.e., the edges e(k, b) connecting to
sink b — to 0. Then it increases the capacity of e(k1, b) by 1 and runs the maximum
flow algorithm, which obtains f(k1, b) = 1. This is repeated for each company. At
the end of the first iteration we have f I1(k1, b) = f I1(k2, b) = f I1(k3, b) = 1, and the
total maximum flow is f I1 = 3. This can be achieved by pushing a flow from j1 to
k1, a flow from j2 to k2, and a flow from j3 to k3.
During the second iteration, Cfk1,b is fixed to 1 as k1 has reached its highest capacity
and f I2k1 = f
I1 = 3. Next, the capacity of e(k2, b) is set to 2. After running a
standard maximum flow algorithm, we have a maximum flow f I2k2 = 3, because k1
and k2 together can be assigned two jobs (either j1, j2 or j1, j3) and k3 receives one
job because its capacity is still 1. As f I2k2 = f
I2
k1
, increasing k2’s capacity does not help
to increase the flow but may harm the fairness because it may happen that both j1, j2
(or j1, j3) can be allocated to k2. Hence, we fix k2’s capacity Cfk2,b to 1. We then
look at the case where the capacity of e(k3, b) is increased to 2. It is clear that f I2k3 is
now 4.
Thus, we continue with iteration 3, where we only increase k3’s capacity to 3.
After running IMaxFlow, we have a flow of 5, with a possible allocation of j1 to k1,
j3 to k2, and j2, j4, j5 to k3.
As increasing k3’s capacity will not increase the flow any further, Cfk3,b is fixed to
3, and the algorithm terminates. The maximum number of allocated jobs is 5, with a
max-min fairness vector of φf = (1, 1, 3), which is simply the fixed capacity of each
company-sink edge sorted in nondecreasing order. 
We now prove that IMaxFlow is correct, that is, the returned flow value f is the
maximum number of jobs that can be allocated, and the returned fairness vector φf
is the most fair job distribution over the participating companies given f .
Theorem 1. IMaxFlow allocates the maximum number of jobs to the companies and
returns a sorted allocation vector that is max-min fair.
Proof. We will prove by induction that given a set of companies K, at any iteration Ii
of the algorithm IMaxFlow, given the available capacities of K, the returned flow f Ii










































Figure 2.2: The constructed flow network given the problem instance described in
Example 1. The capacities of the arcs in the flow network are 1, except for the arcs
between the company nodes kk and the sink b. The numbers on the edges between
the job-time nodes jti and the company-time nodes ktk specify the compensations
of company k performing job ji at time period t. We do not take these costs into
account in MMFA.
is maximum, and the sorted allocation vector is max-min fair among all f Ii-feasible
vectors.
Base case: All companies start with capacity 0. In the first iteration I1 of IMaxFlow,
one company k ∈ K is arbitrarily picked and assigned a capacity of 1. Then we run
the maximum flow (MF) algorithm, which determines the maximum flow of the
network given the current available capacity. If this added capacity did not increase
the total flow, k’s capacity is fixed to 0. At the end of iteration I1, when the last
company is given a capacity of 1 and the maximum flow algorithm is run, it is clear
that the returned flow f I1 is maximum given the total capacity of K. Let K0 be the
set of companies whose capacities have been fixed to 0 during this iteration. Then
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the sorted allocation vector is
φfI1 = (0, . . . , 0,︸ ︷︷ ︸
|K0|
1, . . . , 1︸ ︷︷ ︸
K−|K0|
).
It is possible that the set K0 is not unique. For example, a flow can be pushed either
through j’s node or k’s node. If we pick j first to increase the capacity and to test the
flow, then later increasing k’s capacity to 1 will not increase the total flow and hence
k’s capacity will be fixed to 0, i.e., k ∈ K0. On the other hand, if we pick k earlier
than j, we will have j ∈ K0. This situation however gives us the same sorted vector
of two companies, which is (0, 1). Thus, the first iteration of the algorithm may result
in a different set K0, but the size of K0 is always the same and the total number of
flows f I1 that can be pushed is always maximum. Therefore, the resulting sorted
allocation vector is the same for all possible f I1 -feasible vectors, and it is max-min
fair. Thus the statement holds for the first iteration I1.
Induction step: Suppose the statement is true for iteration Ii, that is, after this
iteration, the returned flow f Ii is maximum given the total capacity added, and the
sorted allocation vector φfIi is max-min fair. Let φfIi be
φfIi = (C
f




i, . . . , i︸ ︷︷ ︸
K−m
).
In φfIi , suppose there are m company-sink edges with fixed capacities C
f
h,b, 1 ≤ h ≤
m. We denote these companies as Kfix. For the remaining unfixed K −m company-
sink edges, according to the algorithm, the amount of flow must be equal to their
assigned capacity on iteration Ii, which is i. Hence, we have for Ii the maximum




h,b + i× (K −m).
Now we need to show the statement stays true for iteration Ii+1. During this
iteration, each company j /∈ Kfix, who does not have a fixed capacity, is assigned one
more capacity to have a total capacity of i+ 1. Let j /∈ Kfix be the first company to
increase the capacity. After running the MF algorithm, the returned maximum flow
is either f Ii or f Ii + 1, corresponding to the cases that j will receive either i flow
or i + 1 with an extra capacity. If j receives i flow, it is because either its original
capacity Nj = i or only i flow can be pushed along the job nodes to company j’s
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node. At the end of iteration Ii+1, all companies not in Kfix have been given one
more capacity and have been tested with the MF algorithm. Assume L companies
not in Kfix will be assigned i + 1 flows after iteration Ii+1. Then the total flow
f Ii+1 = f Ii + L is maximum given the capacity of this iteration, as f Ii is maximum
at iteration Ii. The resulting sorted allocation vector is
φfIi+1 = (C
f




i, . . . , i,︸ ︷︷ ︸
K−m−L
i+ 1, . . . , i+ 1︸ ︷︷ ︸
L
).
Similar to the reasoning for the base case of iteration I1, these L companies could
be different depending on the ordering of adding one extra capacity and testing.
However, the sorted allocation vector for the companies in Kfix is always the same,
i.e, (i, . . . , i,︸ ︷︷ ︸
K−m−L
i+ 1, . . . , i+ 1︸ ︷︷ ︸
L
). Together with the fact that φfIi is max-min fair in the
previous iteration Ii, we have shown that φfIi+1 is max-min fair among f Ii+1 -feasible
allocation vectors.
Conclusion: By the principle of induction, it follows that the preceding statement
is true for any iteration of the algorithm IMaxFlow.
Hence, it follows that after the final iteration IMaxFlow returns the maximum
number of jobs to the companies and the sorted allocation vector is max-min fair.
As a by-product of the above reasoning, we have the following lemma.
Lemma 1. IMaxFlow returns a unique max-min fair allocation vector, given the
maximum number of allocated jobs.
Finally, we show that the proposed algorithm is a polynomial-time algorithm (see
2.A for the proof).
Theorem 2. The IMaxFlow algorithm runs in time O((J3K3T 3) + (J2K4T 3)).
2.4.2 FairMinCost algorithm
Once we know the fairness vector from IMaxFlow, we want to minimize the associ-
ated cost (compensations). Because there are many feasible max-min fair maximum
flow solutions with different costs, we want to find the one with the minimum cost.
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Unfortunately, we cannot apply a standard minimum-cost maximum-flow algorithm
to our flow network as it may violate the max-min fairness condition while looking for
the minimum cost. The obtained fairness vector tells us in what quantities the jobs
will be distributed in the fairest allocation. However, we do not know which company
would be assigned which number of jobs such that the total cost is smallest.
If we know the exact number of jobs all companies would get, MFMCA is easily
solvable using a minimum-cost maximum-flow algorithm. This is obvious because we
can set the capacities of the arcs from the company nodes to the sink to be equal to
the number of jobs of the respective companies. Since we know from MMFA that the
flow is maximal and feasible, and that the capacities sum up to this maximum flow,
we know that all jobs will be assigned. This boils down to a simple minimum-cost
maximum-flow problem that can be solved using any of the existing algorithms.
However, if the exact number of jobs that all companies will get is not known,
then the capacity for each company can be any of the capacities in the fairness vector.
This leaves us with many ways to construct the flow network because it is assumed
that the capacity of the arcs in a minimum-cost maximum-flow problem are known.
We can deal with this problem in several ways.
One way to find the minimum cost among all possible max-min fair allocations is
to simply enumerate all possible max-min fair allocations and solve a minimum-cost
maximum-flow problem for each of them, and then to finally choose the allocation
that has minimum cost. However, this method would be computationally inefficient,






possibilities, where p =
∣∣∣φUf ∣∣∣, in which φUf denotes the vector of unique capacities
in φf , and ri denotes how often capacity i appears in φf , ri =
∑
k∈K
∣∣φf (k) = i∣∣.
For each possibility, we would need to run a minimum-cost maximum-flow algorithm.
The resulting running time would be exponential.
Instead, in this chapter we propose an algorithm that makes variable capacities
on arcs in the flow network possible. Given the fairness vector φf = (φ1, . . . , φK),
we introduce a solution method that runs in polynomial-time. To this end, we adjust
the network flow model such that the fair job distribution (φ1, . . . , φK) will be intact
at the same time that cost minimization takes place. The challenge is to somehow
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enforce the capacities of the fairness vector obtained from IMaxFlow in the final
allocation.
For ease of explanation, we denote an instance of the original MFMCA problem
as P = 〈J ,K, T ,B〉. We now introduce a new problem P ′ = 〈J ′,K′, T ′,B′〉 adapted
from P . The key construction of P ′ given P is that we will update the original set
of jobs J to J ′ = J ∪ J d, where J d is a set of dummy jobs. Each dummy job
provides a flow of 1 and has a cost of 0. These dummy jobs will be performed during
dummy time periods T d, thus, T ′ = T ∪ T d. The set of companies K′ in P ′ stays
the same as in the original problem P , i.e., K′ = K, however, they have capacities
at dummy periods T d for performing dummy jobs J d. The number of dummy jobs
and dummy periods will be determined by the fairness vector φf = (φ1, . . . , φK)
returned by the IMaxFlow algorithm on the instance of P . We construct a flow
network G′ for problem P ′ based on the constructed flow network G for an instance
of problem P by adding the dummy jobs and dummy times in G. In addition, we
update the capacities of all companies to φK . After completing G′, we claim that
if we run a standard minimum-cost maximum-flow algorithm on G′, the solution
is a fair minimum cost job allocation for the original problem P . We denote this
procedure as the FairMinCost algorithm.
Construction of G′. We first show how we can construct a flow network G′ for
problem P ′ based on the constructed flow network G for an instance of problem P .
Given G, we will add a number of so-called horizontal dummy layers (DL for short).
We have a dummy layer for each increment of 1 from the lowest number of jobs,
φ1, to the highest, φK . Hence, the total number of DL is equal to the difference
between the lowest and the highest number of jobs in the fairness vector φf , i.e.,
there are φK − φ1 dummy layers: DL1, DL2, . . . , DLφK−φ1 . Each layer is meant to
provide dummy jobs to companies such that all companies can have jobs up to a
specified number. We associate each dummy layer to the specified number in φf ,
that is, DL1 is associated with number φ1+1, DL2 with φ1+2, and DLφK−φ1 with
φ1 + (φK − φ1) = φK . In each dummy layer DLl, we create a set of dummy job
nodes J dl in the job layer of the network equal to the number of companies that have
a lower capacity than φ1 + l in the fairness vector φf . These dummy jobs dl,i ∈ J dl
are connected to source node a. We assume that each dummy layer DLl has its own
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unique dummy time t′l and all dummy jobs from DLl need to be executed at time
t′l. Thereafter, we create dummy job-time nodes d
t′l
l,i in the job-time layer for each
dummy job dl,i ∈ J dl , and connect them to their corresponding dummy job nodes
dl,i. We assume that every company in K′ is capable of performing every dummy
job in J d, but that for each dummy time t′l the capacity of every company is 1.
Thus, for each dummy layer DLl, we create dummy time-company nodes kt
′
l in the
time-company layer for each company k ∈ K′ and connect them to all dummy job-
time nodes in that particular dummy layer DLl. Finally, we connect the dummy
time-company nodes ktl to the company nodes k in the company layer of the flow
network G. All added arcs have a cost of 0 and a capacity of 1. Finally, we change
the capacities of the arcs from the company nodes k to the sink b in G to the largest
number according to the fairness vector, i.e., φK .
By creating nodes for each company per dummy layer, we are making sure that
each company can be assigned at most one dummy job in each dummy layer. There-
fore, each company is able to get any of the capacities in the fairness vector and it is
not predetermined which companies are assigned which capacity. This is exactly the
flexibility we desire.
Example 3. In Example 1, we obtained a fairness index of φf = (1, 1, 3), and we
showed the constructed flow network G in Figure 2.2. We now show how to add
dummy layers to G for this instance in order to obtain G′. Figure 2.3 shows the final
construction.
Given φf = (1, 1, 3), we have to create (3 − 1) = 2 dummy layers. In the first
dummy layer DL1 we create two dummy jobs d1,1 and d1,2 for the companies that
have capacity 1 in order for each of them to reach a capacity of 2. We then connect
these two dummy jobs to the same dummy time t′1. Thereafter, we create three dummy
company-time nodes that are connected to the two dummy job-time nodes and to the
three company nodes. The capacity of each arc is 1. This means that every company
is able to do any of the dummy jobs during dummy time t′1 but that only one dummy
job from the same dummy layer can be assigned to the same company due to capacity
constraints. Subsequently, we use a similar construction for the second dummy layer
DL2. In this layer we again need to create two dummy jobs because there are two
capacities smaller than 3 in φf . The cost of all added edges is 0. After creating
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DL2, we change the capacities of the arcs between the companies to the sink node
from (1, 2, 5) to (3, 3, 3). 















































Figure 2.3: Minimum-cost maximum-flow network with dummy jobs for problem
P ′ for the problem instance described in Example 1. All arcs in the added dummy
layers have a cost of 0 and a capacity of 1.
Finding minimum-cost maximum-flow. Given the constructed network G′, all
edges have a cost cost(e(u′, v′)) of 0, except the edges between the original job-time
nodes and the original company-time nodes. We then run any existing (polynomial-
time) minimum-cost maximum-flow algorithm on G′ that is constructed for problem
P ′. The solution is a flow f ′ satisfying f ′ = argminu′,v′∈V ′ cost(e(u′, v′))f ′(u′, v′),
and f ′(k) is the number of allocated jobs to company k ∈ K. Let pi′k denote the set of
jobs assigned to k. After removing the dummy jobs in pi′k, i.e., pik = pi′k \{d | d ∈ J d},
we obtain pik that is a set of real jobs in J assigned to company k. Then the allocation
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vector (pik1 , . . . , pikK ) represents an optimal max-min fair allocation with the least
costs, which is the solution to the original problem P .
To summarize, given an instance P of the problem MFMCA, we use the IMaxFlow
algorithm to obtain a max-min fair allocation vector φf . Algorithm FairMinCost
then constructs an instance P ′, built upon the flow network of P , by adding a set
of dummy nodes and arcs determined by φf . We then run an existing polynomial-
time minimum-cost maximum-flow algorithm on the flow network of P ′. In the
resulting flow, we remove the dummy jobs and dummy flows. Our running example
demonstrates how the algorithm works.
Example 4. We run an existing minimum-cost maximum-flow algorithm on the flow
network for problem P ′ (see Figure 2.3) constructed in Example 3. The job allocation
pi′ for problem P ′ is: k1 is assigned {j11 , d1,1, d2,1}, k2 is assigned {j23 , d1,2, d2,2}, and
k3 is assigned {j22 , j44 , j55}. All dummy jobs are assigned, and the allocation vector is
(3, 3, 3). The total cost is 105. We now remove all dummy jobs from pi′ in order to
obtain the solution pi to the original problem P . We then have: j11 to k1, j23 to k2
and j22 , j44 , j55 to k3. The fairness vector of pi is φf = (1, 1, 3), which is max-min fair,
obtained from the algorithm IMaxFlow as illustrated in Example 2. The total cost of
pi is 105 as dummy jobs have no cost. This is the same as the optimal max-min fair
allocation in Example 1. 
We now claim FairMinCost is correct, i.e., the final flow returned by the FairMin-
Cost algorithm gives us an optimal solution to P with a max-min fairness vector φf
and has the lowest cost given φf .
Theorem 3. The FairMinCost algorithm returns an optimal solution of instance P
for MFMCA.
The proof is given by the following two lemmas.
Lemma 2. The fairness vector obtained from solving problem P ′ by the FairMin-
Cost algorithm is the max-min fairness vector φf returned as an optimal solution to
MMFA.
Proof. Let φf = (φ1, φ2, . . . , φK) be the nondecreasingly ordered capacities for the
companies in the fairness vector of the optimal solution of MMFA. Hence in an
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optimal solution to P , the allocation vector is also φf . In problem P ′, the capacities
are set to φ′ = (φK , φK , . . . , φK), as we add φd = (φd1, φd2, . . . , φdK) = (φK −φ1, φK −
φ2, . . . , φK − φK) capacity for the dummy jobs.
We show that in the allocation of the optimal solution of problem P ′, each com-
pany k ∈ K will be assigned exactly φdk dummy jobs by any minimum-cost maximum-
flow algorithm. We first note that all dummy jobs will be allocated because there
is sufficient capacity added to the network to account for the dummy jobs and they
have a cost of zero.
We will show that any company i ∈ K cannot get assigned more than φdi dummy
jobs. Let i = 1 be the first company in the sorted allocation vector, i.e., it has the
most dummy capacity. For company 1, its number of allocated dummy jobs cannot
be more than φd1, simply because there are in total φK − φ1 = φd1 dummy layers in
G′ and any company can only get at most one job from each dummy layer. Take
an arbitrary company i, 2 ≤ i ≤ K, WLOG, suppose company i is assigned φdi + 1
dummy jobs. This extra one dummy job has to come from another company j (j < i)
who has more dummy capacity than i. Hence, j, j < i, should receive φdj −1 dummy
jobs. If j still gets φdj dummy jobs, it blocks the possibility for i to receive one extra
dummy job as there will not be a sufficient number of dummy jobs in the dummy
layers to support this allocation, due to the construction of dummy jobs in dummy
layers.
Now, if φdj , j < i, will decrease, then there are two possibilities. First, if 0 ≤
φdj −φdi ≤ 1, then φd will not change as it will retain its order. Second, if φdj −φdi ≥ 2,
then this will result in a more even distribution of dummy jobs over companies.
However, since φf = φ′−φd, this will result in a more even, or in other words, fairer
distribution of jobs in φf . This contradicts our claim that φf is max-min fair. The
same reasoning holds if we decrease φdi , for i = 1, . . . ,K − 1 due to symmetry. If we
decrease φdi , our only option is to increase a φdj , j < i, which, as we have seen before,
cannot occur due to insufficiently available dummy jobs.
Lemma 3. The optimal solution for problem P in terms of cost is the same as the
optimal solution for problem P ′.
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Proof. Assume that the cost of the allocation of jobs in P ′ is different than in P .
If the allocation in P ′ has a lower cost than the allocation in P , then because the
dummy jobs have a cost of zero and we have added sufficient capacity, we can remove
the dummy jobs and obtain an allocation for P that has a lower cost than the optimal
allocation in P . This contradicts the assumption that the allocation in P is optimal.
Now if the allocation in P ′ has higher costs than the allocation in P , then we can add
dummy jobs to the optimal allocation in P and increase the capacities accordingly
so that we obtain problem P ′. We will then have an allocation for P ′ that has a
lower cost than the optimal allocation previously found in P ′. This contradicts the
assumption that the allocation in P ′ is optimal. Therefore, the cost of the optimal
allocation of jobs in P is the same as the cost of the optimal allocation in P ′.
We now show the running time complexity of the proposed FairMinCost algo-
rithm. After constructing the updated graph G′, we use a standard solution method
for minimum-cost maximum-flow problems, namely the cycle-canceling algorithm.
Given a feasible flow, the cycle-canceling method tries to find a negative cycle in the
residual graph whose residual capacity it increases, so that the negative cycle disap-
pears and the resulting solution is a solution with lower costs. Instead of choosing
an arbitrary negative cycle, the cycle with the minimum mean cost is chosen, which
makes the problem strongly polynomial-time solvable (Goldberg and Tarjan 1989).
In order to find minimum mean-cost cycles, we use Karp’s algorithm (Karp 1978).
This will give us our desired solution in which we have an allocation that is max-min
fair and has minimum cost among all possible max-min fair allocations.
The runtime complexity of the FairMinCost algorithm is given below (see 2.B for
the proof).
Theorem 4. The FairMinCost algorithm runs in time O(J3K3(K+T )3(JK+JT +
KT )2 log(JK + JT +KT )).
In conclusion, we can optimally solve MFMCA in polynomial time using first the
IMaxFlow algorithm and then the FairMinCost algorithm.
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2.5 Computational results
In this section we investigate the performance of the algorithms through numerical
experiments. We are interested in the following two performance measurements:
1. The effect of fairness on the cost, the so-called price of fairness (POF) (Bertsi-
mas et al. 2011a). POF is defined as the relative increase in the total cost (TC)
under the fair solution, compared to the minimum cost (MC) solution; that is,
POF = TC(MFMCA)− TC(MC)
TC(MC) .
2. The effect of fairness on the job distribution. The job distribution depicts the
number of jobs assigned to each company.
Therefore, we generate test cases with various parameters and compute both the
minimum cost solution (MC) using the standard minimum mean-cost cycle-canceling
algorithm, and the fair minimum-cost solution using the two-stage algorithm: first
IMaxFlow, and then FairMinCost. Next to the costs, we take a look at the allocations
in both cases and see how fairness influences the allocation. All algorithms are coded
in Java with the support of the JGraphT library (JGraphT 2014). We run the
experiments on the Lisa Compute Cluster of SURFsara (SURFsara 2014).
2.5.1 Test instances
We derive test instances from our motivating example. In order to make the experi-
ments representative of the situation at the Rotterdam port, we need representative
values for the different parameters. First of all, we define one time unit as one hour,
just as in the port. Although some tasks require more time than others, a task from
one end of the port to the other does not take more than one hour due to the layout
of the port. We choose a time window of 10 time periods, t1, . . . , t10, corresponding
to a typical working day. We then set the number of jobs to 250 (Duinkerken et al.
2006), and the number of companies to 50, based on the members of the “VZV”
(Verenigde Zeecontainer Vervoerders), the Dutch alliance of sea-container carriers,
which represents the different carriers in meetings with the terminals, the port, and
other entities.
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The jobs have a latest completion time. This is set to 3 time periods after the
earliest time the job becomes available. This means that if a job becomes available
at the beginning of t1, it can be started at t2 and t3 as well but not at t4, as its latest
completion time was at the start of t4. Jobs are distributed over the 10 time periods
but not uniformly. Since there are two peak hours throughout the day (Duinkerken
et al. 2006), we configure jobs to have a 25% chance of starting at t2 and another
25% chance of starting at t6. If a job would not specifically start at a peak hour, it
has an equal chance to start at any time period from t1 to t8. This ensures that each
job has a time window of 3 in which it can be executed. This also ensures that the
number of jobs available in the first and last two time periods are smoothed out.
Scenarios. In our experiments we assign each company a certain probability to bid
on each job at an available time period. We distinguish three different scenarios. The
first scenario is when all companies are not very eager to bid on jobs or they do not
have many trucks available. In this low competition scenario there is a 25% chance of
a company bidding on a job, for all companies, for all jobs. The second scenario is the
exact opposite: companies are actually eager to bid on the jobs or they have many
trucks available. In this high competition scenario there is a 75% chance of bidding
on a job. In the third scenario we combine the first two scenarios by splitting up
the companies into two groups of equal size, where the companies in the first group
have low competition, and the companies in the second group have high competition.
This case is more representative of reality, as there will be large companies that have
plenty of trucks available, and there will also be smaller companies that only have a
few trucks available. We call this the mixed competition scenario.
The number of trucks all companies will have available at a certain time period,
the capacity, will be drawn uniformly random between 0% and 5% (5% capacity) or
between 0% and 10% (10% capacity) of the total number of jobs they bid on in that
particular time period, rounded to the nearest integer. Furthermore, we ensure that
companies will have at least one truck available when they have bid on at least one
job. Note that due to the dependency on the number of jobs they bid on in a time
period, low competition companies will have fewer trucks available at a certain time
period because they bid on fewer jobs, whereas high competition companies will have
more trucks available because they bid on more jobs.
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Now that we know how companies will bid on jobs, the question remains how much
they will bid. We will have two cases here. The first case is when all companies have
their bid drawn from the same distribution. We choose a uniform distribution that
ranges from 30 to 60. We choose this range because the hourly wage of a truck driver
plus the fuel costs for the largest distance within the port amounts to roughly 30
euros. Because companies would like to make some profit with these extra jobs, we
let the bids range up to 60. We call this cost scenario the homogeneous costs case
and this can be applied to all three aforementioned bidding scenarios. The second
case is when some companies decide to bid relatively low while others decide to bid
relatively high. In the cases of low and high competition, half of the companies will
have their bids drawn from a uniform distribution that ranges from 30 to 50 and
the other half from 40 to 60. When there is mixed competition, the low competition
companies will bid high, from 40 to 60, whereas the high competition companies will
bid low, from 30 to 50. The thought behind this is that low competition companies
value their trucks more than the high competition companies do. Low competition
companies only have a few trucks available and thus can only bid on a few jobs,
whereas the high competition companies have more trucks available and will bid on
more jobs. Therefore, the high competition companies will have to compete with
many others for the same jobs, and so they will offer lower prices. We call this cost
scenario the heterogeneous costs case.
To summarize, we have six scenarios in total, each with 50 companies, 250 jobs,
and a time window of 3 time periods for a job:
1. Low competition, homogeneous costs (low/hom).
2. Low competition, heterogeneous costs (low/het).
3. High competition, homogeneous costs (high/hom).
4. High competition, heterogeneous costs (high/het).
5. Mixed competition, homogeneous costs (mix/hom).
6. Mixed competition, heterogeneous costs (mix/het).
Out of these six scenarios, we believe the last scenario with heterogeneous com-
panies and heterogeneous costs to be the most interesting, because it comes closest
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to the real situation at the port. We also expect this scenario to yield a relatively
bad performance in terms of price of fairness, because in the minimum cost solution
most jobs will be allocated to the companies with high competition and low costs.
However, because we want to enforce fairness, we need to also allocate jobs to the
companies with low competition and high costs, which may increase the total cost
substantially.
For each scenario, we run 100 experiments with both the minimum mean-cost
cycle-canceling algorithm for a minimum-cost solution and the fair two-stage algo-
rithm for a fair solution. We record the job allocations in both solutions and the
difference in total cost between the minimum-cost solution and the fair solution.
In the end we will investigate the effect of the amount of jobs and companies on
the solutions. One can imagine that the price of fairness will differ depending on the
number of jobs that needs to be allocated. To test this, we run experiments with 50
to 500 jobs in increments of 50, while maintaining all other parameters. In the same
vein, the price of fairness may be dependent on the number of companies present.
When there are only a few companies present the allocation may lack flexibility,
whereas having many companies might drive up the costs because more companies
have to be allocated a number of jobs. Therefore, we run experiments with 25 to 100
companies in increments of 25, while keeping the other parameters the same as in
the base case.
2.5.2 Results: price of fairness
We first present the results of the fair allocations compared to the minimum cost
allocations for the experiments with all six scenarios. In Figures 2.4 and 2.5, the
average price of fairness over 100 experiments per scenario, with 5% capacity and
10% capacity, respectively, are shown in a boxplot. Tables 2.2 and 2.3 show the
accompanying statistics, i.e., the mean, standard deviation, and the minimum and
maximum.
It is clear that costs play an important role in the differences in the total cost
between the minimum-cost and fair solutions. In the scenario with homogeneous
costs (i.e., low/hom, high/hom, mix/hom), the price of fairness ranges from 0 to
2.42. However, in the scenarios with heterogeneous costs (i.e., low/het, high/het,
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Figure 2.4: Boxplot of the price of fairness with 5% capacity, with the different
scenarios and the price of fairness on the horizontal and vertical axes, respectively.
low/hom low/het high/hom high/het mix/hom mix/het
Min-cost mean 6477.97 7362.67 7515.21 7539.31 7559.42 7537.85
std 355.28 424.07 4.06 8.41 8.20 8.11
min 5585 6236 7506 7522 7535 7250
max 7335 8417 7526 7560 7579 7564
Fair mean 6483.29 7367.40 7516.45 8752.90 7658.93 8578.70
std 358.25 425.22 4.52 4.12 28.23 51.025
min 5582 6245 7506 8732 7602 8403
max 7385 8417 7529 8760 7743 8695
POF mean 0.08 0.06 0.02 16.10 1.32 13.81
std 0.17 0.11 0.02 0.13 0.37 0.70
min 0.00 0.00 0.00 15.75 0.60 11.36
max 0.93 0.46 0.11 16.38 2.42 15.41
Table 2.2: Statistics of minimum cost and fair cost and POF over 100 experiments
with 5% capacity.
mix/het) the price of fairness ranges from 0 to a staggering 17.27. This is as expected,
because if the costs are similar for all jobs for all companies, it will be relatively easy
to reallocate jobs to a different company with similar costs. Once costs vary more
among companies there will be an increase in costs because jobs that were allocated to
relatively cheap companies are forced to be reallocated to more expensive companies.
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Figure 2.5: Boxplot of the price of fairness with 10% capacity, with the different
scenarios and the price of fairness on the horizontal and vertical axes, respectively.
low/hom low/het high/hom high/het mix/hom mix/het
Min-cost mean 7708.83 8069.41 7509.81 7524.81 7535.81 7524.44
std 22.24 90.82 3.45 5.26 6.70 5.80
min 7661 7857 7503 7514 7518 7511
max 7774 8294 7522 7538 7557 7542
Fair mean 7750.36 8872.97 7509.90 8751.89 7589.32 8780.72
std 25.92 17.68 3.48 1.39 14.12 12.84
min 7704 8833 7503 8750 7561 8733
max 7816 8934 7522 8756 7622 8815
POF mean 0.54 9.97 0.00 16.31 0.71 16.70
std 0.16 1.19 0.00 0.08 0.17 0.20
min 0.26 6.88 0.00 16.12 0.37 15.85
max 1.03 12.65 0.03 16.46 1.13 17.27
Table 2.3: Statistics of minimum cost and fair cost and POF over 100 experiments
with 10% capacity.
The seeming discrepancy in the low/het scenario between the 5% and 10% capac-
ity cases can be explained by the structure of the low/het scenario. Because there are
only low competition companies in this scenario, all companies will bid on only a few
jobs. When we set the capacity for each time period to only 5% of those bids, it hap-
pens frequently that the capacity is set to an extremely low number, i.e., 0 or 1. This
2.5 Computational results 41
means that there is not much leeway in the fair solution for jobs to be reallocated.
The fair solution is often similar to the minimum-cost solution as there are only a few
other possible allocations. This can also be observed in Table 2.2 where the means
of the costs of the minimum-cost and the fair solutions in the low/het scenario are
similar but are extremely high compared to those in the low/hom scenario.
By increasing the capacity to 10%, we allow more room for jobs to be reallocated.
In Table 2.3 we can see that the difference in average cost between the low/het and
low/hom scenarios in the minimum-cost solution is significantly smaller than in the
5% capacity case. As there is more room for reallocation, this eventually results in a
higher price of fairness.
We can see that competition also has an influence on the price of fairness. Both
high and mixed competitions result in a higher price of fairness than low competition.
We can see this in the low/het, high/het, and mix/het scenarios in the 10% capacity
case (average price of fairness: 9.97, 16.31, and 16.70 respectively). At first this may
seem surprising. One would imagine that having more possibilities for allocation will
result in both the minimum-cost and fair solutions to be closer to each other compared
to when there are limited possibilities. However, this discrepancy can be explained
by looking at the minimum cost and fair cost of the solutions (see Table 2.3). We can
see that the cost for the minimum-cost solutions in the low/het scenario is on average
higher (8069.41) than that of the high/het (7524.81) and mix/het (7524.44) cases.
This is due to the limited possibilities if there are companies bidding only on a few
jobs. However, the average cost in the fair solutions in the low/het scenario (8872.97)
is similar to that of the high/het (8751.89) and mix/het (8780.72) scenarios. This
results in a smaller difference between the minimum-cost and fair solutions in the
low/het scenario compared to the high/het and mix/het scenarios.
The mix/het scenario, where there is a mix of low- and high-competition compa-
nies, seems to have a price of fairness similar to or lower than the high/het scenario
(13.81 against 16.10 in the 5% capacity case, and 16.70 against 16.31 in the 10%
capacity case). This is somewhat surprising at first. Due to the presence of high-
competition companies, it is clear that the minimum-cost solutions would be similar
to the solutions in the scenario with high competition because the more expensive
low-competition companies are being ignored. However, one would expect that the
fair solutions will have higher costs because the more expensive low-competition
42 Fair task allocation in transportation
companies also need to be allocated jobs. For this we have to keep in mind that
the degree of fairness is not equal among the scenarios. It appears that due to the
presence of low-competition companies, which have fewer bids and therefore fewer
allocation possibilities, they get fewer jobs allocated to them even in the fair alloca-
tion. This in turn means that the other, high-competition companies get allocated
more jobs that are cheaper. In the end, this results in lower costs overall. This effect
can be seen clearly in the 5% capacity case. When we increase the possible capacity
to 10%, low-competition companies get assigned more jobs, almost as many as the
high-competition companies. This results in higher costs.
Summary. All things considered, we can see that the price of fairness is fairly low
when the costs are homogeneous among companies. Jobs can be easily reallocated to
make a more fair allocation while keeping the total cost similar because the individual
costs of a job for each company are similar. In this case, fairness can be easily enforced
without increasing the costs too much or at all. When costs are heterogeneous
however, we have to pay a higher price for fairness. This is as expected because we
would also need to allocate jobs to companies with high costs, whereas we would
only opt for companies with low costs in the minimum-cost solution. In the case
of low competition, allocations tend to have slightly higher costs because there is a
limited availability of jobs to be allocated to companies. This holds true for both the
minimum-cost and fair allocations. In the cases of high and mixed competitions, the
costs of the minimum-cost solutions are similar in the cases with homogeneous costs.
This is as expected because only the companies with the lowest costs get chosen
while the ones with high costs are ignored. However, when we enforce fairness, jobs
will be forcibly reallocated to companies with high costs, which might increase the
total cost. The price of fairness is the highest in the high/het and mix/het scenarios.
Depending on the actual discrepancy between the different costs, one might opt out
of the idea of enforcing fairness when the price of fairness becomes too high.
2.5.3 Results: job distribution
Figures 2.6 and 2.7 show job distributions of both the minimum-cost and the fair
solutions at one instance for each scenario. We choose to show the job allocations
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Figure 2.6: Job distributions in the minimum-cost and fair solutions for each sce-
nario with 5% capacity, sorted in ascending order by number of assigned jobs, with
companies on the horizontal axis and the number of assigned jobs on the vertical
axis.
of the instances in which the highest POF was found because there were many cases
with a POF of 0% in some scenarios. The allocations are sorted in nondecreasing
order so that they represent the fairness vector. We can see that in all cases the fair
job distribution is smoother than the minimum-cost distribution, which is exactly
what we desire.
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Figure 2.7: Job distributions in the minimum-cost and fair solutions for each sce-
nario with 10% capacity, sorted in ascending order by number of assigned jobs, with
companies on the horizontal axis and the number of assigned jobs on the vertical
axis.
For the low/hom and low/het scenarios in the 5% capacity case, we can see that
the job distributions in the minimum-cost and fair solutions do not differ much, with
the exception of a few companies getting one job more, or less. This further supports
our claim that in these scenarios it is often the case that the fair solution is similar
to the minimum-cost solution because there exists only a few feasible allocations.
2.5 Computational results 45
In the high-competition scenarios (high/hom and high/het) for both the 5% and
10% capacity cases, we can see that the fair allocation assigns each company the same
number of jobs. This is possible because all companies have many bids, which results
in much leeway while reallocating. In the low- and mixed-competition scenarios we
can see that due to the inclusion of low-competition companies that do not bid on
many jobs, it can still happen that certain companies get assigned fewer jobs than
others. This is due to capacity restrictions and to the fact that it is simply not
feasible for our proposed algorithm to assign more jobs to those companies. This
effect can therefore be seen to be more prominent when there is a lower capacity
(5%).
In the homogeneous cost scenarios (low/hom, high/hom and mix/hom) of the 10%
capacity case, we can see that in the minimum-cost solution there are a few companies
that do not get assigned any jobs or are assigned only a few jobs. This is primarily
due to their higher individual costs compared to other companies. However, in the
fair solution all companies are allocated roughly the same number of jobs. A few
companies will receive fewer jobs than others, but this is due to capacity restrictions
as explained above. Given that there are no or just minimal differences between the
costs of the minimum-cost and the fair solutions in the homogeneous cost scenarios,
the price of fairness when costs are homogeneous is minimal. This is as expected.
Reallocating jobs does not come at a significant price because the cost for a job is
similar among all companies. A similar effect can be seen in the homogeneous cost
cases in the 5% capacity case. However, not all companies get the same number of
jobs due to capacity restrictions being more prominent.
With heterogeneous costs, the first 25 companies in the minimum-cost solution
have been allocated only a few jobs or even none at all because of the higher costs
these companies have (except for the 5% capacity low/het scenario, which is due
to capacity restrictions). However, in the fair solution, these companies do get a
significant number of jobs, although this comes with a hefty POF, which can get up
to as much as 17.27.
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Figure 2.8: Line charts of average POF over various numbers of jobs with 10%
capacity, with the number of available jobs in an experiment and the average price
of fairness over 100 experiments on the horizontal and vertical axes, respectively.
2.5.4 Results: varying number of jobs
We investigate the effect of the number of jobs on the price of fairness. We vary the
number of jobs from 50 to 500 while keeping the same number of companies of 50.
For each scenario and number of jobs we run 100 experiments and take the average
price of fairness over these experiments. The results are displayed in Figure 2.8.
We can see that for scenarios with homogeneous costs the price of fairness can be
rather high when the number of jobs is low, as much as 8.88 in the mix/hom scenario.
This can be accredited to the lack of flexibility in allocation when there is a small
number of jobs. The distribution from which the costs of jobs are drawn may be the
same for all jobs, but there is still variation in the costs. With a small number of
jobs this variation plays a larger role when reassigning jobs from the minimum-cost
solution to a fair solution, especially when low-competition companies that bid on
only a few jobs are present. Even if low-competition companies had a high bid on
a particular job, if it is only one of the few jobs they bid on, the job needs to be
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allocated to these same bidders in the fair solution. This raises the total cost in the
fair solution. We notice this effect particularly in the mix/hom scenario. A job that
was assigned to a high-competition company in the minimum-cost solution, where
the lowest cost was chosen, can suddenly be assigned to a low-competition company
that only submitted a few bids.
As the number of jobs increases, the number of bids also increases, providing
more flexibility for reallocation when a fair solution needs to be constructed. There
will be a bigger chance of having a bid for the same job from another company
with similar cost as the company in the minimum-cost solution. The average price
of fairness decreases when the number of jobs increases and eventually the price of
fairness seems to stabilize close to zero.
For scenarios with heterogeneous costs the effects are more complicated. Due
to heterogeneous costs, jobs that were allocated to cheap companies (ones that bid
between 30 and 50) in the minimum-cost solution need to be reallocated to expensive
companies (ones that bid between 40 and 60) in the fair solution. This means an
average increase of 10 in the cost per reallocated job. When the number of jobs
increases, the share of reallocated jobs increases as well, thus increasing the total
cost. This effect can be seen in particular in the low/het scenario, where the average
price of fairness increases as the number of jobs increases. In the high/het scenario
this effect is not as prominent, because there is high competition and thus there are
many bids to choose from. Then there is a substantial chance that there exists a bid
from another company that is similar in cost.
For the mix/het scenario, we have to keep in mind that high-competition com-
panies have bids between 30 and 50, whereas low-competition companies have bids
between 40 and 60. This means that when a job from a high-competition company
in the minimum-cost solution needs to be reassigned to a low-competition company
in the fair solution (something that also happens in the mix/hom scenario) the cost
will increase by 10 on average. This results in a less steep decline in the average price
of fairness compared to the mix/hom scenario when gradually going from 50 jobs to
200 jobs. The increase in costs resulting from reallocating jobs to companies with
completely different costs is especially noticeable when there are fewer jobs. This
increase in costs due to reallocation weighs more in the mix/het scenario than the
effect of the average increase of 10 when switching from a high-competition company
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to a low-competition one. The average price of fairness is therefore declining in the
mix/het scenario in contrast to the low/het and high/het scenarios where the price
of fairness increases with the increase in the number of jobs.
For all scenarios with heterogeneous costs it seems that the average price of fair-
ness eventually stabilizes as the number of jobs increases. This again can be ac-
credited to the flexibility that the increasing number of jobs, and therefore bids,
introduces for reallocation when a fair solution needs to be constructed. Realloca-
tions become more efficient and will eventually weigh up against the increase in costs
due to the increased amount of reallocations.
2.5.5 Results: varying number of companies
In order to investigate the effect of the number of companies on the price of fairness
we vary the number of companies from 25 to 100 in increments of 25, while now
fixing the number of jobs to 250. For each scenario and number of companies we run
100 experiments and again take the average price of fairness. The results are shown
in Figure 2.9.
We notice that for the scenarios with homogeneous costs the price of fairness
is rather low, ranging from 0.00 to 1.48 in the mix/hom scenario. The addition
of more companies does not have much effect, as the costs are similar among all
companies. This creates more flexibility for the fair allocation. Only when the
number of companies is low in the mix/hom scenario, there is a slightly higher price
of fairness due to lack of flexibility to allocate the jobs to companies with similar
costs in the fair allocation.
When we look at the scenarios with heterogeneous costs, we can see that for
the high/het and mix/het scenarios the price of fairness seems to decrease as more
companies participate, which is again due to added flexibility as the same number of
jobs can be distributed among more companies with many more bids. The seemingly
odd occurrence of a slightly lower price of fairness at 25 companies compared to the
case with 50 companies can be explained by the lack of competition. When we take a
look at the actual costs of the minimum cost allocations, we can see that it is slightly
higher in the case of 25 companies than it is when there are 50 companies. Because
of the limited number of companies, there is not much competition between the bids.
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Figure 2.9: Line charts of average POF over various numbers of companies with
10% capacity, with the number of companies in an experiment and the average price
of fairness over 100 experiments on the horizontal and vertical axes, respectively.
However, the costs for the fair allocations with 25 companies is similar to those in
the cases with more companies, yielding a lower price of fairness.
The results of the low/het scenario stand out the most. It seems that the minimum
cost and the fair allocations have similar costs when there are 25 companies, having
an average price of fairness of 0.02. The price of fairness then increases substantially
to 9.97 and 12.86 as the number of companies increases to 50 and 75 companies,
respectively. It decreases again to 12.08 when the number of companies is further
increased to 100. The average price of fairness of 0.02 with 25 companies can be
easily explained when we take a look at the allocations. It seems that due to the
small number of bids with only 25 companies and low competition, the fair allocation
is often exactly the same as the minimum cost allocation. There is simply no other
allocation possible. As the number of companies increases, the number of bids also
increases, adding more leeway for the fair allocation. With 50 companies the number
of bids seems to be sufficient in order to distribute the jobs to companies evenly.
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However, the number of bids is still relatively low, resulting in the costs of the
minimum cost allocations to be much higher than in the case of 75 or 100 companies.
At the same time, the costs of the fair allocations gradually decrease as the number of
companies increases. The decrease in costs of the minimum cost allocations is much
heftier than the decrease in costs of the fair allocations, which results in the increase
in price of fairness. Going from 75 to 100 companies the number of bids increases
again, lowering the costs for the minimum cost allocations slightly, while the costs
for the fair allocations decrease more with the added bids. This finally results in a
slight drop in the price of fairness.
2.6 Conclusions and discussion
In task or job allocation problems there are many ways to assign jobs to all interested
parties. The most common way is to minimize the costs of such allocation by only
considering the cheapest companies. In this chapter, instead of just focusing on costs,
we take into account the job distribution over companies. We try to allocate jobs
to all participating parties as fairly as possible in terms of the number of allocated
jobs. This additional criterion is particularly relevant in our motivating example, an
inter-terminal transport problem (ITT) in the port of Rotterdam, where we want
to use the trucks already present at the port to execute inter-terminal transport
jobs. Because such a job allocation will be repeated daily, it is crucial to give those
companies incentives to be involved in this activity by assigning them jobs based not
only on their costs but also on ensuring some market share, i.e., allocated jobs.
To meet the new fairness criteria in task allocation, we developed a polynomial-
time optimal method consisting of two novel algorithms: IMaxFlow, which uses a
progressive filling idea, and FairMinCost, which smartly alters the structure of the
problem. The output of these two algorithms is a max-min fair task allocation with
the least total cost. In the experiments we looked at several scenarios for both the
jobs that are being auctioned, and the companies who are bidding on the jobs. From
the results of the experiments we find that in the situation where the costs among
companies are similar, implementing fair allocations comes with almost no extra cost
for the task owner. When the prices are highly volatile however, the auctioneer may
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need to pay more for the fairness. When there are relatively few jobs, the price of
fairness will usually be relatively high due to the lack of flexibility in reallocating jobs.
As the number of jobs increases, the price of fairness will stabilize due to the flexibility
granted by the increase in the number of bids. Similarly, the more companies are
participating, the more bids there will be, resulting in more flexibility for reallocation
and a lower price of fairness. However, the price of fairness can also be low when there
are only few companies. This is then mainly due to lack of flexibility for reallocation,
so that the fair allocation is similar to the minimum cost allocation. This means that
the number of participants should be sufficient in order to have the desired flexibility
needed for reallocation. The auctioneer should contemplate whether the fairness in
the allocation is worth the extra cost. It is necessary to investigate specific cases
regarding the price of fairness.
We made certain assumptions in this work because we had a real case of the ITT
problem in the port of Rotterdam in mind. Some of these assumptions can be relaxed
to some extent. For instance, we assumed that each task can be completed within
one time unit. If the tasks have different durations, we can normalize them by using a
time unit large enough to encompass the task with the longest duration. We may lose
some efficiency by doing this, but it makes the problem solvable using our proposed
algorithms. Furthermore, we assume that the tasks are independent. One way to
tackle interdependent tasks is to make them available in subsequent time periods,
i.e., make sure one task has been executed before the next one is made available for
execution.
The focus of this research is on designing efficient algorithms for finding fairest
task allocations. Auctions are used in this research as a way to collect local informa-
tion from the participants. This information is then used as input in the task alloca-
tion problem. We do not consider the bidding behavior of the bidders in this chapter.
However, bidders may choose to misreport their inputs in an attempt to affect the
allocation in their favor. In order to incentivize the bidders to bid truthfully, the
mechanism design aspect of the auction needs to be studied as future research (Van
Der Krogt et al. 2008). In addition, we have only looked at one quantification of
fairness in this research, in which we only consider the number of tasks in an allo-
cation. As we have seen in the literature, there are many definitions of fairness and
many different quantifications of fairness (Ogryczak et al. 2008, González-Pachón
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and Romero 2016). Furthermore, our implementation of fairness is useful for giving
companies equal market share, presumably resulting in more satisfied participants,
which can be useful for long-term relationships between companies and auctioneer.
Some companies might not be satisfied with this fair allocation, as they would rather
maximize their own market share. However, the use of a fair allocation is exactly
to counter certain companies gaining too big of a market share, suppressing other
smaller participants. The idea behind the fair allocation is to not maximize the
welfare of one or a few participants, but to maximize the overall welfare of all partic-
ipants, including the auctioneer. The auctioneer can decide which quantification of
fairness to use that best suits their goals. When considering game theoretical prop-
erties of the auction mechanism, another quantification of fairness might prove to be
better in attaining the desired properties. Investigating different quantifications of
fairness with mechanism design will be an interesting future direction.
In many real-world cases, the bids from one company can be combinatorial, that
is, the cost of receiving two jobs is strictly smaller than the total cost of executing
the same two jobs separately. If this combinatorial property exists between jobs, the
task allocation problem becomes NP-hard (Cramton et al. 2006). For example in
the ITT problem, if one job is to transport some goods from location A to B, and
another job is to ship some goods from B to C, it seems that giving both jobs to
one company leads to smaller costs than letting two companies execute the two jobs
separately. After consulting with a port manager, we find out that the margin of
these two instances is so narrow that we gladly ignored the combinatorial property.
The advantage of this is that we now have a polynomial-time algorithm to compute
the optimal allocation in terms of fairness and cost. For the cases where the tasks
have a high degree of complementarities our proposed algorithms cannot be directly
applied. Adapting our algorithms for solving such cases is open for further research.
Even though our work has been inspired by the situation in the port of Rot-
terdam, the described setting is not unique to this application. This work can be
applied to many other task allocation problems in which the centralized planner
wants to enforce some kind of fairness among the agents. Due to the rise of the
so-called sharing economy (Goldman and Gorham 2006, Belk 2014), collaborative
consumption in transport, for example car-sharing, has gained interest in the past
years. The main concern in this area is on where to station the shared-use vehicles
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(Fan et al. 2008, Shaheen et al. 2010, Kek et al. 2009). However, online platforms
for collaborative consumption in transport have recently been upcoming. In these
platforms participants are free to join or leave as they please. One might think of
taxi services that are operated by civilians. Another application would be in airport
slot allocation. In this area, although not as dynamic as in the cases of the port and
taxi services, it is important to allocate slots to airlines both efficiently and fair, as
such to motivate new entrants (Castelli et al. 2011, Condorelli 2007). It would be
interesting to see whether our methods can be used in those applications.
Appendix
2.A Proof of Theorem 2
Proof. IMaxFlow starts with capacity 0 for all company-sink edges and it adds only
1 more capacity at each iteration. Thus, IMaxFlow takes at most maxk∈K(Nk) < J
iterations, and in each iteration there are at most K steps. In each step, a maximum
flow algorithm is called. In our case, this is the Edmonds-Karp algorithm, which
runs in time O(|V | |A|2). The flow network G consists of at most 2 (source and sink)
+J + JT + TK +K nodes and at most J + JT + JTK + TK +K arcs. This results
in a running time of O(JK(JT + TK)(JKT )2) = O((J4K3T 3) + (J3K4T 3)).
2.B Proof of Theorem 4
Proof. The Goldberg-Tarjan algorithm is known to terminate afterO(|V | |A|2 log(|V |))
iterations, with Karp’s algorithm having a running time of O(|V | |A|). This results in
a O(|V |2 |A|3 log(|V |)) algorithm for solving the second stage of the MFMCA prob-
lem. In G′ there are φK − φ1 < J dummy layers. In each dummy layer the number
of dummy jobs is upper bounded by K. The number of vertices in each dummy layer
is then at most 3K. This results in the number of vertices being upper bounded by
(JT +TK) for the original problem P and by JK for the dummy part of problem P ′,
for a total of JT +TK +JK. The number of arcs |A| is upper bounded by JTK for
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P and by JK2 for the dummy part of problem P ′, for a total of JTK+JK2. Hence,
FairMinCost runs in timeO(J3K3(K+T )3(JK+JT+KT )2 log(JK+JT+KT )).
Chapter 3
Participation behavior and
social welfare in repeated
task allocations1
3.1 Introduction
Task allocation problems have focused on achieving one-shot optimality, which typi-
cally aims at finding the minimum cost allocations (Weerdt et al. 2012). In Chapter
2 a fair task allocation problem has been studied, where we propose a fair task allo-
cation algorithm that assigns companies jobs based not only on their costs but also
tries to allocate jobs to all participants as fairly as possible. We have demonstrated
the benefit of factoring fairness into task allocation. In the experiments, among the
majority of test instances, fairness comes with a very small price in terms of cost.
The motivation of developing fair task allocation algorithms was inspired by an ac-
tual transportation situation in the port of Rotterdam in the Netherlands, where
many small inter-terminal tasks need to be assigned to companies who have trucks
that are already present in the port. Those trucks that come from the hinterland to
1This chapter is based on Ye and Zhang (2016), Ye et al. (2017b).
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drop or pick up containers often have spare time in between tasks. Hence, terminals
could take advantage of these idle trucks by providing them with jobs that they can
perform within the port while waiting for their next scheduled job. This benefits
both the truck operators and the port operator, in addition to using readily avail-
able resources, which increases the utilization rate of existing trucks. Furthermore,
this means that less or even no new trucks are needed to perform the jobs, which
results in being a more durable approach to meeting the transport need within the
port. Because such allocations will be repeated daily and any truck company that is
present in the port is free to participate, it is crucial to encourage those companies
to participate in this activity.
We hypothesize in Chapter 2 that due to psychological factors, using an allocation
algorithm with fairness as a main criterion will encourage companies’ participation
in the repeated task allocation game. More participants ensure more supplies in the
system, which will eventually lead to a higher social welfare. The objective of this
chapter is to test this hypothesis. We study a repeated task allocation problem.
Besides the inter-terminal transportation example of the port of Rotterdam, another
example of repeated task allocation would be private taxi services, in which any party
is free to take up a job, different from traditional taxi services. An incoming job may
be proposed to several drivers in the neighbourhood, but eventually only one of them
will be assigned the job. In these settings, participants share their idle resources, and
therefore, it is important to ensure some portion of the market share to the players
to encourage their participation.
We consider agents to be not completely rational. Hence, the assumption that an
agent will participate in the game as long as its expected utility is non-negative may
not hold anymore. Instead, we take into account psychological factors of agents that
may curb the decision to participate in two ways. First, we model agents’ participa-
tion based on prospect theory (Tversky and Kahneman 1992). Second, we propose
a model of agent optimism based on a fuzzy connective. In fuzzy decision theory
there is a large number of connectives, i.e., aggregation operators, which can be used
for modeling different types of decision making behavior. The generalized averaging
operators are especially interesting, since they can be used to model human decision
making behavior (Kaymak and van Nauta Lemke 1998, Kaymak 2017). Instead of
using prospect theory to incorporate human decision making behavior, we will now
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use the generalized averaging operators to incorporate an agent’s utility and previous
experiences into its current participation decision. Each agent will have its own op-
timism level, which is based on its relative allocation compared to the other agents.
This optimism level will transform an agent’s utility in order to determine its partic-
ipation probability that will influence the participation decision in a given round. In
turn, we also look at the effect of agents’ participation on the social welfare, which
is measured by the allocation quality.
The outline of this chapter is as follows. In Section 3.2 we present a brief overview
of existing literature on repeated games, prospect theory, and fuzzy decision theory.
Section 3.3 introduces the problem setting and in Section 3.4 we show how we use
prospect theory and the generalized averaging operator to model agents’ decisions on
participating in each round of the games (Section 3.4). This participation probability
is derived based on the previous allocation outcomes, and particularly, on an agent’s
perception on its received proportion in comparison to other agents. In Section 3.5 we
conduct simulation experiments to investigate how the allocation influences agents’
decision to participate by using two task allocation algorithms, of which one only
looks at optimality in terms of costs, and the other looks at optimality in terms of
primarily fairness and secondarily costs (Chapter 2). We also look at the effect of
agents’ participation on the social welfare in each round, and its effect on the overall
social welfare, where the social welfare is measured by the allocation quality. Finally,
Section 3.6 contains the concluding remarks.
3.2 Literature review
Repeated problems have been studied in the fields of game theory (Benoit and Kr-
ishna 1985, Mailath and Samuelson 2006) and auctions (List and Shogren 1999,
Rothkopf 1999). In these studies, agents are assumed to be rational, i.e., as long
as their expected utility is non-negative, they do not opt out of the game. There-
fore, with an individual rational mechanism, the participating parties are fixed (e.g.,
Nisan and Ronen (1999)). In our work, we discard the assumption of rationality,
and model agents’ different participation behaviors by linking their optimism or pes-
simism motives with the outcomes of the previous games. We do this using both
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prospect theory, and a fuzzy set connective from fuzzy decision theory. Prospect
theory has been widely studied in behavioral economics (Camerer 2004, Lahdelma
and Salminen 2009). It is a behavioral model that shows how people handle decisions
that involve risk and uncertainty. However, this behavioral theory is rarely used in
task or resource allocation problems. Fuzzy sets have been used to model human
decisions, and several fuzzy connectives for this purpose have been proposed based
on experimental work (Kovalerchuk and Taliansky 1992, Thole et al. 1979, Zimmer-
mann and Zysno 1980). The generalized means are of particular interest, as they
easily allow for modeling a wide range of the degree of compensation (van Nauta
Lemke et al. 1983, Dyckhoff and Pedrycz 1984).
3.3 Problem definition
First, we revisit the task allocation setting that we have studied in Chapter 2. We
assume that the set of available jobs to be distributed among agents is known in
advance by the central planner. We assume a set of time periods T , consisting of T
time periods. The set of jobs, denoted by J consisting of a total of J jobs, comes
with an earliest available time and a latest completion time for each job. We assume
that jobs are independent. We define for each job ji ∈ J its possible starting time as
a mapping: J ×T 7→ {0, 1}. When it is clear from the context, we abuse the notation
and use jti to denote that job ji is available at time period t ∈ T . Once the set of
jobs J together with their possible starting times has been made available, a set of
companies K, consisting of K companies, may bid on individual jobs. In addition
to the selection of jobs that a company k ∈ K wishes to perform, the company also
needs to provide their available capacity ntk in time period t in which it is able to
perform the jobs. We assume that each job takes up one unit of capacity and can
be completed within one time unit. Furthermore, the company k needs to provide
its desired compensation (or cost), c(ji, k), for the bid job ji ∈ J . A bid, Bk, from
a company k is thus a tuple: 〈ck,nk〉, where ck is a set of costs c(jti , k), and nk
is a set of capacities ntk. Once all bids from the bidding companies K have been
collected, the auctioneer determines a task allocation pi : J × T × K 7→ {0, 1}. If a
job ji is allocated, it will result in a fixed value V , which indicates how much a task
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Table 3.1: The bids of three companies include desired jobs in each time period
and their associated compensation.
t1 t2 t3 t4 t5
k1 j1 : 20
k2 j1 : 30 j2 : 40
j3 : 25
k3 j1 : 10 j2 : 20 j3 : 25 j2 : 30 j5 : 20
j3 : 20 j4 : 25 j4 : 20
is worth to the auctioneer. For all unallocated jobs, their values are set to 0. The
social welfare U given an allocation pi is defined as the difference between the total
value of allocated tasks and the total costs of performing the allocated tasks. In a
typical task allocation problem, the objective is to maximize the social welfare by
choosing an optimal allocation. Note that for this one-shot task allocation problem,
we can use any existing min-cost max-flow algorithm to find the optimal allocation.
In Chapter 2 a fair algorithm is developed to ensure a max-min fair allocation
to agents. The max-min fairness principle means that given a total of Z jobs, the
number of jobs for any agent cannot be increased by at the same time decreasing the
number of jobs of other agents that have the same number of jobs or less. Intuitively
speaking, we want to have an allocation that distributes the set of jobs among the
agents as evenly as possible. To meet the fairness criterion a polynomial-time fair
method is developed consisting of two novel algorithms: IMaxFlow, which computes
a max-min fair vector, i.e., the most even distribution over agents given all bids,
and FairMinCost, which finds the minimum cost allocation that satisfies the given
max-min fair vector. The output of these two algorithms is a max-min fair task
allocation with the least total cost. We now use the following example to illustrate
the algorithms used in Chapter 2 to obtain the minimum-cost and fair allocations.
Example 5. Suppose we have 5 jobs, all having a value of V = 100. The jobs can
be done in certain time periods and three companies submit their bids, as shown in
Table 3.1. Any min-cost max-flow algorithm results in pimincost assigning j23 to k2
and j11 , j22 , j44 , j55 to k3, with a total compensation of 95, and social welfare of 405.
For the fair allocation, using the algorithms in Chapter 2 we obtain the max-min fair
allocation vector φ = (1, 1, 3) using IMaxFlow. Thereafter, using FairMinCost, we
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obtain the fair allocation pifair, which assigns j11 to k1, j23 to k2 and j22 , j44 , j55 to k3,
with a total compensation of 105, and social welfare of 395. 
In this chapter, we will extend the one-shot task allocation problem in Chapter 2
to a multi-round task allocation problem. We introduce round r ∈ R. We then have
tasks ji,r ∀ ji,r ∈ Jr, with Jr the set of jobs in round r, Jr ⊆ J . In the repeated task
allocation game with R rounds, the objective is to maximize the social welfare over all






ji,r∈Jr,pir(ji,·,·)=1 |ji,r| ·V −c(ji,r, k),
where pir is an allocation in round r. In addition, we assume agents decide for
themselves whether they would like to participate in bidding in a certain round or
not. This participation decision will be modelled as a participation probability pkr,
which is dependent on earlier allocation outcomes. The repeated task allocation in a
round r goes as follows. After the auctioneer announces the available tasks, agent k
decides on whether to participate or not by computing its participation probability
pkr, and if participating, it submits the bid br,k based on its observed capacities and
compensations. As we do not study agents’ bidding strategies in this chapter, we
simply assume agents submit their bids based on their true values. The auctioneer
then decides on the task allocation pir and the payments c(jti,r, k). Finally, agent k
observes all participants’ bids and the outcome pir.
3.4 Modeling participation behavior
We consider two different ways of modeling an agent’s participation probability pkr
to show the difference in impact an agent’s participation decision can have on the
allocation, dependent on how the agent behaves. First, we use prospect theory, and
second, we use a generalized averaging operator from fuzzy decision theory.
3.4.1 Prospect theory
Prospect theory (Tversky and Kahneman 1992) demonstrates that people view their
expected utility not in absolute terms, what one would expect from expected utility
theory, but rather relative to a reference point. In addition, it indicates that people
are loss-averse, where they would be more willing to take risks in order to avoid a
loss, and they would avoid taking risks if it concerns a gain. There is a distinction
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between two phases in the choice process: (1) the editing phase, where a simpler
representation of the outcomes of alternatives is obtained, as they are coded as gains
or losses relative to a reference point; and (2) the evaluation phase, where the edited
prospects are evaluated and the prospect of highest value is chosen. The overall value
of an edited prospect is expressed by a weighting function and a value function. In




xα if x ≥ 0
−λ(−xβ) if x < 0
(3.1)
where 0 ≤ α ≤ 1 and 0 ≤ β ≤ 1 are coefficients determining the concavity and
convexity for gains and losses, respectively, and λ > 1 is the loss-aversion coefficient.
The participation probability pkr of agent k in round r is dependent on their
experience in previous rounds. To model the participation decision using prospect
theory, we use the average proportion in the previous round over all companies as the
reference point in the editing phase, and a positive (or negative) difference between
a company’s proportion in the previous round and the average proportion as a gain
(or loss). The intuition is that if an agent feels being treated worse in comparison
with others, it might be more uncertain and will care less about participating again,
because the time and effort put in the preparation when participating can then
be seen as a loss. More formally, denote zrjtk and xrjtk as the binary variables
that indicate whether in round r agent k has participated in bidding on job ji,r
or is assigned ji,r in the allocation pir, respectively. For ease of notation we use
round r directly in the subscript of the variables. Denote K+r ⊆ K as the subset of
agents where k+ ∈ K+r has
∑
jt zrjtk+ > 0 in round r. For every agent k that has
participated in the round prior to round r, k+ ∈ K+r−1, we can use the proportion
of number of jobs won in round r − 1 over the number of bids submitted in round
r−1, ψkr, as a measurement of the possible gain and loss of an agent k ∈ K in round
r, see Eq. (3.2). We set the reference point to be the average proportion over all
companies k′ ∈ K, and we normalize the difference between the proportion of agent
k and the average proportion, as in Eq. (3.3). For the evaluation phase, we use the
value function in Eq. (3.4) to obtain the probability of agent k bidding in round r. In
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α if ψ′kr ≥ 0
−λ(−ψ′krβ) if ψ′kr < 0
(3.4)
p′(ψ′kr) = max(pLB ,
pˆ(ψ′kr)
2 + 0.5) (3.5)
When an agent’s proportion is equal to the average proportion, we assume that
every agent is indifferent on participating, therefore, p′(ψ′kr) = 0.5. When an agent
is allocated more tasks than others on average, then the participation probability
increases, as the agent will feel more certain in participating. However, when an
agent is allocated less tasks than others on average, the participation probability
decreases. In order for the probability to not become negative we set a lower bound
pLB , so that agents will still be able to come back and participate in later rounds
although with a very small probability. If an agent has not participated in bidding
in the previous round, we set p′(ψ′kr) = pLB . In order to take into account the
experience from previous rounds into the participation probability, we will apply
simple exponential smoothing. Thus, the participation probability for agent k in
round r is calculated as
pkr = γp′(ψ′kr) + (1− γ)p(ψ′k(r−1)), (3.6)
where γ is the smoothing factor. In the first round, r = 1, we assume that all agents
will participate in bidding.
Example 6. In Example 5 we have seen three agents who bid on five jobs. Consider
this as round 1 with participation probabilities pki1 = 1.00 for all three agents. We
choose α = β = 0.88 and λ = 2, as they are commonly adopted in prospect theory,




8 ), for agent
k1, k2 and k3, respectively. The reference point becomes 0.57, and the correspond-
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ing differences are (0.43,−0.24,−0.19). The normalized proportions become ψ′ki2 =
(1,−0.55,−0.45). Using (3.4) and (3.5), we obtain p′(ψ′ki2) = (1.00, 0.01, 0.01).
Eventually, the participation probability can be obtained through (3.6), resulting in
pki2 = (1.00, 0.505, 0.505). Agents k1 and k3 decide to participate in this round,
bidding on 3 and 5 jobs, and are assigned 1 and 2 jobs, respectively. Using this
information, we can repeat the calculations for round 3, which result in p(ψ′ki3) =
(0.81, 0.01, 1.00). Agent k2 will be very unlikely to participate in the next round of
allocation. 
3.4.2 Fuzzy decision theory
We make use of the generalized averaging operators from fuzzy decision theory in
order to aggregate the utilities of previous m rounds, taking into account an agent’s
personal optimism/pessimism, in a similar fashion as in Lovric et al. (2009). The
generalized averaging operators are given by
pkr(skr) =
















where pkr is the participation probability for agent k in round r, and skr is a pa-
rameter indicating the optimism level of agent k in round r. A positive skr indicates
that the decision making behavior is optimistic, whereas a negative skr indicates that
the decision making behavior is pessimistic. The higher the skr, the closer to the
maximum value of the sample pkr(skr) will be. Whereas the lower the skr, the closer
to the minimum of the sample it will be. If skr → ∞ (skr → −∞), pkr(skr) will be
the maximum (minimum) of the sample, and when skr = 1 (skr = −1) we obtain
the arithmetic (harmonic) mean. In the special case that s → 0, we will use (3.8),
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which returns the geometric mean. The decision function (3.7) holds the following
properties:
• pkr(skr) is continuous in parameter skr;
• pkr(skr) is monotonic and nondecreasing in skr;
• pkr(skr) is increasing in µkr;
• pkr(skr) ∈ [0, 1] if µkr ∈ [0, 1].
We let the optimism parameter skr be dependent on the outcome of the previous
round. Let us first denote zrjtk and xrjtk as the binary variables that indicate
whether in round r agent k has participated in bidding on job ji,r or is assigned ji,r
in the allocation pir, respectively. For ease of notation we use round r directly in the
subscript of the variables. Denote K+r ⊆ K as the subset of agents where k+ ∈ K+r
has
∑
jt zrjtk+ > 0 in round r. For every agent k that has participated in the round
prior to round r, k+ ∈ K+r−1, we can use the proportion of number of jobs won in
round r−1 over the number of bids submitted in round r−1, ψkr, as a measurement






This proportion does not indicate how well the agent has performed compared to its
peers. Therefore, we determine the average proportion over all agents k′ ∈ K, and
the difference of the agent’s proportion with this average. As these differences may
be very small, as every agent might have bid on many tasks but was allocated only











Since ψ′kr ∈ [−1, 1], we want our optimism parameter skr to have a wider range,
as otherwise we would be obtaining values in between the harmonic and arithmetic
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mean. Hence we multiply ψ′kr by a constant cs to obtain skr ∈ [−cs, cs],
skr = csψ′kr. (3.11)
The membership values µkr are the utilities of the agents, which is the total
compensation an agent k receives for the allocated tasks in round r. Since we would
like the participation probabilities pkr to lie in the interval [0, 1], we need to have
µkr ∈ [0, 1]. Therefore, we take the normalized compensation, where an agent’s





where Ukr denotes the utility, or social welfare, of agent k in round r.
Note that the calculation of ψ′kr is based on agent k having participated in the
previous round. However, if this is not the case, the proportion and therefore also the
participation probability pkr will be undefined. Since we would like to give agents
the opportunity to enter and participate again in later rounds, we assign a very small
participation probability plow.
We assume that all agents will participate in bidding in the first round, pk1 =
1, ∀ k ∈ K. A participation probability of pkr = 0.5 means that agent k is indifferent
on whether to participate or not. When pkr is higher, agent k is more keen on
participating, whereas when pkr is lower, the agent will be more likely to refrain
from participating. The optimism parameter skr plays a large role in swinging this
participation probability up or down.
The following example illustrates how the participation probability develops
throughout the rounds using the fuzzy connective.
Example 7. In Example 5 we have seen three agents who bid on five jobs. Consider
this as round 1 with participation probabilities p(ψ′ki1) = 1.00 for all three agents. As













8 ) ≈ 0.57, and the corresponding differences, which are (0.43,−0.24,−0.19).
The normalized proportions become ψ′ki2 = (1,−0.55,−0.45) using (3.10). Therefore,
our optimism parameters become sk2 = (5,−2.75,−2.25). The membership values
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are µk2 = (80,75,240)240 = (0.33, 0.31, 1). Eventually, the participation probability can
be obtained through (3.7), resulting in pk2 = (0.33, 0.31, 1). Agents k1 and k3 decide
to participate in this round, bidding on 3 and 5 jobs, and are assigned 1 and 2
jobs, respectively. Using this information, and the information that the obtained
compensations are Uk3 = (75, 0, 160), we can repeat the calculations for round 3.
The resulting participation probabilities are pk3 = (0.37, 0.01, 1.00). Agent k2 will be
very unlikely to participate in this round. 
3.5 Experiments
We are interested in how social welfare develops over multiple rounds and how two
different allocation algorithms, a min-cost max-flow algorithm and a fair algorithm,
influence it. Therefore, we conduct a simulation study. We use a first-price sealed-bid
auction where the allocation pir and the number of jobs bid on from all agents will be
made available after each round. This means that all bidders have information on the
allocations and the number of bids from all previous rounds in order to determine
their participation probability. Note that only the number of jobs bid on will be
made available after a round, not the actual bids themselves, so that agents cannot
adjust their own bids accordingly. We will use the same test instances as described
in Chapter 2. We use T = 10 time periods per round. We assume the value of each
task to be the same, V = 100. The tasks have a latest completion time, which we set
to 3 time periods after the earliest time the task become available. In this scenario,
which is similar to the situation in the port of Rotterdam, there are two peak hours
in a day. Therefore, tasks have a 25% chance of starting at t2 and another 25%
chance of starting at t6. If a task does not start at a peak hour, it has an equal
chance to start at any time from t1 to t8. A bidder k has a predetermined set of
tasks it is interested in. In the simulation, each task in each time period has a chance
of either 0.25 or 0.75 to be selected for this set, which are indicated as the low and
high competition case, respectively. For each task in this set the bidder has a bid.
We will distinguish between two bid cases. The first bid case is where every agent
draws their bid cost from an uniform distribution in the interval [30, 60], based on
the hourly wage of a driver and the fuel costs with an additional profit, which we
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call the homogeneous cost case. In the second bid case a predetermined half of the
agents will draw their bid cost from an uniform distribution in the interval [30, 50],
and the other half of the agents will draw theirs from the interval [40, 60]. The idea
behind this case is that the former half of the agents who draw their bids from a lower
interval represents the agents that are large and can make use of economies of scale to
bid low. The latter half, on the other hand, are small agents that bid relatively high,
because they cannot make use of economies of scale and have to provide a service for
minimally that cost. We call this the heterogeneous cost case. Combining scenarios
with low/high competition and homogeneous/heterogeneous cost, we construct four
scenarios: L/hom, L/het, H/hom and H/het.
It depends on the participation probability, pkr, whether a bidder will actually
participate in bidding in a particular round r. For each round r, a uniform random
number is generated for bidder k, which will be compared to its participation prob-
ability. If they decide to bid in that round, i.e., the uniformly distributed random
number is lower than the value for the participation probability, they will submit the
bids for all the tasks they are interested in in that round. The lower bound on the
participation probability is set to pLB = 0.01. This is to ensure that an agent who
does not participate in the auction for a few rounds will still be able to participate
in latter rounds and will not be excluded from the remainder of the auction due to
having zero or even negative participation probability. In the first round no agent
has experience with the auction yet. Therefore, all agents will have a participation
probability equal to 1.00 and thus all agents will submit their bids. We set the pa-
rameters for the prospect function to α = β = 0.88, λ = 2 (Tversky and Kahneman
1992), and for the smoothing factor we use γ = 0.5. For the generalized averaging
operator, we set cs = 5. We conduct 20 experiments for each of the four scenarios,
with 50 rounds, 50 agents and 250 jobs.
3.5.1 Prospect theory
Figure 3.1 shows the average number of participants per round over the 20 experi-
ments for 50 rounds. In the low competition case the average number of participants
does not differ much between the different cost cases and allocation algorithms over
the rounds. This is due to a limited number of bids, resulting in similar allocations
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regardless of allocation algorithm. For the high competition case, however, the aver-
age number of participants when using the fair algorithm is substantially higher than
when using the minimum-cost algorithm as the rounds progress. This is due to the
jobs being allocated more evenly among agents, which results in higher participation
probabilities over all rounds. The average social welfare over the 20 experiments is
not very different between the different cases with low competition, as seen in Figure
3.2. In the high competition case, social welfare is substantially higher for the fair
algorithm as rounds progress. This is due to the larger number of participants still
present, which enables more bids for the algorithm to choose from. For the H/het
scenario, the fair allocation obtains a lower social welfare in the earlier rounds com-
pared to the minimum-cost allocation, but eventually surpasses it, due to the larger
number of participants still present.
3.5.2 Fuzzy decision theory
In Section 3.5.1 we have seen that the low competition case yielded similar results
using the minimum cost and the fair allocation, due to the lack of leeway in the
allocation. Therefore, we only consider the high competition case in the experiments
using the generalized averaging operator. We show the results of the first 25 rounds,
as the results stabilize in the rounds thereafter.
Figure 3.3 shows the average number of participants per round over the 20 ex-
periments. We already observe a sharp decline in the number of participants in the
second round when making use of the minimum-cost algorithm, with both homo-
geneous and heterogeneous costs. Even though the aggregation operator only takes
into account the first round, in which all agents participate, many agents are de-
terred from participating again in the second round due to their optimism parameter
s being too low, as they obtained fewer tasks than their peers. The number of par-
ticipants keeps declining and goes below an average of 5 already after round r = 5.
When making use of the fair allocation algorithm, we can see that the decline in the
number of participants is not nearly as sharp as with the minimum-cost algorithm.
Even at round r = 10 there are still on average 15 participants, and only slowly
declines after that. The average number of participants manages to stay above an




Figure 3.1: Average number of participants per round over 20 experiments over 50
rounds using prospect theory.
allocation algorithm, which assigns tasks to more agents. This results in a higher
optimism level among more agents, as they feel they have obtained a fair share of
the allocation. This in turn also yields a higher social welfare on average among the
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(a) Low competition
(b) High competition
Figure 3.2: Average social welfare per round over 20 experiments over 50 rounds
using prospect theory.
agents in each round, which, together with the higher optimism level, leads to higher
participation probabilities.
Consequently, a larger number of participants in each round means a higher social
welfare in each round, as depicted in Figure 3.4. As the minimum-cost algorithm
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Figure 3.3: Average number of participants per round over 20 experiments over 25
rounds using a fuzzy connective.
Figure 3.4: Average social welfare per round over 20 experiments over 25 rounds
using a fuzzy connective.
yields a rapid declining social welfare over the rounds, tied to the drop in participants,
the fair allocation algorithm yields a rather steady social welfare over the first 12
rounds. After round r = 13 the social welfare starts to waver and decline slowly,
due to the decline in participants as well. However, even in round r = 25, the social
welfare is approximately triple the social welfare obtained with the minimum-cost
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Figure 3.5: Cumulative average social welfare over 20 experiments with high com-
petition over 25 rounds using a fuzzy connective.
algorithm. Figure 3.5 shows the cumulative social welfare over the rounds. We can
see that the total social welfare obtained by the fair allocation quickly surpasses
that of the minimum-cost allocation in only a few rounds. In round r = 25 the fair
allocation obtained a total social welfare of approximately twice the amount of the
minimum-cost algorithm.
Comparing these results to Section 3.5.1 using prospect theory, we observe that
using generalized averaging operators results in a faster decline in participants and
social welfare than when using prospect theory. In Figure 3.3 using the generalized
averaging operator the number of participants at round 15 is approximately 2 using
the minimum-cost allocation and 10 using the fair allocation, whereas in Figure 3.1b
using prospect theory the number of participants in the respective allocations are
9 and 22. This, in turn, results in a significant drop of average social welfare in
fewer rounds when using the generalized averaging operator, as seen in Figure 3.4
with an average social welfare of 6000 after 10 rounds. Using prospect theory, we
can see in Figure 3.2b that the average social welfare after 10 rounds is still sitting
strong at around 17000, which is close to the average social welfare of the first round.
Thereafter it does drop down as rounds progress, but it does not drop as steeply
as when using the generalized averaging operator. These differences can be mainly
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attributed to the optimism level of agents. Fluctuations in the optimism level can
cause severe changes in the participation decision, whereas with prospect theory such
fluctuations only had little effect, therefore taking more time to develop noticeable
effects.
3.6 Conclusion and discussion
In a repeated task or resource allocation problem with sharing nature, the partic-
ipation of agents is driven not only by their expected economic gain, but also by
their willingness to put effort in participating in the face of uncertainty and risk.
The main contribution of this chapter is that we model agents’ participation using
prospect theory and generalized averaging operators from fuzzy decision theory to
show the impact an agent’s participation decision can have on the allocation, and
how different allocation algorithms impact the number of participants and average
social welfare in a repeated auction setting. Hereby we use an agent’s experiences
in previous rounds to determine their participation decision. The two different ways
of modeling the agents’ participation decision yield vastly different outcomes, which
shows that the agents’ behavior can have a big impact on the outcome in repeated
auctions. Prospect theory has a more mellow reaction to fluctuations in the agent’s
optimism than the generalized averaging operator. An auctioneer needs to have a
good understanding of its participants in order to model their behavior in a represen-
tative way so that meaningful results can be obtained. They can also conduct a study
with a representative group of agents participating in simulated repeated auctions
to figure out their behavior and whether the model using prospect theory or fuzzy
decision theory, and with which parameters, is more suitable to their agents. Their
behavior could also possibly be extracted from historical data on the bids submit-
ted by their agents and their participation rate. This is left up for future research.
In addition, we demonstrate that fair allocations result in more participants than
minimum-cost allocations throughout the rounds when there are plenty of resources
in the system, which eventually results in a higher social welfare. Therefore, an
auctioneer needs to consider the long term consequences of their chosen allocation
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algorithm in repeated auction settings. Giving up social welfare in the short term
can result in a higher social welfare in the long term.
Allocation algorithms that take into account the participants’ behaviors are es-
pecially of importance in settings like the sharing economy, which is upcoming in the
past years, in which anyone is free to enter and leave as they wish. In these settings,
participants share their idle resources. Therefore, it is important to encourage their
participation and to yield an overall higher social welfare, which can be accomplished
by ensuring some portion of the market share to the players. As our future work, it
will be interesting to investigate how to design algorithms with agents’ participation
behaviors, which maximize social welfare in the long run.
Chapter 4
Auction optimization using
regression trees and linear
models as integer programs1
4.1 Introduction
One of the main challenges of mathematical optimization is to construct a mathe-
matical model describing the properties of a system. When the structure of a system
cannot be fully determined from the knowledge at hand, machine learning and data
mining techniques have been used in optimization instead of this knowledge. They
have, for example, been used in order to obtain decision values (Gabel and Riedmiller
2008), fitness functions (Huyet 2006), or model parameters (Li and Ólafsson 2005).
Models that have been learned from data are frequently used in a black-box manner,
e.g., using only the predictions of learned models but not their internal structure. It
is also possible to use these models in a white-box manner, for instance in order to
determine search space cuts and parameter bounds. Neural networks have in this
way been used to model unknown relations in constraint programming (Bartolini
1This chapter is based on Verwer et al. (2017).
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et al. 2011). In this chapter, we develop such a white-box optimization method for
regression models in integer linear programming, that is, we map these entire models
to sets of variables and constraints and solve them using an off the shelf solver. This
white-box method together with a proposed black-box method provides a solution to
an optimization problem of key interest to the artificial intelligence and operations
research communities: auction design. We briefly introduce this problem domain
before going into the details of our methods.
4.1.1 Sequential auction design
Auctions are becoming increasingly popular for allocating resources or items in
business-to-business and business-to-customer markets. Often sequential auc-
tions (Bernhardt and Scoones 1994) are adopted in practice, where items are sold
consecutively to bidders. Sequential auctions are in particular desirable when the
number of items for sale is large (e.g., flower auctions (Heck and Ribbers 1997)),
or when the buyers enter and leave the auction dynamically (e.g., online auc-
tions (Pinker et al. 2010)). In a sequential auction, an auctioneer may tune several
auction parameters to influence the outcome of an auction, such as reserve prices for
items and in which order to sell them. In other words, (s)he can design auctions for
the purpose of achieving some predefined goal. In this chapter, we solve one specific
auction design problem, namely, deciding the optimal ordering of items to sell in a
sequential auction in order to maximize the expected revenue (OOSA in short). We
assume bidders in such auctions are budget constrained. This is a highly relevant
problem in today’s auctions since bidders almost always have limited budget, as seen
for instance in industrial procurement (Gallien and Wein 2005b). Previous research
has shown that with the presence of budget constraints, the revenue collected by the
auctioneer is heavily dependent on the ordering of items to sell (Elmaghraby 2003,
Grether and Plott 2009, Subramaniam and Venkatesh 2009). This holds already for
a toy problem with 2 items. Let us use a simple example to illustrate the importance
of ordering in such cases.
Example 8. Two agents A1 and A2 take part in a sequential auction of items.
For sale are items r1 and r2. Suppose the items are sold by means of first-price,
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English auction2. Assume the reserve prices, which are the lowest prices at which the
auctioneer is willing to sell the times, for both items are 1. The amount that agent
A1 and agent A2 are willing to pay for two items are: ν1(r1) = 10, ν1(r2) = 15,
ν2(r1) = 12, ν2(r2) = 10. Furthermore, the budgets of A1 and A2 are 15 and 25
respectively.
We assume a simple bidding strategy in this example. The agents bid myopically
on each item, that is, their highest bid on one item is the lower value between the
amount that they are willing to pay and their remaining budget. The auctioneer’s
goal is to maximize the total sold price of the items. Consider one situation where
the auctioneer sells first r2 and then r1. A1 will get r2 when she just over-bids A2
with 11, and then when r1 is auctioned, A1 bids maximally 4 due to her budget limit,
and A2 will win the item with the price of 5. The total revenue is 16. However, if
the selling sequence is (r1, r2), A2 will win r1 with the bid 11, and then A2 will win
r2 with price 11. The collected revenue is 22 in this case. 
Most of the current approaches to the ordering problem in sequential auctions
assume a very restricted market environment. They either study the problem of
ordering two items, see Subramaniam and Venkatesh (2009), Pitchik (2009), or a
market with homogeneous bidders (Elkind and Fatima 2007). To the best of our
knowledge, we are the first to consider how to order items for realistic auction settings
with many heterogeneous bidders competing for many different items. This problem
is highly complex—a good design on ordering needs to take care of many uncertainties
in the system. For instance, in order to evaluate the revenue given an ordering, the
optimization algorithm needs to know the bidders’ budgets and preferences on items,
which are usually private and unshared. Furthermore, the large variety of possible
bidding strategies that bidders may use in auctions are unknown. This auction design
problem is a typical example where the mathematical optimization model cannot be
fully determined, and hence, machine learning and data mining techniques can come
into play. This is exactly what our approach builds upon.
2The English auction that we consider is the one where the starting price is the reserve price,
and bidders bid openly against each other. Each subsequent bid should be higher than the previous
bid, and the item is sold to the highest bidder at a price equal to her bid.
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4.1.2 Learning models for white-box and black-box
optimization
Nowadays more and more auctions utilize information technology, which makes it
possible to automatically store detailed information about previous auctions along
with their selling sequences and the selling price per auctioned item. Our approach
to solving the problem of optimal ordering for sequential auctions starts with the
historical auction data. We define and compute several relevant features and then use
them to learn regression trees and linear regression models for the expected revenue.
Given the models, we propose two approaches to find the optimal ordering for a new
set of items: (1) a best-first search that uses the models as a black-box to evaluate
different orderings of the items; and (2) a novel white-box optimization method that
translates the models and the set of items into a mixed-integer program (MIP) and
runs this in an ILP-solver (CPLEX). Figure4.1 displays the general framework of our
approaches using these two optimization methods.
Just like the traditional black-box optimization approach (see, e.g. Jones et al.
(1998), Shan and Wang (2010)), our best-first search is ignorant of the internal struc-
ture of the models and only calls it to perform function evaluations, i.e., predicting
the revenue of an ordering of the items. Optimization is possible by means of a
search procedure that uses heuristics to produce new orderings depending on previ-
ously evaluated ones. Our best-first search makes use of dynamic programming cuts
inspired by sequential decision making in order to reduce the search space.
One of the main contributions of this chapter is the realization that learned re-
gression models can be evaluated efficiently inside modern mathematical optimization
solvers. This evaluation includes the computation of feature values (the input to ma-
chine learning), the evaluation of these features using a learned model (the output
from machine learning), and a possible feedback from such evaluations to new fea-
tures. In this chapter, we efficiently translate all of these steps for two types of learned
models (regression trees and linear regression models) into mixed-integer constraints.
The resulting mixed-integer program can then be evaluated in any modern integer
linear programming (ILP) solver.
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In this way, modern exact solvers can be used instead of a heuristic search. These
solvers use (amongst others) advanced branch-and-bound methods to cut the search
space, compute and optimize a dual solution, and can prove optimality without
testing every possible solution. This is the main benefit of using the white-box
method over a black-box one. The downside, however, is that when the learned
model is complex, the white-box method may lead to a large mathematical model
that is difficult to optimize. We compare these two approaches and investigate this
trade-off by applying them to the OOSA problem.
Contributions and organization Although we use sequential auction design to
illustrate our method, all of our constructions are general and can be applied to any
optimization setting where unknown relations can be represented using regression
models that have been learned from data. The only constraint for using the white-
box method is that the feature values need to be computable using integer linear
functions from intermediate solutions. Our approach can thus be applied to complex
optimization settings where entire orders, schedules, or plans need to be constructed
beforehand.
We list our main contributions as follows:
• We demonstrate how to apply regression methods from machine learning to
OOSA.
• We give an efficient encoding of regression trees and linear regressors into MIP
constraints.
• We prove OOSA with budget constrained bidders to be NP-hard, also when
using these regression models.
• We provide the first method that tackles OOSA in realistic settings.
• We demonstrate experimentally that white-box methods outperform black-box
methods when the models are not overly complex.
In Section 4.2, we formally introduce the problem of optimal ordering for sequen-
tial auctions (OOSA), and then we show how to learn regression models from histor-
ical auction data in Section 4.3 using standard machine learning methods. Based on
80
Auction optimization using regression trees and linear models as integer
programs
the learned models, our white-box optimization method and a black-box optimiza-
tion are introduced to find the optimal ordering for OOSA in Section 4.4. Extensive
experiments are presented in Section 4.5 where we compare the performance of the
two proposed optimization methods using both the learned models and the auction
simulator. Before we conclude, we compare and discuss more related works in Sec-
tion 4.6.
4.2 Optimal ordering for sequential auctions
OOSA
We assume there is a finite set of bidders (or agents). Let R = {r1, . . . , rl} denote
the collection of the item types, and the quantity of each item type can be more
than 1. When it is clear from the context, we will slightly abuse the notation and
use S = {r1, r2 . . . , r1, . . .} to denote the multiset of all available items. Each bidder
agent i has a valuation (or preference) for each type of item vi : R→ R+. In addition,
each agent has a budget bi on purchasing items, and (s)he desires to win as many
items as are being auctioned within the budget limit.
In one auction, a set of n items S with type set R′ ⊆ R will be auctioned
sequentially using a predetermined order. We use (s1, s2, . . . , sn) to denote such an
ordering. For example, given types r1 and r2 with quantities of 1 and 2 respectively,
there are three possible orderings of items: (s1 = r1, s2 = r2, s3 = r2), (s1 = r2, s2 =
r1, s3 = r2), and (s1 = r2, s2 = r2, s3 = r1). For each rj that is being auctioned,
agent Ai puts a bid on rj that is the minimum between the amount she is willing to
pay for rj and the remaining budget. We point out that in the case of unconstrained
budget, the maximum amount an agent is willing to pay for rj , defined as νi(rj), is
equal to her valuation vi(rj).
Each item rj comes with a reserve price that is the lowest price at which the
auctioneer is willing to sell rj . If the received bids are all below the reserve price of
rj , rj is not sold. Otherwise, the agent who bids highest on rj wins rj . The winners
of items transfer some payment to the auctioneer depending on the auction rule. For
example, in a first-price auction, the winner pays an amount equal to her bid, and in
a second-price auction, she pays the second highest bid (or the reserve price for the
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item if it is higher). The revenue of the auctioneer is the sum of the total payment
on the sold items and the total reserve values of the unsold items. This sequential
auction ends when all items have been auctioned, or when all agents run out of their
respective budgets.
We assume that such an auction is repeated over time, and each auction sells
possibly different items S. At the end of each auction, we have the following infor-
mation at our disposal: (1) the ordering of auctioned items; and (2) the allocation of
items to agents with their payments. The optimization problem we study is: given a
set of items and budget constrained bidders, finding an optimal ordering of items in
sequential auctions such that the expected revenue is maximized. We call the problem
OOSA.
We now show that the decision version of this optimization problem is NP-hard,
even if we have complete information on bidders’ preferences and they are not strate-
gic (i.e., they bid truthfully according to their preferences).
Theorem 5. Given a set of items S, preferences vi : S → R+, and budgets bi for
every bidder i. The problem of deciding whether there exists an ordering that obtains
a revenue of at least K ∈ R+ is NP-hard.
Proof. By reduction from the well-known NP-hard partition problem (Garey and
Johnson 1979): Given a set of integers I = {i1, . . . , in}, is I dividable into two sets




B? We need two bidders with preferences such that
v1(rk) = 2 · ik and v2(rk) = 2 · ik + 1 for 1 ≤ k ≤ n. The reserve price for each item
k (1 ≤ k ≤ n) is ik. The agents’ budgets are b1 = 12
∑
I and b2 =
∑
I. There are n
items in S and K is 32
∑
I. We claim that I is partitionable into two sets with equal
sums if and only if there exists an ordering that obtains a revenue of K (or more).
(⇒) Given a partition of I into sets A and B, we sell all items in A first, and
those in B later. In this case, agent 2 will buy all items in A with price 2 · ik as it is
the minimal bid to win the items from agent 1. After buying all items in A, agent
2 will have spent 2 ·∑ik∈A ik, which makes ∑ I in total (since ∑ik∈A ik = 12∑ I).
This is the entire budget of agent 2. All items in B are then sold to agent 1 with the
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(⇐) Suppose we have an ordering such that agent 1 and 2 spend all of their budget
(K in total). This means that agent 2 wins the first set of items A, each costing 2 · ik
till it uses all its budget. Thus we have 2 ·∑k∈A ik = ∑ I, i.e., ∑k∈A ik = 12∑ I.
Agent 1 pays ik for the remaining items in B, B = I \ A, and it uses all its money:∑
k∈B ik = 12
∑





The construction is clearly polynomial time.
Several related works deal with this type of ordering optimization problem. For
example, the authors of Subramaniam and Venkatesh (2009) investigate the optimal
ordering strategy for the case where the auctioneer has two items to sell. They
show that when the items are different in value, the higher valued items should be
auctioned first in order to increase the seller’s revenue. Pitchik (2009) points out that
in the presence of budget constraints, in a sealed-bid sequential auction, if the bidder
who wins the first good has a higher income than the other one, the expected revenue
is maximized. These greatly simplified auction settings make it possible to derive
bidders’ equilibrium bidding strategies. With some assumptions on the distributions
of bidders’ budgets and preferences, the optimal ordering can be theoretically derived.
However, as real-world auctions are much more complex and uncertain in terms of
the sizes of items/bidders, agents’ preferences and bidding strategies, these existing
results cannot be applied. In this chapter, we instead focus on learning the overall
behaviors of the group of bidders from historical auction data by machine learning
techniques, as the first step of solving OOSA.
In order to apply ML techniques, we assume in every sequential auction the set of
participating bidders and their characteristics (preferences, budgets, bidding strate-
gies) to be similar. This simplifies the problem of learning a good ordering. Instead of
learning the individual valuations/budget/bidding strategies of agents, we can treat
the agent population as a single entity for which we need to find a single global
function. Obviously, such an approach will fail if the agents are radically different
in every auction. However we consider this assumption sensible in many auctions
such as industrial procurement auctions where the same companies repeatedly join
the auctions with similar interests, and the Dutch flower auction where there can
be different bidders every day, but it seldom occurs that one day bidders are only
interested in roses and the next day they only want tulips. Although the different
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participants can be interested in different item types, the interests of the group of
participants remain stable.
4.3 Learning predictive models for OOSA
At the end of each sequential auction, we have the following information at our
disposal: (1) the ordering of auctioned items; and (2) the price of each sold item.
Before we build the optimization model to solve the OOSA problem, we need to find
a suitable way to model the expected revenue of given orderings of auctioned items.
An ordering can be thought of as a sequence of items. However, to the best of
our knowledge none of the existing sequence models fit our auction setting, see also
Section 4.6.2. In this work, we view the prediction of an auction’s outcome as a
regression problem. We split this problem into the subproblems of predicting the
value of the auctioned items. We then sum these up to obtain the overall objective




G(sk, {sj | j < k}, {sl | k < l}),
where G(sk, J, L) is a regression function that determines the expected value of
sk given that J was auctioned before and L will be auctioned afterwards. The main
benefit of this representation is that modern machine learning methods can be used
to learn this function G from data. In addition, since every item sold represents a
single sample, every auction contains many samples that can be used for learning,
further reducing the amount of required data. We study two popular regressions
functions.
4.3.1 Two regression functions
In this chapter, we use regression trees (Breiman et al. 1984) and least absolute
shrinkage and selection operator (LASSO) (Tibshirani 1994) as regression functions,
and train them using features based on the items auctioned before and after the
current item. We first briefly introduce these regressors.
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Regression trees Regression trees are a form of decision trees where the predicted
values are real numbers. A decision tree is one of the most popular predictive models
for mapping feature values to a target value. We make use of a regular univariate
decision tree. It is a tree-shaped graph with a root node, interior nodes, and leaf
nodes. The root and every interior node contains a Boolean test for a specific feature
value f , such as f > 5. Every leaf node contains an output value p. It maps the
feature values to an output by performing all the tests along a path from the root to
a leaf. For every test performed, if the outcome is true (f > 5), the path is continued
along the left branch, if the outcome is false (f ≤ 5), the path is continued along the
right branch. Once a leaf is reached, it outputs the value it contains p.
A regression tree learner aims to find a tree that minimizes the mean squared
error of the predicted and the actual observed values. Most regression tree learning
algorithms follow a greedy strategy that splits interior nodes as long as the decrease
in error is significant. A split replaces one leaf node by an interior node connected
with two new leaf nodes. The interior node receives as Boolean constraint one that
minimizes the mean-squared error of the resulting tree, where the leaf nodes predict
the mean value of all observed data values that end up in that leaf after mapping all
data samples to leaf nodes.
LASSO LASSO is a method for constructing a linear regression function
p(f1, . . . , fm) = c1f1 + c2f2 + . . .+ cmfm + d
where p is the value to predict, ci are constants, fi are feature values, and d is
the intercept. The standard approach to find such a function is to minimize the
mean squared error, which is easy to compute. LASSO is a popular regularized
version of this simple estimation that penalizes the absolute values of the regression
coefficients c1, . . . , cm. Formally, given a dataset of features fdi and target values pd,
with 1 ≤ d ≤ k where k is the number of samples, it uses convex optimization in
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where 0 ≤ α ≤ 1 is a parameter for the effect of the regularization. Intuitively,
the larger α, the larger the penalty of having large coefficients ci. Consequently,
a larger value of α will drive more coefficients to zero. LASSO is a useful method
when there are several correlated feature values, which could make an ordinary least
squares model overfit on these values. We use LASSO regression because more zero
coefficients implies we need to compute less feature values in order to evaluate the
learned model, which has a positive effect on the optimization performance that we
will discuss in Section 4.4.
4.3.2 Learning regression functions for predicting revenues
We first give an overview in Figure 4.1 of the connection between the regression
models and the optimization models for solving OOSA. Given historical auction data,
a regression tree (or a LASSO linear regression function) is learned for each item
type. The regression tree (or LASSO) can be used to evaluate the values of selling
different items based on the feature values that are computed on a given ordering of
the items. The learned regression trees (or LASSO functions) are then used in two
ways to model the optimization problem OOSA: (1) Black-box optimization. In this
chapter, we use a best-first search heuristic to come up orderings of the items, and
then use the learned regression trees (or LASSO) to compute the expected revenue of
these orderings; (2) White-box optimization. We formulate the optimization problem
of finding an optimal ordering as a mixed integer linear program (MIP), which is
shown to be automatically constructed from the learned regression tress (or LASSO
functions).
We now present the details of learning regression trees and LASSO functions for
item types. Currently, we provide the following features for these two regression
models:
3This is the version implemented in the scikit-learn Python package (Pedregosa et al. 2011),
which we use to learn the models.
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Figure 4.1: Solving OOSA using white-box optimization and black-box optimiza-
tion with learned models. Black-box optimization only calls the predictive model to
evaluate possible orderings. White-box optimization translates the internal structure
of the predictive model to MIP constraints.
Feature 1: sold For every item type r, the amount of r items already auctioned.
Feature 2: remain For every item type r, the amount of r items still to be auc-
tioned.
Feature 3: diff For every pair of item types r and r′, the difference between the
amount of r and r′ items already auctioned.
Feature 4: sum For every item type r, the amount of value obtained from auctioning
r items, and the overall sum.
Feature 5: index For every item, the index at which it was auctioned.
Other sequential features such as sliding windows and N-grams (see, e.g., Diet-
terich (2002)) can of course be added to the model. However, since our white-box
method computes these values inside an ILP solver, the only requirement is that they
can be represented using an integer linear formulation. Although the diff feature
can be determined using the first, we add it for convenience of learning a regression
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Table 4.1: The data set created from the past two auctions {r2, r1} and {r1, r2} in
Example 9.
type value soldr1 soldr2 remainr1 remainr2 diffr1r2 sumr1 sumr2 sum index
r2 11 0 0 1 0 0 0 0 0 1
r1 5 0 1 0 0 -1 0 11 11 2
r1 11 0 0 0 1 0 0 0 0 1
r2 11 1 0 0 0 1 11 0 11 2
tree, which requires many nodes to represent such values. The influence of budget
constraints is only directly modeled by the fourth feature: once the amount paid for
r1 items reaches a certain (to be learned) bound, we can expect all agents that only
want r1 items to be out of budget. Although, there only exists an indirect relation
between the budget constraints and the first three features, including them can be
beneficial and these are easier to compute. If used by the regression model, these
features thus reduce the time needed to solve the auction design problem. For similar
reasons, we add the last feature. Below we give an example of how an ordering and











Figure 4.2: Two learned regression trees for the two item types r1 and r2 from
Example 9. The leafs of the left (right) tree output the predicted value of the item
of type r1 (r2), determined by the feature value soldr2.
Example 9. Consider the setting of Example 8. Assume two auctions have been car-
ried out. One sold r2 first and then r1. The other reversed. As shown in Example 8,
the first auction would obtain a revenue of 16, and the second auction would receive
22. We compute feature values from these two auctions as depicted in Table 4.1.
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Subsequently, we learn regression trees for both item types r1 and r2, as shown in
Figure 4.2.4
After learning these regression trees, we can optimize the ordering for a new
(unseen) multiset of items {r1, r1, r1, r2} by trying all orderings and choosing one with
maximum expected revenue: (r1, r1, r1, r2) gives 11+11+11+11 = 44, (r1, r1, r2, r1)
gives 11+11+11+5 = 38, (r1, r2, r1, r1) gives 11+11+5+5 = 32, and (r2, r1, r1, r1)
returns 11+ 5+ 5+ 5 = 26. Hence, the optimizer will choose to schedule the r2 item
after all r1 items. 
The example showed how to evaluate different orderings of items using the learned
regression trees. In general, trying all possible orderings will be impossible: for a
multiset of items S = {r1, . . . , rm} of m types, there are a total of |S|!∏
1≤i≤m |{ri|ri∈S}|!
unique orderings, which blows up very quickly.
4.3.3 Modeling power and trade-off
Our method of regression modeling allows the use of any regression method from ma-
chine learning for predicting unknown quantities in optimization, such as objective
values and parameters. In addition, since the regression function G uses other values
in a (proposed) solution as input (J, L) instead of only external parameters/data, a
learned regression model represents unknown relations between the different values
in a solution. The model thus answers the question “What is the value of X given
that we do Y?”, as opposed to “What is the value of X?” that is answered by fitting
only model parameters. Answering the first question allows for many more inter-
esting possibilities. For instance, one could use stochastic optimization with fitted
parameters to produce a schedule, use regression models to predict the effect of this
schedule on the parameters, and use stochastic optimization again on the newly es-
timated parameters. This way, one can use machine learning tools to plan further
ahead. Using our white-box method, this can even be done using a single call to the
optimization software (see Section 4.4).
This loop-back functionality provides a lot of power to our method, but also comes
with a risk. Every time the predictive models are used there is a probability that
4The learned linear regression model is more straightforward. Hence we skip such an example
here.
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the predictions are inaccurate. When using a loop-back, these possible inaccuracies
influence all future predictions that depend on it. These future predictions are thus
more inaccurate and the predicted overall objective value can potentially diverge
from the true value. These cascading inaccuracies are an issue, however, the added
modeling power makes up for it. We make use of it in the sum feature, which relates
the predicted value to the predictions of earlier auctioned items. This feature is very
important for predicting budget constraints, and consequently is often used by the
regression models to produce predictions.
4.4 White-box and black-box optimization for
OOSA
Given the predictive models for the expected value per item, it is not straightforward
to compute a good ordering as we already showed in Example 9. For a given ordering,
we can predict the individual revenues of items using the regression model, and sum
these up to obtain the revenue of the ordering. However, testing all possible orderings
and choosing the one with the highest revenue will take a very long time. For instance,
when we want to order 40 items of 8 types (the experimental setting in Section 4.5)
with 5 of every type, we will need to test 40!5!8 ≈ 1.9 · 1031 possible unique orderings.
In 4.A, we also provide hardness results that demonstrate there is little hope
(unless P = NP) of finding an efficient (polynomial-time) algorithm that gives the
optimal ordering for any regression tree or linear regression predictor. In general,
we cannot do better than performing a guided search through the space formed by
all possible orderings. We present two such search-based optimization methods: (1)
a novel “white-box” optimization (i.e., ILP model), and (2) a “black-box” heuristic
(i.e., best-first search).
4.4.1 White-box optimization: an ILP model
Given regression tree and linear regression models for the expected value per item
type, we automatically formulate the problem of finding an optimal ordering as a
mixed integer linear program (MIP). We discuss the encoding of a sequential auction,
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feature values, objective function, and translating the learned models (regression tree
and linear regression respectively) below.
Ordering an auction Given a multiset S of n items, each from a set of possible
types R, we use the following free variables to encode any possible ordering of S:
xi,r ∈ {0, 1}. Item i is of type r if and only if xi,r = 1. Thus, if x3,r1 is equal to 1, it
means that the third auctioned item is of type r1. We require that at every index i
at most one item type is auctioned, and that the total number of auctioned items of
type r is equal to the number nr of type r items in S.
∑
r∈R
xi,r = 1 for all 1 ≤ i ≤ n (4.1)∑
1≤i≤n
xi,r = nr for all r ∈ R (4.2)
Any assignment of ones and zeros to the x variables that satisfies these two types
of constraints corresponds to a valid ordering of the items in S. The value of such
an ordering is determined by the learned regression models.
Translating feature values In order to compute the prediction of a regression
model, we not only need to translate the models into ILP constraints, but also the
values of the features used by these models.5 Feature 1, 2, 3, and 5 can be computed




xj,r for all 1 ≤ i ≤ n, r ∈ R (4.3)




xj,r for all 1 ≤ i ≤ n, r ∈ R (4.5)
indexi = i for all 1 ≤ i ≤ n (4.6)
5Including any transformations applied to them.
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For the fourth type of feature, we use an additional variable pj,r, which encodes
the expected value of the item auctioned at index j of type r. If the item at index
j is not of type r, pj,r is equal to 0. Since the p variables are the predictions of the




pj,r for all 1 ≤ i ≤ n, r ∈ R (4.7)
To aid the ILP solver, we also pre-compute the minimummf,i and maximumMf,i
obtainable values of every feature f at every index i and provide these as bounds to
the solver.








Although it is also possible to compute both the objective function and the sum
values as very large sums over the x and model variables (described next), specifying
parts of these sums as intermediate continuous p variables significantly reduces both
the encoding size and the computation time.
Finally, we discuss how to encode the learned regression tree and the linear re-
gression model as the constraints in the ILP model.
Encoding regression trees We translate the regression tree models into ILP
using carefully constructed linear functions. Our encoding only requires one new set
of {0, 1} variables zi,l,r, representing whether a leaf node l is reached for item type
r at index i. The internal (decision) nodes of the trees can be represented implicitly
by the constraints on these new z variables. Intuitively, we encode that a z variable
has to be false when the binary test of any of its parent nodes fails. By additionally
requiring that exactly one z variable is true at every index, we fully encode the
learned regression trees.
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Let Dr be the set of all decision nodes in the regression tree for type r. Every
decision node in Dr contains a boolean constraint f ≤ c, which is true if and only
if feature f has a value less than or equal to a constant c. A key insight of our
encoding is that every such boolean constraint directly influences the value of several
z variables: if it is true (at index i), then all z variables representing leafs in the
right subtree are false; if it is false, then all that represent leafs in the left subtree are
false. In this way, we require only two constraints per boolean constraint in order to
represent all possible paths to leaf nodes.
fvf,i + (Mf,i − c) ·
∑
l∈L
zi,l,r ≤Mf,i for all 1 ≤ i ≤ n, r ∈ R, (f ≤ c) ∈ Dr (4.9)
fvf,i + (mf,i − c) ·
∑
l∈L′
zi,l,r ≥ mf,i for all 1 ≤ i ≤ n, r ∈ R, (f ≤ c) ∈ Dr (4.10)
where fvf,i is a calculation of feature value f for index i, L and L′ are the leaf nodes
in the left and right subtrees of the decision node with constraint (f ≤ c) in the
regression tree for type r, and Mf,i and mf,i are the maximum and minimum values
of feature f at index i. For the feature calculation we simply replace fvf,i with the
right-hand sides of the corresponding feature definitions.6
The above constraints ensure that when zi,l,r obtains a value of 1, all of the binary
test in the parent nodes on the path to l in the tree for type r return true at index
i. By construction of the regression trees, this ensures that at most one z variable is
true for every type r and index i. We require however that exactly one z variable is
true at every index.7 This z has to be of the same type as the item sold at index i,
denoted by the x variables:
∑
l
zi,l,r = xi,r for all1 ≤ i ≤ n, r ∈ R (4.11)
6We ignore the possibility that a feature f is equal to c because, since features have a limited
precision, we can always replace the constants in a decision node with one that cannot be obtained
by f , without changing its behavior.
7Counterintuitively, it can occur that the objective function (discussed below) is maximized when
every z variable is false at an index i. If a small sum is needed to reach a high revenue prediction,
it can be beneficial to auction but not sell an item.
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This completes our encoding of the regression trees. The predictions of the trees
at every index i are given by the z variable that is true for index i. We multiply this
z variable with the constant prediction in the leaf node it represents to obtain the




cl,r · zi,l,r for all 1 ≤ i ≤ n, r ∈ R (4.12)
where cl,r is the constant prediction of leaf l in the tree for type r.
Complexity Our translation of regression trees is very efficient. It requires only
2 constraints per decision node (Dr, Equations 4.9 and 4.10) and 1 binary variable
zi,l,r for every leaf node (L + L′, used in Equations 4.9, 4.10, and 4.11) of the tree.
To encode a complete depth k tree with 2k+1 − 1 nodes, this thus requires only
2 × (2k − 1) = 2k+1 − 2 constraints for the decision nodes and 2k binary variables
for the leaf nodes. In addition, we require 1 constraint to force exactly one leaf
variable to be true (the same type as xi,r, Equation 4.11). All the other variables and
constraints, used to compute the feature values and pi,r variables, can be computed
directly without storing the result into a variable. Consequently, this adds zero
variables and zero constraints to the translation.
In order to encode an entire OOSA problem, a new set of constraints representing
a tree is constructed for every item type and every item index. In a problem with
|R| types and n items for sale, this creates n × |R| × (2k+1 − 1) constraints and
n× |R| × (2k) variables to encode a complete tree of depth k. The ordering problem
itself requires n×|R| (xi,r, Equations 4.1 and 4.2) variables and n + |R| constraints.
This totals to: n×|R|×(2k+1) variables and n×|R|×(2k+1−1)+n+|R| constraints.
Since a complete depth k tree has 2k+1 − 1 nodes, this is linear in the number of
nodes of the tree.
We now discuss how to encode a linear regression model.
Encoding linear regression model Due to its linear nature, implementing linear
regression in ILP is very straightforward. We can directly compute the value of the
p variables using the linear predictor function:
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cf,r · fvf,i for all 1 ≤ i ≤ n, r ∈ R (4.13)
where Feat is the set of all features, fvf,i is feature f ’s values at index i, and cf,r
is the constant coefficient for feature f in the regression function for type r. The
only somewhat difficult part is that at every index, the used regression function can
change depending on the auctioned item type r. We implemented this choice using
indicator functions in CPLEX.8 This changes the above formulation as follows:
xi,r = 1→ pi,r =
∑
f∈Feat
cf,r · featf,i for all 1 ≤ i ≤ n, r ∈ R (4.14)
xi,r = 0→ pi,r = 0 for all 1 ≤ i ≤ n, r ∈ R (4.15)
It states that if xi,r is true, then the values of pi,r is determined using the re-
gression function. Otherwise, its value is 0. These are the only constraints needed
to fully implement a linear regression function. When using LASSO regularization,
some coefficients will receive the value 0. These are removed from the encoding,
making the models smaller and easier to evaluate in the solver.
Complexity The translation of regression functions is straightforward and only
requires 2 constraints per item type for the indicator functions (Equations 4.14
and 4.15). Because of these indicators, we do need to encode the n × |R| pi,r vari-
ables. No additional constraints or variables are required. In order to encode an
entire OOSA problem, we thus require only n× |R| × 2 constraints and n× |R| × 2
variables.
An example Now the two ILP models are complete and ready to solve the OOSA
problem. We give the following example to illustrate how the formulation of ILP
works given learned regression trees.
8Many other solvers have similar constructions. If not, these constraints can be implemented
using a ‘big-M’ formulation, similar to the one we use to determine the value of the z variables in
the regression tree formulation.
4.4 White-box and black-box optimization for OOSA 95
Example 10. Given the learned trees in Example 9, suppose we are asked to or-
der a new multiset of items {r1, r2, r2}. We translate this new set, together with
the learned trees into the following integer linear program with the following {0, 1}
decision variables (for all 1 ≤ i ≤ 3): xi,r1 , xi,r2 , zi,1,r1 , zi,2,r1 , zi,1,r2 :
max
∑
1≤i≤3 pi,r1 + pi,r2
where pi,r1 = 11zi,1,r1 + 5zi,2,r1
and pi,r2 = 11zi,1,r2
subject to (for all 1 ≤ i ≤ 3)
x1,r1 + x2,r1 + x3,r1 = 1
x1,r2 + x2,r2 + x3,r2 = 2
xi,r1 + xi,r2 = 1
This denotes that exactly one x variable is true at every index i, 2 x variables are
true for item type r2, and 1 for type r1. This encodes all possible orderings. From
this we compute the feature values (for all 1 ≤ i ≤ 3):
soldi,r1 = x1,r1 + . . .+ xi−1,r1
soldi,r2 = x1,r2 + . . .+ xi−1,r2
that are used in the constraints denoting the Boolean tests in the internal nodes:
soldi,r2 + (100− 0.5)zi,1,r1 ≤ 100
soldi,r2 + (−0.5)zi,2,r1 ≥ 0
where Msold,i = 100 and msold,i = 0. The first two constraints encode that if zi,1,r1 =
1, soldi,r2 ≤ 0.5; and if zi,2,r1 = 1, soldi,r2 ≥ 0.5. Thus, if a z variable is true for
a leaf, then all the Boolean tests of internal nodes on the path from the root to that
leaf have to succeed. At last, we require that exactly one z variable is true at every
index:
zi,1,r1 + zi,2,r1 = xi,r1 ,
zi,1,r2 = xi,r2 .
A satisfying assignment to the x variables is x1,r1 , x2,r2 , x3,r2 set to 1, the rest
to 0, corresponding to the ordering (r1, r2, r2). Since sold1,r2 = 0, this leads to
99.5z1,1,r1 ≤ 100 and −0.5z1,2,r1 ≥ 0, forcing z1,2,r1 = 0. Since z1,1,r1 + z1,2,r1 =
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x1,r1 = 1, this implies z1,1,r1 = 1. For the next index, since x2,r2 = 1, it forces
z2,1,r2 = 1. Similarly, we obtain z3,1,r2 = x3,r2 = 1. This results in p1,r1 = 11,
p2,r2 = 11, p3,r2 = 11, and an objective value of 33.

4.4.2 A black-box heuristic: best-first search algorithm
We also provide a black-box heuristic for solving the ordering problem, see also Verwer
and Zhang (2012). The traditional method to overcome the computational blowup
caused by sequential decision making is to use a dynamic programming method.
Although this lessens the computational load by combining the different paths that
lead to the same sets of auctioned items, the search space is still too large and
waiting for a solution will take too long. Instead, we therefore employ a best-first
search strategy that can be terminated anytime in order to return the best found
solution so far. We show how this best-first search strategy works in Algorithm 2.
The algorithm uses a hashtable and a priority queue. The hashtable is used to
exclude the possibility of visiting the same nodes twice if the obtained value is less
than before (just like a dynamic programming method). These dynamic program-
ming cuts are sensible but lose optimality as on rare occasions it could be better to
sell earlier items for less, leaving more budget for the remaining ones. The priority
queue provides promising candidate nodes for the best-first strategy. By computing
random orderings of the remaining items, the learned models can evaluate complete
orderings of all items. The best one found is stored and returned if the algorithm is
terminated. Unfortunately, this does not result in an admissible heuristic for an A*
search procedure. Hence, even if the algorithm pops a solution from the queue, this is
not necessarily optimal. In our experience, using random orderings of the remaining
items in this heuristic provides a good spread over the search space. Although some
nodes can be ‘unlucky’ and obtain a bad ordering of the remaining items, there are
always multiple ways to reach nodes in the search space and it is very unlikely that
all possibilities will be ‘unlucky’.
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Algorithm 2 Black-box heuristic for solving OOSA: best-first search
Require: A set of items S, historical data on orderings and their values D, a maximum
number of iterations m
Ensure: Returned is a good (high expected value) ordering
Transform D into a data set
for every item type r do
Learn a regression model from D for predicting the value of item type r
end for
Initialize a hashtable H and a priority queue Q
Add the empty data row to Q
while Q is not empty and the size of H is less than m do
Pop the row of features F with highest value p from Q
if H does not contain F with a value ≥ p then
Add F with value p to H
Let L be the set of remaining items in F
for every item type r of items in L do
Let ik be an item of Type r in L
Let L′ be a random ordering of L− ik
Use the models to evaluate the value p′ of auctioning the ordering ikL′ after F
Create new features F ′ for auctioning ik after F




return The highest evaluated ordering
4.4.3 Discussion: white-box or black-box optimization?
The main difference between the two abovementioned approaches (see Figure 4.1)
is that the white-box method specifies the predictors entirely as constraints, which
can be used to infer bounds on the predictions and cut the search space. The black-
box method instead uses the predictors as oracles and is ignorant as to how the
predictions are made, which are naturally more efficient to compute but cannot be
used to infer search space cuts, i.e., to deduce that one ordering is better than
another without testing both of them. Another key difference is that the white-
box method results in a single optimization model that can be run in any modern
solver, while the black-box method requires the use of executable code to produce the
predictions. In the black-box setting, it is therefore much harder to use the powerful
solving methods available in dedicated solvers for problems such as integer linear
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optimization (ILP), satisfiability (SAT), or constraint programming (CP). Instead,
general search methods can be used such as best-first search, beam-search, meta-
heuristics, genetic algorithms, etc.
Both black-box and white-box approaches have their advantages. The main ad-
vantage of black-box is that its performance is for a large part independent of the
complexity of the used regression model. In contrast, by explicitly modeling the re-
gression model as constraints in a white-box, more complex regression models lead
to many more constraints, which can dramatically increase in the time needed to
solve it. Another advantage of black-box optimization is that it is easy to include
additional cuts such as the dynamic programming cuts discussed above. Such cuts
can be added as constraints in an LP formulation, but this can lead to a blow-up in
runtime.
The main benefit of using the white-box approach is the use of modern exact
solvers instead of a heuristic search. These solvers use (amongst others) advanced
branch-and-bound methods to cut the search space, compute and optimize a dual
solution, and can prove optimality without testing every possible solution. Our white-
box constructions can also be easily integrated into existing (I)LP formulations that
have been used in a wide range of applications in for instance Operations Research.
In this way, one can combine the vast amount of expert knowledge available in these
applications with the knowledge in the readily available data.
The most important downside of white-box is that an evaluation of translated
models likely requires more time than running the code as a black-box, especially
when the models or features are somewhat complex. In our opinion, however, the
advantages of white-box optimization largely outweigh those of black-box optimiza-
tion and make it a very interesting topic for research in machine learning and opti-
mization.
4.5 Experiments
Designing an optimal ordering for sequential auctions is difficult with heterogeneous
bidders, as they may value items differently, have different budget constraints, and
moreover, bid rationally or irrationally with various bidding strategies. To evaluate
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the performance of the proposed optimization methods, ideally, we should collect
real auction data, build the optimization models, run real-world auctions with real
bidders using different ordering of items produced by different methods, and then
compare the resulting revenues. Since this evaluation method is not feasible for us,
nor is it the main purpose of this chapter, we opted for a widely accepted evaluation
approach in research community, that is, we created an auction simulator which
simulates auctions with agents. We used this simulator to generate auction data
sets, and to evaluate the proposed method. An overview of this process is given in
Figure 4.3.
4.5.1 The simulator
Simulating auctions We simulate several sequential auction settings with the
simulator: (i) first price auctions where agents bid the lower value between the
amount they are willing to pay for the item, which is no higher than their valuation
on the item, and their remaining budget, as in Subramaniam and Venkatesh (2009);
(ii) second price sealed bid auctions, i.e. Vickrey auctions (Vickrey 1961). Agents
bid truthfully on each item in each round based on their valuations, or in case of
insufficient budget, they bid their remaining budget, as in Pinker et al. (2010). This
is the best-response bidding strategy for myopic utility-maximizing agents who only
consider the current round of the auction.9 (iii) Vickrey auctions where agents bid
smartly, i.e., they compare the utility obtained at the end of the auction when buying
and not buying the item and place a bid based on the difference (see Section 4.5.4 for
more details). On the last auctioned item, they bid truthfully if the budget allows.10
Otherwise, they bid their remaining budget. Given all bids on an item, the highest
bid wins. If multiple agents have the same highest bid, one of these is selected as
winner uniformly at random. With these different auction settings, we intend to
show our method is robust to the auction rules and bidding strategies. Below we
explain how we generated agents and items for these settings and what parameters
9Note that in sequential Vickrey auctions with budget constrained agents, truth-telling is not an
equilibrium bidding strategy (see Vetsikas (2013)).
10Vickrey (1961) showed that in a sequential auction with unlimited budget, it is a weakly domi-
nant strategy for bidders to bid their true values for the last auctioned item.
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Figure 4.3: Our framework for evaluating optimization using learned models for
OOSA. There is a simulator that is used in two ways: to generate historic data and
to evaluate the OOSA solutions. A train set and a few unseen problem instances are
generated. The train set is used to learn the regression models. Random orderings
of the problem instances are used to test them. The instances together with the
learned models are provided as input to the ILP-based white-box optimization and
the best-first black-box optimization. The resulting orderings are evaluated using
the learned models, and using simulator runs.
we used. At the end of this chapter, we will show how well our method scales when
we use different parameters for the generator.
Item types We use a given set of 8 items to initialize the auction simulator. Every
type ri gets assigned a base value µi of 25 + (5 · i), for 1 ≤ i ≤ 8, and a reserve
price ρi = 12 (25 + (5 · i)). Every type is assigned popularity and sparsity values,
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denoted by γi and λi, drawn uniformly from [2, 10]. The popularity value measures
the degree of desirability of the item type by the agents. The sparsity is a measure
for the frequency that an item type is available in one auction. In every auction, 40
items are generated using a roulette wheel drawing scheme using the sparsity values.
Bidder agents The simulator starts with 20 randomly generated bidding agents.
Every such agent Aj gets assigned a budget bj between 25 and 150 uniformly at
random. They may desire 1 to 5 of the 8 item types, where popular types have a
higher probability of being selected, drawn using a roulette wheel selection on the
item types’ popularity values. Every desired item type ri assigned to an agent Aj is
also given a value of νj(ri) = β · µi, where µi is the base value of type ri, and β is a
uniform random value between 0.5 and 2.0. The value νj(ri) is used as the amount
that agent Aj is willing to pay for ri in the first-price auctions, and is used as the
valuation of Aj on ri in the second-price auctions. If this value is greater than the
budget of the agent, that agent’s budget is increased by another value between 25
and 150 (sampled uniformly), and adding this to its budget. This is repeated until
the budget is sufficient for every item type.
Example 11. The following is an example of eight agents A1, . . ., A8 and four item
types r1, r2, r3, r4 generated for the small-scale experiments in Section 4.5.5, where
for the four item types, the reserve prices of the auctioneer are: ρ1 = 12.5, ρ2 = 15,
ρ3 = 17.5, and ρ4 = 20; the sparsity values of the four item types are: λ1 = 2,
λ2 = 7, λ3 = 2, and λ4 = 5; and the popularity values are γ1 = 8, γ2 = 8, γ3 = 6,
and γ4 = 2. Every agent’s budget is sampled between 25 and 80.
A1 A2 A3 A4 A5 A6 A7 A8
budget b 78 37 80 60 119 103 46 63
ν(r1) 34 24 20 41 38 24
ν(r2) 59 30 21 58 25 42
ν(r3) 61 30 53
ν(r4) 74 22
In the generated agents, we can clearly see that some item types are more popular
than others. Item type r4 is the least popular, being desired by only two agents,
caused by the low popularity value of 2. The valuations are sampled uniformly using
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the base values. Agent A5 has a budget greater than 80, due to the budget resam-
pling. Five examples of the generated item sequences with corresponding revenues are:
index 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
item r2 r4 r1 r2 r2 r1 r2 r4 r4 r2 r2 r4 r2 r2 r3
price 59 22 41 58 45 24 42 22 22 25 21 20 21 19 53
item r2 r2 r2 r4 r4 r4 r2 r4 r2 r4 r4 r2 r2 r1 r4
price 59 58 45 22 22 22 42 20 30 20 20 25 21 39 20
item r1 r1 r4 r4 r2 r4 r2 r2 r4 r2 r2 r4 r1 r2 r2
price 41 38 74 22 58 22 42 30 22 25 20 20 21 21 19
item r3 r4 r1 r3 r4 r4 r4 r4 r3 r4 r2 r1 r2 r1 r3
price 61 74 41 53 20 20 20 20 53 20 58 38 42 24 19
item r2 r3 r2 r4 r3 r3 r1 r3 r2 r3 r2 r4 r4 r3 r2
price 59 61 58 20 53 53 41 19 45 19 42 20 20 17.5 30
In the sequences, items of type r1 or r3 occur the least frequent, due to the low sparsity
values. 
Training For a given set of 20 random bidders, the simulator generates 1000 histor-
ical auctions. The 40 items in these auctions are generated using the above scheme,
and ordered randomly. These items are run in the simulator, where the agents use
the above-mentioned bidding strategies to decide what value to bid, in order to de-
termine the winners and the item selling prices. The total selling price of all items
in one sequential auction is the collected revenue. For the 20 generated bidders, we
first experiment the effect of different item orderings on the collected revenue by try-
ing 100 random orderings and comparing the smallest, median, and largest collected
revenue. If the difference between the largest and smallest is less than one tenth of
the median revenue, 20 new bidders are generated. This process is repeated until we
find a set of agents that passes this check, which typically occurs after a few iter-
ations. By performing this check, we remove irrelevant problem instances. For the
20 agents that pass this check, we generate 1000 auctions of 40 items and simulate
these auctions together with the agents. The resulting sequences of item-price pairs
are then transformed to the features discussed in Section 4.3, and the resulting data
set is used to train the regression trees and linear regressors.
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Testing For the same set of 20 bidders, we generate 5 sets of 40 items, which are
used for testing. First, the regressors are tested by comparing their predictions with
the revenues generated by the simulator on 50 random orderings of each of these item
sets. Second, we translate each of the item sets into constraints for both the black-
box and white-box optimization solvers. The best ordering found by these solvers
are compared based on their values on the regression model, and in the simulator.
4.5.2 Experimental setup
In each experiment, we generate agents and items as described above. We use an
implementation of regression trees and LASSO from the scikit-learn machine learning
module (Pedregosa et al. 2011) in Python to learn (and evaluate) the regressors. We
learn trees of different depths of 3, 5, 8 (we call them tree3, tree5, tree8), and we
set the minimum number of samples required to split an internal node to 10. The
LASSO regressor is run with 3 different values for α: 1.0, 0.1, and 0.000001 (lasso1,
lasso2, lasso3), the tolerance threshold to test for convergence is set to 0.0001 and
we use a maximum of 100000 iterations. The resulting trees and linear models then
get translated to ILP, which in turn gets solved by an ILP-solver (CPLEX (IBM
2014)). In addition, we provide the solver with an initial solution (the best of 1000
random orderings) in order to start the search, and set the focus of the solver to
finding integer feasible solutions. We set a time limit on the ILP solver of 15 minutes
for each instance using a single thread on an Intel core i-5 with 8 GB RAM and
record the best ordering of items that the ILP solver has obtained. The last minute
is spent on solution polishing (a local search procedure in CPLEX). We apply our
best-first search method on the same problem instances with the same running time
limit.
Evaluations There are two levels of evaluations involved in our problem. Firstly,
we determine the quality of the learned regressors, as they influence the quality of
the solution after optimization. For this, we tested different regression trees with
different maximum depths and linear regression models with different parameters.
Next, the optimization methods are evaluated in terms of the quality of the
produced ordering. The optimization methods that we compare include the proposed
104
Auction optimization using regression trees and linear models as integer
programs
white-box ILP model which finds a solution based on the abovementioned 6 regression
models, the proposed black-box best-first search which evaluates a solution based on
the 6 regression models, and in addition, two other simple ordering methods: (i)
auctioning the most valuable item first (i.e., mvf), as suggested in Subramaniam and
Venkatesh (2009);11 and (ii) a random ordering strategy (i.e., mean5000), as seen in
many real-world auctions for the purpose of fairness.
It is not feasible for us to compute the best solution given the problem size. Thus,
we obtain a lower bound on the optimal solution as follows: given a set of items, we
generate 5000 random orderings, and we use the true model (i.e., the simulator) to
evaluate them and pick the one returning the highest revenue. We use the mean
value of these 5000 random orderings as the output of the random ordering strategy.
We evaluate the 15 ordering methods in two ways:
• Model evaluation: we use the learned regression models to evaluate the solu-
tions returned by the ordering methods to compute the predicted revenues.
• Actual evaluation: we run auctions with the solutions (i.e., orderings) returned
by the ordering methods in our simulator to obtain the corresponding revenues.
Note that such an evaluation is possible only when a simulator is available.
There are in total three sets of main experiments, as well as additional experi-
ments, presented in this chapter.
Experiment 1 We simulate a first-price auction where agents bid the minimum
value between their budget and the amount that they are willing to pay. The
winner pays her winning bid.
Experiment 2 The simulator runs the Vickrey auction with myopic agents, where
agents bid the minimum between their true values on each item and their
remaining budget. The winner pays the higher value between the second highest
bid and the reserve price of the winning item.
Experiment 3 The simulator runs Vickrey auctions with smart agents, where
agents bid smartly based on their expected utility at the end of the auction
(see Section 4.5.4).
11We simply ordered the items according to their base values. We also tested ordering them based
on their mean value in the data, but this performed worse in the test.
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Experiment 4 In addition, we investigate the scalability of our approach using the
following experiments: (1) first, we test the small instances to show how close
the orderings found by the learned models are to the actual optimum; (2)
second, we generate a randomized population of bidders to test whether our
method can handle the cases where the bidders in different auction vary a lot;
(3) third, we use a larger set of items and item types to demonstrate how well
our approach can be expected to perform in larger auctions with many more




























Figure 4.4: Prediction performance of different learning models. The y-axis depicts
for each learning model, the obtained prediction accuracy, i.e., R2 scores (see Equa-
tion 4.16). Each box contains 60 values from the 60 different sets of experiments.
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4.5.3 Experiment 1: first-price auctions
We run 60 sets of experiments. For each set of experiment, we generate a set of
agents, and generate and run new sets of items 5 times. This results in 300 models
for each learning method.
Prediction accuracy We first report the performance of the learned trees and
linear models in terms of prediction accuracy. Given the same set of items as used
during learning, we randomly generate 50 permutations of these items as orderings
and compute the predicted values of these orderings using the learned models. Thus,
for every set of agents, there are 50×5×40 = 10000 bids to predict. These predictions
are compared with the evaluated values of the orderings by the simulator. We report
the coefficients of determination, or R2 scores, in Figure 4.4. This coefficient is a
standard measure for comparing regression models and is defined as:
R2 = 1−
∑
1≤d≤k(pd − p(fd1 , . . . , fdm))2∑
1≤d≤k(pd − mean(p))2
, (4.16)
where k is the number of samples, pd is the dth data value (i.e., the revenues re-
turned by the simulator), p(fd1 , . . . , fdm) the predicted values (i.e., the predicted rev-
enues returned by the learning models: tree3lp, tree5lp, tree8lp, lasso1, lasso2,
lasso3), and mean(p) the mean of all data values. Each score is computed from 10000
values in Figure 4.4. A large value (close to 1.0) means the regressor is an almost
perfect predictor, and smaller values indicate worse performance. Figure 4.4 shows
that all regression models lead to good prediction, with the lowest R2 score over 0.86.
The learned trees with depth 8 give the best performance, followed by the trees with
depth 5. Intuitively a larger tree may give a better prediction. The scores of lasso2
and lasso3 are very similar, and slightly better than lasso1. This result makes
sense since LASSO with a higher regularization parameter α (i.e., lasso1) implies
the use of less features, and hence, may have less prediction power. The tree with
depth 3 shows much worse performance than the larger trees, and it is on average
worse than the three linear regression models. This is confirmed by the frequencies
of wins by comparing the R2 scores in pairs in Table 4.2.
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Table 4.2: The frequencies of wins of 60 runs for each method against others (row
method vs column method) in terms of R2 scores.
tree3 tree5 tree8 lasso1 lasso2 lasso3 total wins
tree3 0 0 0 27 21 22 70
tree5 60 0 2 60 58 58 238
tree8 60 58 0 60 60 60 298
lasso1 33 0 0 0 7 9 49
lasso2 39 2 0 53 0 28 122
lasso3 38 2 0 51 32 0 123
Table 4.3: The frequencies of wins of 300 runs for each method against others (row

































































tree3lp 0 171 105 152 107 125 102 130 71 127 82 119 231 17 240 2068
tree3bf 125 0 83 129 81 105 71 116 61 94 67 86 226 15 230 1770
tree5lp 192 213 0 197 149 168 144 169 111 156 128 164 249 24 273 2632
tree5bf 142 163 97 0 105 122 94 134 74 118 90 115 238 16 241 2037
tree8lp 188 217 142 193 0 178 137 181 113 160 128 162 260 23 287 2668
tree8bf 170 192 130 168 121 0 112 157 91 133 106 138 251 28 269 2361
lasso1lp 193 226 150 202 160 183 0 185 113 178 136 170 263 38 269 2756
lasso1bf 168 181 127 158 113 139 100 0 88 135 91 131 233 18 251 2219
lasso2lp 224 236 184 225 182 205 174 204 0 195 159 199 265 40 286 3073
lasso2bf 171 200 141 177 134 163 115 155 94 0 107 124 243 17 273 2407
lasso3lp 214 231 169 204 167 188 155 201 126 184 0 189 257 36 281 2899
lasso3bf 176 210 131 182 134 161 124 154 89 156 96 0 245 15 276 2439
mvf 68 73 51 61 38 48 36 65 34 55 41 54 0 9 123 982
best5000 282 284 268 284 277 271 257 280 255 278 252 280 291 0 299 4158
mean5000 57 65 27 58 13 30 31 48 12 26 18 24 174 1 0 864
Performance of the ordering methods We now discuss the actual performance
of the different ordering methods. After every ordering method returns its best
ordering, these orderings are then evaluated in the simulator to get corresponding
revenues. As we ran 300 different instances (60 sets of different agents, each with
5 sets of different items), each method has 300 such revenues. We calculate the
frequencies of wins by comparing the revenues in pairs in Table 4.3. One obvious
conclusion from the table is that the ordering heuristic mvf (i.e., most valuable item
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Figure 4.5: The performance of the different ordering methods evaluated by the
simulator, compared to mean5000. The simulated auctions are first-price auctions.
Each box contains 300 values.
first) performs worst, regardless of which method it compared to. In fact, this heuris-
tic performed even worse than the random ordering strategy mean5000 (123 wins vs.
174).12 This result contradicts the theoretical finding that was concluded using much
simpler auction settings. Another observation is that given the learned models, the
developed white-box methods win over the black-box methods more than half of the
time. This holds consistently for all 12 proposed methods (wins lp vs. bf: 171, 197,
178, 185, 195, 189). It shows that our new way of utilizing the internal structure of
the learned models for optimization is promising.
12Notice that there is one instance where mean5000 is better than best5000. This is due to
the random scheme that we used in selecting winners who give two identical bids. Consequently,
evaluating the same ordering twice in the simulator may result in two different revenues. We want

















































Figure 4.6: The performance difference between the LP model and the best-first
search, evaluated by the predictive model. Each box contains 300 values. The simu-
lated auctions are first-price auctions.
If we look at the results of the white-box methods built from the learned regres-
sion trees, i.e., tree3lp, tree5lp, tree8lp, we notice that tree5lp and tree8lp
performed similarly and they are slightly better than tree3lp. This result is consis-
tent with the higher R2 scores of the larger trees. Interestingly, despite their lower R2
scores, the linear regression LP methods return good orderings especially lasso2lp
and lasso3lp which are on average better than the three regression tree LP models.
These are further confirmed with Figure 4.5, which depicts the revenue differences in
the simulator between the ordering methods and mean5000. It is more obvious from
this figure that the proposed linear regression LP models are the better optimization
methods than the tree LP models in practice. We believe that this is due to the
cascading inaccuracies, caused by the sum feature that relates the predicted value to
the predictions of earlier auctioned items (see discussions in Section 4.3.3). Due to
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Figure 4.7: The performance difference between the values evaluated by the model
and the values evaluated by the simulator. Each box contains 300 values. The
simulated auctions are first-price auctions.
the crisp boundaries in regression trees, the effect of these errors on the solution eval-
uation is much greater than using linear regressors. We believe the effect is smaller
for larger trees because they are more accurate.
Figure 4.6 shows the performance difference between the LP model and the best-
first search, which are built upon the same learned regression model. The solutions
are evaluated using the predictive models. The value differences between the white-
box and the black-box methods are more significant on smaller trees than on bigger
trees (tree3 vs tree5 vs tree8), and on linear models with higher regularization
parameter than on lower regularization parameter (lasso1 vs lasso2 vs lasso3).
This trend shown in the results is somehow expected. The smaller tree leads to a
smaller LP model, which is easier to optimize by the solver and consequently gives a
much better performance than the best-first search. Similarly, the linear regression
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with a higher regularization parameter α implies less feature values to compute during
white-box optimization, and therefore, its advantage over the black-box method is
more obvious than lasso2 and lasso3 which are with smaller values of α.
We observe that all white-box LP methods are better than the black-box methods,
except the LP models resulting from the trees with depth 8. The depth 8 regression
trees perform better for best-first search when evaluated on the model (Figure 4.6),
but better for LP when evaluated in the simulator (see Figure 4.5). The most likely
reason for the strange behavior of the depth 8 trees is that the best-first search
outperforms LP on harder to predict instances.13 Intuitively, because harder-to-
predict instances typically result in larger models, they are harder to optimize in
CPLEX. We checked this cause by investigating whether the R2 scores of the depth
8 regression tree are correlated with which method performing better in the model
evaluation. The mean of these R2 scores are 0.950 when the LP performs better, and
0.942 when the best-first performs better. Although this difference seems small, it is
significant.
Moreover, the small difference in R2 scores between trees with depth 5 and depth
8 also has a significant effect on the difference between their model and simulator
evaluations (e.g., due to cascading errors). To demonstrate this, we report in Fig-
ure 4.7 the solution differences of the same ordering methods when being evaluated
by the model and the simulator. The purpose of this comparison is to test whether
the predicted outcome (using learned models) corresponds to the actual outcome (us-
ing simulator). This test is important as in general, there are no simulators available
to evaluate the solutions. The figure demonstrates that the linear regression based
optimization methods return more reliable solutions, i.e., their solutions evaluated
on the learned linear models are closer to the solution values returned by the sim-
ulator. Note that it is logical that most values are over estimated because we the
optimization tries to solve a maximization problem. The trees with depth 5 and 8
13Another possible cause is that the LP solver makes small rounding errors. Such errors are un-
avoidable because using both very small and very large coefficients and/or precision in one problem
formulation can cause numerical instability. We therefore round the mean values of the leaf pre-
dictions to two digits after the decimal point in the regression tree models before translating it to
LP. Unfortunately, due to the crisp decision boundaries in regression trees, these small errors can
sometimes have a large effect.
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Figure 4.8: Performance of the different ordering methods with second-price auc-
tions and truth-telling, myopic agents. The two figures show the performance evalu-
ated by the simulator and the model respectively. Each box contains 50 values.
show a significant difference in this evaluation. The depth 3 trees end up with the
highest evaluation difference, and overestimate the solution values the most.
4.5.4 Experiments 2 and 3: Vickrey auction with myopic
and smart agents
In order to demonstrate that our method of auction optimization using learned mod-
els is robust to the used auction rule or the bidding strategies, we test it in a second-
price auction in Experiment 2, and with smart agents in Experiment 3. We generate
10 sets of agents using the settings of the main experiments. For each set of agents
we run new sets of items 5 times. Figures 4.8 and 4.9 show the same plots for these
settings as Figures 4.5 and 4.6 for the setting in the first experiment.
In the second-price experiment, we test with truth-telling bidders in second-price
auctions. The only differences with the setting in the first experiment are the bidding
values and the payments. As Figure 4.8 shows, the results are very similar to those
in the first experiments: (1) all methods outperform the naive ordering strategies
























































































































Figure 4.9: Performance of the different ordering methods with second-price auc-
tions and smart agents. The two figures show the performance evaluated by the
simulator and the model respectively. Each box contains 50 values.
the linear regression models perform best. However, the difference between the best
performing methods tree5 and lasso2 is no longer significant.
In the third experiment, we test with smart agents that aim to maximize their
final utility in a second-price auction. Specifically, when deciding what value to bid
on the current item ri, they have access to the auction simulator and use it to run
the remaining items I ′ \ ri. For computational reasons, when running the remaining
items I ′ \ ri, it is assumed that all agents bid truthfully and pay according to the
second-price rule in these runs. For every bid ri, they run the simulator twice: once in
the situation where they bid the item ri with their valuations (run1), and once where
they do not buy the item (run2). They then decide what value to bid according to
the following rules:
• If after run2 the agent has a remaining budget greater than its value for the
item, it bids truthfully. The intuition is that it is better to buy an item than
to have budget left at the end of auction.
• Else, if the total utility after run2 is less than after run1, it also bids truthfully.
When it is better to buy an item, try to obtain it.
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• Else, it bids its true value minus the difference in utility after run2 and run1.
When it is x monetary units better not to buy an item, try to obtain it for the
value minus x.
Using these rules, the agents bid the highest value that they expect will give them
an increase in utility.
As can be seen in Figure 4.9, also in this challenging setting, our method per-
forms significantly better than the naive ordering rules from the literature. There is
however a much larger variance in the performance of the different methods, causing
the difference between black-box and white-box to be insignificant in the simulator.
When evaluated on the model, however, white-box is still better than black-box in all
cases except tree8. An interesting final observation is that, with these smart agents,
the mvf method does seem to perform slightly better than mean5000 (although not
significantly), while in the other experiments it performed consistently worse.
4.5.5 Experiment 4: practical issues
Although optimizing the orderings in sequential auctions is a hard problem, the
above experiments demonstrate that high revenues can be obtained, significantly
outperforming the naive methods proposed in the literature. This holds even in the
presence of smart bidders. They also show the advantage of using the white-box
method for optimization, an interesting trade-off between modeling and optimiza-
tion power, and that better predictors are not necessarily better optimizers. In this
section, we investigate several practical issues of our approach. We start with the
easier instances, which will be used to show how close the orderings found by the
learned models are to the actual optimum. Afterwards, we test our method using
two new settings: a randomized population of bidders and a larger set of items and
item types. The randomized population mimics a feature of a type of real-world
auctions: the agents bidding in an auction are not always the same as often seen
in online auctions. The larger instances aim to demonstrate how well our approach






















































































































Figure 4.10: Performance of the different ordering methods and a brute-force search
(opt) for 15 items from 4 types. The figures show the performance evaluated by the
simulator and the model respectively. Each box contains 50 values.
Smaller auctions
The smaller problem instances are generated with: 1) a maximum budget of 80, 2) a
maximum number of 3 desired items, 3) 4 item types, 4) 15 items per auction, and 5)
8 agents. All other settings are the same as those used in the main experiments. In
addition, we added a brute-force method that uses the simulator as a black-box and
tests all possible ordering of the items. Although a brute-force method is infeasible
for 40 items, in the case of 15 items, there are only a few million possible orderings to
consider. The results of 10 sets of agents, each tested with 5 sets of items, are shown
in Figure 4.10. The corresponding plots for the main experiments are Figures 4.5
and 4.6.
The R2 scores show a behavior similar to the main experiments, except that
they range between 0.8 and 0.9. Outliers for the depth 3 trees can get as low as
0.5. This score decrease is likely caused by the decrease in data size (15 instead of
40 data rows per auction). The left plot if Figure 4.10 shows the results obtained
using the simulator. Any difference in performance between the different methods is
insignificant except for depth 3 trees, which are significantly worse at estimating the
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obtained revenues and therefore result in lesser quality solutions. The improvement
in performance of the other methods over random is approximately 10 on average,
whilst about 20 could be obtained with perfect models in theory. Frequently, the
black-box and white-box methods find an optimal solution for the learned models,
so this difference is entirely due to the prediction quality of the models. It is good
to see that the performance of the mean5000 method is almost indistinguishable
from optimal (the last boxplot in the figure), giving confidence that this is a good
approximation of the upper bound. As can be seen in the right plot, the difference
between the white-box and black-box methods are negligible for these small instances.
Randomized population
In this set of experiments, we obtain different sets of agents by creating a large
population of size 60, and drawing 20 of them at random for every auction. In
addition, we generate a random set of 20 to 60 items for every auction, sampled
uniformly at random. Other than that, we use the exact same settings as the main
experiments. We show the results of 19 sets of agents (we increased the set to reduce
noise in the results), each being tested with 5 sets of items, see Figure 4.12. The
R2-scores obtained in these experiments are shown in Figure 4.11.
From Figure 4.11, we make two observations. Firstly, the performance of the
predictors is much worse than in the main experiments, with median values around
0.7. As one may expect, the revenue is very hard to predict in this randomized
setting, because it is heavily dependent on which agents take part in the auction.
Learning larger trees does not increase this score. In fact, as the wins table shows,
the depth 8 trees are clearly the worst predictor. Secondly, in contrast to the main
experiments, linear regression appears to be a better estimator than a regression tree,
although the difference is very small.
The simulator and model results in Figure 4.10 confirm that the regression func-
tions perform much worse in this randomized population setting. The linear regres-
sion models still perform better than random. The difference with the expected value
of a random solution is so small that in cases with very uncertain populations it will
probably not be worthwhile to model and optimize the problem. The model results


























tree3 tree5 tree8 lasso1 lasso2 lasso3 total wins
tree3 0 9 17 6 6 6 44
tree5 10 0 15 4 5 5 39
tree8 2 4 0 0 0 0 6
lasso1 13 15 19 0 18 18 83
lasso2 13 14 19 1 0 17 64
lasso3 13 14 19 1 2 0 49
Figure 4.11: Prediction performance of different learning models on the randomized
population, including the number of wins table. Each box contains 19 values from
the 19 different sets of experiments.
the only exception for depth 8 regression trees where the performance of white-box
and black-box is similar.
Larger problem instances
The larger problem instances are generated with the same settings as those used in
the main experiments, expect for: 1) 12 item types, 2) 80 items per auction, and
3) 40 agents. In addition, because the optimization problems are harder, we used
a timeout of 30 minutes instead of 15. The results of 10 sets of agents, each tested
with 5 sets of items, are shown in Figures 4.13 and 4.14.
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Figure 4.12: Performance of the different ordering methods for 20 to 60 items from
8 types for a random population of 20 agents selected from a pool of 60. The two
figures show the performance evaluated by the simulator and the model respectively.
Each box contains 95 values.
Notice that the performance for depth 8 trees is missing in Figure 4.13. The reason
for this is that the CPLEX runs for these trees ran out of memory. The encoding
requires n×|R|×(2k+1) variables, and n×|R|×(2(k+1)−1)+n+|R| constraints. If
we fill in depth 8, 12 types, and 80 items, we end up with 246720 variables and 490652
constraints. This proved too much for our version of CPLEX (v12.5.1). Although
the smaller trees did run, the depth 5 trees are now outperformed by the black-box
approach. For depth 3 trees, it is still better to use white-box. A similar phenomenon
is visible in Lasso results. In all previous results, white-box always outperforms black-
box for the Lasso regressors. Suddenly, this is only the case for the smallest linear
models, in those with more coefficients black-box performs better. These results
match our intuition that using a white-box approach is beneficial when the models
are not overly complex.
In the simulator results, we see that smaller models perform worse than larger
ones, in spite of them being much harder to optimize. We believe this is due to them
















































































































Figure 4.13: Performance of the different ordering methods for 80 items from
12 types and 40 bidders. The two figures show the performance evaluated by the
simulator and the model respectively. Each box contains 50 values.
for the larger linear models, the performance difference between black-box and white-
box is no longer there. For the depth 5 tree, the difference is inverted, which we
believe to be due to chance. However, it is also possible that this effect is caused by
over estimation. For the black-box method, the average over estimation of solutions
is 237, while it is 111 for the white-box method. This can be caused by the fact that
CPLEX has problems finding solutions for these large instances, making it also harder
to find very specific solutions that over estimate the solution value. Investigating this
behavior further is left as future work.
Figure 4.14 also shows an increase in R2 scores: all median values are above the
0.92 mark. This is most likely cause by an increase in training data (twice as many
items are sold per auction). The tree models are much better regressors for the large
instances, although their optimization performance in the simulator is much worse.
In fact, their performance is close to that of a random ordering. The larger linear
models perform better than random, but are still far from optimal.
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tree3 tree5 tree8 lasso1 lasso2 lasso3 total wins
tree3 0 0 0 9 8 8 25
tree5 10 0 0 10 10 10 40
tree8 10 10 0 10 10 10 50
lasso1 1 0 0 0 1 1 3
lasso2 2 0 0 9 0 2 13
lasso3 2 0 0 9 8 0 19
Figure 4.14: Prediction performance of different learning models for 80 items from
12 types and 40 bidders. The y-axis depicts for each learning model, the obtained
prediction accuracy, i.e., R2 scores (see Equation 4.16). Each box contains 10 values
from the 10 different sets of experiments.
4.6 Related work and discussion
We discuss related works and how our work contributes to and from several related
research communities.
4.6.1 Interplay between mathematical optimization and
machine learning
Many studies have investigated the interplay of data mining and machine learning
with mathematical modeling techniques, see overview in e.g. Bennett and Parrado-
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Hernández (2006), Meisel and Mattfeld (2010), Corne et al. (2012). Most of these
investigate how to use data mining to estimate the value of parameters in decision
making models or to replace decision model structure when it cannot be fully deter-
mined from the hypotheses at hand. For instance, Brijs et al. (2004) build a decision
model as an integer program that maximizes product assortment of a retail store.
The decision model is then refined by incorporating additional decision attributes
that are the learned patterns from recorded sales data. Li and Ólafsson (2005) use
a decision tree to learn dispatching rules that are then used to decide which job
should be dispatched first. These dispatching rules are previously unknown, and it
is assumed that it is worthwhile to capture the current practices from previous data.
Gabel and Riedmiller (2008) model production scheduling problem as multi-agent
reinforcement learning where each agent makes its dispatching decisions using a re-
inforcement learning algorithm based on a neural network function approximation.
Another line of work investigates how to use learning techniques during optimiza-
tion in order to learn properties of good solutions. For instance, Defourny et al. (2012)
combine the estimation of statistical models for returning a decision rule given a state
with scenario tree techniques from multi-stage stochastic programming. This line of
work shares similarities with the field of black-box optimization, see, e.g., Jones et al.
(1998), Shan and Wang (2010), Rios and Sahinidis (2013). In black-box optimization,
methods are used to approximate a function with unknown analytical form and which
typically is expensive to execute. In contrast, in multi-stage stochastic programming
this form is known but stochastic. An often applied technique for black-box opti-
mization is the use of surrogate methods, see, e.g., Koziel et al. (2011). Surrogates are
approximations of the black-box function that are less expensive to execute. Typical
examples include linear/polynomial regression, neural networks, and other methods
from machine learning. These functions are trained during optimization from (as few
as possible) black-box function calls.
As learning tasks can lead to challenging optimization problems, researchers have
also applied mathematical optimization methods in order to increase learning ef-
ficiency. For instance, Bennett and Mangasarian (1993) use linear programming
for determining linear combination splits within two-class decision trees. Chang
et al. (2012) propose a Constrained Conditional Model (CCM) framework to incor-
porate domain knowledge into a conditional model for structured learning, in the
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form of declarative constraints. CCMs solve prediction problems. In Uney and
Turkay (2006), the authors build a mixed integer program for multi-class data clas-
sification. A comprehensive overview of optimization techniques used in learning is
given in Sra et al. (2012). Researchers are also interested in using mathematical op-
timization methods in order to find entire models and rules, see e.g., Carrizosa and
Romero Morales (2013), Raedt et al. (2010), Heule and Verwer (2010).
Our approach fits in the first line of research of this interplay. The proposed
best-first search method uses regression models to learn good orderings, which is
then applied during search to evaluate the solutions of OOSA. Hence, similar to the
works mentioned above, the models learned from data are used in a black-box fashion.
This approach shares similarities with surrogate methods for black-box optimization.
An important difference is that the (surrogate) models here are learned from data.
Furthermore, our proposed white-box optimization method makes all the properties
of the learned models visible to the optimization solver. Bartolini et al. (2011)
propose a similar method by translating neural networks into constraint programming
(CP) models. Their approach is simple yet effective and allows to model complex
relations (such as recurrent neural networks) between any pair of decision variables
based on data. This is very powerful as it allows for multiple trained neural networks
to be plugged into an existing CP model that is constructed by traditional means. It
is up to the system designer which relations between variables to model traditionally
and which to model based on data. In contrast, we use our translation to construct
(parts of) the objective function of an existing MIP model using regression functions.
To the best of our knowledge, we are the first to combine regression functions that
are learned from data with a MIP model in this way.
Other closely related work from the CP literature considers the problem of con-
straint acquisition (Bessiere et al. 2005, Bessière et al. 2007, Beldiceanu and Simonis
2012, Bessiere et al. 2013). Given a large set of possible constraints L and some
training data, the goal of constraint acquisition is to compose a constraint network
(a graphical representation of a CP model, see, e.g., Dechter (2003)) using the con-
straints in L such that it classifies all of the training data correctly, i.e., it should
specify a language that includes all positive and excludes all negative training ex-
amples. Although this is a hard problem, several effective approaches have been
proposed based on supervised (Bessiere et al. 2005), unsupervised (Beldiceanu and
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Simonis 2012), and active (Bessière et al. 2007, Bessiere et al. 2013) learning. These
approaches are based on their own new learning algorithms, some with proven per-
formance bounds (e.g., Bessiere et al. (2013)).Once learned, the constraints are em-
bedded into an existing CP model and fully integrated into the optimization process.
From a modeling perspective, this method has both benefits and downside. On one
hand, constraint acquisition allows the modeler to define his or her own dedicated
constraint set L instead of only the features/variables, potentially resulting in more
sensible models for the problem at hand. On the other hand, the learning prob-
lem itself is arguably less understood than those tackled by existing algorithms from
machine learning, potentially resulting less quality classifiers.
In addition, in probabilistic inference, an interesting combination of machine
learning and optimization has also been proposed. First, a probabilistic model is
learned in the traditional way. Then, when computing the posterior distribution
over some target variables given new input data, additional constraints are added in
order to limit the possible assignments to the targets. While the original probabilistic
inference problem can often be solved using dynamic programming methods, the ad-
ditional constraints make it much harder to solve, and it is therefore translated into
a MIP. This approach has successfully been applied in order to add expert knowl-
edge to conditional random fields for semantic role labeling in Roth and Yih (2005).
Later, the same principle was used to model the dependencies among textual tokens
in text-based documents for entity recognition by Fersini et al. (2014). Interestingly,
in this last work, the added constraints themselves were also learned from data and
added as soft constraints to the MIP model.
4.6.2 Sequence models
As an auction ordering is essentially a sequence of items, our work is also related to
the many machine learning approaches for sequence modeling. To the best of our
knowledge none of the existing sequence models fits our auction setting. Language
models such as deterministic automata (De la Higuera 2010) are too powerful since
they can model every possible sequence independently and therefore require too much
data to learn accurately. Short sequence models such as hidden Markov models or
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N-grams (Bishop 2006) do not model the dependence on items sold a long time (more
than the sliding window length) before.
Markov decision processes (MDPs) (see, e.g., Puterman (2009)) may be closest to
our auction setting, as they can directly model the expected price per item and come
with methods that can be used to optimize the expected total reward (revenue).
However, we notice that a straightforward implementation of the auction design
problem as an MDP is not possible. Let us try to model auction design as an MDP.
Because of the Markov assumption, every state in this MDP has to contain all the
relevant information for the auctioneer’s decision on which item to auction: the set
of available items, the bidders’ valuation functions, budgets and strategies, and for
every bidder the items (s)he already possesses. In every state q of this process, the
auctioneer can choose what item i to put to auction from a multiset of available
items I. The next state q′ resulting from auctioning item i depends on the bidders
and their valuations. These are unknown to the auctioneer, but probabilities can be
used to estimate them. These probabilities Pi(q, q′) provide a distribution over the
possible next states and the corresponding rewards Ri(q, q′), given i is auctioned. In
every possible next state q′, the set of available items is equal to I − {i}, i.e., equal
to the items in q minus the sold item i. The goal of the auctioneer is to maximize
the expected rewards (revenue) for a given set of items I. In every state q, (s)he thus
has to take an action (choosing an item) that maximizes the sum of the expected
rewards V (q, I) of items in I starting in state q:




Pi(q, q′)Ri(q, q′) + V (q′, I − {i})
 .
In this equation, we separated I from q to highlight the major hurdle that needs to
be overcome in order to represent the auction design problem as an MDP. I needs to
be included in the MDP since it determines the set of available actions in every state.
However, since the set of items is finite this makes the MDP acyclic and at least as
large as the number of possible subsets of items from I (assuming the effect of their
ordering is represented differently), i.e., at least 2|I|. In order to learn the rewards
and transition probabilities, an auctioneer would therefore need an extremely large
data sample.
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This intuitively shows why it is difficult to represent the auction design problem
as an MDP. However, with a suitable factored representation of the states and/or
function approximation (Puterman 2009) of the rewards, it could be possible to
represent our auction problem as an MDP. In this case, a major hurdle will be to
find a representation that results in Markovian states, which is needed to apply the
dynamic programming methods. Since the problem of deciding whether good auction
ordering exists is NP-complete (Theorem 5), and these methods run in polynomial
time, this is impossible without an exponentially large state space unless P = NP.
Our method relies on solvers and search methods for NP-complete problems, making
a polynomial state space possible, and therefore requiring much less data to estimate
the model parameters.
4.6.3 Auction design
In the auction literature, a few existing papers investigate the impact of ordering
on the performance of sequential auctions. One line of related research focuses on
theoretical analysis. In the economics literature (see Elmaghraby (2003), Pitchik
(2009), Subramaniam and Venkatesh (2009)), such theoretical studies were typically
carried out under very restricted markets. The main research focus there is to analyze
equilibrium bidding strategies of bidders who compete for (usually) two items (het-
erogeneous or homogeneous), and then to gain insights on the impact of ordering on
the auction outcome based on derived bidding behaviors. For instance, Elmaghraby
(2003) studies the influence of ordering on the efficiency of the sequential second price
procurement auctions, where a buyer outsources two heterogeneous jobs to suppliers
with capacity constraints. Suppliers can only win 1 job in this setting. The author
shows that specific sequences lower procurement costs and identifies a class of bid-
ders’ cost functions where the efficient orderings (i.e. the auction rewards the jobs
to the suppliers with the lowest total costs) and equilibrium bidding strategies exist.
Pitchik (2009) points out that in the presence of budget constraints, a sealed-bid
sequential auction with two bidders and two goods may have multiple symmetric
equilibrium bidding functions, and the ordering of sale affects the expected revenue.
If the bidder who wins the first good has a higher income than the other one, the
expected revenue is maximized. Subramaniam and Venkatesh (2009) investigate the
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optimal auctioning strategy of a revenue-maximizing seller, who auctions two items,
which could be complements or substitutes. They show that when the items are
different in value, the higher valued item (among the two) should be auctioned first
in order to increase the seller’s revenue. A similar revenue-maximizing strategy is
proposed by Benoit and Krishna (2001) in a complete information auction setting.
The authors conclude that in such a setting, when selling two items to budget con-
strained bidders, it is always better to sell the more valued item first. However, this
strategy does not optimize the revenue anymore when more than two items are to
be auctioned.
Empirical research has been conducted to test the theoretical findings in the
economics community. Grether and Plott (2009) report on a field experiment that
tests the ordering strategies of a seller in sequential, ascending automobile auctions.
They conclude that the worst performing ordering in terms of revenue is for the seller
to auction vehicles from highest to lowest values.
In the computer science literature, Elkind and Fatima (2007) study how to maxi-
mize revenue in sequential auctions with second-price sealed-bid rules, where bidders
are homogeneous, i.e., all their valuations are drawn from public known uniform dis-
tributions, and they want to win only one item (but they can bid any of items). In
this setting, the authors analyze the equilibrium bids, and develop an algorithm that
finds an optimal agenda (i.e., ordering). Vetsikas and Jennings (2010) study a similar
auction setting, but unlike Elkind and Fatima (2007), they assume the valuations are
known to the bidders at the beginning of the auction. The focus of their work was
to compute the equilibrium strategies for bidders. Later, Vetsikas (2013) analyzes
the bidding strategies for budget constrained bidders in sequential Vickrey auctions.
However, it is a challenge to compute the equilibrium strategies in practice.
We are not the first who consider learning from the previous auctions. However,
the difference lies in the fact that the most existing work study how bidders learn
from the past information, and update their bids. Boutilier et al. (1999) propose
a learning model for bidders to update their bidding policies in sequential auctions
for resources with complementarities. The bidding strategies are computed based
on the estimated distribution over prices, that is modeled by dynamic programming.
Goes et al. (2010) present an empirical study of real sequential online auctions. They
analyze the data from an online auction retailer, and show that bidders learn and
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update their willingness to pay in repeated auctions of the same item. In Pinker et al.
(2010), the authors show the benefits of using earlier auction data for the management
of sequential, multi-unit auctions, where the seller needs to split its entire inventory
into sequential auctions of smaller lots in order to increase its profit. In their work,
an auction feedback mechanism is developed based on a Bayesian model, and it is
used to update the auctioneer’s beliefs about the bidders’ valuation distribution.
Our contribution to the auction literature lies on the fact that our approach can be
applied to design optimal auctions based on historical auction data. The advantage
of using machine learning and data mining methods is that they are robust to the
uncertainty (or noise), and hence have high potential to be used for real-world auction
design. Moreover, the approach itself is general and can be applied to many different
auction optimization problems, such as finding best reserve price for items for sale,
or maximizing social welfare instead of revenue. The necessary changes may include
the selection of the features for learning regression models and the encoding in the
white-box optimization model.
4.7 Conclusions
Mathematical optimization relies on the availability of knowledge that can be used
to construct a mathematical model for the problem at hand. This knowledge is
not always available. For instance, in multiagent problems, agents are autonomous
and often unwilling to share their local information. Frequently, this autonomy and
private information influence the outcome of the optimization, making finding an
optimal solution very difficult. In this chapter, we adopt the idea of using machine
learning techniques to estimate these influences for an optimization problem with
many unknowns: the optimal ordering for sequential auctions (OOSA) problem.
We have demonstrated our approach by transforming historical auctions into data
sets for learning regression trees and linear regression models, which subsequently
are used to predict the expected value of orderings for new auctions. We proposed
two types of optimization methods with learned models, a black-box best-first search
approach, and a novel white-box approach that maps learned models to integer linear
programs (ILP). We built an auction simulator with a set of bidder agents to simulate
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an auction environment. The simulator was used for generating historical auction
data, and for evaluating the orderings of items returned by our methods. We ran an
extensive set of experiments with different agents and bidding strategies. Although
optimizing the orderings in sequential auctions is a hard problem, our proposed
methods obtained very high values, significantly outperforming the naive methods
proposed in the literature. The experimental results also demonstrate the advantage
of using the white-box method for optimization, which significantly outperforms the
black-box approach in nearly all settings. In addition, they indicate that when the
learned model becomes more complex, it potentially results in more constraints and
consequently, an increase in the time needed to solve the problem in a white-box
fashion. Since more complex models are (potentially) better predictors, this shows a
clear trade-off between modeling and optimization power in white-box optimization.
In our opinion, the benefits of the white-box approach largely outweigh the benefits
of using black-box optimization.
Finally, the extended experiments demonstrate that although our encodings are
efficient, the regression tree breaks down when the data becomes too noisy. An in-
triguing extension would therefore be to use regression forests instead of individual
trees. These are known to handle noisy data much better because of the crisp bound-
aries in individual trees. The same experiments also show that our method does not
yet scale very well with the number of items, most likely due to the increase in the
number of trees that need to be evaluated. We expect that a method based on re-
gression forests will therefore require several simplifications or optimizations in order
to be feasible.
Besides an improved performance, a very big benefit of the white-box formulation
is that it provides a new way of obtaining traditional mathematical models. Our
method therefore has many other potential application areas, especially in problems
where more and more data is being collected. Even in cases where there already exists
a handcrafted optimization model, a model that is learned and translated using our
method can easily be integrated into existing (I)LP formulations in order to determine
part of the objective function based on data. In this way, one can combine the vast
amount of expert knowledge available in these domains with the knowledge in the
readily available data. We would like to investigate this combination in the future.
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We chose a relatively simple auction model for ease of explanation in this chap-
ter. However, our approach works whenever regression models are able to provide
reliable predictions of the bidding values. Hence we believe it can be applied to other
auction formats with more complex valuation functions (i.e. combinatorial prefer-
ences (Cramton et al. 2006)) and more complex bidding strategies. The results of
our method on the larger experiments with 80 items shows that scaling the approach
up to large real-world auctions will require several non-trivial simplifications. More-
over, in this chapter, we learned regression trees and linear models from simulated
data in order to test the optimization performance. When applying our approach
to real-world data, it is important to test whether the regressors assumptions are
satisfied. If not, it may be needed to transform or filter them. We plan to discover
the simplifications and test our approach with real auction data in the near future.
Our experiments highlight some interesting properties of the white-box method.
Firstly, they show an improvement in performance when the number of features is
reduced and/or the models are less complex. It would therefore be very interesting to
investigate the effect of pruning and feature selection or reduction on the performance
of our methods. Secondly, they show a tendency of the regression tree optimizer to
overestimate, i.e., find orderings that have a much higher expected revenue than their
revenue in practice. Intuitively, the solver abuses the crisp nature of the regression
tree in order to find a solution that satisfies exactly the right constraints. Part of
the problem is that, although these constraints are learned from data, and therefore
uncertain, the solver treats them as exact. Fortunately, there exists a long history
of methods that try to optimize in the presence of such uncertainties in the area
of robust optimization, see, e.g., Ben-Tal et al. (2009). As future work, we will
investigate the potential uses of these techniques for learned models.
Recently, regression tree models with linear models in the leaf nodes have also
been successfully used as black-box surrogate functions (Verbeeck et al. 2013). Since
it is also straightforward to translate these trees given our two encodings (replace
the leaf variables by indicators for which linear function to use), it would be very
interesting to investigate the possibility of a white-box alternative.
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Figure 4.15: The regression tree for every item type ri used to model a partitioning
problem.
Appendix
4.A Hardness of auction design using learned
predictors
We show that using predictive models instead of agents with utility functions does not
reduce the complexity of the problem: it remains NP-complete for both regression
trees and linear regression predictors.
Lemma 4. Using regression trees, the problem of whether there exists an ordering
that has a total predicted value of at least K is NP-complete.
Proof. The proof follows from the fact that we can use simple regression trees to
model the preferences of the two agents from Theorem 1, and evaluating an ordering
using these trees can be done in polynomial time. The regression tree for every item
type ri is shown in Figure 4.15.
Lemma 5. Using linear regression predictors, the problem of whether there exists an
ordering that has a total predicted value of at least K is NP-complete.
Proof. We prove the lemma using a construction for computing the value of a
quadratic function using only linear functions, the ordering problem, and our feature
values. The maximum value of this quadratic function is then forced to coincide with
the solution of a partition problem instance: Given a set of integers I = {v1, . . . , vn},
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From the partition instance, let k = 12
∑
1≤i≤n vi, we construct the following
items and linear regression predictors (functions v()):
• n items of type x1 . . . xn, with v(xi) = vi − vi·sum(y)2k , and
• 1 item of type y, with v(y) = 2k −∑1≤i≤n sum(xi).
The objective is to maximize
∑
1≤i≤n v(xi)+v(y). The corresponding decision prob-
lem is to ask whether there exists an ordering that achieves a value of 2 12k.
( ⇒) Let A,B be a partition of I such that ∑A = ∑B, and let a1, . . . , a|A| and
b1, . . . , b|B| be the corresponding items of type x1 . . . xn. The following ordering then
gives a value of
∑
1≤i≤n vi:
a1 . . . a|A| y b1 . . . b|B|
In this ordering,
∑
1≤i≤|A| v(ai) = k by definition of A and since sum(y) = 0 before




1≤i≤|A| v(ai) = k, giving
v(y) = 2k − k = k. ∑1≤i≤|A| v(a1) + v(y) thus already obtains the objective value
of 2k, and therefore
∑
1≤i≤|B| v(b1) should be equal to 12k. By definition of B,∑
1≤i≤|B| v(bi) = k− k·sum(y)2k . Since v(y) = k, sum(y) = k, and thus
∑
1≤i≤|B| v(bi) =
k − k·k2k = k − k2 = 12k, proving that the ordering obtains a value of 2 12k.
( ⇐) To prove the other direction, let us further analyze the relation between the
objective function
∑
1≤i≤n v(xi)+v(y) and the auction ordering. The only term in the
v(xi) predictors that depends on the ordering is sum(y), all other terms are constants.
This term is equal to zero for the xi items auctioned before y, and equal to v(y) for the
items auctioned after y. Similar to the (⇒) part, let a1, . . . , a|A| denote the xi items
before y, b1, . . . , b|B| those after y, and A,B the corresponding partition of items in
I. The objective value is then given by
∑
1≤i≤|A| v(ai) + v(y) +
∑
1≤i≤|B| v(bi). We
analyze these three parts in turn.
• ∑1≤i≤|A| v(ai) =∑vi∈A vi since sum(y) = 0 for these items.
• v(y) = 2k −∑1≤i≤|A| v(ai) = 2k −∑vi∈A vi =∑vi∈B vi.
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vi∈B vi = 2k, the overall objective function is given by:
2k + v(y)− v(y)
2
2k
which is maximized when v(y) = k (for k > 0) with value 2k + k − k22k = 2 12k. This
exact value of v(y) = k is obtained when
∑
vi∈B vi = k. The sets A and B thus give
a partition of I.
Remarks. We proved the NP-completeness for the general case of Lemma 5.
However, we do not know whether the complexity holds for more realistic valuation
functions that bidders have.
Chapter 5








In this dissertation we have focused on two different aspects of auctions. First, the
allocation of tasks to agents at the end of the auction, and second, the design of the
auction itself before it takes place. We employ techniques and methods from both
the operations research and computer science fields to aid in these issues.
In Chapters 2 and 3 we study the effect of fairness and the incorporation of the
agents’ participation behavior in the task allocation of one-shot and multiple auctions.
Our results show that fairness comes at a cost in one-shot auctions, but can actually
help achieve a better outcome in repeated auctions. In addition, the way agents
behave in repeated auctions by participating or withholding from participation has
an important effect on the outcome of the auctions.
In Chapters 4 and 5 we use machine learning and mathematical programming
models to aid in the auction design process. Our results show that historical data
can be used to aid the decision maker in designing an auction that can yield better
results for the auctioneer.
In Chapter 2, we study a fair task allocation problem in transportation where an
optimal allocation not only has low cost but more importantly, it distributes tasks as
even as possible among heterogeneous participants who have different capacities and
costs to execute tasks. To tackle this fair minimum cost allocation problem we analyze
and solve it in two parts using two novel polynomial-time algorithms. We show that
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despite the new fairness criterion, the proposed algorithms can solve the fair minimum
cost allocation problem optimally in polynomial-time. In addition, we conduct an
extensive set of experiments to investigate the trade-off between cost minimization
and fairness. Our experimental results demonstrate the benefit of factoring fairness
into task allocation. Among the majority of test instances, fairness comes with a
very small price in terms of cost.
In Chapter 3 we investigate how allocations influence agents’ decision to partici-
pate. We model the agents’ participation decision in two ways, using prospect theory
and using a fuzzy connective. Both methods use their experiences in the auction thus
far. We conduct simulations to investigate the interactions between the agents’ par-
ticipation behaviors and the outcomes of the task allocations in multiple rounds and
the long term social welfare. We compare two task allocation algorithms, one merely
focusing on costs, and the other focusing on both fairness in the allocation and costs,
using the algorithms developed in Chapter 2. The simulation results demonstrate
that fairness makes agents more optimistic and incentivizes agents to keep partici-
pating. This consequently leads to a higher social welfare in the long run compared
to the cost-minimization algorithm.
The proposed fair task allocation algorithms can be applied to other task allo-
cation problems where it is beneficial to spread tasks among different agents. The
sharing and access economy, which have been growing rapidly in recent years, is a
prime example of where this can be beneficial. These sharing and access economies
thrive when there is ample supply, and thus providers need to be incentivized to keep
participating. Incorporating fairness in the allocation of tasks to the providers makes
the providers feel relevant and will continue providing their services. If not for this
mechanism, only the providers with the lowest prices will remain, which are usually
only a few who will eventually dominate the market. This effect can already be seen
with accommodation rentals in large cities, where a few service providers have many
accommodations that they can offer for lower prices than competitors. This makes it
harder for someone new to join this economy, for whom the platform was originally
intended for.
Also note that the FairMinCost algorithm can be used independently from the
IMaxFlow algorithm. Therefore, a non-fair capacity vector can be used, tweaked to
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the auctioneer’s preferences. It can be applied to any problem in which the capacities
are uncertain and variable capacities are needed.
In Chapter 4 we apply machine learning techniques to solve the optimal ordering
problem in sequential auctions. We learn regression models from historical auctions
and map these to integer linear programs, which we can optimize by using an existing
solver. This optimization model results in good orderings with high revenues and has
the advantage of being white-box. Furthermore, we show that the internal structure
of regression models can be efficiently evaluated inside an ILP solver through efficient
encodings of regression trees and linear regression models as ILP constraints. The
experimental results show that this white-box approach significantly outperforms the
black-box best-first search in nearly all settings.
Finally, we make use of this white-box approach in Chapter 5 using data obtained
from an online industrial auction company. We show how to learn a classification
tree by combining multiple objectives using integer programming, given the specific
user’s needs. The resulting classification tree is able to achieve a high precision on
low-performing classes of items, which the company is particularly interested in. In
addition, we compare the performance of our method with traditional classification
tree algorithms, and demonstrate the flexibility of our method, as the trade-off be-
tween different learning objectives can be easily adjusted using different weights for
the objectives in the integer program.
The white-box formulation demonstrates an additional way of obtaining mathe-
matical models and can be applied in applications where historical data is available.
In addition, it can aid already existing mathematical models by adding information
obtained from historical data. Therefore, this method provides a way to combine
expert knowledge with possible knowledge hidden in the data. Furthermore, due to
the structure of mathematical models, one can easily tweak the objective function or
add constraints to fit their preferences, which is difficult to do in traditional machine
learning techniques. This makes the method flexible in its application and it can aid
the auctioneer in the auction design process, learning from similar historical auctions.
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Nederlandse Samenvatting
(Summary in Dutch)
In dit proefschrift bestuderen we twee verschillende aspecten van veilingen en we
maken gebruik van technieken en methoden vanuit zowel de besliskunde als de in-
formatica. Ten eerste bestuderen we de toewijzing van taken aan agenten aan het
einde van een veiling. Er zijn verschillende manieren om taken toe te wijzen geba-
seerd op de biedingen die zijn ingediend door de agenten. Meestal worden de taken
toegewezen op een manier die de kosten voor de veilingmeester minimaliseert. In een
eenmalige veiling is deze toewijzing optimaal, maar als de veiling meerdere malen
wordt uitgevoerd, kan dit gevolgen hebben voor de participatiegraad van agenten
en uiteindelijk de kosten voor de veilingmeester. Hierom beschouwen we een gelijke
toewijzing, die wat meer kost in een enkele veiling, maar welke een positieve invloed
heeft op de participatiegraad van agenten en de uiteindelijke kosten gemaakt door
de veilingmeester over alle veilingen. Ten tweede kijken we naar het ontwerp van de
veiling. Hoe een veiling werkt, zoals welke taken het eerst aan bod komen, of wat
de startprijs is, heeft invloed op de uitkomst. Meestal zijn er experts die verstand
van zaken hebben en weten wat er in voorgaande veilingen heeft plaatsgevonden en
hoe een toekomstige veiling moet worden ingericht om de beste resultaten te verkrij-
gen. Voorgaande veilingen bevatten echter zoveel informatie dat zelfs experts soms
dingen over het hoofd zien. We gebruiken een combinatie van machinaal leren en
optimalisatiemodellen om informatie uit voorgaande veilingen te onttrekken en deze
te gebruiken om toekomstige veilingen in te richten voor betere resultaten.
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