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Abstract
In this paper, we consider the existence and uniqueness of positive solutions of the degenerate logistic
type elliptic equation
−u = a(x)u − b(x)|u|q−1u, x ∈ RN \ D, u|∂D = ∞,
where N  2, D ⊂ RN is a bounded domain with smooth boundary and a(x), b(x) are continuous functions
on RN with b(x) 0, b(x) ≡ 0. We show that under rather general conditions on a(x) and b(x) for large |x|,
there exists a unique positive solution. Our results improve the corresponding ones in [W. Dong, Y. Du,
Unbounded principal eigenfunctions and the logistic equation on RN , Bull. Austral. Math. Soc. 67 (2003)
413–427] and [Y. Du, L. Ma, Logistic type equations on RN by a squeezing method involving boundary
blow-up solutions, J. London Math. Soc. (2) 64 (2001) 107–124].
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper, we are concerned with positive solutions of elliptic equations of the form
−u = a(x)u − b(x)|u|q−1u, x ∈ RN \ D, u|∂D = ∞, (1.1)
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W. Dong, C. Pang / J. Math. Anal. Appl. 330 (2007) 654–664 655where D ⊂ RN is a bounded domain with smooth boundary (N  2), q is a constant greater
than 1, a(x) and b(x) are given continuous functions with b(x) 0, b(x) ≡ 0 on RN . Equations
of this kind have attracted extensive study because of interests in mathematical biology and Rie-
mannian geometry. We refer to [1,3,5,8,9,13] and the references therein for some of the previous
research. We are only concerned with positive solutions of (1.1) as these are the solutions which
are interesting to us.
Recently, it has been shown in Corollary 3.3 of [5] that for b(x) > 0 and under the following
conditions: for some γ  0 and τ ∈ (−∞,∞), there exist positive numbers α1, α2 and β1, β2
such that
α1 = lim|x|→∞
a(x)
|x|γ , α2 = lim|x|→∞
a(x)
|x|γ ,
β1 = lim|x|→∞
b(x)
|x|τ , β2 = lim|x|→∞
b(x)
|x|τ , (1.2)
the problem (1.1) has at least one (weak) positive solution. By standard regularity theory of
elliptic equations [11], any W 1,2loc (RN) solution of (1.1) belongs to C1(RN). If in addition
q
α1β1
α2β2
> 1, (1.3)
then problem (1.1) has a unique positive solution, see Theorem 1.2 in [5].
In our present paper, we are interested in the more challenging degenerate logistic case where
b(x) 0, b(x) ≡ 0, but the zero set is the closure of some suitable regular nonempty domain D0
such that
D0 ⊂ RN \ D and D0 =
{
x ∈ RN \ D: b(x) = 0}.
We will show that the uniqueness result holds without the extra condition (1.3). Moreover, we
can relax condition (1.2) to the following:
There exist γ > −2, τ ∈ (−∞,∞), and positive numbers α1, α2 and β1, β2 such that
α1 = lim|x|→∞
a(x)
|x|γ , α2 = lim|x|→∞
a(x)
|x|γ ,
β1 = lim|x|→∞
b(x)
|x|τ , β2 = lim|x|→∞
b(x)
|x|τ . (1.4)
Condition (1.4) was first used in [9]. Let us now describe our results in more detail. Through-
out the paper, we assume that D0 ⊂ RN \ D is nonempty, connected, bounded, and with smooth
boundary. To obtain a complete understanding of (1.1), we need to study the following boundary
blow-up problems:
−u = a(x)u − b(x)uq, x ∈ Ω, u|∂Ω = ∞, (1.5)
−u = a(x)u − b(x)uq, x ∈ Ω \ D, u|∂Ω = 0, u|∂D = ∞, (1.6)
where Ω ⊂ RN is a bounded smooth domain such that D ⊂ Ω and D0 ⊂ Ω \ D. Here, as usual,
u = ∞ on ∂Ω means that
u(x) → ∞ as x ∈ Ω and d(x, ∂Ω) → 0.
The study of (1.5) and (1.6) will be carried out in Section 2 and the following are our main results
for boundary blow-up problems:
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Theorem 2. If λ1(Ω \ D,a) < 0 and λ1(D0, a) > 0, then problem (1.6) has a unique positive
solution.
In Section 3, under the condition (1.4), we combine the squeezing method in [8] with the
iteration argument motivated by the work of Safonov to obtain our existence and uniqueness
result:
Theorem 3. If λ1(D0, a) > 0 and the condition (1.4) is satisfied, then problem (1.1) has a unique
positive solution.
Remark. λ1(Ω,a) denotes the first eigenvalue of the following Dirichlet problem:
−u − a(x)u = λu, x ∈ Ω, u|∂Ω = 0.
The properties of the first eigenvalue can be found in [2,12].
2. Boundary blow-up problems
In this section, we consider the boundary blow-up problems (1.5), (1.6), making use of these
results to prove Theorems 1 and 2.
To start, we recall a comparison principle (see, e.g., [6, Proposition 2.2]) which will be fre-
quently used in the last proofs.
Lemma 2.1 (Comparison principle). Suppose that Ω is a bounded domain in RN . Let u1, u2 ∈
C1(Ω) be positive in Ω and satisfy (in the weak sense)
pu1 + α(x)up−11 − β(x)uq1  0pu2 + α(x)up−12 − β(x)uq2 in Ω
and
limd(x,∂Ω)→0(u2 − u1) 0,
where p > 1, q > p − 1, α(x), β(x) are continuous with β(x)  0, β(x) ≡ 0 on Ω and
‖α‖L∞(Ω) < ∞. Then u2  u1 in Ω .
By a simple modification of the arguments in the proof of Corollary 2.4 of [6], we can easily
obtain the following comparison principle:
Lemma 2.2. Let Ω , α(x) and p be the same as in Lemma 2.1. Let u1, u2 ∈ C1(Ω) be positive in
Ω and satisfy (in the weak sense)
pu1 + α(x)up−11 − aup−11  0pu2 + α(x)up−12 − aup−12 in Ω
and
u1  u2 on ∂Ω,
where a ∈ (−∞,∞). If a  λ1(Ω,α), then u1  u2 on Ω , or a = λ1(Ω,α) and both u1 and u2
are eigenfunctions corresponding to λ1(Ω,α).
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b(x) > 0 on RN \ D0.
For any large M > maxx∈Ω |a(x)|, setting
a∗(x) = ψ(x)a(x) + M(1 − ψ(x)),
where ψ(x) is a smooth cutoff function such that{
ψ(x) ≡ 1, ∀x ∈ D0, ψ(x) ≡ 0, ∀x ∈ RN \ Ω,
0ψ(x) 1, ∀x ∈ Ω \ D0.
(2.1)
Clearly a∗(x) a(x), x ∈ Ω , and λ1(D0, a∗) = λ1(D0, a). By the definition of the first eigen-
value, there exists a large R such that
λ1
(
BR,a
∗)< 0,
where BR denotes the ball centered at the origin with radius R and Ω ⊂ BR . By [7, Theorem 2.3],
the following Dirichlet problem
−ω = a∗(x)ω − b(x)ωq, ∀x ∈ BR, ω|∂BR = 0,
has a unique positive solution ω. Clearly ω|∂Ω > 0. So for every positive integer k, there exists a
large C > 0 such that Cω|∂Ω > k and
−(Cω) a(x)(Cω) − b(x)(Cω)q, ∀x ∈ Ω,
implies that Cω is the supersolution of the following problem
−v = a(x)v − b(x)vq, ∀x ∈ Ω, v|∂Ω = k. (2.2)
It is clear that v ≡ 0 is a subsolution of (2.2). A standard sub- and supersolution argument and
the maximum principle imply that problem (2.2) has a unique positive solution uk , and uk is
increasing with k. By standard regularity theory, uk ∈ C1,α(K) for any compact set K ⊂ Ω , and
some α ∈ (0,1). If we can also obtain an upper bound for the sequence {uk}, then {uk} converges
to a positive solution u of (1.5) in C1(Ω).
Next we will look for the upper bound.
For any compact subset K of Ω \D0, there exists an open set Ω1 such that K ⊂ Ω1 Ω \ D0.
Since b(x) > 0, ∀x ∈ Ω1, Lemma 2.5 in [10] implies the following boundary blow-up problem
−v = max
x∈Ω1
a(x)v − inf
x∈Ω1
b(x)vq, ∀x ∈ Ω1, v|∂Ω1 = ∞, (2.3)
has a unique positive solution v. For every positive integer k,
−uk = a(x)uk − b(x)uqk  max
x∈Ω1
a(x)uk − inf
x∈Ω1
b(x)u
q
k , ∀x ∈ Ω1,
and uk|∂Ω1 < ∞. Thus by Lemma 2.1, we obtain uk  v. So uk M∗ for some M∗ > 0 and all
x ∈ K ⊂ Ω \ D0.
If we can also find an upper bound for uk on a small neighborhood of D0, then we can use the
monotone method in [4] to see u = limk→∞uk is a positive solution of (1.5).
Let Nη denote the η-neighborhood of D0 such that Nη ⊂ Ω . By the properties of the first
eigenvalue (see [2] and [12]), λ1(Nη, a) > 0 if η is sufficiently small. By what we have already
proved, we can find a positive constant M such that uk M for all k  1 and x ∈ ∂Nη . Let φ2
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such that Lφ > M for x ∈ ∂Nη
2
. Thus
−(Lφ) − a(x)(Lφ) = λ1(Nη, a)(Lφ) > 0, ∀x ∈ Nη2 ,
and
−uk − a(x)uk = −b(x)uqk  0, ∀x ∈ Nη2 .
Since λ1(Nη2 , a) > 0 and Lφ  uk for all k  1, x ∈ ∂Nη2 . By Lemma 2.2, we easily obtain
uk  Lφ for all x ∈ N η2 . So we find an upper bound for the sequence {uk} on any compact
subset K ⊂ Ω . Thus (1.5) has at least one positive solution. Corollary 3.2 in [7] implies that
problem (1.5) has a unique positive solution. 
Next we will prove Theorem 2.
Proof of Theorem 2. For every positive integer k, we first consider the following mixed bound-
ary value problem:
−u = a(x)u − b(x)uq, x ∈ Ω \ D, u|∂Ω = 0, u|∂D = k. (2.4)
By the properties of the first eigenvalue, we have
λ1(Ω,a) < λ1(Ω \ D,a) < 0,
then we can choose a smooth nonnegative function b∗(x) on Ω such that
b∗(x) = b(x), x ∈ Ω \ D,
and D∗ = {x ∈ D: b∗(x) = 0} is a ball with small radius. Thus λ1(D∗, a) > 0 if the radius of D∗
is sufficiently small. By [7, Theorem 2.3], there is a unique positive solution u∗ for the following
problem
−u = a(x)u − b∗(x)uq, u|∂Ω = 0.
Choose a large constant C > 1 such that
Cu∗ > k, ∀x ∈ ∂D.
Then, it is easily to check that Cu∗ is a supersolution to (2.4). Clearly u ≡ 0 is a subsolution
to (2.4). Therefore, we obtain a positive solution uk of (2.12) by [4, Theorem 4.14] and uk is
increasing with k by Lemma 2.1. By the similar consideration as in the proof of Theorem 1, we
can find an upper bound for the sequence {uk}, then there exists a subsequence which converges
to a positive solution of (1.6). Next we will prove it is the unique positive solution.
Let u1, u2 be two positive solutions of (1.6). By [7, Lemma 3.1], we obtain
lim
x→∂D
u1
u2
= 1.
It follows that for all small  > 0,
lim
x→∂D
[
(1 + )u1 − u2
]= ∞
and
(1 + )u1 = u2, x ∈ ∂Ω.
We can apply Lemma 2.1 to conclude that (1+ )u1  u2 on Ω \D. As  is arbitrary, we deduce
u1  u2, x ∈ Ω \ D. Interchanging the roles of u1 and u2 in the above arguments, we also deduce
u2  u1, x ∈ Ω \ D. Thus u1 = u2, x ∈ Ω\D. The proof is complete. 
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In this section, we will prove our uniqueness result Theorem 3. It follows from Theorem 1
in [9] that if (1.4) holds, we can easily obtain the following asymptotic behavior of positive
solutions for (1.1) as |x| → ∞.
Lemma 3.1. Suppose u ∈ C1(RN) is a positive solution of (1.1). If (1.4) is satisfied, then
lim|x|→∞
uq−1(x)
|x|γ−τ 
α1
β2
(3.1)
and
lim|x|→∞
uq−1(x)
|x|γ−τ 
α2
β1
. (3.2)
Before we start to prove our uniqueness result Theorem 3, we need the following existence
lemma.
Lemma 3.2. If λ1(D0, a) > 0 and the condition (1.4) is satisfied, then problem (1.1) possesses a
minimal positive solution u and a maximal positive solution u.
Proof. Since condition (1.4) is satisfied, Lemma 3.1 in [9] shows that there exists a large r0 >
0 such that D ⊂ Br0 , Ω0 ⊂ Br0 \ D and λ1(Br , a) < 0 for all r  r0, where Br = {x ∈ RN :|x| r}. By Theorem 2 above, the problem
−u = a(x)u − b(x)uq in Br \ D, u|∂D = ∞, u|∂Br = 0, (3.3)
where r > r0, has a unique positive solution ur .
Let us choose an increasing sequence of positive real numbers rn with r1 > r0 and rn → ∞
as n → ∞. By Theorem 2 above, problem (3.3) with r = rn has a unique positive solution un.
By [7, Lemma 3.1], we obtain
lim
x→∂D
un
un+1
= 1.
It follows that for all small  > 0,
lim
x→∂D
[
(1 + )un+1 − un
]= ∞
and
(1 + )un+1 > 0 = un, x ∈ ∂Brn,
we can apply Lemma 2.1 to conclude that (1 + )un+1  un in Brn \D. As  > 0 is arbitrary, we
deduce that un  un+1 in Brn \ D. If we can find an upper bound for un on any fixed BR , then
by a standard regularity argument, u(x) = limn→∞un(x) is well defined in RN \ D and it would
be a positive solution of (1.1).
To find such an upper bound, we consider the problem
−u = a(x)u − b(x)uq in BR \ D, u|∂D = ∞, u|∂BR = ∞. (3.4)
It follows from Theorem 1 that (3.4) has a positive solution v. Then by [7, Lemma 3.1] and the
similar argument as above,
un(x) v(x), ∀x ∈ BR,
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solution for (1.1) is proved.
From un  un+1 we find
u(x) un(x) > 0
for each n, and hence u is a positive solution of (1.1). For an arbitrary positive solution u of (1.1),
we can see that u satisfies
−u = a(x)u − b(x)uq, u|∂Brn > 0, u|∂D = ∞.
By [7, Lemma 3.1] and the similar argument above, we get u  un on Brn \ D for each n, and
hence
u u = limn→∞un.
So u is the minimal positive solution of (1.1).
Next we will show the existence of a maximal positive solution of (1.1). To this end, we choose
an increasing sequence of real number rn such that rn → ∞ as n → ∞ and denote Bn = Brn .
We consider the boundary blow-up problem
−u = a(x)u − b(x)uq in Bn \ D, u|∂D = ∞, u|∂Bn = ∞. (3.5)
It follows from Theorem 1 that (3.5) has a positive solution which we denote as ωn. By the
similar argument as above, we see ωn  ωn+1  u for all n, so
u = limn→∞ωn
is well defined on RN \ D. Furthermore, by standard regularity considerations, we know u satis-
fies (1.1) on RN \ D and u u, so u is a positive solution of (1.1).
Clearly any positive solution u of (1.1) satisfies, for each n,
−u = a(x)u − b(x)uq, u|∂Brn < ∞, u|∂D = ∞.
By [7, Lemma 3.1] and the similar discussion as above, we obtain ωn  u on Bn \ D for all n,
and hence
u = limn→∞ωn  u. 
The following technical lemma is the core of our iteration argument to be used in the unique-
ness proof.
Lemma 3.3. Supposed that (1.4) holds and u1, u2 are positive solutions of (1.1). Then there
exists R > 1 large so that, if x0 ∈ RN satisfies, for some k∗  k > 1,
|x0| > R, u2(x0) > k∗u1(x0),
then we can find y0 ∈ RN , and positive constants c0 = c0(R, k) and r0 = r0(R, k) independent
of x0 and k∗, such that
|y0 − x0| = r0|x0|−γ /2, u2(y0) > (1 + c0)k∗u1(y0). (3.6)
Proof. By (1.4), (3.1) and (3.2), for all large R > 1 and |R| > R,
(1/2)α1|x|γ < a(x) < 2α2|x|γ , (1/2)β1|x|τ < b(x) < 2β2|x|τ , (3.7)
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μ1|x|(γ−τ)/(q−1) < ui(x) < μ2|x|(γ−τ)/(q−1), (3.8)
where
μ1 = (1/2)
(
α1
β2
)1/(q−1)
, μ2 = 2
(
α2
β1
)1/(q−1)
.
We now fix R > 1 large enough so that R−1−(γ /2) < 1/2 and (3.7), (3.8) hold for all x satis-
fying |x| > R. Then we define
Ω0 :=
{
x ∈ RN : u2(x) > k∗u1(x)
}∩ Br(x0),
where
r = r0|x0|−γ /2, Br(x0) =
{
x ∈ RN : |x − x0| < r
}
,
and r0 ∈ (0,1) is to be determined below.
Clearly x ∈ Ω0 implies
|x0| − r  |x| |x0| + r,
which in turn implies, due to |x0| > R and our choice of R,
(1/2)|x0| < |x| < (3/2)|x0|. (3.9)
We now consider u2 − k∗u1 in Ω0. Using (3.7)–(3.9) and the assumption that u2 − k∗u1 > 0
in Ω0, we deduce, for x ∈ Ω0,
(u2 − k∗u1) = −a(x)(u2 − k∗u1) + b(x)
(
u
q
2 − k∗uq1
)
−a(x)(u2 − k∗u1) + b(x)
(
k∗uq1 − k∗uq1
)
−2α2|x|γ (u2 − k∗u1) + (1/2)β1|x|τ uq1
(
k
q∗ − k∗
)
−2α2|x|γ (u2 − k∗u1) + (1/2)β1μq1 |x|τ+q(γ−τ)/(q−1)
(
k
q∗ − k∗
)
−M|x0|γ (u2 − k∗u1) + mk∗|x0|δ,
where
M = 2α2 max
{
(1/2)γ , (3/2)γ
}
, δ = τ + q(γ − τ)/(q − 1),
m = (1/2)β1μ1q
(
kq−1 − 1)min{(1/2)δ, (3/2)δ}.
With these preparations, we now define
ω(x) = (2N)−1mk∗|x0|δ
(
r2 − |x − x0|2
)
.
Clearly ω(x) > 0 in Br(x0) and Ω = −mk∗|x0|δ . It follows that, for x ∈ Ω0,
(u2 − k∗u1 + ω)−M|x0|γ (u2 − k∗u1)−M|x0|γ (u2 − k∗u1 + ω). (3.10)
If we denote by λ1(Ω) the first eigenvalue of − over Ω under homogeneous Dirichlet
boundary conditions, we have
λ1(Ω0) λ1
(
Br(x0)
)= r−2λ1(B1(x0)).
Therefore, by the definition of r0, we obtain
λ1(Ω0) r−2|x0|γ λ1,0
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r−20 λ1 > M and hence λ1(Ω0) > M|x0|γ .
Then by the maximum principle (see [2]), due to (3.10),
u2(x0) − k∗u1(x0) + ω(x0)max∂Ω0(u2 − k∗u1 + ω).
We observe that the maximum of u2 − k∗u1 + ω over ∂Ω0 has to be achieved by some y0 ∈
∂Br(x0) since any y ∈ ∂Ω0 \ ∂Br(x0) satisfies, by the definition of Ω0, u2(y) = k∗u1(y) and
hence
u2(y) − k∗u1(y) + ω(y) = ω(y) ω(x0) < u2(x0) − k∗u1(x0) + ω(x0).
Thus we can find y0 ∈ ∂Ω0 satisfying |y0 − x0| = r (hence ω(y0) = 0) such that
u2(y0) − k∗u1(y0) = u2(y0) − k∗u1(y0) + ω(y0)
 u2(x0) − k∗u1(x0) + ω(x0)
> ω(x0) = (2N)−1mk∗|x0|δr2
= (2N)−1mk∗r20 |x0|(γ−τ)/(q−1)
 c1k∗|y0|(γ−τ)/(q−1),
where
c1 = (2N)−1mr20 min
{
(1/2)−(γ−τ)/(q−1), (3/2)−(γ−τ)/(q−1)
}
> 0,
and we have used (3.9). Making use of (3.8), we finally deduce
u2(y0) − k∗u1(y0) > c1k∗|y0|(γ−τ)/(q−1)  c1μ2−1k∗u1(y0).
Therefore we can take c0 = c1μ2−1 and the proof is complete. 
Proof of Theorem 3. By Lemmas 3.1 and 3.2 above, under condition (1.4), Eq. (1.10) has at
least one positive solution and any positive solution of (1.1) satisfies (3.1) and (3.2). Next we
shall prove Theorem 3 by way of contradiction. Suppose that (1.1) has two different positive
solutions u1 and u2. Let
k1 = lim|x|→∞ u1
u2
, k2 = lim|x|→∞ u2
u1
.
By (3.1) and (3.2) we know that both k1 and k2 are finite. If k1  1 and k2  1, then for any  > 0
there exists R > 0 such that for all x satisfying |x| > R ,
u1(x) (1 + )u2(x), u2(x) (1 + )u1(x).
Since (1+ )u1 and (1+ )u2 are supersolutions of (1.1), we apply Lemma 2.1 over Ω = BR(0),
R > R , and deduce
u1(x) (1 + )u2(x), u2(x) (1 + )u1(x), x ∈ RN.
Letting  → 0 we obtain u1 ≡ u2, contradicting our assumption that they are different positive
solutions.
So necessarily max{k1, k2} > 1. Without loss of generality we may assume that k2 > 1. There-
fore there exists a constant k ∈ (1, k2) and a sequence {xn} such that
|xn| → ∞, u2(xn)/u1(xn) > k, n = 1,2, . . . .
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recall that R satisfies R−1−(γ /2) < 1/2. We first find an integer j > 1 such that
(1 + c0)j k > sup|x|>R
u2
u1
.
Since |xn| → ∞, we can then find n0 large enough such that
|xn0 |(1/2)j > R.
Taking x0 = xn0 and k∗ = k in Lemma 3.3, we can find y0 = y1 such that
|y1 − x0| = r0|x0|−γ /2, u2(y1) > (1 + c0)ku1(y1).
Clearly
|y1| |x0| − r0|x0|−γ /2  |xn0 |
(
1 − R−1−(−γ /2))> |xn0 |(1/2) > R.
We now take x0 = y1 and k∗ = (1 + c0)k in Lemma 3.3, and we can find y2 such that
|y2 − y1| = r0|y1|−γ /2, u2(y2) > (1 + c0)2ku1(y2).
Let us note that
|y2| |y1|(1/2) |xn0 |(1/2)2 > R.
We can repeat the above process until we obtain yj which satisfies
u2(yj ) > (1 + c0)j ku1(yj ), |yj | |xn0 |(1/2)j > R.
Therefore
u2(yj )
u1(yj )
 (1 + c0)j k > sup
|x|>R
u2
u1
.
This contradiction completes our proof. 
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