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Abstract: We investigate N = 4 noncommutative super Yang-Mills (SYM) theory.
We compute the one-loop four gauge boson scattering amplitude on parallel Dp-branes,
and find the corresponding contribution to the noncommutative SYM one-loop action
in a momentum expansion. The result is somewhat surprising. We find that while the
planar diagram can be written using the usual ∗-product, the contributions from non-
planar diagrams in general involve additional structure beyond the ∗-product, arising
from the nontrivial worldsheet correlations surviving the field theory limit. To each
nonplanar diagram, depending on the number n of external vertex operator insertions
on each boundary, there is a corresponding ∗n n-ary operation. We further find that it
is no longer possible to write down an off-shell gauge invariant one-loop effective action
using the noncommutative field strength defined at tree-level.
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1. Introduction
Field and string theories on noncommutative space(time) have attracted much attention
recently [1, 2]. They appear naturally in various decoupling limits of the worldvolume
theories of D-branes in a background NS-NS B-field [3, 4, 5, 6, 7, 8]. While much
progress has been made in understanding the perturbative dynamics [9, 10, 11, 12] and
their strong coupling limits [4, 5, 13, 6, 8], many fundamental issues remain obscure.
In noncommutative gauge theories, gauge invariance becomes much more subtle.
The gauge group and the allowed representations of the gauge group are highly con-
strained. A basic example is that in noncommutative field theory, SO(2) is not a good
gauge group even though the isomorphic U(1) is. The first statement follows from the
fact that
(
0 f(x)
−f(x) 0
)
∗
(
0 g(x)
−g(x) 0
)
−
(
0 g(x)
−g(x) 0
)
∗
(
0 f(x)
−f(x) 0
)
=
(
−f(x)∗g(x)+g(x)∗f(x) 0
0 −f(x)∗g(x)+g(x)∗f(x)
)
, (1.1)
1
which is not an element of the SO(2) algebra. It is also interesting that, in theories
with only adjoint matter, translations along noncommutative directions are a subset of
gauge transformations, and thus there are no gauge invariant local operators [14, 15].1
Another puzzling issue is the contributions of the nonplanar diagrams to the 1PI
effective action of the noncommutative field theories. One generically encounters IR
singularities when an external momentum crosses an internal line in a nonplanar dia-
gram for which the internal momentum integration is UV divergent at Θ = 0; this is the
so-called IR/UV mixing. The presence of IR/UV mixing indicates that the long dis-
tance behaviour of the system is no longer insensitive to the short distance physics, and
the UV cutoff might not be pushed to infinity in a consistent way (see, however, [17]).
In [18], it was suggested that IR/UV mixing may
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Figure 1: An example of the
scattering amplitude considered.
This is the nonplanar diagram
with two gluons on each brane (a
2→ 2 process).
be naturally understood in terms of a “stretched
string”. When B 6= 0, an open string has a nonzero
stretched displacement ∆x = Θk,2 even in the field
theory limit α′ → 0. As the momentum k is in-
creased, the string stretches longer. Thus when there
is a net momentum flow k between the two ends
of the open string, as in the case of a nonplanar
diagram, the integrated loop particle has to propa-
gate an additional distance |∆x|, the effect of which
is to seemingly cut open an otherwise closed first-
quantized particle loop. When, for B = 0, the loop
integral is divergent at short distances, the stretched
string acts as an effective short-distance cutoff and
regularizes the divergence. However, since taking ∆x
to zero (IR for external momentum k) will recover
the original UV divergence, the amplitude is gener-
ally singular as ∆x → 0. Thus, k → 0 is not a
continuous limit, and the singularity at small k re-
flects the UV divergence of the B = 0 theory. The
stretched string can also be used to understand two-
loop computations.[22]
In this paper we further explore the IR/UV effects of the stretched string. To keep
the IR singularities from obscuring our understanding, we consider a highly supersym-
metric example: N = 4 noncommutative SYM theory. Since this theory is finite in
the commutative limit, the nonplanar diagrams are not plagued by the IR singularities
mentioned above. We are thus able to give an explicit and unambiguous result for
its one-loop scattering amplitudes. Various issues, including the contributions from
1Matter in other representations can sometimes be used to construct gauge invariant local
operators.[16]
2k is the center of mass momentum of the string. Semi-classically, the length ∆xmay be understood
via the dipole picture discussed in [19, 20, 21]. 2
nonplanar diagrams and one-loop off-shell gauge invariance can then be discussed in a
controlled manner.
Like the commutative theory, there is no 1-loop contribution to the two and three-
point amplitudes in N = 4 noncommutative SYM theory. We will thus focus on
the four-point amplitudes, specifically the four gauge boson annulus amplitude (e.g.
figure 1). The leading order contribution in the low energy limit determines the F 4
term in the low energy effective action of noncommutative N = 4 super-Yang-Mills
theory. Since we are interested in exploring the effect of noncommutativity, we take
the low energy limit to mean3
kiG
−1kj
m2
≪ 1 with kiΘkj ∼ O(1), (1.2)
for external momenta ki, where m is the mass of the W-bosons stretched between the
branes.
Before we begin, let us recall the commutative result. For convenience, we restrict
ourselves to the case of two single branes. To lowest order in external momenta, the
one-loop amplitude for four gauge bosons can be written in the form (see e.g. [23, 24])
Γ1−loop ∝ 1
r4
∫
d4y
[
F µνF
ν
ρF
ρ
κF
κ
µ − 1
4
F µνF
ν
µF
ρ
κF
κ
ρ
]
. (1.3)
where F = F1 − F2 and the subscripts 1, 2 refer to the two D3-branes.
The factor of 1
r4
in equations (1.3) arises in the SYM box diagram via the W -boson
mass [m = r
2piα′
] in the propagators. Alternatively, one can understand it as arising via
the propagator for exchange of massless closed strings in the transverse space between
the branes.
When we turn on a nonvanishing Θ, we find some new interesting phenomena for
the nonplanar amplitudes:
• Due to the extra propagating distance |∆x| = |Θk| for the W-bosons running in
the loop, where k now is the momentum flow between the branes, the factor 1
r4
is replaced by
1
m4
K2(m |∆x|), m = r
2πα′
. (1.4)
where K2 is a modified Bessel function. In particular, when m |∆x| ≫ 1, the
amplitude is exponentially suppressed, proportional to
exp[−m |∆x|] (1.5)
3The open string metric Gµν and noncommutativity parameter Θ
µν are related to the closed string
metric gµν and the B field by G
µν =
(
1
g+B g
1
g−B
)µν
and Θµν = −2piα′( 1
g+BB
1
g−B
)µν
.
3
typical of an intermediate particle of mass m propagating over a distance |∆x|.
From the closed string point of view, equation (1.4) implies that the closed strings
propagating between the branes are massive. Due to different scalings between
the closed and open string metrics, the low energy limit on the brane in terms
of open string metric Gµν no longer implies the low energy limit for the bulk
closed string modes. Thus, in the kinematic regime (1.2), there is a significant
longitudinal momentum transfer between the branes, and the closed string modes
indeed obtain an effective mass M = |∆x|
2piα′
= |Θk|
2piα′
.
• We have attempted to write down a one-loop effective action, from integrating
out massive W-bosons, in terms of a derivative expansion in the regime (1.2). We
find that while it is possible to formally write down an off-shell effective action
from the gauge invariant on-shell amplitudes, the off-shell action is not gauge
invariant in terms of the noncommutative Fµν ,
Fµν = ∂µAν − ∂νAµ − iAµ ∗ Aν + iAν ∗ Aµ, (1.6)
defined at tree-level. The technical reason is the following. In nonplanar pro-
cesses, writing an effective action requires additional ∗-operations which are not
gauge invariant under the gauge transformations of the noncommutative F .4 For
example, for the 2 → 2 process of figure 1, the product between two photon
modes on the same worldsheet boundary becomes
F µν ∗′ Fµν , (1.7)
where the ∗′-product is given by
f(x) ∗′ g(x) ≡ f(x)sin
(
1
2
Θµν
←−
∂µ
−→
∂ν
)
1
2
Θµν
←−
∂µ
−→
∂ν
g(x),
= f(x)g(x)− 1
24
ΘµνΘστ∂µ∂σf(x)∂ν∂τg(x) + . . . .
(1.8)
The result is somewhat surprising. From the field theory point of view, we have
integrated out the massive W -bosons. According to conventional wisdom, we
should be able to write down a gauge-invariant effective action as a derivative
expansion. That it is no longer possible to do so might be another indication of
IR/UV mixing in noncommutative theories, even though in this case we do not
have the IR singularities.
4For the full expression for the effective action, see equation (3.23).
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The paper is organized as follows. In section 2, we evaluate the string amplitude.
The field theory limit is explored in section 3. In section 4, we conclude with a discussion
of gauge invariance. We describe our treatment of the fermionic string coordinates in
the presence of a B-field, used in section 2, in appendix A.
2. Correlation Functions
We are interested in computing the one-loop scattering amplitudes of “brane waves” on
parallel Dp-branes in type II string theory—specifically, the four gauge boson annulus
amplitude, both planar and nonplanar (e.g. figure 1).
On the annulus, we can work in the “zero” picture, for which the relevant vertex
operator is [25]
V0 = go√
2α′
T aeaµ(iX˙
µ + 4k ·ΨΨµ)eik·X . (2.1)
In equation (2.1), T a is a generator of the gauge group, eaµ is the polarization of the gluon
and Ψµ is the linear combination of the left and right-moving fermions, ψ and ψ˜, that
lives on the boundary (see appendix A). The dot product is simple contraction: k ·Ψ ≡
kµΨ
µ. For general periodicity ψµ(w + 2nπ + 2mπit) = e2pii[n(α−1/2)+m(β−1/2)]ψµ(w), the
Green functions for Ψ can be written
〈Ψµ(w1)Ψν(w2)〉 = α
′
4π
Gµν
ϑ [ αβ ]
(
w1−w2
2pi
|it)ϑ′ [ 1/21/2 ] (0|it)
ϑ
[
1/2
1/2
] (
w1−w2
2pi
|it)ϑ [ αβ ] (0|it) , (A.9
′′)
and the partition function is
〈1〉 = ϑ [
α
β ]
(
0|it)4
η(it)4
. (A.8′)
It is well known (see e.g. [25]) that, on the annulus, the first nonvanishing correla-
tion function involves four pairs of fermions. This gives the one-loop nonrenormalization
theorem for the F 2 and F 3 terms in the effective supersymmetric spacetime action. Be-
cause the effect of the B-field on the fermions can be absorbed into the doubling trick,
this continues to hold.5 Thus, the first nontrivial amplitude on the annulus involves
four gauge bosons, and the corresponding amplitude is
∑
±,±′
g4o
4α′2
(2α′)4 T aT bT cT dea1µe
b
2νe
c
3ρe
d
4σ
〈
eik1·X(w1)e
ik2·X(w2)e
ik3·X(w3)e
ik4·X(w4)
〉
× 〈:k1·ΨΨµ:(w1) :k2·ΨΨν :(w2) :k3·ΨΨρ:(w3) :k4·ΨΨσ:(w4)〉±±′ (2.2)
5It is easy to check this, using equations (A.8′) and (A.9′′), and the Jacobi fundamental formula
for sums of products of ϑ-functions [26, p. 467–468] of which the abstruse identity is a special case.
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where we have factored the amplitude into fermionic and bosonic factors, and sup-
pressed the ghosts. The sum is over spin structures. The fermionic contribution is
easily found to be∑
±,±′
〈:k1·ΨΨµ:(w1) :k2·ΨΨν :(w2) :k3·ΨΨρ:(w3) :k4·ΨΨσ:(w4)〉±±′
= η(it)8k1τk2λk3αk4β t
τµλναρβσ, (2.3)
where tα1β1α2β2α3β3α4β4 is antisymmetric in αi ↔ βi (for each i) and is symmetric in
(αi, βi)↔ (αj , βj). It is convenient to define
K ≡ k1α1ea1β1k2α2eb2β2k3α3ec3β3k4α4ed4β4tα1β1α2β2α3β3α4β4 (2.4a)
which gives
K = M1µλM2λαM3ανM4νµ − 1
4
M1µνM
νµ
2 M3τσM
στ
4 + 2 permutations. (2.4b)
In (2.4), Miµν = eiµkiν − kiµeiν , the indices are raised and lowered using the open string
metric G, and the two permutations are given by changing the ordering from (1234) to
(1342) and (1423) (see e.g. [25]).
The bosonic contribution is identical to the tachyon correlation function computed
for the bosonic string in [27, 28, 29, 30, 18, 31]. Combining equations (2.3) and [18,
eq. (2.15)] gives the total amplitude
A = −i
√
detG
g4o
4α′2
(2α′)4 (2π)p+1δ(p+1)
( 4∑
q=1
kq
)
K
×
∫ ∞
0
dt
2t
(8π2α′t)−
p+1
2 exp
[
kµ(ΘGΘ)
µνkν
8πα′t
− r
2t
2πα′
][ 4∏
q=1
∫ 2pit
0
dτq
]
Ψ1Ψ2Ψ12
× exp
[
− i
2
∑
i<j
(ki × kj)[τij
πt
− ǫ(τij)] + i
2
∑
y<z
(ky × kz)[τyz
πt
− ǫ(τyz)]
]
(2.5)
where τij = τi − τj , k =
∑
i ki = −
∑
y ky is the nonplanar momentum, ǫ(τ) is the sign
of τ , and
Ψ1 =
∏
i<j
|ψij|2α
′kiµGµνkjν , Ψ2 =
∏
y<z
|ψyz|2α
′kyµGµνkzν , Ψ12 =
∏
i,y
(ψTiy)
2α′kyµGµνkiν ,
(2.6a)
ψij = 2πi exp
(
− τ
2
ij
4πt
)
ϑ1(i
τij
2pi
|it)
ϑ′1(0|it)
, ψTiy = 2π exp
(
− τ
2
iy
4πt
)
ϑ2(i
τiy
2pi
|it)
ϑ′1(0|it)
. (2.6b)
6
Here, i and y are indices which run over the vertex operators on the two boundaries,
and q runs over all vertex operators. The quantity K was given in (2.4), and we
have suppressed Chan-Paton factors. We also have introduced a transverse distance r
between the parallel branes. It gives a mass
m =
r
2πα′
(2.7)
to the ground states of open strings stretching between the branes and acts as an
infrared cutoff in the world-volume Yang-Mills theory.
The exponential factor
exp
[
1
8πα′t
kµ(ΘGΘ)
µνkν
]
= exp
[
−(∆x)
2
8πα′t
]
, ∆xµ ≡ Θµνkν , (2.8)
in (2.5), which was interpreted in [18] as the manifestation of a stretched string in the
bosonic string theory, and was responsible for IR/UV mixing in those theories, survives
the field theory limit in the superstring as well. Thus, the observations made in [18]
apply also here.
3. One-loop Amplitude in Noncommutative N = 4 SYM
The one-loop amplitude for noncommutative N = 4 super-Yang-Mills theory can be
obtained from (2.5) by taking α′ → 0 with α′t fixed. While our main focus is on the
3+1-dimensional N = 4 noncommutative SYM theory, our results apply to generic
p, and we will keep our discussion general. To take the field theory limit, we have
been implicitly considering only magnetic B; however, the results of section 2 are
completely general, holding also for electric B, and so can be used in the context of the
NCOS [4, 5, 6, 7, 8]. Note that as t→∞,
ψij = −2 sinh
(τij
2
)
exp
(− τ 2ij
4πt
)
, ψTiy = 2 cosh
(τiy
2
)
exp
(− τ 2iy
4πt
)
. (3.1)
To isolate the t dependence we rescale τ so that 0 < τ < 1. Let T = 2πm2α′t and
recall that gYM = go/
√
2α′. This gives the field theory amplitude
A = −i24π p+12
√
detGg4YM δ
(p+1)
( 4∑
q=1
kq
)
Kmp−7
∫ ∞
0
dT
2T
T
7−p
2 exp
[
−m
2(∆x)2
4T
− T
]
×
[
4∏
q=1
∫ 1
0
dτq
]
exp
[
− i
2
∑
i<j
(ki × kj)[2τij − ǫ(τij)] + i
2
∑
y<z
(ky × kz)[2τyz − ǫ(τyz)]
]
× exp
[
T
∑
p<q
kpµG
µνkqν
m2
[|τpq| − τ 2pq]
]
. (3.2)
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Later we shall examine the amplitude (3.2) in the kinematic region
kpµG
µνkqν ≪ m2, with kpΘkq remaining finite [equation (1.2)].6 In this case the last
factor of (3.2) has the expansion[
1 + T
∑
p<q
kpµG
µνkqν
m2
[|τpq| − τ 2pq]+ . . .
]
. (3.3)
Let us first look at the planar contribution. In this case k = 0 and ∆x = 0. Also,∑
i<j(ki × kj)τij = 0 by momentum conservation; thus the phase factor in (3.2) is just
exp
[
i
2
∑
p<q
(kp × kq)ǫ(τpq)
]
. (3.4)
This turns the amplitude
A ∼ 1
m4
∫
d4xTrF 4 +
1
m2
∫
d4xTrFFDFDF + · · · (3.5)
of the commutative theory into the
A ∼ 1
m4
∫
d4xTr(F ∗ F ∗ F ∗ F ) + 1
m2
∫
d4xTr(F ∗ F ∗DF ∗DF ) + · · · (3.6)
of the noncommutative theory. (Here we have been schematic and have not included
the Lorentz indices.)
The story for nonplanar diagrams is more complicated. There are essentially two
new features for nonplanar diagrams in (3.2) compared to B = 0 and the planar
diagram. The first is the appearance, in the integral over proper time T , of (∆x)2,
in a manner which suppresses the contribution to the amplitude from small T (short-
distance). The second new feature is that in the integration of the vertex operator
coordinates, there are additional phase factors
exp
[
−i
∑
i<j
(ki × kj)(τi − τj)
]
. (3.7)
Both features already appeared in the bosonic cases [27, 29, 18]. Here with a large
number of supersymmetries present, their effects can be isolated and subjected to a
thorough analysis.
6We can also define T = 2piα
′t
(∆x)2 and consider an expansion in terms of k
2(∆x)2. Either expansion
gives the same leading order result, with which we are mostly concerned.
8
3.1 Stretched strings and closed strings
The factor exp
[
−m2(∆x)2
4T
]
, in equation (3.2), was interpreted in [18] as the effect of a
stretched string. More explicitly, when B 6= 0, an open string has a nonzero length, as
described in the introduction, the effect of which is to cut open an otherwise closed first-
quantized particle loop. The exponential factor may be understood as the amplitude
for diffusion of a mass m particle over a distance |∆x|. When, for B = 0, the loop
integral is divergent at short distances (small T ), the stretched string effect regularizes
the divergence. However, taking ∆x to zero will recover the original UV divergence.
This is the origin of the IR/UV mixing discussed in [11]. In theories for which the
commutative loop integral is convergent in the UV region, we would expect that the
∆x → 0 limit can be achieved in a continuous way, and that IR singularities are
absent. It might be expected that the effect of the stretched string is mild in these
cases. However, as we shall see below, it suppresses the amplitude exponentially at
large external k.
In the low energy expansion in terms of kp·kq
m2
the integration over T can be per-
formed exactly for each term in the series and gives [32, eq. 8.432.6]
In = m
p−7
∫ ∞
0
dT
2T
T
7−p
2
+ne−
m2(∆x)2
4T
−T =
(
m |∆x|
2
)n(
2m
|∆x|
) p−7
2
K 7−p
2
+n(m |∆x|),
(3.8)
where K is the modified Bessel function. Recall that K−ν(z) = Kν(z) and as z → 0,
Kν(z) =
{
Γ(ν)
2
(
2
z
)ν
, ν > 0,
− ln z
2
, ν = 0.
(3.9)
For generic p and n, as ∆x→ 0, we have
In ∼


Γ
(
n+ 7−p
2
)
2
mp−7, n+ 7−p
2
> 0,
− logm |∆x| , p = 7, n = 0,
Γ
(
7−p
2
)
2
( 2
|∆x|
)p−7, p = 8, 9;n = 0,
−m2 log(m |∆x|), p = 9, n = 1.
(3.10)
When n + 7−p
2
> 0, the integral in (3.8) is convergent as ∆x = 0; thus, as ∆x → 0,
In reduces to the standard results for B = 0. In the other cases, logarithmic, linear
and quadratic divergences, respectively for 8, 9 and 10-dimensional SYM theory, are
reflected in the singular dependence on ∆x in the amplitude.
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For m |∆x| ≫ 1—i.e. the large external momentum limit—
In ∼ exp[−m |∆x|]. (3.11)
The amplitude is exponentially suppressed at large k. The behaviour in (3.11) is easily
understood from the stretched string picture in which a particle of mass m diffuses
a distance |∆x|. This large momentum suppression is reminiscent of the asymptotic
behaviour of correlation functions observed in the supergravity side [33] and the high
temperature suppression of the partition function for nonplanar diagrams of N = 4
noncommutative SYM [34], although the details are somewhat different.
We note that for n = 0—i.e. the leading term in the expansion (3.3)—there is
also an interpretation for (3.8) in terms of the lowest closed string modes. Defining
M2 = ( ∆x
2piα′
)2 and d˜ = 9−p, the codimension of the brane, we can rewrite equation (3.8)
as (notice that Mr = m |∆x| )
I0 = (2πα
′)7−p2π
9−p
2
∫
dd˜q
(2π)d˜
eiq·r
q2 +M2
. (3.12)
The right hand side of equation (3.12) has the interpretation of a massive particle of
mass M propagating between the branes. In contrast with the B = 0 case (∆x → 0
in (3.8)), for which the propagator is mp−7 =
(
2piα′
r
)7−p
corresponding to a virtual me-
diating massless closed string, now the propagating particle has a mass M = |∆x|
2piα′
.
This result can be understood by noting that the intermediate closed string has mo-
mentum kµ (defined below equation (2.5)) along the brane direction from momentum
conservation and therefore an effective mass
M2 = −kµgµνkν = −kµGµνkν +
(
1
2πα′
)2
kµ(ΘGΘ)
µνkν ∼
(
∆x
2πα′
)2
, (3.13)
where in the last step we have recalled equation (1.2). Physically, this means that due
to the different scaling between the closed and open string metrics, the low energy limit
for the brane world-volume theory does not correspond to the low energy limit for the
bulk closed string modes.
It is interesting to compare the IR/UV relation between the open and closed string
pictures. For p ≤ 6, SYM theory is IR divergent when m = 0; this is reflected in
the UV divergence, for codimension d˜ ≥ 3, of the transverse propagator on the closed
string side, as we reduce the separation of the branes to zero. For p = 8, 9, the SYM
theory is linearly and quadratically UV divergent while the transverse propagator is
IR divergent (M → 0) in codimension d˜ = 1, 0. At p = 7 SYM theory is both UV
and IR divergent and the closed string propagator in codimension 2 is both IR and UV
divergent.
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The UV/IR relations in equation (3.10) for p = 7, 8, 9 are precise realizations of
closed string idea proposed in [11, 12] to explain IR/UV mixing in noncommutative
theories. However we note that that picture seems to apply only for the n = 0 term,
which is protected by a nonrenormalization theorem from contributions of massive
string modes [35]. For higher order terms, in principle, there can be an infinite number
of massive closed string modes involved. For example, the p = 9, n = 1 term is
logarithmically divergent as ∆x→ 0, but there is no propagation of a codimension two
closed string to explain it.7
3.2 Beyond the ∗-product
Now we would like to focus on the leading order (n = 0) terms, and attempt to write
down an off-shell gauge invariant one-loop effective action.
Due to the presence of the additional phase factors,
exp
[
−i
∑
i<j
(ki × kj)(τi − τj)
]
, (3.14)
in the integrals over τq in (3.2), the product between the insertions on the same bound-
ary is neither an ordinary nor a ∗-product, as it was for the B = 0, and planar cases,
respectively. In particular and interestingly, the nonplanar terms in the action are not
∗-product generalizations of the familiar ones.
For the nonplanar diagram with two vertex operators on each boundary (we label
1, 2 on one boundary and 3, 4 on the other), we find that the τ -integrations give rise
(including the Chan-Paton factors) to a factor of
Tr(T aT b) Tr(T cT d)
sin
(
k1×k2
2
)
k1×k2
2
sin
(
k3×k4
2
)
k3×k4
2
. (3.15)
Note that (3.15) is finite as k1 × k2 → 0 and/or k3 × k4 → 0.
The other type of nonplanar diagram has 1, 2, 3 on one boundary and 4 on the
other. Then, for the ordering τ1 > τ2 > τ3,
∫ 1
0
dτ1
∫ τ1
0
dτ2
∫ τ2
0
dτ3 e
i
2
(k1×k2+k1×k3+k2×k3)e−i(k1×k2)τ12−i(k1×k3)τ13−i(k2×k3)τ23
=
e
i
2
(k1×k2+k3×k4)
(k1 × k4)(k3 × k4) + 2
e
i
2
k2×k3 sin
(
k1×k4
2
)
(k1 × k4)2(k2 × k4) + 2
e
i
2
k1×k2 sin
(
k3×k4
2
)
(k2 × k4)(k3 × k4)2 . (3.16)
7The closed string proposal also suffers problems at two loops.[22]
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This is nonsingular even when ki × kj → 0. Including all the orderings, as well as the
minus sign that comes with the odd-number of Chan-Paton matrices on the σ = π
boundary, gives
− Tr(T bT aT c)Tr(T d)
{
e
i
2
(k1×k2+k1×k3+k2×k3)
[k3 × (k1 + k2)][k1 × (k2 + k3)] +
e
i
2
(k2×k3−k1×k2−k1×k3)
[k1 × (k2 + k3)][k2 × (k1 + k3)]
+
e
i
2
(k1×k2−k1×k3−k2×k3)
[k2 × (k1 + k3)][k3 × (k1 + k2)]
}
− Tr(T aT bT c)Tr(T d)
{
e
i
2
(k2×k3+k1×k3−k1×k2)
[k3 × (k1 + k2)][k2 × (k1 + k3)] +
e
i
2
(k1×k3+k1×k2−k2×k3)
[k2 × (k1 + k3)][k1 × (k2 + k3)]
+
e−
i
2
(k1×k2+k1×k3+k2×k3)
[k1 × (k2 + k3)][k3 × (k1 + k2)]
}
. (3.17)
When the gauge group is abelian, equation (3.17) can be simplified to8
−sin
(
k2×k3
2
)
sin
(k1×(k2+k3)
2
)
(k1+k2)×k3
2
k1×(k2+k3)
2
− sin
(
k1×k3
2
)
sin
(k2×(k1+k3)
2
)
(k1+k2)×k3
2
k2×(k1+k3)
2
. (3.18)
If we have N vertex operators on the same boundary, the general product structure
between the operators is given by
Tr [T a1 . . . T aN ]
[
N∏
q=1
∫ τq−1
0
dτq
]
exp
[
− i
2
∑
i<j
(ki × kj)[2τij − ǫ(τij)]
]
; τ0 ≡ 1, (3.19)
plus permutations.
To lowest order in k2/m2, the four gluon scattering amplitudes are given by
A2→2 = −i24π
p+1
2
√
detGg4YM δ
(p+1)
( 4∑
q=1
kq
)
Tr(T aT b) Tr(T cT d) K
×
(
∆x
2m
) 7−p
2
K 7−p
2
(m∆x)
sin
(
k1×k2
2
)
k1×k2
2
sin
(
k3×k4
2
)
k3×k4
2
, (3.20)
where K is given by (2.4). Similarly (for simplicity, we only give the U(1) result in this
8This is not manifestly symmetric in the three vertex operators on one boundary, but follows from
the manifestly symmetric expression (3.17).
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case),
A1→3 = i24π p+12
√
detGg4YM δ
(p+1)
( 4∑
q=1
kq
)
K
×
(
∆x
2m
) 7−p
2
K 7−p
2
(m∆x)
[
sin
(
k2×k3
2
)
sin
(k1×(k2+k3)
2
)
(k1+k2)×k3
2
k1×(k2+k3)
2
+
sin
(
k1×k3
2
)
sin
(k2×(k1+k3)
2
)
(k1+k2)×k3
2
k2×(k1+k3)
2
]
.
(3.21)
It is easy to see that the above amplitudes are gauge invariant on-shell; i.e. A = 0,
when we take ei ∝ ki.
Now we would like to extend the above on-shell amplitudes to the off-shell effective
action. The standard way of doing this is to take Mµν = eµkν − eνkµ → − igYM Fµν with
Fµν given by the tree-level expression
Fµν = ∂µAν − ∂νAµ − iAµ ∗ Aν + iAν ∗ Aµ (3.22)
Combining these expressions, we find that the 1-loop effective action contains the
terms9
Γ1-loop = − 1
4!(4π)
p+1
2
∫
dp+1x
√
detGtµνρσλταβ
×
{
N2
2
Γ
(7− p
2
) 1
m7−p
TrU(N1)[Fµν(x) ∗ Fρσ(x) ∗ Fλτ (x) ∗ Fαβ(x)]
+ 3TrU(N1)[Fµν(x) ∗′ Fρσ(x)] I 7−p
2
(
m,
√←−
∂µ
(
ΘGΘ
)µν−→
∂ν
)
TrU(N2)[Fλτ (x) ∗′ Fαβ(x)]
− 4TrU(N1)
(∗3[Fµν(x), Fρσ(x), Fλτ (x)])I 7−p
2
(
m,
√
−∂µ
(
ΘGΘ
)µν
∂ν
)
TrU(N2)(Fαβ(x))
}
+ (N1 → N2)
(3.23a)
where N = N1 + N2 is the total number of D-branes with N1 and N2 D-branes on
each boundary; the factor of N1,2 appears in the planar diagram from tracing over the
9Using equation (2.4), we can write e.g. (up to a total derivative if ∗-products are used)
tµνρσλταβ Tr (Fµν(x)Fρσ(x)Fλτ (x)Fαβ(x)])
= 24Tr
(
2FµρFν
ρFµσF νσ + Fµ
ρFρ
νFν
σFσ
µ − 1
2
FµρF
µρFνσF
νσ − 1
4
FµρFνσF
µρF νσ
)
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Chan-Paton factors on the empty boundary; the traces are taken in the fundamental
of the indicated subgroup;
In(m, x) ≡
( x
2m
)n
Kn(mx); (3.23b)
and we have defined, from (3.15), the ∗′-product (1.8), and from (3.17), the ∗3-ternary
operation. For an abelian gauge group, the ∗′3-ternary operation
∗′3 [f(x), g(x), h(x)]
≡
[
sin
(
∂2×∂3
2
)
sin
(∂1×(∂2+∂3)
2
)
(∂1+∂2)×∂3
2
∂1×(∂2+∂3)
2
+
sin
(
∂1×∂3
2
)
sin
(∂2×(∂1+∂3)
2
)
(∂1+∂2)×∂3
2
∂2×(∂1+∂3)
2
]
f(x1)g(x2)h(x3)|xi=x ,
(3.24)
defined following (3.18), gives the same result as the similarly defined ∗3-ternary oper-
ation. For the general product (3.19) we can define a ∗n n-ary operation which we will
not write down explicitly.
We should note that (for p < 7) equations (3.8) and (3.10) imply that the power
expansion of I 7−p
2
(m, x) contains only nonnegative, even integer powers of x; thus
equation (3.23a) contains only nonnegative integer powers of derivatives, and so is
well-defined. The limit Θ→ 0 is also well-defined—for example, all the ∗n n-ary oper-
ations become ordinary products—and recovers the nonabelian analogue of (1.3) given
in e.g. [36] and references therein.
We have some remarks regarding equation (3.23):
• The ∗′-product was also found by Garousi in [37]. When considering the scattering
amplitudes of one closed string with two open string modes,10 he found that the
∗′-product should be used to multiply the massless open string fields.
• The nonplanar part of equation (3.23) is not gauge-invariant, off-shell. To be
specific, we focus on the second line of (3.23a); the symmetry of the expression—
and particularly that of the ∗′-product—implies that this term transforms into
6iTrU(N1)[(Λ∗Fµν−Fµν ∗Λ)∗′Fρσ] I 7−p
2
(
m,
√←−
∂µ
(
ΘGΘ
)µν−→
∂ν
)
TrU(N2)[Fλτ ∗′Fαβ ]
+ (N1 ↔ N2). (3.25)
At B = Θ = 0, the ∗- and ∗′-products reduce to the ordinary product, and
so the expression (3.25) vanishes by cyclicity of the trace and the symmetry
10These disk diagrams were also considered in [38].
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properties of the tensor t. For the planar contribution [the first term of (3.23a)]
the associativity of the ∗-product, combined with cyclicity of the trace, causes
that term to be gauge invariant. Generically the total 1-loop effective action is
not gauge invariant.
• In the commutative limit, TrF 2 and TrF 3 (with appropriate Lorentz contrac-
tions) are gauge invariant operators, in (3.23a), which couple to closed string
modes in the bulk. They are also observables used in the AdS/CFT corre-
spondence. However in the noncommutative theory, the corresponding operators
in (3.23) are no longer gauge invariant. This is hardly surprising, since there are
no gauge invariant local operators in the theory [14, 15, 39]. In [15, 39], gauge
invariant observables in NCSYM corresponding to supergravity modes [40, 33]
were constructed using open Wilson lines [41, 42, 43].11 It is natural to wonder
whether it is possible to replace (3.23) by a gauge invariant version in terms of
these observables or their generalizations. Our efforts in this direction have not
yielded a positive answer.
• ∗′3 generalizes the ∗′-product above. In fact, the products in equations (3.17)
and (3.18) do not appear to separate into pairs—this may be related to the fact
that the ∗′-product is not associative.12 Thus, it seems more natural to talk about
a generalized ∗n n-ary operation rather than a ∗-product. For example, ∗′3 defined
in (3.24) may be called a ternary operation.
• Our above discussions have been restricted to the leading term in (3.2). For sub-
leading terms the τ -integration will generate a much more complicated product
pattern. For example the second term in (3.3) gives rise to
[
4∏
q=1
∫ 1
0
dτq
]
exp
{
− i
2
∑
i<j
(ki × kj)
[
2τij − ǫ(τij)
]
+
i
2
∑
y<z
(ky × kz)
[
2τyz − ǫ(τyz)
]}∑
p<q
[|τpq| − τ 2pq] (3.26)
11Specifically, although Wilson loops are no longer gauge invariant in a noncommutative field theory,
the references show that if a Wilson loop of definite momentum is “cut open” so that its endpoints are
separated by precisely the displacement of the stretched string, then the resultant (nonlocal) Wilson
line is gauge invariant.
12The nonassociativity also means that we cannot gauge, in the sense of [44, 45] (see also [46]), the
∗′-product to the ordinary product.
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Thus it is a generic phenomenon that, for nonplanar diagrams, the amplitudes
are no longer expressible in terms of ∗-products alone, and may not be extended
off-shell in a gauge invariant way using (3.22).
4. Discussion and Conclusions
We have shown that for noncommutative N = 4 SYM at one-loop, just as for the
commutative theory, there is no contribution to the F 2 and F 3 terms at one-loop (see
also [47]). This simply results from properties of fermion correlation functions on the
worldsheet. We also expect that the planar part of the F 4 term is not renormalized
beyond one-loop as in the commutative case [48], but this is much less clear for the
nonplanar part.
We have written down an off-shell effective action which reproduces the on-shell
amplitudes (3.20) and (3.21). This na¨ıve off-shell extension, equation (3.23), is not
gauge invariant.13 Though equation (3.23) is only the first term in an expansion in
k·G·k—while exact in Θ—from the last remark at the end of section 3.2 we expect that
the lack of gauge invariance is generic for the higher order terms in the expansion (3.3).
The reason may be attributed to the fact that even in the field theory limit, the
theory is stringy, as a result of the stretched string effect. Recall that the worldsheet
correlators for X can be written as14
Gµν(iτi, iτj) = −α′Gµν ln
∣∣∣∣ϑ1( τij2πt | it)
∣∣∣∣
2
− i
2
Θµν
[
ǫ(τij)− τij
πt
]
; (4.1a)
Gµν(π + iτx, π + iτy) = −α′Gµν ln
∣∣∣∣ϑ1( τxy2πt | it)
∣∣∣∣
2
+
i
2
Θµν
[
ǫ(τxy)− τxy
πt
]
; (4.1b)
Gµν(iτi, π + iτx) = −α′Gµν ln
∣∣∣∣ϑ4( τix2πt | it)
∣∣∣∣
2
+
(ΘGΘ)µν
8πα′t
. (4.1c)
When B = 0, in the limit α′ → 0, keeping T˜ = 2πα′t and τp → α′τp fixed, the
above propagators all reduce to those on a circle of length T˜ ,
Dµν(τp, τq) = −Gµν |τpq|(T˜ − |τpq|)
T˜
. (4.2)
However when Θ 6= 0, for nonplanar processes, the worldsheet has a finite length
|Θk| in the σ-direction, in the limit α′ → 0, and there are nontrivial correlations in the
13One might hope to use the methods of [41, 49, 42, 43, 15, 39] to write down a gauge invariant
off-shell extension, but we have not succeeded in doing so.
14Here we take a symmetric form of the propagators with respect to the two boundaries, with
0 ≤ τi < 2pit; see appendix B.
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worldsheet. In this case, we have,
Gµν(iτi, iτj) = Dµν(τi, τj)− i
2
Θµν
[
ǫ(τij)− 2τij
T˜
]
; (4.3a)
Gµν(π + iτx, π + iτy) = Dµν(τx, τy) + i
2
Θµν
[
ǫ(τxy)− 2τxy
T˜
]
; (4.3b)
Gµν(iτi, π + iτx) = Dµν(τi, τx) + (ΘGΘ)
µν
4T˜
. (4.3c)
Thus, the field theory limit remains “stringy”; there is a nontrivial two dimensional
worldsheet and there are nontrivial correlations in the worldsheet. After all, the strong
coupling limit of this theory is known to be given by a string theory [4, 5] with α′eff ∼ Θ.
It is not inconceivable that one might see stringy effects in perturbation theory.15
It is well-known that it is a subtle issue to extend the first-
q
p1
p2
Figure 2: The
∗′-product also
appears in the
tree-level con-
tribution to the
interaction of
a closed string
with two open
strings.[37]
quantized string theory off-shell. The field variables used in string
field theory are normally related to those in the low energy expan-
sion by complicated field redefinitions. Here we may have a similar
situation. It would be interesting to perform the noncommutative
analog of the computation [52] of the one-loop effective action in
field theory, to try to determine, from the field theory point of view,
where off-shell gauge invariance breaks down.
For a hint at what the appropriate off-shell variables might be
which respect gauge invariance, we compare our computations to
those in [37], in which the disk diagram in figure 2, describing the in-
teraction of two photons with a massless closed string, was computed.
Our one-loop calculation is related to the amplitude of figure 2 by
factorization, so it is not surprising that in both cases ∗′-products
arise. Interestingly, Garousi has interpreted the ∗′-product via the
Seiberg-Witten map [3]. (To conform with the notations of [37] and [3], we will now
call our F of previous sections, Fˆ .)
We now briefly summarize the result of Garousi. The disk amplitude, figure 2, has
an expansion in terms of the kinematic invariant t = −α′p1 · p2 (the dot is with respect
to the open string metric). For this amplitude, we can again attempt to write down a
gauge invariant off-shell coupling between the massless closed and open string modes,
which would reproduce the leading terms in t. However, a closer look at the amplitude
reveals a similar problem as in our 1-loop case: such a gauge invariant coupling can
apparently not be written in terms of the noncommutative Fˆ . In [37], it was therefore
argued that the appropriate off-shell open string field variables coupling to the closed
string modes are commutative F and not the noncommutative Fˆ of (3.22).
15S.-J. Rey (private communication) has pointed out that the stretched string is reminiscent of
the stringy W -bosons discussed in [51], and that, in particular, the form of the ∗′-product strongly
resembles some stringy structure found in [51].
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It is useful to be more explicit. Garousi claims that the lowest order terms in t
may be obtained from the following procedure:
1. Start with the Born-Infeld action with commutative F coupled with closed string
modes (h below denotes collectively massless closed string modes φ, bµν , hµν) and
expand to second order in F , i.e. (schematically)
L′ ∼ hF + hFF + . . . (4.4)
2. The Seiberg-Witten map [3] gives16
F = Fˆ + Fˆ ∗′ Fˆ + . . . (4.5)
where the above expansion is exact in Θ and perturbative in Fˆ . In the second
term ∗′ is precisely what we obtained in (1.8).
3. Substitute (4.5) into (4.4) and at the same time replace all binary products in (4.4)
between Fˆ by ∗′; there is no ambiguity in the order of ∗′-products since only terms
up to second order in field strengths are kept. The resulting Lagrangian may be
written
L ∼ hFˆ + hFˆ ∗′ Fˆ + . . . (4.6)
4. The lowest order terms in t for the diagram in figure 2 (higher order terms are
related to the exchange of massive open string modes) are exactly reproduced from
the scattering amplitude of h and two Fˆ calculated from the new Lagrangian L.
Note that the terms in (4.6), that are quadratic in Fˆ , are not gauge invariant, although
the original (commutative) DBI action is gauge invariant. Hence it is the commutative
fields that are appropriate for describing the process of figure 2.
From the close relation between our one-loop amplitude and the closed string disk
amplitudes, one might wonder whether the commutative F is also relevant for writing
down an off-shell gauge invariant 1-loop effective action. While this appears natural
from string theory, it is certainly counterintuitive from the standpoint of noncommu-
tative field theory; the field theory hardly knows commutative F . We note that in
terms of the commutative field strength, which couples to the closed string metric, the
expansion we were doing in (3.3) is no longer considered a low-energy expansion. Thus
it is also not clear that we can write down an effective action using F either.
16Equation (4.5) was obtained by integrating the infinitesimal form of the Seiberg-Witten transform
along a particular path. It is expected that the path dependence[53] of the Seiberg-Witten map can
be absorbed into a field redefinition.
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Finally, it would be interesting to check whether it is possible to recover ∗′3 from
the Seiberg-Witten map in the third order term in (4.5). It would also be interesting to
determine whether, upon integrating the Seiberg-Witten equation to nth order in the
field strength, one obtains n different ∗m m-ary operations, m = 1, . . . , n, or whether
this pattern terminates or converges.
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A. Fermions in a B-field
The fermionic string in the presence of a B-field was discussed in [54, 55, 3, 56, 57].
Here we shall give a self-contained discussion of the fermionic worldsheet fields of the
NSR formalism, in the presence of a (constant) B-field and a worldsheet boundary.
For concreteness, we take the worldsheet to be the strip, parameterized by w = σ + iτ ;
σ ∈ [0, π], τ ∈ R or S1.
The bulk action for the fermions ψµ and ψ˜µ is
S =
1
4πα′
∫
d2w
{
(g +B)µνψ
µ∂¯ψν + (g − B)µνψ˜µ∂ψ˜ν
}
. (A.1)
The bulk action is invariant under two supersymmetries, under which,
δXµ = −ǫψµ − ǫ¯ψ˜µ δψµ = ǫ∂Xµ δψ˜µ = ǫ¯∂¯Xµ, (A.2)
where ǫ is the complex supersymmetry parameter. When B = 0, variation of the action
gives
ψµ = ±iψ˜µ (A.3)
at the boundary; this combined with the (Neumann) bosonic boundary condition leads
to the preservation of only the supersymmetry for which ǫ = ∓iǫ¯. We can choose the
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+-sign at one boundary; the choice of sign on the second boundary then gives us the
Neveu-Schwarz (NS) or Ramond (R) sectors, for respectively the − or + signs. In the
NS sector, the two boundaries preserve different supersymmetries, and so globally, no
(worldsheet) supersymmetry is preserved.
For general B, the bosonic action leads to the boundary condition
gµν∂nX
ν − iBµν∂τXν |bdy = 0, (A.4)
where ∂n and ∂τ are respectively normal and tangential derivatives. The unbroken
supersymmetry—namely that for which ǫ = ∓iǫ¯—and equation (A.4), leads to
(g +B)µνψ
ν = ±i(g −B)µνψ˜ν , (A.5)
which generalizes (A.3) to B 6= 0. We have derived equation (A.5) from supersymmetry
and not from the action; for a derivation from the action, see [57]. We can define ψ˜
so that the +-sign holds at σ = π. Then we can formally extend the strip to be
periodic in σ with periodicity 2π, by setting ψµ(σ, τ) = i
(
g−B
g+B
)µ
νψ˜
ν(2π − σ, τ). The
boundary condition at σ = 0 becomes (anti)periodicity of ψ; this is just the doubling
trick extended to B 6= 0.
To summarize, the only change in the manipulation of the fermions when B 6= 0 is
in the details of the doubling trick. The unbroken supersymmetry is unchanged by the
background field, and so the boundary fields at σ = 0, π, (Xµ(τ),Ψµ(τ)), which obey
δXµ(τ) = −ǫΨµ(τ), δΨµ(τ) = ǫX˙µ(τ), (A.6)
are given by
Ψµ(0, τ) =
1
2
[ψµ(0, τ)± iψ˜µ(0, τ)] =
(
1
g − B
)µ
νψ
ν(0, τ)
Ψµ(π, τ) =
1
2
[ψµ(π, τ) + iψ˜µ(π, τ)] =
(
1
g −B
)µ
νψ
ν(π, τ)
(A.7)
where, on the rightmost-side of (A.7), ψ is given by that after the doubling trick.
The partition function for the various spin structures is given by [25]
〈1〉+− = ϑ
4
2(0|it)
η(it)4
, 〈1〉−− = ϑ
4
3(0|it)
η(it)4
, (A.8a)
〈1〉−+ = ϑ
4
4(0|it)
η(it)4
, 〈1〉++ = ϑ
4
1(0|it)
η(it)4
, (A.8b)
where the subscript ±±′ denotes the periodicity in the σ and τ directions respectively.
The R (NS) sector is (anti)periodic in σ and antiperiodic in τ ∼ τ + 2πt; the corre-
sponding (−1)F sectors are periodic in τ .
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The Green functions in the NS sector for the fermions on the annulus are de-
termined, via the doubling trick, by holomorphy, (anti)periodicity and the OPE
ψµ(w)ψν(w′) ∼ α′
2
gµν
w−w′
. The Green functions are thus [58]
〈ψµ(w1)ψν(w2)〉+− =
α′
4π
gµν
ϑ2
(
w1−w2
2pi
|it)ϑ′1(0|it)
ϑ1
(
w1−w2
2pi
|it)ϑ2(0|it) , (A.9a)
〈ψµ(w1)ψν(w2)〉−− =
α′
4π
gµν
ϑ3
(
w1−w2
2pi
|it)ϑ′1(0|it)
ϑ1
(
w1−w2
2pi
|it)ϑ3(0|it) , (A.9b)
〈ψµ(w1)ψν(w2)〉−+ =
α′
4π
gµν
ϑ4
(
w1−w2
2pi
|it)ϑ′1(0|it)
ϑ1
(
w1−w2
2pi
|it)ϑ4(0|it) . (A.9c)
Equation (A.7) immediately implies that correlation functions of the boundary fermions
Ψ are given by (A.9), with the closed string metric gµν replaced with the open string
metric Gµν =
(
1
g+B
g 1
g−B
)µν
.
For general periodicity ψµ(w + 2nπ + 2mπit) = e2pii[n(α−1/2)+m(β−1/2)]ψµ(w), we can
write [58]
〈ψµ(w1)ψν(w2)〉 = α
′
4π
gµν
ϑ [ αβ ]
(
w1−w2
2pi
|it)ϑ′ [ 1/21/2 ] (0|it)
ϑ
[
1/2
1/2
] (
w1−w2
2pi
|it)ϑ [ αβ ] (0|it) , (A.9
′)
and the reader who is not confused by the observation that the doubly periodic case
of α = β = 1/2 in equation (A.9′) is everywhere singular, can skip the rest of this
paragraph. Of course, for this spin structure, we cannot write down a Green function
with the (allegedly) desired properties, because of the theorem [26, p. 431] that there
are no doubly periodic meromorphic functions with a single simple pole. Physically,
this is the result of the existence of a (constant) zero mode on the doubly periodic torus.
Thus the doubly periodic spin structure does not contribute to correlation functions
with fewer than 10 fermions. Since the correlation functions that we consider have no
more than 8 fermions, we can simply ignore the doubly periodic spin structure in this
paper.
B. A Note on the Boundary Green Function
In this section we give a derivation of the boundary propagators on the annulus in the
presence of a B-field, since there is some confusion in the literature as to what the
correct Green function is. Our discussion will be based on the results in [31].
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The goal is to find a solution of
∂1∂¯1Gµν(w1, w2) = −πα′gµνδ(2)(w1 − w2) + α
′
4πt
gµν , (B.1a){
(g +B)µλ∂1Gλν(w1, w2) + (g −B)µλ∂¯1Gλν(w1, w2)
}∣∣
σ1=0,pi
= 0, (B.1b)
Gµν(w1 + 2πit, w2) = Gµν(w1, w2) = Gµν(w1, w2 + 2πit). (B.1c)
Equation (B.1a) is the equation of motion for Xµ and eq. (B.1b) is the boundary
condition for Xµ(w1), as modified by the B-field in the now-familiar way. Symmetry,
Gµν(w1, w2) = Gνµ(w2, w1) enforces the boundary condition on Xν(w2), so we do not
need to impose that separately. The last term in equation (B.1a) is a background
charge without which (B.1a) would be inconsistent with (B.1b) and Gauss’ law [25].
Finally, the periodicity condition (B.1c) enforces singlevaluedness of the Green function
on the annulus.
Chaudhury and Novac [31] solve equations (B.1) with17
Gµν(w1, w2) = −α
′
2
Gµν

ln
∣∣∣∣∣ϑ1
(
w1−w2
2piit
| i
t
)
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2piit
| i
t
)
η2
(
i
t
)
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2
− (Rew1)
2 + (Rew2)
2
πt


− Θ
µν
2π
{
log ϑ1
(w1 + w¯2
2πit
| i
t
)− log ϑ1(w¯1 + w2
2πit
| i
t
)− i
t
Im(w1 − w2)
}
+
(ΘGΘ)µν
8π2α′

ln
∣∣∣∣∣ϑ1
(
w1−w2
2piit
| i
t
)
ϑ1
(
w1+w¯2
2piit
| i
t
)
∣∣∣∣∣
2
− [Rew1 − π]
2 + [Rew2 − π]2
πt
+
2π
t

 . (B.2)
However, equation (B.2) is not complete without specifying a branch for the logarithm
for which the Green function is continuous. In equation (B.2) the dangerous logarithms
reside in the function multiplying Θµν . As the arguments of the logarithms cross the
branch cut, there are possible discontinuities in the Green function, which will result
in extra, δ′-function sources on the right hand side of equation (B.1a). Thus, as it is
written here, the Green function does not actually obey the equation of motion (B.1a).
It would be desirable to choose a branch cut that is never crossed in the range of
the variables of the Green function; then the Green function would automatically be
continuous. An example of this is the Green function for the upper-half plane with
the branch cut along the positive real axis.18 However, for the annulus, the nature
17A similar formula in ref. [30] does not have the linear terms in each of the second and third
lines. These terms are related by the boundary condition (B.1b) and do not affect the equation of
motion (B.1a). Our careful analysis of periodicity (B.1c) shows that these terms are essential.
18The boundary is not considered part of the worldsheet; in particular, we define the boundary
Green function by taking the limit from the interior.
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of the θ-functions is such that there is no choice of branch cut that is never crossed.
Thus the function multiplying Θµν in the second line of equation (B.2) is discontinuous,
and will produce additional δ′-functions proportional to Θµν on the right hand side of
the equation of motion (B.1a). The remedy is to add a function to equation (B.2)
to explicitly cancel the unphysical discontinuities (of course, we will ensure that this
function affects neither the equation of motion nor the boundary condition).
The simplest choice of branch cut appears to be along the negative real axis. We
choose −π < Im log z ≤ π and denote this by writing Log(−pi,pi]. It can be seen from
the expression
ϑ1
(σ + iτ
2πit
| i
t
)
= 2
∞∑
n=0
(−1)ne−pit (n+ 12 )2
[
sin
(
(n +
1
2
)
τ
t
)
cosh
(
(n+
1
2
)
σ
t
)
−i cos((n+ 1
2
)
τ
t
)
sinh
(
(n+
1
2
)
σ
t
)]
,
(B.3)
that this branch cut is crossed, in a counterclockwise direction, by ϑ1
(
w1+w¯2
2piit
| i
t
)
when
τ12 increases through τ12 = (4n− 1)πt for n ∈ Z. (Recall our notation is wi = σi + iτi
where σi ∈ (0, π) and τi ∈ R; thus 0 < σ1+σ2 < 2π.) Similarly, ϑ1
(
w¯1+w2
2piit
| i
t
)
crosses the
branch cut in a clockwise direction as τ12 increases through τ12 = (4n+1)πt. We believe
that these are the only crossings. Thus the discontinuities of the function multiplying
Θµν in the second line of equation (B.2),
Log(−pi,pi] ϑ1
(σ + iτ
2πit
)− Log(−pi,pi] ϑ1(σ − iτ2πit ), (B.4)
can be mimicked by a function 2πif(τ) with f defined by
f(τ) = −
[ τ
2πt
]
, (B.5)
where [x] denotes the closest integer to x.19
Thus, the difference of equation (B.4) and 2πif(τ) is continuous across the branch
cut, but since 2πif(τ) is otherwise constant, it preserves the (differential) properties of
19Continuity of equation (B.6) further sets [ 12 + 2n] = 2n and [
3
2 + 2n] = 2(n+ 1) for n ∈ Z.
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equation (B.4) away from the branch cut. So, by replacing equation (B.2) with
Gµν(w1, w2) = −α
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 , (B.6)
we now satisfy equations (B.1), even across the branch cut.
Having modified the antisymmetric part of (B.2) by some step functions, we should
check that it indeed obeys the periodicity condition (B.1c). (The periodicity of the
symmetric part of (B.6) is obvious.) It is enough to check periodicity under w1 →
w1 + 2πit, since the Green function depends on the imaginary parts of w1 and w2 only
as Im(w1−w2); this is translational invariance along the cylinder. Under w1 → w1+2πt,
the ϑ1-function changes sign; this is the standard antiperiodicity of ϑ1. If, for some
n ∈ Z, (4n− 1)πt < Im(w1 − w2) < (4n+ 1)πt, then the first Log gives an additional
πi (the translation of w1 yields a counterclockwise rotation of the ϑ-function which
does not cross the branch cut). The second Log is essentially a reflection across the
imaginary axis, and thus is a clockwise rotation that does cross the branch cut; this
then also gives πi and the difference vanishes. Similarly, the difference of the Log ϑ1s
also cancels in the complementary region (4n + 1)πt < Im(w1 − w2) < (4n + 3)πt.20
Finally, it is clear that 2πif(Im(w1−w2)) jumps by −2πi under a shift of w1 by 2πt,21
which cancels the shift in Im(w1−w2). Thus the Green function (B.6) is periodic. Note
that the explicit inclusion of Im(w1 − w2) was crucial (cf. footnote 17).
Equations (4.1) then follow upon taking the limit that w1, w2 are on the boundary,
in the region 0 ≤ τ1, τ2 < 2πt. Outside this region, the actual expression is more
complicated, but it follows from periodicity.
σ1 = σ2 = 0: First consider −πt < τ12 < πt. In this region, one can show that
ϑ1
(δ + iτ12
2πit
| i
t
) ∼ −iδ + ǫ(τ12). (B.7)
20This leaves Im(w1 − w2) = (2n+ 1)pit. This is more involved and the specification of footnote 19
is vital.
21Again the analysis is more involved when Im(w1 − w2) = (2n+ 1)pit.
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Therefore,
Gµν(iτ1, iτ2) = −α′Gµν ln
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η
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i
t
)
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i
2
Θµν
[τ12
πt
− ǫ(τ12)
]
, −πt < τ12 < πt,
(B.8)
Periodicity extends this result to −2πt < τ12 < 2πt; remarkably, the form is the
same. (However, outside this larger region, the form changes.) This reproduces
equation (4.1a).22
σ1 = σ2 = π: Quasi-periodicity of the ϑ-function (see e.g. [26]) gives
ϑ1
(τ12 + iδ
2πt
− i
t
| i
t
)
= −epit − δt+i τ12t ϑ1
(τ12 + iδ
2πt
| i
t
)
. (B.9)
Thus, for −πt < τ12 < πt, and using equation (B.7),
Log(−pi,pi] ϑ1
(2π − δ + iτ12
2πt
| i
t
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t
.
(B.10)
Hence,
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(B.11)
again, this has the same form when extended to −2πt < τ12 < 2πt. So we have
equation (4.1b).
σ1 = 0, σ2 = π: Using
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(w1 + w¯2
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| i
t
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(B.12)
and the fact that ϑ4
(
τ12
2pit
| i
t
)
> 0 for all (real) τ12, we immediately find
Gµν(iτ1, π + iτ2) = −α′Gµν ln
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| i
t
)
η
(
i
t
)
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2
+
(ΘGΘ)µν
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. (B.13)
In particular, the antisymmetric part vanishes, so periodicity is trivial. This is
equation (4.1c). Note that σ1 = π, σ2 = 0 is exactly the same since Re(w1+w¯2) =
σ1 + σ2.
22We have dropped an overall 2α′Gµν log η
(
i
t
)
from each of equations (4.1); this is just a (t-
dependent) constant.
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Finally, one can check, though one must be careful to keep certain self-contractions,
that the two-point function for two gauge bosons in the bosonic string correctly repro-
duces the field theory one-loop contribution to the two-point function. This was the
evidence that caused [29] to assert the correctness of their boundary Green function,
even though that one turns out to not be periodic.
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