Abstract. Given a set of leaf-labelled trees with identical leaf sets, the well-known MAST problem consists of finding a subtree homeomorphically included in all input trees and with the largest number of leaves. MAST and its variant called MCT are of particular interest in computational biology. This paper presents positive and negative results on the approximation of MAST, MCT and their complement versions, denoted CMAST and CMCT. For CMAST and CMCT on rooted trees we give 3-approximation algorithms achieving significantly lower running times than those previously known. In particular, the algorithm for CMAST runs in linear time. The approximation threshold for CMAST, resp. CMCT, is shown to be the same whenever collections of rooted trees or of unrooted trees are considered. Moreover, hardness of approximation results are stated for CMAST, CMCT and MCT on small number of trees, and for MCT on unbounded number of trees.
Introduction
Given a set of leaf-labelled trees with identical leaf sets, the well-known Maximum Agreement SubTree problem (MAST) consists of finding a subtree homeomorphically included in all input trees and with the largest number of leaves [2, 7, 10, 13, 21, 22] . In other words, this involves selecting a largest set of input leaves such that the input trees are isomorphic, i.e. agree with each other, when restricted to these leaves.
This problem arises in various areas including phylogenetics which is concerned with evolutionary trees, i.e. trees representing the evolutionary history of a set of species: the leaves of the tree are in one-to-one correspondence with species under study and the branching pattern of the tree describes the way in which speciation events lead from ancestral species to more recent ones. In phylogenetics, the MAST problem is used to reach different practical goals: to obtain a consensus of several trees inferred by different methods, or that are optimal for a given criteria; to measure the similarity between different evolutionary scenarii; to identify horizontal transfers of genes. Recently, MAST has been extended to the context of supertrees where input trees can have different sets of leaves [3] .
The Maximum Compatible Tree problem (MCT) is a variant of MAST that is of particular interest in phylogenetics when the input trees are not binary [11, 12, 15, 17] . MCT requires that selected subtrees of the input trees are compatible, i.e. that groups of leaves they define can all be combined in a same tree. This is less strict than requiring the isomorphism of the subtrees, hence usually leads to selecting a larger set of leaves than allowed by MAST.
We give below a brief overview of the litterature, precising how the results presented in this paper relate to previously known results. The MAST problem is NP-hard on three rooted trees of unbounded degree [2] , and MCT on two rooted trees if one of them is of unbounded degree [17] . Subquadratic algorithms have been proposed for MAST on two rooted n-leaf trees [7, 20, 21] . When dealing with k rooted trees, MAST can be solved in O(n d + kn 3 ) time provided that the degree of one of the input trees is bounded by d [2, 6, 10] , and MCT can be solved in O(2 2kd n k ) time provided that all input trees have degree bounded by d [12] . Both problems can be solved in O(min{3 p kn, 2.27 p + kn 3 }) time, i.e. are FPT in p, where p is the smallest number of leaves to be removed from the input set of leaves so that the input trees agree [3] .
More generally, when the previously mentioned parameters are unbounded, several works (starting from [2] ) propose 3-approximation algorithms for CMAST and CMCT, where CMAST, resp. CMCT, is the complement version of MAST, resp. MCT, i.e. aims at selecting the smallest number of leaves to be removed from the input trees in order to obtain their agreement. In practice, input trees usually agree on the position of most leaves, thus approximating CMAST and CMCT is more relevant than approximating MAST and MCT. For CMCT, [11] propose an O(k 2 n 2 ) time 3-approximation algorithm. We propose here an O(n 2 + kn) time algorithm. For MAST, [3] propose an O(kn 3 ) time algorithm. Here we improve on this result by providing a linear time, i.e. O(kn), algorithm. We also state that rooted and unrooted versions of CMAST (and CMCT) have the same approximation threshold.
Let k-MAST, resp. k-MCT, resp. k-CMAST, resp. k-CMCT, denote the particular case of MAST, resp. MCT, resp. CMAST, resp. CMCT, dealing with k rooted trees. Negative results for these problems are as follows:
• For all > 0, the general MAST problem is not approximable within n 1− unless NP = ZPP [5] . A similar result is obtained here for MCT.
• It also stated here that 3-CMAST and 2-CMCT are APX-hard, i.e. that they do not admit a PTAS unless P = NP.
• For all δ < 1, 3-MAST is not approximable within 2 log δ n unless NP ⊆ DTIME 2 polylog n [17] . The same result is obtained here for 2-MCT.
Definitions and Preliminaries
A rooted evolutionary tree is a tree whose leaf set L(T ) is in bijection with a label set, and whose internal nodes have at least two children. Hereafter, we only consider such trees and identify leaves with their respective labels. The size of a tree T (denoted #T ) is the number of its leaves: #T = #L(T ). Let u be a node of a tree T , S(u) stands for the subtree rooted at u, L(u) for the leaves of this subtree, and d
Given a set L of labels and a tree T , the restriction of T to L, denoted T |L, is the tree homeomorphic to the smallest subtree of T connecting leaves of L. Lemma 1. Let T 1 and T 2 be two isomorphic trees with leaf set L, and let
Given a collection T = {T 1 , T 2 , . . . , T k } of trees on a same leaf set L of cardinality n, an agreement subtree of T is any tree T with leaves in L s.t.
The MAST problem consists in finding an agreement subtree of T with the largest number of leaves. We denote M AST (T ) such a tree.
A tree T refines a tree T , if T can be obtained by collapsing certain edges of T , (i.e. merging their extremities). More generally, a tree T refines a collection T , whenever T refines all T i 's in T . Given a collection T of k trees with identical leaf set L of cardinality n, a tree T with leaves in L is compatible with
is a common refinement of all trees in T , then the collection T is compatible. In this case, a minimum refinement T of T (i.e. collapsing a minimum number of edges) is a tree s.t. any tree T refining T also refines T . Collections of trees considered in practice are usually not compatible, motivating the MCT problem which aims at finding a tree, denoted M CT (T ), compatible with T and having the largest number of leaves. Remark that MCT is equivalent to MAST when input trees are binary.
For any three leaves a, b, c in a tree T , there are only three possible binary shapes for T |{a, b, c}, denoted a|bc, resp. b|ac, resp. c|ab, depending on their innermost grouping of leaves (bc, resp. ac, resp. ab). These binary trees on 3 leaves are called rooted triples. Alternatively T |{a, b, c} can be a fan, i.e. a unique internal node connected to the three leaves. A fan is denoted {a, b, c}.
We define rt(T ), resp. f (T ), as the set of rooted triples, resp. fans, induced by the leaves of a tree T . Given a collection
Lemma 2 ([2, 3, 12]). Two trees with the same leaf set are isomorphic iff there is no hard nor any soft conflict between them. A collection T of trees with the same leaf set is compatible iff there is no hard conflict between T .

Definition 1. Given a set of conflicts C, let L(C) denote the leaves appearing in C. Given a collection T with conflicts, an hs-peacemaker, resp. h-peacemaker, of T is any set C of disjoint hard and soft, resp. only hard, conflicts between T s.t. {T i |(L − L(C)) : T i ∈ T } is a collection of isomorphic trees, resp. compatible trees. In other words, removing L(C) from the input trees removes all conflicts, resp. all hard conflicts, between them.
Approximation Algorithms
An O(n 2 + kn) Time 3-Approximation Algorithm for CMCT
Let T be a collection of trees on an n-leaf set L. It is well-known that T is compatible iff every pair of trees in T is compatible [8] . Moreover,
Lemma 3 ([4]). T is a compatible collection of trees iff there exists a minimum refinement T of T and rt(T ) = Ti∈T rt(T i ).
If T is compatible, a minimum refinement T of T is a solution for MCT, as L(T ) = L. From Lemma 2, one can obtain T by first computing a minimum refinement T 1,2 of two trees T 1 , T 2 ∈ T , and then iterating on T −{T 1 , T 2 }∪{T 1,2 } until only one tree remains that is the sought tree T . If T is not compatible, then we apply the following:
. . . , T k } be a collection of trees on a leaf set L and let C be an hs-peacemaker, resp. an h-peacemaker, of T . Then any tree in
Given a pair of trees, [4] give an O(n) time algorithm that either returns a minimum refinement when the trees are compatible, or otherwise identifies a hard conflict C between them. Thus, from Lemma 4, the procedure sketched above for a compatible collection, can be adapted to obtain a 3-approximation of CMCT for a non-compatible collection T . Apply the algorithm of [4] to a pair of trees {T 1 , T 2 } ⊆ T to obtain either their minimum refinement T 1,2 or a hard conflict C. In the latter case, remove C from all input trees and iterate. In the former case, iterate on T −{T 1 , T 2 } ∪ {T 1,2 }. When T is reduced to a single tree, O(k + n) calls to the algorithm of [4] have been issued and the resulting set C of removed conflicts is an h-peacemaker. Hence:
A Linear Time 3-Approximation Algorithm for CMAST
W.l.o.g., this section considers input trees on a same n-leaf set labelled by positive integers 1, 2, . . . , n. First consider collections T of two trees. The following characterization of isomorphic trees is the basis of our algorithm.
Lemma 5 ([4]). Two trees T i and T j are isomorphic iff rt(T
The definition of M AST (T ) is independent of the order of the children of nodes in trees. However, to efficiently compute an approximation of M AST (T ), we considered that T 1 and T 2 are ordered. Ordering a tree T consists in totally ordering the children of every node in T . Thereby, this uniquely defines a leftright order π T on the leaves L of T .
Given an arbitrary ordering of T 1 , the approximation algorithm first tries to order T 2 accordingly. In the following, π 1 , resp. π 2 , stands for π T1 , resp. π T2 ; and π 2 (i) stands for the i-th leaf in π 2 . W.l.o.g., we also assume π 1 = 1 . . . n. 
Below is given a sketch of the proof for this proposition. Let u be a node in a tree T with leaf set L and π be an arbitrary order on 
This lemma guides the search of T 2 to remove leaves (in T 2 and T 1 ) forming a set of disjoint conflicts C s.t. for any node u of
. Such a node u is then said to be full. When all nodes of the resulting T 2 are full, Lemma 6 ensures that T 2 is embeddable in the left-right order of the tree
Nodes of T 2 are processed in post-order, such that the children of a node u are known to be full when u is processed. For efficiency reasons, a list L I of disjoint intervals of π 1 is also maintained sorted w.r.t. to π 1 . L I is initially composed of unit intervals ({1}, . . . , {n}) corresponding to leaves of T 2 . Then intervals of L I are merged or removed while processing nodes of T 2 so as to maintain the following invariant:
Invariant 1. Any interval of the list L I contains the leaf set L(u) of some node u of T 2 that is full w.r.t. π 1 | L − L(C) .
When a non-full node u is processed in the traversal of T 2 , this invariant together with pointers from each children of u to the corresponding elements ordered in L I enables us (according to Lemma 7) to efficiently identify conflicts whose removal turns u into a full node. Note that Invariant 1 is robust under the removal of a leaf in L(v) for any processed node v.
Lemma 8. Let T 1 , T 2 be two trees with leaf set in L and u be the current node of T 2 to be processed by the bottom-up algorithm ( i.e. the children of u are full w.r.t. π 1 ). Then a set hs(u) of disjoint conflicts between {T
Proposition 2 follows from Lemma 7, Invariant 1 and Lemma 8. Given two arbitrary trees T 1 , T 2 , propositions 1 and 2 show that, in linear time, disjoint conflicts can be removed and children of nodes in T 2 ordered s.t. the two resulting trees have the same left-right order on their leaves. Thus, from now on, assume that π 1 = π 2 . For convenience, even if some leaves have been removed, we note π 1 = 1 . . . n. Even if T 1 and T 2 have the same left-right order on their leaves, they may still host conflicting triples. However, let us show that a post-order search of T 1 (or equiv. T 2 ) is sufficient to remove such conflicts.
Definition 3. Let u be a node in a tree T , then rt(u) is the subset of triples x|yz ⊆ rt(T ) s.t. # {x, y, z} ∩ L(u) ≥ 2, and f (u) is the set of fans {x, y, z} ⊆ f (T ) s.t. {x, y, z} ⊆ L(u). Define a node u in tree T 1 to be valid w.r.t. tree T 2 if both rt(u) ⊆ rt(T
Note that if r 1 is the root node of tree T 1 , then rt(r 1 ) = rt(T 1 ) and f (r 1 ) = f (T 1 ). Moreover, given a tree T 2 s.t. L(T 2 ) = L(T 1 ), the validity of r 1 w.r.t. T 2 implies that T 1 and T 2 are isomorphic, as any 3-leaf set is either a rooted triple or a fan of both trees. Next lemma is the basis of a recursive process to obtain the validity of r 1 w.r.t. T 2 . u be a node of T 1 whose children, denoted c 1 , . . . , c d + (u) , are all valid. Let p(m(u) ), resp. s(M (u)), be the leaf preceding m(u), resp. succeeding M (u), in π 2 if it exists.
Lemma 9. Let
if {p(m(u))|m(u)M
(u), s(M (u))|m(u)M (u)} ⊆ rt(T 2 ) then rt(u) ⊆ rt(T 2 ) 2. if u has only two children then f (u) ⊆ f (T 2 )
if u has at least three children and for any
Lemma 9 implies that if every node u ∈ T 1 is processed after its children, examining only O(d + (u)) 3-leaf sets is enough to know whether a node u ∈ T 1 is already valid. When a conflict is encountered during this examination, its leaves are removed from the trees.
Indeed, thanks to Lemma 1, removing a leaf in S(u) does not change the pre-established validity of inner nodes of S(u). Thus, if c(u) denotes the number of such encountered conflicts, ensuring the validity of u involves looking at
See Algorithm 2 for a complete description of the procedure. Note that persistent dummy leaves can be artificially added at the beginning and end of π 1 and π 2 s.t. p(m(u)) and s(M (u)) always exist for any processed node u. Processing the whole tree T 1 globally involves O(n) 3-leaf sets as u∈T1 c(u) = O(n) and u∈T1 d + (u) = O(n) . Provided π 1 is stored in a doubly-linked list; symmetric pointers are maintained between a node u ∈ T 1 to be processed, and the two elements of π 1 that are the leftmost and rightmost leaves of S(u); and T 2 is preprocessed so as to identify in O(1) the least common ancestor of any two of its nodes; then Algorithm 2 runs in linear time. Hence, Theorem 2. The CMAST problem on a collection of k rooted trees with same n-leaf set can be 3-approximated in O(kn) time.
The reader should notice that the above algorithms can be realized simultaneously by a single search of the tree. According to Proposition 1, Proposition 2 and Algorithm 2, the case k = 2 is solved in O(n) time. Handling a collection T = {T 1 , T 2 , . . . , T k } of k > 2 trees is done as for the MCT problem (see Section 3.1), i.e. by successively considering pairs of trees in T . This procedure runs in O(nk) and, from Lemma 4, provides a 3-approximation of CMAST for T .
Inapproximability Results for MAST and MCT
In this section, we first state that the rooted and unrooted versions of CMAST (equiv. CMCT) have the same approximation threshold. Then we detail new negative results concerning the approximation of MCT, CMAST and CMCT. 
Rooted and Unrooted Versions of CMAST (equiv. CMCT) Share the Same Approximation Threshold
Let ϕ(n, k) be a function in Ω(n × k). Proposition 3 is implicitely used in [11] and is proved in the following way. Let U be a collection of unrooted trees. To ρ-approximate CMAST, resp. CMCT, on instance U, apply the hypothetical ρ-approximation algorithm to each collection obtained by rooting all trees in U at a same leaf. Then, return the best of the n computed solutions. Combining Theorem 2 and Proposition 3, resp. Theorem 1 and Proposition 3, we obtain that the unrooted version of CMAST, resp. CMCT, is 3-approximable in O(kn 2 ), resp. O(n 3 + kn 2 ), time. Using a simple padding argument yields the converse of Proposition 3: 
Hardness of Approximating CMAST on Three Trees
Theorem 3. The 3-CMAST problem is APX-hard.
Since 2-MAST (and thus, 2-CMAST) can be exactly solved in polynomial time [21] , Theorem 3 is somehow tight. Its proof relies on a careful reading of [17] which states that the general 3-MAST problem is APX-hard. In fact [17] proves that a restriction of 3-MAST to a certain set of instances is APX-hard. CMAST is not considered in [17] , but it is easy to see that for this particular set of instances, 3-MAST L-reduces to 3-CMAST
Hardness of Approximating MCT and CMCT on Two Trees
In order to prove Theorems 5 (APX-hardness of 2-CMCT) and 6 (inapproximability of 2-CMCT), we define an intermediate problem, called Maximum Star-Forest (MSF). Let G = (V, E) be a graph. A star-forest of G is a subset of E which does not contain any path of length 3. The MSF problem is: "given a graph G, find a star-forest of G that is of maximum cardinality" For each integer ∆ ≥ 1, we denote by ∆-MSFB the restriction of MSF to bipartite input graphs having maximum degree at most ∆. The restriction of the Maximum Independent Set (shortly MIS) to input graphs having maximum degree at most 3 is denoted 3-MIS. Note that 3-MIS is APX-complete [1] .
Theorem 4. The 4-MSFB problem is APX-hard.
Proof (sketch).
We use an L-reduction from 3-MIS to 4-MSFB relying on the following transformation. Let G = (V, E) be an instance of 3-MIS (i.e. a graph with maximum degree at most 3), we construct an instance G = (V , E ) of 4-MSFB as follows.
Clearly, G can be obtained from G in polynomial time, and #V = m + 3n and #E = 2m + 2n, where n and m denote the cardinality of V and E resp. 
We use an L-reduction from 4-MSFB to 2-MCT relying on the following transformation. Let G = (V, E) be an instance of 4-MSFB. Since G is bipartite there exists two independent sets I 1 and I 2 of G partitioning V . W.l.o.g., we can assume that G has no isolated vertex. We construct a collection T = {T 1 , T 2 } of two rooted trees with leaf set E. The root of T i is denoted r i . For each v ∈ I i , let X v be the non-empty star-tree whose leaf set is the set of all edges of E admitting v as an extremity (a star-tree, is a fan with an arbitrary number of leaves). The child subtrees of r i , are trees X v with v ∈ I i . The transformation requires polynomial time and the size of the instance of 2-MCT in linear in the size of the instance of 4-MSFB. The correctness of the reduction follows by proving that for each subset F ⊆ E, F is a star-forest of G iff T 1 | F and T 2 | F are compatible.
Proposition 5 yields the two main results of this section. On the first hand, we obtain: Theorem 5. The 2-CMCT problem is APX-hard.
On the other hand, using the "self-improvement" technique of [17, 19] we deduce from Proposition 5 that 2-MCT is hard to approximate within constant ratio: Theorem 6. For any real constant δ < 1, the 2-MCT problem cannot be approximated within ratio 2 log δ n , unless NP ⊆ DTIME 2 polylog n .
The analoguous to Theorem 6 for 3-MAST is [17, Theorem 3].
Hardness of Approximating MCT on Unbounded Number of Trees
For the general MCT problem we can find non-approximability results stronger than Theorem 6. Approximating MCT on collections of n-leaf trees is at least as hard as approximating MIS on n-vertex graphs. The proof consists in an approximation preserving reduction from MIS to MCT, similar to the reduction from MIS to MAST described in [5] . Since MIS is very hard to approximate [16] (see also [9] ), we obtain:
Theorem 7. For all real > 0, MCT is not approximable within ratio (1 + )n 1− unless NP = ZPP, resp. within ratio (1 + )n 0.5− unless P = NP.
Note that Theorem 7 still holds if MCT is restricted to collections of trees containing at least a binary tree. Remark that using the approximating via partitioning paradigm [14] , one can approximate MAST within n/ log n [18] . This also holds for MCT.
