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Abstract
Closed sections of totally geodesic null hypersurfaces are marginally outer trapped
surfaces (MOTS), for which a well-defined notion of stability exists. In this paper we
obtain the explicit form for the stability operator for such MOTS and analyze in
detail its properties in the particular case of non-evolving horizons, which include
both isolated and Killing horizons. We link these stability properties with the sur-
face gravity of the horizon and/or to the existence of minimal sections. The results
are used, in particular, to obtain an area-angular momentum inequality for sections
of axially symmetric horizons in four spacetime dimensions, which helps clarifying
the relationship between two different approaches to this inequality existing in the
literature.
1 Introduction
Horizons play an important role in gravity theory and several different types arise in many
contexts. Particularly relevant are Killing horizons, which are defined in spacetimes admit-
ting a Killing vector ξ as null hypersurfaces Hξ where the Killing field ξ is null, nowhere-zero
and tangent to Hξ. An immediate consequence of this definition is that any closed (i.e.
compact and without boundary) spacelike section of a Killing horizon is a marginally outer
trapped surface (MOTS for short), namely a closed codimension-two surface with one of its
null expansions identically vanishing. MOTS are very interesting objects both from a phys-
ical viewpoint, as quasi-local replacements of black holes, and from a mathematical point
of view, as objects sharing several important properties with minimal hypersurfaces. In
particular, MOTS admit a sensible definition of stability, closely related to the existence of
outer trapped surfaces just inside the MOTS. Since Killing horizons are foliated by MOTS,
it is natural to link the stability notion of its sections with the geometry of the Killing
horizon itself.
However, Killing horizons are unnecessarily restrictive in the sense that their definition
requires the existence of a special vector field in the spacetime. The definition of Killing
1
horizon can be relaxed substantially by extracting the fundamental geometric properties of
Hξ which follow from the existence of a Killing vector and imposing them directly on the
null hypersurface. This has lead to the introduction of so-called non-expanding horizons,
and their particularizations of weakly isolated horizons and isolated horizons, which have
been extensively studied in the literature. Non-expanding horizons [21, 22, 9, 5, 6, 7, 20, 28]
are embedded null hypersurfaces H (usually with an additional topological restriction) with
vanishing null expansion and such that the Einstein tensor on H satisfies an appropriate
energy condition, which implies, among other things that the second fundamental form of
H vanishes. This, in turn, implies that the null hypersurface admits a canonical connection
D inherited from the spacetime.
To be more precise, define a null normal to H as a vector field ℓ which is null, nowhere
zero and tangent to H. Null normals ℓ are obviously defined up to an arbitrary nowhere-
zero rescaling. The energy condition required in the definition of non-expanding horizon
is Ein(ℓ, u)|H ≥ 0 for any causal vector u with the same time-orientation than ℓ (Ein the
Einstein tensor of the spacetime).
Equivalent classes [ℓ] of null normals are defined by the equivalence relation {ℓ′ ∼ ℓ
if and only if ℓ′ = cℓ} with c a nonzero constant. A weakly isolated horizon [7] is a non-
expanding horizon with a selected class of null normals [ℓ] such that the commutator of
the Lie derivative Lℓ and the covariant derivative D satisfies [D,Lℓ]ℓ = 0, for any ℓ ∈ [ℓ].
This property, in combination with the energy condition above, implies that the surface
gravity along ℓ, (i.e. the function κℓ : H → R defined by ∇ℓℓ = κℓℓ) is constant. Isolated
horizons [9] H are weakly isolated horizon with the additional property that [D,Lℓ] = 0,
for any ℓ ∈ [ℓ]. Killing horizons Hξ are isolated horizons whenever the class of null normals
[ℓ] is chosen to be [ξ] and provided the spacetime satisfies the energy condition mentioned
before. Non-expanding, weakly isolated and isolated horizons were first introduced and
studied in four spacetime dimensions, but all the definitions and most of the results carry
over to arbitrary spacetime dimension [35, 34].
Although the energy condition imposed on non-expanding horizons is physically rea-
sonable, in geometric terms it is perhaps more natural to impose conditions directly on
the geometry of H irrespectively of the energy-contents of the spacetime. As already men-
tioned, the main consequence of the energy condition for non-expanding horizon is that
the null hypersurface is totally geodesic. It thus becomes of interest to analyze the geom-
etry of such hypersurfaces (this was in fact the approach taken in the seminal paper by P.
Ha´´icˇek [21]). In this context, isolated horizons are naturally replaced by totally geodesic
null hypersurfaces with a selected null normal ℓ satisfying [D,Lℓ] = 0. Although closely
related to isolated horizons, this type of hypersurfaces is clearly more general. We call them
non-evolving horizons in this paper.
Similarly as for Killing horizons, any closed spacelike section of a totally geodesic null
hypersurface is a MOTS. It is therefore of interest to try and relate the stability properties
of those MOTS with the geometry of the null hypersurface. Isolated horizons admit several
notions of extremality [11]. One of them involves the existence of trapped surfaces just
inside the horizon. This type of horizons are called subextremal, and they have played
an important role in the proof of area-angular momentum inequalities [24] in the case of
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axially symmetric horizons in four spacetime dimensions. The subextremality condition
of horizons is closely related to the stability of the MOTS embedded in the horizon, so
studying in detail the stability of these sections also clarifies under which conditions an
isolated horizon is subextremal or not.
Our aim in this paper is to perform a detailed study of the stability of MOTS in totally
geodesic null hypersurfaces and, particularly, in non-evolving horizons. We obtain a simple
and explicit form for the stability operator of MOTS lying in totally geodesic null horizons
(Proposition 2 and Corollary 2). As a direct consequence we find (Corollary 3) that non-
evolving horizons with vanishing surface gravity are always marginally stable. We also
prove (Proposition 3) a result that relates the stability properties of the sections with the
sign of the surface gravity of the horizon, provided the MOTS is a marginally trapped
surface. This extends previous results obtained by Booth and Fairhurst [11] in the case
of spacetime dimension four and axially symmetric isolated horizons. We also study the
dependence of the stability properties with the choice of section in the horizon. We find
that, in the constant surface gravity case, the stability operator transforms nicely with the
change of section and that the stability properties are independent of the section. However,
perhaps contrarily to our intuition, the same is not true in the case of non-constant surface
gravity. We give in Lemma 4 an explicit example of a Killing horizon with non-constant
surface gravity where the stability depends on the choice of section.
One of our main results (Theorem 1) states that non-evolving horizons with non-zero
and constant surface gravity are marginally stable if and only if they admit a section with
vanishing total null expansion. Under suitable additional conditions (which are automat-
ically satisfied in static Killing horizons or in axially symmetric non-evolving horizons of
spherical topology) this section must, in fact, be minimal. An interesting consequence of the
results in this paper is that they allow us to improve our understanding of the relationship
between the area-angular momentum inequality proved by Hennig, Ansorg and Cederbaum
[24] in the context of stationary and axially symmetric four dimensional spacetimes and
the local proof obtained by Jaramillo, Reiris and Dain [32] for stable MOTS. Some ini-
tial insight on the relationship between the two approaches has been recently obtained
by Jaramillo and Gabach-Cle´ment [19] by showing that the key integral consequences of
“subextremality” and “strict stability” employed respectively in [25] and [32] (in the context
of an area-angular momentum-charge inequality) translate exactly into one another under
a suitable renaiming of functions. Recently a clarification of the relationship between the
inequality of Hennig et al. [24] and another area-angular momentum inequality due to Dain
and Reiris [17] and valid for minimal surfaces lying in maximal spacelike hypersurfaces in
vacuum has also been obtained [15] by working in suitable coordinate systems. Our ap-
proach here shows, in a purely geometric and coordinate independent manner, how the
framework for the general local inequality for stable MOTS in [32] relates to the framework
for the inequality in stationary and axially symmetric black hole horizons [24]
The plan of the paper is as follows. In Section 2 we introduce our notation and basic
definitions and recall the concept of stability operator for MOTS. In Section 3 we obtain
the explicit form of the stability operator for sections of totally geodesic null hypersurfaces.
Section 4 is devoted to analyzing the stability properties of sections of non-evolving hori-
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zons. Finally in Section 5 we apply our results to the problem of area-angular momentum
inequalities for axially symmetric horizons in four spacetime dimensions. In Theorem 3
we find conditions, well-adapted to the horizon setting, under which the area-angular mo-
mentum inequality holds. This result is then used to clarify the relationship between the
results of Hennig et al. and of Jaramillo et al. mentioned above. We finish the paper with
a comment on the role played by the area-angular momentum inequality in the proof of
non-existence of two-black hole configurations in equilibrium.
2 Notation and basic results
Throughout this paper, a spacetime (M, g(n+1)) is an (n+1)-dimensional oriented manifold
M together with a smooth metric g(n+1) of Lorentzian signature. We assume (M, g(n+1)) to
be time-oriented. All manifolds in this paper are connected and without boundary and all
geometric objects are assumed to be smooth. Scalar product with a metric h is denoted by
〈 , 〉h except for the spacetime metric, where we simply write 〈 , 〉. The covariant derivative
of a metric h is ∇h and the corresponding Riemann tensor is denoted by Riemh (our sign
conventions are Riemh(X, Y )Z
def
= (∇hX∇
h
Y Z−∇
h
Y∇
h
XZ−∇
h
[X,Y ]Z). The Ricci, Einstein and
curvature scalar of Riemh are denoted by Rich, Einh and Scalh (with the sign convention
that the Ricci tensor and curvature scalar are positive for a standard sphere). For the
spacetime metric g(n+1) we write ∇, Riem, Ric, Ein and Scal. A spacetime is said to satisfy
the dominant energy condition if −Ein(u, ·) is causal and future directed for any future
causal vector u. Note that this condition, when evaluated on H with u = ℓ is precisely
the energy condition imposed in the definition of isolated horizon. Spacetime tensors carry
Greek indices, which are lowered and raised with g(n+1). Index components of the Riemann
tensor are written as Rαβγδ and are defined by R
α
βγδ
def
= (Riem(eγ , eδ)eβ)
α.
In this paper we use the term “spacelike surface” to denote a closed (i.e. compact
and without boundary) spacelike, orientable, codimension-two embedded submanifold of
(M, g(n+1)). We will denote by ΦS the embedding of S into M and we will often identify S
and its image inM under this embedding. The induced metric in S is denoted by h and our
convention for the second fundamental form and mean curvature are χ(X, Y )
def
= − (∇XY )
⊥
and H
def
= tr hχ, where a vector u ∈ TpM, p ∈ M , is decomposed as u = u‖ + u⊥ according
to the direct sum decomposition TpM = TpS ⊕ NpS of tangent and normal spaces to S.
The second fundamental form along a normal n is defined as χn
def
= 〈χ, n〉. Its trace defines
the null expansion along n, θn
def
= tr hχn. The normal bundle of S, NS =
⋃
p∈S NpS admits
a global basis on null vectors {ℓ, k} which we always take future-directed and partially
normalized by 〈ℓ, k〉 = −2 (this leaves the usual boost freedom ℓ′ = Fℓ, k′ = F−1k, where
F is a positive function on S). Given a null basis {ℓ, k}, the connection one-form of the
normal bundle is denoted by sℓ and defined as
sℓ(X)
def
= −
1
2
〈k,∇Xℓ〉.
An important notion for spacelike surfaces is the first variation of its null expansions
θℓ and θk. An explicit form for this variation has been obtained by several authors [38,
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23, 13, 20, 10, 3]. In most cases, the derivation uses implicitly that the variation vector ζ
is nowhere zero on S. This implies that, given any extension of ζ (which we may assume
to be compactly supported without loss of generality) to a neighbourhood of S and the
corresponding local one-parameter family of diffeormorphism ϕτ , τ ∈ Iǫ
def
= (−ǫ, ǫ), we have
the property (after restricting ǫ if necessary) that the map Ψζ : S × Iǫ → M defined by
Ψζ(p, τ)
def
= ϕτ ◦ΦS(p) is an embedding. This assumption simplifies notably the calculation
of the variation because one can work with Lie derivatives applied to spacetime tensors (see,
however, [3] for a derivation which does not make this implicit assumption). In this paper,
we only need the variation formula when the variation vector ζ is nowhere zero. Let ℓ(ζ)
be a nowhere zero, future-directed null vector on the hypersurface Σζ
def
= Ψζ(S × Iǫ) with
the property of being orthogonal to all surfaces Sτ
def
= ϕτ (S), τ ∈ (ǫ, ǫ). A superindex (ζ) is
added because the vector field ℓ(ζ) obviously depends on the variation vector ζ . Note that,
given ζ , the field ℓ(ζ) is defined up to a rescaling ℓ(ζ) → Qℓ(ζ), where Q is a positive function
on Σζ . Given ζ and ℓ
(ζ), the first order variation of θℓ is defined as δζθℓ
def
= d
dτ
ϕ⋆(θℓτ )|τ=0,
where θℓτ is the null expansion of Sτ with respect to the null normal ℓ
(ζ)|Sτ . This variation
takes the explicit form
δζθℓ =−△hψ + 2sℓ
(
∇hψ
)
+ ψ
(
divhsℓ − ||sℓ||
2
h +
1
2
θℓθk +
1
2
Scalh −
1
2
Ein(ℓ, k)
)
−
− α
(
Ein(ℓ, ℓ) + ||χℓ||
2
h
)
+ κζθℓ, (1)
where α, ψ are defined by the decomposition ζ |S = αℓ −
ψ
2
k and κζ
def
= −1
2
〈k,∇ζℓ(ζ)〉|S. In
this expression △h is the Laplacian on (S, h), divh is the divergence with the metric h and
∇hψ is the gradient of ψ. Interchanging {ℓ, k} in (1) yields [10].
δζθk =−△hψ − 2sℓ
(
∇hψ
)
+ ψ
(
−divhsℓ − ||sℓ||
2
h +
1
2
θℓθk +
1
2
Scalh −
1
2
Ein(ℓ, k)
)
−
− α
(
Ein(k, k) + ||χk||
2
h
)
− κζθk, (2)
where α, ψ are now defined by ζ |S = αk −
ψ
2
ℓ (and both κζ and sℓ are the same as in (1))
These expressions are well-suited for situations where one has good control on the geo-
metric properties of S. However, in some cases one has better knowledge of the properties
of the variation vector ζ . An appropriate expression for the variation of the null expansion
in this setting can be obtained in terms of the so-called, deformation tensor of ζ , defined
as a ζ ≡ Lζ g(n+1), where L denotes Lie derivative. The following proposition was proved
in [14] with the aim of analyzing the interplay between MOTS and symmetries (given two
2-covariant tensors A,B on (S, h), we define A · B = tr h(A⊗B), where the trace is taken
with respect to the first and third indices).
Proposition 1 Let S be a spacelike surface with embedding ΦS. With the notation intro-
duced above, the variation of the null expansion θℓ along an arbitrary vector field ζ takes
the form
δζ θk = (Lζk
(ζ))(H)− tr h
(
a ζ,S · χk
)
+hαβkγ
[
1
2
∇γa
ζ
αβ −∇αa
ζ
γβ
]∣∣∣∣
S
, (3)
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where k(ζ) is the one-form associated to k(ζ), a ζ, S
def
= Φ ⋆S(a
ζ ) and hαβ is the projector tangent
to S (i.e. h(v) = v‖).
In this paper we will use this result in the following slightly modified form:
Lemma 1 With the same notation as in Proposition 1, we have
δζ θk = (Lζk
(ζ))(H)− tr h
(
a ζ,S · χk
)
− hαβkγ
(
∇α∇βζγ − R
µ
αβγζµ
)∣∣
S
.
Proof. The symmetry of hαβ allows us to write
hαβkγ
[
1
2
∇γa
ζ
αβ −∇αa
ζ
γβ
]∣∣∣∣
S
=
1
2
hαβkγ
[
∇γa
ζ
αβ −∇αa
ζ
γβ −∇βa
ζ
γα
]∣∣∣∣
S
(4)
Inserting a ζαβ = ∇αζβ +∇βζα and using the Ricci and first Bianchi identities it follows
∇γa
ζ
αβ −∇αa
ζ
γβ −∇βa
ζ
γα = −2
(
∇α∇βζγ − R
µ
αβγζµ
)
. (5)
Combining (4) and (5) into (3) proves the Lemma. 
The variation formulae above are specially relevant for marginally outer trapped surfaces
(MOTS), which are spacelike surfaces such that its mean curvature H is everywhere parallel
to one of the two null normals. Assuming that H ∝ ℓ, a MOTS is defined by the property
that θℓ = 0. An important notion related to MOTS is the so-called stability operator which
is directly related to the first order variations of θℓ described above. More specifically,
consider section of the normal bundle which is nowhere tangent to ℓ. This section can be
uniquely defined by a vector field v ∈ X(S)⊥ of the form
v = −
1
2
k + V ℓ.
where V ∈ C∞(S,R). It is useful to define the Hodge dual (see e.g. [12])
v ⋆
def
=
1
2
k + V ℓ, (6)
which satisfies 〈v ⋆, v〉 = 0 and 〈v ⋆, v ⋆〉 = −〈v, v〉. For any smooth function ψ on S, the
stability operator [3] Lv is the differential operator defined by Lvψ
def
= δψvθℓ . Expression
(1) gives the explicit expression
Lvψ = −△hψ + 2sℓ(∇hψ) +
(
divhs− ||s||
2
h +
Scalh
2
− Ein(ℓ, v ⋆)− V ||χℓ||
2
h
)
ψ. (7)
We will denote by L− the stability operator along −12k. Expression (6) implies
Lv = L− − V (Ein(ℓ, ℓ) + ||χℓ||2h). (8)
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The stability operator, like any other second order elliptic operator on a compact manifold,
admits a principal eigenvalue, which is the eigenvalue with lowest real part. This eigenvalue
turns out to be real and have a one-dimensional eigenspace (see the discussion in [3]). We
will denote the principal eigenvalue of Lv by λv. The eigenspace of λv is of the form cφv
where φv > 0 and c ∈ R. According to the sign of the principal eigenvalue, a MOTS is
called strictly stable along v if λv > 0, marginally stable along v if λv = 0 and unstable
along v if λv < 0 [3]. A MOTS is stable along v iff λv ≥ 0.
In the next section we consider totally geodesic null hypersurfaces, which by construction
are foliated by MOTS, and we study the stability operator for those MOTS.
3 Totally geodesic null hypersurfaces
In this paper, a null hypersurface H is a codimension-one embedded submanifold ofM with
degenerate first fundamental form. As before, we usually identify H and its image in M .
Let ℓ be a future-directed null normal to H, namely a nowhere-zero vector field on H which
is null, future-directed and tangent to H. This vector field is defined up to a rescaling
ℓ′ = Fℓ where F : H → R+. The one form ℓ obtained by lowering its index defines a
normal one-form to H. It is a standard property that the integral curves of ℓ are geodesic,
which implies the existence of smooth function (the so-called surface gravity) κℓ : H → R
satisfying ∇ℓℓ
H
= κℓℓ. Under a rescaling ℓ
′ = Fℓ, κℓ transforms as κℓ′ = Fκℓ + ℓ(F ).
The second fundamental form of H with respect to ℓ is defined as Kℓ(X, Y )
def
= 〈Y,∇Xℓ〉,
where X, Y are vector fields tangent to H. Under a rescaling of ℓ we obviously have
KFℓ = FKℓ. Null hypersurfaces have the property that any spacelike surface embedded
in H (i.e. such that the embedding ΦS : S → M satisfies ΦS(S) ⊂ H) has the property
that ℓ|S is automatically a null normal to S. Moreover, given any pair {X, Y } of vector
fields tangent to S, the second fundamental form along ℓ|S of S satisfies, at any p ∈ S,
χℓ|S(X, Y )|p = Kℓ(X, Y )|p.
In this paper we are interested in totally geodesic null hypersurfaces, namely null
hypersurfaces with identically vanishing second fundamental form Kℓ (the definition is
obviously independent of the choice of null normal). We assume further a topological
condition, namely,
Topological condition: The topology of H is S × R where S is a closed (n − 1)-
dimensional manifold. Furthermore, the null normal ℓ is tangent to the R factor.
(⋆)
This topological condition implies H is a trivial bundle (H, S, π) where π is projection
of S×R into the first factor. Moreover, it also implies that spacelike surfaces embedded in
H are automatically sections of (H, S, π). An immediate consequence of the vanishing of
the second fundamental form Kℓ is that any embedded surface S in H has vanishing second
fundamental form χℓ along the null normal ℓ|S. In particular, the null expansion θℓ vanishes
identically, so that S is a MOTS. Another standard consequence is that Ein(ℓ, ℓ)|H = 0,
which follows immediately from the Raychaudhuri equation (or equivalently, from (1) with
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ψ = 0).
Our aim in this section is to analyze the stability operator for sections of a totally
geodesic null hypersurface H satisfying the topological condition (⋆). Select a null normal
ℓ and choose a section S0. We will denote by k the unique (once ℓ is selected) future-
directed null vector orthogonal to S0 and satisfying 〈ℓ, k〉|S0 = −2. Since totally geodesic
null hypersurfaces satisfy Ein(ℓ, ℓ)
H
= 0 and χℓ
H
= 0, it follows that the stability operator (8)
of S0 is independent of the section v of the normal bundle. Thus, the stability operator and
the corresponding principal eigenvalue are properties of S0 alone. We will denote them by
LS0 and λS0 respectively.
In order to find an expression for LS0 which depends solely on geometric properties of
H and of S0, it is convenient to introduce the following tensor:
Definition 1 Let H be a totally geodesic null hypersurface and let ℓ be a null normal of
H. Extend ℓ arbitrarily to a neighbourhood of H. The non-isolation tensor is the tensor
N ℓ defined at p ∈ H by
N ℓ|p : TpH× TpH −→ TpH
Xp, Yp −→ N
ℓ|p(Xp, Yp)
γ def= Xαp Y
β
p
(
∇α∇βl
γ − R γµαβ ℓ
µ
)
|p (9)
In order for this definition to make sense it is necessary to show that N ℓ is independent
of the extension of ℓ and that the right-hand side of (9) is tangent to H.
Lemma 2 The tensor N ℓ|p is well-defined.
Proof. The fact that the second fundamental form Kℓ vanishes implies that, for any pair of
vector fields X, Y on H, the vector field ∇XY is tangent to H. This defines a connection
on H by DXY
def
= ∇XY . Let us first show that N ℓ|p(X, Y ) is independent of the extension
of ℓ. Extend arbitrarily X|p, Y |p to tensor fields tangent to H. We have
N ℓ|p(Xp, Yp) = (∇X∇Y ℓ−∇∇XY ℓ− Riem(X, ℓ)Y ) |p
= (DXDY ℓ−DDXY ℓ− Riem(X, ℓ)Y ) |p,
which only depends on the values of ℓ|H. In order to show that N ℓ|p(Xp, Yp) is tangent to
H we calculate the commutator of Lℓ and D. Let X, Y, Z be arbitrary spacetime vector
fields. The following identity is well-known (and easy to prove)
(
LZ (∇XY )−∇[Z,X]Y −∇X (LZY )
)γ
= XαY β
(
∇α∇βZ
γ − R γµαβ Z
µ
)
Thus, for X, Y tangent to H,
Lℓ (DXY )−D[ℓ,X]Y −DX (LℓY ) = Lℓ (∇XY )−D[ℓ,X]Y −DX (LℓY )
= ∇[ℓ,X]Y +∇X (LℓY ) +N
ℓ(X, Y )−D[ℓ,X]Y −DX (LℓY )
= N ℓ(X, Y ). (10)
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Since the left-hand side is tangent to H, so is the right-hand side. 
Remark. The name non-isolation tensor comes from the concept of isolated horizon.
As mentioned in the Introduction the definition of isolated horizon requires that the Lie
derivative along ℓ and the covariant derivative D commute. Let, as before, X, Y be arbitrary
vector fields tangent to H. The tensor [Lℓ,D]Y is a one-covariant, one-contravariant tensor
which acts on X according to
([Lℓ,D]Y ) (X) = (Lℓ (DY )) (X)−DX (LℓY ) = Lℓ (DXY )−D[ℓ,X]Y −DX (LℓY ) = N
ℓ(X, Y ),
where in the second equality we have used the Leibniz rule (LℓT )(X) = Lℓ(T (X))−T (LℓX)
and the last equality follows from (10). Thus, we conclude that Lℓ and D commute if and
only if N ℓ vanishes. This remark also shows that the non-isolation tensor is a spacetime
formulation of the tensor −Ccab introduced in [7] (see eq. (4.3) there)
The following Proposition gives an explicit expression for the stability operator of S0
in terms of the properties of S0 and of the totally geodesic horizon. This result extends a
previous result by Booth & Fairhurst valid for isolated horizons [11].
Proposition 2 (Stability operator of a section of a totally geodesic null horizon)
Let H be a totally geodesic null hypersurface satisfying the topological condition (∗). Let ℓ
be a null normal and S0 a section of H. Denote by k the unique future-directed null vector
orthogonal to S0 and satisfying 〈ℓ, k〉|S0 = −2. Then, the stability operator of S0 reads
LS0ψ = −△hψ + 2sℓ
(
∇hψ
)
+ ψ
(
2divhsℓ −
1
2
κℓθk +
1
2
〈k, tr hN
ℓ〉
)
(11)
Proof. The fact that H is totally geodesic means precisely that the deformation tensor
of ℓ vanishes when acting on tangent vectors to H. This implies, in particular, that aℓ,S0
def
=
ΦS0(a
ℓ) = 0. Let k(ℓ) be the vector field on H defined by the property that k(ℓ) is null,
satisfies 〈ℓ, k(ℓ)〉
H
= −2 and is orthogonal to ϕτ (S0), where ϕτ is the local one-parameter
group of transformations generated by ℓ. Under these conditions we can apply Lemma 1
with ζ = ℓ. Since the mean curvature of S0 is H = −
1
2
θkℓ, it follows
(Lℓk
(ℓ))(H) = −
1
2
θk(Lℓk
(ℓ))(ℓ) = −
1
2
θkLℓ(〈ℓ, k
(ℓ)〉) = 0.
Using the definition of N ℓ we conclude, from Lemma 1,
δℓθk = −〈k, tr hN
ℓ〉|S0. (12)
Substituting α = 0 and ψ = −2 in (2) yields
δℓθk = 2divhsℓ + 2||sℓ||
2
h − Scalh + Ein(ℓ, k)− κℓθk. (13)
Combining (12) and (13) it follows
Ein(ℓ, k)
S0= Scalh − 2divhsℓ − 2||sℓ||
2
h + κℓθk − 〈k, tr hN
ℓ〉 (14)
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Substituting this into (1) with α = 0 we find
LS0(ψ)
def
= δ−ψ
2
kθℓ = −△hψ + 2sℓ
(
∇hψ
)
+ ψ
(
2divhsℓ −
1
2
κℓθk +
1
2
〈k, tr hN
ℓ〉
)
which proves the Proposition. 
We note for later use the following expression obtained in (14) (c.f. expression (8.16) in
??)
Corollary 1 The Einstein tensor of (M, g(n+1)) satisfies
Ein(ℓ, k)
S0= Scalh − 2divhsℓ − 2||sℓ||
2
h + κℓθk − 〈k, tr hN
ℓ〉. (15)
Recall that on a compact Riemannian manifold (S0, h), any one-form ω admits aHodge
decomposition, i.e. can be written as the sum of a gradient and a divergence-free one-form,
namely ω = df + σ where f ∈ C∞(S,R) and σ satisfies divhσ = 0. This decomposition is
unique except for an additive constant in f .
Corollary 2 With the same notation and assumptions as in Proposition 2. Let sℓ =
dQℓ+z be the Hodge decomposition of sℓ and define uℓ
def
= e2Qℓ. Then, the stability operator
of S0 is
LS0(ψ) = −divh
(
uℓ∇h
(
ψ
uℓ
))
+ 2z(∇hψ) +
1
2
(
〈k, trhN
ℓ〉 − κℓθk
)
ψ, (16)
Proof. Straightforward calculation. 
Remark. Note that we have not added a subindex ℓ to the one-form z. This is because this
tensor is independent of the choice of ℓ. Indeed, consider any other null normal ℓ′ = Fℓ,
with F ∈ C∞(H,R+) and define F0
def
= F |S0. From the definition of connection one-form
we have sℓ′ = sℓ + d lnF0. Consequently z does not depend on ℓ and Qℓ′ = Qℓ + lnF0 so
that uℓ′ = uℓF
2
0 .
This expression for the stability operator of MOTS is the key to obtain the stability
results below. It is clear that knowledge of the non-isolation tensor is necessary in order
to draw any conclusions. It is reasonable to start with the simplest possible case, namely
when this tensor vanishes identically. This case is relevant because it includes all isolated
horizons and all Killing horizons (provided the topological condition ⋆ is satisfied).
4 Stability of MOTS in non-evolving horizons
We start with the following definition, which extends the usual notion of isolated horizon
and has the advantage that it includes all Killing horizons, irrespectively of whether the
spacetime satisfies suitable energy conditions or not.
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Definition 2 Let (M, g(n+1)) be a spacetime. A non-evolving horizon (H, ℓ) is a totally
geodesic null hypersurface of (M, g(n+1)) endowed with a future-directed null normal ℓ such
that the non-isolation tensor N (ℓ) vanishes identically.
This definition includes all Killing horizons because Killing vectors satisfy the well-
known identity
∇α∇βξγ = ξµR
µ
αβγ .
Thus, with the canonical choice ℓ = ξ|Hξ the hypersurface Hξ satisfies N
ℓ = 0 and (Hξ, ξ|Hξ)
is a non-evolving horizon.
Recall that a spacelike surface is future marginally trapped if its mean curvature vector
H is future-directed and tangent everywhere to one of its null normals. The following result
is an easy consequence of Corollary 2.
Proposition 3 Let (H, ℓ) be a non-evolving horizon satisfying the topological condition (⋆)
and let S0 be any section of H. Assume that S0 is future marginally trapped with non-
identically vanishing mean curvature H. Then
• If the surface gravity κℓ is positive on S0 then S0 is strictly stable.
• If the surface gravity κℓ vanishes on S0 then S0 is marginally stable.
• If the surface gravity κℓ is negative on S0 then S0 is unstable.
Remark. As already mentioned, isolated horizons always have constant surface gravity κℓ.
Thus, Proposition 3 provides a stability classification for future marginally trapped, non-
minimal, sections of isolated horizons. The sign of κℓ determines the stability character
of S0. In the particular case of axially symmetric isolated horizons with topology S
2 × R
and assuming that the mean curvature of S0 is nowhere zero, this result has been obtained
by Booth and Fairhurst [11]. A generalization with the same symmetry and topology
assumptions but assuming only θk ≤ 0 and negative somewhere has been obtained by
Jaramillo [31].
Proof. Let λS0 be the principal eigenvalue of the stability operator LS0 . Let φ0 be
principal eigenfunction LS0(φ0) = λS0φ0. Integrating this equation on S0 we get, from (16)
with N ℓ = 0,
λS0
∫
S0
φ0ηS0 = −
1
2
∫
S0
κℓθkφ0ηS0, (17)
where ηS0 is the volume form of (S, h) and we have used the fact that z(∇
hψ) is a divergence
for any ψ and hence integrates to zero. Since φ0 has constant sign, the claims of the
Proposition follow directly from (17) after using the fact that under the conditions of the
Proposition θk|S0 ≤ 0 and not identically zero. 
In fact, in the degenerate case (i.e. when the surface gravity vanishes) the argument
proves a stronger statement.
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Corollary 3 Let (H, ℓ) be a non-evolving horizon and let S0 be any section of H. If κℓ
vanishes on S0 then S0 is marginally stable.
Having derived a general expression of the stability operator of sections of a totally
geodesic null hypersurface, it is natural to ask how does this operator depend on the section.
In order to determine the dependence on the section, we need to compare two arbitrary
sections onH. Let us therefore fix a section S0 onH and define a function τ inH by ℓ(τ) = 1
and τ |S0 = 0. τ is a coordinate along the R factor in H. Any other section S[f ] can then
be defined as a graph over S0, f : S0 → R. Let πf : S[f ] → S0 be the natural projection
along orbits of ℓ. πf is a diffemorphism and in fact an isometry between these two spaces
with their respective induced metrics. Since the derivation holds independently of whether
N ℓ vanishes or not, we state the result for general totally geodesics null hypersurfaces.
In order to determine the behaviour of the stability operator, we need to relate the
connection one-forms sℓ of S0 and sℓ[f ] of S[f ] and the null expansions θk of S0 and θk[f ]
of S[f ]. A related result written in terms of the induced connection of the null hypersurface
was obtained in [7] (see also [20])
Lemma 3 Let H be a totally geodesic null hypersurface satisfying the topological condition
(⋆) and let ℓ a null normal to H. Fix a section S0 and define S[f ] and πf as before. Let kf
be the null normal to S[f ] satisfying 〈ℓ, kf〉
S[f ]
= −2. Denote by sℓ[f ] the normal connection
of S[f ], by χk[f ] the second fundamental form of S[f ] along kf and by θk[f ] its trace. Then
sℓ[f ] = π
⋆
f (sℓ + κℓdf) , (18)
χk[f ] = π⋆f
(
χk + 2Hesshf + 2κℓdf ⊗ df + 2df ⊗ sℓ + 2sℓ ⊗ df
)
(19)
θk[f ] =
(
θk + 2△hf + 2κℓ||∇
hf ||2h + 4sℓ
(
∇hf
))
◦ πf (20)
where sℓ, χ
k and θk are, respectively, sℓ[f = 0], χ
k[f = 0] and θk[f = 0] and Hesshf is the
Hessian of f with the metric h.
Proof. As before, let ϕτ be the local one-parameter group of diffeomorphisms of H
generated by ℓ and Sτ = ϕτ (S0). Let k be the unique vector field on H with the properties
of being null, orthogonal to Sτ and satisfying 〈k, ℓ〉 = −2. Given any vector field X defined
on S0 and tangent to H, we consistently extend it to H by solving LℓX = 0 with this initial
data. This vector field is obviously tangent to Sτ . We will refer to any such vector field
as a vector field tangent to S0 although it is defined everywhere on H. Any scalar function
w ∈ C∞(S0,R) is also extended to H by solving Lℓw = 0 with this initial data.
With this notation it is immediate to check that Xf
def
= (π−1f )⋆(X) = X + X(f)ℓ. For
the null vector kf we note that 〈kf , ℓ〉
S[f ]
= −2 implies kf
S[f ]
= k + Aℓ + Z for some function
A and some vector field Z tangent to S0. Multiplying by Xf we get
0 = 〈kf , Xf〉 = −2X(f) + 〈Z,X〉h,
which implies Z
H
= 2∇hf . The condition 〈kf , kf〉
S[f ]
= 0 fixes A
H
= ||∇hf ||2h. Thus,
kf
S[f ]
= k + ||∇hf ||2hℓ+ 2∇
hf. (21)
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Let us start with the calculation of sℓ[f ]. From its definition,
sℓ[f ](Xf)
def
= −
1
2
〈kf ,∇Xf ℓ〉
∣∣∣∣
S[f ]
= −
1
2
〈k + ||∇hf ||2hℓ+ 2∇
hf,∇Xℓ +X(f)κℓℓ〉
= sℓ(X) + κℓX(f), (22)
where in the last equality we have used the fact that ℓ is orthogonal to any vector tangent
to H and
〈∇hf,∇Xℓ〉 = 0, (23)
which is a consequence of the vanishing of second fundamental form Kℓ of H. Now, since
π⋆f (sℓ)(Xf) = sℓ[(πf )⋆(Xf)] = sℓ[(πf )⋆ ◦ (π
−1
f )⋆(X)] = sℓ(X), (22) can be written as
sℓ[f ](Xf) = π
⋆
f (sℓ + κℓdf) (Xf)
which proves (18). In order to show (19) we need to evaluate the second fundamental
form of S[f ] along kf . Let X, Y be a pair of vector fields tangent to S0 and Xf , Yf the
corresponding fields tangent to S[f ]. Using LℓY = 0 (in the form ∇ℓY = ∇Y ℓ), it follows
by straightforward calculation
∇XfYf
S[f ]
= ∇XY + [X(Y (f)) + κℓX(f)Y (f)] ℓ+X(f)∇Y ℓ+ Y (f)∇Xℓ.
Multiplying this expression with kf , as given in (21), and using (23) we find
χk[f ] (Xf , Yf)
def
= − 〈kf ,∇XfYf〉
∣∣
S[f ]
=χk (X, Y ) + 2
[
X(Y (f))− 〈∇hf,∇XY 〉+ κℓX(f)Y (f)
]
+ 2 [X(f)sℓ(Y ) + Y (f)sℓ(X)] . (24)
Now, by definition of Hessian, Hesshf(X, Y ) = X(Y (f))− 〈∇hf,∇XY 〉, and (24) becomes
χk[f ](Xf , Yf) = χ
k(X, Y ) + 2Hesshf (X, Y ) + 2κℓX(f)Y (f) + 2 [X(f)sℓ(Y ) + Y (f)sℓ(X)]
= π⋆f
(
χk + 2Hesshf + 2κℓdf ⊗ df + 2df ⊗ sℓ + 2sℓ ⊗ df
)
(Xf , Yf).
This establishes (19). Taking the trace with the metric of S[f ] and using that πf is an
isometry gives (20). 
With this transformation lemma at hand, we can relate the stability operators of S0
and of S[f ] in the particular case of constant surface gravity. As discussed above, this
is the physically most interesting situation since it holds for any spacetime satisfying the
dominant energy condition.
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Proposition 4 (Dependence of the stability operator on the section) Let (H, ℓ) be
a non-evolving horizon satisfying the topological condition (⋆) and assume that the surface
gravity κℓ is constant. Then the stability operator of S[f ] is related to the stability operator
of S0 by
LS[f ] (ψ ◦ πf) = e
κℓfLS0
(
e−κℓfψ
)
◦ πf , ∀ψ ∈ C
2(S0,R).
Proof. The equality is tensorial, so it suffices to work in a suitable coordinate system.
Select any point p ∈ S0 and a coordinate system {Up, yA} near p (A,B = 1, · · · , n − 1).
Then {π−1f (Up), y
A ◦πf} is a coordinate system near π
−1
f (p). In these coordinates, πf is the
identity map and we can simply write
sℓ[f ]A = sℓA + κℓ∇
h
Af,
θk[f ] = θk + 2△hf + 2κξ∇
h
Af∇
hAf + 4sℓ
A∇hAf.
Applying (11) to the function wψ and expanding derivatives of products it follows, assuming
w > 0 everywhere,
1
w
LS0 (wψ) = −△hψ+2
(
sAℓ −
∇hAw
w
)
∇hAψ+
(
2∇hAs
A
ℓ −
1
2
κℓθk + 2s
A
ℓ
∇hAw
w
−
1
w
△hw
)
ψ.
(25)
On the other hand, Lemma 3 and (11) imply that the stability operator for S[f ] reads, in
these coordinates (recall that πf is an isometry)
LS[f ](ψ) = −△hψ + 2sℓ[f ]
A∇hAψ +
(
2∇hAsℓ[f ]
A −
1
2
κℓθk[f ]
)
ψ
= −△hψ + 2
(
sAℓ + κℓ∇
hAf
)
∇hAψ +
(
2∇hAs
A
ℓ + κℓ△hf−
1
2
κℓ
(
θk + 2κℓ∇
h
Af∇
hAf + 4sAℓ ∇
h
Af
))
ψ, (26)
where we have used that κℓ is constant. We want to find w such that the right hand sides
of (25) and of (26) are the same. The term in ∇hAψ forces w = e
−κℓf up to an irrelevant
multiplicative constant. Inserting this expression in the zero order term of (25) we get the
zero order term of (26), which proves the claim. 
Corollary 4 Let (H, ℓ) be a non-evolving horizon satisfying the topological condition (⋆)
with constant surface gravity. Then the principal eigenvalue is independent of the section.
Proof. Let φ0 be the principal eigenfunction and λS0 the principal eigenvalue of S0.
Define φf ≡ (eκℓφ0) ◦ πf . Then
LS[f ](φf) = LS[f ] ((e
κℓφ0) ◦ πf ) = (e
κℓfLS0(φ0)) ◦ πf = λS0(e
κℓfφ0) ◦ πf = λS0φf
Thus, φf is an eigenfunction of LS[f ] which must be the principal eigenfunction because it
does not change sign. 
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This corollary states that, whenever the surface gravity is constant, the stability eigen-
value is a property of the non-evolving horizon (H, ℓ) instead of a property of any particular
section. In the constant surface gravity case, we will denote this eigenvalue by λH and we
will say that the horizon is stable, marginally stable or unstable depending on the sign of
λH.
Proposition 4 and Corollary 4 give a fully satisfactory answer to the issue of how does
stability depend on the section in the constant surface gravity case. It is quite natural to
ask whether the independence of the eigenvalue on the section also holds in the case of
non-constant surface gravity. The following lemma shows that Corollary 4 is not true when
κℓ is not a constant (which, recall, can only happen if the dominant energy condition does
not hold).
Lemma 4 There exist Killing horizons with non-constant surface gravity for which the
principal eigenvalue depends on the section.
Proof. It suffices to give an explicit example. Consider the four-dimensional spacetime
R
2 × S2 with metric
ds2 = −2xWdt2 + 2dtdx+ γ,
where γ is the standard metric on the sphere and W : S2 → R is a smooth function which
we take to be constant along one of the Killing vectors of (S2, γ). It is clear that ξ = ∂t is
a Killing vector and Hξ
def
= {x = 0} is a Killing horizon of topology R× S2. An immediate
calculation shows that the surface gravity of Hξ is κξ = W and that the connection one-
form sξ and the null expansion θk of the section S0
def
= {t = 0} vanish identically. Using the
transformation Lemma 3 we can write down sξ[f ] and θk[f ] for any surface S[f ] defined
by a graph function f : S2 → R. Substitution into (11) (with N ℓ = 0) gives the stability
operator LS[f ]. Explicitly
LS[f ]ψ = −△γψ + 2W 〈∇
γf,∇γψ〉+
(
W△γf + 2〈∇
γW,∇γf〉 −W 2||∇γf ||2
)
ψ.
We first notice that the principal eigenvalue of the section {f = 0} is λS0 = 0. Next, select
f to be invariant under the same Killing vector of (S2, γ) as W . Then Wdf is a closed
one-form in S2. Define V as any solution of dV = −2Wdf and let U = eV . The stability
operator becomes
LS[f ]ψ = −e
−V divγ
(
eV∇γψ
)
+
(
W△γf + 2〈∇
γW,∇γf〉 −W 2||∇γf ||2
)
ψ
This is a self-adjoint operator with respect to the L2 product with measure ηV
def
= eV ηγ . It
follows that the principal eigenvalue is given by the Rayleigh-Ritz quotient
λS[f ] = inf
ψ 6=0
∫
S2
||∇γψ||2 + (W△γf + 2〈∇γW,∇γf〉 −W 2||∇γf ||2)ψ2ηV∫
S2
ψ2ηV
. (27)
To prove the lemma, we only need to find a pair of functions {W, f} for which λS[f ] 6= 0.
Choose f = a cos θ and W = b cos θ, where {θ, ϕ} are standard angular coordinates on the
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sphere and {a, b} are constants. Choose ψ = 1 in the Rayleigh-Ritz quotient (27). This
gives an upper bound for λS[f ], namely
λS[f ] ≤
∫ π
0
ec cos
2 θ
(
2c
(
cos2 θ − sin2 θ
)
− c2 sin2 θ cos2 θ
)
sin θdθ∫ π
0
ec cos
2 θ sin θdθ
def
= I(c)
where c
def
= −ab. Expanding the integrands near c = 0, the following expression is obtained
I(c) = −
2c
3
+
2c2
9
+ o(c3).
If c is positive and close to zero, then I(c) < 0 and the corresponding eigenvalue is also
negative, which proves the claim. 
We have shown before that degenerate non-evolving horizons are necessarily marginally
stable. It is natural to ask whether non-degenerate horizons should be non-marginally sta-
ble. The following Proposition states that non-degenerate, marginally stable, non-evolving
horizons can be characterized by the existence of minimal sections. More precisely,
Theorem 1 Let (H, ℓ) be a non-evolving horizon satisfying the topological condition (⋆)
with constant surface gravity κℓ 6= 0. If H admits a minimal section (i.e. a section S0 with
vanishing mean curvature vector H|S0 = 0), then H is marginally stable.
Conversely, if H is marginally stable, then there exists a section S[f ] satisfying∫
S[f ]
θk[f ]ηS[f ] = 0. (28)
If, moreover, for some section S0, the Hodge decomposition sℓ = z + dQℓ satisfies (i)
z(∇hQℓ) = 0 and (ii) z(∇hφ0) = 0, where φ0 is the principal eigenfunction of LS0, then
the section S[f ] is, in fact, minimal.
Proof. Assume that H admits a section S0 which vanishing mean curvature. In partic-
ular, its null expansion θk vanishes. The same proof as for Proposition 3 implies λS0 = 0,
and the first claim is proved.
For the (partial) converse, assume that λH = 0. Choose any section S0 and decompose
sℓ =
duℓ
2uℓ
+ z. According to Lemma 3, for any section S[f ] defined by a graph on S0
the connection one-form is sℓ[f ] = π
⋆
f (sℓ + κℓdf). Its Hodge decomposition is therefore
sℓ[f ] =
duℓ[f ]
2uℓ[f ]
+ z[f ], where
uℓ[f ] = (e
2κℓfuℓ) ◦ πf , z[f ] = π
⋆
f (z) (29)
(this shows in particular that z is independent of the section in the constant surface gravity
case). Let φ0 a principal eigenfunction of LS0 and define
f
def
=
1
κℓ
ln
(
φ0
uℓ
)
.
16
Proposition 4 gives
LS[f ] (uℓ[f ]) = e
κℓfLS0
(
eκℓfuℓ
)
◦ πf = e
κℓfLS0 (φ0) ◦ πf = 0.
Now, the left-hand side can be evaluated using (16) applied to the section S[f ]. It follows
θk[f ] =
4
κℓ
z[f ]
(
∇hln(uℓ[f ])
)
=
4
κℓ
z
(
∇hln
(
e2κℓfuℓ
))
◦ πf
=
4
κℓ
z
(
∇hln
(
φ20
uℓ
))
◦ πf . (30)
The integral of the right hand side on S[f ] is identically zero. This proves (28). The last
claim is immediate from (30). 
Remark. This Proposition implies that marginally stable, non-degenerate, non-evolving
horizons can be locally foliated by sections with vanishing total null mean curvature. When-
ever (i) and (ii) are satisfied this foliation is by minimal sections. This follows because
given a section with these properties a local foliation is obtained by dragging along the null
normal ℓ or, alternatively, by noticing that the proof applies also to the graph function
f = κ−1ℓ ln(φ0u
−1) + a with a an arbitrary constant.
In expression (17) we have found an integral equality for θk on any section of a non-
evolving horizon. This inequality implies, in particular, that on any stable section S0 we
have
∫
S0
κℓθkφ0ηS0 ≤ 0 and zero if and only if the section is marginally stable. This type
of inequalities are useful but have the potential drawback that they involve the principal
eigenfunction, which typically is not known explicitly. Our final aim in this section is to
obtain an integral expression which involves computable functions on any section S0.
Let (H, ℓ) be a non-evolving horizon and let S0 any section. Let φ0 the principal eigen-
value of LS0 . Applying (16) to ψ = φ0 we get
−
1
2
κℓθkφ0 = λS0φ0 + divh
(
uℓ∇
h
(
φ0
uℓ
))
− 2z
(
∇hφ0
)
.
In order to get rid of φ0 we calculate
−
1
2
κℓθkuℓ =
uℓ
φ0
(
−
1
2
κℓθkφ0
)
= λS0uℓ +
uℓ
φ0
[
divh
(
uℓ∇
h
(
φ0
uℓ
))
− 2z
(
∇hφ0
)]
= λS0uℓ + divh
(
u2ℓ
φ0
∇h
(
φ0
uℓ
))
+
u3ℓ
φ0
∥∥∥∥∇h
(
φ0
uℓ
)∥∥∥∥
2
h
−
2uℓ
φ0
z
(
∇hφ0
)
. (31)
This identity implies the following result.
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Proposition 5 Let (H, ℓ) be a non-evolving horizon satisfying the topological condition (⋆)
and S0 a section. Assume that the one-form z in the Hodge decomposition sℓ =
duℓ
2uℓ
+ z
satisfies z(∇hφ0) = 0, where φ0 is the principal eigenfunction of LS0. Then
(i) If S0 is strictly stable then
∫
S0
κℓθkuℓ < 0.
(ii) If S0 is marginally stable then
∫
S0
κℓθkuℓ ≤ 0, and it vanishes if and only if uℓ is a
principal eigenfunction of LS0.
(iii) If S0 is marginally stable and κℓ is constant and non-zero on S0, then
∫
S0
κℓθkuℓ ≤ 0,
and zero if and only if θk = 0.
Proof. Integrating (31) and using z(∇hφ0) = 0 yields
−
∫
S0
κℓθkuℓ = 2λS0
∫
S0
uℓηS0 +
∫
S0
2u3ℓ
φ0
∥∥∥∥∇h
(
φ0
uℓ
)∥∥∥∥
2
h
ηS0.
If λS0 > 0 then the right-hand side is strictly positive, which proves claim (i). If λS0 = 0 the
right-hand side is non-negative and zero if and only if uℓ = cφ0 for some constant c. This
proves claim (ii). For the third claim we only need to show that if the integral vanishes
then θk = 0. Since by point (ii), u = cφ0, substitution into (31) implies θk = 0. 
Propositions 1 and 5 require hypotheses involving the orthogonality between zℓ and
the gradient of various functions (the eigenfunction φ0 and the Hodge dual function uℓ in
Proposition (1) and φ0 in Proposition (5) The simplest case where these hypotheses are
satisfied involve Killing horizons of static Killing vectors with sufficiently simple topology.
More precisely
Lemma 5 Let Hξ be a Killing horizon in a spacetime (M, g(n+1)). Assume that the Killing
vector ξ is integrable and that the Killing horizon satisfies the topological condition (⋆) with
S simply connected. Then z vanishes on any section of Hξ.
Proof. Let S0 be a section Hξ. Since ξ is nowhere zero on S0, the same holds in a sufficiently
small neighbourhood thereof. In this neighbourhood, the integrability of ξ, namely ξ∧dξ =
0 implies the existence of a one-form β such that dξ = ξ ∧ β . β is defined up to addition
of ωξ where ω is any scalar function. Thus, we can assume without loss of generality that
β(k) = 0. Taking exterior derivative in dξ = ξ ∧ β yields ξ ∧ dβ = 0, or equivalently
dβ = ξ ∧ γ for some one-form γ. Let βˆ be the pull-back on S0 of β. From the previous
considerations we know that dβˆ = 0 (recall that ξ is a normal one-form to S0). Now
sξ(X) = −
1
2
〈k,∇Xξ〉 = −
1
4
dξ (k,X) = −
1
4
(ξ ∧ β) (k,X) =
1
2
β(X) =
1
2
βˆ(X).
Thus sξ =
1
2
βˆ and hence sξ is a closed one-form. The Hodge decomposition sξ = dQξ + z
implies that dz = 0. Since z is also divergence-free, it follows that z is harmonic. If
S0 admits no non-trivial harmonic one-forms (in particular if S0 is simply connected and
compact) then z vanishes identically. 
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The second most relevant case where hypothesis (i) and (ii) in Proposition 1 are satisfied
involve axially symmetric non-evolving horizons in four spacetime dimensions and spherical
topology. We devote next section to analyze this case and to relate the stability properties
of such horizons with the area-angular momentum inequalities.
5 Axially symmetric MOTS and angular momentum
We start with the following definition, which is essentially the same as the one given in [32].
Definition 3 A MOTS (S, h) is axially symmetric if there exists a vector field η ∈ X(S)
with closed orbits satisfying
(i) Lη h = 0.
(ii) Lη sℓˆ = 0, for some choice of basis {ℓˆ, kˆ}.
(iii) η commutes with the stability operator Lv for some choice of normal vector v of the
form (6).
Definition 4 The angular momentum of an axially symmetric, two-dimensional MOTS
S is the integral
J(S) =
1
8π
∫
S
sℓ(η)ηS, (32)
where the connection one-form sℓ is defined with respect to any basis {ℓ, k}.
Remark. The independence of the angular momentum with respect to the choice of basis
can be found, e.g. in [29]. The argument uses only the divergence-free character of η and
can be described as follows. Using sℓ = dQℓ + z yields
J(S) =
1
8π
∫
S
sℓ(η)ηS =
1
8π
∫
S
(dQℓ(η) + z(η))ηS =
1
8π
∫
S
(divh (ηQℓ) + z(η))ηS =
=
1
8π
∫
S
z(η)ηS. (33)
The last term only involves z, which is independent of the choice of basis {ℓ, k}.
The following theorem establishes a remarkable inequality between area and angular
momentum for stable, axially symmetric MOTS in four dimensional spacetimes.
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Theorem 2 (Jaramillo, Reiris, Dain, [32]) Let (M, g(4)) be a spacetime satisfying the
dominant energy condition. Let S a two-dimensional MOTS in (M, g(4)) and assume S to
be an axially symmetric and stable with respect to the null direction −1
2
kˆ. Then
|S| ≥ 8π|J(S)|.
where |S| is the area of S.
A related statement for stable minimal surfaces embedded in maximal spacelike hyper-
surfaces in vacuum spacetimes with non-negative cosmological constant had been previously
obtained by Dain and Reiris [17]. Previous to those results, area-angular momentum in-
equalities were obtained in the context of stationary and axially symmetric black holes by
Hennig, Ansorg and Cederbaum [24]. A interesting recent review on inequalities involving
area, angular momentum and mass can be found in [16] (see also [30]).
The following lemma has been used many times in the literature, see e.g. [32]. We
include its proof for completeness.
Lemma 6 Let S0 be an axially symmetric MOTS in a spacetime (M, g
(n+1)) and chose a
normal basis {ℓˆ, kˆ} satisfying (ii) in Definition 3. Then the eigenfunction φv of the stability
operator Lv, with v as in condition (iii) of Definition 3, satisfies Lηφv = 0.
Moreover, if S is two-dimensional and of spherical topology, then both φv and the func-
tion Qℓˆ in the Hodge decomposition sℓˆ = dQℓˆ + z satisfy z(∇
hφv) = z(∇hQℓˆ) = 0.
Proof. Since Lv and Lη commute, Lηφv is an eigenfunction with principal eigenvalue λv.
Hence, there exists a constant c such that Lηφv = cφv. Integrating on S it follows
c
∫
S
φvηS =
∫
S
Lη(φv)ηS =
∫
S
divh (φsη)ηS = 0. (34)
Thus c = 0 and Lηφv = 0. For the second part, from Lηsℓˆ = 0 it follows LηQℓˆ = 0 because
0 = Lη(divhsℓˆ) = Lη(△hQℓˆ) = △h (LηQℓˆ) =⇒ LηQℓˆ = const =⇒ LηQℓˆ = 0, (35)
where the last implication follows by integration on S as in (34). As a consequence we
also have Lηz = 0. If, moreover, S is of spherical topology, then z is the Hodge dual
of the gradient of a function W and a similar argument as before implies LηW = 0. or,
equivalently, that dW is orthogonal to η. S being two-dimensional, the Hodge dual z of
dW is tangent to η. The statements are now obvious because φv and Qℓˆ are constant along
η. 
All sections in a totally geodesic null horizon H are isometric. Moreover, the transfor-
mation law (18) implies that z[f ] is independent of the section. At first it may seem that
this requires κℓ to be constant, but this is not the case because one can always choose an
affinely parametrized null normal ℓ0 of H. For this choice, the surface gravity is identically
zero and hence (18) implies that sℓ0 is independent of the section. Since, moreover, z is
independent of the choice of null normal basis {ℓ, k}, the independence of z with the section
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follows. Consequently, if H is three-dimensional and admits sections which are axially sym-
metric MOTS, then both the area |S| and the angular momentum J(S) are independent of
the choice of axially symmetric section in H. In this setting we may simply write
|SH| ≥ 8πJ(H) (36)
to refer to the area-angular momentum inequality for any of the axially symmetric section
of H.
Since non-evolving horizons have a preferred choice of null normal ℓ, the following
definition becomes natural.
Definition 5 Let (H, ℓ) be a non-evolving horizon satisfying the topological condition (⋆).
(H, ℓ) is called axially symmetric if there exist a section S0 of H which is an axially sym-
metric MOTS and point (ii) in Definition (3) is satisfied by the basis {ℓˆ, kˆ} = {ℓ|S0, k|S0}.
We can now state and proof the following result, which gives sufficient conditions on a
non-evolving horizon for the validity of (36). Its proof will be the basis for our subsequent
clarification of the relationship between the argument in Hennig et al. and the argument
in Jaramillo et al of their corresponding area-angular momentum inequalities.
Theorem 3 Let (H, ℓ) be an axially symmetric, non-evolving horizon in a four dimensional
spacetime (M, g(4)) satisfying the dominant energy condition (in particular (H, ℓ) is an
isolated horizon). Assume that H is topologically S2×R with ℓ tangent to the R factor and
that the surface gravity κℓ is constant and non-zero. Then, if
∫
S0
κℓθkuℓηs0 ≤ 0 for any
section S0, then
|SH| ≥ 8πJ(H), (37)
and equality occurs only if and only if the following four conditions are satisfied:
(i) The metric h of any section of the horizon reads (in appropriate coordinates)
h = |J |
(
1 + cos2 θ
)
dθ2 +
4|J | sin2 θ
1 + cos2 θ
dϕ2. (38)
where J is an arbitrary non-zero constant.
(ii) There exists a section S1 where Ein(ℓ, k)
S1= 0.
(iii) The normal connection one-form of S1 reads
sℓ = −
cos θ sin θ
1 + cos2 θ
dθ +
2J sin2 θ
|J | (1 + cos2 θ)2
dϕ. (39)
(iv)
∫
S1
θk[S1] (1 + cos
2 θ)ηS1 = 0.
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Proof. Let S0 be an axially symmetric section ofH. Let us start by calculating uℓ‖sℓ‖2+
uℓ divhsℓ:
uℓ‖sℓ‖
2
h + uℓ divhsℓ = uℓ‖sℓ‖
2
h + divh (uℓsℓ)− sℓ
(
∇huℓ
)
= −
‖∇huℓ‖2h
4uℓ
+ uℓ‖z‖
2
h + divh (uℓsℓ) ,
where in the last equality we have used sℓ =
duℓ
2uℓ
+ z and the orthogonality between z and
duℓ. Inserting this in expression (15) (with N ℓ = 0) and integrating on S0 it follows∫
S0
(
‖∇huℓ‖2h
2uℓ
+ uℓScalh
)
ηS0 =
∫
S0
(
uℓEin(ℓ, k)− κℓθkuℓ + 2uℓ‖z‖
2
h
)
ηS0 . (40)
Under the conditions of the theorem, the first two terms in the right-hand side are non-
negative. Discarding them yields∫
S0
(
‖∇huℓ‖2h
2uℓ
+ uℓScalh
)
ηS0 ≥
∫
S0
2uℓ‖z‖
2
hηS0. (41)
The area-angular momentum inequality is proved in [32] by choosing a coordinate system
on S0 in which the metric h reads (this form of the metric was introduced in [8], a detailed
proof of existence of the coordinate system appears in [17])
h = eσ
(
e2qdθ2 + sin2 θdϕ2
)
, (42)
where σ, q are functions of θ satisfying q + σ = c, where c is constant (see expression (13)
in [32]). The inequality |S0| ≥ 8πJ(S0) is proved in that paper as a consequence of the
inequality ∫
S0
(
‖∇hα‖2h +
α2
2
Scalh
)
ηS0 ≥
∫
S0
α2‖z‖2ηS0 (43)
where α is an arbitrary function which is then chosen to be related to the metric h by
α = ece−σ/2. This inequality, in turn, follows from the stability of the MOTS along −1
2
kˆ.
The close relationship between (41) and (43) is apparent. The freedom in uℓ in (41) comes
from the freedom in choosing the section S0. Given the transformation law (29) for uℓ, we
can choose the graph function f so that
uℓ[f ] = uℓe
2κℓf = α2 = e2ce−σ. (44)
The section S1
def
= S[f ] is still axially symmetric. The argument in [32] applied to S1 proves
|S1| ≥ 8πJ(S1). Since the inequality is independent of the (axially symmetric) section, (37)
follows.
For the equality case, it is proved in [32], [1] that equality in (43) occurs if and only if
the following two conditions hold: (i) the geometry on S1 (and hence of any section of the
horizon) is isometric to the extreme Kerr throat geometry, given explicitly by (38) and (ii)
the one-from z takes the form
z =
2J sin2 θ
|J | (1 + cos2 θ)2
dϕ. (45)
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In our setting we have, in addition, discarded two non-negative terms in (41). This forces
Ein(ℓ, k)
S1= 0 and
∫
S1
κℓθk[S1]uℓ[S1]ηS1 = 0. Moreover, since uℓ[f ] = e
2ce−σ it follows from
(38) and (42) that
uℓ[S1] = |J |
(
1 + cos2 θ
)
.
Inserting this function and (45) into sℓ =
duℓ[S1]
2uℓ[S1]
+ z gives (39). Condition (iv) follows
directly from
∫
S1
κℓθk[S1]uℓ[S1]ηS1 = 0 and the explicit form of uℓ. 
Remark. As mentioned above, inequality (43) is proven in [32] from the stability of the
MOTS by using direct estimates. An alternative derivation can be obtained from the
Rayleigh-Ritz type characterization of the principal eigenvalue obtained in expression (16)
in [3] and using the fact that, whenever the function u in that paper is axially symmetric
then ω[u] = 0.
Combining this theorem with Proposition 5 yields the following Corollary.
Corollary 5 Let (H, ℓ) be an axially symmetric, non-evolving horizon in a four dimen-
sional spacetime (M, g(4)) satisfying the dominant energy condition. Assume that H is
topologically S2 × R with ℓ tangent to the R factor and that the surface gravity κℓ is con-
stant and non-zero. If H is stable then
|SH| ≥ 8πJ(H),
and equality occurs if and only if the following condition hold
(i) The horizon is marginally stable.
(ii) The metric h of any section of the horizon reads as in (38).
(iii) There exists a minimal section S1 (i.e. a section satisfying θk[S1] = 0).
(iv) The Einstein tensor satisfies Ein(ℓ, k)
S1= 0.
(v) The normal connection one-form of S1 reads as in (39).
We are now in a position where we can explain in which sense Theorem 3 clarifies
the relationship between the area-angular momentum inequality of Hennig, Ansorg and
Cederbaum [24] and the area-angular momentum inequality obtained by Jaramillo, Reiris
and Dain [32].
The setup in [24] deals with stationary and axially symmetric black hole spacetimes
which are vacuum in a neighbourhood of the event horizon. The whole argument is per-
formed in adapted coordinates where the metric takes the following form.
ds2 =
(a
uˆ
+ uˆb2 sin2 θ
)
dR2 −
∆
uˆ
dt˜2 + uˆ sin2 θ
(
dϕ˜− ωdt˜
)2
+ µˆdθ2
+ 2
(
T
uˆ
+ ωuˆb sin2 θ
)
dRdt˜− 2uˆb sin2 θdRdϕ˜
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where ∆ = 4(R2− r2h), rh is a positive constant which defines the location of the horizon H
(at R = rh). The functions a, b, uˆ, µˆ, ω depend on {R, θ} and satisfy uˆ > 0, µˆ > 0, ω|H = ωh
constant and 2rh√
µˆuˆ
= κ > 0 constant. In fact, κ is precisely the surface gravity of the Killing
vector for which H is a Killing horizon, namely ξ = ∂t˜ + ωh∂ϕ˜. The function T depends
on R alone and satisfies T (R = rh) =
4rh
κ
and dT
dR
∣∣
R=rh
< 0. The sections of the horizon
considered in that paper are S
def
= {t˜ = const.}. The key condition imposed by Hennig at
al is the subextremality of the horizon, namely the existence of inward variations from S
which strictly decrease the null expansion θk at every point (this is known to be equivalent
to the strict stability of the horizon, see Proposition 5.1 in [3]). In fact, the authors do not
quite need this condition, but a weaker condition stated in Lemma 3.1 in [24], namely
∫ π
0
∂ (µˆuˆ)
∂R
∣∣∣∣
R=rh
sin θdθ > 0. (46)
This inequality is sufficient to prove |S| > 8πJ(S) [24]. Now, we can understand this result
in the light of Theorem 3. It is matter of straightforward calculation to determine the
induced metric h, normal connection one-form sξ[S] and null expansion θk[S] of S. Letting
u˜
def
= uˆ|r=rh, the result is
h =
4r2h
κ2u˜
dθ2 + u˜ sin2 θdϕ˜2,
sξ[S] = −
1
2u˜
∂u˜
∂θ
dθ +
κu˜2 sin2 θ
8rh
∂ω
∂R
∣∣∣∣
R=rh
dϕ˜,
θk[S] = −
κ3u˜
16r3h
∂ (uˆµˆ)
∂R
∣∣∣∣
R=rh
.
According to the definition of uℓ we conclude that uℓ[S] = a0u˜−1 where a0 is an arbitrary
positive constant. We observe, first of all, that the metric h has the form (42) with eσ = u˜,
eq = 2rh
κu˜
and ec = 2rh
κ
. Moreover, condition (44) is automatically satisfied if we choose
a0 =
4r2
h
κ2
. Consequently, we have
−
∫
S
κℓuℓ[S]θk[S]ηS =
∫
S
κ2
4rh
∂ (uˆµˆ)
∂R
∣∣∣∣
R=rh
sin θdθdϕ˜ =
πκ2
2rh
∫ π
0
∂ (uˆµˆ)
∂R
∣∣∣∣
R=rh
sin θdθ (47)
so that the integral condition (46) is precisely the same as the requirement
∫
S κℓθk[S]uℓ[S]ηS <
0, which is directly related to the main hypothesis of Theorem 3. As we have seen along
the proof of this theorem, the key inequality behind |S| ≥ 8πJ(S) is (43). In one case,
this inequality follows from the stability of the MOTS and a suitable choice of coordinates
in S and a choice of α expressed in terms of the metric. In the other case, the inequality
follows form
∫
S0
κℓθkuℓηS0 ≤ 0 after exploiting the freedom in choosing the section of the
horizon. It is remarkable that the coordinate system used in [24] has the property that
the sections t˜ = const. are precisely the sections S[f ] for which the integral condition -∫
S[f ]
κuℓ[f ]θk[f ]ηS[f ] > 0 becomes exactly the integral in the left-hand side of (43).
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As mentioned in the Introduction, the relationship between the proof in [24] and the
proof of the area-angular momentum inequality for stable minimal surfaces lying in maximal
vacuum initial data sets [17] has been clarified recently in [15] by showing in an appropriate
coordinate system that inequality (46) is precisely the strict version of (43). The latter is,
in this setting, a consequence of the Rayleigh-Ritz quotient characterization of the principal
eigenvalue of the stability operator for minimal surfaces. The clarification we have obtained
in this paper provides, in addition, a clear geometric interpretation of (46) in terms of the
geometry of the Killing horizon.
A final remark is in order. In [15] the final step for the existence of singularities in
two-Kerr black hole spacetime has been achieved. In [37], [26] and [27] it was proved that
the double Kerr solution of Kramer and Neugebauer [33] is the only possible candidate for a
stationary and axially symmetric asymptotically flat black hole with an event horizon of two
connected components. Moreover, the authors also prove that either if both components are
degenerate or if the strict inequality |S| > 8πJ(S) holds on each non-degenerate component,
then there must exist a conical singularity in the portion of the axis of symmetry lying
between each connected component of the event horizon. The proof was based on explicit
formulae obtained previously by Manko and Ruiz [36] where existence of singularities was
shown under positivity of the Komar masses of each black hole constituent. In [15] the
stability (in the sense of MOTS) of each connected component of the event horizon is
proved as a consequence of existence of an outermost MOTS in spacelike asymptotically
flat slices [4, 18, 2]. Stability only implies |S| ≥ 8πJ(S) so one might think that the results
by Hennig and Neugebauer are, by themselves, not quite sufficient to finish the proof. In
[15] this issue is dealt with by mentioning (with no explicit proof) that the arguments in by
Hennig and Neugebauer can be extended to cover the case |S| = 8πJ(S) on non-degenerate
components.
In view of the results in this paper, an alternative argument to exclude the equality case
|S| = 8πJ(S) in non-degenerate components is to show that any of the five conditions (i)-(v)
in Corollary 5 is not satisfied in the double Kerr spacetime. The coordinate transformation
cos θ = a0(ζ − ζ0), with a0, ζ0 constants brings the metric (38) into the form
h =
a21
F (ζ)
dζ2 + a22F (ζ)dϕ
2, (48)
with a1
def
= a0
√
|J |, a2
def
= 2
√
|J |, and
F (ζ)
def
=
1− a20 (ζ − ζ0)
2
1 + a20 (ζ − ζ0)
2 .
In fact, it is straightforward to check that cos θ = a0(ζ−ζ0) is the most general transforma-
tion that brings (38) into the form (48). On the other hand the geometry of a non-degenerate
connected component of the “event horizon” of the double Kerr solution is
h˜ =
a21
F˜ (ζ)
dζ2 + a22F˜ (ζ)dϕ
2, (49)
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where −F˜ (ζ) is the real part of the Ernst potential associated to the asymptotically timelike
Killing vector ξˆ. Expression (49) follows by setting {ρ = 0, t = 0} in the spacetime metric
written in Weyl-Papapetrou coordinates {t, ϕ, ρ, ζ} as written e.g. in formula (1) in [27]
and using the facts that the functions k and a in that metric are constant along the horizon.
Now, the Ernst potential associated to the Killing vector ξˆ for the double Kerr solution is
well-known. Its explicit form is given, for instance, in expression (34.94) in [39]. Restricting
to ρ = 0, ζ ∈ (K4, K3) (K4 < K3 < K2 ≤ K1 are constants) which corresponds to a non-
degenerate component of the horizon, and taking the real part yields
F˜ (ζ) =
(K1 − ζ)(K2 − ζ)(K3 − ζ)(ζ −K4)
P4(ζ)
,
where P4(ζ) is a fourth-order polynomial which does not vanish anywhere in the interval
ζ ∈ (K4, K3). It is obvious that h˜ is not isometric to h in (48), so we are not in the equality
case of the area-angular momentum inequality, and non-degenerate horizons in the double
Kerr spacetime necessarily satisfy the strict inequality |S| > 8πJ(S).
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