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Educational applications of Natural Language Processing (NLP) have included providing learners with helpful and accurate feedback. In this paper we present a system that takes a first step towards providing feedback during spoken Computer-Assisted Language Learning (SpokenCALL).
We propose a machine learning based approach that combines syntactic and semantic features alongside deep learning in order to accept or reject a textual response given a provided prompt. Our approach was evaluated as part of the SpokenCALL shared task (Text track), ranking first place in V1, and second in V2.
Abstract
Spoken CALL : a prompt response based exercise to help Swiss German teens practice English conversation. where the prompt is a piece of German text and the response is a recorded English audio file. Given the prompt and response, the task is to accept linguistically and topically correct responses, and reject others. 
Contribution

Approach
Version 1: In this first version of the shared task, we decided to develop a machine learning approach that incorporates syntactic and semantic features extracted form the student responses. We tried mimicking the human behavior by splitting the features extracted into (Grammar features) to capture grammatical correctness and (Meaning features) to capture relatedness.
Version 2:
In this version of the shared task we decided to employ deep learning methods by incorporating NN models in out approach. The developed model combines both NN models and the handcrafted features used in Version 1 system as well. 
System
V1 Text track Results
In this paper we presented a system that uses natural language processing techniques over the output of a speech recognition system in order to provide feedback on spoken responses to a spoken CALL system. Our approach to system development used machine learning to combine syntactic and semantic features based primarily on language modelling and word embeddings, which makes it easy to develop. We further enhanced the system by incorporating some NN models within the system. The first system was ranked 1 st in the first version of the shared task in the text track, the second system was ranked second in the second version of the shared task in the text track. These result suggests that with a combination of simple and easy to develop features and a basic machine learning classification model, promising performance can be achieved. It also illustrates that adding NN models to the system can lead to a better performance.
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