Analysts often implement G×G tests using a regression model accounting for the main effects of two single nucleotide polymorphisms (SNPs) and also the twoway interaction between the two SNPs. The interaction effect can be assessed on the additive or the multiplicative scale -the former examines the effect on the phenotype on the linear scale, and the latter examines the effect on the log scale of the phenotype. The additive scale is often more relevant to public health importance [18] , while the multiplicative scale more naturally corresponds to the biological mechanisms [19] . Regardless of the scale, one can test whether the interaction parameter is different from zero or, alternatively, consider a test similar to that of Chapman and Clayton [20] to assess the effect of a SNP in the presence of interaction with a second SNP. While analysts primarily applied such SNP-SNP interaction tests in small-scale candidate-gene studies, there has also been keen interest in performing exhaustive interaction testing of SNPs in a GWAS [21] . One can perform such genome-wide analyses using standard tools like regression [6] . However, one can also apply more innovative techniques such as two-stage screening procedures [22] , Bayes networks [23] , Bayesian model averaging [24] , logic regression [25] and data-mining procedures [26] [27] [28] [29] .
All of these existing interaction methods consider the analysis on the level of a SNP. However, there is increasing interest in performing such analyses on the broader level of a gene [30] [31] [32] . Several factors motivate the paradigm shift from SNP to gene. First, genes are the basic unit in the biological mechanism and SNPs within a gene tend to work concordantly. Thus, gene-level results may be more biologically insightful and easier to interpret. Second, a gene-level analysis incorporates linkage disequilibrium (LD) information from all SNPs simultaneously within the gene. Consequently, such a joint analysis of SNPs should have an improved ability to tag untyped causal variants compared to the analysis of individual SNPs, leading to improved power. Finally, if a gene harbors multiple causal variants, then a joint analysis of SNPs in aggregate should be more powerful than a separate analysis of each individual SNP (owing in part to the gene-based test often having less degrees of freedom than its individual-SNP counterpart).
A few gene-based methods for interaction testing exist. Chatterjee et al. [33] proposed Tukey's 1-df method to investigate an interaction between two candidate genes. The approach calculates the sum of the main effects of SNPs contained within each gene and then uses the product of the two sums as the G×G term. Thus, the approach models one interaction parameter at the gene level rather than several interaction parameters on the SNP level. Owing to the reduced degrees of freedom of the Tukey test, the authors showed that their approach lead to a great improvement in power to detect G×G compared to individual-SNP analysis. Motivated by this idea, Wang et al. [32] considered two different interaction tests that summarized SNP information within a gene. For the first test, the authors used principal component analysis (PCA) to summarize LD information of SNPs within a gene. They then created an interaction test using the top (first) principal component (PC) from each gene. For their second test, the authors applied partial least squares (PLS) to extract components that summarize both the LD information among SNPs in a gene as well as the correlation between such SNPs and the outcome of interest. The authors then constructed their interaction test using the top PLS component from each gene. Using simulated data, the PCA and PLS methods often had better performance than the Tukey 1-df method, particularly when causal SNPs had no or a negligible marginal effect.
In this article, we propose a new gene-based test for detecting G×G in complex traits using similarity regression (SimReg) [34] . SimReg is an analytic procedure that uses a regression model to correlate trait similarity with genotypic similarity across a gene. SimReg is inspired by Haseman and Elston's regression from linkage analysis [35, 36] and haplotype similarity tests for regional association [37, 38] . In SimReg, the trait similarity is quantified by the trait covariance adjusting for the covariates. The multi-marker information of a gene is first summarized by genetic similarity, which is measured using a prespecified metric such as the proportion of alleles shared identical by state (IBS) across the gene. The G×G is then modeled by taking the product of the genetic similarities of the two genes, and its significance is assessed by testing the significance of the corresponding regression coefficient.
Compared to the Tukey-, PCA-or PLS-based methods, we believe SimReg has several advantages. First, SimReg utilizes all information within a gene, while the PCA or PLS procedures may lose some information due to considering only the top component of each gene within the interaction analysis. Second, as the top PCA or PLS component from each gene is a weighted sum of SNP information, the use of the product of the two linear combinations as the interaction term in the model only captures limited forms of non-additive effect. In contrast, SimReg provides a tool to model a variety of effects through different measures of summarized gene-similarity information. At the same time, SimReg does not involve a large number of parameters so that it has a good power performance. Finally, as we show later, we can obtain an analytic p value for the SimReg procedure without the need for intensive resampling procedures like those required for the Tukey approach.
We arranged the remainder of the paper as follows. We first present the SimReg approach and describe how to use the framework to construct three score tests of interest (interaction test, joint test and conditional main effect test). Then, we derive the distributions of these tests under the null hypothesis by connecting the approach to a variance component model. We use simulated data to example the performance of the proposed method against the PCA and PLS methods as well as a standard SNPbased test of interaction. Later, we also apply SimReg to the Warfarin data from the study of Wysowski et al. [39] . Finally, we discuss further research directions of the proposed approach.
Methods

The Gene-Trait Similarity Model
We assume a sample of N subjects. For subject i ( i = 1, ..., N ), we denote Y i as the trait value, X i as a K × 1 vector of covariates (including the intercept term), and G m , i as a coding of the subject's genotype at SNP m . We define S A ij to be the genetic similarity of gene A between subjects i and j ( i ≠ j ). There are many ways to describe the genetic similarity between individuals. Here, we model similarity as the weighted sum of the proportion of alleles shared IBS across the M A SNPs in gene A. That is, for subjects i and j , the similarity level is [40, 41] , and weight w m can be used to up-weight or down-weight a variant based on allele frequencies, the degree of evolutionary conservation or the functionality of the variations [40, 42, 43] . In this work, to up-weight similarities that are contributed by rare alleles, we set w m = q -1 m , where q m is the minor allele frequency (MAF) of marker m [44, 45] . We can define the similarity level in gene B S B ij in the same manner. The trait similarity between individuals i and j , denoted by Z ij , is computed by
which is the conditional mean of trait with no genotype effect, and where γ is the effect of the covariates. The SimReg for G×G is
Note that the regression model has zero intercept because we incorporated the covariate effects when quantifying trait similarity [34] .
The Interaction Test
The interaction test examines the null hypothesis H 0, Int : τ AB = 0. We derive the score test of this hypothesis from equation 1 by taking advantage of the connection between the similarity model and a variance component model [34] . Below, we first show that the regression coefficients in equation 1 can be viewed as the variance components under a mixed model. We then construct the test of τ AB using the same test from the corresponding variance component model. Specifically, consider the following working mixed model 
We derive the score function of the restricted maximum likelihood (REML) log-likelihood function of equation 2 in Appendix A, and obtain the score statistic under H 0, Int as
Under the alternative hypothesis τ AB ≠ 0, T Int is a strictly increasing function of τ AB . Therefore larger values of T Int provide stronger evidence against H 0, Int . This suggests that the testing procedure should be one sided. As shown in Appendix A, the distribution of T Int follows a weighted χ 2 distribution. That is, define
Int , and then
where λ j , Int is the ordered nonzero eigenvalue of matrix C Int . We can calculate the p values analytically using moment-matching approximations [46] .
The Joint Test
Instead of performing a test specifically for interactions, one may be interested in assessing whether the two genes have any marginal or interactive effects on the trait [47] . This can be done using the joint test to examine
As shown in Appendix A, the test statistic is given as
The distribution of T Joint also follows a weighted χ 2 distribution, i.e. test, we calculate the p values of the joint test analytically using moment-matching procedures.
The Conditional Main Effect Test
We also construct the score test for the main effect of a gene conditioning on the effect of the other gene, assuming no G×G. This is because in scenarios where the interaction effects do exist, the main effects are typically not well defined, and its significance depends on the scale of the interacting variables. When there is no G×G, the full model is
Here to test the main effect of Gene A accounting for the effect of Gene B, we evaluate H 0, A : τ A = 0. We can similarly test the main effect of Gene B accounting for the effect of Gene A by evaluating H 0, B : τ B = 0. Similar to the score tests in the interaction test and joint test, we derive the score test statistic for the conditional main effect of Gene A conditional on Gene B as
where 
Simulation Study
Design
We study the performance of the proposed methods using simulated data, and benchmark them against 3 approaches: (1) LR: linear regression; (2) PCA: the principal component method of Wang et al. [32] , and (3) PLS: the partial least square of Wang et al. [32] . The LR incorporates all SNPs from each of the 2 genes as well as all pairwise interactions of SNPs across genes. When performing conditional main effect testing, we exclude the interaction terms from the LR analysis. We also only consider the proposed test and LR for the conditional main effect test, since PCA and PLS are identical to LR when there is no interaction term.
To simulate genotype data with realistic LD patterns, we use genotype data of gene RBJ (8 SNPs) and gene GPRC5B (15 SNPs) of the phase III CEU samples downloaded from the International HapMap Project (http://hapmap.ncbi.nlm.nih.gov/). We show the LD structure of the two genes in online supplementary figure 1 (see www.karger.com/doi/10.1159/000360161 for all online suppl. material) and the MAF and the average R 2 of each SNP in online supplementary table 1. The average R 2 is calculated by averaging the R 2 between the target SNP and the remaining SNPs in the same gene. We consider two causal SNPs from each gene and simulate the trait values based on the model listed below.
where SNP 1 A and SNP 2 A are the number of the minor alleles carried by a subject at the first and second causal loci in Gene A, SNP 1 B and SNP 2 B are defined similarly and e follows a normally distributed variable with mean 0 and variance 1. The trait value Y is defined based on 3 parts: the gene effect from Gene A, the gene effect from Gene B and the interaction effect between Gene A and Gene B. We assume no LD between the genes RBJ and GPRC5B, and consequently sample the genotypes of the former gene independent of the genotypes for the latter gene.
To evaluate the type I error rate of the interaction test, we considered 3 situations of no G×G effects: (1) both genes have no genetic effect ( β A = β B = β AB = 0); (2) only Gene A has a main effect to the trait ( β A ≠ 0, β B = β AB = 0), and (3) both Gene A and Gene B have a main effect to the trait ( β A ≠ 0, β B ≠ 0, β AB = 0). To evaluate the type I error rate for the joint test, we set β A = β B = β AB = 0. To evaluate the type I error rate for the conditional main effect test, we examined the size strictly for Gene B ( H 0 : τ B = 0). We considered two scenarios of no effect of Gene B: (1) both Gene A and Gene B have no main effect ( β A = β B = β AB = 0) and (2) Gene A has a main effect but not Gene B ( β A ≠ 0, β B = 0, β AB = 0). For each scenario, we simulated datasets comprised of 300 subjects and evaluated the type I error rates using 1,000 replicates of the data.
For power analysis, we consider three different scenarios based on the causal SNPs. Specifically, we pick up 'representative' SNPs from all SNPs with similar LD and MAF patterns and form 3 different causal SNP combinations ( table 1 ) . When generating trait values using the model above, we consider different β values so that the power of the different methods at a significance threshold of 5% is between 20 and 80%. The power was calculated based on 200 replications. Table 2 shows the empirical type I error rates for all methods at a significance level of α = 0.05. The type I error rates of all approaches are around the nominal level in all different settings. For the interaction test, the type I error rates of the proposed method are slightly conservative but we observed that, as the variance due to the main effects Overall, we observed that the proposed method generally has optimal power relative to the other methods considered under various genetic architectures of the causal SNPs. For the interaction test, the causal SNPs have relatively high LD and large MAFs in Scenario 1. PCA and PLS perform the best, closely followed by the proposed method. LR has the least power due to the large degree of freedom used. In Scenario 2, where the causal SNPs have a relatively smaller LD and MAF, PLS still has the best power, closely followed by the proposed method. The power of PCA drops a lot in this scenario. LR again has the least power. In Scenario 3, the proposed method has the best power, followed by LR, PLS and PCA. PCA and PLS have a significantly low power performance in Scenario 3. As the LD and MAF become smaller, the power of PCA drops dramatically, because the first PC can only capture a limited amount of information on the causal SNPs. The first PC aims to maximize the SNP variation captured and tends to be dominated by SNPs with high LD or common MAFs, which are non-causal SNPs in Scenario 3. PLS shares the same issue as PCA and hence it also suffers from power loss when the LD and MAFs of the causal SNPs become smaller. However, PLS also accounts for the trait information, which makes PLS perform better than PCA. The power advantage of PLS over PCA is more substantial in Scenarios 2 and 3, where an increased proportion of causal SNPs have low MAFs. Consequently, the first PC of PCA (which explains the largest variance among the genotypes) is less likely to harbor such causal SNPs and therefore PCA has a reduced power for interaction testing compared to PLS [32] .
Results
For the joint test, under the three different scenarios, the proposed method performs the best. PCA and PLS perform similarly with a slightly better power of PLS. The observation is consistent with the results of Wang et al. [32] , because the first PC from PLS considers LD and a correlation between trait and gene. LR has the lowest power, which may be due to the large degree of freedom used in the joint test.
For the conditional main effect test, the proposed method always has a better power than linear models, but the difference between the proposed method and the linear models becomes smaller when the LD and MAFs of the causal SNPs become smaller. The finding is consistent with the finding in the interaction test.
Real Data Analysis
Warfarin is a widely used oral anticoagulant. In 2004, more than 30 million prescriptions contained this drug in the USA [39] . The optimal dose of warfarin is different from patient to patient, and an inappropriate dosage can lead to severe consequences such as bleeding and swelling of face or throat. Extensive research has been conducted to develop methods for predicting the appropriate dose.
We have conducted a genetic analysis using the data from the Warfarin study [48] . In this dataset, we studied the relationship between a stable warfarin dose and two genes: VKORC1 (containing 7 SNPs) and CYP2C9 (a triallelic locus). We further adjusted for 4 covariates associated with warfarin therapy: age, sex, height, and weight. After quality control, the dataset consisted of 301 individuals. We applied the proposed method and the benchmark methods to evaluate the association between warfarin dose and the two genes, adjusting for covariates. The results are summarized in table 4 . All methods identified a significant association between warfarin dose and the two genes. The smallest p value of the joint test was obtained from SimReg (i.e. p = 5.6 × 10 ) than those derived from SimReg and LR. We next examined the interaction effect between VKORC1 and CYP2C9 and observed no significant interaction using any of the methods considered. Finally, we performed the conditional main effect test for each gene using SimReg and LR. The result suggests that both genes had significant effects on warfarin dose, with VKORC1 demonstrating a stronger effect (i.e. p values on the order of 10 The main effect results were consistent with those in the current literature [49] [50] [51] . Previous studies indicate contradictory results regarding the interaction between VKORC1 and CYP2C9 on anticoagulant effect and hence the dose requirement [52] [53] [54] [55] [56] . Our results agree with recent reports [55, 56] , which suggest no evidence of G×G between CYP2C9 and VKORC1.
Discussion
In this article, we describe a novel similarity-based test to assess G×G in large-scale association studies. Unlike the majority of existing procedures in this area, our approach considers the analysis at the level of the gene rather than of the SNP, which we show can lead to considerable improvements in power as a result. We also compare the performance of our similarity approach to existing gene-based interaction tests (PCA and PLS) and show that our joint, interaction and conditional mean effect tests nearly always had optimal power across the simula- tion models. Relative to the PCA and PLS approaches, we believe our approach can improve power since it summarizes all information on genotypic variation within a gene. PCA and PLS, on the other hand, only use a subset of this variation within their analytic frameworks. The R code that implements the SimReg testing procedure is available from the authors' website (http://www4.stat.ncsu. edu/ ∼ jytzeng/Software/SimReg-GxG-QT/). Using a personal computer equipped with Intel Core i7-3770, 40 GHz CPU and 20 GB RAM, 200 runs of the interaction test (which is the slowest test because it requires estimating two nuisance variance components) with the simulated datasets required 767 s. While the approach is not scalable to genome-wide interaction testing using a single processor, we believe the procedure can be applied to genome-wide data in reasonable time using a parallel-computing cluster that possesses a large number (1,000) of CPUs. In the SimReg model, we define the similarity function for two subjects as the weighted average of SNP alleles shared IBS by the pair across a gene. The weights are SNP specific and user defined. It is common to weight SNPs based on MAF such that rarer variants are assigned more weight than common variants; common weights in this setting include the reciprocal of a SNP's MAF or its square root [40, 41] . Additionally, we can weight SNPs using functional information; perhaps providing more weight to SNPs that demonstrate evidence of being a cis-acting expression quantitative trait locus [57] . While we considered only common SNP variants in this work, we note that our SimReg approach can also integrate information from rare variants ascertained using next-generation sequencing technology. While weighting rare variants by MAF has obvious value, additional weighting of such variants using some measure that predicts the probability that the variant is deleterious and lowers fitness likely has value as well. A variety of computational algorithms exists for such predictions based on evolutionary, biochemical and/or structural information [for an overview, see 58 ].
We applied our similarity approach in the context of a candidate-gene study, but we can further expand the approach to consider interactions on a genome-wide scale. A gene-based interaction test has appealing features over SNP-based interaction tests when applied to a GWAS. Given that the number of genes is many-fold smaller than the typical number of SNPs in a GWAS, the number of tests that need to be evaluated using SimReg would be substantially smaller than a SNP-based interaction test like LR. This could substantially reduce the computational burden. Additionally, the issue of adjusting for multiple testing when conducting genome-wide interaction testing of SNPs is challenging. Within GWAS, most studies adjust for multiple testing using permutations, since a Bonferroni correction leads to conservative inference due to LD among SNPs. However, while permutations are valid for multiple testing adjustment in main effect tests, they are not valid when applied to interaction tests because such random shuffling of phenotypes does not preserve the observed main effects in the sample [59] . In contrast, multiple testing adjustment of interaction tests based on SimReg is more straightforward. While the application of gene-based SimReg to GWAS data will lead to correlated tests (due to repeated testing of the same gene) such that a Bonferroni correction is inappropriate, we can adjust for multiple testing using a computationally efficient perturbation procedure similar to that proposed by Wu et al. [60] that preserves the main effects of the genes under consideration. We will explore this work in a future paper.
Appendix A
Derivation of the Score Tests and Their Distributions
Consider the matrix presentation of equation 2
The corresponding REML log-likelihood function, denoted as For the conditional main effect test H 0, A : τ A = 0 under the constrain of no interaction (i.e. τ AB = 0), we set the test statistic as
The distributions of the test statistics can be shown to follow a weighted χ 2 distribution via the fact that these statistics are a quadratic form of Y . To illustrate this, consider T Int = 1/2 Y ′ P Int S AB P Int Y . As P Int is a projection matrix, P Int X γ = 0. Therefore, In the maximization step, we solve for ∂ Q / ∂ τ A = 0, ∂ Q / ∂ τ B = 0 and ∂ Q / ∂ σ = 0, and obtain The EM algorithm for obtaining ( τ B , σ) under H 0, A : τ A = 0 is similar to the above algorithm except that τ A is set to be 0. When applying the above EM algorithm, we add an additional testing step as detailed below. As the EM algorithm provides non- To solve this problem, we first apply conditional main effect tests for H 0 : τ A = 0 and H 0 : τ B = 0 to examine if these nuisance variance components are significantly different from 0. If we fail to reject the null hypotheses, then we set the corresponding τ values as 0. If τ for a gene is significantly different from 0, then we obtain its estimate using the EM algorithm described above. By applying this additional step, E ( τ ) would be closer to 0 when τ is 0 or close to 0. When τ is relatively large, the conditional main effect test would reject H 0 : τ = 0 and the final estimate is the same as the estimate from the original EM algorithm.
