Abstract-The paper derives the theoretical Cramer-Rao lower bound for parameter estimation of a source (of emitting energy, gas, aerosol), monitored by a network of sensors providing binary measurements. The theoretical bound is studied in the context of a source of a continuous release in the atmosphere of hazardous gas or aerosol. Numerical results show a good agreement with the empirical errors, obtained using an MCMC parameter estimation technique.
I. INTRODUCTION
Binary sensor networks have become widespread in environmental monitoring applications because binary sensors generate as little as one bit of information, thereby providing inexpensive sensing with minimal communication requirements [1] . The motivation for our study is the theoretical prediction of the best achievable accuracy in localisation of a source of hazardous release of gas or aerosols, using such a binary sensor network. However, the formulation of the problem will be general enough to be applicable to parameter estimation of any emitting source, including the source of sound, vibration, seismic activity, radiation, etc.
The paper derives the theoretically smallest achievable second-order estimation error in the form of the Cramér-Rao lower bound [2] . The derivation is carried out in the Bayesian framework, that is, assuming that some prior knowledge of source parameters is available. To our best knowledge, this type of Cramér-Rao bound (CRB), for source parameter estimation using binary sensors, has not been derived earlier. The closest references are [3] - [5] . In [3] , a CRB is derived for a quantised sensor network in the context of target localisation. However, the bound in [3] is limited to the received signal strength (RSS) measurement model only. Hence, the bound we derive is more general, albeit restricted to binary quantisation. A special case of the CRB we derive appeared in [4] . Finally, a CRB for tracking a moving target using a binary sensor network and RSS measurements was presented in [5] , although it is not clear how and where the likelihood function of binary sensors was used in derivation.
II. PROBLEM STATEMENT
The problem is to derive the lower bound of estimation error for the parameter vector θ ∈ R M . In the context of source estimation, the parameter vector typically includes not only the source parameters, such as its location (coordinates), size, and the release-rate (intensity), but also the propagation and measurement model parameters, such as the attenuation factors, meteorological parameters, and sensor characteristics. The measurement at ith sensor, i = 1, 2, . . . , S, is a scalar (e.g. concentration of the gas, the amount of received energy). Before it is binary quantised, the "analog" measurement is modelled by:
where
is the dispersion or propagation measurement model, which includes the sensor index i in the subscript being a function of the sensor location; • w i is additive white zero-mean Gaussian noise, independent of noise processes in other sensors:
The actual measurement supplied by sensor i is binary, that is:
where τ is the threshold. The probability of binary measurement b i = 1 can then be expressed as:
2σ 2 du is the complementary cumulative distribution function of Gaussian noise.
Let us now group all binary sensor measurements into a vector:
⊺ . The likelihood function for the binary measurement vector is then:
Assuming the prior probability density function (pdf) of the parameter vector is known and denoted π(θ), the objective of Bayesian estimation is to determine the posterior density
Bayesian estimators of θ (e.g. the expected a posteriori or the maximum a posteriori) can then be computed from the posterior p(θ|b). The Cramér-Rao lower bound states that the covariance matrix of an unbiased estimatorθ of the parameter vector is bounded from below as follows [2] :
where θ * is the true value of the parameter vector and J is the information matrix, defined as
Operator ∇ θ , which features in (7) , is the gradient with respect to θ: if we denote the nth component of vector θ by θ n , keeping in mind that dim(θ) = M , then
Expression (7) is evaluated at the true value of the parameter vector θ * . The expectation operator E in (7) is w.r.t. the binary measurement vector b.
Our goal is to derive the analytic expression for the information matrix J as a function of C i (θ), f (x), F (x), and τ . Then the CRB will follow as the inverse matrix of J.
III. DERIVATION OF THE INFORMATION MATRIX
Substitution of (5) into (7) leads to:
where J d and J p are the information matrices corresponding to the measurements (data) and the prior, respectively. If we adopt for convenience a Gaussian prior, i.e. π(θ) = N (θ; θ * , Σ), with a diagonal covariance matrix Σ, then J p = Σ −1 . The CRB is according to (6) and (9) 
, and is often referred to as the posterior CRB, in order to emphasize that it includes the contributions from both the prior and the measurements.
In order to derive the expression for
the Hessian operator with respect to θ:
Next, let us write the expression for the log-likelihood function, which follows from (4):
After a few steps of mathematical manipulations it can be shown that the first partial derivative of the log-likelihood is:
for m = 1, . . . , M . Likewise, the second partial derivatives, which feature in Hessian (10) , are given by:
for any m, n = 1, 2, . . . , M , with:
After taking the expectation over b i , using the fact that
, followed by simplification, we obtain for the (m, n)th element of matrix J d :
A special case of the information matrix J d , for M = 1 and C i (θ) = θ, was derived in [4] . Since in this case all q i (θ), i = 1, . . . , S are equal and denoted q(θ), from (15) it follows that:
.
This expression appears in eq. (7) of [4] . Another special case is the source localisation using binary RSS measurements, where the measurement model is [3] , [6] :
⊺ includes the source coordinates (x 0 , y 0 ) and its intensity Q 0 . The coordinates of the ith sensor are (x i , y i ). The CRB for this case has been derived in [3] .
For completeness, we point out that if the analog (nonquantised) measurements z i , i = 1, . . . , S of (1) are used for source estimation, the expression for the (m, n)th element of the information matrix (due to data) is given by [7] :
Comparing (15) to (16) one can note that the only difference is that the ratio
which features in (15), is replaced by 1/σ 2 in (16). Using the L'Hopital's rule, it can be shown that lim u→±∞ ρ(u) = 0.
The implication is that, if the threshold τ is too high or too low, the binary measurements become uninformative. Fig.1 displays a plot of ρ(u) for σ = 1. Observe that ρ(u) reaches its maximum at u = 0; this maximum, however, is smaller than the factor 1/σ 2 = 1, which according to (16) appears in the analog signal case. The conclusion is that the CRB for a binary sensor network, is always higher (irrespective of the threshold) than the CRB for the corresponding analog sensor network. Next we consider a practical application of the CRB for binary sensor networks.
IV. APPLICATION: BIOCHEMICAL SOURCE LOCALISATION

A. The measurement model and its derivatives
Localisation of a source of hazardous biochemical material, released in the atmosphere and transported by wind, is very important for public safety [8] . The measurement model C i (θ) in this application is a suitable atmospheric dispersion model [9] . Such a model describes via mathematical equations the physical processes that govern the atmospheric dispersion of biological pathogens or chemical substances within the plume. We adopt in this study the Gaussian plume model, being the core of all regulatory atmospheric dispersion models [9] .
Suppose a biochemical source is located at coordinates (x 0 , y 0 , z 0 ). The release rate of the source is Q 0 . By convention, the wind direction coincides with the direction of the x axis. The mean wind speed is denoted by U ; the spread of the plume in y and z direction for x > x 0 is modelled by [10] 
respectively, where σ v and σ w are environmental parameters. In reality, x 0 , y 0 , z 0 , Q 0 , U , σ v and σ w are unknown parameters, although prior knowledge is available for some of them in the form of meteorological/environmental advice. For simplicity, however, we will focus on localisation only, that is, only the source coordinates x 0 and y 0 are assumed unknown, hence θ = [x 0 y 0 ] ⊺ . The Gaussian plume model of a concentration measurement at ith sensor, i = 1, . . . , S, located at coordinates (x i > x 0 , y i , z i = 0), is given by [10] 
(20) Note that the plume spreads σ yi and σ zi in (20) are assigned the sensor index i, because they are computed at x i .
In order to compute the information matrix (and the CRB), according to (15), we need to derive the partial derivatives ∂C i (θ)/∂x 0 and ∂C i (θ)/∂y 0 . After few steps one can get [7] :
Similarly,
B. Numerical analysis and verification
The CRB is computed and verified for a scenario plotted in Fig.2 . The source is marked by the asterisk at coordinates . The covariance matrix of the prior pdf is Σ = diag[500 2 , 500 2 ]. The posterior CRB, J −1 , in this case is a 2 × 2 matrix, from which we can express the theoretically best achievable standard deviation of localisation error as
This posterior standard deviation, as a function of the threshold τ , is plotted by a solid green line in Fig.3 for the adopted scenario with binary sensors. The horizontal blue dashed line at σ crb loc = tr J p −1 = √ 2 × 500 2 ≈ 707 m indicates the prior standard deviation of source location error; the horizontal red dotted line at σ crb loc ≈ 0.3 m marks the value computed using the CRB for analog (non-quantised) measurements, via (16).
Note that, as discussed earlier, for too high and too low threshold values τ , the posterior localisation uncertainty equals The theoretical bounds are next compared with the empirical estimation errors obtained using a Markov chain Monte Carlo (MCMC) based parameter estimation algorithm [11] . The MCMC algorithm is initialised by repeatedly drawing samples (candidate source coordinates) from the prior π(θ) until n s samples, whose likelihood (4) is greater than zero, are found. The sample with the highest value of the likelihood is selected as the starting point of the Metropolis-Hastings algorithm. The proposal distribution of the MCMC is Gaussian with the mean equal to the current sample and the covariance matrix equal to the theoretical CRB (details of the MCMC algorithms are omitted). The source location estimate is computed as the mean value of the last n m samples generated by the MCMC. Our practical implementation used the following values: n s = 10 and n m = 10000. Table I shows the results for the parameter values as listed above, using the threshold τ = 0.0018. Three different sensor placements are considered:
• Placement 1: S = 16 sensors, with sensor xcoordinate x i ∈ {40, 100, 160, 220}m and y-coordinate y i ∈ {−20, 0, 20, 40}m; this placement is contained in placements 2 and 3.
• Placement 2: S = 28 sensors, with x i ∈ {40, 70, 100, 130, 160, 190, 220}m and y i ∈ {−20, 40, 20, 40}m; this placement is contained in placement 3.
• Placement 3: S = 49 sensors, with x i ∈ {40, 70, 100, 130, 160, 190, 220}m and y i ∈ {−20, −10, 0, 10, 20, 30, 40}m. Table I demonstrates a good agreement between the theoretical value σ crb loc of (23) and the root-mean-squared (RMS) error ǫ loc resulting from the MCMC localisation. The RMS error is computed as:
where (x 
V. SUMMARY
The paper derived the theoretical Cramér-Rao lower bound for source estimation using measurements collected by a binary sensor network. The key result, given by (15), appears surprisingly simple and elegant. The bound is studied numerically in the context of a source of biochemical tracer (aerosol, gas) released in the atmosphere and transported by wind. Using a Gaussian plume dispersion model, the paper computed the theoretical bound and found that it approaches (but never reaches) the corresponding bound for analog (nonquantised) measurements, if the binary threshold is chosen properly. Finally, a good agreement between the theoretical bound and empirical errors (obtained using an MCMC based parameter estimation algorithm) is established.
