A peripheral device to a computer is described which is being developed to perform the task of 3D vision autonomously without 'perception' of the scene. The fully integrated, stand-alone hardware front-end employs the active vision technique known as 'strip-lighting' to provide 3D position data for analysis. This front-end provides data within a unique set of 3D co-ordinates. The best of a range of procedures for direct segmentation is combined with a region-growing procedure within the unique co-ordinates to demonstrate the instrument. Results from prepared scenes are presented here which demonstrate the performance of the first prototype. These results show the success of the instrumentation approach to 3D vision acquisition and preliminary analysis. The results also provide a guide for the next stage in the development of this complex instrument.
Introduction
The research field of 3D machine vision has experienced several attempts at a cross disciplinary approach to the solution of obtaining and analysing 3D visual information. These approaches have most commonly referred to the 'biological model' for the acquisition and/or interpretation of visual data.
An important part of such a cross disciplinary approach is the philosophical framework in which the research is founded. This paper presents a cross disciplinary approach to 3D vision which is founded in a unique framework based on experience in instrumentation in a variety of disciplines.
This framework brings together design philosophies intended to provide a modular, structured solution to the problem of 3D vision. The acquisition and interleaved analysis of these data should then be more rapid and inherently more accurate than other approaches.
Data collection and processing occurs most efficiently when these tasks are carefully integrated and when lowlevel processing is implemented in dedicated, real-time hardware [1] . Processing tasks operating at a higher level can then be implemented in a more flexible structure as individual, interchangeable modules. Following the successful trial of some real-time hardware instrumentation concepts for a 1D range image [2] we are developing a fully autonomous device operating externally to a computer (namely a computer peripheral) which captures and analyses 3D visual information. The modular structure of this peripheral is based on the modular structure understood in biological systems. However, the operational concepts have been adapted to fit within the framework of one form of 'active' machine vision. This paper describes the instrumentation and design philosophy of this system, presents the first results in the collection and analysis of data from real complex scenes and demonstrates how these first results guide the further development of this sophisticated instrument.
The instrumentation approach and the design philosophy
Passive machine vision operates within existing, ambient lighting conditions and usually refers to a static 'point of view'. Active machine vision can control the point of view using both focus and camera position but more commonly it 'probes' the environment by controlling the illumination of the scene of interest [3, 4] . Our instrument is classified under the latter form of active vision. The machine vision system that we present here is specifically intended for use in the applications of manufacturing robotics and autonomous vehicles in the manufacturing environment. A well-controlled environment allows the focus of the research to concentrate on an applicationspecific solution rather than a general purpose solution. By injecting information into the scene the latter form of active machine vision reduces the amount of information processing required to obtain accurate position information. Hence it is a good choice for a 3D vision system in a wellcontrolled environment.
In common with the research known as 'animate vision' [5] , our approach to machine vision uses some basic concepts found in the human visual system as a guide. However, we use the basic physics and the physical arrangement of the human visual system rather than the higher order activities in our design. Our computer peripheral is separated into distinct units which perform functions similar to those of parts of the human system but within a framework of active vision.
Current knowledge of the human vision system indicates that it can be divided loosely into three functional units [6, 7] . Some preliminary processing occurs in the retinal structure. For example, ganglion cells and bipolar cells in the retina provide information about the contrast between adjacent regions of the visual field [7, 8] . Sharp changes in contrast identified by this retinotopic processing aid the identification of identical features in the visual fields of each eye, simplifying the processing for stereo disparity [9] . The second level of processing occurs in the 'visual cortex' (the striate and extra-striate cortex in the occipital lobe) of the brain [6] . Experiments have confirmed that localized areas and pathways can be defined for processing of visual information [7] . Positional information together with low-level and medium-level feature extraction can be localized to the visual cortex. Hence, individual functions are localized within the brain. The third function providing real-world modelling and understanding occurs as a result of the interaction between consciousness, memory and the information supplied by the visual cortex [6, 7] . Our active machine vision system uses this overall structure as a guide for defining distinct and separate functional units in the system.
The general problem of computer vision can be divided into two distinct and well-defined problems; providing the visual data and understanding this data. The 'visual data' of the first problem include both raw position information and feature information. The solution to this problem is the production of an instrument which provides accurate visual data including the position of points in a scene and several levels of featural data. Our approach separates these two problems such that the computer peripheral described here, when complete, will provide one solution to this first problem. The future implementation of appropriate software in the host computer will provide some solutions to the second problem. The second problem is a distinctly separate task and is the more appropriate subject of general purpose computing. Figure 1 illustrates schematically the design for this machine vision system. The peripheral part of the system to the host computer contains five units which perform functions similar to those of the eye, the retina, the visual cortex and the visual memory functions of the human system but within the framework of active vision. The arrows in this diagram indicate the flow of information.
The machine vision system
Unit 1 acquires the raw 3D scene information. Unit 2 is electronic logic to extract simple feature information in analogy with the function of retinal structure in the eye. Unit 3 stores the results of this simple feature extraction and unit 4 stores the 3D positional information of the entire scene. Unit 5, in analogy with the visual cortex, provides local control of the data-acquisition process based on the information both in the feature memory and in the 3D scene memory and uses this basic feature information to perform the next level of feature extraction.
The complexity of the system requires that it be constructed in carefully planned stages. The first stage was the implementation of units 1 and 4. This has been successfully completed and the research has been described in detail [10] . Unit 1 uses an integrated application of the technique known as 'strip-lighting' [11, 12] . A brief description is provided in section 3 because this unit is the data-acquisition platform for the following stages of the development of the complete system. At present the functions of units 2, 3 and 5 are performed by a simple host computer to allow careful evaluation of these functions before dedicated implementation.
The simple host computer has been used to evaluate procedures which operate on the raw information provided by unit 1 to detect the most apparent types of boundary between surfaces. A detailed comparison of candidate procedures which were tested in software has been reported in the computer-vision literature [13] .
The best of these procedures is described in section 4 and will be implemented as dedicated electronic hardware in unit 2 as part of the second stage of this research. Multiple sets of such hardware will extract different 'retinotopic' features in parallel and the results of the processes will be stored in separate sections of the feature memory, unit 3.
In parallel with the development of algorithms for implementation in unit 2, an algorithm for growing regions from the 'feature space' [14] information provided by this processing has also been developed. The software algorithm is described briefly in section 5 and has also been reported in detail in the computer-vision literature [13] . This will be implemented in unit 5 in the second stage of this research.
Unit 5 processes data resulting in control decisions so it is being implemented using a digital signal processor (DSP). In the human vision system the processes of acquisition and control are interactive. The DSP module will contain firmware downloaded from the host computer and so provides a flexible analogue to the visual cortex. Control mechanisms for the strip-light scan of unit 1 have already been implemented in the driving hardware. They are analogous to active 'gaze-control' [5] , 'tremors' [10] for differential detection and a high-resolution scan of the strip-light simulating a 'fovea' [6, 7] in the visual field. Important recognition tasks which are being developed for implementation in unit 5 include classification of surfaces (planar, cylindrical, spherical and so on) and determining the orientation of these surfaces. These are important tasks for vehicle guidance and object manipulation. The DSP firmware can modify the gaze of the system or use its fovea so that the acquisition and analysis of individual surfaces occurs in a closed loop.
The structure of the paper
The research we present here is the proof of the instrumentation principle by demonstrating the successful analysis of a range of scenes using techniques temporarily implemented as software in the simple host computer emulating the functions of units 2 and 5. A range of scenes are presented of increasing complexity which demonstrate the success of the segmentation and regiongrowing techniques working with the data provided by unit 1 and stored in unit 4. These techniques will be implemented as hardware and firmware in units 2 and 5 respectively in the next prototype.
Section 2 gives a summary of the development of the field of computer vision. This provides the context of our instrumentation philosophy within the field. Section 3 briefly describes the integrated strip-light hardware which acquires the unique 3D data on which the segmentation procedures operate. Section 4 describes the two procedures for the direct segmentation of scene data which are used for the scene analysis presented. Section 5 briefly describes the procedure for region-growing used to obtain the final results. Section 6 demonstrates these results and section 7 concludes and indicates how the research presented guides the development of this system.
3D computer vision
A considerable amount of research has been conducted in machine vision (or more generally computer vision) and so the body of research into the acquisition and analysis of 3D images is very large [16] . However, a historically based, representative sample of computer vision is required for an appropriate overview of the context of our vision system within the field. To achieve this overview the best known examples of research using the strip-light technique are presented for direct comparison with this system together with a sample of more general research into range-image analysis.
The pioneering work using the strip-light technique was the research of Agin and Binford [17] , Popplestone et al [18] , Shirai and Suwa [19] and Oshima and Shirai [20] . Agin and Binford [17] performed two scans of an object on a table top, a horizontal scan and a vertical scan. The data were converted into a three-dimensional representation by a calibration technique involving the establishment of a correspondence between points on the table top on which objects are placed for viewing and points in the camera image. Results of their analyses were reported as poor; however, this was probably due to the authors' attempt to analyse objects which were too complex for the analysis described (such as two dolls, a horse and a snake). Popplestone et al [18] described a general strategy for categorizing surfaces being observed by a strip-light system into planar and cylindrical types. The strategy segments the scan data and then transforms these into a Cartesian representation. Planes (clusters of linear segments) and cylinders (clusters of curved segments) are fitted to provide a surface description. This research was successful with very large, simple surfaces. Shirai and Suwa [19] used a method known as 'line following' to trace lines transformed into Cartesian co-ordinates from strip-light data reflected from plane facetted bodies. The tracing continues until a sudden change in direction occurs. Planes are then grouped according to their orientation, making the recognition of these simple objects relatively easy. Oshima and Shirai [20] took a different approach for the more complex task of looking at planar and curved objects. After the three-dimensional points of the scene had been calculated by the standard technique of triangulation, the segments of the light stripes were assumed to be linear and clustered together into much smaller clusters than those used by Shirai and Suwa. These small regions were then classified according to their being planar or curved and were merged with adjacent regions. The global regions were then classified according to how well they fitted into the standard planar and quadratic surface descriptions (ellipsoid, cylinder, cone and so on). The orientations of the surfaces were determined from the statistics of the orientations of the individual surface elements.
Since this work, little has been reported using the striplight technique. It is clear that the post-processing of the triangulation data converted into Cartesian co-ordinates is the most important aspect of the research. One addition of more recent research using the strip-light technique indicated that some work has been done to implement processing of the strip-light data in hardware. Ozeki et al [22] described a strip-light system which can gather a range image of resolution 48 × 50 in only 490 ms. The accuracy of the system is claimed to be 2 cm over a 100 cm range. The speed of the system is due to the implementation of the signal processing in hardware. Specialized hardware processes the signal, including the calculation of the coordinates of the point in the TV line corresponding to the laser image.
The majority of research in 3D computer vision concerns range-image segmentation of general 3D data expressed in Cartesian co-ordinates. The small sample discussed here covers the types of procedure which have been adopted for range-image segmentation and indicate the progress of this research within the paradigm of generalpurpose computing.
Early research into range-image segmentation contained a mixture of two different approaches. One was to detect the boundaries between surfaces directly. The other was a less direct method of detecting surface boundaries. Regions of a constant or homogeneous nature were grown until the data no longer fitted the region, at which time the procedure determined that a surface boundary had been detected. One example of research applying a direct approach is that of Langridge [23] , who looked for the discontinuities in first derivatives which correspond to surface edges. This work is the three-dimensional extension of his own work into detecting discontinuities in curves [24] . Spline calculations between arbitrarily spaced neighbours are used to determine a local measure of smoothness which then indicate discontinuities. An example of research applying the indirect approach is that of Milgram and Bjorklund [25] , who achieved segmentation indirectly by growing a region about a 'plane of best fit' through a minimum region size of points. The result was a list of candidate planar surfaces, each with an associated vector describing the orientation and position of the plane best approximating the region of data as well as the plane's size and how well this description fitted the data in the region.
More recent research on range-image segmentation has concentrated on the indirect approach using regiongrowing or clustering to identify homogeneous regions without concentrating on the boundary directly. This shows the comparative success of this approach over the direct approach. Some of this more recent research on rangeimage segmentation has restricted the application to known surface shapes. For example Boulanger and Rioux [26] segmented range images containing only planes and the simpler quadric surfaces such as spheres and ellipsoids. The segmentation procedure presented relies on the general properties of these surfaces and the differences between these properties to distinguish between surfaces.
Recent research which has more general application to a wider variety of range images falls loosely into three categories. The first utilized surface properties to distinguish between surfaces, the second is research which used procedures based on the clustering of simple but common features over a small number of pixels to achieve indirect segmentation and the third is research which sought to optimize range-image segmentation by defining better tools for the process.
One example which we would place in the first category is the research of Gupta and Bajcsy [27] , who extended the earlier geometrical model-driven framework using planar and quadric primitives to the use of biquadric primitives for generalized surface primitives and superquadric primitives for volumetric primitives.
Surface segmentation was achieved using a novel local-to-global iterative regression based on piecewise biquadric descriptions and superquadric models were recovered using a global-to-local iterative procedure based on residuals. A range of results were presented of varying complexity. The control procedure adapted to the complexity of the raw data, demonstrating that the issues of representation and segmentation are often connected for real surfaces.
An example in the second category is the work of Mukherjee et al [28] , who extended their own original concept of digital neighbourhood planes [29] for 3D binary data to the segmentation of range images. The region-growing result, combined with post-processing, produced good segmentation results on several range images containing smooth, regular featured objects.
Research which is of more general importance is that into developing tools for the analysis process. One example from this category which will be useful to our own research is the work of Saint-Marc et al [30] , who presented a general tool for smoothing which has the very attractive advantage of preserving important features such as edges. It is a common problem with smoothing of noisy data that sharp features are removed. Their tool of adaptive smoothing preserves and can actually enhance some surface discontinuities while smoothing out noise.
These reviews indicate the extent of the research into range-image segmentation using general-purpose computing and its subsequent progress. The quality of segmentation of range images is high in 3D data containing carefully restricted shapes and surfaces. In more general data from, say, outdoor scenes, the complexity of the scene and the small scale of homogeneous regions poses a greater problem. The results which we present in section 6 compare favourably with early results presented and with the work for well-defined surfaces.
The data acquisition hardware (units 1 and 4)
The 3D acquisition hardware (unit 1 in figure 1) is the platform on which the following research is based. A brief description is provided here which concerns the novel features of the system. The geometry of the components of this unit is illustrated in figure 2 . This is the standard arrangement for an active triangulation system for 3D vision. Strip-light illumination is used only so that a single scan of the illumination is required. The strip-light illumination is created using a low-power He-Ne laser and a cylindrical lens. The strip-light is scanned across the scene using a galvanometer-type scanner. The camera is a commercial frame-transfer-type CCD camera chip mounted behind a lens. The region covered by the illuminated area and which is visible to the camera defines the field of view.
The choice of an active triangulation arrangement was the most appropriate for the applications intended for our research, autonomous vehicles for manufacturing. Detailed comparisons between this form of data acquisition and others have been reported extensively [12, 21] . Briefly, our choice was governed predominantly by ease of implementation and speed both of acquisition and of processing.
Passive acquisition techniques such as stereometry and shape from shading require much more significant processing than do active systems. High levels of processing are also required for active acquisition techniques such as depth from focus and structured illumination. The time-of-flight technique is the only acquisition technique with a level of processing similar to that of active triangulation. However, due to speed limitations the range is necessarily large and the resolution is often poor [12] . Figure 2 also indicates the co-ordinate frame resulting naturally from the triangulation arrangement. These coordinates are used throughout the peripheral system for representing 3D positions. Each illumination position of the strip-light beam is defined by the angle, l, that the strip-light beam makes with the baseline of the system. The image of the strip-light on the surface of an object is captured by the CCD camera. The output of the CCD is processed by the electronics to determine the position of all of the points of the strip-light image on the surface. The other two coordinates are the angle θ that the line from optical centre of the camera to the point of interest 'P' makes with the baseline of the system and the angle φ that this line makes with the horizontal (namely the angle of elevation). The horizontal angle θ is represented by the horizontal or X position of the image of the point 'P' on the CCD and the vertical angle φ is represented by the vertical or Y position of the image of 'P' on the CCD. The design of unit 1 is fully integrated. That is, there is a close information 'hand-shake' between the CCD electronics and the strip-light scanning electronics. This confers two advantages.
First, the natural coordinate system arising from the triangulation arrangement unambiguously specifies points in 3D space. This coordinate frame forms a vector space for 3D representation and there is a one-to-one correspondence between this co-ordinate frame and the Cartesian frame [31] . In our detailed report of this hardware, wire-frame models were used to demonstrate the 3D nature of these coordinates.
Results presented there were transformed into standard Cartesian co-ordinates and the images of these wire frames were displayed with respect to the vision system. The transformations demonstrated that these co-ordinates represent 3D space as well as do Cartesian co-ordinates and that, if required, the 3D data could be represented in any standard co-ordinate frame.
The second advantage of the integrated design is that the memory of the 3D position data can be partitioned as a direct physical mapping of the 3D scene, providing a very compact, implicit storage structure. The position and intensity information of a 3D scene of 255 × 255 × The integrated and dedicated design of the processing electronics in the peripheral processing allows real-time acquisition of these co-ordinates. The full scene of 256 × 256 × 385 voxels (volume elements) is acquired in only 3.2 s.
We define terms for this discussion appropriate to the structure of the data and the co-ordinate system. We use A property which has governed the choice of the mathematical techniques which have been applied to this data is the unusual nature of the co-ordinate frame. Although the X = g(Y ) functionals have the same aspect as does a Cartesian co-ordinate frame, the X = h(L) functionals do not. This projection possesses an inherent curvature. Figure 3 shows two samples of real data acquired from a plane surface which is facing the machine-vision system at right angles (that is, the plane is parallel to the baseline). Figure 3(a) shows an X = g(Y ) functional through the centre of the plane and figure 3(b) shows an X = h(L) functional through the same position. The X = g(Y ) functionals for a plane are linear as in Cartesian space. The X = h(L) functional indicates the inherent curvature of the angular co-ordinate frame. These two samples of raw data also indicate the relationship between the noise in the X co-ordinate data and the orientation of the functional.
Segmentation
Transformation of the data to the Cartesian frame is both undesirable and unnecessary. The techniques described here operate in the unique co-ordinate frame described in the previous section. The purpose of this first processing is to detect points of abrupt change in slope which represent the boundaries between two surfaces. The segmentation procedures are simple while accounting for the relationships between the inherent curvature of the co-ordinate frame, the noise with respect to the orientation of each of these independent variables and the boundaries which are being detected. The procedures described can be implemented as mathematical and/or logical operations in LSI level hardware.
Since the two different functionals are inherently different, separate procedures are used to analyse each. The X = g(Y ) functionals have a planar aspect so curvature in the discrete data is due to curvature in the surface. For the X = h(L) functionals, however, the inherent curvature of the co-ordinate frame must be accounted for in the analysis. The first method is used to detect boundaries in the X = g(Y ) functionals. The second, more involved method is used to detect boundaries in the inherently curved X = h(L) functionals. 
Calculating the discrete derivative
Points of abrupt changes in slope (hereafter referred to as 'boundaries') are discontinuous in their derivative. Hence it is possible to detect this discontinuity directly. We use a simple, discrete calculation due to the implementation of this calculation in dedicated hardware. The data are defined in the co-ordinate frame at discrete and equally spaced points so the best direct method of locating these boundaries is the application of a discrete formula. Stirling's difference formula is used to find the first derivative of a function at the central point in a sub-set of the functional data. The seven-point formula used is [32] 
(1) where h is the separation between data elements and the f N terms indicate the function value at the points either side of the point of interest.
The formula is applied to each of the X = g(Y ) functionals. Since this process is highly sensitive to noise in the data the result is then smoothed using a cumulative averaging technique [33] . The derivative of the smoothed result is found by a second application of the same formula. This result is then smoothed a second time. The resultant, smoothed second derivative indicates the boundaries in the data as local maxima or minima. The signal-to-noise ratio (SNR) between maxima/minima due to boundaries and those due to long-range noise or curvature is increased using the discrete autocorrelation formula [33] 
where f i is the co-ordinate value of interest. The boundaries are then indicated by local maxima. By carefully choosing the value of n to restrict the range of the autocorrelation the SNR can be optimized, ensuring that maxima only occur where boundaries are present.
Correlating the difference in linear and quadratic gradients
The inherent curvature of the X = h(L) functionals is accounted for by comparing two gradient calculations. Data on either side of the point of interest are fitted with a linear approximation and the difference in the gradients is calculated. These approximations smooth the noisy data. For the same sections of data used for the linear approximation a quadratic approximation is also calculated. The differences between the gradients of the tangents to the quadratic approximations at the point being analysed are then calculated.
These two independent sets of gradient data contain common peaks at the positions where boundaries are to be found while noise creates peaks at differing positions. The two independent sets of gradient difference data are correlated using the discrete correlation formula
where f i is the value of the linear gradient analysis and g i is the value from the quadratic gradient analysis.
Region-growing
After completion of the segmentation procedure the two analyses are reduced to information in feature space. This information consists of the values of the start and end of each segment in the functional and the coefficients of a linear or quadratic function which describes the segment. Before a region-growing procedure can be implemented on these data superfluous segments are eliminated. Briefly, implementing this process assumes that (i) segments defined in feature space which correspond to surface elements will overlap with similar segments in adjacent functionals, (ii) the rate of change of the segment boundaries will not be rapid and (iii) the boundary positions will change in a steady fashion rather than as a random fluctuation. This a relatively simple form of 'clustering' [20] .
The procedure developed for region-growing involves scanning, linking and re-arranging the feature space information to provide feedback between the Y analysis and the L analysis. A series of processes successively pass through the functionals of each of the analyses until, for a particular scene, the procedure converges to a stable result. The successive passes through one analysis examine the other analysis for confirmation. Decisions are made in the individual processes via this feedback between the analyses.
A summary of the procedure is provided in the flow chart of figure 4 . Individual processes are shown as separate boxes identified by a bold number. The sequence of application of the processes is indicated by the numbered arrows. Heavy arrows indicate the first loop, shaded arrows indicate the first repetition of the loop and open arrows indicate the second repetition of the loop.
The first process assigns a number to all the segments of each analysis according to its position in the scene. The L and Y co-ordinates already represent a physical partitioning of the scene. The second process cross checks the results of the first process between the two analyses and changes values accordingly. Boundary definitions are corrected until a convergence is obtained. The third process then connects the corrected adjacent segments together. The fourth process then checks that segment clusters conform to the limiting criteria artificially defined for this first prototype. This is determined by the size of the pixel area used on the CCD and the noise in the data. The pixel area is 385 × 255 pixels and the maximum noise level under darkened conditions was 2 pixels (RMS). It was found by trial and error that the minimum surface area detectable under these conditions was an area of 20 × 20 pixels. Hence, for this prototype, at least 20 segments in adjacent functionals needed to be identified as the same surface in order to survive the fourth process. As future development improves the CCD image quality and lowers the noise level, this value should improve.
The fifth process acts on the results of the fourth process by connecting and re-labelling erroneously labelled segments. Steps 6, 7 and 8 in the procedure return to processes 1, 2 and 3 respectively and repeat these parts of the procedure. The sixth process (step 9) checks for special cases which can cause false labelling. The second process (step 10) then cross checks the new labelling between the two analyses. Process 7 (step 11) identifies common surfaces in the two analyses and re-labels surfaces which are the same surface until convergence is reached. Finally surfaces are numbered in sequential order.
The success of the region-growing procedure depends on the noise processes in the data being statistically independent between the two independent scene variables, Y and L. Since these variables originate from separate parts of the vision system (the L value from the strip-light scanning and the Y value from the CCD), we found that this assumption is correct.
The region-growing procedure incorporates both redundancy and cross checking so it is very robust. Regiongrowing is successful if segment boundaries are erroneous by as much as 10% in either (but not both) of the dependent variables. At the completion of region-growing the distinct surfaces are defined by the individual bivariate functions X = f (Y, L).
Results
Since scene acquisition requires only 3.2 s, large quantities of real scene data have been acquired. The scenes cover a wide range of object description and complexity. Only a representative sample will be presented here, showing the strengths and weaknesses of the present prototype and the proof of the principle of the instrument. This first prototype of unit 1 of the system is, literally, a hand-built laboratory instrument. The CCD has an active area of only 385 × 256 pixels so the images of the scene data appear 'grainy'. All of the scene data were recorded with prepared objects in a darkened environment since the engineering of this unit has not yet reached the stage at which the laser illumination can be easily identified from ambient light. However, this first prototype was a good test-bed for the research presented here. Figure 5 (a) shows two models made of white cardboard consisting entirely of planes. Figure 5 (b) shows a sample of the raw scene data using the simpler, left-hand model in figure 5(a) . This is a photograph of the screen of the simple computer used to gain access to and control the machine-vision peripheral for development. The complete memory of the peripheral is displayed here, indicating all of the successive strip-light data, side by side, as displayed in the inset of figure 2 . The values of L and of X both increase from left to right. The value of Y increases from top to bottom. The boundary between the planes is not vertical and the noise level in this data has a RMS value of 1 pixel in the X co-ordinate. Figure 5 (c) shows the result of analysis of these scene data. The two different shaded regions in figure 5(c) indicate that there are two surfaces and one boundary in between. Hence the analysis was completely successful. The scattered white points which persist in the analysis are single noise pixels arising from scattered laser light or electronic noise. Figure 5(d ) shows the result of the more complicated model. Only one boundary has escaped detection; that represented by the smallest angle between two planes (about 8
• ). In this case the position of the boundary contained too much variation due to the discretization of the data (the 'graininess') and so the boundary did not survive the region-growing procedure. A comparison of figures 5(a) and (d ) shows that the missing boundary occurs at the crossing point of the 'T' shape on the left-hand side of the model. Figure 6 (a) shows a white cardboard model of a plane and a cylindrical surface. The resultant analysis is indicated in figure 6(b) . The analysis is completely correct. The purpose of this analysis is to develop processing techniques which distinguish and recognize the curved surface from the plane surface. A simple procedure tested in the host computer was successful for highly curved surfaces; however, the inherent curvature of the X = h(L) functionals linearizes data of shallow curvatures. A fuller understanding of the co-ordinate system is being gained to aid this aspect of the processing to be implemented in unit 5. Figure 7 (a) shows a scene containing four surfaces and three different types of surface: a sphere resting on a cylinder in front of two inclined planes. Figure 7(b) shows the result of the analysis which is correct, identifying four surfaces. This scene illustrates the well-known problem of 'hidden parts' [13, 14] associated with active vision systems based on triangulation. The plane on the right-hand side of figure 7(a) is in the illumination shadow of the sphere and cylinder in the foreground. Due to the high degree of curvature for the cylinder and the sphere the simple procedure of classifying types of surface in this co-ordinate frame identifies these four surfaces correctly with reference to their type, curvature and orientation. Figure 8 (a) is a photograph of the final surface model presented here. It is a piece of polystyrene packing chosen at random. Figure 8(b) is the analysis result for this surface. The result was not entirely correct and this was expected. This more complex surface model was deliberately chosen to be too complex both for the hardware and for the software of this first prototype. The most important aspects of the analysis in figure 8(b) are in fact the surprisingly minor errors in the result. The errors indicate improvements required in the hardware and the directions in which the software procedures need to be improved for the next prototype.
The relatively low albedo and rough surface of the polystyrene produces an effect similar to that of extreme noise.
Insufficient scattering of the low-power laser illumination creates gaps in the data. One result is that the segmentation of the L functionals has overstepped the boundary due to the jump discontinuity at the edge of one of the surfaces. This indicates how the hardware needs to be developed to account for low scattering and how the processing needs to interact with this by making inferences from a smaller sample of sparsely spread data. One clear error in the result is the persistence of two surfaces in the analysis for the 'T'-shaped plane embedded in the righthand depression of the packing. The reason for this failure was found by examining the results of the region-growing procedure as each step was performed. The scattered nature of the overlap in the two analyses meant that the regiongrowing procedure did not find sufficient correlation in the cross checking processes to link these two surfaces. A more detailed procedure for correlating the information between the two analyses is being written for the next prototype.
Conclusion and future directions
The research presented here represents the successful conclusion of the first stage in the development of a complex active machine-vision system for 3D vision. The system being developed represents an instrumentation philosophy slightly different to that which is normal in the field. Dedicated hardware will perform the active-vision equivalents of simple retinotopic types of processing in real time. Interleaved within this hardware a programable, dedicated processing unit (a DSP) will act both on the information provided by the dedicated processing hardware and on the raw 3D information to provide higher level feature information and to control the acquisition process. This higher level processing and control unit is the functional equivalent of the visual cortex but it is controlling an active vision system. This combination and the design philosophy of the peripheral-host interaction represent a novel approach to the problem of 3D vision. The results in data acquisition and analysis represent a significant achievement for a simple laboratory prototype and an improvement over previous research using the strip-light technique for the acquisition of 3D data. The results subsequently justify the instrumentation approach and the design philosophy of this system and its further development.
The performance of the system is limited at present only by its intention. It was designed as only a laboratory prototype to test fundamental instrumentation concepts. In this task we feel that it has performed quite beyond expectations. This was demonstrated by the result of figure 8(b) which was significantly better than expected. The factors which affect the performance of this system are not a fundamental part of the design. Many of these have yet to be discovered and can only be revealed in highly engineered prototypes in the future.
Only one problem presented here is fundamental to the design and will persist in future prototypes, that of 'hidden parts'. This is a natural occurrence with the active triangulation arrangement since it is not possible to ensure that all of the surfaces visible to the camera are also visible to the illumination. Reducing the baseline distance between the two will reduce the problem while decreasing the depth resolution. The optimum baseline distance is determined by the size of the CCD camera and its lens configuration and the intended operational range of the system.
The second stage of this research is the use of the results presented here for the improvement of the analysis procedures while they are being implemented in dedicated hardware and DSP firmware. The second prototype of this system will involve a greater degree of engineering development. It will use a CCD camera of greater resolution (1024 × 1024 pixels) and a laser of higher power. A narrow-band interference filter in the camera lens will allow operation in ambient light. The segmentation procedures described here are being implemented as dedicated LSI logic. The improvement in processing speed is estimated to be a factor of 12. The DSP module being implemented for unit 5 will increase the processing speed of the region-growing procedure. The overall gains expected from the second prototype should provide a higher resolution, fully processed 3D image in a time comparable to the raw-data-acquisition time of this prototype (only 3.2 s).
Further processing which is being developed is concerned specifically with the application of autonomous vehicles. An algorithm is being developed for the DSP module to use the 'fovea' of the system and differential retinotopic processing to detect motion in the scene. This is an important aspect for vehicle guidance in the manufacturing environment. An algorithm to partition the current analyses into 'foreground' and 'background' is also being developed to provide a hierarchy for processing tasks. Objects or surfaces which do not require immediate attention for navigation waste processing time. How well these tasks can be interleaved with the acquisition process to provide real-time analysis will be determined by the hardware processing speed of the next prototype.
