This paper deals with the 3D structure estimation and exploration of a scene using active vision. W e haue used the structure from controlled motion approach to obtain a precise and robust estimation of the 3D structure (of 
Overview
Many applications in robotics involve a good knowledge of the robot environment. For such applications, the aim of this paper is to obtain a complete and precise description of a static scene using the visual data provided by a camera mounted on the end effector of a robot arm. The idea of using active schemes to address vision issues has been recently introduced [1] [2] . Active vision is defined in [2] as an intelligent data acquisition process. Since the major shortcomings which limit the performance of vision systems are their sensitivity to noise and their low accuracy, the aim of active vision is generally to elaborate control strategies for adaptively setting camera parameters (position, velocity,. . . ) in order to improve the knowledge of the environment [l] . Here, the purpose of active vision is handled at two levels: a local aspect where active vision is used to constrain the camera motion in order to improve the quality of the reconstruction results, and a global aspect which is used to explore the unknown areas []LO].
The method we have used to estimate the 3D structure of the objects assumed to be present in the scene is fully described in [3] . It is based on the measure of the camera velocity and the corresponding motion of the object in the image. More precisely, we use a "structure from controlled Eric Marchand is currently at Yale University, Dpt of Computer Science, PO Box 208-285, New Haven, CT 06520-8285, E-maill: marchandmcs .Yale . edu motion" method which consists in constraining the camera motion in order to obtain a precise and robust estimation of 3D geometrical primitives such as points, straight lines and cylinders [3] . If p is the set of parameters describing the 3D structure of aprimitive, we have: This approach has been applied to the most representative primitives (i.e., points, straight lines, circles, spheres and cylinders) [3] . As far as cylinders are concerned, this method provides the 3D orientation and position of their axis, as well as their radius. For a segment, it provides the 3D orientation and position of the straight line to which the segment belongs. When no particular strategy concerning camera motion is defined, important errors on the 3D structure estimation can be observed. This is due to the fact that the quality of the estimation is very sensitive to the nature of the successive camera motions. An active vision paradigm is thus necessary to improve the accuracy of the estimation results by generating adequate camera motions. It has been shown in [3] that two vision-based tasks (called fixation and gazing tasks) have to be realized in order to obtain a robust and non biased estimation. The visual servoing approach [6] is perfectly suitable to perform such tasks. Dealing with cylinders or segments, they must appear centered and vertical (or horizontal) in the image [3] .
As far as the global aspect of our reconstruction scheme is concerned, active vision is used to determine the location of the next camera position in order to obtain a complete model of the scene. Previous works have been done in order to answer the "where t o look next" question. In [4] , the sensor placement is computed from a local map of the scene which is described by an octree. The proposed solution, called the "planetarium algorithm", gives for all camera positions on a sphere located around the scene, the viewpoint from which the maximal amount of unexamined area will be visible. In [Ill, Maver and Bajcsy use information given by occlusions to plan the next viewing direction. In [17] , Wixson describes strategies to search for a known object in a cluttered area. Three strategies for sensor placement are studied and compared: the "model-based strategy" based on the Connoly's algorithm, the "occlusion-based strategy" which uses occluding edges to restrict attention to areas that have not been checked yet, and a strategy which simply rotates the camera around the scene with a fixed rotation increment. In [8] , Kutulakos presents an approach for exploring a 3D surface, using a mobile monocular camera, which is based on the use.of the occlusion boundary. In [16] , Whaite and Ferrie present a system which creates a 3D model of the environment using the data gathered by a laser range-finder system through a sequence of exploratory probes. Our concern is to deal with the problem of recovering the 3D spatial structure of a whole scene without any knowledge on the localization, the number, and the dimensions of the different geometrical primitives of the scene (assumed to be composed of polygons, cylinders and segments). Since the proposed structure estimation method involves fixating at and gazing on the different primitives in the scene, this can be done on only one primitive at a time, hence reconstructions have to be performed in sequence for each primitive of the scene. Our incremental strategy leads to an explcration process which is handled at two levels:
When a new primitive appears in the field of view of the camera, or has been previously observed, it is estimated. In that case, we do not need to compute explicitly new viewpoints. This level is called local exploration. It allows to split the observed areas into free-space and reconstructed objects. When a local exploration ends, a more complex strategy has to be implemented in order to focus on parts of the 3D space which are occluded or have not been already observed. This level is called global exploration.
Incremental scene exploration
As already stated, the scene is assumed to be only composed of polyhedral objects and cylinders, so that the contours of all the objects projected in the image plane form a set of segments. The first step in the scene reconstruction process is to obtain the list of these segments. We denote these lists N is the number of untreated segments.
Using these two sets of segments it is possible to define an incremental reconstruction strategy:
Step 0 Initialization.
We consider that the camera is located in 40 and w+o is acquired. We do not have any information about the parameters of the corresponding 3D primitives. Therefore the 3D map of the scene is initially empty: W7;p = w+o = {(&)#O), z = 1 . . . n} and = (40). We extract from w+o a segment S, to be estimated.
Step 1 Active 3D estimation and 3D map creation.
Let us consider now that the camera is located in dt, (q5t = 40 if this is the beginning of the exploration process). An estimation based on s, is performed, including a recognition process [9] (does this segment correspond to a 3D segment or to a cylinder ?), the structure estimation process (see previous section and [3] ) and the estimation of the primitive length [lo] . The obtained parameters i;
of the primitive are introduced into the 3D global map 07 the scene. We then remove from 0~ all the 2D segments, corresponding to this estimated primitive.
Step 2 Local and global 2D lists generation. After the active estimation, because of the camera motion implied by this process (see [3] ), the camera is located in
&+I.
A new local set of segments U+,+, corresponding to this position is constructed and merged with WT;:
Step 3 Segment selection. Three different cases may occur:
In the case where several unestimated segments are in the current list U+,+, , a choice is performed in order to select the next chosen segment Sa (see [9] for more details). An active estimation (step 1) based on this segment is then performed. We iterate the steps estimation, 2D lists creation and selection until one of the segments present in the current list for which the distance between the current camera location &+I and the location 4 k (from which the segment S, has been observed) is minimal. Then, the camera moves to the position q5k (thus, &.+.I := &).
An active estimation (step 1) is then performed. Finally, if Clri+l is empty (i.e., all the 2D segments observed from any previous camera positions have been treated), a new viewpoint must be found. A global exploration, which is described in the next section, is thus necessary. and an estimation of the cylinder parameters is perforimed, first using one limb and then using both limbs (see [9] for details). After this reconstruction, all the segments, observed from the current camera viewpoint belong to estimated primitives (see Figure 2 .b). Thus, we look in 0 + + I for an untreated segment. Here, the camera moves to the previous position (Figure 2 .a) and the camera gazes on the segment on the right of the image. The process is iterated Since this exploration strategy is local, it avoids computing explicitly new viewpoints. Furthermore, the composition of simple primitives, such as polygons, can be treated by this algorithm. However, more complex combinations raise new problems: an object can be occluded by another one (or by itself). Finally, as shown on the previous resulis, several objects may not have been observed from the different viewpoints. Exploration probes are thus necessary to make sure that the whole scene has been reconstructed.
Global exploration 3.1 Exploration Strategy
We consider a scene composed of a set c3 of initially unknown primitives. At the end of the local exploration, a subset c3(Xt) c3 has been observed and reconstructed.
Thus, we have to determine viewpoints able to bring more information about the scene. By information, we mean either a new primitive, eiLher the certainty that a given area is object-free. Such viewpoints will be computed using the previously estimated 3D map and the part of the 3D scene which has not been already observed. If a new primitive is observed from the computed viewpoint, the local exploration process is used to estimate its parameters.
Knowing the set Xt of viewpoints since the beginning of the reconstruction process, it is possible to maintain a map of the observed and unexplored areas. The knowledge is thus composed by: the primitive already estimated: c3(xt); the known free space, denoted Y ( X t ) . Knowing 
U(%t) is computed as:
We want to ensure the completeness of the reconstruction. In theory, the reconstruction must end when all the space has been observed, i.e., if at instant t:
However, this condition is usually unreachable. Ensuring the completeness of the reconstruction is not always possible. Some areas may be observed only from a set of viewpoints unreachable by the camera. Furthermore, due to the objects topology, some areas may be unobserved whatever the position of the camera. Thus we use the following termination condition: This means that the exploration process is as complete as possible if for all reachable viewpoints, the camera looks at a known part of the scene. We thus can be sure that, at the end of the exploration process, all the areas of the scene are either free-space, either an object which has been reconstructed, either an unobservable area.
Viewpoint Selection.
A simple strategy able to compute the "next best view" 4t+i is to consider the viewpoint which maximizes the volume of the new observed areas [4] [17] . However the final trajectory may be ineffective dealing with the final distance covered by the camera. Furthermore, such a strategy do not take into account some problems such as the manipulator kinematics constraints or geometric constraints. We have thus to introduce some constraints in the strategy in order to reflect these different aspects of the exploration problem. We have chosen to formulate the probing strategy as a function minimization problem. Like in [13][15][12] , we define a function to be minimized which integrates the constraints imposed by the robotic system and evaluates the quality of the viewpoint. Thus, we use a set of independent measures which determine the quality or the badness of a viewpoint. Each result of a given measure belongs to B7(4t+l) = V(4t+l) -V(4t+l) n V ( m (6) where V(dt+,) defines the part of the scene observed from the position + t + l and V(4t+i)nV(g) defines the subpart of V(4t+l) which has been already observed (see Figure 3) . If the position 4t+l does not give any wage of information ( i . e . 6'(&) = 0), we must reject this position. Thus, the value of the measure g is fixed to infinity in that case. The measure of the quality of the position is then given by : Additional Constraints. Additional constraints are associated to camera locations. The goal of these constraints is:
-to avoid unreachable viewpoints. This is a binary test which returns an infinite value when the position is unreachable:
A position is unreachable if it is not in the operational space of the manipulator, or if this position is located in an unknown area (leading to a collision risk). -to avoid positions near the robot joint limits. When a new primitive is observed from the computed viewpoint an optimal estimation of its parameters must be performed. This estimation requires camera motions performed by visual servoing which can not be realized if the robot encounters a joint limit. The measure associated to this constraint is optimal (equal to 0) if the camera is located at the middle of the extension of each axis of the robot:
Note that unlike in mobile robotics we do not have odometry problems and due to the quality of the reconstruction, it is not necessary to perform other estimations of the primitives and develop merging processes which would have implied the introduction of other constraints (such as overlap constraint) in our objective function. However, this algorithm can also be used with reconstruction scheme such as stereovision or laser range finder. Constraints introduced in the optimization function can be changed function of the sensor or robot caracteristics (e.g., scannings, tolerance or overlap constraints in the case of a laser range finder [12] or of a mobile robot).
The function F(&+l) to be minimized is thus defined as a weighted sum of the different measures: camera displacement between two viewpoints 4t and +t+l is introduced in the cost function F, in order to reduce the total camera displacement. It is defined using the following relation:
Here, the weights are predetermined in order to reflect the relative importance of the different measures. For example, the wage of information given by a new position is more important than the cost of the camera displacement. We have defined a Drioritv order of the coefficients CY" such that 
Ndof z = l
where:
side an hemisphere located around the 'scene (assumed to be inside the hemisphere), but only in the region already observed and object-free (in order to avoid collision). At the beginning of the exploration process, as the observed area is null, the camera motion is limited to the surface of the sphere. To minimize F ( d ) , we have used a fad deterministic relaxatipn scheme corresponding to a modified version of the ICM algorithm. Unlike stochastic relaxakion methods such as simulated annealing, we cannot ensure that the global minimum of the function is reached. However, our method is not time-consuming and experimental results show that we always get a correct minimum in a low number of iterations.
Focusing on the regions of interest
At the end of the reconstruction process, some residual areas remain unexplored. This is mainly due to the termination criterion we have proposed (see equation ( 5 ) ) . First of all, it is not possible to ensure that 100% of the scene can be observed: the topology of the objects, the kinematic constraints of the manipulator prevent from observing, the whole space. Thus, small parts of the scene usually remain unobserved. Second, the marginal gain of information decreases rapidly while the number of viewpoints increases.
Thus, even if the whole scene is observable, the observakion of the last residual areas requires a large number of viewpoints. For these different reasons, we decide to stop the exploration when a subset of the observable space has been really observed (typically, we define a threshold located between 95% ancl 97% of the observable space). However, it is necessary to verify that the remaining unobserved1 areas do not contain any objects (and if any to perform a reconstruction).
In a first time, we compute a segmentation of the residual areas considering the polyhedron incorporating a set of connex unobserved areas (defined here by small voxels). As the goal is to define small regions, if the volume of the computed polyhedrons is to important, they are subdivided. In a second time, considering sequentially each sub-scene, a focused global exploration algorithm is then performed. Like in the case of the global exploration algorithm we consider that the camera motion is limited inside an hemisphere located around this polyhedron. The knowledge previously acquired is used in order to consider a collision avoidance process. This strategy allows to decrease significantly the number of viewpoints while increasing the part of observed areas (leading to 99%).
3.4
The technique proposed in the previous paragraphs to solve the "nexi, best view" problem is a depth-first search algorithm. We do no try to consider the whole trajectory in order to reduce either the number of viewpoints, either the distance performed by the camera. The following algorithm aims at reducing the number of viewpoints needed to explore the :scene. The problem can be stated as follow:
at instant t the camera has already performed the trajectory xt ; knowing the set of reconstructed objects O ( x t ) and the observed area V ( x t ) , find the trajectory 7i.Y;" which ensures a complete reconstruction of the scene in a minimal number of viewpoints.
Even knowing a complete model of the scene, the problem is, in the general case, NP-complete [14] . Furkhermore, to determine such a trajectory, we need to know the Reducing the number of viewpoints shape and the location of the objects. In our case, we do not have this information. Thus this scheme is efficient if all the objects present in the scene have been already reconstructed at time t. Then, the trajectory '&:in can be computed. However if a new primitive is observed from viewpoint &, t' E [t + 1, trEn[, it must be reconstructed and a new trajectory Ttfa" must be determined.
It is possible, using the method proposed in Section 3.2 to obtain a set of viewpoints xno such that the whole scene is observed from the n o = tfln viewpoints. As previously stated, at the end of the exploration process, the marginal gain of each viewpoint is weak. A local adjustment of the position of a viewpoint along the computed trajectory may be preferable to the addition of a new viewpoint. Furthermore, it is possible that the information given by a viewpoint at time t is also given by other viewpoints at time t' > t. This viewpoint q5t is thus useless and can be deleted.
If no is the initial number of viewpoints, the iterative algorithm allowing to define a trajectory which ensures a reconstruction as complete as possible of the scene in n viewpoints (n 5 no) can be decomposed in two steps: Figure 4 describes the result of this local adjustment algorithm.
In a second time, if the whole scene is observed, the viewpoint &,in, bringing the lowest quantity of information is suppressed from the trajectory. The local adjustment process is then used again in order to compensate for this deletion. This algorithm is iterated while the observed areas remains greater than a predefined threshold (99% in ow case).
Experimental results
First, we consider the case of a simple scene composed by a cylinder and a polygon in order to illustrate the influence of the different proposed strategies. AU the objects have been reconstructed during a first local exploration/reconstruction process (see Figure 5) . The observed/unobserved/occluded areas are computed using a ray tracing algorithm. In this first experiment, we want to analyze the influence of the weights ai involved in (11) . In the first strategy ( Figure 6 .a), the distance between two viewpoints is not taken into account, thus this strategy is mainly based on the maximization of the new observed area (the weight a 2 in (11) is null). The second strategy (Figure 6 .b) uses the distance between two successive viewpoints in order to reduce the total distance covered by the camera We note that if the distance between two viewpoints is not of the scene has been observed. Then, we compute a segmentation of the residual areas (see Figure 7 .a and 7.b). Four regions of interest are created. The camera focuses on each of these regions in order to ensure that no other objects can be observed in the scene. The remaining area unobserved (Figure 7 .c) is less that 1% and mostly corresponds to occluded regions which cannot be observed due to robot kinematic constraints. Figure 8 depicts the resiilts obtained for the reconstruction of another scene, a polyhedron, using this algorithm.
Reducing the number of viewpoints Using the algorithm proposed in Section 3.4, we can reduce the number of viewpoints from 29 (see Figure 9 .a) to 15 (see Figure 9 .b) without any waste of information. Figure 10 shows the percentage of observed area (after local adjustement) versus the number of viewpoint. Above 20 viewpoints, the percentage of observed area is greater than 99%, and below 15 viewpoints the percentage of observed area is smaller than the initial one. However, reducing to 15 the number of viewpoints requires approximatively 15 minutes on a SUN SS20 while only 10 seconds are necessary to compute a new viewpoint. Thus, we think that this optimization algorithm is interesting only if time is not critical. It is also more adapted to the inspection of a known scene than to the exploration of an unknown environment. b taken into account, the camera motion behaves like a "bee flight". Such motion does not occur if the distance cost is introduced into the energy function. The camera motion is more continuous and shorter (1.13 m versus 3.37 m with cy2 = 0). This underlines the interest in introducing the distance parameter into the energy function. Focusing on the regions of interest Using the Cylinder and polygons scene In this experiment, same scene, we decide to stop the exploration when 95% we consider the scene proposed in Section 2. Figure 11 presents the Aifferent steps of the global exploration of the scene. Each figure shows the obtained 3D scene, the camera trajectory and the projection on a virtual plane of the unknown areas. Figure 1l .a corresponds to the camera position 46 obtamed just after the local exploration process described in Section 2. The first camera displacements allows to reduce significantly the unknown areas. Alt position 413 (see Figure ll .b), a new primitive is detected.
A new local exploration process is performed. It ends at position 4 2 4 (Figure 11 .c). At this step, the two polygons on the "top" cif the scene have been reconstructed. A new global exploration is then performed. After a last exploration process, the last polygon IS reconstructed and the camera is located in 430 (Figure 1l.d) . At this step, 99% of the space has been observed, which ensures that Lhe reconstruction of the scene is complete. Figure 12 shows the h a l 3D model of the scene (to be compared to Figure 1 ) and the camera trajectory. 
Conclusion
In this paper, we have proposed a method for 31) environment perception using a sequence of images acquired by a mobile camera. Since the method used for reconstruction is based on peculiar camera motions, perceptual strategies able to appropriately perform a succession of individual primitive reconstruction have been proposed. An important feature of our approach is its ability to easily determine the next primitive to be estimated without, any knowledge or assumption on the number, the localization and the spatial relation between objects. Our approach is entirely bottom-up and does not use any a przorz on the environment except the nature of the considered primitives and a bounding volume located around the scene. Experiments carried out on a robotic cell have proved the validity of our approach (accurate, stable and robust results, efficient exploration algorithms), but have also shown its limitations: the constraints on the camera motion, which are necessary to obtain precise results, imply the sequencing of visual estimations. 
