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人々の画像に対する理解はもはや 2 次元に留まらず、3 次元の画像処理技術も開発されてい
る。2 次元に比べて 3 次元にはより多くの情報が含まれており、その情報を処理することで多
くの知的機能を実現し、日常の様々な問題を解決することができる。3D 画像処理の主要な分
野の 1 つは、3D 点群処理である。 
3D 計測技術を用いて、自然景観や人工物の形状情報を迅速にかつ低価格で取得可能とな











みについて報告する。そのために、我々は 2 つの異なる 3D 計測技術を用いた。1 つは


























Today's era is the age of information technology, and with the improvement of 
science and technology, image processing technology is also booming. People's 
understanding of images is no longer confined to two dimensions, so three-dimensional 
image processing technology has been developed. Compared with 2D, 3D contains 
more information, and by processing this information, we can realize many intelligent 
functions and solve many daily problems. One of the major branches of 3D image 
processing is 3D point cloud processing. We use 3D detection technology to get the 
information data of natural landscape and man-made objects - 3D point cloud data, 
which will originally need a lot of human and material time of many measurement 
projects into 3D point cloud data processing, only need a computer, a person, or even a 
button of the program, can be intelligent analysis of these information for data, and then 
get the data we want. We compare the data obtained after 3D point cloud processing 
with the original real data to judge whether the algorithm we have produced was 
effective. This paper discusses three ways of 3D point cloud processing corresponding 
to specific things. 
(1)3D Measurement and Printing for Giant Seaside Rocks 
The use of three-dimensional (3D) measurement and printing technologies has 
recently become an effective way to analyze and reproduce both physical natural 
objects, regardless of size. However, in some complex environments, such as the 
seaside, it is difficult to obtain the required data by normal measurement methods. In 
this paper, we report on efforts to archive and digitally reproduce a giant seaside rock 
formation known as “Sanouiwa", which is a famous site on the seaside of Miyako City, 
Iwate Prefecture, Japan. To accomplish this, we used two different 3D measurement 
techniques. The first involved taking pictures using a drone-mounted camera, while the 
second involved the use of Global Navigation Satellite System (GNSS) data like [1] [2] 
and [3]. The point cloud data generated from the high-resolution camera images were 
integrated using 3D shape reconstruction software from which we constructed 
triangular 3D models for use in tourism promotion and environmental protection 
publicity endeavors. Finally, we measured the height and width of the 3D-printed rock 
model, back-calculated the height and width of the real object by using the scale, and 
then compared it with the real data and found that the data were basically the same. 
This proves that we can use this method to obtain real data more easily for large ob-
jects with complex measurement environments and high measurement costs. 
(2) Utility pole extraction processing from point cloud data 
In this study, we propose a method to automatically remove utility poles and 
electric parts from 3D measurement data of shopping streets and roads, and be used for 
the landscape simulation of underground utility polesconstruction at Suehiro-cho of 
Miyako City. In this method, utility poles were stably extracted automatically by using 
plural rectangular volumes, Hough transform, and two-dimensional Gaussian function. 
The efficiency of processing is improved by five times compared with the interactive 
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method of removing the utility poles and the electric parts by the dialogue processing. 
(3) Automatic measurement of 3D nut data parameters 
Since nuts used in bridges deteriorate over time, nut shape information during 
maintenance (Here, referred to as various parameters), it is necessary to determine 
whether or not exchange is possible. However, it is very time consuming to manually 
measure various parameters of a large number of nuts.  
So we use 3D point cloud laser measurement instrument to collect 3D point cloud 
data of nuts, and then develop a software that can quickly and automatically calculate 
the 3D point cloud data of nuts, and finally get the parameters of nuts, such as height, 
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Nowadays, using three-dimensional point cloud measurement technology to 
obtain data and computer simulation has become a new means to solve practical 
problems. We go to the field to perform 3D measurements and obtain 3D point cloud 
data. We process the obtained data. We can mesh the 3D model and print it with a 3D 
printer, or we can analyze the data and use our algorithms to implement features such 
as automated noise cancellation for road point clouds, pole-free calculations, and 
automated parameter calculations for nuts. 
 
1.1 3D Measurement and Printing for Giant Seaside Rocks 
 
In Japan, there are many massive naturally-formed rock formations of particular 
beauty that have high levels of cultural and historical significance, and many of those 
massive rocks are located in waters just offshore, where the impressive contrast 
between the sea and the rocks combine to form natural artworks. Fig 1.1 shows the 
Sanouiwa rock formation, which is a historic and scenic spot on the Taro coast of 
Miyako City in Iwate Prefecture [4] [5] [6] and [7]. 
In this figure, the left side shows the 50-m-high Otokoiwa (Male Rock) and the 
23-m-high Onnaiwa (Female Rock), while the right side picture shows the 17-m-high 
Tai-koiwa (Taiko Drum Rock). These three rocks, which stand side-by-side, were listed 
as an Iwate Prefectural Natural Monument on September 4, 1992, and are now part of 
the Sanriku Fukko National Park. After the new designation, facilities for tourists and 
visitors, including a promenade, were constructed and maintained [8]. 
 
 
Fig 1.1 The Sanouiwa (Three Kings) rock formation, consisting of Otokoiwa and 
Onnaiwa (left), and Taikoiwa (right) in Miyako City, Iwate Prefecture, Japan. 
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Following the Great East Japan Earthquake of 2011, even though these famous 
rocks withstood the massive tsunami that struck the area, damage to the handrail and 
other portions of the promenade prompted prefectural authorities to decide that the area 
was too dangerous for entry, and a warning sign was posted at the promenade entrance. 
It was also decided to digitally record the rock formation in its current state to ensure 
that a rec-ord existed in the event of future unforeseen damage to the monument.  
From the study of [9] [10] and [11] we borrowed from point cloud acquisition and 
used LIDAR sensors to acquire point clouds from the city [12] [13] [14] and [15]. 
To archive digitally these large seaside rocks, we utilized an unmanned aerial 
vehicle (UAV) like [16], commonly called a drone, and Global Navigation Satellite 
System (GNSS) data. The drone is equipped with a remotely operable, high-resolution 
camera. We piloted the drone above around the rocks to record numerous high-
resolution images from which we then generated point cloud data using three-
dimensional (3D) shape reconstruction soft-ware. In order to unify the world 
coordinates of the data, three locator markers were placed near the beach near the 
Sanouiwa rock formation, and we ensured that these were visible in the images taken 
by the aerial camera. The positional information was then measured with a GNSS 
surveyor centered on each marker.  
We then used other software applications to identify common feature points from 
the photographic images and generate 3D coordinate point group data via a technique 
called Structure from Motion (SfM) like [17] and [18]. Finally, we integrated all the 
point cloud data and used the result to construct a 3D triangular model from which we 
created a 3D model to print the results using two different 3D printers. 
We measured the model printed by the 3D printer with a conventional tape 
measure, back-calculated each value of the length, width, and height of the rock 
according to the scale, and compared it with the real rock data. 
 
1.2 Utility pole extraction processing from point cloud data 
Underground utility poles can prevent earthquake disaster, make streets more 
beautiful, save more pavement space, and make roads safer. Therefore, in many cities, 
underground burial of utility poles were planned for existing roads. In addition, 3D 
measurement is used to make these draft plans easy to understand in 3D space. However, 
the point cloud data obtained by measuring the road contains many utility poles, and it 
is necessary to erase the utility poles on the road. Therefore, we propose a novel method 
to automatically extract the point cloud data of utility poles from the point cloud data 
of roads including utility poles. There are existing methods for automatic identification 
of utility poles. A circle recognition algorithm that uses the RANSAC (Random Sample 
Consensus) method to identify circles. This method is accurate but time consuming. 
Since the utility poles is a clear circle in the horizontal plane and does not require 
accurate circle recognition, we used a faster Hough transform to identify the circle like 
[19] and [20]. In addition, the Hough transform can reduce the possibility of 
misidentifying circles. There is several methods using deep learning to extract utility 
poles. They used PointNet to train utility poles data and identify utility poles from 3D 
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point cloud data on roads. However, it is very difficult to create utility poles database 
for learning. In addition, the accuracy of identification from 3D point cloud data of 
roads by PointNet is not high. In addition, automatic identification takes a long time to 
calculate. Our method first converts the 3D point cloud data into multiple parallel 2D 
images with different heights, identifies the circles in the 2D image by Hough transform, 
and then uses the Hough transform to identify the points in the electric column based 
on the positional relationship of the circles. Identifies the data. Therefore, our method 
can quickly and accurately identify and extract utility poles. The Suehiro line near 
Miyako Station in Miyako City, Iwate Prefecture, Japan is an important road that 
roughly divides the shopping district in the city center into two. We acquired 3D point 
cloud data at this location and applied our method to the removal of utility poles to 
evaluate its effectiveness (Fig. 1.2). 
 
Fig. 1.2 The Suehiro line in Miyako City, Iwate Prefecture 
 
1.3 Automatic measurement of 3D nut data parameters 
Nut is one of the fastening parts used in the assembly of machines and buildings. 
It has a female thread in the center, and is used in combination with male threaded parts 
such as bolts. Generally speaking, a hexagonal nut is a hexagonal pillar in shape. Nuts 
are used in buildings and bridges to fix steel bars. Since process bolts and nuts are in a 
natural environment, they will corrode over time, and after 10 or 20 years, broken nuts 
will need to be replaced. In general, nuts need to be inspected as time goes by. In the 
conventional inspection, the inspector conducts an on-site survey and judges each nut 
by his own experience. However, due to the large number of nuts, this procedure is 
time-consuming to operate and potentially dangerous.  
In the preliminary study, the nut was measured in 3D and the parameters of the nut 
were obtained by interactively manipulating the nut using software such as MeshLab 
and Cloud Compare, but in this manipulation procedure, the nut was divided and the 
parameters of the nut were calculated manually using the mouse. However, this 
procedure required a lot of time due to the many interactive operations. 
To solve the above problem, we will create a system that automatically performs 
a quick inspection study by pressing a button, using data obtained from the machine 
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and the building. The inspector jest need to replace the nut by taking a three-
dimensional measurement of the damaged nut. These operations are fast, easy and safe. 
Fig.1.3 showed Nut of the Kanmon Kaikyo Bridge, The nuts we used for our 
experiments all came from this bridge. 
 









3D MEASUREMENT AND MODELING FOR GIANT SEASIDE 
ROCKS 
We took 3D point cloud measurements of giant rocks called Sanouiwa, located on 
the Miyako City waterfront. Since the terrain near the giant rocks being measured was 
a Cliff coast and the giant rock formation is located in the waters immediately offshore, 
it was decided that it would be too difficult to obtain data using a 3D static laser scanner 
setup. Accordingly, we decided to use a drone to collect data from the air above and 
around the rock formation, and then establish pinpoint location information using a 
GNSS receiver device, as shown in Fig. 2.1 like [21]. 
 
 
Fig. 2.1: Drone and GNSS Measurement Device. 
 
2.1 3D measurement devices to collect Data 
 
In this study, images were recorded using a MarvicPro (DJI Ltd., Shenzhen, China) 
drone equipped with 4K video and high-resolution digital cameras (GPT 9005A, 
Topcon KK, Tokyo, Japan) that could be remotely controlled from an Apple iPad, as 
shown in Fig. 2.2. We also used a NetR5 Reference Station (Trimble Inc., Sunnyvale, 
CA) for GNSS point measurement/verification. Measurements of the orientation and 
verification points were carried out by the "network type RTK method". The locator 
markers were squares measuring 20 cm (5 pixels or more) on each side, and were 
colored and patterned as shown in Fig. 2.3.  
As stated above, since it would be too difficult to use 3D laser devices to scan the 
Sanouiwa rock formation from the shore, we captured 1015 high-resolution 
photographs from positions above and on the sides of the rocks using the 
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abovementioned drone-mounted cameras. Next, 3D point cloud data were generated 
from the photographs using SfM technology. More specifically, the Pix4Dmapper 
(Pix4D S.A., Prilly, Switzer-land) software application was used for point group 
generation, while 3D polygonal models were generated from the point cloud data using 
the ContextCapture (Bentley Sys-tems, Exton, PA) software application. Finally, we 
generated a 3D closed polygonal model for 3D printing using POLYGONALmeister 




Fig.2.2: Steering the drone by iPad.          Fig. 2.3: Locator marker 
 
2. 2 Coordinate corrections using GNSS 
 
GNSS is a generic name for satellite positioning systems used to measure positions 
on the Earth. It includes the US Global Positioning System (GPS), Russia’s GLONASS 
system, the European Union’s Galileo system, and the Quasi-Zenith Satellite System 
(QZSS) operated by Japan. The principle behind GPS positioning is that the speed of 
light c is constant in the local inertial system. 
 
Equation 2.1 
c = 2.99792458 × 108 m/s                  
 
Hence, if both the GPS satellite and the GNSS receiver have a clock that can be 
regarded as accurate, the distance between them can be found by multiplying the 
difference between the transmission time (measured value) T and the reception time t 
by c. Assuming that the position of the GPS satellite i is coordinates (Xi, Yi, and Zi) 




2 = (𝑋𝑖 − 𝑥)
2 + (𝑌𝑖 − 𝑦)
2 + (𝑍𝑖 − 𝑧)
2    
 
To obtain the GPS satellite position, the navigation message signal superimposed 
on the received data is demodulated and combined with the transmission time. The 
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reception time t is the GPS receiver clock value, and if it is very accurate, there are at 
least three simultaneous equations used to obtain three variables (unknowns) x, y, and 
z of the receiver position. However, since GPS receiver clocks are not exceptionally 
accurate, the reception time t must also be considered an unknown. Therefore, to obtain 
the necessary values for these four unknowns, data is collected from four satellites. 
 
2. 3 3D point cloud generation using SfM 
 
As explained above, SfM is an imaging technique for estimating 3D structures from 
two-dimensional (2D) image sequences in computer vision fields. As shown in Fig. 2.4, 
the SfM process first finds the object points of 3D structures and then calculates those 
point positions using the camera image positions. 
In our study, we used the 1015 high-definition images collected during the drone 
flights to identify parts of the same features from consecutive images and then 
generated the initial 3D point cloud by calculating those same features. We then 
optimized the initial model using the GNSS location data before finally exporting and 
meshing the 3D point cloud data to generate the 3D model, as shown in Fig. 2.5. 
 




Fig. 2.5: SfM technology process. 
 
2. 4 Experimental Results 
 
2.4.1. Point cloud processing and polygonal modeling 
 
Next, image analysis was carried out collectively without separating the photos 
taken from above the rock formation from those taken from its side. Although sky and 
side mis-identification errors occurred naturally, this process allowed the Sanouiwa 
rock formation to be photographed from every angle, which reduced the step shift and 
minimized holes in the 3D data. Additionally, by using the locator markers, real 
coordinates and distance values could be generated.  
The next step was an approximately two-day long process during which we gener-
ated the initial point group data using Pix4Dmapper software, which can extract feature 
points from continuous photographs and use them to generate the point cloud data 
model. However, it is difficult to fill polygons from point cloud data automatically 
because there are always some missing parts that must be filled in and data noise that 
must be elimi-nated. As a result, it took about 2.5 days to completely generate the point 
cloud data for the Sanouiwa rock formation.  
In order to create polygonal models from point cloud data using the ContextCapture 
software, we first employed the automatic triangulation function from the point data set 
to remove the unnecessary faces and fill in the polygons for the triangle model. Using 
this interactive process, it took about a week to generate the triangle model. 
All of the data processing operations were performed on an HP Z 840 workstation 
equipped with a 2.10 Xeon central processing unit (CPU), 256 GB of random access 
memory (RAM), and a 12 GB NVIDIA Quadro M 6000 graphics processing unit (GPU). 
Figure 8 shows a textured triangle model of the Sanouiwa rock formation. This process, 
in which a Bentley Systems Acute 3D viewer was used, also performs texture mapping 
and is capable of producing displays in close to real-time. 
In sequence, Fig. 2.6 shows both point cloud data and the triangle model, while Fig. 2.7 
shows textured triangulate and wireframe overlay models, and Fig. 2.8 shows the side 
por-tions of the textured triangulate model in which it was confirmed that a famous 
cave had been modeled accurately. The wireframe display model is overlaid on top of 




Fig. 2.6: Point cloud data and triangle model. 
 
 
Fig. 2.7: Textured triangle and wireframe overlay models. 
 
 
Fig. 2.8: Side view of both the textured and wireframe overlay models. 
 
2.4.2. Modification and segmentation for 3D printing 
 
The display model and the model used for 3D printing are somewhat different. For 
exam-ple, since 3D printing is not possible if there are holes on the model surface or if 
the mesh is inconsistent, it is necessary to convert the polygon model obtained from the 
point cloud data into a 3D printing model. In order to further refine the model, we used 
the Geomagic Wrap, 3D computer-aided design (CAD), Freeform, and Design X (3D 
Systems, Valencia, CA) applications to perform optimization via the five steps shown 
below: 
 
Step-1: Mesh Correction 
First, the Geomagic Wrap software application is used to repair mistakes such as 
in-ternal intersections, zero thickness areas, holes, etc., as shown by the red marked 
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areas in Fig 2.9 
 
. 
Fig. 2.9: Mesh correction of the 3D rock model. 
 
Step-2: Additional modifications in voxel 
Next, the mesh was modified to allow voxel conversion, after which it was 
converted to a voxel file. After conversion, the areas were trimmed, and internal 
intersections, nests, and spikes were removed, as shown in Fig. 2.10. 
      
Fig. 2.10: Noise reduction and pruning 
 
Step-3: Creating a split file 
In this step, we modeled the segmented area with the 3D CAD software and divided 
the data into six segments based on the modeling results, as shown in Fig 2.11. 
 
 
Fig. 2.11: Model segmentation. 
 
Step-4: High-definition texture mapping. 
Next, the texture mapping process was repeated using the texture information 




Fig. 2.12: High-definition texturing of the rocks. 
 
Step-5: Model optimizing for 3D Printer 
After the 3D printing fixes had been applied, the mesh color files were converted 
to the "Vrml2" format. Figure 2.13 shows the 3D printer model, which consists of a 
closed tri-angulate polygonal model. As explained above, in this study we used 
POLYGONAL-meister, which has powerful modify/edit functions for polygonal 
models. 
 
Fig. 2.13: 3D printer models (overview, clipped front, and clipped back). 
 
2.4.3 Calculation of Rock Size, Volume and Weight 
 
We measured the maximum heights of the rocks using the Fusion 360 (Autodesk, 
Inc., CA, USA) program and compared these values to the heights obtained from 
geological survey data. As shown in Table 1, the modeled results are comparable to the 
actual heights of the rocks. 
 
Table 1. Comparison of rocks heights estimated by the 3D model and actual geological 
survey. 
Rock Name Estimated Height (m) Actual Height (m) 
Otokoiwa (Male Rock) 50.70 50.00 
Onnaiwa (Female Rock) 23.50 23.00 
Taikoiwa (Taiko Drum Rock) 17.30 17.00 
 
The volume of the rocks was also calculated using Fusion 360. Since the rocks 
were composed of sandstone and a conglomerate deposited by the ocean, we estimated 
the densities of the sandstone and conglomerate to be 2.3 t/m3 and 1.8 t/m3, respectively. 
We therefore adopted a value of 2.1 t/m3 to estimate the weight of the rocks. As shown 
in Table 2, by multiplying the calculated volume and the density, the weight of the three 
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rocks was also obtained. 
 
Table 2. Volume and weight of rocks. 
Rock Name Volume (m3) Density (t/m3) Estimated Weight (t) 
Otokoiwa (Male Rock) 28,627.69 2.10 60118.15 
Onnaiwa (Female Rock) 13527.56 2.10 28407.88 
Taikoiwa (Taiko Drum 
Rock) 
3684.75 2.10 7737.98 
 
2.4.4. Printing 3D models by using 3D printers 
In this study, we used two different 3D printers to print our rock formation models: 
a Z250 (Z Corp., Rock Hill, SC, USA) and a J750 (Stratasys, Ltd.; Eden Prairie, MN, 
USA) such as [24]. The Z250 3D printer uses high-performance composite powder to 
print a build size 3D model measuring 45.1 × 35.2 × 11.1 cm, as shown in Fig. 2.14, 
while the J750 printer has a build size of 35.6 × 20.3 × 12.7 cm. While the rock 
formation models printed with the J750 printer are more expensive than those printed 
with the Z250, they are also more detailed, as shown in Fig.2.15. The J750 model cost 




Fig. 2.14: 3D model printed by Z Corp. Z250. 
 
 
Fig. 2.15: 3D model by printed by Stratasys J750.  
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2.3.4. Data Comparison 
 
We used ordinary length measuring tools to measure 3D model printed by Z Corp. 
Z250 and 3D model by printed by Stratasys J750. Since the model is made according 
to the set scale using 3D printing technology, we reverse calculate the length, width and 
height of the rock based on this scale. 
In this table we can see that the error between the inverse derivative and the actual 
value is very small, so we can use this method to estimate various parameters of some 
large objects that are expensive to measure and environmentally dangerous. 
 
Table 3. Size comparison of 3D model materials. 
 
2. 5 Discussion of rocks measurement studies 
 
3D measurements are now used for a variety of purposes indoors and outdoors, in 
both small and large areas. Using laser scanning technology, we can now precisely 
meas-ure building interiors, narrow streets, shops, and parks. However, static laser 
measure-ment devices have limitations in that they can only be used in completely 
stationary and secure locations, and they cannot normally be operated remotely. 
Because of these limita-tions, static laser measurement devices cannot normally be used 
for 3D measurements of complex terrain shapes. However, we can use camera-
equipped drones to acquire photo-graphic images and then process the resulting data to 
generate 3D models, such as in the case of the offshore rock formation measurements 
that were performed in this study.  
This method, which provides a safe, convenient, and low-cost way to gather 
observa-tion data by remote control, can not only be used when measuring offshore 
rocks, but also has potential uses in other areas where there is complex terrain or in 
high-risk areas such as uninhabited volcanic areas, nuclear contaminated areas, tunnels, 
and sinkholes. 
 
2. 6 Conclusions of rocks measurement studies 
Rock Formation 
Z250 Model  
(Scale 1:500) 
J750 Model 




























0.097 48.500 0.102 51.200 50.700 95.6% 99.1% 
Onnaiwa  
(Female Rock) 
0.045 22.500 0.047 23.300 23.500 95.7% 99.1% 
Tai-koiwa (Taiko 
Drum Rock) 
0.035 17.500 0.034 17.100 17.300 98.9% 99.1% 
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In this study, we used a camera-equipped drone operating above the sea to capture 
1015 high-resolution photographic images of the Sanouiwa rock formation and then 
pro-cessed those images to generate precise point cloud data using SfM techniques. We 
also used GNSS surveyor data to precisely mark the rocks’ positions to the world 
coordinate system. 
Then, to create polygonal models from point cloud data, we utilized the automatic 
triangulation function extracted from the point dataset to interactively edit the triangular 
model and performed further trimming, noise reduction, and color adjustments to the 
cre-ated 3D model. 
Finally, we used 3D printers to fabricate precise replicas of the Sanouiwa rock for-
mation for use as museum displays, environmental protection publicity efforts, and sou-
venirs to support local tourism efforts. The data collected from the generated rock 
models can also be used for 3D analysis and processing, which could facilitate a number 
of tasks such as helping people to identify rocks, plants, and other shoreline features by 
color or shape. Such data could also be used to simulate the reconstruction and planning 








UTILITY POLE EXTRACTION PROCESSING FROM POINT CLOUD 
DATA FROM 3D MEASUREMENT AND ITS APPLICATIONS 
 
We perform 3D point cloud measurements of the roads at Suehiro-cho of Miyako 
City, in japan. Then the acquired 3D point cloud of the road is calculated. The editing 
program implements the identification of the poles of the road and gets the range of the 
road by the location intelligence of the poles, eliminates the noise within the range, 
eliminates the clutter data such as wires, human shadows, vehicles, etc., optimizes the 
data, and finally makes the road point cloud neat and clear. We used our own developed 
algorithm to achieve this step automatically. The citation [25] is a point cloud of 
distinctive colors needed for tree detection by color eigenvalues, however, the color 
eigenvalues of the point clouds we obtained are not obvious, so this study does not 
involve the extraction of color eigenvalues. The method for tree detection in [26] [27] 
and [28] is eigenvalue extraction. Since it is a direct 3D calculation, the computational 
effort is large and the method inspired this study.  
Suehiro-cho, which is located near Miyako Station in Miyako City, Iwate 
Prefecture, is an important road that roughly bisects the city’s central shopping district. 
Currently, city redevelopment efforts (undertaken in partnership with local residents) 
that are aimed at creating safe, secure, and pedestrian-friendly roads are underway. (Fig. 
3.1) 
However, there are currently no sidewalks on either side of Suehiro-cho, and 
pedestrian space is instead distinguished from vehicle space by colored painted roadside 
strips. This situation, which may be dangerous at times of high pedestrian and traffic 
flow, is further complicated by the need to accommodate the numerous delivery 
vehicles servicing local businesses that must travel along this and other shopping streets. 
Furthermore, attempts to perform efficient modeling of vehicle traffic and pedestrian 
flows as part of those redesign efforts are difficult due to the presence of numerous 
utility poles installed along the roadsides. 
Previously, pedestrian sidewalk widths were set based on the location of street-side 
utility poles pillars. In the present study, since the presence of these utility poles in the 
point cloud data would hinder efforts to design a more comfortable road space, we 
determined that it would be necessary to extract the poles from the point group data. 
We report on a process by which three-dimensional (3D) point cloud data 
measurements of the road were collected and the utility poles automatically extracted, 
after which visual simulations that show how the road space would look after poles 
removal were created. 
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Fig. 3.1: Suehiro-cho shopping street in Miyako City, Iwate Pref. 
 
3. 1 Acquisition of road 3D measurement point cloud data 
 
3.1.1 Measuring equipment and software 
The laser measurement device used for 3D measurements in our study was the 
FARO Focus3D S-120 Laser Scanner.  We also used a global navigation satellite 
system (GNSS) surveying instrument, along with various identification markers and 
coordinate identification points (Figs. 3.2 and 3.3). In this research, the Autodesk Re 
Cap, which is a civil engineering software, was used for point cloud data processing, 
and the Autodesk Infra Works, which is a civil infrastructure design software package, 
was used to create visual simulations like [29] [30] [31] [32]. 
 
  
Fig. 3.2 Laser measuring device and identification marker 
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Fig. 3.3 GNSS survey instrument and coordinate identification point 
 
3.1.2 Point cloud data from 3D measurements 
 
First, the laser measurement device was used to generate point cloud data near the 
ground level. More specifically, the device transmitted laser light in every direction, 
and the resultant reflections from encountered targets were used to measure their 
distance from the light source. Next, 3D point cloud data were created based on the 
distance information received from the measurement instrument. Note that the indicator 
markers are also measured here. 
In order to determine the position of the 3D model, nine control points were set in 
advance, and the coordinates of each control point were measured with a GNSS 
surveying instrument. Position adjustments were performed on each individual cloud 
data point.  
Next, the dataset for the entire Suehiro area was converted to world coordinates 
based on the control points of the pictures taken at the same time. In addition, data 
obtained via laser measurement were also converted to world coordinates using the 
markers as a reference, and the data from both measurements were combined. 
You can use Autodesk Re Cap to manually remove 3D points on utility poles from 
the entire data. More specifically, the program's "fence feature" allows you to select, 
define, and delete utility poles. However, removing all parts of a single utility pole using 
this method typically takes approximately 6 hours by a skilled computer-aided design 
(CAD) operator (Figs 3.4 and 3.5). Therefore, we have developed a method to 




Fig. 3.4: Point cloud data with utility poles of Suehiro-cho 
 
 
Fig. 3.5: Suehiro-cho point cloud data with utility poles removed by Re Cap 
 
3.2 Automated utility pole extraction process 
 
Distinct from 2D object color recognition [33] and [34], 3D point cloud contains 
not only the color of the points but also the point location information. Since the color 
of points is complex, this study only used the point location information to identify 
utility poles.  
We reviewed the relevant deep learning or machine Learning point cloud 
algorithms [35] [36] [37] and [38] [39] [40] [41] [42] [43]. Due to the huge number of 
3D spatial points in 3D point cloud data, the data set and computational complexity 
required for deep learning is huge. The present point cloud processing is not suitable 
for the use of deep learning algorithms. 
Like [44], adding a color algorithm has always been something I wanted to do, but 
unfortunately the color values of the poles don't show any significant features compared 
to other point clouds. 
Fig. 3.6 shows the automation step of the utility pole extraction process. First, a 
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rectangular parallelepiped is arranged from the 3D measurement point cloud, and then 
a 2D image is generated from the point cloud data inside the parallelepiped. Next, a 
Hough transform is used to acquire the center and radius of the utility poles from the 
point cloud data, after which the poles is extracted from the 2D image. 
Generally, utility poles are pillar-shaped workpieces that are embedded in the ground 
and stretch up into the air, where they provide support to electric wires and cables. Fig. 
3.7 shows various utility poles types. 
 
 
Fig. 3.6: Summary of automatic extraction process 
 
 
Fig. 3.7: Various utility poles types 
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A. Raw data splitting 
 
The total size of the point cloud data was about 7 GB (Fig. 3.8), which would slow 
down the processing speed significantly if read all at once. Therefore, the full dataset 
was divided using ReCap into 300 MB partitions and then read one partition at a time 
(Fig. 3.9) like [45] and [46]. 
 
 
Fig. 3.8: Original data 
 
Fig. 3.9: Example of partitioned point cloud data 
 
B. Circle identification of 2D images by Hough transform 
 
The Hough transform is one of the methods used to perform feature extraction in 
digital image processing.Although it was originally used to detect straight lines, its 
usage has since been generalized, and it can now be used for various features. In this 
study, we used a Hough transform circle detection algorithm. The following section 
explains the Hough transform circle detection principle. 
 
C. Hough transform circle detection principle 
 
A 2D circle can be expressed by three parameters, namely, the center position (a, 
b) and radius r, as shown in Figs. 3.10 and 3.11. The same circle can be expressed at as 
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single point in 3D parameter space. To calculate these parameters, all of the candidate 
pixels collected using edge detection are used as an input image and then mapped to 
the 3D parameter space. 
 
 
Fig. 3.10: 2D image space showing the parameters, a, b, and r, of a circle. 
Fig. 3.11: 3D parameter space in a, b, and r. 
 
Since the utility poles data was initially in the form of 3D point cloud data, it was 
necessary to convert these data into 2D images. Based on the experience of previous 
experiments, the point cloud data in 3D space was extracted for the height ranges of 
altitude 5.0 to 5.3, 7.0 to 7.3, and 9.0 to 9.3 meter, respectively. The Suehiro Street is 
by the sea at an altitude of about 2 meters. This allows for better retention of the pole's 
cylindrical structure and reduces noise. Then, delete the z-values to get the images in 
2D (Figure 3.12, Fig. 3.13) such as [47]. 
 
 
Fig. 3.12: Schematic of data slices of 0.3 m thickness in the Z direction at heights of 5 
to 5.3 m, 7 to 7.3 m, and 9 to 9.3 m 
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Fig. 3.13: Extracted point cloud data slices 
 
The transformation from 3D measurement data to 2D image is a point image 
process rather than a line image process. In order to recognize and detect circles, these 
points need to be transformed into curves. In this study we used the Gaussian blur 
method to convert points into curves.  
Drawing on the method of [48] we apply Gaussian blur to the image. The Gaussian 
blur equation is shown in Equation 3.1. The Gaussian blur of standard deviation σ is an 
n-dimensional Gaussian function for n-dimensional input images [I, J...]. 
The second-order Gaussian blur is represented by the third-order view, in which two 
are the abscissa X and ordinate y of image pixels, and the third parameter is the degree 







Fig. 3.14 Two-dimensional Gaussian function 
 
In image processing, Gaussian blurring is a method used to blur a set of 2D points 
(Fig. 3.15) with a Gaussian function, producing a result such as that shown in Fig. 3.16. 
In the present study, the points were then binaries in black and white (Fig. 3.17), gaps 




Fig. 3.15: 2D point cloud image 
 
 
Fig. 3.16: Blurred Gaussian image 
 
 
Fig. 3.17: Black and white image 
 29 
 
The height ranges (5 to 5.3 m, 7 to 7.3 m, and 9 to 9.3 m) of the data were chosen 
based on the heights of the utility poles to be extracted. Since there is normally little 
ground noise upwards of 5.0 m, and since poles heights extend upwards to about 12 m, 
three cross-sectional slices at 5 to 5.3 m, 7 to 7.3 m, and 9 to 9.3 m of 0.3 m thickness 
could sufficient for this process. 
  We were inspired by the fact from [49] and [50]. Just like [51] convert 3D to 2D 
and get the feature values of 3D objects in 2D. Next, circles in the generated 2D images 
were extracted using the 2D Hough transform algorithm. Figs 3.18, 3.19, and 3.20 show 
the circles extracted at the 5 to 5.3 m, 7 to 7.3 m, and 9 to 9.3 m slices, 
respectively(indicated by yellow circles). Since multiple circles were extracted during 




Fig. 3.18: 2D Hough transform performed at 5 m 
 
 




Fig. 3.20: 2D Hough transform performed at 9 m 
 
D. Utility pole recognition method 
 
The 2D images obtained from the three cross-sectional slices 5, 7, and 9 m (Fig. 
3.18, Fig. 3.19, and Fig. 3.20) were then overlaid. If circles with similar center and 
radius values were detected in the same position, the probability of there being a pole 
at that position was deemed to be very high. Finally, the point cloud of the cylindrical 
surface was transformed into the utility pole 3D measurement point cloud data. When 
comparing the 2D images shown in Figs. 3.15, 3.16, and 3.17, we can see that the red 
circles in Fig. 3.21 correspond to the circles made from the extracted poles. Fig. 3.22 
shows the sections of the poles corresponding to each circle. 
 
 
Fig. 3.21: Identification of utility poles (red circles) 
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Fig. 3.22: Utility Poles identification schematic 
 
Figure 3.23 shows the 3D measurement point cloud data of utility poles obtained 
via this method, while Fig. 3.24 shows the 3D measurement point cloud data after the 
utility poles have been removed. 
 
Fig. 3.23: 3D point cloud data of extracted utility poles 
 
Fig. 3.24: 3D point cloud data with utility poles removed 
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Since utility poles are similar in shape to conical frustums, the radii obtained from 
cross-sections taken at different heights were different. However, this difference did not 
affect the calculations. If the centers of the circles were the same and the radius was 
within a certain range, the circles were identified as belonging to the same poles.  
We had done a segmentation of the original data like [52] and [53], a data 
augmentation of the segmented dataset, and trained the dataset for pole recognition 
using the Point Net or Shape Net [54] [55] and [56] algorithm. But the number of point 
clouds was too large to calculate. Then we ablated the point cloud in order to be able to 
apply the Point net, but there were too many important feature values were lost and the 
correct rate obtained was less than 30%. We had produced not only the utility pole 
dataset, but also the cars on the road, and the human shadow dataset that we produced 
a complete data set like [57]. However, due to the gap between the point clouds 
collected in the field and the exquisite point clouds in other papers, the recognition rates 





A. Utility pole extraction result 
 
We use four sets of data (Fig3.25~Fig3.28) to test the accuracy of pole 
identification. These data information are presented in Table 1. Table 2 shows the 
results by our research method and Table 3 shows the results of manual work by me 
that used the software of ReCap. 
By comparing table 2 and table 3, the accuracy of the extraction using our research 
method was 68.97%. Although the recognition rate by use the software of ReCap is 100 
percent, it consumes a great deal of the operator's energy and time. The calculation time 
with our research method was only one tenth of the time of the recap operation. 
    So in practice, we can use this algorithm we developed to identify and remove 
most of the utility poles, and then use the software of ReCap to remove the remaining 
few poles, which can greatly reduce the operation time and achieve a 100% 
identification rate. 
 
TABLE 1. List of extraction results by this method 
Dataset number No. 1 No. 2 No. 3 No. 4 
Data size 820 MB 850 MB 660 MB 560 MB 
Total no. of points 
(millions) 








TABLE 2. List of extraction results by this method 
Dataset number No. 1 No. 2 No. 3 No. 4 
Computation time 
(minute) 
10.14 10.51 7.00 5.57 
Total no. of utility 
poles 
10 7 6 6 
No. of poles 
identified 
7 5 4 4 
Identification rate 70% 71.4% 66.7% 66.7% 
Average rate 68.97% 
 
TABLE 3. List of extraction results by ReCap 
Dataset number No. 1 No. 2 No. 3 No. 4 
Working 
time (minute) 
103 96 74 63 
Total no. of utility 
poles 
10 7 6 6 
No. of poles 
identified by 
one person 
10 7 6 6 
Average rate 100% 
 
 














Fig. 3.28: 3D measurement point cloud data and extracted utility poles for dataset No. 
4 
 
3.4 Extraction of utility poles from a huge amount of data (Suehiro-cho road point 
cloud data) 
 
A. Algorithm of Large number of point clouds 
 
We have been able to identify the poles for a model of about 300M. Then we 
segment the overall point cloud on the X and Y axes to generate a 40x10 grid, each with 
dimensions very close to the 300M model we just performed a test on. Then we use the 
same calculation method to identify the utility poles in each grid separately. This is 
shown in Fig. 3.29. 
 
 
Fig. 3.29: Mesh segmentation of the original point cloud 
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Our road point cloud data contains a total of 26 utility poles, and 15 poles were 
identified by this method, with a recognition rate of 57.7 % as shown in Fig. 25. The 
circles on Fig. 3.30 are the locations of the utility poles we identified. 
 
 
Fig. 3.30: The locations of the utility poles 
 
The recognition rate of 57.7% is not high, and we analyzed the reason. For 
example, as shown in Fig. 3.31, Shadows of people and cars on the ground make it 
difficult to identify a circle. The cross section of the pole is not a circle due to the 
presence of transformers and wires on the pole. 
 
 
Fig. 3.31: Interference with circle recognition 
 
B. Algorithm updates 
 
We have improved the algorithm to address the above issues. We set the acquiring 
height of 3D point clouds at 3 to 10 meters, above 3 meters can exclude the interference 
of human shadow and vehicles, below 10 meters ensures that the radius of the poles are 
large enough for easy identification. 
 37 
We need 3 different heights of 3D point cloud data for identifying utility poles 
once, for example 5, 7 and 9 meters as we used before. This time, we identified circles 
in 8 groups of 2D projections of 3, 4, 5, 6, 7, 8, 9, and 10 meters. When comparing the 
circles in these 8 groups of 2D projections, if the circle in the same location is repeated 
more than 3 times, the location is judged to be a utility pole. 
This gives us a much larger number of poles than the total number of poles, due to 
the fact that the location of one pole was repeated many times during the calculation. 
Then we use the lattice method to single out the plural pole locations. As in Fig. 3.32, 
the total 2D projection is divided by a 50x50 lattice, and we calculate whether there is 
a pole centroid in each lattice, and the average of the centroids in the calculated lattice 
is recorded as one centroid. 
 
 
Fig. 3.32: Singularizing the plural poles using lattice method 
 
3.5 Remove road noise based on the location information of utility poles 
 
We have got the location information of the utility pole, and then project the 
location information in the 2D coordinate system, as shown in Fig. 3.33-3.37, we can 
calculate a line f(x) = ax+b using the least squares method (Equation 3.1 and Equation 
3.2). Using this line as a dividing line we can divide the location information of the 
utility pole into two sets of data on the left side of the road and the right side of the road. 
Then again using the least squares method to calculate the points of the two sets of data 
separately, we get two straight lines, and the range between these two lines is the 













Fig. 3.34: Classification of poles on both sides of the road by regression lines.
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Fig. 3.35: Confirm that the two sets of poles correspond to both sides of the road 
  
We have divided the poles into two groups and continue to do regression lines for 
each group separately using the least squares method 
 
 
Fig. 3.36: Find the equation of the two lines of the road 
 
Fig 3.37: Calculate the extent of the road 
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 The original algorithm was difficult to calculate for a huge number of point clouds, 
so we updated the algorithm. We grid partition the raw data point cloud on the x-axis 





4. 1 Utility poles extraction result 
 
As shown in the figure below, we use a 4x10 scale for segmentation, which ensures 
that the utility poles of the 2D maps produced in each cell are clearly visible and 
increases the recognition rate of the Hough transform circle recognition. By improving 
the algorithm, we improved the recognition rate to 96.1%. The original data had 26 
utility poles and we recognized 25 of them. Fig.30 shows the 2D projection of the utility 
poles calculated by modified algorithm. Table 1 compares the two methods. The 
improved method takes longer time but has a high recognition rate. The point clouds of 
utility poles we extracted are shown in Figure 3.39. 
 
 
Fig. 3.38: The locations of the utility poles by improved algorithm 
 
Table 1: List of extraction results 
Comparison Original method Modified method 
Total number of metadata 
poles 
26 26 
Number of poles identified 15 25 
Identification rate 57.7% 96.1% 
Calculation time 15min 20min 
 
The space between the two newly made regression lines is the extent of the road. 
Using the derived road intervals, we can classify the original data and identify and 
remove the noise from the road. Then we get the clean and tidy road data. As Fig. 3.40 
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and 41. Fig. 3.40 is the original data and Fig. 3.41 is the processed data. 
 
 
Fig. 3.39 The point cloud of utility poles be extracted 
 
 
Fig. 3.40: The original data 
 
 
Fig. 3.41: The processed data 
 
C. Visual evaluation 
 
Using Infra Works, which is a visualization software of Autodesk Ltd., computer 
graphics (CG) images of planned roads and sidewalks were overlaid into the point cloud 
data after the utility poles had been extracted (Fig. 3.42). In addition, we created the 
video showing the current situation in order to compare the current status of the 
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Suehiro-cho and the proposed road plan (Figs. 3.43 and 3.44). 
 
 
Fig. 3.42: Model generation with InfraWorks 
 
 
Fig. 3.43: Current status of Suehiro-cho 
 
 




As part of the renovation process for Suehiro-cho, which is an important roadway 
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in Miyako City, Iwate Prefecture, a large number of 3D measurements were taken and 
used to produce a large point cloud dataset including world coordinate values. To 
facilitate these efforts, we developed a method for automatically extracting utility poles 
from obtained point cloud data, after which visual simulations could be created using 
the obtained 3D measurement values. 
Unlike the time-intensive interactive ReCap method, which requires long hours of 
manual processing by skilled CAD operators, our automatic poles extraction process 
can automatically identify and delete utility poles from vast amounts of point cloud data. 
One problem with this method, however, was that the circle identification accuracy was 












AUTOMATIC MEASUREMENT OF 3D NUT DATA PARAMETERS  
 
4.1 3D measurement of nuts. 
 
In this chapter, we described the 3D point cloud acquisition of the nut and 
calculated the parameters of the nut using a program developed. We use a 3D laser 
inspection device to obtain the 3D point cloud data of the nut from the bridge. We got 
the nuts data from the bridge called Kanmon Kaikyo Bridge in japan (Fig. 4.1). And 
the 3D measurement device was 3DSL-Rhino-01 (Fig. 4.2). We got a lot of data of 3D 
nuts like Fig. 4.3. 
            
Fig. 4.1 Nut of the Kanmon Kaikyo Bridge    Fig. 4.2 3DSL-Rhino-01 Major spec 
 
 
Fig. 4.3 3D nut data of ply 
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4.2 Principle of the algorithm. 
 
If we want to calculate the parameters of the nut, we first need to know the plane 
below the nut. We need the coordinate values of three points on the plane to calculate 
the plane equation. To see the Fig 3 we know the points corresponding to the maximum 
and minimum values of the X-axis of the nut point cloud are in the plane. To prevent 
loopholes, the third point we do not use the extreme value point and the third point is 
set to point P (Xp, Yp, Zp) by used the Equation 4.1 to 4.4. The point P is the farthest 
point from the midpoint of the points Xmax and Xmin (Xmid, Ymid , Zmid). We use 
the point Xmax, point Xmin and point P to obtain the equations of the plane (Ax + By 





















𝐿𝑚𝑎𝑥 = √(𝑋𝑚𝑖𝑑 − 𝑋𝑝)2 + (𝑌𝑚𝑖𝑑 − 𝑌𝑝)2 + (𝑍𝑚𝑖𝑑 − 𝑍𝑝)2 
 
We can find the point farthest from the plane (Xd ,Yd, Zd), and the distance from 




|𝐴𝑥 + 𝐵𝑦 + 𝐶𝑧 + 𝑑 − 𝐷|
√𝐴2 + 𝐵2 + 𝐶2
 
 
We divide d into 200 equal parts, and calculate the number of point clouds 
contained in each part of the space separately. Show by Fig. 4.4, the horizontal 
coordinate is No.d1 to No.d200 and the vertical coordinate is the number of point clouds 




Fig. 4.4 Correspondence table of the number of point clouds in different intervals 
 
In Fig 4, No.d1 has 1460 points which is the most of all parts, so the No.d1 was the 
plane (Ax + By + Cz + D = 0). The No.d1, d27, d137, d198 correspond to the 4 planes 
of the nut (Fig. 4.5). 
 
Fig. 4.5 Side view of the nut 
 
Next we calculate the parameters of the plane d137. The plane d137 was hexagon 
(Fig. 4.6). We can find the X-maximum point, the X-minimum point, the Y-maximum 
point and the Y-minimum point (Fig. 4.7). We just need to find two more vertices to get 
the all of the vertices. 
        
Fig. 4.6 Top view of the nut          Fig. 4.7 The 4 poles on the hexagonal plane 
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The other two vertices may exist at four positions, as in Fig. 4. 8. We calculate the 
number of point clouds in intervals 0, 1, 2, and 3, respectively, and the two intervals 
with the highest number of point clouds are the intervals where the remaining vertices 
are located. Then we find the point in this interval that was farthest from the line 
where the pole is located. So we find the two points Pa and Pb. This way we got 6 
vertices and we can calculate the parameters of the hexagon. 
 
 
Fig. 4.8 Four positions of two vertices 
 
4.3 Study results. 
 
We developed an application to automatically calculate nut data parameters and 
tested it using the 3D model Ply_1. Figs. 4.9 to 4.11 and table 1 show the results. 
 
 
Fig. 4.9 Height parameters of the nut 
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Fig. 4.10 Hexagonal parameter display chart for nuts 
 
 
Fig. 4.11 Results of hexagonal parameters of nuts 
 
Table 1. Hexagonal parameter calculation results 




Shortest line segment (yellow 
part) 
L2 = 27.271394 
 
In order to judge the accuracy of our algorithm, we tested the cross-sectional 
shortest distance parameters of five sets of data using the present method and the inch 
method, showed in Table 2. By comparison, the accuracy of the present method was 









Table 2. We tested five nut data and made a comparison table with true parameters. 
Data name Shortest line segment 
by soft 
True Value 
Ply_1 27.27 mm 27.3 mm 
Ply_2 33.54 mm 33.5 mm 
Ply_3 33.83 mm 33.9 mm 
Ply_4 31.14 mm 31.2 mm 
Ply_5 33.79 mm 33.9 mm 
  
The shortest wear width calculated was compared with the real value of the nut, 
and the combined error was less than 0.3%, proving that the algorithm of this study 
has a high accuracy rate.The development environment used for this study is C++, 
produced with Visual Studio 2019. Opencv, VCG, and OpenGL libraries are utilized. 

































CONCLUSION AND FUTURE WORKS 
We used 3D point cloud surveyors to take 3D measurements of natural scenes and 
artifacts, convert physical objects into digital intelligence for research and analysis, and 
edit algorithms to solve problems. 
We collect 3D point cloud data of giant rocks on the seashore and use software 
meshing to generate 3D models, which can be corrected and fine-tuned for denoising, 
and use 3D printers to make models that can be used for environmental protection 
promotion and introduced in museums. We can use the aerial camera to measure those 
areas with mixed environment and full of dangers, such as volcanic craters and swamps, 
and the collected digital information can be used for presentation and also for reverse 
measurement to get important information such as length, height, etc. 
We collect 3D point cloud data of urban roads and edit the algorithm to realize the 
function of automatic noise reduction function of road data. There is very little 
information available online about the computational algorithm for large-scale point 
cloud data, which indicates that this research is novel. A point cloud is a large mass of 
chaotic points without any connection between points, and can only show visual 
meaning when a large number of points are combined together. My research is to 
establish some connection between points without any connection by developing new 
algorithms, and then to implement specific functions, classification or recognition. Very 
popular today are deep learning recognition algorithms in 3D. I have come across Point 
Net algorithm during my research and study, which is a 3D point cloud recognition, 
classification algorithm. But this algorithm must require that each point cloud data used 
for training or testing has a size of 2048 points, and the number of training needs to be 
more than 400. I think this is an experimental algorithm, and it is a very big project to 
make a training set of hundreds or even thousands of 2048 points. For large road point 
clouds, a 400-meter stretch of road contains around 150 million points, and the huge 
number of points does not lend itself to direct algorithm development using deep 
learning. In the next research, I envision using deep learning to train the program 
instead of the point cloud data, and making the program more intelligent to analyze the 
point cloud data automatically. I know this is very hard, but it is not impossible. 
We collected 3D point cloud data of nuts on bridges and developed a program to 
automatically calculate parameters. Using the principle of 3D space conversion, we 
obtain the equation of the lower plane of the nut, calculate the height of the nut by 
adjusting the value of D in the equation, then obtain the hexagonal cross section of the 
nut, find the point cloud coordinates of the six vertices of the hexagon using the polar 
method, and calculate the minimum width value of the hexagonal cross section. The 
minimum width is worn out by the weathering and corrosion effects of the external 
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environment over the years. We set a threshold value, and if the minimum width is less 
than this threshold value, the nut is too badly aged and needs to be replaced. The 
program currently under study is only the first stage. Our ultimate goal is to create a 
program that can calculate multiple nuts in succession, then analyze the nut defects and 
mark the nuts that need to be replaced. The final form of the program may just be an 
app for cell phones, where the builder opens the camera, quickly scans the nut, gets a 
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