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============

Definition 1.1 {#FPar1}
--------------
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                \begin{document}$\{f_{i}(X_{i}), i\geq1\}$\end{document}$ is also NA. We refer to Roussas \[[@CR2]\] for NA's fundamental properties and applications in several fields, Shao \[[@CR3]\] for the moment inequalities, Jing and Liang \[[@CR4]\] and Cai \[[@CR5]\] for the strong limit theorems, Chen et al. \[[@CR6]\] and Sung \[[@CR7]\] for the complete convergence.
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                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\mathcal{N}$\end{document}$ is a standard normal distribution random variable.Li and Wang \[[@CR10]\] proved the following ASCLT: $$\documentclass[12pt]{minimal}
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The almost sure central limit theorem was proposed by Brosamler \[[@CR11]\] and Schatte \[[@CR12]\]. In recent years, the ASCLT has been extensively studied, and an attractive research direction is to prove it under associated or dependent situations. There are some literature works for $\documentclass[12pt]{minimal}
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                \begin{document}$\alpha, \rho, \phi$\end{document}$-mixing and associated random variables, we refer to Matuła \[[@CR13]\], Lin \[[@CR14]\], Zhang et al. \[[@CR15]\], Matuła and Stȩpień \[[@CR16]\], Hwang \[[@CR17]\], Li \[[@CR18]\], Miao and Xu \[[@CR19]\], Wu and Jiang \[[@CR20]\].

A more general version of ASCLT for products of partial sums was proved by Weng et al. \[[@CR21]\]. The following theorem is due to them.

Theorem A {#FPar2}
---------
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                \begin{document}$$ \lim_{n\rightarrow\infty}\frac{1}{\log n}\sum_{k=1}^{n} \frac{1}{kp_{k}}\mathrm{I} \biggl\{ a_{k}\leq \biggl(\frac {\prod_{j=1}^{k}S_{j}}{k!\mu^{k}} \biggr)^{1/(\gamma\sqrt{k})}< b_{k} \biggr\} =1 \quad \textit{a.s.} $$\end{document}$$

This result may be called almost sure local central limit theorem (ASLCLT) for the product $\documentclass[12pt]{minimal}
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                \begin{document}$\prod_{j=1}^{n}S_{j}$\end{document}$ of independent and identically distributed positive r.v., while ([1.4](#Equ4){ref-type=""}) may be called almost sure global central limit theorem (ASGCLT).

The ASLCLT for partial sums of independent and identically distributed r.v. was stimulated by Csáki et al. \[[@CR22]\], and Khurelbaatar \[[@CR23]\] extended it to the case of *ρ*-mixing sequences, Jiang and Wu \[[@CR24]\] extended it to the case of NA sequences. Zang \[[@CR25]\] obtained the ASLCLT for a sample range.

In this paper, our concern is to give a common generalization of ([1.7](#Equ7){ref-type=""}) to the case of NA sequences. The remainder of the paper is organized as follows. Section [2](#Sec2){ref-type="sec"} provides our main result. Section [3](#Sec3){ref-type="sec"} gives some auxiliary lemmas. The proofs of the theorem and some lemmas are in Sect. [4](#Sec4){ref-type="sec"}.

Main results {#Sec2}
============
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Theorem 2.1 {#FPar3}
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Auxiliary lemmas {#Sec3}
================
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The following Lemma [3.1](#FPar5){ref-type="sec"} is due to Liang et al. \[[@CR26]\].

Lemma 3.1 {#FPar5}
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Now we obtain the CLT for triangular arrays.

Lemma 3.2 {#FPar6}
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The proof is quite long and will be left to Sect. [4](#Sec4){ref-type="sec"}.

The following Lemma [3.3](#FPar7){ref-type="sec"} is a corollary to Corollary 2.2 in Matuła \[[@CR27]\] under a strictly stationary condition.

Lemma 3.3 {#FPar7}
---------
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Lemma 3.4 {#FPar8}
---------
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The proof will be left to Sect. [4](#Sec4){ref-type="sec"}.

The following result is due to Khurelbaatar \[[@CR23]\].

Lemma 3.5 {#FPar9}
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The following Lemma [3.6](#FPar10){ref-type="sec"} is obvious.

Lemma 3.6 {#FPar10}
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Proofs of the main result and lemmas {#Sec4}
====================================

The main aspect of our proof of Theorem [2.1](#FPar3){ref-type="sec"} is verification condition ([3.13](#Equ30){ref-type=""}) for $\documentclass[12pt]{minimal}
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Proof of Lemma [3.2](#FPar6){ref-type="sec"} {#FPar12}
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This completes the proof of Lemma [3.2](#FPar6){ref-type="sec"}. □

Proof of Lemma [3.4](#FPar8){ref-type="sec"} {#FPar13}
--------------------------------------------
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Conclusions {#Sec5}
===========

In this paper, we study the almost sure local central limit theorem (ASLCLT) for products of partial sums of negatively associated random variables. The obtained results extend the theorem of Weng et al. \[[@CR21]\] for i.i.d. random variables to NA random variables, and it is a generalization of the result given by Jiang and Wu \[[@CR24]\] from partial sums to products of partial sums under NA random variables. The main idea of the proofs relies on estimate of the covariance structure of the underlying NA sequence. It is a classic and effective technique for this kind of the problem.

Matuła and Stȩpień \[[@CR16]\] provided a very mild assumption on the summability on covariances to obtain limit theorems (CLT and ASCLT). As we all know, the ASLCLT is a general result which contains the ASCLT. In this paper, the optimality of the assumptions of Theorem [2.1](#FPar3){ref-type="sec"} is not discussed, in particular assumptions ([1.1](#Equ1){ref-type=""}), ([1.2](#Equ2){ref-type=""}), and ([2.8](#Equ15){ref-type=""}). This will be another interesting topic of research, and we will leave this topic for the future.
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