Let A p = YY * m and B p = XX * n be two independent random matrices where X = (X ij ) p×n and Y = (Y ij ) p×m respectively consist of real (or complex) independent random variables with 
Introduction
High-dimensional data now commonly arise in many scientific fields such as genomics, image processing, microarray, proteomics and finance, to name but a few. It is well-known that the classical theory of multivariate statistical analysis for the fixed dimension p and large sample size n may lose its validity when handling high-dimensional data. A popular tool in analyzing large covariance matrices and hence high-dimensional data is random matrix theory. The spectral analysis of high-dimensional sample covariance matrices has attracted considerable interests among statisticians, probabilitists and mathematicians since the seminal work of Marcenko and Pastur [17] about the limiting spectral distribution for a class of sample covariance matrices. One can refer to the monograph of Bai and Silverstein [1] for a comprehensive summary and references therein.
The largest eigenvalue of covariance matrices plays an important role in multivariate statistical analysis such as principle component analysis (PCA), multivariate analysis of variance (MANOVA) and discriminant analysis. One may refer to [18] for more details. In this paper we focus on the largest eigenvalue of the F type matrices. Suppose that
are two independent random matrices where X = (X ij ) p×n and Y = (Y ij ) p×m respectively consist of real (or complex) independent random variables with EX ij = EY ij = 0 and E|X ij | 2 = E|Y ij | 2 = 1.
Consider the determinantal equation
When A p is invertible, the roots to (1.2) are the eigenvalues of a F matrix Tracy and Widom in [24, 25] first discovered the limiting distributions of the largest eigenvalue for the large Gaussian Wigner ensemble, thus named as Tracy-Widom's law. Since their pioneer work study toward the largest eigenvalues of large random matrices becomes flourishing. To name a few we mention [11] , [12] , [6] , [10] and [21] . Among them we would mention El Karoui [6] which handled the largest eigenvalue of Wishart matrices for the nonnull population covariance matrix and provided a kind of condition on the population covariance matrix to ensure the Tracy-Widow law (see (4.41) below).
A follow-up to the above results is to establish the so-called universality property for generally distributed large random matrices. Specifically speaking, the universality property states that the limiting behavior of an eigenvalue statistic usually is not dependent on the distribution of the matrix entries. Indeed, the Tracy-Widom law has been established for the general sample covariance matrices under very general assumptions on the distributions of the entries of X. The readers can refer to [22] , [23] , [8] , [9] , [19] , [27] , [3] , [16] , [15] for some representative developments on this topic. When proving universality an important tool is the Lindeberg comparison strategy (see Tao and Vu in [22] and Erdos, Yau and Yin [8] ) and an important input when applying Lindeberg's comparison strategy is the strong local law developed by Erdos, Schlein and Yau in [7] and Erdos, Yau and Yin in [8] .
Johnstone in [13] proved that the largest root of (1.1) converges to Tracy and Widom's distribution of type one after appropriate centering and scaling when the dimension p of the matrices A p and B p is even, lim p→∞ p/m < 1 and B p and A p are both Wishart matrices. It is believed that the limiting distribution should not be affected by the dimension p. Indeed, numerical investigations both in [13] and [14] suggest that the Tracy and Widom approximation in the odd dimension case works as well as in the even dimension case. Besides, as it can be guessed, the Tracy and Widom approximation should not rely on the Gaussian assumption. However, theoretical support for these remains open. Furthermore, when A p is not invertible the limiting distribution of the largest root to (1.1) is unknown yet even under the gaussian assumption.
In this paper, we prove the universality of the largest root of (1.2) by imposing some moment conditions on A p and B p . Specifically speaking we prove that the largest root of (1. At this point it is also appropriate to mention some related work about the roots of (1.2). The limiting spectral distribution of the roots was derived by [26] and [1] . One may also find the limits of the largest root and the smallest root in [1] . Central limit theorem about linear spectral statistics was established in [29] . Very recently, the so-called spiked F model has been investigated by [5] and [28] . We would like to point out that they prove the local asymptotic normality or asymptotic normality for the largest eigenvalue of the spiked F model, which is completely different from our setting.
We conclude this section by outlining some ideas in the proof and presenting the structure of the rest of the paper. When A p is invertible, the roots to (1.2) become those of the F matrix A −1 p B p so that we may work on A −1 p B p . Roughly speaking, A −1 p B p can be viewed as a kind of general sample covariance matrix T 1/2 n XX * T 1/2 n with T n being a population covariance matrix by conditioning on B p . Denote the largest root of (1.2) by λ 1 . The key idea is to break λ 1 into a sum of two parts as follows λ 1 − µ p = (λ 1 −μ p ) + (μ p − µ p ), (1.5) whereμ p is an appropriate value when B p is given and µ p is an appropriate value when B p is not given (their definitions are given in the later sections). However we can not condition on B p directly. Instead we first construct an appropriate event so that we can handle the first term on the right hand of (1.5) on the event to apply the earlier results about T
1/2
n XX * T
n . Particularly we need to verify the condition (4.41) below. Once this is done, the next step is to prove that the second term on the right hand of (1.5) after scaling converges to zero in probability. This approach is different from that used in the literature in proving universality for the local eigenvalue statistics.
Unfortunately, when A p is not invertible we can not work on F matrices A −1 B p anymore.
To overcome the difficulty we instead start from the determinantal equation (1.2) . It turns out that the largest root λ 1 can then be linked to the largest root of some F matrix when X consists of Gaussian random variables. Therefore the result about F matrices A −1 B p is applicable. For general distributions we find that it is equivalent to working on such a "covariance-type" matrix
The definitions of D and U j , j = 1, 2 are given in the later section. This matrix is much more complicated than general sample covariance matrices. To deal with (1.6) we construct a 3 × 3 block linearization matrix
where z = E + iη is a complex number with a positive imaginary part. It turns out that the upper left block of the 3×3 block matrix H −1 is the Stieltjes transform of (1.6) by simple calculations. We next develop the strong local law around the right end support µ p by using a type of Lindeberg's comparison strategy raised in [15] and then use it to prove edge universality by adapting the approach used in [8] and [3] .
The paper is organized as follows. Section 2 is to give the main results. A statistical application and Tracy-Widom approximation will be discussed in Section 3. Section 4 is devoted to proving the main result when A p is invertible. In section 5 we will show the equivalence between the asymptotic means and asymptotic variances respectively given by [13] and by this paper. Sections 6 and 7 will prove the main result when A p is not invertible.
The main results
Throughout the paper we make the following conditions. Condition 1. Assume that {Z ij } are independent random variables with EZ ij = 0, E|Z ij | 2 = 1.
For all k ∈ N , there is a constant C k such that E|Z ij | k ≤ C k . In addition, if {Z ij } are complex, then EZ 2 ij = 0.
We say that a random matrix Z = (Z ij ) satisfies Condition 1 if its entries {Z ij } satisfy Condition 1.
Condition 2.
Assume that random matrices X = (X ij ) p,n and Y = (Y ij ) p,m are independent. Formulas (2.2) can be found in [13] when d 1 < 1.
We below present alternative expressions of µ J,p and σ J,p . To this end, define a modified density of the Marchenko-Pastur law [17] (MP law) by It turns out that (2.2) and (2.6)-(2.7) are equivalent subject to some scaling, which is verified in Section 5.
We also need the following moment match condition.
Definition 1 (moment matching). Let X 1 = (x 1 ij ) M ×N and X 0 = (x 0 ij ) M ×N be two matrices satsfing Condition 1 . We say that X 1 matches X 0 to order q, if for the integers i,j,l and k satisfing 1 ≤ i ≤ M , 1 ≤ j ≤ N ,0 ≤ l, k and l + k ≤ q, they have the relationship
8)
where C is some positive constant bigger than one, x is the real part and x is the imaginary part of x.
Throughout the paper we use X 0 to stand for the random matrix consisting of independent Gaussian random variables with mean zero and variance one.
Denote the type-i Tracy-Widom distribution by F i , i=1, 2(see [25] ). Set B p = (ii) If d 1 > 1 and X matches the standard X 0 to order 3, then (2.9) still holds.
Remark 1. When X and Y are complex random matrices, Theorem 2.1 still holds but the TracyWidom distribution F 1 (s) should be replaced by F 2 (s).
If 0 < d 1 < 1, then A p is invertible. In this case the largest eigenvalue λ 1 is that of F matrices We would like to point out that Johnstone [13] proved part (i) of Theorem (2.1) when p is even, 
Application and Simulations
This section is to discuss some applications of our universality results in high-dimensional statistical inference and conduct simulations to check the quality of the approximations of our limiting law.
Equality of two covariance matrices
Consider the model of the following form
where X and Y are p × n and p × m random matrices satisfying the conditions of Theorem 2.1, Σ 1 and Σ 2 are p × p invertible population covariance matrices. We are interested in testing whether
Formally, we focus on the following hypothesis testing problem
Under the null hypothesis we have
which implies that we can apply our theoretical result to the largest root of det(λ
n ) = 0 under the null hypothesis. By Theorem 2.1 we see that λ 1 tends to Tracy-Widom's distribution after centralizing and rescalling.
Simulations
We conduct some numerical simulations to check the accuracy of the distributional approximations in Theorem 2.1 under various settings of (p, m, , n) and the distribution of X. We also study the power for the testing of equality of two covariance matrices.
As in [13] we below use ln(λ 1 ) to run simulations. To do so we first give its distribution. By [13] and (2.10) we can find that 
Accuracy of approximations for TW laws and size
We conduct some numerical simulations to check the accuracy of the distributional approximations in Theorem 2.1, which include the size of the test as well. Table 1 is done by R. We set two initial triples (p, m, n) of M 0 = (5, 40, 10) and M 1 = (30, 20, 25) and then consider 2M i , 3M i and 4M i , i=1,2. The triples M 0 and M 1 correspond to invertible YY * and noninvertible YY * respectively. For each case we generate 10000 (X,Y) whose entries follow standard normal distribution. We calculate the largest root of det(λ
n ) = 0 to get ln(λ 1 ) and renormalize it with µ pln and σ pln . In the "Pecentile column", the quantiles of T W 1 law corresponding to the "TW" column are listed. We state the values of the empirical distributions of the renormalized λ 1 for various triples at the corresponding quantiles in columns 3-10 and the standard errors based on binomial sampling are listed in the last column. QQ-plots corresponding to the triples (20, 160, 40) and (120, 80, 100) are also stated below.Q−Q Plot of p=20 m=160 n=40The next two tables and graphs are the same as table 1 and the corresponding graphs except that that we replace the gaussian distribution by the some discrete distribution and uniform distribution.Q−Q Plot of p=20 m=160 n=40
Initial triple M 0 =(30,80,40) Initial triple M 1 =(80,40,50)Q−Q Plot of p=120 m=320 n=160When considering the test of equality of two population covariance matrices since Σ 1 is assumed to be invertible in the null case Σ 1 = Σ 2 , without loss of generality, we may assume that Σ 1 = Σ 2 = I. Therefore one may refer to Table one as well for the size of the test for the nominal significant levels.
Power
We study the power of the test and consider the alternative case
where Σ = I.
When YY * is invertible we choose Σ = I + τ is that when τ > 1 it is a spiked F matrix and the largest eigenvalue converges to normal distribution weakly by Proposition 11 of [5] .
When YY * is not invertible by Theorem 1.2 of [2] we can find out that the smallest non-zero eigenvalue of
is not spiked for the above Σ. So it is hard to get a spiked F matrix. Therefore we use another matrix
In Tables 4-6 the data X and Y are generated as in Tables 1-3 and the nominal significant level of our test is 5%. Table 6 : Power of several triples(p,m,n):
Initial triple M 0 =(30,80,40) Initial triple M 1 =(80,40,50)
0.5 0.2283 0.3188 0.3977 0.4662 0.3 0.9965 1.0000 1.0000 1.0000 2 1.0000 1.0000 1.0000 1.0000 0.6 0.7112 0.9623 0.9964 0.9999 4 1.0000 1.0000 1.0000 1.0000 2 0.9257 1.0000 1.0000 1.0000 6 1.0000 1.0000 1.0000 1.0000 3 1.0000 1.0000 1.0000 1.0000
In Tables 4-6 we can find that when τ = 0.5 < 1 (Σ −1/2 YY * Σ −1/2 )XX * is not a spiked F matrix and the power is poor. When τ > 1 it is a spiked F matrix and the power increases with the dimension and τ . This phenomenon is due to the fact that it may not cause significant change to the largest eigenvalue of F matrix when finite rank perturbation is weak enough. This phenomenon has been widely discussed for sample covariance matrices, see [10] and [3] . For the spiked F matrix one can refer to [5] and [28] . For the non-invertible case when Σ is far away from I(ω = 0.3 or 3)
the power becomes better. This is because when the empirical spectral distribution (ESD) of Σ is very different from the M-P law λ 1 may tend to another point µ Σ instead of µ p . Then we may gain good power because n 2/3 (µ Σ − µ p ) may tend to infinity. 
Existence of c p,0 will be verified in Lemma 1 below. Moreover define
3)
The existence ofĉ p with high probability will be given in Lemma 2 below. Moreover set
We now discuss the properties of c p , c p,0 ,ĉ p , µ p , µ p,0 ,μ p , σ p , σ p,0 defined (2.5)-(2.7), (4.1)-(4.4) in the next two lemmas. These lemmas are crucial to the proof strategy which transforms F matrices into an appropriate sample covariance matrix.
where the last step uses the fact that via (4.5) and (4.18) [19] , for any small ζ > 0 and any
The proof is therefore complete.
Proof of Part (i) of Theorem 2.1
Proof. Recall the definition of the matrices A p and B p above (4.3). Define a F matrix F = A −1 p B p whose largest eigenvalue is λ 1 according to the definition of λ 1 in Theorem 2.1. It then suffices to find the asymptotic distribution of λ 1 to prove Theorem 2.1.
Recalling the definition of the event S ζ in (4.22) we may write
Up to this stage the result about the largest eigenvalue of the sample covariance matrices ZZ * Σ with Σ being the population covariance matrix comes into play where Z is of size p × n satisfying Condition 1 and Σ is of size p × p. A key condition to ensure Tracy-Widom's law for the largest eigenvalue is that if ρ ∈ (0, 1/σ 1 ) is the solution to the equation 
which implies that 
we have
It's similar to prove
The above implies the equivalence between (2.6)-(2.7) and (5.2)-(5.3).
It is straightforward to verify that | This section is to consider the case when {X ij } follow normal distribution with mean zero and variance one. We below first introduce more notation. Let A = (A ij ) be a matrix. We define the following norms
where |x| represents the Euclidean norm of a vector x. Notice that we have a simple relationship among these norms
We also need the following commonly used definition about stochastic domination to simplify the statements.
Definition 2. (Stochastic domination) Let
be two families of random variables, where U (n) is a n-dependent parameter set (or independent of n). If for sufficiently small positive and sufficiently large σ,
for large enough n ≥ n( , σ), then we say that ζ stochastically dominates ξ uniformly in u. We denote this relationship by |ξ| ≺ ζ and also write it as ξ = O ≺ (ζ). Furthermore we also write it as |x| ≺ y if x and y are both nonrandom and |x| ≤ n |y| for sufficiently small positive .
Proof. We start the proof by reminding readers that m < p and m + n > p. Since m < p the limit of the empirical distribution function of such that
and
Note that It follows that Since m + n > p, X 22 is invertible. (6.5) is further equivalent to
Moreover,
Since rank(I n − X * 2 (X 2 X * 2 ) −1 X 2 ) = m + n − p = m p we can write
where V is an orthogonal matrix. In view of the above we can construct a m × m p matrix Z = (Z ij ) m,mp consisting of independent standard normal random variables so that
It follows that (6.7) and hence (6.5) are equivalent to
It then suffices to consider the largest eigenvalue of 
As in the proof of Theorem 2.1, by Lemmas 1 and 2 one may further conclude that
7 Proof of Part (ii) of Theorem 2.1: General distributions
The aim of this section is to relax the gaussian assumption on X. We below assume that X and Y are real matrices. The complex case can be handled similarly and hence we omit it here.
In the sequel, we absorb is equivalent to that of the following matrix
where
is the projection matrix. It is not necessary to assume that
2 ) − is the generalized inverse matrix of U 2 XX T U T 2 . Moreover we indeed have the following lemma to control the smallest eigenvalue of U 2 XX T U T 2 .
Lemma 3. Suppose that (m + n − p) 1 2 X satisfies Condition 1. Then U 2 XX T U T 2 is invertible and
for a large constant M with high probability. Moreover,
with high probability under conditions in Theorem 2.1.
Proof. One may check that the conditions in Theorem 3.12 in [15] are satisfied when considering
Applying Theorem 3.12 in [15] then yields
where (1 − n p−m ) 2 can be obtained when considering the special case when the entries of X are Gaussian. As for (7. 3) see Lemma 3.9 in [7] .
Since the matrix in (7.1) is quite complicated we construct a linearization matrix for it
The connection between H and the matrix in (7.1) is that the upper left block of the 3 × 3 block matrix H −1 is the Stieltjes transform of (7.1) by simple calculations,. We next give the limit of the Stieltjes transform of (7.1) and need the following well-known result (see [1] ). There exists a unique solution m(z) :
dH n (t), (7.5) where H n is the empirical distribution function of D −1 . Moreover, we set
From the end of the last section we see that under the gaussian case (7.1)
Hence it is easy to see thatμ m defined above (6.11) is the right most end point of the support of
For any small positive constant τ we define the domains
6)
where τ is a sufficiently small positive constant.
To calculate an explicit expression of G(z) we need the following well-known formula:
We next develop the explicit expression of G(z). Denote the spectral decomposition of
It follows that 10) where G ij denotes the (i, j)th entry of the matrix G(z) and v k (i) means the ith component of the vector v k . We denote (G ij ) 1≤i,j≤m by G m , which is the green function of (7.1). Moreover, let
. Applying (7.9) twice implies that
To control the inverse of a matrix in the projection matrix we introduce the following smooth cutoff function
whose derivatives satisfy |X (k) | ≤ M n 2k , k=1,2,... and M 1 is some positive constant. Letλ 1 ≥ ... ≥λ p−m be the eigenvalues of U 2 XX T U T 2 and s(z) be the Stieltjes transform of its ESD. Since 12) we conclude that
for some positive constant M 2 , which allows us to control the maximum eigenvalue of (U 2 XX T U T 2 ) −1 outside the event {λ p−m ≥ c}. Moreover, consider the event {λ p−m ≥ c}. By Lemma 3, choosing a sufficient small constant c, we have
, for any positive integer l. (7.14)
Therefore, by Lemma 3 we have
Similarly, by Lemma 3, for X 2 F , we have
, and
In fact, F(z) is close to G(z) with high probability. In view of (7.15) and (7.16) it is straight forward to see that
with high probability and we will use it frequently without mention.
We are now in a position to state our main result about the local law nearμ m , the right end point of the support of the limit of the ESD of A in (7.1). uniformly z ∈ E + and (ii)
Local law (7.19)
The aim of this subsection is to prove (7.19) . Before proving (7.19) we first collect some frequently used bounds below. Recall the definition of m(z) in (7.5). For z ∈ E(τ, n) one may verify that Here we remind the readers that d 1 corresponds to 1 γm,m there, validity of (7.23) does not depend on the Gaussian assumption there and we do not assume the entries of Y to be Gaussian in the last section. In addition, with probability onê
(one may see below (1.8) in [4] or [20] ). It follows from (7.23) and (7.24) that for z ∈ E + on the
for some positive constant τ 2 (one may also see (iv) of Lemma 2.3 of [4] ). We then conclude (7.21) and (7.25 ) that on the event S ξ 26) where Σ = Σ(z) is defined in (7.8). Moreover, for z ∈ E + it follows from Lemma 3, (7.3), and (7.21)-(7.25) that
We further introduce more notations with bold lower index
where e s is the unit vector with the s-th coordinate equal to 1. In the sequel, if the lower index of a matrix is bold, then it represents the inner product above and otherwise it means one entry of the corresponding matrix. Fix τ > 0. For any z ∈ E(τ, n) we claim that
where and in what follows I(·) denotes an indicator function. Indeed, the estimates (7.28) follow from (7.11 ) and the definition of T n (X) directly. (7.29) and (7.31) about the partial order follow from Lemma 3, (7.3) and (7.11). The first equality in (7.30) is straightforward and the second one is from the definition of T n (X) directly.
In the Gaussian case Theorem 7.1 can be obtained from by Theorem 2.10 of [7] . Indeed, from (7.11) one can see a key observation that each block of G(z) can be represented as a linear combination of the blocks of (3.3) in [15] in the Gaussian case. We now demonstrate such an observation by looking at two block matrices of G(z) and other blocks can checked similarly. For example, G(z) has a block matrix
while from the end of the last section we see that
given U 2 X under the gaussian case (see (7.1) for the definition of A). It follows that this block can be regarded as the product of random G m and a non-random matrix given U 2 X. So the local law holds for this block from Theorem 2.10 of [7] by absorbing the nonrandom matrix into the fixed vector v or w (note that (7.25) is required in the conditions of Theorem 2.10 of [7] ). A second
. From the end of the last section and (7.32) we see that G m = (TT * − zI) −1 due to (I − P X T U T
2
) is a projection matrix so that this block is just one of the block in (3.3) in [15] .
Proving (7.19) for general distributions
We next prove (7.19) for general distributions by fixing Y first since X and Y are independent (the dominated convergence theorem then ensures (7.19) ). However to simplify notations we drop the statements about conditioning on Y as well as the event S ξ . In other words, whenever we come across expectations they should be understood as conditional expectations and involve I(S ξ ). For example, (7.38) below should be understood as follows
In order to prove Theorem 7.1, it suffices to show that for any deterministic orthogonal matrices V 1 and V 2 , we have
for all z ∈ E + . We define S to be a -net of E(τ, n) with = n −10 and the cardinality of S, |S|, not bigger than n 30 . Note that the function D 1/2 (G(z)−F(z))D 1/2 is Lipschitz continuous with respect to the operation norm in E + and the Lipschitz constant is M n 2 XX * + M n 2 1/λ min (U 2 X) . By (7. 3) it then suffices to focus on S to prove Theorem 7.1 by Lemma 3.
Following [7] the main idea of the proof is an induction argument from bigger imaginary parts to smaller imaginary parts. Set δ to be a sufficient small positive constant such that n 24δ Ψ 1.
For any given η ≥ 1 n , we define a sequence of numbers
One can see that L ≤ δ −1 + 1 by the definition. From now on we will work on the net S containing the points E + iη l ∈ S, l = 0, ..., L. Moreover define S k = {z ∈ S : z ≥ n −δk } and sequence of properties
We start the induction by considering property B 0 . We claim that the property B 0 holds.
Indeed we conclude from (7.11) and(7.27) that
as claimed. Moreover it's easy to see that property C k implies property B k by the choice of δ such that n 24δ Ψ 1. We next prove that property B k−1 implies property C k for any 1 ≤ k ≤ δ −1 . If this is true then the induction is complete and (7.33) holds for all z ∈ S.
To this end, we calculate the higher moments of the following function
where J 1 , J 2 ∈ L = {1, ∆, V}, ∆ is defined in (7.51) below and V is any deterministic orthogonal matrix. Lemma 4 below, Markov's inequality and (7.18) then ensure that property B k−1 implies property C k .
Lemma 4. Let q be a positive constant and k ≤ δ −1 . Suppose that property B k−1 in (7.35) holds.
for all 1 ≤ a, b ≤ n + p and z ∈ S k .
The proof will be complete if we prove Lemma 4. Before proceeding, we present a simple but frequently used lemma which can help us transfer the partial order of two random variables to the partial order of the expectations.
Lemma 5. Let ζ be a random variable satisfying ζ ≺ ν where positive ν may be random or deterministic. Suppose |ζ| ≤ n M 0 for some positive constant M 0 . Then
where D is a sufficiently large positive constant.
Proof. Since ζ ≺ ν there exists a sufficiently small positive and sufficiently large D so that
Define the event A = {ζ ≤ n ν}. Write
We now claim that
if X in Lemma 4 is replaced by the corresponding Gaussian random matrix X 0 = (X 0 iµ ) = X Gauss consisting of Gaussian random variables with mean zero and variance one. Indeed, one can see that |F ab (X 0 , z)| 2q ≺ Ψ 2q from the paragraph containing (7.32). To apply (7.39) to conclude the claim we need |F ab (X 0 , z)| ≤ n M 0 , which follows immediately from the first estimate in (7.28) and the second estimate in (7.30).
Proving Lemma 4 by the interpolation method
We next finish Lemma 4 for the general distributions by the interpolation method developed by [15] . To this end we need to define the interpolation matrix X t between X 1 = (X 1 iµ ) = X and X 0 . For 1 ≤ i ≤ p and 1 ≤ µ ≤ n, denote the distribution function of the random variables X u iµ by F u iµ for u = 0, 1. For t ∈ [0, 1], we define the interpolated distribution function by
Define the interpolation matrix X t = (X t iµ ) with F t iµ being the distribution of X t iµ and {X t iµ } are independent for i, µ. We furthermore introduce the matrix
which differs from X t at the (i, µ) position only. We also define G t (z) = G(X t , z) and G t,λ z) , the analogues of G(z) defined above (7.9), by replacing the random matrix X in G(z) with X t and X t,λ (iµ) respectively. We now need the following interpolation formula and one may see Lemma 6.9 of [15] . Lemma 6. For any function F : R p×n → C, we have
) . (7.43)
To handle the right hand side of (7.43) we establish the following Lemma.
Lemma 7. Fix an positive integer q and k ≤ δ −1 . Suppose that property B k−1 holds. Then there exists some function g ab (., z) such that for t
with the matrix L(X t , z) = |F ab (X t , z)| 2q 1≤a,b≤n+p .
Lemma 7 immediately implies that for
To apply the above results we need the following Gronnwall's inequality.
Lemma 8. Suppose that β(t) is nonnegative and continuous and u(t) is continuous. If for any
t ∈ R, α(t) is nondecreasing and u(t) satisfies the following equality
To apply Gronnwall's inequality it is observed that
From (7.43) and (7.45) we see that
if F in (7.43) is taken as |F ab (·, z)| 2q . Gronnwall's inequality and (7.40) imply that
This, together with Lemma 6 and (7.40), implies that Lemma 4 holds. Similarly for future use we would point out that if n 24δ Ψ in (7.44) is replaced by n δ Ψ 2 and (7.40) is strengthened to
if the real part of z is outside the support.
What remains is to prove Lemma 7 and we below consider the case u = 1 only (u = 0 is similar).
We first develop a crude bound below so that we may use property B k−1 in (7.35), which is the assumption of Lemma 7.
Lemma 9. Suppose that property B k−1 holds. Then for any unit vector v and w
Proof. Recall the definition of η l in (7.34). Note that z l = E + iη l ∈ S k for l=1,2,...,L when z = E + iη ∈ S k−1 . Hence (7.35) ensures that
where the last ≺ follows from (7.27). We conclude the proof by Lemma 10 below.
Lemma 10. For any z ∈ S and x, y ∈ R p+n , we have
Proof. The proof of this lemma follows that of Lemma 6.12 in [15] closely. It follows from (7.11) and (7.27 ) that
We evaluate the first term below and the second term can be handled similarly. We introduce the indices subsets
where η −1 = 0 and η L+1 = ∞ so that we can rewrite the first term as follows.
Consider the inner sum for l ∈ {1, 2, ..., L},
Combining with the fact that y G xx (E + iy) is nondecreasing function of y, we have
Next, we consider the cases l=0 and l=L+1.
where we also use (7.3).
It is observed that Lemma 9 holds for the interpolation random matrix X t as well because from (7.41) one can see that the entries of X t are independent random variables with mean zero, variance one and finite moment. Recall the definitions of J i , i = 1, 2 in (7.37). It follows that
Below we further generalize it so that (7.49) still holds even if any entry X t iµ of G t (z) is replaced by any other random variable of size not bigger than n −1/2 . From (7.42) write
This, together with (7.4), yields that
where H(X t,λ 1 (iµ) ) is obtained from H(X) in (7.4) with X replaced by X t,λ (iµ) and
where and in the following e µ+p is always (n + p) × 1 and e i is p × 1. Applying the formula
repeatedly we further obtain the following resolvent formula for
, (7.52) recalling the definition of G t,λ 1 (iµ) below (7.42). Here and below we drop the variable z when there is no confusion but one should keep in mind that z ∈ S k . Lemma 11. Suppose that λ is a random variable and satisfies |λ| ≺ n −1/2 . Then
Proof. Recall (7.27)
It is easy to see that
which implies that
We next apply (7.52) with λ 1 = λ, H = 11 and λ 2 = X t iµ so that G t,λ 2 (iµ) = G t . We conclude from (7.49) that
Note that |λ 1 − λ 2 | ≺ n −1/2 . Similar to the first inequality in (7.29), G t,λ 1 (iµ) can be bounded by the imaginary part of z, i.e. G t,λ 1 (iµ) = O ≺ (n). Summarizing the above we conclude Lemma 11.
In order to simplify the notations, recalling (7.37) we define
where we omit some parameters. By Lemma 11 and (7.52) one can easily get the following Lemma.
Lemma 12.
Suppose that λ is a random variable and satisfies |λ| ≺ n −1/2 . Then for any fixed integer k we have
where f (k) (iµ) (λ) denotes the kth derivative of f (iµ) (λ) with respect to λ.
From Taylor's expansion and (7.55) when |λ| ≺ n −1/2 we have
It follows from Lemma 12 and (7.39) that
where we use E(X 1 iµ ) k = 0, k = 1, 3. To show (7.44), it suffices to prove that 
(iµ) (0).
We will not prove (7.58) directly. Instead we will prove the following claim in order to obtain a self-consistent estimation of X t . We claim that if
is true for k=4,...,16q, then (7.58) holds for k=4,...,8q. Indeed, in order to apply (7.59) to prove (7.58) we denote f (iµ) and X t iµ by f and X respectively for simplicity. Similar to (7.57), by (7.55) we have
It follows from (7.60) that 
This, together with (7.22) and the definition of Ψ in (7.8), implies (7.58) immediately, as claimed.
It then suffices to prove (7.59). Recall that
where F st (·) is given in (7.37). Since X t = X t,X t iµ (iµ) is the only matrix we focus on we below use X = (X iµ ) instead of X t = (X t iµ ) to simplify notation because the entries of both of them have bounded higher moments. To prove (7.59) we need to study (7.61).
7.1.3 Estimate of higher order derivatives (7.61) in (7.59) We first look at the higher order derivatives of (J 1 F(z)J T 2 ) ab with respect to X iµ . Noting that F(z) is a 3 × 3 block matrix we need to analyze the derivatives of (J 1 F(z)J T 2 ) ab block by block. It turns out that the higher order derivatives of (J 1 F(z)J T 2 ) ab are quite complicated even if we analyze them block by block. Fortunately, as will be seen, the exact expressions of the higher order derivatives of (J 1 F(z)J T 2 ) ab are not important. Moreover we claim an important fact that the higher order derivatives of F(z) with respect to X iµ can be generated by some sum or products of (part of) common matrices U 1 , U 2 , Σ, e i e T µ , e µ e T i , X, Γ(X) (we call these common matrices atoms). Indeed, recalling Γ(X) = (U 2 XX T U T 2 ) −1 simple calculations indicate that ∂XX T ∂X iµ = Xe µ e It's easy to see that the first derivative of each block of F(z) with respect to X iµ can be constructed by sum or products of these atoms. Assuming that the kth derivative of each block of F(z) is constructed by these atoms we find that the (k + 1)th derivative of each block of F(z) is also constructed by these atoms by (7.62). Based on the above fact we can describe the higher order derivatives of (J 1 F(z)J T 2 ) ab easier. By dropping e i e T µ and e µ e T i from the atoms we define the set Q(k) = {The matrices constructed from sum or product of (part of) U 1 , U 2 , X, Σ, Γ(X)}.
(7.63)
Any kth order derivative of each block of F(z) with respect to X iµ belongs to some product(s) between some matrices in Q(k) and e i e T µ or e µ e T i . Lemma 3 and (7.3) imply that Γ(X) ≤ M and XX * ≤ M with high probability. Recalling (7.26) , in view of the arguments above we conclude that for any Q ∈ Q(k), Q ≺ 1 (7.64) and the cardinality of Q(k) satisfies |Q(k)| ≤ M (k), where M(k) is a constant depending on k.
Moreover, for the function T n (X), if T n (X) is differentiated, then by simple and tedious calculations, from the definition of the smooth cutoff function, (7.15) and (7.16) we have for any positive integer l and sufficient large n. The above properties about T n (X) and the matrices belonging to Q(k) are enough for our proof below and we don't need to investigate the precise expression.
We next look at the higher order derivatives of (J 1 G(z)J T 2 ) ab with respect to X iµ . To characterize its higher order derivative conveniently we define group g of size k to be the set of paired indices:
where each of {a j , b j , j = 1, · · · , k+1} equals one of four letters s, t, i, (µ+p). Here we would remind readers that the size of group g is defined to be k instead of (k+1) in order to simplify the argument below. Denote the size of the group g by k = k(g) and introduce the set G k = {g : k(g) = k} consisting of groups of size k. Moreover, we require each group in G k to satisfy three conditions specified below:
(i) a 1 = a and b k+1 = b.
(ii) For l ∈ [2, k + 1] we have a l ∈ {i, µ + p} and b l−1 ∈ {i, µ + p}.
(iii) For k ∈ [1, k] we have b l−1 a l ∈ {i(µ + p), (µ + p)i}.
As will be seen, groups g are connected with the high order derivatives of (J 1 G(z)J T 2 ) ab . Moreover write F(z) = F j (z) where each F j (z) corresponds to a non-zero block of F(z). As before, to characterize the higher order derivative of each block conveniently we define groups g (j) of size k to be the set of paired indices:
where each s jm and t jm equals s, t, i, µ. Moreover introduce the set G jk = {g (j) : k(g (j) ) = k} consisting of groups of size k. We require each group in G jk to satisfy conditions:
(i) a j1 = a and b j(k+1) = b.
(ii) For l ∈ [2, k + 1] we have a jl ∈ {i, µ} and b j(l−1) ∈ {i, µ}.
(iii) For k ∈ [1, k] we have b j(l−1) a jl ∈ {iµ, µi}.
As will be seen groups g (j) are linked to the high order derivatives of (J 1 F(z)J T 2 ) ab . We below associate a random variable B a,b,i,µ (g, g (1) , · · · , g (7) ) with each group g, g (j) , j = 1, · · · , 7. When k(g) = k( (j) ) = 0 we define B a,b,i,µ (g, g (1) , · · · , g (7) )) = (
When k(g) ≥ 1 and k(g (j) ) ≥ 1, define B a,b,i,µ,R 2,··· ,k ,R 11,··· ,7k+1 (g, g (1) , ..., g (7) ) = C a,b,i,µ,R 2,··· ,k ,R 11,··· ,7k+1 (g, g (1) , · · · , g (7) )) (7.67)
with C a,b,i,µ,R 2,··· ,k ,R 11,··· ,7k+1 (g, g (1) , · · · , g (7) )) = (
where R j (2 ≤ j ≤ n) has the expression of R j = A 4 GA 5 with A 4 ∈ {1, ∆}, A 5 ∈ {1, ∆ T } and the non-zero block R jl belongs to Q(k) in (7.63). Moreover the selection of 1 and ∆ in A 4 and A 5 is subject to the constraint that the total number of ∆ and ∆ T contained in B a,b,i,µ,R 2,··· ,k ,R 11,··· ,7k+1 (g, g (1) , ..., g (7) ) is k. One should also notice that if k(g) = 1, the terms R j will disappear. It follows from (7.64) that R jl ≺ 1. (one may see (7.50) for the derivative ). We first demonstrate how to apply the above definitions about groups g (j) and B a,b,i,µ,R 2,··· ,k ,R 11,··· ,7k+1 (g, g (1) , ..., g (7) ) and hence write
∈G jk R i ,i=2,...,k R jl ,j=1,..7,l=1,...,k+1 B a,b,i,µ,R 2,··· ,k ,R 11,··· ,7k+1 (g, g (1) , ..., g (7) )T n (X) + O ≺ (0), where the term O ≺ (0) comes from the derivative on T n (X) by (7.65), (7.29) and (7.27) . To simplify the notations, we furthermore omit R 2··· ,k , R 11,...,7k+1 , g (1) , ..., g (7) in the sequel and write B a,b,i,µ (g) = B a,b,i,µ,R 2,··· ,k ,R 11,··· ,7k+1 (g, g (1) , ..., g (7) ), (7.72) C a,b,i,µ (g) = C a,b,i,µ,R 2,··· ,k ,R 11,··· ,7k+1 (g, g (1) , ..., g (7) ), (7.73) (here one should notice that the sizes of g and g (j) are the same according to definition (7.67)).
More generally we furthermore have where g r ∈ G kr ∪ G jkr means that the groups associated with the derivatives of G(z) belong to G kr and the groups associated with the derivatives of F(z) belong to G jkr . In view of (7.74) and for 4 ≤ k ≤ 16q and groups g r ∈ G kr ∪ G jkr satisfying r k(g r ) = k and k(g 0 ) = 0.
To estimate the left hand of (7.76), we introduce the notations
where the lower indices i and µ at J 1 R and RJ T 2 respectively represent the index i, i + p − m, i + p, and µ, µ + p − n or µ + p depending on which block we consider (or differentiate). By (7.53), (7.27) and (7.64) we have
Moreover for g r ∈ G kr ∪ G jkr , we similarly obtain from (7.53), (7.27), (7.64) and definition (7.67) that |B a,b,i,µ (g r )| ≺ n 2δ(k(g)+1) , (7.78) (recall k(g) = k(g (j) ) from definition (7.67)). Likewise, for k(g) ≥ 1, we have Recalling the notation ∆ in (7.51) we have ∆∆ T ≤ M . In view of (7.64) it is easy to see that Recalling the definition of Ψ in (7.8) we conclude that φ 2 a ≺ Ψ(Ψ + F aa (X)). (7.85) By (7.13), (7.26), (7.28), (7.30 ), the definition of T n (X) and definition (7.67) we have We conclude from (7.85)-(7.86) and (7.39) that the left hand side of (7.76) is bounded in absolute .
When l = 1, the first term can be handled similarly and the second term directly implies (7.76).
Thus we have proved (7.19) in Theorem 7.1.
Local law (7.20)
This subsection is to prove (7.20) in Theorem 7.1, i.e.
|m n (z) − m(z)| ≺ 1 nη . (7.92)
As pointed out in the paragraph containing (7.32), (7.92) holds when the underlying distribution of X ij of X is the standard Gaussian distribution. Moreover, we need to use the interpolation method to prove (7.20) for the general distributions as in proving (7.19 ). However we do not need induction on the imaginary part of z unlike before due to existence of (7.19) .
In order to prove (7.92) it suffices to show that |m n (z) − m(z)|T n (X) ≺ 1 nη . (7.93)
As in (7.37) we introduce the notationF 2q (X, z) as followŝ Checking on Lemmas 4, 6, 7, (7.45) and (7.59) in the last section we only need to show
where δ is sufficiently small so that n δ is smaller than n ε before ( Notice that (7.19) holds uniformly for any unit determinant vectors v , w and z ∈ S. This, together with (7.85), implies that
We then conclude from (7.81) and (7. For future use, recalling (7.68) and (7.73) we also obtain from (7.83) and ( (7.95) and hence (7.20) then follow via (7.39) and an argument similar to (7.91).
7.3 Convergence rate on the right edge and universality
Convergence rate on the right edge
The aim of this subsection is to prove the following Lemma. Proof. The approach is similar to that in [8] , ( [19] ) and [4] . Checking on the proof of Theorem 4.1 in [4] carefully, we find that (ii) in Theorem 4.1 in [4] and hence the lower bound of λ 1 of Lemma 13 still hold in our case because of (7.23) and (7.32). It then suffices to prove that for any small positive constant τ λ 1 ≤μ m + n −2/3+τ (7.98) holds with high probability. Note that by (7.3) and Lemma 3
A ≤ M (7.99) with high probability for sufficient large positive constant M (here one should notice that D −1 ≤ M with high probability due to (6.2) and (6.3)). For a suitably small τ , set z = E + iη and 
where means much less than.
We furthermore claim that with high probability |m n − m| 1 nη (7.101) Indeed, (7.101) holds when X reduces to X 0 due to (4.6) in [4] , (7.100) and (7.32). For the general distributions, (7.101) follows from (7.94) and (7.47). It follows from (7.100) and (7.101) that with high probability (m n ) 1 nη .
Summarizing the above we have shown that |EK(n
