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Abstract
The theory of cooperative and competitive systems is used to study the dynamical behaviour of the
modified Michaelis–Menten system. Conditions for convergence to equilibria and existence of stable closed
orbits are given, improving previous results obtained in [R.A. Smith, Some modified Michaelis–Menten
equations having stable closed orbits, Proc. Roy. Soc. Edinburgh Sect. A 109 (1988) 341–359].
 2006 Elsevier Inc. All rights reserved.
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1. Introduction
The modified Michaelis–Menten system is a set of three autonomous equations that models
the reaction of certain biochemical substances through a permeable membrane. It was intro-
duced in [3] by Hahn, Ortoleva and Ross, who were searching for oscillatory behavior of the
concentrations of the reactives. By means of numerical computations they succeeded in giv-
ing values of the parameters of the system for which orbitally stable closed orbits seem to
exist.
A first attempt to rigorously prove the existence of such orbits was carried out by Dai
in [2] through a very detailed analysis of phase space. Unfortunately his main results are of
perturbative type, and they cannot be employed for testing particular values of the parame-
ters.
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Bendixon theory allowed him to give verifiable algebraic conditions under which the modified
Michaelis–Menten system has an orbitally stable closed orbit. He complemented his work with
results on convergence to equilibria and absence of chaotic behavior in general. Nevertheless it
remains a large region of parameters where R.A. Smith’s results are not applicable, including the
values originally considered in [3].
In this paper we shall show how the dynamics of the modified Michaelis–Menten system
can be appropriately described in most situations by using the well-known theory of monotone
systems. The key point will be that for each value of the parameters this system can be seen
either as a competitive system or as a cooperative one. This fact prevents the appearance of any
chaotic behavior. Furthermore we shall employ several results on monotone flows to improve,
sometimes in a optimum manner, the work of R.A. Smith mentioned above.
Firstly, when the system is cooperative we shall take advantage of the work of M.W. Hirsch
in [4] to prove that every positive semiorbit approaches the set of equilibria. This assertion turns
out to be a fully generalization of a similar one provided in [9], at least when the number of
equilibria is finite.
When the system displays a competitive behavior closed orbits may appear. A sufficient con-
dition for the existence of at least one closed orbit, that in addition is orbitally stable, is the
instability of the unique equilibrium point, as it was proved by H.L. Smith and H.R. Zhu in [10]
for general three-dimensional competitive systems. This fact will again imply the results in [9]
and, as a by-product, confirm theoretically the numerical evidences about oscillatory behavior
given in [3].
If the equilibrium point is locally attracting a natural question that arises is whether it is
globally attracting or not. We shall attack this problem by combining the theory of monotone
systems with a criterion on orbital stability of closed orbits given by Muldowney in [7]. This
approach has been previously followed by Li et al. in [5,6]. The main difference with our work
is that they also employ Lyapunov functions, whereas we shall use some comparison results just
deduced from the monotonicity property of the flow. This will provide a simplified version of the
method developed in [5,6], which can be more easily applied to other equations since it does not
require too much information of the system at hand.
Following the preceding structure the paper is divided into two sections. In the first one we
establish the monotonicity of the modified Michaelis–Menten system and extract the immediate
consequences over the dynamics. The last section is devoted to state a convergence criterion
under the hypothesis of competitivity. In both cases we shall discuss the relation with the previous
results contained in [9].
We want to underline finally some features of Michaelis–Menten system that make of it an in-
teresting object of study. We see from the references presented before that it has a nonnegligible
history. It was studied in the seventies when the main available techniques were of perturba-
tive type or based in global cross sections. In the eighties it appeared in connection with one of
the first works that use reduction of the dimension techniques that allowed to deal with stabil-
ity problems of closed orbits. And now we shall show that its natural framework is the theory
of monotone flows, where a combination of different existing results provides a deeper insight
into its dynamical behavior. At the end of this paper some important question will still remain
unsolved, as the number of closed orbits or sharp conditions for convergence to equilibria. This
fact can make this system a perfect laboratory where to test in the future new results on quali-
tative behavior of high-dimensional autonomous systems, with a real possibility of achieving a
complete description of the dynamics.
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The modified Michaelis–Menten system is the set of equations

x˙ = −x + (u + ax)y + (1 − x)bh(z),
y˙ = c(x − axy − vy),
z˙ = d(y − z),
(1)
where a, b, c, d,u, v > 0 and h :R→R is C1 and satisfies
h(0) = 1, lim
z→+∞h(z) = 0 and 0 > h
′(z)−k ∀z > 0.
The functions x(t), y(t) and z(t) represent chemical concentrations, then we shall consider
only solutions whose positive semiorbits remain in
R
3+ =
{
(x, y, z) ∈R3: x, y, z > 0},
which is easily shown to be positively invariant for the flow induced by (1). Recall that a positive
semiorbit of (1) is the oriented curve in R3 described by a solution (x(t), y(t), z(t)) of (1) with
t belonging to the maximal interval of definition [0, α[. We shall see later that every positive
semiorbit in R3+ remains in a bounded subset, which implies that α = +∞.
System (1) displays a different dynamical behaviour according to u < v or u  v. We treat
separately each case. We previously define a box
B[r1, r2] :=
{
(x, y, z) ∈R3: vr1
1 − ar1 < x <
vr2
1 − ar2 , r1 < y < r2, r1 < z < r2
}
for 0 r1 < r2 < a−1.
Case v  u. It is shown in [9] that if u = v then system (1) has a unique equilibrium, and it is
globally asymptotically stable. If v < u there can be several equilibria, but if there is only one
again the results of R.A. Smith show that it is globally asymptotically stable.
Henceforth we suppose that u > v and that system (1) has several equilibria. From the discus-
sion in [9, Section 3] we know that all these equilibria have the form
K = (vξ(1 − aξ)−1, ξ, ξ)
for some ξ ∈ ](a + v)−1, a−1[. Next boundedness result is a reformulation of [9, Theorem 4].
Proposition 1. There exist two equilibria
K1 =
(
ξ1v(1 − aξ1)−1, ξ1, ξ1
)
and K2 =
(
ξ2v(1 − aξ2)−1, ξ2, ξ2
)
(ξ1 < ξ2) such that every positive semiorbit of system (1) in R3+ converges to some Ki or enters
the box B[ξ1, ξ2] and remains therein.
R.A. Smith is not able to determine in general the behavior of solutions of (1) in B[ξ1, ξ2],
though his Theorem 5 in [9] gives conditions on the parameters ensuring that every positive
semiorbit converges to an equilibrium. Our aim here is to prove that this convergence holds
without any restriction on the parameters.
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tem (1), that is,
J (x, y, z) :=
(−1 + ay − bh(z) u + ax (1 − x)bh′(z)
c(1 − ay) c(−v − ax) 0
0 d −d
)
= (aij (x, y, z)).
It is easy to prove that the box B[ξ1, ξ2] defined in Proposition 1 is contained in the set
B =
{
(x, y, z) ∈R3: 1 < x < ∞, 1
a + v < y <
1
a
,
1
a + v < z <
1
a
}
.
Let us study the sign of the off-diagonal terms of J (x, y, z) in the box B . In that set we have
that
a1,2(x, y, z) = u + ax > 0,
a2,1(x, y, z) = c(1 − ay) > c
(
1 − a
a
)
= 0,
a1,3(x, y, z) = (1 − x)bh′(z) > 0,
a3,2(x, y, z) = d > 0.
Thus system (1) is cooperative and irreducible in B (see [10] for a definition of irreducibility).
It is well known that cooperative systems verify that almost every bounded positive semiorbit
tends to the set of equilibria. M.W. Hirsch proved in [4] that in the three-dimensional case every
bounded positive semiorbit does converge to equilibria provided that the cooperative system has
negative divergence. The inequalities
a1,1(x, y, z) + a2,2(x, y, z) + a3,3(x, y, z)
= −1 + ay − bh(z) + c(−v − ax) − d < −1 + aa−1 − bh(z) + c(−v − ax) − d < 0
show that this is the case for our system (1) in B . Applying Theorem 7 and Corollary 8 in [4] we
get directly:
Theorem 1. Every positive semiorbit of system (1) in R3+ converges to the set of equilibria. If
this set is totally disconnected then every positive semiorbit converges to an equilibrium.
A natural assumption for the set of equilibria being totally disconnected is the analyticity of
function h(z). In fact the real numbers ξ that give rise to the equilibria K = (vξ(1 − aξ)−1, ξ, ξ)
mentioned above are the zeroes of the function g(z) = (v−u)−1bh(z)−(1−az)z/(1−z(a+v))
defined in ((a + v)−1, a−1). Since g(a−1) = 0 and limz→(a+v)−1 = ∞ the identity principle
actually shows that there are finitely many equilibria.
Case v > u. Next boundedness result is Theorem 1 in [9]:
Proposition 2. Every positive semiorbit of (1) in R3+ ultimately enters the box
B
[
0, (a + v)−1]= {(x, y, z) ∈R3: 0 < x < 1, 0 < y < 1
a + v , 0 < z <
1
a + v
}
and remains in it thereafter. Furthermore, system (1) has only one equilibrium (x0, y0, z0) in
B[0, (a + v)−1].
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a1,2(x, y, z) = u + ax > 0,
a2,1(x, y, z) = c(1 − ay) > c
(
1 − a
a + v
)
> 0,
a1,3(x, y, z) = (1 − x)bh′(z) < 0,
a3,2(x, y, z) = d > 0.
These inequalities mean that system (1) is competitive in B[0, (a + v)−1] with respect to the
cone
K = {(x, y, z) ∈R3: x  0, y  0, z 0}
(see [8, Chapter 3, specially Section 5]). The strict inequalities also show that J (x, y, z) is irre-
ducible.
The dynamics of competitive systems is far more complicated than that of cooperative ones.
However in R3 they cannot display chaotic behavior. Actually they verify a Poincaré–Bendixon
property: every compact omega-limit set without equilibria is a closed orbit [8, Theorem 4.1].
From a global point of view we can state:
Theorem 2. If (x0, y0, z0) is hyperbolic, then every positive semiorbit of system (1) in R3+ con-
verges either to (x0, y0, z0) or to a closed orbit. If (x0, y0, z0) is also unstable, then there exists
at least one orbitally stable closed orbit. Moreover, if h is analytic then the number of closed
orbits is finite and at least one of them is asymptotically orbitally stable.
Proof. To prove the convergence assertion let us show that the only positive semiorbits having
(x0, y0, z0) as a ω-limit point are those converging to (x0, y0, z0). Since B[0, (a + v)−1] is posi-
tively invariant and convex we can ensure that the index of f at (x0, y0, z0) must be −1 (see, for
example, [10, p. 146] for a discussion about this fact). Then the hyperbolicity assumption shows
that (x0, y0, z0) is locally asymptotically stable or its stable manifold is one-dimensional. In the
first case the assertion is trivial. In the second case the assertion follows from Theorem 4.2 in [8]
and the irreducibility of J (x0, y0, z0).
The existence of orbitally stable closed orbits when (x0, y0, z0) is unstable follows from a
general result by H.L. Smith and H.R. Zhu in [10], as well as the rest of the theorem. 
R.A. Smith established in [9, Theorem 2] a result completely analogous to our Theorem 2
excepting the requirement of some extra hypothesis over the parameters. For example, for the
values
a = 0.3, b = 0.7, c = 3000, u = 0.1, v = 0.3,
h(z) = 1
1 + zj , j = 10
6,
R.A. Smith proved that the equilibrium (x0, y0, z0) is hyperbolic and unstable when 0.00537 <
d < 161913, and that there exists an orbitally stable closed orbit when 0.00537 < d < 0.02105
or 121759 < d < 161913. From Theorem 2 we actually conclude that this orbitally stable closed
orbit exists for all 0.00537 < d < 161913.
Theorem 2 can be considered satisfactory when the equilibrium is unstable, although some
information about the number of closed orbits would be quite interesting. When (x0, y0, z0) is
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seems natural from the point of view of the chemical model that this equilibrium becomes a
global attractor. Next section is devoted to give sufficient conditions for this to occur.
3. Convergence in the case u < v
We have seen before that in the box B[0, (a + v)−1] system (1) is competitive and therefore
it verifies the Poincaré–Bendixon property. For systems verifying that property a criterion on
global stability of equilibria has been developed in [5] and [6]. First we recall that, given an
arbitrary 3 × 3 matrix A = (aij ), the second additive compound of A is defined as
A[2] =
(
a11 + a22 a23 −a13
a32 a11 + a33 a12
−a13 a21 a22 + a33
)
.
Theorem 3. (See [6, Theorem 2.5].) Let X˙ = F(X) (F ∈ C1) be a system defined in an open
convex subset D ⊂R3 having a compact global attractor in D. Assume that:
(i) The Poincaré–Bendixon property holds.
(ii) There is a unique equilibrium in D which is locally asymptotically stable.
(iii) For each periodic solution p(t) in D, the linear system
Y˙ = ∂F
∂X
[2](
p(t)
)
Y
is asymptotically stable.
Then the equilibrium is globally asymptotically stable in D.
In order to apply this theorem to system (1), we have to study the linear equation
Y˙ = J (x(t), y(t), z(t))[2]Y, (2)
where (x(t), y(t), z(t)) is any periodic solution of (1) in B[0, (a + v)−1].
The asymptotic stability of time-dependent linear systems is a highly nontrivial problem in
general. However the competitive character of the Michaelis–Menten system in B[0, (a + v)−1]
shown after Proposition 2 implies that J (x(t), y(t), z(t))[2] has nonnegative off-diagonal co-
efficients, i.e., (2) is a linear periodic cooperative system (actually it is also irreducible). This
fact suggests the usage of comparison theorems to obtain convergence results. Next proposition
shows a way of doing this.
Proposition 3. Let Y˙ = Ai(t)Y , i = 1,2, be two linear periodic cooperative and irreducible
systems (with the same period) such that A2(t) − A1(t) has nonnegative coefficients. If Y˙ =
A2(t)Y is asymptotically stable then Y˙ = A1(t)Y also is.
Proof. Recall that linear periodic systems are asymptotically stable if and only if their charac-
teristic multipliers have modulus lesser than one. The Perron–Frobenius theory applied to any
fundamental matrix of the cooperative and irreducible system Y˙ = A1(t)Y shows that it has a
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in the cone
K = {(x, y, z) ∈R3: x  0, y  0, z 0}.
The proposition will be proved if µ1 < 1, that is if φ(t) tends to zero as t tends to infinity. Let
ψ(t) be a solution of Y˙ = A2(t)Y with ψ(0) = φ(0). Again ψ(t) lies in K and by hypothesis
ψ(t) → 0 as t → ∞. Notice that our hypothesis over A2(t) − A1(t) just means that A2(t)Y −
A1(t)Y belongs to K for all Y ∈ K . Then we can apply Kamke’s theory (see [1, pp. 27–31]) and
deduce that φ(t)  ψ(t) (in the order induced by K) for all t > 0. The convergence to zero of
ψ(t) thus implies that φ(t) also tends to zero. 
In our situation, for A1(t) = J (x(t), y(t), z(t))[2], a direct choice for A2(t) can be a con-
stant matrix whose coefficients bound from above the coefficients of A1(t) independently of
the periodic solution considered. This matrix can be obtained by computing the maxima of the
coefficients of J (x(t), y(t), z(t))[2] on the box B[0, (a+v)−1]. This leads us to define the matrix
J¯ :=

−1 + aa+v − cv 0 kbd −1 + a
a+v − d u + a
0 c −d − cv

 ,
and Theorem 3 jointly with Proposition 3 allow to state:
Theorem 4. Suppose that u < v, (x0, y0, z0) is locally asymptotically stable and that the eigen-
values of J¯ have all negative real parts. Then every positive semiorbit of system (1) in R3+ tends
to the equilibrium (x0, y0, z0).
From now on a matrix having all its eigenvalues with negative real parts will be called Hur-
witzian.
Expressing algebraically that J¯ is Hurwitzian is a rather involved task. A simplification can
be achieved by exploiting again the cooperativeness of J¯ .
Lemma 1. Let A(r) be a family of cooperative and irreducible matrices depending continuously
on the parameter r ∈ [r0, r1]. Suppose that A(r0) is Hurwitzian and that DetA(r) does not vanish
in [r0, r1]. Then A(r1) is also Hurwitzian.
Proof. We know that for every r there exists a real eigenvalue λ(r) of A(r) which dominates
the real parts of the others eigenvalues. This λ(r) depends continuously on r . If A(r1) does not
satisfy the conclusion of the lemma then there would exist r¯ ∈ [r0, r1] with λ(r¯) = 0. Therefore
DetA(r¯) = 0, a contradiction. 
In our situation we consider J¯ depending on d . The determinant of J¯ equals to
D = −
[
(d + vc)
(
d + v
a + v
)(
cv + v
a + v
)
− bcdk − c(u + a)
(
cv + v
a + v
)]
.
D is a quadratic polynomial in d . Let us study what happen for d large. To do that let us make
s = 1/d . Then matrix J¯ becomes
1
s
(−s( v
a+v + cv
)
0 skb
1 − sv
a+v − 1 s(u + a)
)
= 1
s
J¯1.0 sc −1 − scv
78 L.A. Sanchez / J. Math. Anal. Appl. 317 (2006) 71–79When s = 0 the eigenvalues of J¯1 are 0 and −1 with multiplicity 2. Moreover, D is negative
for d large enough, therefore J¯1 and so J¯ are both Hurwitzian for those values of d . From
Lemma 1 we can deduce that:
Proposition 4. If d0 is the larger positive root of D, then J¯ is Hurwitzian for all d > d0. If D has
no positive roots then the preceding conclusion holds for all d > 0.
A similar discussion can be done for d small. Making d equals to zero, we get the matrix(− v
a+v − cv 0 kb
0 − v
a+v u + a
0 c −cv
)
,
which have its eigenvalues with negative real parts provided that
v2 > (u + a)(v + a).
Using Lemma 1, we obtain:
Proposition 5. If v2 > (u + a)(v + a) and d0 is the smaller positive root of D, then J¯ is Hur-
witzian for all d < d0.
We proceed now to compare Theorem 4 to the results in [9]. Therein the convergence to
(x0, y0, z0) is ensured under the inequalities
c(u + a)
λ − (v − u)c + 2
√
1 + b2
2λ2
+ bcdk
λ(λ − d)(λ − (v − u)c) < 1, (3)
or
c(u + a)
λ − (v − u)c + 2
√
1 + b2
2λ2
+ bck
λ(λ − d) < 1, (4)
where λ = d + vc + v(a + v)−1. Actually (3) is implied by (4), but the latter is preferred by
R.A. Smith in practice since it is valid for d moving in unbounded intervals.
A straightforward perturbation argument shows that, given arbitrary a, b, d,u, v and k (with
u < v), the equilibrium (x0, y0, z0) is asymptotically stable for all c sufficiently small (see also
[9, Section 6]). Since J¯ is clearly Hurwitzian if c = 0, we assert from Theorem 4 that (x0, y0, z0)
is globally asymptotically stable for c small enough. On the contrary we can make c = 0 in (3)
to obtain that
2
√√√√ 1 + b2
2
(
d + v
a+v
)2  1
is a necessary condition in order to have a similar statement under R.A. Smith’s hypotheses.
Therefore Theorem 4 cannot be deduced from R.A. Smith’s work.
Let us see some concrete examples. In [9] it is considered the values
a = 0.3, b = 0.7, c = 3000, u = 0.1, v = 0.3,
h(z) = 1
j
, j = 106.1 + z
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k = (4j)−1(j + 1)(j+1)/j (j − 1)(j−1)/j .
This value of k can be difficult to handle in some cases. It is easy to see that an upper bound of it
is (4j)−1(j + 1)2. The polynomial D in this case is equal to
675375 + 5.2419014975052494 ∗ 108d − 900.5d2,
whose unique positive root is 582110. Since the equilibrium is stable for d > 161913, we may
ensure that this equilibrium is a global attractor for all d > 582110. For this value R.A. Smith
obtained convergence for d > 2333240.
Another set of values considered by R.A. Smith is a = 0.2, b = u = 0.1, c = 0.5, v = 1.8,
h(z) = (1 + z5)−1, for which convergence holds for all d . In this case our polynomial D is equal
to −1.188 − 3.15d − 1.8d2, which is obviously negative for all d positive. Then our method
gives the same result that R.A. Smith provided.
We have performed various studies of limiting cases and checked a large amount of concrete
values of the parameters without finding a situation where Theorem 4 gives no information but in-
equality (3) holds. Unfortunately, we have also been unable to prove rigorously that R.A. Smith’s
conditions can be deduced from Theorem 4, remaining this as an open question for future works.
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