Abstract Representation of surface roughness effects on aeolian sediment transport is a key source of uncertainty in wind erosion models. Drag partitioning schemes are used to account for roughness by scaling the soil entrainment threshold by the ratio of shear stress on roughness elements to that on the vegetated land surface. This approach does not explicitly account for the effects of roughness configuration, which may be important for sediment flux. Here we investigate the significance of roughness configuration for aeolian sediment transport, the ability of drag partitioning approaches to represent roughness configuration effects, and the implications for model accuracy. We use wind tunnel measurements of surface shear stress distributions to calculate sediment flux for a suite of roughness configurations, roughness densities, and wind velocities. Roughness configuration has a significant effect on sediment flux, influencing estimates by more than 1 order of magnitude. Measured and modeled drag partitioning approaches overestimate the predicted flux by 2 to 3 orders of magnitude. The drag partition is sensitive to roughness configuration, but current models cannot effectively represent this sensitivity. The effectiveness of drag partitioning approaches is also affected by estimates of the aerodynamic roughness height used to calculate wind shear velocity. Unless the roughness height is consistent with the drag partition, resulting fluxes can show physically implausible patterns. These results should make us question current assessments of the magnitude of vegetated dryland dust emissions. Representing roughness effects on surface shear stress distributions will reduce uncertainty in quantifying wind erosion, enabling better assessment of its impacts and management solutions.
Introduction
Dust emissions produced by wind erosion in dryland environments are important for many Earth-system processes [Ravi et al., 2011; Shao et al., 2011] . Numerous models have been developed to evaluate rates of wind erosion and mineral dust emission [Darmenova et al., 2009] . However, capturing the effects of soil and vegetation properties on dust emission remains a considerable and ongoing challenge. Increasing levels of model precision have not always improved accuracy in estimates of the frequency and magnitude of dust events or of the distribution of dust source areas in space and time [Webb and McGowan, 2009] . Accounting for surface roughness (vegetation) effects on aeolian transport is a key component of the model uncertainty [Raupach and Lu, 2004] . Reducing this uncertainty requires an understanding of how heterogeneous patterns of vegetation influence aeolian transport, and new insights into how near-surface aerodynamics moderated by vegetation can be captured in numerical modeling systems.
Aeolian sediment transport depends on aerodynamics close to the soil surface. The convention is to estimate horizontal sediment flux (Q) as a function of the wind shear velocity (u * ) incident on the land surface and inof shear stress on the exposed soil surface to the total shear stress in the presence of roughness elements. For example [after Shao, 2008] ,
where u *ts (D) is the threshold shear velocity of the bare soil as a function of grain size, H(w) is a correction function for soil moisture, and R(z 0 ,λ) is the drag partition correction that is calculated as a function of the roughness height z 0 [Marticorena and Bergametti, 1995] or roughness density λ . Roughness density is the frontal area of roughness elements multiplied by their number density [Marshall, 1971] . The parameter is not sensitive to the distribution of roughness elements but varies with the spatial length scale (i.e., area) over which it is calculated and so is scale dependent.
Raupach et al. [1993] developed a drag partitioning model [after Raupach, 1992] with a scaling parameter (m ≤ 1) to account for the nonuniformity in surface shear stress due to heterogeneous vegetation distributions. The m parameter scales λ to provide an estimate of the largest (i.e., maximum) shear stress ratio at the soil surface
where R″ is the maximum shear stress ratio, τ″ S is the maximum shear stress at the soil surface, τ is the total shear stress on the surface in the presence of roughness, β r is the ratio of the drag coefficient for isolated roughness elements over the drag coefficient for the surface, and σ r is the basal-to-frontal area ratio of the roughness elements .
Field and laboratory wind tunnel studies suggest that the Raupach et al. [1993] model can provide a good approximation of the drag partition [Marshall, 1972; Gillette and Stockton, 1989; Wolfe and Nickling, 1996; Lancaster and Baas, 1998; Gillies et al., 2000 Gillies et al., , 2007 Crawley and Nickling, 2003; King et al., 2006] . However, a limitation to this approach, including Marticorena and Bergametti [1995] and Walter et al. [2012a] , is that they estimate the bulk partition of shear stress between roughness elements and the exposed soil surface. The models omit the effects of roughness configuration on the distribution of surface shear stress and predict erosion across an entire model grid cell when u * > u *t . The bulk drag partitioning approach to scaling u *t does not capture how the maximum shear stress can exceed the threshold for entrainment at one or a series of points in space, while the rest of the landscape remains inactive and does not produce saltation flux or dust emission. The approach does not explain well the observed heterogeneity in dust source activity or the timing and intensity of saltation and dust emission [Gillette, 1999; Okin and Gillette, 2001; Li et al., 2013 ].
An alternative conceptualisation of aeolian transport is to consider u *t to be a property describing the soil surface erodibility (u *ts ) alone. The threshold is independent of vegetation roughness, which affects the wind erosivity (u * ). Thus, drag partitioning between roughness elements and the soil surface affects the distribution of surface shear stress (τ S ) that can act on the area of exposed soil surface [Okin, 2008] . The distribution of τ S is directly related to the freestream wind velocity and the distribution of roughness elements with respect to the direction from which the wind is blowing [Gillette et al., 2006] . This approach considers where and when u * exceeds u *t to induce sediment flux within a landscape. It does not rely on spatial averages or maxima to describe the effect of vegetation on saltation flux and dust emission.
Okin [2008] presented a wind erosion model which makes explicit roughness distribution effects on τ S . The approach is supported by Walter et al. [2012b] who show that the magnitude of τ S varies locally around roughness elements and can have a significant effect on sediment flux. Li et al. [2013] demonstrated that accounting for vegetation distribution more accurately predicts saltation flux than models based on bulk drag partitioning [e.g., Raupach et al., 1993; Marticorena and Bergametti, 1995] . Their research also indicated that the approach may better capture the frequency of saltation events by enabling u * to exceed u *t within large canopy interspaces that may be present even at high-fractional cover levels. Uncertainty in aeolian sediment transport models may be significantly reduced by accounting for the distribution of roughness elements. However, only recently has the effect of τ S distributions on sediment flux been the subject of investigation [e. Brown et al. [2008] measured spatially and temporally the average surface shear stress (τ′ S ) and total shear stress (τ) for a range of roughness configurations ("staggered," "random," "clumped," and "streets"), roughness densities (λ), and freestream wind velocities (U f ). Analyzed in the context of the Raupach et al. [1993 ] model, Brown et al. [2008 concluded that roughness configuration has only a small impact on the average (R) and maximum (R″) drag partition. Descriptive statistics (mean, standard deviation, and skewness) for the τ′ S distributions did not reveal significant differences between roughness configurations. Surface protection was found to increase with increasing λ but appeared to be independent of roughness configuration under the bulk drag partitioning model.
The Raupach et al. [1993] approach only approximates well measurements of R″ when critical model parameters β r and m are measured and calculated relative to R″ [Brown et al., 2008] . This reveals a further weakness of this model, that β r and m are dependent on U f , λ and roughness element shape. Similarly, the Raupach et al. [1993] model does not work well for different roughness configurations unless the β r parameter values, which by definition should be constant among configurations, are made variable [Crawley and Nickling, 2003; Walter et al., 2012a] . While the Brown et al. [2008] study demonstrated the utility and limitations of bulk drag partitioning approaches, such data have not been applied to assess the significance of roughness configuration for sediment flux, or how effective alternative approaches can be for improving on the current modeling paradigm.
The objectives of this paper are to (1) numerically test the hypothesis that the spatial configuration of roughness elements has a significant effect on horizontal aeolian sediment flux (Q) and (2) evaluate the ability of the bulk drag partitioning approach to represent roughness configuration effects on Q. We conduct the assessment by using data from Brown et al. [2008] to evaluate the sensitivity of Q to differences in measured surface shear stress distributions for four roughness configurations. We compare the flux estimates with those derived from measured and modeled drag partitions (R″), accounting for different levels of variability in model input parameters that represent roughness effects on u * and u *t . We then use the analysis to draw conclusions about the importance of roughness configuration for sediment flux and the implications of the two conceptual approaches for modeling wind erosion.
Methods

Available Data
Data from Brown et al. [2008] provided a basis for our examination of the effects of roughness configuration on Q. We provide an overview of their methodology here. The objective of Brown et al. [2008] was to assess the effect of roughness configuration on the average drag partition and shear stress ratio, including estimates of R and R″ using the Raupach et al. [1993] model. The study thus developed a data set with measurements of τ, τ′ S , τ″ S , u * , and z 0 for a range of roughness densities and configurations.
The recirculating wind tunnel at the Wind Erosion Laboratory, University of Guelph, was used for all roughness measurements [Brown et al., 2008] . The wind tunnel has a working section that is 8.0 m long, 0.72 m high, and 0.92 m wide. Film canisters filled with cement acted as roughness elements (height (h) = 4.9 cm, diameter (d) = 3.1 cm, σ = 0.50). Stress measurements were made for four different roughness configurations: staggered, random, clumped, and streets [after Okin and Gillette, 2001] . The staggered array was included as it is commonly used in wind tunnel studies [e.g., Crawley and Nickling, 2003; King et al., 2006] , while the remaining configurations were chosen to represent natural arrays of vegetation. Each configuration was examined at four roughness densities, λ = 0.02, 0.0342, 0.0585, and 0.11.
Each configuration and density combination was subject to five freestream wind velocities, U f = 6. 58, 8.71, 10.92, 12.92 , and 14.87 m s
À1
. A pitot tube connected to a ThermoBrandt 12.7 mm (0.5 inch) differential pressure transducer (ThermoBrandt Ltd.) was placed 6.94 m downwind of the start of the working section of the wind tunnel to measure the wind speed profile at 14 heights. The wind speed profiles were used to calculate z 0 and u * using the logarithmic wind profile equation, the Law of the Wall [Panofsky and Dutton, 1984] .
A tiered force balance was used to measure τ R . Two drag plates were used to independently measure the drag on the surface (τ S ) and the roughness elements (τ R ). These are related to the total drag on the rough surface (τ) through the expression: τ = τ S + τ R + τ C , where τ C is the roughness element surface drag due to skin Journal of Geophysical Research: Atmospheres 10.1002/2014JD021491 friction of the roughness elements. The τ C was neglected here due to the small evaluated λ [Shao and Yang, 2008] . Each plate measured stress with a Surface Mount Technology (SMT) Interface force transducer placed between a free-moving arm and a fixed metal cylinder. The transducers were attached to separated aluminum frames that held plywood sheets (0.6 m wide by 1.8 m long). Roughness elements "floated" on the surface plate and were connected to the lower roughness plate via metal rods to allow for the independent and simultaneous measurements. The tiered force balance was located in a 0.625 m × 1.080 m opening in the wind tunnel floor, 5.9 m downwind in the working section. A data logger was used to record the output of the force transducers at 10 Hz.
Irwin sensors [Irwin, 1980] embedded in the surface of the force balance plate were used to make point measurements of τ S within the roughness arrays. This enabled an examination of the spatial distribution of maximum (τ″ S ) and average (τ′ S ) surface shear stress. The Irwin sensors measure skin friction using a pressure transducer (ThermoBrandt Ltd., 12 mm differential pressure transducer; Model DPT 32S12-0.5; precision ± 0.25% full scale) attached to a 12.5 mm diameter brass cylinder with two openings: one 2.57 mm diameter center tap for a surface pressure port and a second port within the center tap consisting of a 16-gauge stainless steel tube extending 1.75 mm above the surface. Output from the pressure transducer was recorded by a data logger. The design enabled detection of the near-surface pressure differential at a frequency of 10 Hz.
For the staggered arrays, Irwin sensors were placed in a grid pattern between roughness elements similar to Crawley and Nickling [2003] . Using this pattern resulted in close agreement between τ′ S measured by the force balance and τ′ S measured by the Irwin sensors. For the remaining roughness configurations, the Irwin sensors were positioned to cover a range of relatively more open areas and areas in the lee of the roughness elements. The maximum stress on the surface (τ″ S ), combined with the τ from the force balance, provided a direct estimate of R″ as (τ″ S /τ) 0.5 (equation (2)).
The theory of Raupach et al. [1993] suggests that R″ can also be estimated from structural parameters (equation (2)) based on estimates of the values of β r and m. The β r parameter is calculated as the ratio of the drag coefficient of a roughness element (C R ) to the drag coefficient of the surface (C S ), each calculated as
where ρ a is air density (1.204 kg m
À3
), U h is the wind speed at the roughness element height, τ S(λ=0) is the mean surface drag in the absence of roughness, and ϕ is the drag force on an individual roughness element . The surface drag plate with no roughness elements provided τ S (λ=0) . For C R , ϕ was measured using a single element attached to the roughness plate. Measuring drag coefficients at each U f resulted in values of β r that ranged from 158 to 248 due to a dependency of β r on U f , which affects the drag force on roughness elements. The m parameter values were calculated for each array as the difference between the maximum and average surface shear stresses as measured by the Irwin sensors [Luttmer, 2002] :
Values of m calculated this way ranged from 0.33 to 0.63, with a mean of 0.49. The calculated m did not show significant differences between the different configurations but did show dependence upon λ and U f . The latter finding is contrary to the original formulation of the m parameter by Raupach et al. [1993] , which was thought to be a constant, suggesting a weakness in the theory. That the use of average (constant) values of m will result in significant errors in estimates of R″ using the Raupach et al. [1993] theory (equation (2)) is further testament to this fact [Brown et al., 2008] .
Data Analysis
Two approaches were taken to investigate the effects of roughness configuration and measured and modeled drag partitions on horizontal sediment flux Q: (1) the "τ′ S distribution method," wherein Q was calculated with u * provided by the measured τ′ S distributions and (2) the "R″ method," wherein Q was calculated with u *t estimated from measured and modeled bulk drag partitions (R″). 
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The sediment flux Q for each measured τ′ S , for the respective combinations of roughness configuration, λ and U f , was calculated for a nominal range of u *ts = 0.25 m s À1 to 0.45 m s À1 ; consistent with the entrainment threshold for erodible fine sands [Gillette et al., 1980] . The estimates of Q were obtained using the Shao et al.
[1993] flux equation:
where Q is the horizontal sediment mass flux (g m À1 s À1 ), A is a dimensionless parameter related to the supply limitation of soil grains, assumed here to be 0.54 [Shao, 2008] , and g is the acceleration of gravity (9.81 m s À2 ). As the roughness elements were assumed to affect u * under this approach, u *t was assigned the values of u *ts . We selected the Shao et al. [1993] flux equation on the basis that it has been applied extensively with the Raupach et al. [1993] drag partitioning scheme [Shao, 2008] . However, the exact form of the equation is not important here. Most common flux equations are also threshold controlled, raise u * to the second or third power [e.g., Li et al., 2013] , and will thus show similar patterns. The weighted average of Q for each τ′ S , for the combinations of roughness configuration, λ and U f , was then calculated by
where F c is the surface fraction covered by roughness elements and p(τ′ S ) is the probability of a measured τ′ S from the laboratory experiments. Equation (8) provides an estimate of the "transport limited" saltation, and we do not account here for the supply limitation of erodible sediment that occurs on natural surfaces or the effect of roughness element size (height and width) in reducing sediment transport efficiency [Gillies and Lancaster, 2012] . The model also does not account for equilibrium saltation. We assume this would not adversely affect the results under the patchy surface shear stress distributions evaluated here.
Using a range of u *ts in the flux calculations provided a means for testing the sensitivity of Q to roughness configuration and U f with respect to the threshold for soil particle entrainment. The relative effect of the roughness configurations was then determined by calculating the ratio of Q for the "nonstaggered" arrays (random, clumped, and streets) to the "staggered" arrays at corresponding λ and U f . Comparisons were made with the staggered configuration as it has formed the basis of preceding analyses of roughness effects on drag partition [e.g., Marshall, 1971; Dong et al., 2001; Crawley and Nickling, 2003] . This approach enabled a comparison of the absolute and relative effects of roughness configuration on sediment flux.
To determine how differences in the shape of the u * histogram might affect relative rates of Q under wind speeds that might be experienced by a real site over a period of time, we calculated the ratio of Q between the streets and random configurations. We used τ measurements to estimate u * (τ = ρ u * 2 ) for both configurations (λ = 0.11) for the five U f used in the wind tunnel experiments (6.59, 8.71, 10.92, 12.92 , and 14.87 m s À1 ) [Brown et al., 2008] . Each of the values of τ is related to a histogram of τ s from the Irwin sensors. In order to estimate the histogram of τ s that would have been measured by the Irwin sensors for wind speeds not run in the wind tunnel, we interpolated the histogram. This was done by interpolating between measured probabilities within each τ s bin using a spline, then normalizing the resultant interpolated histograms to ensure that the new probability distributions created through this process summed to one. A theoretical Weibull distribution of u * , with shape parameter equal to 3.87 and scale parameter equal to 0.77 m s À1 , was estimated from long-term wind speed measurements at 15 m height in the Jornada Basin in south central New Mexico, USA. Total flux for each u * bin in the theoretical Weibullderived u * distribution was calculated as the sum of Q calculated (using equation (7)) for each τ s bin
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multiplied by the probability of that τ s occurring (i.e., the τ′ S distribution method). Total flux for each configuration (streets and random) was then calculated as the sum of the resulting Q multiplied by the probability of the specific u * occurring within the theoretical Weibull-derived u * distribution.
The R″ Method
The objectives of the R″ method were to (1) evaluate the ability of the drag partitioning approach to represent the predicted roughness configuration effects on Q (section 2.2.1) and (2) compare measured and modeled [after Raupach et al., 1993] drag partitioning effects on Q to identify sensitivities of the bulk drag partitioning approach that influence its performance. Here, we calculated the land surface threshold friction velocity u *t after Shao [2008] , following directly from the definition of R″ in Raupach et al. [1993] :
where u *t is the bare soil threshold friction velocity scaled by the measured or modeled maximum drag partition. We again used a nominal range of u *ts = 0.25 m s À1 to 0.45 m s À1 to initiate the flux calculations. Four approaches were evaluated for their ability to represent surface roughness effects on R″, u * , and estimates of Q calculated using equation (7). Each test of the effect of measured and modeled R″ on Q provided insights into the capability of the Raupach et al. [1993] model to capture the effects of the drag partition and roughness configuration on Q.
First, we calculated Q using the measured R″ (Table S1 in the supporting information) and R″ modeled after Raupach et al. [1993] (equation (2)) with measured β r and calculated m parameters for the range of roughness configurations, λ and U f (Table S2 ) [Brown et al., 2008] . For both calculations the shear velocity (u * ) was estimated from the wind tunnel experiments for each corresponding roughness configuration, λ and U f following a reorganization of the Law of the Wall [Panofsky and Dutton, 1984] :
where U z is the wind speed at height, z, k is the von Kármán constant (~0.4), and z o is the aerodynamic roughness height. U z was taken as the freestream wind velocity in the wind tunnel (U f ) and z as the height above the wind tunnel bed where this speed was measured (0.37 m). The roughness height z 0 was derived from wind speed profile data (section 2.1) for each wind tunnel experiment [Brown et al., 2008] . Values of the estimated z 0 and u * derived from the wind tunnel measurements are provided in Tables S3 and S4 , respectively. Comparing the estimates of Q calculated from the measured and modeled R″ enabled direct assessment of the ability of the Raupach et al. [1993] model, with input parameters specific to each roughness configuration, to represent the configuration effects on Q.
The approach of predicting Q using measured u * revealed a sensitivity of Q to estimates of u * derived from the measured z 0 . To evaluate the effect of this sensitivity further, we calculated Q as product of the measured and modeled R″ while holding z 0 constant at 4.0 × 10 À3 m for all roughness configurations and λ. This nominal value of z 0 represents the mean of the measured z 0 for all roughness configurations, λ and U f , in the wind tunnel experiments [Brown et al., 2008] . Using a constant z 0 had the effect of removing localized roughness element wake influences on u * and Q.
Thirdly, we reintroduced variability in z 0 by estimating the parameter as a function of λ, following Marticorena et al. 
where h is the geometrical height of the roughness elements. We thus calculated Q for each roughness configuration, λ and U f , using the measured and modeled R″ and u * values derived from z 0 following equations (11) and (12). The derived values of z 0 were of a similar order of magnitude to the measured values (Table S3) λ on z 0 , while removing other sources of variability in z 0 that could be a product of roughness element position with respect to the pitot tubes for measuring U f , and roughness configuration.
Finally, we evaluated the effect on Q of holding the m and β r parameters constant to estimate R″, following the implementation of the Raupach et al. [1993] scheme by Shao et al. [1994] . Values for m (0.49) and β r (200) were taken as the average of those measured by Brown et al. [2008] across the roughness configurations. The calculated R″ and values of u * derived from λ (equations (11) and (12)) were then used to estimate Q for each roughness configuration, λ and U f .
Results
The Effect of Roughness Configuration on Flux
The effect of roughness configuration on the distribution of measured surface shear stress, expressed as u * , is illustrated in Figure 1 . The distribution and proportion of τ′ S , and therefore u * , varies between roughness configurations at a constant λ under the four measured U f . There is considerable overlap in the τ S distributions for the roughness configurations. There are also significant differences in the distribution of τ′ S relative to the soil threshold for entrainment. This is expressed as differences in the shape (modality) of the u * distributions. The data suggest that roughness configuration can affect the proportion of a land surface over which u * exceeds u *t and is therefore likely important for horizontal sediment flux (Q) and dust emission.
As a first approximation of the significance of roughness configuration for Q we calculated the proportion of τ′ S in excess of an arbitrary threshold for soil particle entrainment, u *ts = 0.25 m s À1 (Table 1 ). The proportion of τ′ S in excess of the threshold clearly increases with increasing U f and is greater for small roughness densities than for large roughness densities. At low U f and large λ, and at high U f at small λ, the proportion of τ′ S in excess of the threshold is similar among the roughness configurations. This indicates that roughness configuration may have little effect on sediment flux under these conditions because either none or all of the τ′ S is above the entrainment threshold. Between these extremes roughness configuration can have a large effect on the proportion of τ′ S in excess of the threshold (Table 1 ). The magnitude of the difference in excess τ′ S varies between roughness configurations and with U f . This suggests that the significance of roughness configuration for Q is dependent on the proximity of u * to u *t over the land surface.
Calculating sediment flux from the measured τ′ S distributions reveals that roughness configuration has a significant effect on estimated sediment flux (Figure 2 ). There is a consistent pattern in Q across the roughness configurations, λ and U f . The modeled sediment flux increases with decreasing λ and an increase in U f . Sediment flux appears to be most sensitive to roughness configuration at small λ and low U f (large differences in Q between configurations), and least sensitive to roughness configuration at large λ and U f (small or no difference in Q). Differences in Q between the configurations get smaller with increasing U f . However, Q for the clumped and streets configurations and the staggered and random configurations show similar response patterns to changes in λ. This suggests that the pairs of roughness configurations may induce similar patterns in the probability distribution of τ′ S , which are reflected in the calculated Q.
The relative effect of the measured roughness configurations (staggered, clumped, random, and streets) on sediment flux is shown in Figure 3 . Roughness configuration is most important for Q at low U f , at large λ, and as u * approaches u *t . For u *t = 0.25 m s À1 at the lowest shown U f (8.71 m s À1 ), the modeled Q at the largest roughness density (λ = 0.11) is nearly 3 times the magnitude of Q at the smallest λ (0.02). As U f increases toward 14.87 m s À1 the effect of roughness configuration on Q declines. The modeled sediment flux for nonstaggered arrays was found to be nearly 2 times larger than for the staggered arrays (λ = 0.11) , but there is little difference at the smallest roughness densities (λ = 0.02, 0.0342).
As u * approaches u *t = 0.35 m s À1 the magnitude of the difference in modeled Q for the nonstaggered relative to staggered roughness configurations increases (Figure 3 ). For example, modeled Q for the streets configuration is 16 times larger than for the staggered configuration at U f = 12.92 m s À1 , and 10 times larger at U f = 14.87 m s À1 . We found the streets roughness configuration to have consistently larger modeled Q than the clumped and random configurations, particularly at the larger measured roughness density (λ = 0.11). At u *t = 0.425 m s À1 our results show that no sediment flux would be initiated under freestream wind velocities of 8.71 m s À1 and 10.92 m s À1 . This is because the distribution of τ′ S was below the nominal soil 
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threshold for entrainment. The magnitude of the difference in modeled Q between roughness configurations declines at small λ, but at the largest measured λ (0.10) and U f (12.92 and 14.87 m s À1 ) modeled Q for the streets and clumped roughness configurations were 10 to 20 times that of the staggered configuration (Figure 3 ).
The ratio of estimated Q for the streets configuration to the estimated Q for the random configuration using a theoretical Weibull distribution of wind speed was never less than two (Figure 4) . The ratio reached a maximum of 19 at u *t = 0.37 m s À1 and was greater than five for u *t ≥ 0.27 m s
À1
. These results indicate that, even under conditions of variable wind speed, roughness configuration can likely have a large effect on aeolian sediment transport. The peak of this influence at u *t = 0.37 m s À1 results from the major differences between the histogram of shear velocity starting~0.37 m s À1 at high wind speeds (Figure 1 ).
Estimating Flux From the Drag Partition
Comparing the ratio of measured R″ for the staggered and nonstaggered arrays reveals the sensitivity of the maximum shear stress ratio to roughness configuration ( Figure 5 ). The data show that there is very little difference in R″ between the nonstaggered configurations, or between the nonstaggered and staggered configurations, except at low roughness densities (λ = 0.02). These differences in R″ between the staggered and nonstaggered configurations at λ = 0.02 are reduced as U f increases from 6.85 m s À1 and 14.87 m s À1 .
This suggests that the modeled sediment flux with u *t adjusted by R″ (i.e., the R″ method) may be similar at large roughness densities. At small roughness densities (e.g., λ = 0.02), the effect of differences in R″ on Q due to roughness configuration could be significant.
Indeed, estimates of sediment flux based on the measured maximum surface shear stress (τ″ S ) confirm that Q predicted from R″ ((τ″ S /τ) 0.5 ) should be somewhat sensitive to roughness configuration ( Figure 6 ). As for estimates of Q based on the measured τ′ S distributions, differences in Q among the roughness configurations are largest at small λ and small U f , while Q declines with increasing λ for all configurations. Importantly, the estimates of Q based on the measured τ″ S are between 1 and 3 orders of magnitude larger than those based on the τ′ S distribution method. This was expected because flux estimates derived from the R″ method assume that flux is initiated uniformly in space, so Q is likely to be significantly larger than when accounting for the distribution of surface shear stress. Figure 7 compares values of Q calculated from the measured and modeled R″ and measured u * . Q predicted by either approach displays an unexpected response pattern to changes in roughness density. Sediment flux both increases and decreases with increasing λ rather than declining at larger roughness densities (e.g., Figures 2 and 6 ). That the estimated values for Q are similar for the measured and modeled R″ indicate that the Raupach et al. [1993] model may reasonably represent the measured R″, as indicated by Brown et al. [2008] . However, the absence of a monotonic decrease in estimated Q with increasing λ indicated a problem with using the measured z 0 to predict u * from the wind tunnel experiments.
Employing a constant z 0 to predict u * resolved some of the unexpected behavior in the modeled Q response to increasing λ (Figure 8 ). Here, estimates of Q with both the measured and modeled R″ follow a pattern closer to that expected from field studies [Lancaster and Baas, 1998 ] and predicted from the τ′ S distributions (Figure 2 ). We believe that the difference between Q calculated with measured z 0 ( Figure 7 ) and constant z 0 (Figure 8 ) results from z 0 (measured at a single point in the wind tunnel) being sensitive to both roughness configuration and density; measurements of U f used to derive z 0 were likely affected by the placement of the pitot tubes with respect to the roughness elements during the wind tunnel experiments. That is, for some roughness configurations the pitot tube measurements (from the same position in the wind tunnel) were affected by the local depression of shear stress in the lee of adjacent roughness elements. For other configurations the pitot tube may not have had adjacent roughness elements and so was not affected by a local depression of shear stress.
To isolate the effect of roughness density from roughness configuration on estimates of z 0 , we estimated flux using common means to estimate z 0 from λ. Figure 9 shows the response of Q to roughness configuration, U f and λ, predicted from the measured and modeled R″ and z 0 derived following equations (11) and (12). The flux response is again unexpected, showing a pattern of increasing Q with increasing roughness density at high U f . It does not follow our predicted flux behavior with respect to λ for the measured τ′ S distributions ) [Lancaster and Baas, 1998; Vest et al., 2013] . Calculating z 0 (and therefore u * ) from λ can be problematic and can thus result in highly abnormal flux estimates when applied with u *t scaled by either measured or modeled drag partitions.
Removing all sources of variability due to roughness configuration from the Raupach et al. [1993] model reveals more about the reliability of the approach for predicting R″ effects on sediment flux (Figure 10 ). When the m and β r parameters were held constant across the range of λ (i.e., as originally envisioned by Raupach et al. [1993] ), modeled Q shows no difference between the roughness configurations, while flux estimates based on the measured τ″ S (Figure 6 ) indicate that differences should exist. This result confirms the inability of the Raupach et al. [1993] model to resolve the important effects of roughness configuration unless the m and β r parameters are tuned for each configuration. As with our assessment of Q with variable m and β r (Figure 9 ), we found that Q increases rather than declines with estimates of z 0 derived from λ [after Marticorena et al., 1997 Marticorena et al., , 2006 .
Discussion and Conclusions
Taking a closer look at the results of Brown et al. [2008] suggests that the spatial distribution of roughness elements has a significant effect on aeolian sediment flux. Roughness configuration moderates where sediment flux occurs in a landscape and the magnitude of the total flux within an eroding area. Our results show that the total flux predicted from measured τ′ S distributions [Brown et al., 2008] can vary by more than 1 order of magnitude depending on roughness configuration (Figure 3) . . Estimates of u * as input to Q were based on measured z 0 in the wind tunnel experiments.
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Roughness configuration can impact sediment flux by influencing the magnitude and distribution of shear stress over a surface that is in excess of the soil entrainment threshold. Roughness configuration matters most when the distribution of τ S is close to the threshold for entrainment. It matters least when τ S (u * ) >> u *t , and at small roughness densities (Figure 3 ). If two roughness configurations produce different u * distributions in excess of u *t , their resulting sediment fluxes will be different. If the u * distributions from two roughness configurations are alike, their resultant fluxes will be similar. Different roughness configurations may also produce the same sediment flux if the net effect of the total shear stress above the entrainment threshold is the same, despite the τ S distributions being different. We posit that this latter case occurs when the wind energy incident on a surface is much greater than u *t (Figure 3) . Logically, roughness configuration has no effect on sediment flux when the distribution of τ S (u * ) over a surface is below u *t .
The influence of roughness configuration on sediment flux exists even when a distribution of wind speed is considered (Figure 4 ). This is because roughness configuration matters most when the distribution of τ S is close to the threshold for soil entrainment. In a typical distribution, the wind shear velocity is much more likely to be close to the entrainment threshold than significantly above it. Therefore, although the effect of roughness distribution does not matter equally for all wind speeds, it will matter for the case of variable wind speed as observed routinely in field conditions.
Bulk drag partitioning schemes provide a practical means for representing surface roughness effects on aeolian sediment transport. Nonetheless, the approach consists of a conceptual simplification that is a considerable source of uncertainty. Bulk drag partitioning schemes assume that the threshold of particle movement is determined by τ″ s acting at any point on the surface . Threshold is assumed to be exceeded everywhere at this maximum, producing uniform large sediment flux. Our results show that using a bulk drag partition coefficient to scale the threshold for soil entrainment (u *t ) can result in an overestimate of sediment flux by 2 to 3 orders of magnitude (Figures 6 and 7) . Explicitly accounting for spatial variability in τ S due to vegetation distribution better captures the magnitude and variability in sediment flux over vegetated landscapes Vest et al., 2013] .
Interestingly, τ″ S (and therefore R″) appears to have some sensitivity to roughness configuration ( Figure 5 ). While Brown et al. [2008] concluded that roughness configuration effects on R″ are small, our results show that these small differences have an important effect on Q. Using the drag partitioning approach to scale u *t should, therefore, capture some of the effects of roughness configuration that influence sediment flux ( Figure 6 ). Nonetheless, our results have confirmed that without tuning the Raupach et al. [1993] model m and β r parameters for different roughness configurations, the model cannot represent expected variations in Q due to roughness configuration [Crawley and Nickling, 2003; Walter et al., 2012a] . This limits the ability of the model to resolve variations in sediment flux due to vegetation distribution.
While β r will vary depending on the characteristics of roughness elements (e.g., geometry), the practice of tuning β r for different roughness densities (and configurations) presents additional problems. By definition, β r should be insensitive to roughness density and configuration, though not necessarily wind speed because drag coefficients vary with Reynolds number. It is possible that β r could vary with Reynolds number if the drag coefficient for elements embedded within a roughness array were to behave differently to that of isolated elements, but this has not been demonstrated. We consider the practice of tuning the β r parameter to obtain a good fit of the drag partition model R″ with experimental data to be inconsistent with the theory of Raupach et al. [1993] . Whether the Raupach et al. [1993] model can resolve roughness configuration effects on R″ appears moot in light of the apparent larger uncertainty in estimating flux as a product of τ″ S Figure 9 . Plots of horizontal sediment mass flux Q (g m À1 s À1 ) calculated from the measured and modeled [after Raupach et al., 1993] R″ for the set of four roughness configurations at a range of λ and freestream wind velocities (U f ). Initial u *t set to 0.25 m s
À1
. Estimates of u * as input to Q were based on z 0 calculated as a product of λ following Marticorena et al. [2006] .
Journal of Geophysical Research: Atmospheres
10.1002/2014JD021491
over the land surface. Focusing on the distribution of τ S makes the conceptual simplifications of this theory unnecessary and therefore also obviates the need to vary a constant parameter.
A final complication in applying bulk drag partitioning models to estimate aeolian transport is the need to match changes in R″ due to λ and roughness configuration with commensurate changes in z 0 that underpin u * . Our estimates of Q using u * calculated from measured and modeled z 0 [after Marticorena et al., 1997 Marticorena et al., , 2006 resulted in increases in Q with increasing roughness density (Figures 7 and 9 ). In the case of the measured values of z 0 , differences due to roughness configuration resulted as well. However, monotonic declines in Q were expected to occur [Lancaster and Baas, 1998 ]. Increasing λ should increase u *t at a rate greater than roughness increases u *, such that at large roughness densities Q will decline. If estimates of z 0 do not result in appropriate changes in u * for the given R″, then u * may vary and be greater than u *t at increasing roughness densities, thus producing unrealistic patterns of sediment flux.
The implication of this finding is that if bulk drag partitioning schemes are applied to estimate aeolian sediment transport, then care must be taken to accurately derive z 0 to estimate u * . This is especially the case for regional-scale assessments, which typically use wind shear velocity data from atmospheric models. Our results suggest that if the aerodynamic roughness used to calculate u * in atmospheric models is not consistent with the aeolian roughness height implicit in R″, estimates of horizontal and vertical sediment fluxes may become physically implausible. This link between z 0 and R″ in the application of drag partitioning schemes has been acknowledged previously [Darmenova et al., 2009] . Shao and Yang [2008] demonstrated numerically that z 0 varies with λ to a maximum (λ ≈ 0.2) then decreases with λ to z 0 of the bare surface. Thus, Here, input parameters m and β r were held constant, as applied in Shao et al. [1994] to estimate R″ so that all roughness configuration effects were removed. Estimates of u * were then disconnected from R″ by deriving z 0 from λ, following Marticorena et al. [2006] .
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implementing the drag partition model requires that profiles of the mean wind and turbulence (i.e., z 0 ) must be known for a given λ and roughness configuration [Shao and Yang, 2008] .
We have examined one approach to resolving the issue by estimating z 0 from λ following Marticorena et al. [1997 Marticorena et al. [ , 2006 . Our findings suggest that there exists some internal inconsistency in using this approach with the Raupach et al. [1993] drag partitioning scheme, though at present we remain uncertain as to the nature of this conflict. A potential solution is to use wind speed data from above the turbulent boundary layer with the aeolian roughness height implicit in R″ (measured for the same land surface) to estimate u * [Darmenova et al., 2009] . Developing reliable estimates of z 0 for a range of environments will be important for models that employ bulk drag partitioning schemes in vegetated drylands. Nevertheless, this approach will not alleviate the remaining uncertainties in the application of the drag partition model itself.
Representing the effects of roughness elements on near-surface aerodynamics is central to predicting patterns of wind erosion and dust emission. Few studies have sought to quantify the accuracy of aeolian transport models in vegetated dryland environments , and the magnitude of error in estimates of national and global dust budgets remains largely unknown [Shao et al., 2011] . Our results support field studies of the effects of surface roughness on patterns of wind erosion [Gillette, 1999; Okin and Gillette, 2001; Li et al., 2013] . They show that accounting for the distribution of surface roughness could improve the accuracy of aeolian transport models over those that employ bulk drag partitioning schemes. Aeolian sediment transport over vegetated landscapes could be as much as 2 to 3 orders of magnitude smaller than previously identified with bulk drag partitioning approaches [Shao et al., 2011] . These results should make us question and re-evaluate current understanding of the magnitude of dust emissions from vegetated drylands and its impact on Earth-system processes.
While the accuracy of aeolian transport models may be improved by incorporating the effects of roughness configuration, operationalizing such approaches is a challenge for broad-scale modeling. However, unlike λ, the fractional cover of vegetation, vegetation height, and the spatial distribution of canopy interspaces can be easily measured in the field and used as input to aeolian transport models . McGlynn and Okin [2006] developed an approach for characterizing the distribution of shrubs in a desert landscape using high spatial resolution (1 m) remote sensing. While there is a significant gap in scale, such approaches give promise to the development of methods for quantifying the spatial distribution of vegetation at moderate resolutions (e.g., 500 m) with global application potential. For example, the spatial distribution of vegetation indices (e.g., normalized difference vegetation index and cellulose absorption index) derived from Moderate Resolution Imaging Spectroradiometer could be used as a proxy for estimating roughness distributions at coarse (>5 km) spatial resolutions following the concepts of McGlynn and Okin [2006] . Field measurements of fractional vegetation cover and the distribution of vegetation canopy gaps could also be used to derive lookup tables from which roughness distribution could be applied in regional-scale model applications. Even without knowledge of the exact spatial distribution of plants, assuming a Gaussian distribution of cover within vegetated areas would likely account for roughness effects and reduce uncertainty over estimates derived with the bulk partitioning approach using the λ parameter [Okin, 2008] .
Given the scale-dependent nature of λ, increasing the spatial resolution of inputs to drag partitioning models may yield some improvement in their capacity to resolve spatial heterogeneity in aeolian transport. Nonetheless, the marginal gains from increased data resolution are unlikely to account for the significant overprediction of sediment flux modeled as a product of R″. Explicitly representing the spatial distribution of surface roughness on τ S [e.g., Okin, 2008] will reduce uncertainty in estimates of wind erosion and dust emission from vegetated landscapes. Accounting for spatiotemporal variations in u *t [Webb and Strong, 2011] , the inhomogeneous availability of erodible sediment [Gillies et al., 2014] , and the interacting effects of large roughness elements on sediment transport efficiency [Gillies and Lancaster, 2012] are additional challenges with potentially large impacts for modeling aeolian sediment transport. Projected global climate and land use changes will continue to modify vegetation cover, structures, and distributions in dryland environments [Sivakumar, 2007] . Models that can explicitly represent these changes in vegetation will provide the best opportunities for assessing the consequences for soil erosion and land degradation, quantifying their impacts on Earth-system processes, and identifying practical management solutions.
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Notation A constant present in equation for Q [Shao et al., 1993] b roughness element breadth, m β r ratio of element to surface drag coefficients (C R /C S ), dimensionless C R drag coefficient of an individual roughness element, dimensionless Cs drag coefficient of the unobstructed surface, dimensionless D soil grain diameter, m F vertical sediment flux, g m À1 s
À1
g acceleration due to gravity, m s
À2
h roughness element height, m H(w) correction function for soil water content (w), dimensionless k von Kármán constant, 0.4 λ roughness density or lateral cover m empirical parameter n number of roughness elements occupying the ground area of the roughness array ρ a density of air, kg m
À3
Q horizontal sediment flux, g m À2 s
À1
R shear stress ratio, dimensionless R″ maximum shear stress ratio, dimensionless u * wind shear velocity, m s 
