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SUMMARY  
In this thesis, theories for the solution of diffraction problems 
involving both singly periodic and doubly periodic structures are 
presented. The studies have been motivated by two fields of 
application. The first of these is the use of singly periodic gratings 
in spectrographic instruments, with particular attention being devoted 
to diffraction anomalies and possible means for their reduction. The 
second pertains to the use of diffracting structures in systems having 
solar absorbing behaviour with the aim of optimizing their selective 
properties. The unity of the thesis rests not in the applic- 
ations of the theories but in the rigorous electromagnetic methods used 
to establish the variety of formalisms presented. 
The first three chapters are essentially introductory in their 
nature and contain an extensive review of integral formalisms for 
singly periodic gratings. Both infinite conductivity and finite con-
ductivity theories are discussed and are applied to the study of higher 
order blaze effects, groove depth determination and the characterization 
of anomalies of the'plasmon'type. 
An original formalism for multi-layer transmission gratings is 
presented in chapter 4. The theory is then used in chapter 5 for the 
optimization of the selective properties of thin film solar absorbers. 
Surface roughening, modelled using a singly periodic profile modul-
ation, is shown to improve the absorptance by up to ten percent. 
Chapter 6 contains a new "integral-modal" treatment of the old 
problem involving the diffraction of a plane wave by a perfectly 
conducting grating having a triangular profile with a right-angled 
apex. This is included since many of the concepts discussed therein 
are of relevance to the following chapter. 
The next section, chapter 7, is concerned with the diffraction 
properties of bi-metallic gratings (which are structures composed of 
two species of metals). The evolution of this study is discussed and 
in doing so a number of theories culminating in a new and completely 
general formalism are presented. Numerical results obtained reveal that 
anomaly suppression can be achieved by overcoating the "off-blaze" facet 
of a triangular grating with a poorly conducting metal. 
The remaining three chapters are devoted to the study of doubly 
periodic structures using modal formalisms. Chapter 8 is concerned 
with the diffraction properties of a crossed lamellar transmission 
grating, which is an inductive grid whose two mutually orthogonal axes 
of periodicity lie in spatially separated planes. The theory and a 
new amplitude constraint appropriate to a general Littrow mount are 
given together with some numerical results indicating promising solar 
selective behaviour. 
The following chapter considers a singly periodic double grating 
composed of a pair of spatially separated lamellar transmission gratings. 
The theoretical formalism is presented together with a detailed dis-
cussion of the application of this structure as a long wavelength Fabry-
Perot interferometer. Also contained in chapter 9, are the results of 
a comprehensive search for conservation relations (phase constraints) 
pertaining to singly .periodic symmetric gratings. 
Finally in chapter 10, a theory for inductive grids having circular 
apertures is discussed. 	It is shown that by inserting dielectric plugs 
in the aperture and surrounding the grid with a symmetric pair of 
lossless thin films, the degraded transmission properties of such 
grids (caused by low hole to area fractions) can be substantially 
overcome. 
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CHAPTER 1 
INTRODUCTION 
This thesis is concerned with the theoretical analysis of 
diffraction problems involving a wide range of periodic structures. 
From a cursory examination of its contents, the rapid evolution in 
the complexity of problems solved becomes apparent. This not only 
emphasizes the progress made by the entire field but also reflects 
upon the changing priorities and demands imposed on the theory by 
exciting new applications. 
When the work towards this thesis was commenced in 1974, the 
theory had only just reached the stage where the effects of finitely 
conducting materials could be successfully accommodated. Up until 
that time, comparisons between theory and experiment were made pri-
marily with the aim of obtaining confirmation of the theory. Only 
four years later, the theoretical understanding has advanced to such 
an extent that the earlier situation is reversed with limitations in 
measurements often being revealed by confrontation with the theory. 
Furthermore, in this year of 1978, any aspiring grating theoretician 
must be prepared for the demands of doubly periodic structures, 
should he wish his work to be of relevance to the burgeoning field of 
solar energy research. 
It is this rapid evolution which explains the wide variety of 
diffraction problems encountered in this thesis, which are solved by 
an equally wide variety of methods. Hence the unity of the thesis 
rests not so much in the form of the theories presented but in their 
1.1 
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origin in rigorous applications of Maxwell's equations to the 
modelling of electromagnetic scattering processes. With these 
prefatory remarks, it is now appropriate to briefly examine the 
theoretical development of the subject. 
The study of diffraction gratings dates back to the work of 
Fraunhofer (in 1821), who summarized their dispersive properties in 
the well known grating equation 
nA sin 0n = sin 6 i  + d 	' 
where On denotes the angle of diffraction of the n
th order component 
of the diffracted field excited by a plane wave of wavelength A 
incident upon a structure of period d at some angle e i . However, the 
more difficult problem concerned with the actual scattering mechanism 
is of a more recent origin, with major advances towards its solution 
being prevented until the advent of powerful digital computers during 
the mid-1960's. 
Over the past few years, there have been a number of excellent 
reviews D..1-5] of the literature in this subject. Since it would be 
inappropriate to duplicate these comprehensive works, it is the aim 
of this introduction to outline the important milestones in the de-
velopment of the theory to its present state, and in doing so, to 
place the material contained in this thesis in its proper context. 
The literature of grating theory abounds with diverse formu-
lations proposed by authors who are frequently unaware of the contri-
butions of others. Many of these formalisms represent no significant 
1. 3 
advance in the theory in that they have not extended the range of 
groove depths, surface conductivities or types of structure capable 
of solution. As a rule, the most important advances have been made 
by the Marseille group headed by Professeur R. Petit, although 
isolated workers such as Bolomey [1.6], Wirgin [1.6-7] and Van den 
Berg [1.8] have made outstanding contributions. 
Early attempts to characterize the energy properties of 
diffraction gratings involved the use of Kirchhoff's scalar theory. 
With such a technique it was possible to obtain a solution of the 
diffraction problem in closed form. However, any formalism based on 
the assumption of scalar optics cannot, in general, be an adequate 
representation of the scattering problem since one of the first ex-
perimental observations made concerning gratings was that they 
polarize light. Furthermore, as shown by McPhedran [1.3], such 
theories are also found wanting with respect to the fundamental con-
straint of energy conservation. 
The first of the vector diffraction theories for plane re-
flection gratings was proposed by Lord Rayleigh [1.9]. He character-
ized the diffracted field at all points in space by a discrete ex-
pansion of plane waves (whose directions were given by the grating 
• equation). The Rayleigh theory was successful in many ways and prin-
cipally in that it could explain some of the properties of the then 
newly discovered Wood anomalies [1.10]. Since its original expos-
ition, it has been utilized by numerous authors, but its results for 
gratings having deep grooves have tended to be unsatisfactory. In 
consequence, there has been much debate [1.11-12] in the literature 
1.4 
concerning the validity of plane wave expansions within the grating 
grooves (often referred to as the Rayleigh approximation or 
assumption). 
The first author to avoid its use was Petit [1.13] who de-
rived an integral equation treatment for the problem of the diff-
raction of a plane wave by a perfectly conducting grating. In his 
original work, Petit proposed that the integral equation be solved 
using a Fourier series technique which essentially limited his 
algorithm to profiles composed of a number of linear segments. 
Nevertheless, his theory was completely rigorous and the results 
obtained were of a far higher accuracy than those derived using 
either scalar methods or the Rayleigh assumption. As such, Petit 
must be regarded as being the "father" of modern grating theory. 
In 1970, Pavageau and Bousquet [1.14] reported a further inte-
gral equation approach to the same problem. These authors suggested 
that their integral equation (involving the same fundamental unknown 
as Petit's theory, namely the surface current density) be solved 
using an iterative technique. Using such a method, they were able to 
obtain results of high accuracy for arbitrary profile shapes. Since 
then however, other workers in the field have shown the points 
matching technique to be more widely applicable than iteration. 
It was not until the early 1970's that the problem of diffraction 
by a finitely conducting grating was solved successfully. Van den Berg 
[1.8], in 1971, derived a formulation of this problem involving the 
numerical solution of a pair of coupled integral equations. Although 
his theory was entirely rigorous, its solution did present certain 
1.5 
numerical difficulties arising from the need to characterize the field 
problem by a pair of unknowns. It was not until the following year 
that Maystre [1.4] was able to express these two unknowns in terms of 
a single entity analogous to the surface current density of perfectly 
conducting structures. In doing so, he was able to derive a single 
integral equation, thereby circumventing many of the previous numerical 
difficulties. In the opinion of the author, this has been the most im-
portant advance in integral formalisms made during this decade in that 
it has revolutionized the approach to diffraction grating problems. As 
will become evident from a perusal of the material presented in this 
thesis, it is Maystre's work which has most heavily influenced the 
author's investigations concerning singly periodic gratings. 
A second approach to these same problems has also proved to be of 
immense value in recent years. This technique, referred to as the 
differential formalism, involves the direct integration of the Helmholtz 
equation using numerical means. The work of Neviere et al [1.15], con-
ducted in parallel with the investigations of Maystre, realized a theory 
capable of accommodating a vast range of diffracting geometries with 
relative ease. However, Neviere's approach encountered some serious 
numerical difficulties when dealing with highly conducting metals and 
S polarized radiation. 
There also exists a third and entirely separate class of formul-
ations commonly referred to as the "modal formalisms", whose roots lie 
deep inside waveguide theory. However, to some extent they are allied 
to the integral formalisms, as evidenced by the work of Wirgin and 
Deleuil [1.16]. These require a knowledge of the exact nature of the 
1.6 
field within the grooves, which is matched to the Rayleigh expansion 
for free space by the method of moments. The successful use of 
these techniques requires the derivation of analytic expressions for 
the field modes and as such is restricted to relatively simple geom-
etries such as lamellar gratings. Furthermore, their application is 
even further restricted since it has not as yet been possible to 
formulate modes for finitely conducting structures. 	Nevertheless, 
they do permit an enhanced understanding [1.17], of the diffraction 
problem and have also proved to be of great value in recent studies 
concerning doubly periodic structures, for which the integral 
formalisms would exceed the capabilities of present computers. 
During 1976, an investigation [1.18] undertaken by the author, 
concerning the diffraction properties of a multi-layer transmission 
grating, extended the earlier integral formalisms of Maystre and Van 
den Berg to consider structures only slightly less general than those 
tackled by Neviere's differential theory. It was not until 1977 that 
it was realized that Maystre [1.19] had conducted a similar but more 
general study resulting in the formulation of a theory for multiple 
profile gratings. His latest treatment can accommodate diffracting 
geometries as diverse as those handled by the differential formalism. 
Since his algorithm is not afflicted with the same numerical problems 
as those referred to above, it must be taken that this is now the 
ultimate in conventional grating theories. 
With the rapid advances made during the past few years, there 
now remain very few unsolved problems of significance to the grating 
theorist. One of the few outstanding questions concerns the properties 
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of "bi-metallic gratings", which are structures composed of two species 
of metals. The results of an investigation of this topic conducted by 
the author are presented in chapter 7 of this dissertation. The 
theories presented therein (which have been largely motivated by the 
works of Maystre) have revealed that anomaly suppression may be achieved 
by selectively overcoating the "off-blaze" facet of a triangular profile 
grating with a poorly conducting metal. 
It has indeed been fortunate for grating theorists that the rapidly 
diminishing number of problems involving singly periodic structures avail-
able for solution has been accompanied by the opening up of a fresh avenue 
of research to which they may usefully apply their talents. Much of their 
expertise in classical electromagnetism is of great relevance to solar 
energy. A major portion of the work towards this thesis has been moti-
vated by the problems posed in this new field and in this context the 
author has been particularly fortunate to have been given the benefit of 
a close interaction with members of the Solar Energy Group of the 
University of Sydney. 
In general, the marked polarization effects exhibited by singly 
periodic gratings effectively eliminate their use in solar selective 
systems. Because of the desire to collect as much of the incident flux 
as possible, it is essential to use structures which exhibit no polar-
izance of the incident light, particularly for the important case of 
normal incidence. Hence, only those structures possessing square 
symmetry are acceptable and it is this that has initiated the theorist's 
interest in the diffraction properties of doubly periodic structures. 
Nevertheless, as evidenced by chapter 5 of this thesis, it is still 
1. 8 
possible to usefully apply some of the conventional grating theories 
to these problems. In that chapter are contained the results of a 
study concerned with improvements to the design of thin film solar 
selective absorbers. It is shown that surface roughening of the 
appropriate scale (modelled using a singly periodic grating theory) 
can enhance the absorption of light by minimizing the interference 
action inside the relatively transparent film, if a grating absorption 
feature is located at those wavelengths for which the reflectance is 
gratest. 
However, the great bulk of the material in this thesis pertaining 
to solar energy is concerned with a class of doubly periodic structures 
known as inductive grids. Until recent years, these were traditionally 
studied by electrical engineers interested in antenna systems. It was 
not until a suggestion by Horwitz [1.20] concerning the use of such 
structures as an effective solar-selective surface that investigations 
into their optical properties were instigated. 
The relevant theoretical literature is of a comparatively recent 
origin, with the outstanding contributions being made by Chen [1.21-23] 
during the early years of this decade. In 1975, McPhedran and Maystre 
[1.24] extended Chen's analysis to study the solar selective properties 
of a type of inductive grid constructed by perforating a thick planar 
sheet of metal with periodically spaced rectangular apertures. Their 
work revealed that such structures having deep grooves and large hole-
area fractions possessed excellent selective properties provided that 
they were operated in direct illumination and tracked the sun. 
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During 1976, the author became involved in these investigations, 
largely at the suggestion of his friend and colleague, Dr. Ross McPhedran 
of the University of Sydney. This facet of the work towards the thesis 
then proceeded on two major fronts. The first of these, concerned with 
an extension of the above theory to the case of inductive grids with 
circular apertures, was conducted jointly by author and Dr. Ross McPhedran. 
The results of this study, reported in chapter 10, involved a further ex-
pansion of Chen's original work and showed that the relatively poor 
packing achievable with circular apertures severely restricted the trans-
mittance of the grid. In a subsequent extension of the analysis, made so 
as to accommodate the presence of a dielectric plug within the aperture 
and a pair of lossless symmetric uniform films surrounding the grid, it 
was discovered that by the appropriate choice of these additional agents, 
the degraded transmission properties could be restored to the level 
obtained by square-holed grids. 
The second aspect of these grid studies was conducted concurrently 
with the above work in collaboration with another friend and co-worker, 
Miss Jenny Adams of the University of Tasmania, and also with Dr. Ross 
McPhedran. This study was concerned with the diffraction properties of 
a structure known as the crossed lamellar transmission grating, a 
perfectly conducting "grid" whose two mutually orthogonal axes of per-
iodicity lie in spatially separated planes. This work, which has been 
accepted for publication [1.25], is detailed in chapter 8, whe re it is 
shown that such structures also possess excellent solar selective 
properties. 
A continuation of this study by Miss Jenny Adams [1.26] has 
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generalized the above formalism to include non-orthogonal axes of 
periodicity. The material contained in chapter 9 has been largely 
motivated by the interesting case arising when the angle of inclination 
between the two arrays is reduced to zero. The structure so obtained 
is referred to as the double grating, for which an integral formalism 
was proposed by Blok and Mur [1.27] in 1972. In chapter 9 is presented 
a modal formalism for this problem, developed in collaboration with my co-
worker in the subject, together with a discussion of the use of this structure 
as a Fabry-Perot interferometer, During the course of our investigation, a 
number of' particularlyintriguing analytie- properties, characteristic of the 
symmetry and the lossless nature of the grating, came to light. 
Consequently, a thorough search for the origin of these phenomena was 
commenced, the results of which are comprehensively discussed in that 
same chapter. 
Having placed the content of this thesis in context with the 
available literature and expertise in the field, it becomes immediately 
apparent from the wide variety of structures studied (shown in 
table (1.1)), that the only common link in these investigations is 
contained in them being rigorous applications of electromagnetic theory. 
Throughout the following chapters, considerable effort has been made to 
apply the formalisms to physically relevant problems, rather than to 
present the theories as bald exercises in physical and numerical analysis. 
Furthermore, within the theoretical sections, emphasis is placed not 
only upon the successes but also on the difficulties and failures en-
countered. This has been done so as to provide a true record of the in-
vestigations; but more importantly it is included in the hope that those 
who read this dissertation may profit from the author's awn experiences. 
Table 1.1 
NATURE OF THE PROBLEM 
METHOD OF 
SOLUTION 
TYPE OF 
APPLICATION CHAPTER 
The perfectly conducting 
reflection grating of 
arbitrary profile. 
Integral 
formalism 
Spectroscopic 2 
The finitely conducting re- 
flection grating of arbi- 
trary profile. 
Integral 
formalism 
Spectroscopic 3 
The multi-layer transmission 
grating composed of one arbi- 
trary periodic surface, 
surrounded by a set of plane 
interference layers. 
Integral 
formalism 
Solar 4,5 
A triangular profile grating 
having a right-angled apex 
ruled in perfectly conducting 
metal and buried beneath a 
finitely conducting layer. 
Integral- 
Modal 
formalism 
- 6 
Semi-finitely conducting bi- 
metallic reflection and trans- 
mission gratings. 
Integral- 
Modal 
formalism 
Spectroscopic 7 
The buried cylinder grating. 
_ 
Integral 
formalism 
- 7 
The general bi-metallic 
grating. 
Integral 
formalism 
- 7 
The crossed lamellar trans- 
mission grating. 
Modal 
methods 
Solar 8 
The double grating. Modal 
methods 
Interferometric 9 
The round-holed inductive 
grid. 
Modal 
methods 
Solar 10 
A brief outline of the theories for the variety of structures which are both 
reviewed and evolved within this thesis. The table also briefly mentions the 
nature of the physical problems to which these formalisms have been applied. 
REFERENCES  
[1.1] 	G. W. Stroke, in "Encyclopedia of Physics", 29 (1967) 644. 
(Berlin: Springer Verlag) 
[1.2] 	R. Petit and D. Maystre, Rev. de Phys. applique, 7 (1972) 427. 
[1.3] 	R. C. McPhedran, unpublished Ph.D. Thesis, (1973), University 
of Tasmania. 
[1.4] 	D. Maystre, These No. AO 9545, (1974), L'Universitg d'Aix- 
Marseille III, France. 
[1.5] 	R. Petit, Nouv. Rev. Optique, 6 (1975) 129. 
[1.6] 	J. C. Bolomey and A. Wirgin, Proc. I.E.E.E., 121 (1974) 794. 
[1.7] 	A. Wirgin, These No. AO 1429, (1967), Paris, France. 
[1.8] 	P. M. Van den Berg, Ph.D. Thesis, (1971), Delft University of 
Technology, Delft, The Netherlands. 
[1.9] 	Lord Rayleigh, Proc. Roy. Soc. A, 79 (1907) 399. 
[1.10] 	R. W. Wood, Phil. Mag., 4 (1902) 396. 
[1.11] 	R. Petit and M. Cadilhac, C. R. Acad. Sci. Paris, 262 (1966) 
468. 
[1.12] 	M. Neviere and M. Cadilhac, Optics Commun., 2 (1970) 235. 
[1.13] 	R. Petit, Rev. d'Opt., 45 (1966) 249. 
[1.14] 	J. Pavageau and J. Bousquet, Optica Acta, 17 (1970) 469. 
[1.15] 	M. Neviere, P. Vincent and R. Petit, Nouv. Rev. Optique, 5 
(1974) 65. 
[1.16] 	A. Wirgin and R. Deleuil, J. Opt. Soc. Amer., 59 (1969) 1348. 
[1.17] 	J. R. Andrewartha, J. R. Fox and I. J. Wilson, submitted for 
publication to Optica Acta. 
1.12 
	
[1.18] 	L. C. Botten, accepted for publication by Optica Acta. 
[1.19] 	D. Maystre, accepted for publication by J. Opt. Soc. Amer. 
[1.20] 	C. M. Horwitz, Opt. Commun. 11 (1974) 210. 
[1.21] 	C-C. Chen, I.E.E.E., MTT-18, 18 (1970) 627. 
[1.22] 	C-C. Chen, I.E.E.E., MTT-19, 19 (1971) 475. 
[1.23] 	C-C. Chen, I.E.E.E., MTT-21, 21 (1973) 1. 
[1.24] 	R. C. McPhedran and D. Maystre, Appl. Phys., 14 (1977) 1. 
[1.25] 	J. L. Adams, L. C. Botten and R. C. McPhedran, accepted for 
publication by J. Optics (Paris). 
[1.26] 	J. L. Adams, (1977), University of Tasmania, Report DGRG 77/7. 
[1.27] 	H. Blok and G. Mur, Appl. Sci. Res., 26 (1972) 389. 
CHAPTER 2 
INFINITE CONDUCTIVITY INTEGRAL FORMALISMS 
2.1 INTRODUCTION  
In the first part of this chapter, a comprehensive discussion of 
the integral formalisms covering the years 1966 to 1970 is presented. 
Although no longer having the same physical relevance as their more 
sophisticated successors, they have, nevertheless, shaped the entire 
evolution of the subject. With the rapidly diminishing number of sig-
nificant problems awaiting the attention of the grating theoretician, 
it is now perhaps appropriate to review the development of the subject. 
This is done not only to place the remainder of the material in this 
thesis in its proper perspective but also to do justice to the efforts 
of others such as Petit [2.1] and Pavageau and Bousquet [2.2], whose 
works have so greatly influenced, indeed stimulated, the contributions 
of the author. 
The review material contained in this and in the following chapter 
pertains only to the integral equation treatments. However, this must 
not be taken as a denigration of other excellent works relying upon 
different methods of solution. Instead, it should be taken more as a 
comment upon the author, whose experience is restricted to this particular 
aspect of the subject. 
The second part of this chapter is devoted to an application of 
these theories. In that section is presented the results of an investi-
gation, concerned with the blaze properties of spectrographic diffraction 
2.1 
2.2 
gratings, conducted jointly with Dr. Ian Wilson (University of 
Tasmania) and Dr. Ross McPhedran (University of Sydney). It represents 
a continuation of previous studies conducted by such authors as Maystre, 
Petit, McPhedran and Wilson (references [2.3-2.9]) whose efforts have 
been almost exclusively restricted to the case of a first order Littrow 
configuration. These latest investigations have revealed that gratings 
having triangular grooves are far less sensitive to the deleterious 
effects of angular deviation than are holographic gratings. It has been 
found that in the case of ruled gratings, angular deviation can often 
provide a useful reduction in the undesirable effects of anomalies. On 
the other hand, the use of gratings having sinusoidal or quasi-sinu-
soidal profiles with angular deviations much in excess of 10 0  should be 
avoided. Also given within that section are the results of our studies 
concerning higher order blaze properties. These have shown that holo-
graphic gratings are far less suited to operation with a plurality of 
orders than are ruled gratings. 
2.2 THEORETICAL PRELIMINARIES  
It is the purpose of this section to outline a number of theoret-
ical properties which are essential prerequisites to any study of grating 
problems. 
2.2.1 Uniqueness and the radiation conditions  
Firstly, the solution of such problems is uniquely determined by 
the outgoing wave condition and by the boundary conditions applying at 
the grating surface. The outgoing wave condition stipulates that the 
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field scattered by the grating should, at infinity, not contain any 
incoming wave contributions. When written in a mathematical form, 
is referred to as Sommerfield's radiation condition (see for example 
[2.10], pp 56-57 and 562-566). Physically speaking, the condition is 
required because 'a unique solution to a scattering problem cannot be 
determined unless the incident field is specified uniquely. A 
corollary of the uniqueness condition states that if the far field 
radiation patterns excited by two separate beams incident upon the same 
structure are identical, then the field distributions for both problems 
are identical at every point in space. 
2.2.2 The grating equation  
Let us consider a plane wave, Ei , incident at some angle 6. 
(measured from the grating normal and taken as being positive in an anti-
clockwise sense) on a grating of period, d. It is our aim to calculate 
the angles of diffraction (6n) of the various orders (n) excited by the 
interaction of the incident wave with the grating surface. These angles 
are also measured from the grating normal and this time are taken as 
positive in a clockwise sense. Now the incident wave may be written in 
the form 
E
i = exp[i(aox - x0y)] 	 (2.2.1) 
where 
and 
a 0 
k 
= 	k 
= 	k 
_ 	2 71 
sin 0 
cos O., 1 
2.4 
(2.2.2) 
A suppressed temporal dependence of exp(-iwt) is assumed throughout this 
thesis. Outside the grooves of the grating the scattered field may be 
expressed as a superposition of plane wave terms of the form 
	
Pn (x,y) 	= exp[i(anx + XnY)] 	 (2.2.3) 
wherean = k sin 0n , 
and Xn 	= V(k2 - a2 ) 	if 	k 	lan I 
iv(cL2 	k2) if 	k < lan I . 
The above choice of the sign of )( when it is purely imaginary has been 
made to ensure field convergence at y = + co. 
Now, the incident field possesses the property which is commonly 
referred to as "pseudo-periodicity" 
i.e. Ei (x+d,y) = E i (x,y) exp(iaod). 
This means that to an observer stationed at a distance of one grating 
period from the reference point, the incident field is phase-shifted by an 
an amount a0  d. Furthermore, this observer's view of the grating (taken 
to be infinite in extent) is identical to that of the observer stationed 
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at the reference origin. Both agree on the form of the radiation con-
ditions at infinity and thus the field problem is essentially unaltered 
except for the phase shift of the incident field. From the uniqueness 
condition, the second observer sees the scattered field as being com-
posed of terms of the form {Pn }, each shifted in phase by an amount 
a0d 
i.e. Pn (x+d,y) = P (x,y) exp(iao d) 
from which is obtained 
and = ao d + 2n7 
nA i.e.sin en = sin 0 + — (2.2.4) 
- the well known grating equation. 
The above derivation, attributed to Petit [2.1], has relied totally upon 
the grating being assumed to be infinite in extent, since otherwise the 
"pseudo-periodicity" constraint would not hold for the entire field. 
2.2.3 Boundary conditions  
Let us now consider the form of the boundary conditions which apply 
at the grating surface. In two-dimensional diffraction problems, in 
which the incident wave-vector lies in the x-y plane (i.e. perpendicular 
to the grating grooves) two fundamental polarizations may be distinguished. 
In Ell or P polarization, the electric field vector of the incident wave 
is aligned with the grooves of the grating and the diffraction problem is 
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solved in terms of the electric field components parallel to the Oz 
axis. In HII or S polarization, the magnetic field vector of the 
incident wave lies along the Oz axis and the diffraction problem is 
solved in terms of magnetic field quantities. 
Given the grating behaviour for each of the two fundamental 
polarizations, it is a trivial matter to deduce its behaviour for an 
arbitrary polarization angle in a two dimensional problem. Furthermore 
for a three dimensional or conical diffraction problem, D. Maystre 
[2.11] has proved an elegant theorem which relates the behaviour to 
those in P and S polarized radiation for a two dimensional mount. 
However, Maystre's theorem does not hold for gratings of finite con-
ductivity. 
In the case of a perfectly conducting grating used in P polar-
ized radiation, if E denotes the magnitude of the total (incident and 
scattered) electric field, then the fundamental boundary condition is 
E = 0 	 (2.2.5) 
at the grating surface y = f(x). For S polarization, the same boundary 
condition (nxE = 0) is expressed by the equation 
dH 
dn 
= 	0, (2.2.6) 
where the surface normal derivative is taken of the z-component of the 
total magnetic field. Since the grating has infinite conductivity, a 
surface current of non-zero density le can exist on its surface, where 
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n x H 	=j • —s (2.2.7) 
In these three boundary conditions, the left hand sides of the express-
ions must be interpreted as limits for a field point approaching the 
grating surface from free space. 
For a grating of finite conductivity, there exist no free charges 
or surface currents at y = f(x). Instead bulk currents given by Ohm's 
law 
J = aE 
flow through the medium, assumed to be isotropic. Furthermore, in all 
subsequent analyses it is presumed that the grating is constructed of 
a non-magnetic material (i.e. a material whose relative permeability 
does not differ significantly from unity). 
The finite conductivity boundary conditions are the continuity 
of the tangential components of E and H. In the case of P polarized 
light, the exterior limit (in air) and the interior limit (in the 
grating) are related in the following manner: 
E I ext int (2.2.8) 
 
DE 	
= " I an 1 ext 	
• an .  
(2.2.9) 
(In the derivation of the latter constraint from the continuity of the 
tangential component of H, it has been necessary to apply the assumption 
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that the grating proper is non-magnetic.) For S polarization, the 
corresponding boundary conditions are: 
H I ext 
	
= H I int 
	 (2.2.10) 
and -5T-311). 	I 
ext 
= 1 3H — —1 r2 	int (2.2.11) 
(Where r denotes the relative refractive index of the internal and ex-
ternal media.) Equation (2.2.4) implies that M-1/9n varies discontin-
uously at y = f(x), with the relative magnitude of the discontinuity 
increasing with the refractive index jump at the grating surface. It 
is this fact which makes it far more difficult to obtain well-convergent 
differential formulations for highly conducting gratings in S polarized 
rather than P polarized light. 
2.2.4 Edge conditions  
In the solution of any diffraction problem it is imperative to 
consider the behaviour of the fields near profile edges. This behaviour 
must be understood and indeed compensated for if numerical algorithms 
are to be elaborated for profiles composed of linear segments (the most 
important case of which is the triangular profile). An excellent dis-
cussion of this topic for perfectly conducting surfaces has been given 
by Jones [2.10, pp. 562-5691. He shows that the uniqueness of the 
solution for a diffracting obstacle having an edge is preserved provided 
that the edge does not radiate any energy. He further demonstrates that 
field components parallel to the edge are bounded, and that if r denotes 
a radial distance measured from the edge and 13 denotes the included angle 
at the edge then components perpendicular to the edge behave as 
(a-To / (27r-) 
for small values of r. Such components are singular if f3 < Tr, with the 
worst singularity (r I ) occurring for (3 = 0 (i.e. at the edge of an 
infinitesimally thin sheet): In the important use of a = Tr/2, these 
1 
field components behave as r -3 for small r. 
Meixner [2.12] has considered field behaviour near the edge of a 
finitely conducting surface. He showed that the effect of finite con-
ductivity was to "soften" the singularity. (This would be expected on 
physical grounds since lowering the conductivity must decrease the im-
pedance mismatch between air and the metal to thus decrease the rate of 
spatial variation of the fields.) Maystre [2.11], in his finite con-
ductivity formulation, has "removed" these singularities by dividing the 
current density by a function having a singularity as bad or worse than 
that of the physical function. Thus, a function suitable for removing 
the singularity in an infinite conductivity treatment will also be 
effective for the same grating composed of finitely conducting metal. 
2.3 A REVIEW OF THE INFINITE CONDUCTIVITY INTEGRAL FORMALISMS  
In this section, it is proposed to review the works of Petit [2.1], 
Bolomey [2.13], Pavageau and Bousquet [2.2] and in doing so to trace the 
evolution of the infinite conductivity integral formalisms between the 
years 1966 and 1970. For the purposes of clarity, the discussion will be 
split into separate sections relating to P and S polarized radiation. 
2.9 
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2.3.1 Formulations for P polarized radiation  
The first of the rigorous diffraction theories was expounded by 
Petit [2.1]. In his original article, he considered an incident plane 
wave field of free space wavelength A incident upon a structure (shown 
in figure 2.3.1) of period d at some angle O i . The incident field E i 
of unit amplitude is written in the form 
Ei exp[i(a x - X 0] k 0 0- - 
where a = k sin 0., 0 	1 
= k cos O., 1 
and 	k 	= 27/A . 
(2.3.2) 
This field excites a surface current i s (directed along the Oz axis) 
which in turn re-radiates a scattered field of the same polarization. 
This is given by 
Ed(p) = E(p) - E1 (P) 
	 (2.3.3) 
(after removing the vector dependence). Here, E(P) represents the 
total electric field at some point P in the space D o . 
The field Ed must obey the Helmholtz equation 
(v2 + k2 )E d (P) = (2.3.4) 
Figure 2.3.1 The geometry of the diffracting arrangement. 
The region Do represents free space while the domain D, 
represents the perfectly conducting grating. 
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and also the condition of outward going waves. Now for some point M 
on the profile r, the boundary condition appropriate to this particular 
polarization is 
E d(M) = - Ei (M). 
In order to solve the diffraction problem, Petit then introduced a 
scalar function u defined by 
(i) u(P) = Ed (P) 	if 	P 6 D0' 
(2.3.5) r 
(ii) u(P) = - E1 (P) 	if 	P 6 D
1
. 
From this definition, it can immediately be seen that u is a function 
not only obeying the outgoing wave condition but also continuity across 
the boundary r. Although the continuity of u has been defined this 
does not constrain its normal derivative at the surface r to have the 
same property. (Of course this must also be expected from physical 
arguments, which are discussed later, since the discontinuity of Du/an 
is a measure of the surface current density. It is this discontinuity 
which enables the whole diffraction problem to be characterized 
uniquely.) 
Having defined the problem, it only remains to choose the mechan-
ism of the solution, Petit chose to convert the differential definition 
to the solution of an integral equation. He had to invoke Green's 
Theorem which involved the selection of an appropriate Green's function. 
The chosen function obeys the inhomogeneous Helmholtz equation: 
co 
(V2+k ) G0  (P;M') = 6(y-y') E 6(x-x'-nd) exp(+ia 0  nd) n=-00 
where P E (x,y) 	and 	M' E (x',y'). 	(2.3.6) 
The right side of this expression embodies the pseudo-periodicity of the 
total field, a feature whose significance will be noted later. The 
solution of this differential equation is given by 
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co 1 G0' (P-M I ) = 2id E —
1 exp[ian (x-x') + iXn 1Y-Y'l] n=- 
where an = nK + a0' 
x 	= 1/(k2 - a2n) n 	, 
and 	K = 2n/d. 
(2.3.7) 
(2.3.8) 
(rhe sign of the imaginary part of xn is chosen to be positive to ensure 
field convergence as ly-y'l + 00.) 	A second solution of equation 
(2.3.6) having the form 
1 	1 
2id E n — exp[ia(x-x') - iXn 1Y-Y1] n Xt 
also exists, but is rejected on physical grounds since it is a generator 
of inward going waves. 
Now applying the two dimensional form of Green's Theorem to the 
region Ao bounded by the contour qf , it follows that 
if [V2G(P;M') u(M') - Go (P;M') C72 u(M I )1dA' 
Ao f DG (P, M') 	Du(M') [ an? 	' 	u(le) - Go (p;m') an , 	ds' . 
c+ 
Since there exists only one singularity within Ao , this reduces to the 
form 
Du DG
0 u(P) = 	[Go -ari , 	u] ds' . 
C4 
The pseudo-periodicity of both Go and u means that contributions from 
the line integrals along the linear segments OF and DE cancel with one 
another. Furthermore, the line integral along the segment FE tends to 
zero as the ordinate tends to infinity, a consequence of the radiation 
conditions. 
Thus, f 	Du 	Go 
u(P) = 	[GO 	u] ds'. 
r+ 
(2.3.9) 
A further application of Green's Theorem, this time to the region 
A
1 
leads to 
f 	Du 	D Go 
0 	[G0 	' 	—1-u] ds'. 
	
Dn 9n (2.3.10) 
(The left hand side of this reduces to zero because of the absence of a 
singularity within the region of integration. Once again, pseudo-
periodicity and the radiation conditions simplify the contour integral 
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to a term involving only the grating profile.) 
By now subtracting equations (2.3.9-10) from one another, noting 
that aG0  /an' is almost everywhere continuous on r and utilizing the 
defined continuity of u there, it may be shown that 
u(P) = 	G (P.
'
M') E(M') ds' 0  
atl 	3u1 where UM') ' Tgl r r+ 
(2.3.11) 
(2.3.12) 
(At this stage, it is appropriate to attach some physical significance 
to the rather abstract unknown, E. From its definition it follows that 
ani r 
Now, since 
n x H I = is = r+ i s 
where j is the current flowing across the surface of the perfectly con-
ducting metal, it follows that 
= _i LUl.Io i s 
• i.e. E is analogous to the surface current.) 
Now, to completely solve the diffraction problem, it is necessary 
to construct an integral equation constraining the behaviour of E. 
This is done by applying the boundary condition 
u(M) = - E1 (M) 
for any point M lying on the profile r. 
Thus 
- E1 (M) = 	G0' (M.M') E(M') ds', 
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(2.3.13) 
a Fredhoim integral equation of the first kind. Its solution may be 
achieved using the "points-matching" technique, whereby the unknown is 
sampled at a discrete set of points. The above integral equation is 
then converted to a set of linear equations which may be solved using 
standard methods in numerical analysis (e.g. Gauss-Jordan elimination). 
The solution outlined above relies upon the application of the 
boundary condition n x E = 0. However; there exists a further method 
Of solution .using the boundary conditionnxH=j as its fundamental 
constraint. In the discussion below, attributed to Pavageau and 
Bousquet [2..2], the surface normal derivative of u is considered. 
Here, 
aG0 (1" f 	) ' n.Vu(N) = E(141') ds'. 3n (2.3.14) 
However, the normal derivative of u has a discontinuity of magnitude E 
at the profile surface and thus some care is needed in the evaluation 
of n.Vu. From a theorem . in Fourier analysis, it is known that the 
Fourier series of a discontinuous function converges to the arithmetic 
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mean of limits of the function on either side of the discontinuity - 
au 	au = 	1/2 [-57.11 r r+ 
LIA _ 
ani r 
Thus, -5-r-L r 311 1 	= 1/2 	f ::°(m;" (M') ds' 
Now, n x H = _ _
implies that 
aul 	_ r 	3Ei 
ani - 3n r+ 
and so one arrives at 
3Ei (M)aG (M-MI) 0 ' E(M) = an 	+ 	(M') ds' an 
(2.3.15) 
(2.3.16) 
- a Fredholm integral equation of the second kind. Pavageau and Bousquet 
proposed that this equation be solved iteratively. However, later 
workers found this method to be unreliable and resorted to the use of the 
points matching technique. 
In our implementation of the theories, it is the usual practice to 
distribute the sampling points according to a multi-segment Gauss-Legendre 
rule. This method is advantageous since it enables a reasonable charact-
erization of the unknown in regions of singular behaviour (e.g. at convex 
i.e. n.Vu 
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edges) - a consequence of the clustering of the point distribution at 
either end of the segment. 
Following the solution for 	it is a simple task to reconstruct 
the diffracted field amplitudes according to the expression: 
1 un 2idX, - 	
04') exp[-i(anx' + xn f(x'))] ds'. 
r 
Here, the diffracted field is given by the Rayleigh expansion 
00 
u(P)= 	E 	un expri(anx + XnY)i, 
n=-00 
a representation appropriate to all points located above y = max (f(x)). 
2.3.2 Formulations for S polarized radiation  
Let us now turn to a discussion of three formalisms describing 
the diffraction of an S polarized plane wave by a perfectly conducting 
reflection grating. Herein, it is proposed to review the works of 
Petit [2.1], Pavageau and Bousquet [2.2] and Bolomey [2.13]. 
For this polarization, the incident field is specified by 
Hi = exp[i(aox - xoy)li. 	 (2.3.17) 
This field excites a surface current traversing the grooves of the grat-
ing (with no component along the Oz axis) which in turn radiates an S 
polarized scattered field. This scattered field, Hd, is given by the 
difference between the total field and the incident field for all points 
in free space 
i.e . H (P) = H(P) - H(P). 	 (2.3.18) 
Once again this field obeys the Helmholtz equation and the radiation 
conditions. For this polarization the appropriate boundary conditions 
are 
= js 	 (2.3.19a) 
and n x E = G. — — 
This latter constraint may be reduced to the form 
Dn 	= O. 	 (2.3.19b) 
by using Maxwell's equations. 
In the original solution of this diffraction problem Petit defined 
a function u given by 
(i) u(P) = Hd (P) 	if 	P e Do 
(2.3.20) 
(ii) u(P) = - H(F) 	if 	P e D1 . 
It is immediately evident that u has a discontinuity of magnitude j s 
at the profile surface, whereas its normal derivative is continuous 
there. By pursuing an analysis similar to that described in the section 
dealing with P polarization formalisms it may be shown that 
2.18 
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Du33
n? u] ds' u(P) = 	
[G0 -  an' 
r
+ 
and 
	
Du 	DG0 
= 	EGO an' 	an , u] ds' 
for any point P in D o . Subtracting these two expressions reveals that 
DG 
u(p) = - -" (P.M') (M') ds' an 
upon noting the continuity of kinn at r. 
(2.3.21) 
Here, UM) = u(M)I 	- u(M) r+ 
= I") I r 
 
(2.3.22) 
  
In his original solution, Petit attempted to solve the diffraction 
problem by applying the boundary condition 
= 0 
which resulted in an integral equation of the form 
f 2Go (M;M') 
(2.3.23) (M') ds' . an 	3nDn' r+ 
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However, the associated numerical implementation was plagued with 
difficulties caused by the divergent nature of integral kernel. 
Petit stated that he was forced to introduce a "renormalization" which 
he could not entirely justify. 
It was not until the efforts of Pavageau and Bousquet [2.2] that 
a satisfactory solution to this diffraction problem was found. These 
authors applied the boundary condition 
HI 	= r+ 
and were able to derive a stable Fredholm integral equation of the 
second kind whose kernel was everywhere convergent. In their derivation, 
they considered a field point M placed on r and so 
f aGo (m;m , ) u(m) 	- 	E(M') ds'. an 
However u is a discontinuous function and so its Fourier series tends to 
the arithmetic mean of the values on either side of the surface of dis- 
continuity - 
i.e. 	u(M) = k[u(4)1 + u(M)i r ir+ ] 
= u(m)f 	- 	E . 
1
r+ 
 
aco (1,1;14') 	 ( V) ds' 
1 
= Hi (M) + ½E(m) - -57.o Thus,H(M) 
 
which gives rise to the final result 
3G 	. 
0
14 1 ) ' &(M) = 	 (M H(M) _ 	r E(M') ds'. (2.3.24) 
Let us turn now to a third solution of this problem. A discussion 
of this method, attributed to Bolomey [2.13], is included, not so much 
because of the use made of its numerical implementation, but because of 
many of the concepts involved in its derivation are of relevance to the 
finite conductivity theory reviewed in the following chapter. 
Bolomey defined an unknown u by the following criteria: 
(i) 	u(P) = Hd (P) 	if P e D; 0 • 
(ii) (V2 + k2) u = 0 	elsewhere; 
(iii) u is everywhere continuous and obeys the radiation conditions. 
From these definitions it may be seen that u possesses many of the 
characteristics of that same function defined by Petit in his treatment 
of the P polarization problem. However, in the case of S polarized 
radiation, u represents a physical field quantity only in the space Do . 
By following an analysis similar to that discussed in the treatment 
of the P polarization problem, one arrives at an expansion for u (at any 
point in the region D 0 ) as a function of its derivative discontinuity on 
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i.e. 	u(P) = 	Go (P;M') UM') ds', 
3u 1 	Dul where 	 (M') = an t i r+ 
au(m) 	I poo (M;M') Thus 	I 	= 1/2 E (4) + 	an 	(14') ds'. an  r+ 
Now 
Du 	H. 
anl 	= an' 	an r+ 
and since all/an is continuous across the interface and vanishes in the 
metal, it follows that 
m1 (m) 	aoo  (m.mi) 0 	+ 1/2 	+ 	Dri 	(M') ds'. 	(2.3.25) an 
Equation (2.3.25) is a Fredholm integral equation of the second kind, 
solved by the points matching technique. 
2.4 IMPLEMENTATIONS OF THE THEORY  
The theories reviewed in the previous section have been implemented 
for use on large computer systems such as the Burroughs B6700 (University 
of Tasmania) and Control Data Cyber 76 (D.C.R., C.S.I.R.0.), and have 
produced results which are in excellent agreement with the constraints 
imposed by conservation of energy, the Reciprocity Theorem, and the 
boundary conditions. In most cases, only twenty sampling points per 
period are needed to give convergence to better than one percent, although 
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in some isolated examples thirty points are necessary to produce the 
required accuracy. 
During previous years, members of our group have performed ex-
tensive studies (concerned with blaze optimization and anomaly pro-
perties) with the aid of these programs. In the course of this work, 
the generality of the algorithms was displayed. It was found that the 
programs could cope with wide ranges of groove depths (up to 1.3 x 
grating period) and wavelengths (0.2 	X/d 2.0) with relative ease. 
2.5 FIRST, SECOND AND THIRD ORDER BLAZES OF DIFFRACTION GRATINGS  
This section, which is an application of the infinite conductivity 
theories, is the result of a study conducted by the author in collabor-
ation with Dr. Ian Wilson (University of Tasmania) and Dr. Ross 
McPhedran (University of Sydney). The material presented herein has 
been reported previously in the University of Tasmania Research Report 
DGRG76/1 [2.14] and in a paper [2.15] published recently by the 
Journal of Optics. 
2.5.1 Introductory Remarks  
Only recently has it become possible for designers of grating in-
struments to choose diffraction gratings of optimal performance for 
• their particular application. In their choice, they can be guided by 
the results of blaze optimization studies [2.3-9] made using rigorous 
electromagnetic theories. 
Maystre and Petit [2.3] have given a grid of efficiency curves for 
gratings of triangular groove profile having blaze angles ranging from 
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5 to 45 o o and used with first-order angular deviations of 0 , + 15 o 
and - 15° . Their curves display clearly the change in polarization 
by gratings with blaze angle, but unfortunately the concentration of 
points on some curves is locally insufficient, with the result that 
important anomalous effects are hidden. 
McPhedran and Waterworth [2.4], in considering the optimal 
choice of apex angle for a triangular groove profile, advocated the 
use of a 900  apex angle to give best blaze properties. 
McPhedran, Wilson and Waterworth [2.5] have described an optim-
ization of the groove depth of sinusoidal profile holographic gratings. 
They found the optimal depth to be 0.37 times the period. Similarly, 
Maystre and Petit [2.6-7] investigated and optimized the profile of 
holographic gratings of the type formed in logarithmic negative photo-
resists. The blaze of this class of gratings is clearly inferior to 
that of the optimized sinusoidal gratings. 
Maystre et al [2.8] have given theoretical results concerning the 
efficiency of 3600 line/mm aluminium gratings used in the Littrow 
mounting in the near ultraviolet. Both echelette and sinusoidal profiles 
were treated. While their curves display well the form of the diff-
raction anomalies corresponding to the Littrow mounting, they give no 
information concerning the effect of angular deviation upon them. 
McPhedran and Wilson [2.9] have reported on the application of the 
finite conductivity theory of D. Maystre [2.11] to grating optimization 
studies for the visible spectrum. They showed that the blaze optima 
predicted using the infinite conductivity theory [2.4-5] could be 
extended to the optical region. This investigation referred to gratings 
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having triangular, sinusoidal and distorted sinusoidal groove profiles. 
Of these studies, all but one [2.3] have been confined to the 
Littrow mounting, and without exception only first order blazes have 
been discussed. This secdnn reports the results of an extensive study 
into the effects of angular deviation on first-order grating perform-
ances. Second and third order blaze effects for the Littrow mount are 
considered for three important profile forms. 
The theoretical results quoted below have all been obtained using 
a formulation [2.2] in which the grating surface is taken to have in-
finite conductivity. Thus, the efficiency curves shown are of great 
generality in that they can be rescaled to cover a wide range of grating 
periods. The conclusions drawn here will be applicable from the visible 
to the millimetric-wave regions. (While it is true that the infinite 
conductivity theory may break down in the visible region if one is inter-
ested in calculating the precise form of anomalies, all previous investi-
gations have shown that it is entirely adequate in studies where interest 
After the preparation of this chapter an important additional 
reference [2.29] came to the notice of the author. Loewen et al have ex-
tended some aspects of this investigation using Maystre's finite conduct-
ivity theory, and thus have indeed confirmed that our results obtained 
using the theory of Pavageau and Bousquet are valid for metallic gratings 
in the visible. It is also interesting to note that in reference [2.29] 
a comparison is made between experimental measurements and our curves for 
the first, second and third order blazes of the 26 °45' profile. This 
comparison bears out the accuracy of our predictions for this interesting 
grating. 
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is centred on the blaze properties of gratings in the visible.) However, 
instrument designers are cautioned against using the results in the 
ultra-violet region, where finite conductivity effects become very im-
portant [2.8, 2.16]. 
2.5.2 Angular deviation and blaze  
Let us now consider the effect of angular deviation on first order 
efficiencies for triangular profile gratings. This effect is highly de-
pendent on the polarization of the incident radiation. We will refer 
to P (or Ell) polarization when the electric field vector of the in-
cident wave is aligned parallel to the direction of the grating ruling. 
The orthogonal polarization will be referred to as S (or H11) polar-
ization. Unpolarized radiation efficiencies (U) are the average of S 
and P efficiencies. 
The study of the effect of angular deviation is simplified by the 
application of the Reciprocity Theorem. This theorem states that the 
efficiency curve as a function of wavelength for a grating used in order 
m with an angular deviation of D, is identical to the curve for the 
grating used in the same order with deviation - D [2.17]. The identity 
is unaffected by finite conductivity effects [2.18]. (Hence it is only 
IDI which is important and throughout this work increasing or decreasing 
angular deviations will refer to IDI.) 
For P polarization, angular deviation generally causes a decrease 
in peak efficiency, and a shift of the efficiency curve towards shorter 
wavelengths. If the P blaze peak is located near a Wood anomaly, then 
the position of the peak may well be an irregular function of wavelength. 
Such an anomaly is always associated with a small local increase of 
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efficiency; thus its movement and fluctuation in strength with angular 
deviation can control the behaviour of the blaze peak. 
The situation for S polarized radiation is more complicated. The 
blaze peak is little affected in strength and position by variations of 
angular deviation. However, the instrument designer may be concerned 
with the changes in grating anomalies with deviation. S polarization 
anomalies are far stronger than P polarization anomalies. When they 
occur within the blaze region, they can give rise to rapid changes in 
the instrumental profile which are troublesome to users. The anomalies 
move with angular deviation according to a well known equation due to 
Lord Rayleigh [2.19]. In addition, their strength can be a function of 
angular deviation. Thus the control of this variable can provide a 
means of reducing (and even eliminating) the undesirable effects of these 
anomalies. 
The complexity of the deviation effects necessitates their dis-
cussion on the basis of the behaviour for particular blaze angles. 
Discussed below are results obtained for four commonly used blaze angles 
(10022 1 , 2100e , 26°45' and 36°52'). The behaviour of gratings having 
intermediate blaze angles can be inferred by using the results presented 
here. All the gratings were chosen to have a 90 0  apex angle, in order 
to provide best performance in the Littrow mounting [2.4, 2.201. 
2.5.2.1 	The blaze angle 10022'  
Figure (2.5.1) shows a grid of efficiency curves for the 10 °22' 
triangular grating profile, giving both S and P polarization behaviour 
for angular deviations between 0 0  and - 450 • The radiation is incident 
3..2 
Figure 2.5.1 	Blaze angle 10022' in constant angular deviation mounts. 
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on the profile on the side of the longer groove facet. The performance 
of the grating in unpolarized radiation and an estimate of the degree 
of polarization of the radiation diffracted by the grating can be 
readily obtained from these curves. 
For this shallow blaze angle, P polarization efficiencies are only 
slightly affected by a variation in angular deviation. The decrease of 
D from 00  to - 450  causes a drop in the maximum P efficiency of only 4% 
(from 89% to 85%). The wavelength shift of the position of maximum 
efficiency is correspondingly slight (from Aid = 0.320 to 0.306). 
The S blaze peak is also little affected by increasing the angular 
,deviation. The increase of D from 00 to - 450 causes a drop in blaze 
efficiency from 100% to 97% and a shift in the blaze wavelength from 
Aid = 0.36 to 0.35. 
In the Littrow configuration, the diffraction anomaly associated 
with the passing off of orders - 2 and + 1 gives rise to a strong re-
sonance peak situated at the upper wavelength end of the blaze region. 
As D departs from zero the - 2 and + 1 anomalies separate and move to 
shorter and longer wavelengths respectively. Whether the two weaker 
anomalies are more or less of an annoyance than the single strong 
Littrow anomaly will depend on the particular application to which the 
grating is being put. 
For an angular deviation of - 25 ° , a series of calculations were 
performed for a grating having the same blaze angle (10 022 1 ) but groove 
apex angles varying from 850  to 1100 . No anomaly reduction was achieved 
by this profile variation and it was seen that the Littrow optimum angle 
of 900  had not been altered by the introduction of angular deviation. 
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2.5.2.2 The blaze angle of 21°06'  
In figure (2.5.2) is presented a set of efficiency curves for the 
2106 , triangular profile grating, showing its behaviour for both S and 
P polarizations and angular deviations ranging from 0 0  to - 450 • 
As for the previous blaze angle, P polarization behaviour is 
rather insensitive to variation in angular deviation. The change in D 
from 0° to - 450  causes a drop in the maximum P efficiency of 6% (from 
82% to 76%) and a X/d shift in its location from 0.58 to 0.56. 
The same insensitivity to the variation of deviation is shown by 
the S polarization blaze peak. By changing D from 0 0  to - 45° , a 3% 
drop in blaze efficiency (from 100% to 97%) and a slight Aid shift to 
the red (from 0.72 to 0.76) occur. 
This blaze angle occurs towards the upper end of a range of angles 
in which diffraction anomalies are weak and hence have little effect on 
instrumental profiles. The region is centred on the blaze (19 °30') for 
which the (- 2, + 1) Wood anomaly coincides with the blaze wavelength 
[2.16], and extends from 17° to 22° . 
Anomalies associated with this groove profile are unlikely to 
trouble instrument users, whatever their choice of angular deviation 
in the range from 00  to - 450 • 
2.5.2.3 The blaze angle of 26°45'  
The grid of efficiency curves for this profile is given in 
figure (2.5.3). It is evident from the figure that angular deviation 
has quite a significant effect on the P polarization performance of this 
grating. In the Littrow mount, the peak P efficiency of 95% occurs at 
Aid = 0.67, just after the (- 2, + 1) Wood anomaly. (The presence of 
-45° 
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Figure 2.5.2 	Blaz ,=' angle 21 °06' in constant angular deviation mounts. 
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Figure 2.5.3 	Blaze angle 2645 , in constant angular deviation mounts. 
2.30 
this anomaly is in fact causing a significant increase in the maximum 
efficiency.) For an angular deviation of - 45° , the peak efficiency of 
just 70% occurs at Aid = 0.63. 
The S polarization blaze is strong and wide, and is little 
affected by angular deviation. The Littrow peak of 100% occurs at 
Aid = 0.90. For D = - 45 ° , the maximum value of 99% occurs when Aid 
is close to 1.00. 
The most prominent feature of the S polarization Littrow efficiency 
curve is the very strong resonance minimum associated with the (- 2, + 1) 
Wood anomaly. This lies at the same wavelength as the P blaze peak, and 
hence would give rise to strong and rapid variations of U efficiency and 
polarizance if the Littrow mount was chosen for this grating. By in-
creasing the deviation it is possible to separate and weaken the - 2 and 
+ 1 anomalies. If an angular deviation of - 15 0  is selected, then an 
S polarization blaze which is little disturbed by anomalies and a P 
blaze which is only 10% weaker than in the Littrow mount, are obtained. 
From the point of view of blaze performance, this value of angular de-
viation is clearly optimal for the 26 °45' grating. 
Also, the effect of angular deviation on the behaviour of this 
grating, when used with radiation incident on the off-blaze facet of the 
groove, has been investigated. When only two real diffracted orders 
propagate, it has been established [2.21] using the Reciprocity Theorem 
that grating efficiencies are unchanged by moving from the on-blaze to 
the off-blaze side of the groove. This property holds only for the 
zero-order efficiencies when more than two orders propagate. 
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Our results for this profile show that its use on the off-blaze 
side ensures the presence of a very strong S polarization Wood anomaly, 
irrespective of the value of angular deviation. This strong anomaly 
marks the transition from the off-blaze region of the curve to the 
region in which it must follow the on-blaze behaviour. In P polarized 
radiation, the weakening of the blaze with increasing deviation is 
rather more severe on the off-blaze than on the on-blaze side. (In fact 
for an angular deviation of - 45 ° , the peak P efficiency is only 49% for 
the off-blaze mounting, which is to be compared with 70% for the on-
blaze side.) 
It is decidedly advantageous to use the grating with incidence on 
its blazed side. 
2.5.2.4 The blaze angle of 36°52'  
The set of efficiency curves for this profile is shown in figure 
(2.5.4). The P polarization blaze of the grating is quite sensitive to 
the change of angular deviation. The Littrow peak efficiency of 100% 
occurs at Aid = 0.735 whereas for D = - 45 0  the maximum P efficiency is 
60% when Aid = 0.85. For this profile the efficiency maximum is always 
located on the long wavelength side of the + 1 Wood anomaly. This 
anomaly moves towards the red as D becomes more negative, taking the 
efficiency maximum with it. 
Angular deviation also has an adverse effect on the S polarization 
blaze of the grating. While the efficiency maximum is maintained at 
100%, the width of the maximum diminishes as D increases from 0 ° . - 
If it is desired to have an anomaly-free instrument profile when 
using this grating, the angular deviation should have its magnitude in 
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the range 8 o to 15o. The diffracted radiation is highly polarized 
throughout much of the blaze region. The S blaze which is formed for 
this blaze angle (and for all angles up to 45 0 ) is of a form well 
adapted for exploitation in laser cavity and mirror applications using 
the Littrow mount, as has been pointed out by Maystre and Petit [2.3]. 
Its great width would permit tuning over a wide range of lasing 
transitions. 
2.5.2.5 Blaze wavelength and angular deviation  
In textbooks and handbooks on gratings, one often finds an ex-
pression relating the blaze wavelength (A B,m) for order m and the 
angular deviation D to the first order Littrow blaze wavelength (A B). 
The expression is 
mAB,m = B cos (D/2). 
	 (2.5.1) 
It is based on geometrical optics considerations, and consequently has 
doubtful validity in situations where polarization effects become im-
portant. 
Our rigorous studies of gratings have shown that this formula is 
in general not correct. In the examples cited above, the P polarization 
blaze peak tended to move towards shorter wavelengths as D increased in 
magnitude. However, these movements were generally smaller than those 
predicted by the use of equation (2.5.1). The tendency is for S 
polarization blaze peaks to move towards longer (not shorter) wavelengths 
with increasing deviation. Since the S blaze is so much wider than the 
P blaze, the movement of the latter controls the location of the U 
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blaze peak,. Which consequently moves towards the blue with increasing 
1DI. These.Movements are smaller than those predicted by equation 
(2.5.1). 
2.5.3 Angular deviation effects on the blaze of holographic gratings  
Let us now turn to the study of angular deviation effects in 
connection with holographic gratings. If these gratings are formed in 
a linear photoresist using an appropriate exposure technique, the re-
sultant groove profile is close to a sinusoid. Non-linearity of the 
photoresist can produce distortions of the profile away from the sinu- 
soidal form, and it has been shown [2.22] that these profile distortions 
can be exploited to widen the Littrow blaze associated with sinusoidal 
profiles. We have thus chosen to study both sinusoidal gratings and 
those with groove shapes incorporating photoresist distortions. 
2.5.3.1 Sinusoidal gratings  
It has been shown [2.5] that the optimal groove depth for sinusoidal 
gratings used in the Littrow mount is 0.37 times the period. This depth 
gives the widest useful first-order blaze. 
In figure (2.5.5) a grid of efficiency curves for this optimal 
profile for both P and S polarized radiation are given, showing the 
effects of varying the angular deviation between 0 0  and - 45° . (Similar 
grids have been computed for a wide range of groove depths about 0.37 
and the trends evident in figure (2.5.5) apply generally.) 
It is apparent from figure (2.5.5) that as D increases, the P 
polarization blaze weakens and becomes narrower. The blaze peak is 
carried to long wavelengths by the movement of the + 1 Wood anomaly. 
The S polarization blaze is always as sociated with efficiencies rising 
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to 100%, but with increasing deviation it diminishes in width. 
Table (2.5.1) characterizes the deterioration of grating per-
formance in P and U polarized radiation with increasing deviation. It 
is evident from the table that this grating is ill-suited to use with 
deviations much in excess of 10 0 . The employment of larger deviations 
would result in a high polarization of the diffracted radiation and a 
need to operate the grating at relatively high angles of incidence. 
The equivalent blaze angle (i.e. the Littrow incidence angle 
corresponding to the wavelength of peak U efficiency) of this grating 
in the Littrow mount is 20.5 0  (for unpolarized radiation). Thus it is 
fair to compare its behaviour with that of the triangular profile grat- 
ing of section (2.5.2.2). It can be seen that the triangular profile is 
much less sensitive to deleterious angular deviation effects than is the 
sinusoidal profile. While the former grating could be used in a wide 
variety of mountings, the latter should only be used near Littrow. 
2.5.3.2 Distorted sinusoidal profiles  
A set of efficiency curves is given in figure (2.5.6) referring to 
the P and S polarization behaviour associated with the optimum inverted 
distorted profile described by Wilson et al [2.22]. The effects of 
angular deviation on blaze for this profile are similar to those 
commented upon in section (2.5.3.1). It is to be noted that the P 
polarization blaze is more stable, both in strength and location, with 
increasing deviation than was the case with the purely sinusoidal profile. 
(This may be inferred from table (2.5.2), the analogue of table (2.5.1) 
for the optimum distorted profile.) The P blaze peak is always located 
above the + 1 Wood anomaly and is little affected by it. 
TABLE 2.5.1 
A.D. P Polarization 
(X/d)max 	Emax 
Unpolarized 
(X/d) max 	emax Emax 
0 0.72 1.00 0.70 20.5 ° 0.996 
-3.5o 0.72 0.99 0.71 19.05° 0.923 
- 	 8° 0.735 0.975 0.85 21.2 ° 0.828 
- 15 ° 0.76 0.92 0.90 19.5° 0.80 
- 25° 0.81 0.82 0.97 17.4° 0.75 
- 45o 0.896 0.582 1.10 14.04 ° 0.661 
The effect of angular deviation on the order -1 performance of the optimum 
sinusoidal groove grating (h/d = 0.37). 
TABLE 2.5.2 
A.D. P Polarization 
(X/d)max 	Emax 
Unpolarized 
(X/d) max 	emax Emax 
o° 0.94 1.00 0.92 27.39 ° 0.996 
_ 3.5o 0.94 0.995 0.92 25.5° 0.99 
- 	8o 0.94 0.985 0.93 23.8° 0.97 
- 15o 0.94 0.965 1.00 22.79° 0.92 
- 25° 0.95 0.90 1.07 21.2° 0.85 
- 45° 0.98 0.71 1.16 16.4 ° 0.74 
The effect of angular deviation on the order -1 performance of the optimum 
distorted groove grating. 
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The S polarization blaze is slightly weakened by increasing 
deviation. However, the Most important effect is the considerable cur-
tailment of the blaze for deviations in excess of 150 . 
On the basis of the evidence presented here, this grating should 
not be used with deviations greater than 15 ° if it is desired to achieve 
a strong blaze with only moderate polarization effects. On the other 
hand, the unpolarized radiation efficiency curve is free from the 
abrupt jump in the Littrow curve associated with the (- 2, + 1) Wood 
anomaly for D = - 15° . 
The two quasi-sinusoidal groove profiles discussed in this section 
demonstrate less stability towards change of configuration than do the 
ruled gratings of sections (2.5.2.1-3). Thus designers have much less 
freedom in the design of grating instruments should they decide to use 
holographic rather than conventional gratings. 
For all profile forms, it appears that increasing the groove depth 
relative to the period results in a blaze that is more sensitive to de-
viation changes. However, with ruled gratings one can always obtain a 
good Littrow blaze regardless of the value of the normalized groove 
depth. For holographic gratings, one is forced to use relatively deep 
grooves in order to obtain adequate spectral performance. 
2.5.4 Higher order blaze studies for triangular profiles  
Although the use of gratings in high orders is not uncommon, no 
theoretical and little experimental data is available in the literature 
on higher order efficiencies. Presented here are the results of a com-
prehensive study of second and third order efficiencies of gratings with 
the order of interest used in the Littrow mount. Although the relevant 
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experimental work [2.23] is still in progress, results so far obtained 
are in good agreement with the theoretical findings presented below. 
2.5.4.1 2nd order blaze studies  
A grid of efficiency curves for six blaze angles ranging between 
13°54' and 48°55' is presented in figure (2.5.7). With increasing blaze 
angle, the location of the P efficiency peak moves further away from the 
S efficiency peak resulting in higher polarization of the diffracted 
radiation. For the two highest blaze angles (36 °52' and 48 °55') the P 
blaze peak is associated with the (- 3, + 1) Wood anomaly resulting in 
higher maximum efficiencies. (Unfortunately in S polarized radiation, 
the anomaly is a strong minimum and so the ellipticity of the diffracted 
radiation approaches unity.) 
In S polarized radiation, the diffracted efficiency always maxi-
mizes at 100%. This property has been demonstrated theoretically by 
Marechal and Stroke [2.24]. They showed that 
B m _ 
2 sin a 
(2.5.2) I m I 
where XB,m/d  is the normalized blaze wavelength for order m in S polar-
ized radiation and a is the groove facet angle (the grating being oper-
ated in a Littrow configuration). 
In table (2.5.3), values typifying the behaviour of these grat-
ings in P and U polarized radiation are presented. Here, it has been 
chosen to characterize the blaze width by quoting the wavelength interval 
AA between successive points at which the efficiency is 60%, normalized 
with respect to the wavelength at which the efficiency is maximal. The 
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Figure 2.5.7 Littrow mount efficiency curves for order - 2 
and a range of blaze angles (0 .13 ). 
TABLE 2.5.3 
8 P Polarization 
(Aid) 	E max 	max '"/Amax 
U Polarization 
(A/d)ma x 	Emax AX/Amax 
13° 54' 0.23 0.88 0.31 0.23 0.93 0.39 
17° 27' 0.28 0.87 0.29 0.29 0.92 0.39 
21°06' 0.34 0.86 0.32 0.35 0.91 0.38 
26 °45' 0.40 0.83 0.33 0.43 0.87 0.50 
36° 52' 0.51 0.95 0.34 0.54 0.88 0.37 
48° 55' 0.54 0.99 0.41 0.63 0.83 0.49 
A comparison of 2nd order spectral performance (in P & U polarized radiation) 
for a range of blaze angles. 
TABLE 2.5.4 
e B P Polarization 
(Aid) 	Emax max AX/A max 
U Polarization 
(A/d) E max 	max AX/A max 
17° 27' 0.19 0.88 0.26 0.20 0.93 0.25 
21° 06' 0.23 0.87 0.22 0.24 0.92 0.24 
26° 45' 0.29 0.84 0.21 0.29 0.90 0.25 
36° 52' 0.37 0.77 0.22 0.39 0.84 0.26 
48°55' 0.47 0.99 0.26 0.46 0.84 0.30 
A comparison of 3rd order spectral performance (in P & U polarized radiation) 
for a range of blaze angles. 
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normalization was introduced since the blaze peak narrows as it moves 
towards shorter wavelengths. 
As can be seen from the table, there are essentially two values 
of the normalized U-blazewidth, viz. 0.38 and 0.50. This quantity is 
dependent on the relative strengths of the (- 3, + 1) P and S polar-
ization anomalies and also on the wavelength shift between the S and P 
blaze peaks. The position of the U blaze peak can be calculated to 
reasonable accuracy from equation (2.5.2) for facet angles not exceeding 
300 . For deeper profiles, polarization effects are sufficiently strong 
to move the U peak significantly away from the S blaze position towards 
the blue. 
2.5.4.2 3rd order blaze studies  
A set of third order efficiency curves is shown in figure (2.5.8). 
Table (2.5.4) gives third order values corresponding to the second order 
values of table (2.5.3). The P polarization blaze efficiency decreases 
with increasing groove depth except in the case of the deepest profile 
studied. It is only for this profile that the peak lies on the long - 
wavelength side of the (- 4, + 1) Wood anomaly, and that polarization 
effects are substantial. 
The normalized U polarization blaze width remains constant at about 
0.25 except for the 48 055 profile, where the departure is again attrib-
utable to the (- 4, + 1) anomaly. (It is of interest that the passing 
off of the + I order has always been associated with the most important 
anomalous effects for all profiles so far considered.) 
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Figure 2.5.8 Littrow mount efficiency curves for order -3 
and a range of blaze angles (0 B )• 
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2.5.4.3 Overlapped blazes  
Let us now consider the exploitation of the blazes of orders - 2 
and - 3 so as to obtain adequate efficiencies over an extended range 
of wavelengths. When the efficiency in one order falls below a 
specified minimum level, the efficiency in the next order must have 
already risen above it. Thus an overlap of first, second and third order 
blazes is necessary, the extent of the overlap depending upon the minimum 
efficiency level required and the blaze angle. 
In the following, the performance obtained by specifying an 
efficiency minimum of 40% will be discussed briefly. For the two shallow-
est profiles, the overlap between the blazes is insufficient to enable an 
unbroken band of efficiencies exceeding 40%. For the deepest profiles, 
this criterion can be met. (The substantial (- 2, + 1) Wood anomaly in 
the first order of the 26045' profile necessitates use of a configuration 
other than the Littrow mount if the blaze is to be unbroken.) 
As the groove depth increases the overlap between one blaze and the 
next increases, resulting in a reduction in the effective wavelength 
range over which the grating can successfully be operated. The ratio of 
the upper and lower wavelengths defining the useful range varies between 
5 and 7.5 for the four deepest grooves. 
2.5.5 Higher order blaze studies for holographic gratings  
Shown in figure (2.5.9) are two sets of curves giving P and S blazes 
of a near-optimal sinusoidal grating. Tables (2.5.5-6) present perform-
ance details of gratings having a range of groove depths about the 
optimum. From table (2.5.5), it can be seen that the best performance in 
the second order will be achieved for groove depths close to the 
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Figure 2.5.9 	Littrow mount efficiency curves for orders 
-1, -2 and -3 for a sinusoidal grating, 
h = 0.37 d. 
TABLE 2.5.5 
A/ d P Polarization 
AVAmax (A/d) max 	Emax 
U Polarization 
AX Ixmax (Xid) max 	Emax 
0.15 0.50 0.81 0.18 0.50 0.80 0.15 
0.185 0.50 1.00 0.30 0.60 0.79 0.29 
0.20 0.51 0.99 0.33 0.62 0.79 0.34 
0.25 0.58 0.81 0.33 0.70 0.69 0.31 
Variation of 2nd order blaze of sinusoidal groove gratings for a range 
of groove depths about the optimum.(As for the following tables, AA/Amax 
is obtained at the 60% efficiency level.) 
TABLE 2.5.6 
A/d P Polarization 
(A/d) 	E max max max 
U Polarization 
(Add) max 	Emax 	AX IAmax 
0.15 0.40 0.58 0.43 0.43 - 
0.185 0.40 0.92 0.18 0.43 0.61 0.09 
0.20 0.40 0.97 0.20 0.42 0.65 0.20 
0.25 0.44 0.78 0.20 0.46 0.59 - 
Variation of 3rd order blaze of sinusoidal groove gratings for a range of 
groove depths about the optimum. 
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previously determined first order optimum. (The precise choice of 
groove depth would depend on the choice of the minimum efficiency level 
associated with the bandwidth to be maximized.) 
It is to be noted that the effects of polarization are quite 
marked for both second and third order blazes and increase rapidly with 
groove depth. The third order blazewidth is very narrow when compared 
with those associated with triangular profiles, despite the fact that 
the second order sinusoidal grating performance is only slightly reduced. 
The overlapping of the first, second and third order blazes to 
achieve an extended bandwidth is also possible with these gratings, 
although the wavelength range over which an instrument may be used is 
considerably smaller than those discussed in section (2.5.4.3). The 
designer is also forced to use the grating with significantly higher 
angles of incidence. 
Higher order blaze studies have also been undertaken for the 
optimal groove profile described by Wilson and McPhedran [2.22]. A 
summary of these studies is presented in figure (2.5.10) and table 
(2.5.7). The P blaze associated with this profile in the second and 
third orders is significantly broader than the same blaze for the opti-
mum sinusoidal profile grating. However in both the second and third 
orders, the S blaze is very weak and narrow. Hence the incident rad-
iation becomes severely polarized. Due to the weakness of the S blaze, 
it may not be feasible to produce an extended bandwidth by overlapping 
the diffracted orders. 
2.5.6 Gratings having a plurality of blaze angles  
In earlier sections, a method of extending the usable bandwidth 
-5;2 	-4:1 
1•00 120 1.40 1.60 0.40 060 oto 
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020 - 
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Figure 2.5.10 	Littrow mount efficiency curves for orders 
-1, -2 and -3 for a distorted sinusoidal 
grating, h = 0.45 d, 
pre-exposure = 50 mJ/cm2 . 
TABLE 2.5.7 
Order 	P Polarization 
(X/d)Max 	Emax 	(AX/X)max 
U Polarization 
(X/d)max 	Emax 	(AX/X) max 
-1 0.94 	1.00 	0.67 0.92 	0.996 1.01 
-2 0.61 	0.98 	0.38 0.76 	0.62 0. 11 
-3 0.47 	0.84 	0.26 0.55 	0.52 
Blazes of the optimum distorted groove grating in orders -1, -2, 
for the Littrow mount. 
and -3 
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of spectrographs by exploiting higher order blaze effects was discussed. 
An alternative technique has been advanced by J.J.J. Staunton [2.25]. 
It was suggested that one can incorporate a range of blaze angles into 
a groove, in order to give an extended spectral range in a single 
diffracted order. Staunton gives specific examples of groove profiles 
and sketched efficiency curves showing improved performance. 
Efficiency curves for the profiles specified by Staunton, and 
also for other profiles of a similar form have been calculated. Staunton 
has suggested that with each blaze angle on the groove is associated a 
separate blaze peak on the efficiency curve. However, our studies have 
revealed that this in fact is not the case. The efficiency curves for P 
and S polarization correspond rather more closely to an average of 
efficiencies for purely triangular grooves than to an entirely new form 
of spectral performance. The performance of a grating having a plur-
ality of blaze angles is in fact worse than that associated with the 
best blaze of any of its facets. 
This example is quite interesting in that it again stresses that 
the blazing of gratings can only be understood and predicted accurately 
by using rigorous electromagnetic techniques. While geometric pictures 
of blazing can sometimes be useful, misleading results are frequently 
obtained. 
2.5.7 Conclusions  
Investigations into the effects of angular deviation on the spectral 
performance of ruled gratings have shown that they are highly dependent 
upon the polarization of the incident radiation. For P polarization, 
angular deviation generally results in a reduction of peak efficiencies 
2.41 
and a shift of the efficiency curves towards the blue. However, for 
the orthogonal polarization, the situation is more complex. The S 
polarization blaze is little affected in both strength and position by 
angular deviation. However, by controlling this variable, one can re-
duce and in some cases even eliminate the undesirable effects of 
anomalies. 
P and S polarization blazes for shallow profiles are little 
affected by variation of angular deviation. As has been observed in 
earlier studies, gratings with facet angles in the range 17 0  to 220  
have a blaze region relatively free of anomalies. This has been shown 
here to hold regardless of the choice of angular deviation. 
For deeper triangular profiles (e.g. the 26°45' blaze angle), 
angular deviation can be used to separate and weaken the troublesome - 2 
and + 1 anomalies without affecting the strength of the S polarization 
blaze. An optimal choice of deviation for this grating appears to be 
150 . 
On the other hand, quasi-sinusoidal gratings should not be used 
with deviations much in excess of 100 . It has been shown that as de-
viation increases, the P polarization blaze becomes weaker and moves 
towards longer wavelengths with the + 1 Wood anomaly. The S polar-
ization blaze, although always associated with an efficiency maximum of 
100%, is curtailed by increasing deviations. 
The blazes of all types of gratings become more sensitive to the 
effects of angular deviation as the groove depth is increased. Whereas 
good blazes can be obtained for triangular profile gratings of any 
depth, the instrument designer is forced to use relatively deep holographic 
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profiles so as to obtain adequate spectral performances. This means 
that the former type of grating lends itself to use in a far wider 
range of configurations than does the latter type. 
Our studies have shown the inaccuracy of the blaze equation 
(2.5.1), which is often used to predict the effect of angular deviation 
on the blaze wavelength of ruled gratings. This expression predicts a 
movement of the blaze towards shorter wavelengths with increasing de-
viation. In fact, for S polarization the movement is towards the red. 
For unpolarized light, the movement is towards the blue, but is consid-
erably smaller than would be expected from equation (2.5.1). 
The higher order blazes of both triangular and quasi-sinusoidal 
profiles have also been investigated. For the former groove type, it 
has been shown that by overlapping the first, second and third order 
blazes one can obtain unpolarized light efficiencies in excess of 40% 
over a spectral region in which the wavelength changes by a factor of 
up to 7.5. For holographic profiles, this technique of using over-
lapping higher-order blazes is much less successful. 
Also reviewed were the consequences of having a range of blaze 
angles in a single groove. Although geometrical optics arguments 
might suggest a consequent widening of blaze, our calculations indicate 
that "multiple-blazing" cannot be achieved in this way, and that having 
a plurality of blaze angles in fact worsens grating performance. 
Finally, it should be pointed out that the grooves of holographic 
gratings are not inevitably near-sinusoidal in form. Sheridon [2.26] 
has suggested a method for producing quasi-triangular grooves holo-
graphically, and recent work [2.27, 2.28] has confirmed the promise of 
this technique. The results presented here have illustrated the 
point that while gratings having near sinusoidal profiles may be 
just as useful as gratings having triangular profiles in specific 
circumstances, the latter are more versatile. Thus, it is ad-
vocated that more work be done concerning the production of quasi-
triangular profiles by holographic means. 
2.43 
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CHAPTER 3 
THE EFFECTS OF FINITE CONDUCTIVITY 
3.1 INTRODUCTION  
Although the infinite conductivity theories, discussed in the pre-
vious chapter, are in excellent agreement with experiment in the far 
infrared and millimetric wave regions, severe discrepancies between their 
predictions and the actual behaviour of gratings in the visible and ultra-
violet regimes often manifest themselves. In particular, with S polar-
ized light, certain shallow gratings can be made to exhibit total 
absorption [3.1] of the incident radiation. Thus, there was a need for 
more sophisticated theories which could take into account the nature of 
the finitely conducting structures. 
The first of these theories was proposed by Neureuther and Zaki 
[3.2] and Van den Berg [3.3]. However, the numerical implementation of 
their integral formalisms was complicated by the fact that two unknowns 
(the field and its normal derivative at the surface of the grating) were 
needed to completely characterize the diffraction problem. This diffi-
culty was removed in 1972 when Maystre [3.4] first published his theory 
of finitely conducting gratings. In his integral formulation, he was 
able to express the previous two field quantities in terms of a single 
unknown, akin to the radiating surface currents of the infinite con-
ductivity theories, and in doing so greatly simplified the numerical 
treatment of the problem. 
3.1 
3.2 
The same problem has been tackled on another front with the aid 
of the differential formalism first developed by Cerutti-Maori [3.5]. 
During this decade, work by Neviere, Vincent and Petit [3.6] has in-
creased the sophistication of this technique and today it may be re-
garded as being (in some ways) as powerful a tool as the integral 
formalisms. 
Nevertheless, it is Maystre's method which has been thoroughly 
tested against experimental data. In all comparisons, it has been 
demonstrably accurate and with such successful confrontations the 
understanding of the nature of finite conductivity effects has been 
significantly enhanced. Furthermore, it is his method which has so 
greatly influenced the efforts of the author and thus it is felt 
appropriate to provide a review of this theory (in section (3.2)). 
In the following section, a discussion of the effects of finite 
conductivity is presented in an attempt to gain some further under-
standing of the nature of the "plasmon" anomaly. Throughout this in-
vestigation, the author enjoyed many hours of illuminating discussion 
with Dr. Ross McPhedran and these are gratefully acknowledged. Within 
section (3.3), particular reference is made to the recent works of 
Maystre and Neviere [3.1, 3.7, 3.8], who so ably characterized the 
the anomalous behaviour in terms of poles and zeros of various field 
quantities. The rigorous diffraction theory has been confronted with 
• the experimental data of Wheeler [3.9]. The results obtained provide 
further confirmation of the validity of Maystre's theory and reveal 
serious inadequacies in the first order perturbation theory proposed by 
Elson [3.10]. 
3.3 
Finally, in section (3.4), a new experimental application of 
the theory is described. This study, conducted in collaboration with 
Dr. Ian Wilson, showed that the groove depth of a sinusoidal profile 
grating could be uniquely determined by correlating the predictions 
of the theory with the experimental results obtained with the aid of 
a gas laser, used in a particularly simple optical configuration. 
3.2 MAYSTRE'S FINITE CONDUCTIVITY THEORY  
Consider a P polarized plane wave field E. incident upon the 
structure shown in figure (3.2.1). Here, 
Ei = exp[i(aox - XoY)] 	 (3.2.1) 
(where the relevant nomenclature is identical to that defined in 
chapter 2.) In region D
0' 
a P polarized diffracted field (having an 
outward going nature exterior to the grooves) is established, being 
given by 
E
d 
= E - Ei . 	 (3.2.2) 
Similarly in the region D 1, there also exists an outward going field, 
which in this case is the total field. These two fields obey the 
Helmholtz equations appropriate to the region in which they are propagating 
and also the radiation conditions as IYI 	Thus for a point Po 
within D 0 
• 
1 
A 
Figure 3.2.1 The geometry of the diffracting arrangement. 
The region Do represents free space while the domain D 1 
represents the finitely conducting grating. 
3.4 
2 (V2  + ko ) E
d  (Po) = o (3.2.3) 
and for a point P i in D1 
+ k2 ) E(P1 ) 	= 0. 1 (3.2.4) 
(The wave-number in the domain D 1 is given by 
kl = ko r 
where r is the refractive index of that medium.) 
The diffraction problem is constrained by the boundary conditions 
at F. These require the tangential components of both the total 
electric and total magnetic fields to be continuous across the interface 
separating Do and Di . For this particular polarization these reduce to 
the form 
E001 = E(M) I 
fr+ ir 
(3.2.5) 
1 3E (M)1 	1 aE(10 and To 	r 
r_ 
(3.2.6) 
where pi is the magnetic permeability of the medium D i . Throughout, 
the following analysis it will be assumed that both regions are non-
magnetic, (an entirely reasonable assumption for optical diffraction 
gratings) and thus equation (3.2.6) simply states that the normal de-
rivative of the electric field is continuous across F. 
3.5 
Having now completely defined the problem, it only remains to 
select an appropriate function which can completely and uniquely 
characterize it. Maystre [3.4] achieved this objective by defining 
a scalar function u by the following criteria: 
(i) u(P) = Ed (P) if 	P E Do , 
2 (ii) (V2  + ko ) u(p) 	0 	if 	P 	D1, 
(iii) u obeys the radiation conditions as lyi 
(iv) u is continuous across the interface. 
Now by pursuing an analysis is similar to that described in section 
(2.3) one arrives at an expression of the form 
u(P) = f G 	;M') E(M') ds' 	 (3.2.7) 
for some point P within Do . The function E represents the discontinuity 
across r of the normal derivative of u 
au(M')I 	3u(M') i.e. E(W) = 	I -51? r 	an' 	r + 
(3.2.8) 
Thus E may be thought of as being that current flawing in the surface 
of a perfectly conducting grating which would excite exactly the same 
diffracted wave field above r as would the finitely conducting grating. 
(Hence, the use of the termupseudo current".) 
It then follows that for some point Mon the profile 
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E(M) 	= E1 (M) + 	M;M') (M') ds' 	 (3.2.9) 
and 
3E(M) E(N) 	aco (m ; m') = -5171— 	+ 1/2 E(4) + f 	M' ds' 	(3.2.10) 9n 3n 
Thus, E and 3E/Dn can both be expressed in terms of the fundamental 
unknown E, thereby eliminating the need for the two separate unknowns 
used in earlier theories. 
Up until this stage, the analysis has been identical to that 
discussed in the review of the infinite conductivity formalisms. 
However, from this point onwards, the treatments "diverge". This arises 
from the indirect nature of the boundary conditions which specify the 
continuity of certain field components. In order to couple, and hence 
constrain, the quantities E and 3E/3n, it is necessary to derive an 
integral equation. This is accomplished by defining a Green's function 
appropriate to D 1 by 
00 1 G1 (Q;14 1 ) 	= — E 1- expian (x-x') + inn ly-y'l] 2id n._. nn 
where nn = 17--c(I(2) 1 
and applying Green's theorem to the region Dl . Thus, 
(3.2.11 
If [V2 G1'  (Q-M') E(M') - V2 E(M') G (Q; 14 ')]dA' 
D1 
3G (Q.14') 	aE(m , ) 
' 
J 	' E(Mt) 	 G1  (Q;M'A ds' 	(3.2.12) an 3n'  
where the contour C
1 
consists of the segments r , AB, CD and BC. 
The line integrals along AB and CD may be shown to cancel as a con- 
sequence of the field "pseudo-periodicity" whereas the line integral 
along BC vanishes due to the radiation conditions. Thus, expression 
(3.2.12) reduces to the form 
E(Q) = 
aE 
- G
1 3n' ] ds'. (3.2.13) 
Now, should Q tend to some point M on r, then effectively only "half of 
a singularity" is included within the region of integration and so 
3G 	aE 1/2E(m) = f F-- - E - G
I 	ds' . ' 	an' an' (3.2.14) 
The above expression is an integral equation constraining the behaviour 
of E and 3E/3n. By applying field continuity and substituting in the 
representations for E and 3E/an given in equations (3.2.9-10) this re-
duces to the form 
E (M) = f TE (M;MI) C(14 1 ) ds' 0 (3.2.15) 
ac (M;mt) 	aEi(m , ) 
where 	(M) f F TT E (M') - G (M;M') 	, 	] ds' (3.2.16) yir a n 0 	= ½E(M) - j 
and TE(MM) = -½ G
o
(tmi) - 1/2 G
1
(M;M') 
f E 301 (M;M") 
(M";M') - G (M;M") 3Go
(M";14') 
ids" (3.2.17) 
r 3n" 	1 	3n" 
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Equation (3.2.15) is a Fredholm integral equation of the first 
kind, which is once again solved using the points-matching technique. 
In general, its solution presents little, if any, additional difficult-
ies not already circumvented in the the solution of earlier problems. 
However, some care is needed in the cases of 
(i) profiles having convex edges, and 
(ii) very highly conducting gratings. 
For the former, Maystre [3.4] has described a treatment for the divid-
ing out of the field singularity at the edge. With reference to the 
latter, the Green's function assumes a "spike-like" nature as the con-
ductivity increases and thus the problem becomes particularly ill-
conditioned since only very few sampling points actually characterise 
the behaviour of the unknown. Maystre [3.4] has also discussed a tech-
nique for removing this obstacle. 
In the limit as the conductivity approaches infinity, the inte-
gral equation (3.2.15) may be shown to degenerate to the form originally 
derived by Petit (which was discussed in section (2.3.1)). 
Let us now turn to the case of S polarized radiation and briefly 
discuss the salient differences between the treatments for the two 
fundamental polarizations. This time, the boundary conditions may be 
shown to be: 
Hool = H0,01 
1 r+ ir_ 
1 3H 
	
, 1 3H n 	— c an e an 0 	r 	1 I an r 
(3.2.18) 
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wherec i representsthepermittivityofthemediumD..In the case of 
a non-magnetic medium the latter equation becomes 
"I 	
2 all 
-
' 
3n - r 3n1 	• 
• r 
For this polarization, the function u is given by 
(i) u(P) = Hd (P) if 	P c 
2 (ii) (V2 + ko) u(P) = 0 	if 	P E D1, 
(iii) u obeys the radiation conditions as lyl + co and is continuous 
across r. 
It then follows that for some point P lying within Do , 
u(P) 	= f G,(M;M') ti)(M') ds' 
r u 
(3.2.19) 
where EM') = 3u 	3u Dn'l
r+ 
Dn'l 	• (3.2.20) 
(Unlike the previous analysis where it was shown that could be re-
garded as a "pseudo-current", it is more difficult to attach a physical 
meaning to the quantity ti), and so it has to be regarded as being a 
mathematical abstraction.) 	Thus, from equation (3.2.19) it follows 
that 
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H(M) 	= Hi (M) 	+ f Go (M;M') 11)(W) ds' 	(3.2.21) 
3H(M) 	3H1 (M) 	3G (M;M 1 ) 
and -571-1 	I_ 	= Dn 	+ 11 (M) + f 3n° 	i(MI) ds' . 	(3.2.22) F.I. 
The derivation of an integral equation linking these two field 
quantities is performed in an analogous fashion to the previous deriv-
ation and an expression identical in form (except for the replacement of 
E by H) to equation (3.2.14) results. Finally, by implementing the 
continuity equations (3.2.18) and substituting the free space represent-
ations for H and DH/an into the integral equation, one arrives at the 
final result - 
= f TH(M;M') WI) ds' 	 (3.2.23) 
where 11)0 (M) 
3H1 (M) 
= 1/2 H(M) - 	' 	H(M') - r2 Gi (M;W) 	] ds' 
(3.2.24) 
and 	TH (M;14') = -½ G0'  (M.M') - ½ r2 G1 (M;M') 
DG,(M;M")  
+ Go (M";M') - r
2 G (4;M") ant , 	] ds" . an 
3.3 THE PHYSICAL EFFECTS OF FINITE CONDUCTIVITY  
Prior to 1972, it was believed that the effects of finite con-
ductivity could be accounted for simply by rescaling the infinite con-
ductivity results with the plane reflectance of the metallic surface. 
However, in that year, the first efficiency curves calculated for 
finitely conducting gratings were presented [3.11] and the inadequacy 
of this assumption was revealed. These curves showed that, although 
the rescaling concept was entirely adequate for P polarization, vast 
differences between the rescked results and those predicted by Maystre's 
theory [3.4] for S polarization manifested themselves. In fact the dis-
accord between the two theories was of sufficient magnitude to give rise 
to doubts concerning the validity of the finite conductivity formalism. 
However, after confrontation [3.12] with the experimental results 
of Hutley [3.13] and Hutley and Bird [3.14], confirmation of the finite 
conductivity theory was obtained. Hutley and Bird, in attempting to 
explain the failure of the infinite conductivity formalism when dealing 
with gratings composed of highly conducting metals, attributed this to 
the ability of the metal surface to support surface plasma oscillations 
in S polarized light (but not in P polarized light). They supported 
this suggestion with evidence of deep energy absorption features and 
also organized patterns in the stray light from holographic gratings. 
A surface plasmon is a collective oscillatory motion of electrons 
in a charge density wave propagating along and mainly confined to a 
metallic surface. In the case of a finitely conducting medium, such 
plasmons represent an additional loss mechanism and it is for this reason 
that studies concerning their nature are warranted, with particular 
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reference being made to diffraction gratings. However, before consider-
ing the resonant behaviour of a corrugated surface, it is essential to 
discuss the free resonances of a plane surface. 
From Fresnel's laws the amplitude reflection and transmission 
coefficients associated with a plane interface bounding two semi-infinite 
media,arefractivein clices1UreespacOarldr are given 
by: 
(i) for P polarization 
RP = 
cos e -v/a2 - sin2 6 
cos +V/a2 - sin2 
T
P 
2 cos e 
 
   
cos 6 4' Ai2 - sin2 6 
 
and 
(ii) for S polarization 
112 cos 6 	- sin 2 e  
	
R 	- S 
a2 cos e +41 2 -sin 6 
- 2n2  cos 
-2 	-2 n cos 	_ sin2 0 
(In these expressions 6 represents the angle of incidence.) Now for 
a resonance condition to occur, there must exist both reflected and 
transmitted fields without the presence of any incident field, 
T
S 
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i.e. R,T 	C° . 
The above expressions reveal that no such resonance condition is 
possible for P polarized light. However, for the orthogonal polar-
ization, the constraint is 
-2 	-2 n cos 	= - - sin 0, e
whose solution is given by 
sin 6 	= 
where 	= n. 
(Of course, no such resonance can be achieved for a dielectric medium.) 
Thus, there exists a pole in the complex 0 plane for the field ampli-
tudes, and this is referred to as a plasmon. 
There also exists a zero in the reflectivity resulting from the 
solution of the equation 
-2 41-2 2  n cos 0 = 	n -sin  6 
whose solution is also given by 
sin e 
Thus in the case of a plane interface, the pole and the zero coincide 
with one another in the sin 6 plane. However, their relation is of an 
indirect nature in that the zero is associated with an incident field 
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and no reflected field, whereas the pole is associated with a free 
resonance characterized by reflected and transmitted fields existing 
without the presence of an incident field. For metals, these fields 
are inhomogeneous plane waves which must be regarded as being un-
physical since their energy densities diverge as x tends to one of - 00 
or + 00. However, the plasmon waves are bound to the interface (i.e. 
their energy densities converge to zero as II  tends to infinity). 
If one writes the dispersion relation in the following form: 
sin 0 = 	+ 	= Yr + Yi' 
then for highly conducting metals, y r > 1 and yi is small and positive. 
Thus, to create a plasmon, that is to witness a physical resonance 
effect consequent upon proximity to the pole in the complex sin 8 plane, 
one must have an evanescent wave whose value of sin 8 is approximately 
equal to yr . This was observed in the classic experiment of Otto [3.15] 
concerning frustrated total internal reflection, where a deep absorption 
resonance was exhibited in the reflected field. 
It is possible to excite such resonances with homogeneous plane 
waves provided that there exists some momentum transfer mechanism by 
which the pole in the sin e plane can be moved into the range 
IRe(sin 01 1. 
Such a transfer of momentum can be achieved by surface roughening, the 
most regular example of which is the diffraction grating. In the case 
of.the grating this is summarized by the expression 
nA yr = sin  
where a homogeneous plane wave incident at some real angle U excites 
a diffracted order n whose direction sine is given ± y r . Since yr 
has a value slightly greater than 1, it follows that the plasmon 
anomaly is located just on the long wavelength side of the Wood 
anomaly given by 
±1 = sin e + i 	d 	• 
The above analysis is somewhat crude in that the dispersion relation 
used therein applies only to plasmons associated with a plane surface. 
Nevertheless, it may be regarded as a useful first approximation for 
gratings. 
A rigorous derivation of the dispersion relation appropriate to 
a periodically roughened surface necessitates a full solution of the 
diffraction problem. During the past decade, there have been numerous 
attempts by the plasmon theorists to formulate a viable theory des-
cribing the behaviour of the grating. However, these have relied upon 
the assumption that the grating can be regarded as a first order pertur-
bation of a plane surface (e.g. the work of Elson [3.10]). Maystre and 
Petit [3.1] have demonstrated the questionable nature of this assumption . 
by finding a very shallow sinusoidal grating whose reflectance for a 
particular angle of incidence is reduced from approximately 90% (for the 
plane interface) to exactly zero. 
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In the first order perturbation theories, a probability of 
plasmon excitation is calculated. However a feature of the method is 
that these probabilities {P n } may exceed unity. In an attempt to re-
scale the probabilities to lie in the range [0,1], Elson is forced to 
replace Pn by the quantity 
1 - exp(- Ps ). 
Nevertheless, even with such ad hoc assumptions, these theories are in 
qualitative agreement with the experimental results. It is possible 
for them to give reasonable quantitative agreement over a restricted 
spectral range, but only at the expense of making gross adjustments to 
both the optical constants and the profile shape of the grating. These 
discrepancies are revealed in the thesis of Wheeler [3.9], which con-
tains a vast range of experimental data and corresponding curves 
generated by the Elson theory. A confrontation of the experimental re-
sults with the curves shown in figures (3.3.1-2) calculated using 
Maystre's finite conductivity formalism confirmed the validity of the 
rigorous diffraction theory. For most cases, it was found that this 
theory could emulate the experimental data to a high degree of accuracy, 
using only the published optical constants and profile specification. 
In those examples for which agreement between the rigorous theory and 
the experiment was somewhat less than perfect, the nature of the dis-
crepancy suggested the presence of base line drift in Wheeler's 
apparatus. 
On the other hand, the inadequacies of the perturbation theories 
are exemplified by the fact that a reasonable theoretical fit to the 
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experimental data can only be achieved if the fundamental parameters, 
(the optical constants and the profile shape) are regarded as variables. 
The source of this major shortcoming becomes evident upon a close in-
spection of this theory. As a consequence of the use of first-order 
theory, the dispersion relations of the pole for both the grating and 
the plane interface are identical. Consequently, the optical constants 
need be adjusted if both the position and the shape of the theoretically 
predicted resonance is to match the experimental results (since for 
real gratings, the resonance position is a function of groove depth). 
Although the rigorous diffraction theory is not afflicted with 
such fundamental shortcomings, its solution is not obtained in closed 
form and hence the interpretation of the plasmon anomaly is essentially 
camouflaged. In an attempt to remove this hindrance to the complete 
understanding of the problem, Maystre and Neviere [3.7] modified their 
algorithm to accommodate inhomogeneous plane waves and thus were able 
to calculate the trajectories of both poles and zeros (in the complex 
sin 6 plane) for various field quantities. In doing so, they achieved 
a particularly elegant characterization of the physical nature of the 
plasmon. Their study, restricted to sinusoidal gratings, revealed that 
the pole of the zeroth order field coefficient (which was originally 
stationed just above the Re(sin 6) axis for a plane interface) moved 
away from the axis in such a way that Im(sin O p) increased monotonically 
with groove depth (O p being the complex angle at which the pole occurred). 
On the other hand, the zero (which coincided with the pole for zero 
groove depth) moved monotonically downwards (in the sin 0 plane). 
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This behaviour must be expected on physical grounds, since if 
the pole did cross the real axis then a catastrophic situation would 
occur. For one particular groove depth, the zero can lie precisely 
on the real axis and hence, for the case of a single propagating order, 
the total absorption (i.e. the Brewster phenomenon) of a monochromatic 
beam is achieved. This has been substantiated experimentally by 
Hutley and Maystre [3.16]. 
Having demonstrated the existence of both poles and zeros, Maystre 
and Neviere were then able to show that the zeroth order field amplitude 
was proportional to 
nA sin 8 - (sin e — 
Z d  
	
sin 19. (sin e — E21) 
 
1 P d 
in the vicinity of the passing off of the order n. (Here 0 . denotes the 
real angle of incidence and e and e represent the complex angles of P 	Z 
the pole and zero respectively. A continuation [3.8] of their analysis 
has also achieved a satisfactory explanation of the anomalous behaviour 
[3.17] exhibited in P polarized light by gratings conformally coated 
with a dielectric film. 
From the above expression, it can be readily seen that the sharp-
ness of any resonant behaviour manifesting itself in the real orders is 
dependent upon the proximity of the pole to the Re(sin 0) axis. The 
quantities O and OPare dependent not only upon the profile shape but 
also upon the optical constants of the metal. In an attempt to elucidate 
the refractive index dependence-of the resonances, a number of calcul-
ations were performed, modelling the performance of a 5 0  blaze angle 
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triangular profile ruled in fictitious metals having wavelength-
independent optical constants. The results of this study are shown 
in figures (3.3.3) and (3.3.4) which are in reasonable qualitative 
agreement with curves calculated by Wheeler [3.9] using the theory 
of Elson. From these graphs, it is evident that the imaginary part 
of the refractive index dominates the sharpness of the resonances. It 
is evident that in the case of metals whose ratio n./n is large, the r 
pole must lie close to the real axis. Although no attempt was made to 
characterize this behaviour by actually calculating the pole position, 
one can still gain some understanding of these phenomena by using, as 
a first approximation, the dispersion relation appropriate to plane 
surfaces (and hence the first order perturbation theory). 
The absorption in the zeroth order, shown in figures (3.3.3-4) 
corresponds to the passing off of the (+1) th order of diffraction. 
Thus, according to the plane interface dispersion relation, the reson-
ance minimum should be centred on 
	
sin 0 i 	- = Re( 1 + 	' 	CT • 
In the case of ni >> nr , it may be shown that 
n2 + 	n2 + 1/2 n 
4 i+ [1+ 
r 	4./. [ r 	r . 
 
e 2 2 ' n . n. 	n. 1 1 
Although this representation is incapable of exactly predicting the 
position of the resonance, it does, nevertheless, produce reasonable 
qualitative agreement with the data. For a constant value of n r , the 
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-3 pole approaches the real axis as n i , thereby explaining the marked 
decreaseinbandwidthasti.becomes large. Furthermore, the pole 
1 moves back towards the Wood anomaly as — . For the curves correspond- 2 nl 
ing to a constant value of n i , a slower decrease in plasnon bandwidth as 
nr tends to zero is observed. This is evidenced by the term n r (n
2 + 1/2)  r 
which also explains the slowness of the resonance in its move back to the 
Wood anomaly. 
In summary, it must be clear that the rigorous diffraction theories 
have far surpassed the perturbation treatments, as far as predicting and 
understanding the nature of grating anomalies is concerned. However, it 
must be stated that our understanding is still very incomplete in that 
the original problem has only been transformed into another problem whose 
solution is more easily interpreted. Not until such time as the pole and 
zero trajectories can be predicted analytically (rather than numerically) 
will it be possible to achieve full insight into the nature of grating 
absorption features. 
3.4 GROOVE DEPTH DETERMINATION OF SINUSOIDAL PROFILE GRATINGS USING  
A LASER  
This section discusses a new experimental application of the finite 
conductivity theories. These investigations were conducted in collabor-
ation with Dr. Ian Wilson of the University of Tasmania and have been re-
ported in a paper published by "Applied Optics". 
3.4.1 Introductory comments  
In 1967, Labeyrie [3.18] in France and Rudolph and Schmahl [3.19] 
in Germany demonstrated the feasibility of making useful diffracting 
3.21 
structures in photoresist. Of particular interest are the plane diff-
raction gratings and the various types of focusing gratings that have 
evolved following the work of these early researchers. Notable ad-
vances in fabrication techniques have been made in the past few years, 
especially by M. C. Hutley, National Physical Laboratory, England, 
Rudolph and Schmahl, GOttingen Solar Observatory, F.D.R and workers 
at Jobin-Yvon, France. It is now possible to make photoresist or holo-
graphic gratings with spectroscopic properties comparable with and in 
some cases superior to those of the best ruled gratings. 
Such advances in the development work on holographic gratings have 
been accompanied by an equally rapid evolution in the theoretical re-
search. Thus, there has been considerable incentive and scope for using 
the recently developed grating theories to guide experimental physicists 
in their choice of exposure parameters that will yield gratings of high 
spectral performance. In 1970, Maystre and Petit [3.20] used the rigor-
ous infinite conductivity theory of Pavageau and Bousquet [3.21] to 
investigate numerically the efficiency characteristics of plane 
reflection gratings made in a logarithmic negative photoresist. Their 
work was followed by a contribution from McPhedran et al. [3.22] con-
cerning the blaze optimization of holographic gratings having sinusoidal 
groove shapes. From this study, it was established that high spectral 
performance is critically dependent on the depth of the sinusoidal pro-
files. Further investigations [3.23, 3.24] using the finite conduct-
ivity theory of Maystre [3.4] confirmed the validity of the optimum 
groove depths predicted in earlier infinite conductivity theory 
investigations. 
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Many applications in which diffracting structures are used do 
not necessarily require the high spectral performance sought after by 
designers of fast grating instruments. One such application, which 
is rapidly increasing in importance, is the use of the grating coupler 
in the field of integrated optics. Already, experimental and theor-
etical studies have indicated the importance of having a precise 
knowledge of the groove depth of the diffracting structure forming the 
grating coupler. 
In the past, the groove profile of diffraction gratings has been 
established using delicate and time-consuming electron-microscope 
techniques. The electron-microscope has the resolution and the depth 
of field required to evaluate groove profiles, but its usefulness de-
pends entirely on the proper presentation of the specimens. PrOger 
[3.25] appears to have made the first extensive use of the electron 
microscope to measure grating groove shapes. Further notable advances 
were made in 1965 by Anderson et al [3.26] who used a technique em-
ploying the evaporation of platinum past an asbestos whisker lying 
across the grooves. The resulting shadow cast by the whisker could then 
be used to determine the groove shape with some success. The most 
accurate groove determinations have been made using techniques similar 
to those described by Bennett [3.27]. This method employs a thin 
replica section at the grating surface bent over a pin so that the 
grooves may be viewed in silhouette. Care must be taken when using this 
method to select a groove that is representative of the grating and free 
from distortions introduced by preparation of the sample. 
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A technique that circumvents many drawbacks of electron-micro-
scope groove profile determination employs a Rank Precision Industries 
Talystep. The Talystep has been used to advantage by Verrill [3.28, 
3.29] and Hutley [3.30] to determine the groove shape of both ruled 
and holographic gratings. The principle of operation of this device 
is easily understood. A diamond stylus is drawn across the surface of 
the groove, and its vertical movement is converted to an electrical 
signal using a sensitive electromechanical transducer. The output may 
then be amplified and displayed on a chart recorder. A groove profile 
of a 1200 mm-1 grating may be measured using the Talystep in a matter 
of minutes. 
The electron-microscope and Talystep techniques can be usefully 
employed for groove profile determination. However, another technique 
suggested by Beesley and Castledine [3.31] may be more attractive. 
They suggested that by measuring the diffracted efficiency of a sinu-
soidal groove grating and comparing this value with theory, it should 
be possible to estimate the groove depth. The concept is soundly based 
except that Beesley and Castledine attempted to implement the idea using 
the scalar optics theory of Kogelnik [3.32]. 
3.4.2 Laser determination of groove depth - Sinusoidal grooves  
In our laboratory, Beesley and Castledine's approach has been 
explored using a gas laser, in a very simple experimental arrangement, 
coupled with a facility for computing grating efficiencies using a rig-
orous finite conductivity theory. Rather than an electron beam or 
mechanical probe, this technique involves the use of the electromagnetic 
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theory and a laser to determine the groove depth of a reflection grating. 
In this section, the potential use of the method to the important group 
of reflection gratings having sinusoidal grooves will be discussed. The 
gratings considered are coated with evaporated aluminium of complex re-
fractive index as measured by Hunter [3.33] and have groove frequencies 
of 1200mm-1 and 1800mm-1 • The electromagnetic theory used is the 
rigorous formalism of Maystre and the results presented here, obtained 
from our implementation of his theory, have been estimated to be 
accurate to ± 2%. 
The essence of the gas laser technique for measuring groove depths 
is the use of the laser and a suitable detector to measure the diffracted 
efficiency at certain angles of incidence in the two fundamental planes 
of polarization, and compare these measured efficiencies with those ob-
tained numerically. With the judicious choice of both the angle of 
incidence and the wavelength of the laser, it is possible to measure 
the diffracted efficiency under circumstances that are very sensitive to 
changes in groove depth. Natural choices for the optical arrangements 
in which to execute the efficiency measurements are the Littrow and normal 
incidence configurations. Both of these arrangements are ideally suited 
to the purpose since they can be achieved with ease, experimentally. In 
the Littrow arrangement, the first order beam is diffracted back along 
the path of the incident laser beam. In the normal incidence case, the 
zero order beam is similarly diffracted back along the path of the in-
cident beam. If the distance between the laser and the grating under 
test is sufficiently large, both the Littrow and normal incidence con-
figurations may be realized to a high degree of precision. 
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Having decided upon the optical configuration to be employed for 
the efficiency testing, it is now necessary to select a test wavelength 
for which the Littrow and normal incidence efficiencies are very sen-
sitive to changes in groove depth. Initially, it was hoped that the 
0.6328pm He-Ne laser line would be suitable for testing optical gratings. 
However, the numerical studies indicated that for sinusoidal groove 
gratings the most sensitive normalized wavelength (Aid) range is 
0.70 	Aid 5. 0.85. This means that the He-Ne laser line is only useful 
for testing gratings with groove frequencies near 1200mm-1 . For groove 
frequencies in the vicinity of 1800mm -1 it was necessary to choose the 
0.4579vm argon ion laser line. 
With the optical configuration and efficiency testing wavelength 
established, all that is necessary is to now measure the zeroth order 
efficiency, E(0), in P and S polarized light for the case when one of 
the first orders is in a Littrow configuration. As a double check, 
similar efficiency measurements are made on one of the first order 
- diffracted beams, E(-1), while normal incidence of the laser beam 
prevails. These efficiency measurements are then compared with the 
numerical results of the next section to yield the grating groove depth, h. 
The whole experimental procedure takes only a matter of minutes to 
perform. In our laboratory, a Spectra Physics Model 404 laser power 
meter with digital readout is used to measure the absolute efficiencies 
of the zero and first order beams. It is usually necessary to have some 
control over the incident laser power, a problem which is easily solved 
using a variable beam splitter. In order to rotate the plane of polar-
ization of the laser beam, a 1/2 A plate followed by a polaroid filter is 
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used. Commercially available polarization rotators or Kerr cells could 
serve equally well. Using such apparatus, it is estimated that the 
experimental efficiencies can be measured to within ± 1%. 
-1 	-1 3.4.3 Numerical results for 1200mm and 1800mm sinusoidal  
groove gratings  
Examples of the numerical results obtained using our computer pro-
gram are shown in figures (3.4.1-2). In figure (3.4.1) is shown the 
absolute efficiency of the order zero as a function of the angle of 
incidence (5.) for the two fundamental planes of polarization and for 
various groove depths (h). The important angle of incidence occurs 
when 0. = e t = 24.3o . This is the Littrow angle for the (-1) th order, 
occurring where efficiencies are varying rapidly with groove depth. 
Similarly in figure (3.4.2) the efficiency changes with groove depth for 
the order - 1 are depicted. In this figure, the important angle of in-
cidence is e i = oo , corresponding to rapid changes in the efficiency of 
the zeroth order. 
The behaviour of the absolute efficiency with groove depth at 
these two important angles of incidence are conveniently summarized in 
figure (3.4.3). For the 1200mm -1 sinusoidal groove grating, the numer-
ical results are similar to those just presented for the 1800mm -1 
grating. For this reason, only the results pertinent to the final step 
in the groove depth determination are shown in figure (3.4.4). (It 
should be remembered that these results are for an efficiency testing 
wavelength of 0.6328pm.) 
When the grating grooves are sufficiently distorted away from the 
sinusoidal profile, one would expect the form of the diffracted field to 
E(0) 
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Figure 3.4.1 	Zero order efficiencies as a function of the angle 
ofincidencee.for various groove depths h. The 
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reflect this change. This has indeed been found to be the case as 
shown by Wilson et al [3.34]. It would be useful to make some assess-
ment of the error incurred in assuming a perfect sinusoidal groove 
geometry when some degree of distortion is present. Unfortunately it 
is difficult to quantify this effect because of the variety of groove 
distortions that may be possible. However, for the type of photoresist 
distortion described in reference [3.34] it is only for low pre-exposures 
(0-100 mJ/cm2) and hence moderate to high groove distortions that appre-
ciable departures from the results for perfect sinusoidal grooves occur. 
It is just these departures which may alert the experimenter to the 
presence of some degree of groove distortion. When significant groove 
distortion is present, it is necessary to examine in detail the extended 
features of the efficiency curve in order to determine the groove depth. 
Numerical results for distorted sinusoidal profile can be found in 
reference [3.35]. 
3.4.4 Concluding Remarks  
In the previous discussion, the usefulness of the rigorous electro-
magnetic theories in guiding experimenters towards the attainment of a 
desired groove depth has been demonstrated. Although this section has 
dealt only with the case of sinusoidal groove profiles, the entire 
method suggests itself as a viable alternative to the Talystep and 
electron-microscope for the solution of a wide range of practical problems. 
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CHAPTER 4 
A NEW FORMALISM FOR TRANSMISSION GRATINGS 
This chapter is based on a research report [4.1] and a paper [4.2] 
of the same title which has been accepted for publication in the journal, 
"Optica Acta". 
4.1 INTRODUCTION  
Prior to 1971, all rigorous diffraction grating theories relied 
upon the assumption that the surface of the structure was perfectly re-
flecting. The inappropriate nature of this assumption for dielectric 
transmission gratings, together with the inadequacy of agreement between 
experiment and infinite conductivity predictions for metallic reflection 
gratings in the visible, necessitated the formulation of new theories 
that take into account the conductivity of the diffracting media. Several 
such theories have been proposed and these fall into two broad categories, 
namely the integral formalisms of Van den Berg [4.3] and Maystre [4.4] 
and the differential formalism of Neviere et al [4.5]. 
The integral method developed by Maystre is intrinsically similar 
to that of Van den Berg yet involves the solution of only one quantity 
which links the two unknowns of the latter formulation. Van den Berg 
also analysed the problems of diffraction by a coated reflection grating 
and by a transmission grating. In each case, however, his method involved 
the solution of two field quantities. 
Numerical implementation of the above theories has concentrated 
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largely upon two problems, the reflection grating and the grating 
coupler. The differential approach of Neviere has attempted to handle 
both but is plagued by numerical difficulties when dealing with highly 
conducting metals and S polarized radiation. 
It is the aim of this chapter to develop an integral formalism 
capable of treating a wide range of structures consisting of a single 
grating surface and a series of plane interference films placed above 
and below it. The formalism may be regarded as applying a 'bridge' 
between the efforts of Van den Berg and Maystre. Its solution involves 
the computation of only one unknown, analogous to the infinite conduct-
ivity surface current density. 
The method has been designed to supply the ability to solve diff-
raction problems in a number of fields with its generality being such 
that it satisfies many of the requirements of grating spectroscopists. 
It has also been used in the field of solar energy research with an 
application of the theory pertinent to this end being presented in the 
following chapter. 
The development of the method forms part of efforts, currently 
underway in Australia and France, designed at providing formulations 
which can deal with the most general grating structures capable of 
manufacture. In this context, D: Maystre [4.6] in Marseille has re-
cently developed a theory of even greater generality than that dis-
cussed in this chapter. His formalism is capable of solving the 
diffraction problem involving a multiple-profile grating. 
Also discussed in this chapter are four theoretical tests which 
have been used to verify the formalism and its associated computer 
4.3 
program. A review of the concepts of energy conservation, and recip-
rocity is presented together with a discussion of the a priori agree-
ment of the grating formalism and Fresnel's Laws in the case of zero 
groove depth. Particular reference is made to the derivation of a new 
constraint relating the phases and efficiencies of the propagating 
orders excited when a lossless symmetric transmission grating is oper- 
ated in a first order Littrow mount. Some sample numerical results, from 
all of the above tests, supporting the theory are also given. 
4.2 CONCEPTS OF THE METHOD  
Consider the diffraction of a plane wave by a grating depicted in 
figure (4.1a). The problem which has been solved differs from Maystre's 
original work due to the presence of the two plane surfaces S u and S. 
These, together with the profile r, give rise to an upward and downward 
going series of plane waves in media D1 and D2 . In D1 , r represents the 
source of upward going waves and S u the source of downward going waves. 
Naturally in D2 , r and St have the reverse roles. 
It should be noted that the upward going field, 0 2 , in D2 is in-
cident upon the grating surface r and hence its plane wave nature is 
preserved within the grooves of r. This essentially constitutes a 
definition of the incident field on the surface r. The total field 
within the groove is defined to be the sum of 0 2 and a second field 
02 where 0 2 can be represented as a sum of outward-going plane waves 
beneath the lowest point of r. However, it cannot be represented as a 
plane wave expansion with constant coefficients within the grooves of r. 
This is the Rayleigh approximation which has been the subject of 
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Figure 4.1a The geometry of the diffracting arrangement. 
Also shown is the notation used in the theoretical analysis. 
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controversy [4.7, 4.8] for many years. 
The application of boundary conditions at the plane interface St 
enables the derivation of a simple reflection relation linking the two 
sets of Rayleigh coefficients {(1)2,n} and {4)- 2,n1•  The downward (or 
outward) going plane wave coefficients can be expressed in terms of 
field quantities associated with r and thus the field within D 2 can be 
given as a function of the field and its normal derivative immediately 
beneath r. With the aid of the Kirchhoff-Helmholtz formula, this field 
can be thought of as originating from some fictitious surface current, E. 
Using this quantity, both the field and its normal derivative just be-
neath r can be derived. 
Similarly in the region D i , the total field can be expressed as 
an expansion of upward and downward going waves. By considering the re-
flection and transmission of plane waves at the boundary S u , it is poss-
ibletoWiteallexpressionforthefieldirl Di as a function of the 
field quantities, again expressible in terms of E, associated with the 
upper side of the interface r. Finally by utilizing field continuity 
at r, a single Fredholm integral equation of the first kind in the 
variable E is obtained. 
Generalization of the structure to allow for a series of plane 
interference layers, placed both above and below the basic structure, is 
easily accomplished by applying a transmission line analysis to relate 
the plane wave coefficients in D i and D2 to the reflected and trans-
mitted amplitudes in the semi-infinite outer media. 
4.3 THE THEORETICAL FORMALISM  
4.3.1 Notation  
The problem to be solved concerns the diffraction of a P polarized 
monochromatic plane wave of (free space) wavelength X = 27/k0 incident 
at some angle 0 on the structure of period d = 27/K shown in figure 
(4.1a). The interfaces of S u , F and S t define four regions having re-
fractive indices r0'rr2 and r3 in the domains D0'DD2 and D3 respect-
ively. (The refractive index of region Do is chosen to be unity i.e. 
that of free space.) The surface r is defined by the periodic function 
y= f( ), where f(x+d) = f(x). 
The incident field is defined by 
Ei 	z = exp[i(a0  x - xoy)] 
	 (4.3.1) 
where a = k0  sine 0  
and xo = k0  cos0 . 
The total electric field E has the same polarization as the incid-
ent field and must obey the following Helmholtz equations: 
(V2+k2) E(P ) = 0 	for 	Pi e Di 
	(4.3.2) 
where ki = kOri 	for i = 0,1,2 or 3. 
Both the tangential components of E and H are continuous across 
all interfaces and since the media are assumed to be non-magnetic 
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(i.e. pi = po VLi), it follows that the field quantity, E, and its 
normal derivative, DE/On, are continuous across all surfaces. Further-
more, the diffracted field, Ed , must obey the condition of outgoing 
waves as 1371 + co . 
The choice of the particular polarization enables any vector de-
pendence in the equations to be removed. In D 0  the scalar field 
representing the entire electric field is given by the following Rayleigh 
expansion: 
co 
(0(x,y) = exp[i(aox - xoy)] + E 	f exp[i(anx + xny)] 	(4.3.3) 
n=-oo 
for 0 y 	CO 
where an 
	
+ nK 
and xn = ko - an . 
Only those waves for which Im() n) = 0 are propagating (i.e. non-evanescent) 
with the angle of diffraction On given by 
sin On = an/k0 . 
	 (4.3.4) 
In a similar manner, the grating field 0 1 , in medium D1 can be 
written as an expansion of waves travelling in both the positive and 
negative y-directions. For the region y 	y 0, 0 can be expressed max 1 
as a Rayleigh expansion: 
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= 	. (P1 )  1 1 (4.3.5) 
CO 
where 4. (x,y) 	=E 	(I)1,n exp[i(anx + rny)] 
4)1 (x , Y) 
co 
E 	( 1 1)- 	exp[i(anx - rny)] ,n n=-03 
with 	rn 	= 	k2 - a2 . 1 
In the region D 2 , for which h 5 y 	 min'  the grating field 	is 
given by the following Rayleigh expansion: 
(Pg (P ) 2 2 = 4 (1'2 )  (4.3.6) 
00 
where 0+ ' 	2(x y) 
+ E 	exp[i(anx + nn  y)] 2 ,n n=-00 
CO 
E 0 	exp[i(anx nay)] 
and nn 	=%cr.r- c112.. 2 	n 
Finally, in region D 3 (y h) the scalar transmitted field is 
specified by 
00 
4)t (1)3 ) 	E 	(1)
t exp[i(anx - ny)] n=-40 n 
where 	Sn 	= V/74777-2- . 3 
(4.3.7) 
n= ""4" 
and TE 1,n 
4.3.2 Reflection and transmission at plane boundaries  
At the interface at y= 0, field continuity states that 
1(x,0) 	= 	 (x,0) 
(4.3.8) 
and ay 
From the above Rayleigh expansions it follows that 
,+ 
	
 
' 	
. 6 	(1)r 
411,n n,0 	n 
rn + 	- and 	—xn (4)1,n-(I) 1,n) = - n,0 	(i)n 
whence TE 	.... DE A - (I)  
A r = (TE -1) 6 + +1) 
 
41/1 	1,0 	n,0  
(4.3.9) 
where 
2Xn 
rn xn 
In a similar fashion, continuity of E and 9Enn at the interface 
yields 
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y=0 	@y. y=0- 
n 	
- + expann 	= RE 2,n 02,n exp(-inn 2, 
4.9 
(4.3.10) - andOn exp(-ionh) 	= (R
E +1) 02,n exp(-innh) 2,n 
where 
nn - an  R2n - 	• n + n on 
4.3.3 Choice of an unknown function  
In general, the Rayleigh expansions introduced in section (4.3.1) 
are incapable of representing the diffracted field within the grooves of 
r. Thus it is necessary to choose some function which can accurately 
characterize the form of the diffracted fields everywhere in space. 
Consider a function u(P) defined by 
(i) u(P) = 4(P) if P cD2 
(ii) (V2+k2 u(P) = 0 	if P e D2 
(iii) u(P) 	is everywhere continuous and 
obeys the radiation conditions as 
II 	• 
ic 	(4.3.11) 
Although the continuity of u has been defined, this does not constrain 
its normal derivative to have the same property. In fact, it is the 
absence of such continuity which enables the selection of a unique un-
known whose infinite conductivity analogue is the surface current 
density. 
By choosing a Green's function G 2 (R;R 1 ) obeying the inhomogeneous 
Helmholtz equation 
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(V2+k2 ) G2'  (R-R I ) = 6 c (R;R') 2  
00 
= 6(y-y') E 	5(x-x'-nd) exp(iotond) 
n=-0o 
whose solution is given by 
CO 1 	1 
G2' (R-R') = 	E r1=-00 
- exp[ian (x-x 1 )+inn ly-y'l] n
where R E (x,y) and R' E (x',y') represent arbitrary points in 
space, it follows from Green's theorem that 
ff[G2 (P;M')V
2 u(M 1 ) - u(MI)V2G2 (P;M')] dA' Az 
Du(W) 	DG2 = f[G2 (P;M I ) 	 u(W) - (P;14')] ds' 3n 
ck 	
3nm, M' 
where M' is a point on the contour C s?, and P C A 	That is, 
3u 	3G2 	au 	ac2 ds' + f [G 	u] ds'(4.3.13) 2 Dn' 	Dn' 2 ay' 	Dy' 
The expression for u can be expressed as a sum of a purely upward 
travelling wave field (u+) together with a field of more general form 
(u-) which is defined by: 
u(P) = u+ (P) + u- (P). 
/ and u(P) . E u- exp[i(anx - nn  Y)]n n 
u+(P) = E u+ exp[i(any + nn  y)] 
(4.3.14) 
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In the region y e[h,ymin] these two fields are given by the following 
Rayleigh expansions: 
With these definitions it is easily shown that 
au+ + aG2 
J [G 	u 	ds' 2 3y' 	ay y=h S t 
f i fin+ 
E Um exp[ian(x-x') + nn (y-h)] exp[i(a x' + fl h)] `2id  o m'n 	nn 
n + +u ex p[ian (x-x 1 ) + nn (y-h)] exp[i(amx' + nmh)]} dx' 2id nn m 
= E u+ exp[i(anx + 
Du.+  DG, 
u-r 	dx' . Thus, u4-(P) = f [G2 ay, 	Dye' S t 
In a similar manner, 
3u aG2 
o = f [G2 Dy' 	u --Id dx' . ay St 
i n 
(4.3.15) 
(4.3.16) 
The results of equations (4.3.15) and (4.3.16) are interpreted as mean-
ing that S t is a source of upward-going waves only. 
1 where g2,n exp[ ianx' + innf(x')] • 2idnn 
Green's theorem may also be used to show that 
_ 3u 
- 
ac2 
u(P) = - f [G2 an' 	u----] ds' r 
au + 3G2 and 	0 = f [G2 -57- 	u -57,71-] ds' 
(4.3.17) 
(4.3.18) 
Thus r can be regarded as a source of downward-going waves only. 
Having now identified the sources of the wave-trains u+ and u, the 
addition of (4.3.17) and (4.3.18) yields 
	
3u 	DG2 u(P) = 	f [G2 an' 	u  Dn , 	dsl (4.3.19) 
Now the domain of convergence (h y y ) of the Rayleigh ex- min 
pansion for u+(P) can be extended into the grooves of r by noting that 
it is a wave field incident upon F. (That is, the integrity of its 
plane wave expansion is preserved within the grooves.) 
Hence everywhere in D2 , 
co 
u+(P) = E u+ exp[i(anx + nny)] n=-4= 
where u+ = RE u- exp(- 2i h). 2,n n 	n 
au 	ag2 
n 	I 	2 I - Dn' -2,n 	an u] ds't' Now u -  
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That is, 
u+(P) = - Z RE 
n 2 ' n 
au 	ag2 n 
, 	3n, u] ds' x exp[ianx + inn (y-2h) ]. n an' 
(4.3.20) 
By now adding (4.3.17) and (4.3.20) it follows that 
u(P) = u4- (P) + u(P) 
3u 	3G2 = - f [GE (PW) ' (P;M) u] ds' r 	2 	3n' 	3n 
where 
(4.3.21) 
1 	RE 
GE ' (P.M') = 	
2,n P;M') + --E-2— exp[ian (x-x') + inn (y+f(x 1 ) - 2h)]. 2 	2id 	n n n 
(4.3.22) 
The second element of the kernel G2 has no singularities and thus 
(V2+k2 ) GE ' (P.M') = (V
2+k2 ) G2 ' (P'M') = 6 c 2 2 	2  
By now applying Green's theorem around a contour Cu within the domain D 1 
it may be shown that 
 
au aGE 2 . _ fi [GEv2u 	E f [GE 	— 	u] ds' 	- V2  G u] dik' 
	
2 an' 	an' 2 	2 C 	 A 
U u 
= 0. 
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The pseudo-periodicity of the electromagnetic field causes cancell-
ation of contributions to the line integral (around C u) from the vertical 
segments of Cu and so 
au 	3GE 
	
3u 	DGE 2 f [GE Dn'2 u] ds' = f [GE 	' 	—j -u] dx' . 2 	an' 	2 ay Dy Su r+ 
(4.3.23) 
2 Since the function u(Q) obeys (V2  +k2) u(Q) = 0, V Q V D2 , it follows 
that there are no field boundaries or discontinuities outside D 2' Thus 
in the region y e[Ymax'°]'  u may be expanded in terms of an outward- 
going plane wave field. Evaluation of G E along the contour S u shows that 2 
this kernel is a generator of upward-going plane wave terms. Some easy 
manipulation shows that the right hand side of (4.3.23) reduces to zero, 
and thus 
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3u 	@GE E 	2 0 = f [G ' 	u] ds' . 2 an 3n' r+ 
Now adding equation (4.3.24) to equation (4.3.21) gives 
Du 1 	.au 	3G2 U(P) = f [5 (T r; 
	
)- 	(ul r - ul r )1 ds' . 
- - 
As u, by definition, is everywhere continuous, then 
u(P) = f GE (P;M') C(M') ds' • 2 
au 	au 
where 	M') = 	Dn'I U r_ 	• 
(4.3.24) 
(4.3.25) 
This quantity, C, is to be used as the fundamental unknown. 
In particular, for a point M = (x,f(x)) on F 
u(M) = 41(M) = f GE
'
(M-M') 	ds' . 2  (4.3.26) 
In calculating the normal derivative of 41 on r, it must be noted that 
341 	bu 
= an Ir 	an r 
However, as n.Vu is a discontinuous function, 
[ 	
+ 	aul 	rt.\ n(M) . Vu(M) = ½ aul 	.'u ., I.- an F 3nIF+ = anIF 	' '-'‘I'll • ... 
aci)g 2 Thus 	1 = - lg(M) + 	n_ • VG(1.104 1 ) E(M') ds'. an IF r ' (4.3.27) 
4.3.4 The redundancy of one of Van den Berg's two coupled integral  
equations  
In Van den Berg's original formulation [4.3] of the diffraction 
problem, he sought to solve for two fundamental unknowns E and DE/an at 
the grating surface. His choice of two unknowns necessitated the sol-
ution of a pair of coupled integral equations, thereby complicating the 
numerical implementation of the formalism. The analysis presented in the 
previous section has, however, coupled these two field quantities in 
terms of a more fundamental unknown 	Thus, it is the aim of this 
section to demonstrate that such coupling makes redundant one of Van den 
Berg's two integral equations. 	By returning to equation (4.3.21) of the 
previous section, it follows that for some point M on F: 
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aGE 
	
1/24(M) = _ f E GE. 	2 	2 rm m\ g 1_ 2(mm,) ' 	' an y 	an y • —; l “ 	q52 ] ds' . (4.3.28) 
Now substituting expressions (4.3.26) and (4.3.27) in the above equation, 
the right hand side is evaluated as follows: 
R.H.S.= - fiG(M;M') [- Ig(M') + f n_ l .V4(M t ;M") (M") ds m ] 
F 	 r 
- n—M'  .VG
E
2 (14 '.14') f G
E(W.' M") (M") ds"} ds' 2  
E 	GE 
= 1/2 f GE(m;m , ) E(M') ds' - f m") f[G,(m;m )  (M ;IT) 
F 2 	 r "m, 
3GE 2 (M;M' ) GE (M' •' M") 	ds ' ds" an 	2  
The innermost integral of the above expression may be evaluated to be 
zero (using Green's theorem) and thus, 
R.H.S. 	½ f G(M;M') E(M') ds' = L.H.S. 
r 
This demonstrates that all the information contained in the solution 
Dcq 
of (4.3.28) is represented in the expansions of 0 and 	expressed 2 	an 
as functions of E. 
4.3.5 Integral representation for (1) 1 and (P i in D1 
Our mathematical analysis of the problem so far has concentrated 
on expressing the field quantities in the region D2 in terms of a 
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single unknown. It is now necessary to show that medium D i imposes 
a further relation between the field and its normal derivative on n 
+  Consider the upward travelling field 0 1 in the region D1 . From 
Green's theorem, 
+ 
	
3G 	3 
tr + 2 	2 + 	 4)1 jj[01V G 1 - G1V 01 ] dA' = - f [0
+ 	1 G --T] ds' 1 an' 	1 3n A C 
CO 1 where G1 = 2id E 1- exp[ian (x-x') + irn 	. n= 00 n 
Since 0 1 can be represented by an upward going plane wave expansion in 
the region Ymax < 	0' then 
r + @GI 	DO1 
 dx _ s) [4)1 3717. Ttri G1 1  0 
30 3G
1 4:F-1 1 and thus 	0+(Q) = f r Lan, , - an , yi j ds' . 1 	r+ 
In a similar manner, 
ao- 	3G1 - 1 0 = f F- '-- G - 	, 0 ] ds' . an 1 	3n 1 
(4.3.29) 
(4.3.30) 
The addition of equations (4.3.29) and (4.3.30) then yields 
+
(Q) = 1 
aol 	aGi g f [ an , G1 - an , 0 1 ] ds' • (4.3.31) 
Equations (4.3.29) and (4.3.30) demonstrate that r is a source of upward-
going waves only. A similar treatment shows S u to be a source of 
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i 
+ downward-going waves. Thus a plane wave expansion for 6 1 s valid 
only in the region ymax y 0, whereas 6 1 , a .field approaching F, 
can be represented adequately by a Rayleigh expansion at all points 
within Au . 
Expressing this in a more rigorous manner, it can be readily 
seen that Gl (Q;M') is a generator of upward-going plane waves in the 
region y 6[Ymax'°]. That is, 
Gl (Q;M') = E gl n exp[i(anx + ray)] 
n 	' 
1  where g 1,n - 2idF 	exp(-ianx' - iFnf(x')). n 
This enables 6 1 to be expressed in terms of the following Rayleigh 
expansion: 
6+ (Q) 	= E 6+ exp[i(anx + Fny)] 1 n 1,n 
a6g 	ag 
f r 1 _ g Ai where 6+ ds' . .1,n 	L an' g l,n 	Dn' r+ 
 
(4.3.32) 
 
4.3.6 Derivation of an integral equation  
In the previous section, it was shown that 
4+ aG1 + 1 Q) = 	[G — --T 	ds 
(P 1 ( 1 an' 	an 	1 r+ 
for a point Q completely enclosed within Dl . Should Q tend to M, a 
point on the surface r+' then 
+ 
4 DG 
	
, + 	1 	1 	+ 
I 0 (M) = f [G 1 (M;M') TITT CM') an , (m ; mt) 0 1 (W)] ds' 
 
1 
. F+ 
(4.3.33) 
where the multiplicative factor of "li n is a consequence of the singul-
arity of the Green's function G 1 being half-enclosed within the domain 
of integration, A. Similarly, it may be shown that 
- 30 - 	1 	- 	1 - 1/20 (m) = 	F--- G (M.' M') - 	" 14 0 --- 04-')] ds' 1 311' 	1 1 DTI  
+ 
(4.3.34) 
By now adding equations (4.3.33) and (4.3.34), it follows that 
41 - (m) 1/20T(M) - f 	Gi (m;11') - 	1 (M;M')] ds' 	(4.3.35) 0-1 
r+ 
The field 0 1 is incident upon r and as stated earlier its Rayleigh 
expansion in the region y 6[Ymax'°]  is preserved within the grooves of F. 
A consequence of this is the close resemblance of equation (4.3.35) to 
•the infinite conductivity formalism of Pavageau and Bousquet [4.9] with 
- the quantity 1 being a measure of the effective plane wave field 
incident upon the grating profile. 
Now, 0-1 (M) = E 01 	exp[i(anx - Fu f(x))] 
n 	' 
= E (TE 6 	+ RE 0+ ) exp[i(ax - r f(x))] 1,0 n,0 	1,n 1,n 	n 	n  
(4.3.36) 
4.19 
As before, it must be stressed that the Rayleigh coefficients 
4.20 
are meaningful only in the space y 	(Ymax'°]' 
By now substituting equations (4.3.32) and (4.3-.36) into expression 
(4.3.35), the following integral equation is derived: 
aGE aq't v g 	1
•
1/20T(M) - f F5-1;t c(m;14') - I an' (M;Mt)] ds' r+ 
= TE 0 exp[i(a x - F0  f(x))] 1,  (4.3.37a) 
where 
1 - 1, n GE (M;M e ) = G
1 
 (M;M') + 2id 	F 	exp[ian x-x') - irn (f(x)) + f(x'))]. 1  n n 
Clearly, equation (4.3.37a) links the two field unknowns 4(14') and 
a0T(M')/an'. Application of the boundary conditions appropriate to this 
state of polarization 
otool r+ = o (m)I r 
a0g 
and a (1! 14) 1 anl (M) I 	( r+ r_ 
and substitution of expressions (4.3.26) and (4.3.27) into equation 
(4.3.37a) yields the final result, a Fredholm integral equation of the 
first kind. 
(4.3.37b) 
TE (M0e) E(14 1 )ds' = TE 	exp[i(a
o
x - r0  f(x))] 1,0  (4.3.38) 
= 400 
r 
= an 
where T (M;M I ) = ½ GE (M;M') + GE (M;M') - 
	
1 	2 
aG 	DG E
( 	2 „ M') 	1  1'1 ; 14 ; 
 
r M 	( (m ; mn) GE(1,1" ' .1,1 )] ds" 2  onm" 
(4.3.39) 
4.3.7 Reconstruction of the field amplitudes  
Equation (4.3.38) can be solved numerically using a points-matching 
technique in which the unknown function C is sampled over a single period 
by a set of Dirac delta functions (see for example Harrington [4.101). 
The above integral equation can be solved in closed form only for the 
particular case of zero groove depth. Further discussion of this is pre-
sented in section (4.4.4), dealing with Fresnel's Laws. 
Following the numerical solution of equation (4.3.38) for the un-
known C, the field and its normal derivative at the surface F are 
reconstructed using the expressions. 
Og (M) 
2 	= f 	M;M') M') ds' 
G
E a0g D 
and Dn (M)I F 	= - ½(M) +, 	2 	"- (M-M') E(M') ds'. Dn  
2 
r 
Use of the continuity equations 
4.21 
4. 22 
then enables reconstruction of the upward-going Rayleigh coefficients 
{0+ } using the following expression: 1,n 
g, 
I [
aoT 
n 	—±-2-11 g] ds' . are gl,n 	1 F 
The reflected field amplitudes can then be calculated using 
0 r 	= (TE -1) (5 	+ (R+1) 0+ n,0 	1,n 1,0 1,n 
The computation of the transmitted field coefficients also follows using 
a similar procedure. 
4.3.8 Modification of the theory for S polarization  
The above analysis has discussed a method for studying the diff-
raction properties of a structure consisting of a single grating surface 
surrounded by a pair of thin films and used with P polarized radiation. 
In this section, the theory for S polarized incident radiation is out-
lined and the salient differences between the two treatments noted. As 
will easily be seen, such differences only arise due to the different 
boundary conditions imposed. 
In an analogous manner, scalar wave functions ti) (representing 
magnetic field quantities) are used in place of the functions 0 discussed 
earlier. For this problem, the new unknown E is given by 
aud"M) 	-a-dr+ '5r 	 (4.3.40) 
where u(P) is now defined by 
	(i) 	u(P) = 4(P) 	for P C D2 
(V2+k2 ) u (P) = 0 	otherwise 2 
(iii) 	u(P) 	is everywhere continuous. 
From these definitions 
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GH '(M•M') C(M') ds' 2  
9GH 2 = - 1/2C(M) + f 	(A;M') . C(M') ds' an 
(4.3.41) 
and (4.3.42) 
    
where 
RH 
GH(m;mt) = G2 (M;14') + 
	2 , n 
n (x-x') + inn (f(x)+f(x')-2h)] 2 	2id 	n n n 
and 
r2 2 
n 
2,n 	r2 2 
nn 	(17;) n 
(4.3.43a) 
(4.3.43b) 
The S polarization analogue of equation (4.3.37a) is 
DGH 30 
1/2 0(M) - f 	GH(M;M') - 0(M') 	(14.14')] ds' 1 	an 	1 	1 	ki" r+ 
= T1,0 exp[i(a0x - Fo f(x))] 	(4.3.44a) 
where 
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RH H (M;14 1 ) = 	1 n G 1 (M;M') + E  2idr exp[ian (x-x') - irn (f(x) + f(x'))](4.3.44b) 1 nn 
2 rn - r l Xn and RH 1,n 	2 
rn rl Xn 
2xn  with TH 1,n Xn r /r2 n 1 
Application of the S polarization boundary conditions at r, 
q)g(m) 
1 aq)g 	aqi = 11) (m) I 	and 	(M) I r 2 	r (m) I r 
enables the analogue of equation (4.3.39) to be written in the form 
f TH (M;M') (M') ds' = TH 	exp[i(aox - ro f(x))] 1,0 
where 
	
2 	aGH r2 H 	1 H 	H. 	f rl H, 	••• 	2 	.• 	• T (M;M / )= 1g ---,G (M;11') + IgG 2 (M;M') - p-- G (M;M-) - (14- ;M') 2 1 r r  r2 2 
acH 1 - 	(M;M") G (M".' M')] d " onmu 	2  
(4.3.45) 
(4.3.46) 
Equation (4.3.46), a Fredholm integral equation of the first kind, is 
also solved using the points-matching technique. It should be stressed 
that this integral formulation converges equally well for S and P 
polarizations, unlike the differential formalism of Neviere et al [4.5]. 
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4.3.9 Generalization of the theory to accommodate multiple interference  
films both above and below the grating surface  
It is the purpose of this section to generalize the above formalism 
to accommodate the presence of a series of plane interference films placed 
behind the structure illustrated in figure (4.1a). Of course, a similar 
treatment can be applied to a series of films placed in front of the 
same structure. 
Consider the structure depicted in figure (4.1b). The nomenclature 
used is defined as follows: 
(i) a set of (L + 1) media separated by a set of L contours 
(ii) surface m separates media m and (11 + 1); 
(iii) the direction cosine for the n th order plane wave within medium 
m is ym,n . 
The treatment, based on a transmission line analysis, is restricted to 
the case of a P polarized field. (However, it is a relatively trivial 
exercise to convert this treatment to cover the case of an S polarized 
field.) 
Due to the chosen polarization, the appropriate boundary con-
ditions are 
	
(1) 	continuity of the electric field at any interface, and 
(ii) 	continuity of its normal derivative at any interface. 
The wave field in medium Dm may be written as a Rayleigh expansion. 
Do 
 y = 0 
= f (x) 
S2 y = h2 
Sm _i 	
     
Y = hm-1 
y = hm 
y - hm+1 
    
    
    
     
• SL-2 
S L_i 	 
 
Y = hi, -2 
y-11L-1 
 
 
 
DL 
 
Figure 4.1b The geometry of the multi-layer structure. 
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i.e.! = E[ 0:,n exp(iym,ny) + (1):,n exp(-iym,ny)] exp(ianx) 	(4.3.47) 
The continuity of the field and its normal derivative of the plane sur-
face Sm at height y = hm imply that 
A.+ 	4)- 0+ 	+ m+1,n m,n 	m,n = m+1,n 
(4.3.48) 
ym+1,n + and 0+ - 	= m,n 	m,n 	Ym,n (0m+ 	- 1,n 	(i)m+1,n) 
where m,n 	= m,n exp(iym,n hm) 
0m,n 	=0m,n exp(- iym,n hm) 
6+ A+ rm+1,n = Tm+1,n exP( ilm+1,n hm) 
and 0:41,n 41:+1,n exP(- iYm+1,n hm) 
Hence 0m+i,n = Om+1,n exp[iym+1,n (hm - hm+1)] 
and 0- 	= 0- 	exp[-iy 	(h - h ,)]. m+1,n 	m+1,n 	m+1,n m 	m+1 
With the nomenclature defined above, equation (4.3.48) can be written 
as a matrix equation 
71; = am+1 17m+1 (4.3.49a) 
Rm,n 
x 	
I 
1 	
Pm,n 
1 m,n Rm,n 
(4.3.49c) 
Ym-1,n Ym,n 
where (I)m 	(tt = m,n 
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(4.3.49b) 
m,n 
Ym n and 0J- = 	exp[4. iym,n m m-1 (h-h)] x 
Ym!.-1,n 
with Rm,n 1m-1,n Ym,n 
(4.3.49d) 
and . Pm,n = exp[2iym,n (hm_i - hm)] 
By using this matrix representation, it is then possible to handle 
the cascade of a series of thin films in a particularly elegant manner. 
The upward and downward going plane wave amplitudes at the lower boundary 
of the medium D2 and the penultimate layer, DL1  are related by the 
matrix equation 
= aT 
L-1 
where aT = n a . i=3 
(4.3.50a) 
(4.3.50b) 
Thus the reflection coefficient for plane waves striking the boundary S2 
is given by 
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A.+ 
Y2 n 	[ a RE + a ] T L,n 	12T R 	112,n 
21GT 	22aT 3 
(4.3.51) 
where the numerical subscripts represent matrix co-ordinates. With 
knowledge of this effective reflection coefficient, the solution of the 
diffraction problem then proceeds along the usual lines relying upon 
the solution of the integral equation given by expression (4.3.38). The 
reconstruction of the field quantities in all the plane layers can be 
achieved by performing a calculation which is essentially the "inverse" 
of that described within this section. 
4.4 THEORETICAL PROPERTIES OF TRANSMISSION GRATINGS  
4.4.1 Introduction  
The prime motivation for any investigation into the theoretical 
properties of diffraction gratings must surely be the necessity to have 
physically meaningful tests of the validity of any numerical model. 
Such properties, although having no obvious relevance to the experimenter, 
have proved invaluable to the theoretician in isolating discrepancies in 
their physical models and errors in their associated numerical 
implementation. 
Of course, the most fundamental of these checks must be conser-
vation of energy. Early models such as scalar and Rayleigh theories were 
soon found to be wanting with respect to this fundamental constraint. 
Over the past decade authors such as Petit [4.11] and Van den Berg [4.3] 
have presented clear discussions of this concept and demonstrated that 
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their integral formalisms obey this criterion to high precision. 
Reciprocity, or the concept of inverse return as it is sometimes 
known, must surely follow energy conservation in fundamental physical 
importance. The form of the reciprocity theorem discussed later in 
this section applies only to the specific cases of P and S polarization. 
The concept of reciprocity, pertaining to diffraction gratings, can be 
stated as follows: Consider a plane wave incident upon the grating 
surface. Let the efficiency of the p th order diffracted wave, propag-
ating at angle 0, be p. Should a wave be returned along the same path 
as the pth order wave emerged, then its p th order diffracted wave will 
emerge along the original incident path, also with efficiency p p . 
Contributions by such authors as Uretsky [4.12], Petit [4.13, 4.14] 
and Maystre [4.14] have demonstrated the significance of the reciprocity 
theorem for perfectly conducting gratings. However, it was not until the 
work of Maystre and McPhedran [4.15] that the theorem was shown to be 
valid for finitely conducting reflection gratings. These same authors 
[4.16, 4.17] further generalized the theorem to include the case of two-
dimensional diffracting structures and derived forms applicable to the 
return of both reflected and transmitted orders. Subsequent work by 
Neviere and Vincent [4.18] yielded a form of the reciprocity theorem 
appropriate to singly periodic transmission gratings. The same result 
was derived independently by the author, but during the preparation of 
the manuscript of reference [4.1] the published work of Neviere and 
Vincent appeared in the literature. 
The above two criteria are by far the most important of all the 
physical tests. Thus, in an attempt to meet one of the aims of this 
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thesis, the presentation of an overview of the current theories, these 
concepts are briefly discussed in sections (4.4.2) and (4.4.3). 
However, there are a further two properties which have highlighted 
some early inadequacies of the formalism and its associated numerical 
implementation. The first of these is the a priori agreement of the 
classical diffraction theory with Fresnel's laws when the groove modu-
lation is reduced to zero. The second of these properties relates the 
phases and efficiencies of the reflected and transmitted orders excited 
by a lossless symmetric grating when used in a first order Littrow mount 
between the (-1) and (-2,+1) Wood anomalies. The search for this con-
straint was motivated originally by the need to explain the Tr/2 phase 
difference between the (-1) th and 0th orders for a symmetric, perfectly 
reflecting grating operated in a (-1) th order Littrow configuration. 
These are discussed in sections (4.4.4) and (4.4.5) respectively. 
4.4.2 Energy conservation  
The work presented herein is essentially a review of the method 
used by Van den Berg [4.3]. Consider a lossless grating, as illustrated 
in figure (4.1c), illuminated with S polarized radiation. The nomen-
clature used in this analysis is identical to that prescribed in the 
previous section, with the total magnetic fields in the domains D
0'
DD
2 
rggt and D
3 
represented by * = (I i P +IP ), * *2 and * respectively. 
From Green's theorem, 
urst  fl [0211)* — **v2 11)] dA = 	D[P 1=-T- - *-*  =2A ds an 	an A0. Co  
where Co is the contour bounding the region A o . (Here the asterisk 
3 
/-1.50 11% „ 
• Do 
A, 
• • • 
D3 	 A A 	:C3 ...... 
Nomenclature for sections (4.4.2) and (4.4.3). 
Do 
D, 
Diffracting arrangement for the Reciprocity Theorem (transmission). 
Figure 4.1c. 
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represents complex conjugation.) The integrand of the left hand side 
vanishes as a consequence of the lossless nature of the medium D o . 
{It is interesting to note that this quantity is analogqus to the term 
E.J (where J = aE) in the Poynting theorem and thus represents the ohmic 
loss of electromagnetic energy.} 
Now, since Ao is lossless and IP is a pseudo-periodic field quantity, 
it follows that 
fd a,* 	d 
4' 3y 	J.L] 3y 	dx = 	[IP 	 *- tPic t4-] 1 37.0.1. dx [IV 	 dy 	dy 37=3Tu 
1 
2 ) 
rl o 
a* 
rd . g an g* alPf 
y= dx [4)1 	3y 1 	3y 
(after application of the S polarization boundary conditions at the sur-
face y = 0). 
A further application of Green's theorem to the region Al , (which 
is also assumed to be lossless) bounded by the contour C 1 yields the 
results 
g* 
fd 	34)* 	Dlp 
ii*I 	dx = — 	rib 1 g 41 — lpg* 1 
	
2 -1 	a ] dsn 
Y=Y u r1 r
+ 
13Vg* 	31pg 
= __2 
 f [th 	7.7 * 
2, 
r 	Y2 an 	w! 	-1 d ,- on 	s • 2 r 
— 
The continuous usage of Green's theorem within each layer of the structure 
and application of the S polarization boundary conditions at the inter-
faces separating these layers leads to the final result: 
= 
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t* 	 n,ht 
[ 1P 	4)* 3y 	3y 	dx = 	[4)
t 	- pt • J 
] 	 dx. 	(4.4.1) ay 	dy Y=Yk "Yu 
Now in the regions D o to D3 the fields tf) and tt, t may be expressed in 
terms of the following Rayleigh expansions: 
11)(x,y) = 	E [exp(-ixoy) 6n,0 	41: exp(i)çy)] exp(ianx)1 1(x,y) C D 0 n=-00 
(4.4.2a) 
co 
and 4)t (x,y) = 	E 	exp[i(anx - xny)] V(x,y) C D3 . n=-co 
(4.4.2h) 
(Note that both D0  and D3 are assumed to be free space.) 
These definitions, together with the orthogonality of the plane wave 
basis {exp(ianx)} enable equation (4.4.1) to be reduced to the form 
Xn 
E :T neQ ^0 
2 
= 1 	 (4.3) 
where Si = 	{ nlIm(xn) = 0 }. 
Tables (4.1a) and (4.1b) demonstrate the conservation of energy 
propagating normally to the surface. In these tables the following 
nomenclature has been used: 
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cose n  P 	= cose 	11'n 1 - efficiency of the n
th order 
reflected wave 
cose 
- 	 n I tI2 	
- 
effi ciency of the nth order and p )n n 	cose i 11  transmitted wave. 
4.4.3 Reciprocity - its application to the Transmission grating  
Reciprocity relations are probably the most rigorous test of any 
grating formalism. Let us consider an incident plane wave, I, giving 
rise to a set of reflected and transmitted diffracted waves. Let the 
efficiency of the pth rder wave (in either reflection or transmission) 
propagating at an angle e be p. If a wave I' is now returned along 
the same path as this p th order wave, then its p th order diffracted wave 
will emerge along the original incident path, again with efficiency p p . 
The basic approach presented here was strongly motivated by the 
work of Maystre and McPhedran [4.15]. Although Neviere and Vincent 
[4.18] have published a reciprocity theorem applicable to transmission 
gratings, the method detailed below is entirely the work of the author 
and the investigation was conducted independently of the above study. 
Consider the problem illustrated in figure (4.1c). The incident 
P polarized wave I establishes a field distribution given by the follow-
ing Rayleigh expansions 
(i) 4)0 (P) = exp[i(aox-xoy)] + E 	exp[i(aox + xoy)] for P e Do 
(4.4.4a) 
and (ii) 4 3 (P) = E 4o exp[i(anx - xoy)] for P e D3 . 
	(4.4.4b) 
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If a wave is then returned to the lower plane face of the grating at an 
angle 6 = - 6 '  then its p
th order transmitted wave propagates along P 
the inverse path of the initial incident wave at an angle e i • This sets 
up a diffracted field distribution given by 
clq) (x,y) = E0: ' exp[i(at'ix + 40,37)] 	in 	Do 	 (4.4.5a) 
.andV(x,Y) = exP[i(a t x + X'Y)] + 3 	0 	0 
CO r' On exp[i(a? - 41Y)] in D3 . 
(4.4.5b) 
Now, since el e it follows that a' = - a . 0 
Hence a' = - ap-n and 	= xp_n 
By now applying Green's theorem (in a layer by layer fashion) to the 
entire structure as detailed in section (4.4.2), it may be shown that 
30; , 
[4); aY 	(1)0 W1 1 dx = Y=Yu J A' 43 ao' 3 1 j i n 3y 	(1)3 3y I Y=YE dx. 	(4.4.6) 
On explicitly evaluating this expression using the field quantities 
defined in equations (4.4.4) and (4.4.5), it follows that 
t t X0 Op = Xp t 
T' T and thus p 	= pp , (4.4.7) 
n 61  = -6' n 0' = -6n i 
TABLE 	4.1a 
R (P.11 ) , Pn (P .11:1 ) , 
R Pn 
-2 19.75° +73.86 ° 0.0012 0.0003 0.0007 0.0007 
-1 19.75 ° +18.07° 0.0198 0.0191 0.0482 0.0482 
0 19.75° -19.75° 0.2431 0.2461 0.6623 0.6625 
+1 19.75° -80.38° 0.0028 0.0041 0.0212 0.0213 
Demonstration of the Reciprocity Theorem for the reflected 
and transmitted orders excited by the grating depicted in 
figure 4.2a. Terms denoted by a superscripted ' correspond 
to the orders of diffraction returned as incident waves, and 
are to be compared with the corresponding unprimed 
quantities. p denotes the efficiency of the reflected and 
transmitted orders (n) shown by superscripts (R) and (T) 
respectively. The reflected and transmitted efficiency suns 
were 0.2669 and 0.7324 respectively giving agreement with 
energy conservation to within 0.07%. The above calculations 
were performed with 20 sampling points per period. 
- -y=-06m 
VACUUM 
X = 0-54pm 
RECIPROCITY TEST 
(Transmission) )
r=1•0 
	 y = 0.0pm 
   
r=15 
y = -0 4pm 
r = 2-5 
    
=-1-Opm 
VACUUM r=10 
SINE 
Depth = 0-20pm 
Period = 0-8333pm 
Figure (4.2a) 	The geometrical arrangement for the reciprocity test detailed in table (4.1a). 
TABLE 4.1b  
 
0. = -0' e! = -8 	Pn 	60n 	Pn 1 	n 	1 	n 
-2 19.75° +73.86 ° 0.0108 0.0108 0.0030 
-1 19.75° +18.070  0.0249 0.0256 0.2904 
0 19.75° -19.75 0  0.3281 0.3281 0.1187 
+1 19.75 0  -80.380  0.0282 0.0276 0.1994 
Demonstration of energy conservation of the Reciprocity 
Theorem for the various orders excited by the grating 
depicted in figure (4.2b). The reflected and trans-
mitted efficiency sums were 0.3919 and 0.6115 respect-
ively thereby giving agreement with energy conservation 
to within 0.34%. These calculations were performed using 
30 sampling points per period. 
 =0.54p 
RECIPROCITY TEST 
(Reflection) 
VACUUM 
  
r=1.0 
	 y =0 . 0pm 
    
r = 2.5 
DISTORTED SINE 
Depth= 0.20pm 
Period =0 - 8333pm 
 
y = -0.4pm 
= -0-6pm 
=-0.8pm 
= -1.0pm 
 
r=1.5 
   
r =1.3 
 
VACUUM 
   
r=10 
Figure (4.2b) 	The geometrical arrangement for the reciprocity test detailed in table (4.1b). 
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i.e. the efficiency of the transmitted order p is invariant under the 
conditions of inverse return. The entire formalism has been thoroughly 
tested against reciprocity and excellent agreement has been obtained. 
A summary of the results substantiating these remarks is presented in 
tables (4.1a) and (4.1b). 
4.4.4 Agreement with Fresnel's laws  
Any rigorous formalism for diffraction gratings must be capable of 
1 reproducing the results of Fresnel's laws when the groove depth is re-
duced to zero. 
Consider a P polarized plane wave incident upon the optical flat 
illustrated in figure (4.1d). The structure consists of three separate 
domains D
0' D1  and D2 specified by their optical constants (p0  ,E0  ) 
(u0 ,E1 ) and (p0 ,c2 ). In an attempt to show that Fresnel's laws are a 
"subset" of the general diffraction formalism, the analytic solution of 
the integral equation 
g 8G1 1 E 
11 41(M) - f E IETT G1 (14;14
, 
 ) 	4)1 an' (14;14' )]dS1 r+ 
= TE expEi(a x - r foom 1,0 o o (4.4.8) 
is considered. Since all interfaces are planar, the field can be 
expanded in terms of Rayleigh expansions in all domains. It is now 
the aim of this section to demonstrate that such a structure can excite 
only field expansions containing zeroth order contributions and no 
higher order components. This is a reasonable assertion in view of the 
fact there exists no momentum transfer mechanism for the case of planar 
D2, (y.., caz) 
(Re +R.4) 
OP 
344 
Figure 4.1d 	Fresnel's Laws. 
•■■■ IND MP alb 
CT, 
 
Figure 4.1e 	A first order Littrow ingunt for a left-right symmetric grating. 
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interfaces and thus no coupling between the incident field and the 
dispersive components can occur. 
Now, at the interface y = - s the field can be written in the 
form: 
of = t = E t exp(ianx) 
fl 
and its normal derivative expressed by 
aof aot 
— — E in t exp(iax). 
ay ay n n 	n 
The Green's function G1 and its normal derivative are considerably 
simplified by the assumption of a plane interface at y = - s. In this 
case 
GE = 1 E —1  (1+ 	) exp[ia (x-x')] 1 	2id 	F 	1,n n n 
aGE 	1 1 ^E and - --d- E R1,n exp[ian (x-x')] ay' 
^E where R. 	= 	exp(2irns). 1,n   
Thus, equation (4.4.8) reduces to the form 
(4.4.9) 
(4.4.10) 
4.37 
nn -E 	-E 1/2 E [1 - R + — (1 + R 	)1 (1) t exp[ia(x-x')] = TE 	exp[i(a x + r s)] 1,n 	n 1,0 0 	0 1,n rn n 
i.e. 
 
t01t 12 exp(ia) 
0 	1 + r01r12 exp(2ia) 
(4.4.11) 
—T and= 0 (/)n V n 	0. 
where tol = 2X0 /(X0 	ro ) 
t 12 = 2r gr + n ) o o 	0 
r01 = (X - r )/(x + r ) 
	
o 	o 	o 	o 
r 12 = (ro 	n0)/(r0 	no) 
and 	a= r s. 
Furthermore, 
r01 r12  exp(2ia) 
1 4-  rO1r12 exp(2ia) 
(4.4.12) 
and 4)n 	0 	V n 	O. 
Expressions (4.4.11) and (4.4.12) are the classical forms of Fresnel's 
laws for a slab of thickness s. The program has been checked using this 
criterion and a sample result is presented below. 
The physical data used for the test are summarized as follows: 
PO 
Program results 
Fresnel's laws (P Pol.) 
.9835 
.9835 
.0162 
.0165 
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A = 0.5pm 	8. = 19.75 ° 	s 	= 0.4pm 
0 = 1.0 	r
1 
 = 2.5 r
2 
= 1.0 
Although the comparison of results obtained from the grating theory 
and the predictions of Fresnel's laws does not have the same physical 
significance as reciprocity, the use of such a test has, nevertheless, 
proved to be a valuable tool in the elimination of minor algebraic and 
programming errors. As such, this property should be regarded as an 
initial verification of any grating formalism. 
4.4.5 A phase constraint associated with the Littrow Mount  
The initial investigation into the phase properties of a lossless 
symmetric grating used in a first order Littrow configuration was moti-
vated by the need to explain the n/2 phase difference between the ampli-
tudes of the (-1) th  and 0th orders for a perfectly conducting reflection 
grating. Since then, the analysis has been extended to include all loss-
less transmission gratings. In the case of a first order Littrow con-
figuration with only two orders propagating in both reflection and trans-
mission, the result may be stated as follows: 
 
cos (6
R 
 - 6
R 
 ) 
j,T ,T 
0 	-1  
T 	T 	= 	R R 
	
cos (60 - 6_1 ) P0  p_1  
(4.4.13) 
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where 6 and p denote respectively the phase and efficiency of the various 
orders (denoted by the numerical subscripts) in either reflection or 
transmission (denoted by the superscripts R and T respectively). 
The simplifying assumption, allowing only two orders in propagation, 
is not as restricting as it initially appears. Since the blaze region of 
sinusoidal and quasi-sinusoidal groove profile gratings operated in a 
(-1) th order Littrow mount lies between the (-2,+1) and (-1) Wood anomalies, 
it is felt that this phase constraint is of some relevance. The analysis 
has been generalized to cope with the propagation of more than two orders. 
However, the result is not as analytically elegant as that expressed in 
equation (4.4.13), and for this reason is not included in the current study. 
Consider a plane wave incident upon the structure illustrated in 
figure (4.1e). The field distribution established by the P polarized in-
cident wave is given by 
(i) E(x,y) = E [exp( -ixoy) 61.1,0 	Rn exP(i)çY)] exp(ianx) in Do 
and 
(ii) E(x,y) = E Tn 	a exp[i( nx - xny)] in D3 
where D 3 is now assumed to represent free space. This assumption is made 
in order to constrain the number of propagating reflected and transmitted 
orders to be always identical. Since the grating is being operated in a 
Littrow mount in the (-1) th order, the discrete values of an are specified 
by 
a = - a-1-n = (n + ID K. 
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By now operating the grating in a Littrow mount in the (+1) th 
order, a corresponding wave field given by 
(i) E'(x,Y) = E [exP( -iX T Y) 6 	+ R exp(i)4Y)] exp(ial'ix) in Do 
0 	n ' u 
and 
(ii) E t (x,y) = E Tn exp[i(at'ix - x1;7)] 	in D3 
is established. In this case, the values of al"1 are specified by 
a' 	= (n - 1/2)K = -a s . 
After invoking the left-right symmetry of the optical arrangement, it 
follows that R' = R-n and T' = T-n , and thus the above expressions for 
E' may be rewritten in the form 
(i) E'(x,y) = E (exP(-iXoy) 6n,-1 + 11-1-11 exp(iX_ i_nY)] exp(ianx)in Do 
and 
(ii) E I (x,y) = ET, n exp[i(anx - X_l_nY)] 	in D3 . 
n 
Now by defining the superposition of these two fields in regions D o and 
D3 to be E
T = E + E', a simple application of Green's theorem yields 
ET* 1 [ET aET* T* 3ET T a T* - 3ET I E 	 ay I 	dx = I [E 	E ---] 	dx ay ay 	I 0 	ay 	Y=Y 	0 Y=Y2, 
where the asterisk denotes complex conjugation. (It should be noted that 
the above relation holds only if all media are lossless.) 
Upon explicit integration, the above expression simplifies to the 
form 
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IR0 + R-1 1
2 
+ IT0 + T-1 1
2 
= 1. 
'Since conservation of energy supplies the constraint 
1R01 2 +IR-1 1
2 
+ 1T 1 2 + 1T112 = 1 
equation (4.4.14) reduces to 
Re(R0 R*
-1 
 + T0 T*
-1 
 ) = 0 
cos (6R  - 6R 
 - 
) 	T T 
P P 
 
cos (6T - T  ) R R 	• P 0 	-1 	 0 -1 
or 
(4.4.14) 
(4.4.13) 
The same result has been derived for the orthogonal polarization. 
An important corollary of this result occurs in the case of a grating 
having a perfectly reflecting surface. Under these circumstances the 
result 	= (9.' + ) (for an integer i) may be derived. 
These phase properties have proved themselves invaluable in the 
isolation of errors in both the formalism and the computer program. 
Table (4.2) presents numerical evidence confirming this property. 
Further discussion of such properties is presented in chapters 8 and 9. 
Pol. 	m Aid 4) 1 , ,T ,T wo P-I Po P-1 Po 
R cos0P0-1P- 1 ) R PTP! _ 
	
T ,T , 	RR cos(AD-W-1) 	P0P-1 
P 	20 1.2 165.79 -135.50 89.42 -129.95 .1682 .3732 .0723 .3715 - 	.672 - 	.654 
P 	30 1.2 164.96 -135.61 88.92 -130.32 .1684 .3794 .0722 .3758 - 	.657 - 	.652 
S 	20 1.2 -128.35 - 	18.43 108.59 -171.36 .1231 .1169 .0839 .6749 -1.972 -1.984 
S 	30 1.2 -128.50 - 18.50 108.48 -171.47 .1231 .1167 .0840 .6759 -1.979 -1.988 
P 	20 1.6 - 83.18 -175.64 57.37 143.39 .1076 .5594 .2237 .1098 - 	.618 - 	.637 
P 	30 1.6 - 83.18 -175.34 57.34 143.45 .1074 .5598 .2233 .1096 - 	.633 - 	.638 
S 	20 1.6 133.50 4.91 85.36 161.03 .0070 .1205 .0831 .7191 -2.520 -2.538 
Sk 	30 1.6 133.45 4.91 85.23 160.97 .0771 .1205 .0832 .7191 -2.529 -2.538 
Results for both fundamental polarizations of light confirming the Littrow 
phase property. m denotes the number of sampling points per period. 
The geometry of the optical arrangement is shown in figure (4.3). 
SINE PROFILE 
Depth = 0.18pm 
Period = 1 00pm 
VACUUM 
r=10 
 
FIRST ORDER 
LITTROW 
CONFIGURATION 
A 6 = arcsin (-2d ) 
VACUUM r =1.0 
 
 
y - 0.0pm 
   
DIELECTRIC 	
r = 3.1 
-1 
Figure 4.3 The optical arrangement for the Littrow phase property 
detailed in table (4.2). The high value of the refractive 
index (3.1) was chosen to provide a sufficiently large 
reflected energy component. 
4.5 	CONCLUSIONS  
This chapter has outlined a theoretical formalism which reduces 
a wide range of diffraction grating problems to the solution of a 
single Fredholm integral equation of the first kind. A new phase con- 
straint, appropriate to lossless symmetric gratings operated in a first 
order Littrow configuration, has been derived and has shown itself to be 
a powerful test of the theory. 
The numerical implementation presents no difficulties not already 
circumvented in the solution of previous diffraction problems. A com-
puter program written in FORTRAN IV and operated on Burroughs B6700 
(Hobart) and Control Data Cyber 72 (Sydney) computers has been used to 
verify the accuracy of the method. Its generality is illustrated by 
figure (4.4), which shows the variety of problems which can be solved 
simultaneously by the algorithm. The program is almost as generally 
applicable as that devised by Neviere et al [4.5] but does not en-
counter the same serious numerical difficulties associated with highly 
conducting metals and S polarized radiation. 
In the following chapter, an application of this theory pertinent 
to the field of solar energy research is discussed. The investigation, 
concerning the effects of surface roughening on the selective properties 
of thin film solar absorbers, was instigated at the suggestion of 
Dr. Ross McPhedran and Dr. David McKenzie of the Solar Energy Group of 
the University of Sydney. 
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( 1 ) 	D e, U D, VACUO 
A 
PERFECTLY CONDUCTING REFLECTION GRATING 
( 2 ) 	Do U VACUO 
D2 
FINITELY CONDUCTING REFLECTION GRATING 
VACUO 
D2 
COATED REFLECTION GRATING 
( 4 ) 
DI 
D2 
D.) 	  
01.-1 
MULTI — LAYER TRANSMISSION GRATING 
Figure 4.4 The four diffraction problems solved simultaneously by the program. 
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5.1 
CHAPTER 5 
IMPROVEMENTS IN THE DESIGN OF SOLAR SELECTIVE THIN FILM ABSORBERS 
This chapter is based on a paper which has been accepted for 
publication in the journal, "Optics Communications". The study, 
which was undertaken in collaboration with Mr. Ian Ritchie of the 
Solar Energy Group of the University of Sydney, represents an applic-
ation of the theory presented in the previous chapter. It is a 
pleasure to thank Dr. Ross McPhedran and Dr. David McKenzie for 
suggesting the topic and for their sustained interest and many val-
uable discussions during the course of the investigation. 
5.1 INTRODUCTION  
It has long been recognised that surfaces which selectively absorb 
solar radiation can be made by depositing a stack of thin films upon a 
highly reflecting metal substrate. By an appropriate choice of the 
optical properties and thickness of the film stack, it is possible to 
design a collector absorbing in the wavelength range of 0.2m to 2.0m 
yet transparent to infrared radiation (i.e. having a low thermal 
emittance). In a previous study undertaken by Ritchie [5.1] it has 
been shown that a single layer interference film can produce solar 
absorptance values greater than 90% provided that n < 1.5 and 
0.2 < k < 0.8 (where n and k are the real and imaginary parts of the 
complex refractive index). 
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However as the performance of these absorbers can be degraded 
either by ion diffusion or by poor film adhesion during frequent thermal 
cycling over large temperature ranges, it is imperative that the above 
theoretical constraint be tempered by this more practical consideration 
of selecting materials having a suitable refractory nature. In view of 
this restriction, it may be necessary to use absorbing films having 
less than optimal characteristics. 
Thus it was the aim of these studies to 
(i) determine whether the integrated absorptivity could be improved 
by surface roughening and 
(ii) compare the overall performance of a roughened surface with that 
obtained by grading the refractive index of the absorber, a dis-
cussion of which has already been presented by Ritchie and 
Window [5.1]. 
Although experimental work [5.2] has shown that surface roughening 
produces beneficial results, this study to our knowledge, is the first 
theoretical attempt to understand the effects of the roughening 
parameter. Clapham and Hutley [5.3] in discussing the reduction of lens 
reflection by the "moths-eye" principle postulated that the diminished 
reflection losses of a biperiodic grating structure could be explained 
by the refractive index of the lens material being graded with air 
(thereby more adequately matching the impedances of free space and the 
lens material). This same concept of refractive index grading has been 
adopted by Handa et al [5.4] and Peng and Tamir [5.5] to study the 
properties of dielectric lamellar gratings. Jacobsson and Martensson 
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[5.6] used a similar approach in their work on graded anti-reflection 
coatings. 
Our treatment has utilized a rigorous electromagnetic theory de-
veloped recently (see chapter 4) to consider a single dimensional 
roughening modelled by a sinusoidal grating profile. It has been our 
experience that the effects of surface roughening and refractive index 
grading are markedly different with roughening producing rather local-
ized improvements in absorptivity. By locating these grating absorption 
features at those wavelengths for which the absorptivity produced by 
interference action was lowest, it was possible to raise the overall 
absorptance without significantly affecting the integrated emittance. 
On the other hand, refractive index grading, by minimising re-
flection losses (due to the more adequate matching of the impedances 
of free space and the substrate) tends to smooth the entire absorption 
spectrum thereby removing any deep absorption minima resulting in 
an overall improvement in the integrated absorptance. However, grading 
can produce an undesirable side effect in moving the cut-off wavelength 
further towards the infrared thus increasing the thermal emittance. 
5.2 SURFACE ROUGHENING  
The structure studied consisted of an idealized graphite layer 
deposited on a copper substrate and used in normally incident radiation. 
Due to the absence in the available literature of adequate refractive 
index data for graphite, it was necessary to use the wavelength inde-
pendent value of (1.95 + i 0.34) throughout. Refractive index values 
of copper were taken from the A.I.P. Handbook [5.8]. 
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As has already been mentioned we modelled a single dimensional 
surface roughening using a sinusoidal profile and thus the parameters 
of our study became: 
(i) the mean thickness (0 of the layer, 
(ii) the period (d) of the surface modulation, 
(iii)the choice of roughening either the air-graphite (A-G) interface 
or the graphite-copper (G-C) interface and 
(iv) the depth (h) of the roughening. 
The structures modelled are depicted in figure 5.1. 
5.2.1 The choice of an appropriate graphite layer thickness  
This parameter was chosen with the aim of achieving a good ab-
sorptance value (a) and a good absorptance to emittance ratio (ale) 
(assuming an emitter temperature of 700 K) for the unroughened 
structure. Using the above refractive indices, we surmised that a 
suitable thickness would be 0.12pm. With this value of t the inte-
grated absorptance and integrated emittance were calculated to be 76% 
and 3.5% respectively. As can be seen from table (5.1) and figure (5.2) 
plane structures having a layer thickness of less than 0.12pm have in-
adequate solar absorptance since the cut-off appears at too short a 
wavelength. On the other hand, a layer thickness much in excess of 
0.12pm extends the cut-off wavelength well into the infrared thereby 
contributing to an increased thermal emittance. 
The rather disappointing absorptance value results from the non-
optimal nature of graphite (contributing significantly to rather large 
reflection losses) and also from the presence of a deep absorption 
minimum coinciding with the peak of the solar spectrum. 
GRAPHITE 
GRAPHITE 
COPPER 
A-G ROUGHENING 
AIR 
COPPER 
G-C ROUGHENING 
Figure 5.1 	: 	The geometry of the structure used in modelling A-G 
and G-C roughening. 
TABLE 5.1  
t (pm) a 	(%) ale 
0.05 60.1 35 
0.08 71.0 31 
0.10 74.0 25 
0.12 76.3 20 
0.15 78.7 13 
0.20 81.5 7.4 
0.30 84.4 3.4 
0.40 86.0 2.1 
Variation of absorptance and emittance val-
ues for a uniform graphite film with 
thickness. 
   
2 
3 
 
01 
  
    
     
01 	 1.0 	 10.0 
WAVELENGTH (pm) 
Figure 5.2 	: 	Effect of layer thickness on the absorptance of an 
unroughened uniform film. Shown here are curves for thickness of 
(1) 0.40m (2) 0.20pm 	(3) 0.12pm 
(4) 0.05pm 	(5) 0.00pm (corresponding to the ab- 
sorptivity of a copper substrate). 
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5.2.2 The choice of the scale of roughness  
It was then our objective to improve the general performance by 
eliminating the deleterious absorption minimum. This was achieved by 
using to advantage a grating absorption feature known as a surface 
plasmon, a phenomenon which has long plagued experimental physicists 
using diffraction gratings for spectrographic purposes. A substantial 
review of the study and the history of plasmons has been presented by 
Wheeler et al [5.9]. The very nature of these plasmons (or surface 
plasma oscillations) which are excited on the long wavelength side of 
Wood anomalies is determined by the shape of the roughened surface and 
also the optical properties of the various media surrounding the 
interface. The excitation of a plasmon always represents an additional 
loss or absorption mechanism and often they manifest themselves as deep 
and relatively sharp absorption bands (in the case of metallic reflection 
gratings). 
Thus, to excite a surface plasmon centred on the absorption 
minimum at approximately 0.6pm, it was necessary to station a Wood 
anomaly at a wavelength of 0.5pm. In the case of normally incident 
radiation this resulted in the grating period being chosen to be 0.5pm. 
5.2.3 The effects of surface roughening  
The results of our studies for both roughened A-G and G-C inter= 
faces are presented in figures (5.3) and (5.4) and table (5.2). Perhaps 
the most striking feature of these graphs is the polarization independ-
ent behaviour exhibited by shallow gratings (h < .1pm). This is taken 
to mean that the values of a and e obtained for this one dimensional 
roughening give a good indication as to the values which could be 
01 	 1.0 
	
10.0 
WAVELENGTH (pm) 
Figure 5.3a : 	Variation of absorptance(in S polarized light) 
with groove depth for A-G roughening characterized by a groove period 
of 0.50m and a mean thickness of 0.12pm. Depicted are curves for 
groove depths of 
(1) 0.20um 	(2) 0.15pm 	(3) 0.10pm 
(4) 0.08m (5) 0.05pm 
01 	 1.0 
WAVELENGTH (pm) 
Figure 5.3b : 	Variation of absorptance (in P polarized light) 
with groove depth for A-G roughening characterized by a groove period 
of 0.50pm and a mean thickness of 0.12pm. 	Depicted are curves for 
groove depths of 
(1) 0.20pm 	(2) 0.15pm 	(3) 0.10pm 
(4) 0.08pm (5) 0.05pm 
10.0 
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Figure 5.4a : 	Variation of absorptance (S polarization curves are 
given) with groove depth for G-C roughening specified by the same 
parameters as for A-G roughening. Presented are curves for depths of 
(3) 0.08pm 	(4) 0.05pm. (1) 0.151= 	(2) 0.10Pm 
1 
3 
4 
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01 	 1.0 10.0 
WAVELENGTH (pm) 
Figure 5.4b : Variation of absorptance (P polarization curves are 
given) with groove depth for G-C roughening specified by the sane 
parameters as for A-G roughening. Presented are curves for depths of 
(3) 0.08pm 	(4) 0.05pm (1) 0.15m 	(2) 0.10pm 
TABLE 5.2  
Roughening Type h (Pm) a 	(%) e 
A-G 0.00 76.3 3.5 1.58 
II 0.05 75.1 3.8 1.58 
II 0.08 77.2 3.8 1.57 
II 0.10 81.8 3.9 1.56 
1, 0.15 83.0 4.1 1.54 
It 0.20 88.4 6.2 1.54 
G-C 0.00 76.3 3.5 1.58 
It 0.05 81.2 3.8 1.64 
n 0.08 85.4 3.9 1.72 
il 0.10 87.2 4.0 1.74 
11 0.15 87.8 4.4 1.98 
The effect of groove depth on the spectral performance of a roughened 
surface characterized by a mean graphite thickness of 0.12pm and a 
roughness period of 0.5pm. 
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obtained using two-dimensional roughening. In all cases however, the 
S polarization results are a more accurate representation of the actual 
physical phenomena associated with roughening. With any type of 
roughening, the plasmons, which can be excited by any surface irregu-
larity, propagate across the corrugations as is the case with S 
polarized radiation. 
We note that the excitation of plasmons occurs in both P and S 
polarized light. This is to be contrasted with highly conducting 
metals, where only S polarized plasmons are observed. However, our 
results are in accordance with the theoretical studies of Hutley et al 
[5.10] and the experiments of Palmer [5.11] who showed that P polar-
ization diffraction anomalies could be greatly enhanced by overcoating 
the grating with a dielectric material. 
For both A-G and G-C roughening we see a continuous improvement 
in the spectral performance with increasing groove depth. This im-
provement is impaired in the case of G-C roughening only for relatively 
deep grooves (h < 0.15um). In this case the presence of a deep reson-
ance anomaly at a wavelength of approximately 1.0um, enhanced by in-
creasing groove depth, eventually reverses the upward trend in 
absorptance values. This leads us to believe that to achieve good 
performance throughout the entire wavelength range, the field on the 
groove tops should not be considerably stronger than the field in the 
groove troughs. In contrast with the results obtained for A-G rough-
ening, for which improvement is monotonic with increasing groove depth, 
G-C roughening using deep grooves does tend to promote an increased 
relative' field activity on the groove tops due to the attenuation of 
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the incident field in propagating through the graphite to the groove 
troughs. 
Another significant feature of our results occurs for groove 
depths, h < 0.10m. As can be seen from the accompanying graphs and 
tables, the improvement in integrated absorptance with increasing groove 
depth is more gradual for A-G roughening than for G-C roughening. 
Wheeler [5.9] has shown that the probability of plasmon excitation at 
the grating surface is considerably higher if one of the media is metal-
like. For G-C roughening, the copper substrate on the lower side of 
the interface fulfils this criterion and so enhances the chance of 
establishing a plasmon at a given groove depth even though the incident 
field actually reaching the grating surface has been diminished by 
absorption within the graphite. For A-G roughening of the same groove 
depth, the graphite is not sufficiently 'metal-like' to give rise to a 
plasmon of the strength required to counter the presence of the inter-
ference absorption minimum. Thus to create a plasmon whose strength is 
comparable with one obtained using G-C roughening, it is necessary to 
use increased groove depths. 
It is interesting to note that reflection losses for wavelengths 
less than 0.5pm also appear to have been reduced even though additional 
orders of diffraction are available to carry the reflected energy. 
Clapham and Hutley [5.3] argued that the period needed to be sufficiently 
small (d < 0.3m) to disallow any additional modes of energy propagation. 
However, such a choice of period would shift the previously mentioned 
plasmon to shorter wavelengths thereby leaving the primary absorption 
minimum caused by interference action virtually unaffected. 
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The position of the cut-off wavelength, Xc (i.e. the wavelength 
for which a = 50%) is also affected by groove depth. With A-G roughen-
ing, Ac moves only slightly towards shorter wavelengths. However with 
G-C roughening the cut-off wavelength moves towards the 'red' as groove 
depth increases thereby increasing the absorptance but also the thermal 
emit tance. 
We have also investigated the spectral performance of a structure 
with an absorbing layer having an optimal refractive index of 
1.4 + i 0.5 and thickness of 0.179pm. We have achieved some improvement 
with the integrated absorptance being raised from 87% to 90% (using 
'air-absorber' roughening characterized by a period of 0.58pm and a 
depth of 0.2pm). However as the interference action is only very weak, 
the action of the grating in reducing its effects cannot be as dramatic. 
For this reason, we believe that surface roughening of this type 
can be usefully applied only to single layer structures whose absorbing 
medium is of a non-optimal nature. We further stress that although we 
have modelled the roughening with a uniperiodic structure, our results 
give a good indication of the performance obtainable with an arbitrary 
form of roughening. In particular, the S polarization results are 
appropriate since it is possible to establish surface plasmons which 
propagate across the corrugations for any type of roughening. 
5.3 REFRACTIVE INDEX GRADING  
In this section we discuss two different types of refractive index 
matching, involving grading the graphite layer with air and copper 
thereby effectively smoothing the A-G and G-C interfaces. This was done 
r
A
(T) 
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in an attempt to correlate these results with those obtained for A-G 
and G-C roughening respectively. All calculations were performed by 
adjusting the layer thickness and the grading profile so that the 
resultant structure contained an amount of graphite equivalent to a 
uniform film of thickness 0.12pm. 
The grading profile is characterized by a parameter (y) orig-
inally defined by Jacobsson [5.12]. In describing the film grading of 
two materials A and B 
where r
A
(0) = 0
' 
r
B
(T) = 0 and r(t) is the rate of deposition of 
material i at some time t varying linearly with time from t = 0 to 
t = T. Using the same linear mixing theory [5.12], the dielectric 
constant of the composite layer (of thickness 0 at some depth y is 
given by 
CA Y £ 13 c(y) = 
1 - y 
y(c
A 
- e
B
) 
(1-y) [1 - (1-y.2 )y/0 11 
A full description of the grading profiles so obtained is given in a 
recent paper by Ritchie [5.1]. 
Although linear mixing theory is entirely adequate for the case 
of A-G grading [5.1], we note that it may not be rigorously applicable 
to G-C grading. In this case the more rigorous approach adopted by 
McKenzie and McPhedran [5.13, 5.14, 5.15] may be needed. However for 
simplicity the linear mixing theory is used here. 
5.3.1 A-G Grading  
Here y is given by 
rair (°)  
Y - 	(T) • 
Naturally for low values of y the absorption spectrum closely resembles 
that obtained for a uniform film. Figure (5.5) and table (5.3) demon-
strate that as y increases, thereby effectively smoothing the re-
fractive index variation across the A-G interface, the interference 
action becomes weaker and absorptance values rise. However, the 
overall improvement in absorptance, gained by a more adequate matching 
of optical impedances, must be tempered by noting that the film now has 
a decreased infrared reflectance. Thus, on the basis of achieving both 
good absorptance and low emittance values we suggest thaty = 1 is most 
appropriate. 
5.3.2 G-C Grading  
For this type of grading 
rgraphite (0) 
rcopper (T) 
and thus large values of y most closely resemble a uniform layer. As 
y decreases, the movement of the cut-off towards shorter wavelengths 
causes diminished values of the absorptance. Our results, figure (5.6) 
and table (5.31 show the mean refractive index of the layer to be 
dominated by copper, thereby contributing to a substantially curtailed 
absorptance spectrum (which in the limit as y approaches zero tends to 
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	0.1 	 1.0 
	
10.0 
WAVELENGTH (pm) 
Figure 5.5 : 	Effect of the parameter y on the absorptance of an 
A-G graded film. Shown here are curves for the following values of y 
(1) 5.0 	(2) 2.0 	(3) 1.0 	(4) 0.5 	(5) 0.2 
A B
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Figure 5.6 : Variation of absorptance with y for a G-C graded film. 
Curves for the following y are presented 
(1) 5.0 	(2) 2.0 	(3) 1.0 	(4) 0.5 	(5) 0.2 
TABLE 5.3  
Grading Type t (pm) Y a 	(%) Ac (Pn) 
A-G .1477 0.2 78.7 1.65 
n .1888 0.5 81.9 1.75 
n .2586 1.0 85.3 1.87 
n .3994 2.0 87.8 2.10 
n .8247 5.0 89.7 2.45 
G-C .8247 0.2 49.8 0.66 
n .3994 0.5 58.5 0.76 
n .2586 1.0 66.3 0.90 
n .1888 2.0 72.2 1.02 
n .1477 5.0 76.5 1.28 
The effect of the parameter, y, on the spectral performance of a 
graded film containing a mass thickness of 0.12pm of graphite. 
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that of pure copper). However this performance could be improved by 
using an increased mass thickness of graphite to shift the cut-off 
towards longer wavelengths and still maintain the sharp filtering action 
exhibited in the curve for y = 0.2. 
5.4 	CONCLUSIONS  
We have presented evidence of the effectiveness of both roughening 
and refractive index grading in improving the performance of a selective 
surface. Although both techniques are capable of reducing or elimin-
ating undesirable interference features, the mechanisms by which they 
accomplish this objective are entirely dissimilar. 
In the case of surface roughening, the interference action is 
masked effectively by the excitation of surface plasmons, active only 
over restricted wavelength ranges. Results obtained using our relat-
ively simple model lead us to believe that roughening in a random 
fashion to the scale of approximately 0.5pm would effectively remove 
the undesirable interference features. Those wavelengths longer than 
1.5pm are unable to resolve corrugations of this magnitude. The filter-
ing action is thus unaffected and the emittance values substantially 
unaltered. The polarization independent performance exhibited by a 
one-dimensional roughening leads us to believe that the results obtained 
from a two dimensional roughening would not be dissimilar. It is known 
[5.16] that only a very small number of grooves is required before the 
energy properties of a structure become equivalent to those of a grating 
and thus only local regularity of the roughened surface is needed to 
ensure applicability of the results presented here. 
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On the other hand, refractive index grading, by smoothing the 
optical discontinuities between the various media, thus achieves a more 
effective impedance matching than does a uniform film. It improves ab-
sorptance values by eliminating interference action. However, grading 
does effect the entire spectrum (unlike roughening) and tends to shift 
the cut-off towards longer wavelengths resulting in increased 
emittances. Better filtering could be obtained by grading the absorber 
material fairly sharply with the substrate material and using a layer 
thickness substantially greater than those referred to in the previous 
section. However too great a thickness would give rise to bulk 
absorption with a concomitant increase in emittance. 
Although our current study has been restricted to normally in-
cident radiation, work is proceeding, in the case of roughening, to 
examine the effects of hemispherically incident radiation on collector 
performance. Ritchie and Window [5.1] have already shown that results 
obtained for graded films used in off-axis configurations are similar 
to those obtained for on-axis operation except in that the optimum 
layer thickness is somewhat greater. 
In summary, we stress that although both grading and roughening 
have merit in enhancing the spectral performance of a selective surface, 
there can be no universal panacea since the design of any solar 
collector must be governed by the task that it is expected to undertake. 
Experimental work on techniques of producing roughening of selective 
absorbers on the scale defined in this chapter would be valuable. Until 
such work is undertaken, it will not be possible to judge whether sur-
face roughening can make the transition from a theoretically desirable 
feature to one of practical importance. 
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6.1 
CHAPTER 6 
AN INTEGRAL MODAL THEORY FOR BURIED GRATINGS 
6.1 INTRODUCTION  
This chapter concerns itself with the diffraction of a plane 
wave by a triangular profile grating having a right angled apex, 
buried beneath a dielectric layer. The treatment evolved here can 
best be described as being an "integral-modal" formalism i.e. the 
technique relies upon the solution of an integral equation, yet en-
compasses features characteristic of waveguide modal formalisms. 
This problem has already been discussed by both Van den Berg 
[6.1] and the author, using a simplified version of the theory pre-
sented in chapter 4. However, the treatment presented below differs 
fundamentally from the above in that the simple geometry and the 
infinite conductivity of the structure permit the successful use of 
a Green's function which implicitly incorporates both the field 
boundary conditions and the nature of the triangular groove. This 
converts the sampling 'surface from the actual profile to a planar 
surface. 
6.2 THE THEORETICAL TREATMENT  
6.2.1 Notation and plane wave expansions  
ConsideraPpolarizedplanewaveofwavelengthX= 21T/k0 (in 
free space) incident at some angle 0 upon the structure of period 
d = 27/K shown in figure (6.2.1). The incident field is defined by 
VAcuwv\ 
  
Do ()-4,0 
Figure 6.2.1 The geometry of the buried grating. 
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Ei = exp[i(a0  x - XoY)] 
	 (6.2.1) 
where a = k sin 0 	0 
and 	= k0  cos 0. 
In the region D o , the total electric field (1) 0 obeys the 
Helmholtz equation 
(V2+k2 ) 0 (P) = 0 0  
and thus for all points P lying above the plane interface y = 0, the 
field may be expressed in terms of the Rayleigh expansion 
CO 
(00 (x,Y) = exP[i(aox - XoY)] 	E 	(0; exP[i(apx 	XpY)i 	(6.2.2) p. _m 
where a = pK + a 0 
/71---71 and 	= 	k - a . 	if 0 > n I  ct 0 
i /7:7-17 p 	0 if IaI0 	n 
Now, in the region D 1 , bounded by the planes y = 0 and y = -t, 
the total field (I) obeys 1 
(V2 + kJ. ) (01 	' 
2 	0 
where 	= kor, 
r being the refractive index of D1 . As D1 is open-ended in the 
6.3 
x -direction, the field can again be expanded in terms of a Rayleigh 
series, this time involving both upward and downward going wave 
terms 
CO 
i.e. 	(x,Y) = 	E[ 	exP(in Y) + 1,p  exP(-in Y)] exp(ia x) (6.2.3) 1,p  p= 
where 	n = At2 - a2 . 1 	p 
Once again, the branch of the square root is chosen such that the evan-
escent terms are correctly attenuated. 
By using the treatment evolved in chapter 4, it may be shown that 
+ the plane wave coefficients {01,p}and {0- } are related by Fresnel's 1,p 
laws: 
E + i.e. 	01,p = T0p,0 + Rp 01,p 
(6.2.4) 
Or = (To - 1) d 	+ (R_ + 1) 0+ p,0  
where 	RE _ 
n - P -P  
P 	11 	Xp 
and 2X TE = P 	n + X P 	P 
and 
(i) u(P) 	= YP ) if P c D 
2 (ii) (V2  + k ) u = 0 1 elsewhere, 
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6.2.2 Choice of a suitable unknown characterizing the diffraction  
problem  
In accordance with the treatment of chapter 4, a function u is 
introduced where: 
and 
(iii) u is everywhere continuous and obeys the radiation con-
ditions as 1)71 + 00. 
It must be noted that u represents a physical field quantity only 
within region Dl . For all other points in space, it must be taken 
as being a mathematicalabstraction. Of course, this is an obvious 
statement for the case of points lying in D o since, in general, u 
and the physical field, E, do not obey the same Helmholtz equation. 
However, for points inside D2' the abstract nature of the above 
definitions is less clear. This arises from the fact that there is 
no change in the optical properties upon traversing the plane inter-
face r and hence no discontinuous behaviour exhibited by either the 
real field or its normal derivative at F. Hence, one may be led to 
suggest that both u and au/an are continuous across F. However, this 
speculation is quickly quashed after performing an analysis similar 
to that described in chapter 4, where it was shown that u may be 
au 	au expressed as a function of the discontinuity in .5Ti- at F. If 
were continuous across r then u (and hence the physical field) 
would vanish everywhere within D1 , an entirely unreasonable suggestion. 
It thus follows that u must possess a derivative discontinuity on F. 
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This argument may be further pursued by considering the wave 
equations appropriate to both u and the physical field E beneath the 
plane y = -t. Part (ii) of the definition of u stipulates that 
(V2 + k2) u = 0 1 y < - t. 
This together with the continuity of u means that Du/an is continuous 
across the actual grating profile F . However, this is not the case 
for the physical field where 3E/an is discontinuous at F , a consequence 
of the existence of a surface current. This manifests itself as a dis-
tributive term (of magnitude 3E/3n 6, ) in the Helmholtz equation - i g 
i.e. (V2 + k2) E = 	6 . 1 an Fg 
Thus, it is clear that u does not represent the physical field quantity 
beneath r. In short, the derivative discontinuity in the physical 
fieldatrmay be transformed to a derivative discontinuity in the 
fictitious field, u, at r. 
Now, by following the treatment outlined in chapter 4 it may be 
shown that 
u(P) = f [G1 ::' 	::1 u] ds' 
4 
	
au 	DG1 + 	[G 1 Dn' 	3n' 0 
u ]I y' = _ 
dx' 
0 
(6.2.5) 
03 1 where G1'  (P.M') = 	E 	exgia (x-x') + inlY-Y'l 1. 2id p=..M np 
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After splitting the field u into its upward and downward going wave 
trains 
viz. u(P) = u4- (P) •+ u (P) , 
the line integral (equation (6.2.5)) over the contour r+ may be 
identified as being a source of upward going waves 
3u 301 i.e. u+(P) =[G1 	an, u] ds'. 3n' r+ 
Because of the open ended nature of D1, it is possible to expand u
+ 
everywhere within that region in terms of a Rayleigh series: 
viz. u+(P) = E u+ exp[i(a x + n y)] 
	
3u 	ac, 
where u+ f [01 p an 	an' 	u] ds r+ 	' 
1  and 	G1,p2idn  exp[i(-a x' + n t)]. 
(6.2.6) 
Furthermore, the incoming field u - can also be expressed in terms of 
a Rayleigh expansion whose coefficients {u- } are given by 
= TE 60 + RE  u+ . 
After some simple manipulation, one then arrives at the final result: 
u(P) 	= u+ (P) 	u (P) 
 
Du aGE 
= Eeff (P) + f [G 	
1E u] ds' 
	
I an' 	an' r+ 
where Eeff (P) = To exp[i(aox + not)] 
(6.2.7) 
and GE (P;M') 1 	=G1 (P;M') + ETI- E --an exp[ia(x-x') + in (t-y)]. 
1 
P=-co P 
co RE 
It is to be noted that, 
/ (72 + k2 )GE 	(72 	k1 ) G1 1 1 
CO 
= o(y-y') E 	6(x-x'-pd) exp(iao pd) 
P=-m 
(i.e. GE exhibits the same singular behaviour as G1 ). 1 
Thus, by a second application of Green's theorem, this time to the 
region x e[0,d], y e(- Co - C], it follows that 
au 	aG 
I 	[GE • 	' 
1 u] ds', 	(6.2.8) 1 an an 
- 
since there are no singularities lying within the region of integration. 
Subtraction of equations (6.2.7) and (6.2.8) then yields 
u(P) = Eiff (P) + 	6E(P;M') E(M') ds' e 	1 
6.7 
E 	2311 	aul an! - an' 	' r 	r where 
Hence, at some point M on r 
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E(M) 
and 
= Ei
ff 
 (4) + 	GE (1,1.14') C(M') ds e 	1 	' (6.2.9) 
aum) DEi (M) eff 
3n 	1 	an r+ 
a6E1 (m ; m , ) 
+ 1/200 + D E(v) ds t . r n (6.2.10) 
These equations reveal that both E and DE/3n can be expressed in terms 
of a single function E which, to some extent, can be regarded as being 
the analogue of a radiating surface current located in the plane y = -t. 
It is now necessary to establish the constraints imposed on the physical 
systems by the boundary conditions appropriate to the actual grating 
profile, r . 
6.2.3 Derivation of an integral equation  
As has been stated in the introduction to the chapter, this 
treatment is applicable only to a buried grating of infinite con-
ductivity, having a triangular profile whose apex angle is 90 ° . 
However, such restrictions give rise to a relatively elegant solution 
of the problem and one is led to suggest that the formulation encom- 
passes a number of the desirable features exhibited by modal formalisms. 
Previous approaches to the solution of this class of problems using in-
tegral equation techniques have relied upon sampling the unknown at a 
set of discrete points on the grating surface proper. Admittedly these 
methods (such as the solution of the diffraction problem of a multi-
layer transmission grating) are far more general in their application, 
in that they are restricted by neither a profile type nor the grating 
6.9 
conductivity. However, the problem solved herein does possess a 
certain intrinsic simplicity in that the field everywhere within the 
groove (i.e. region D2) is expressible in terms of field quantities 
on the planar interface r. 
The proposition that this formulation is "modal" in its nature 
is perhaps slightly misleading. No attempt is made to derive an ex-
plicit modal expansion characterizing the fields within the grooves. 
However, the restrictions placed on the structure do permit the de-
rivation of a Green's function closely emulating the field boundary 
conditions and embracing the rectangular geometry of the groove. 
Thus with these prefactory remarks, let us now seek an integral 
equation constraining the two field quantities E and E/Dri on r. 
However, before proceeding with the analysis, it is necessary to define 
the following co-ordinate transformation: 
- 
X 	X, 	 y= y h + t, 
- w = x cos a + Sr' sin a, 
v = -i sin a + y cos a. 
With the aid of these rotated co-ordinates, it is now possible to in-
troduce a Green's function G 2 defined by the inhomogeneous Helmholtz 
equation: 
CO 
(V2 + k2 ) GE '(Q.MI) = 	E 	[6(w-w 1 +2mc) - 6(w+w'+2mc)1 [6(v -v') - 6(v+v')] 1 2  
(6.2.11) 
whose solution is given by 
co 
	
-E ( - 	, 1 „mnw„ ,mnw' ) ) = - — L - sink 2 ' c m=1 pm C 	 C 
exp [ium l v-v'l] - exp E iPm i v+v' ll 1 
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where c - 	 cos d and 
2 	m2n2 11 = fk - 	} 1 	c2 • (6.2.12) 
The original derivation of this Green's function is attributed to Wirgin 
(see for example reference [6.21). As can be seen from equation (6.2.12), 
the astute location of the singularities has yielded a function vanishing 
everywhere on the metal walls of the groove, thereby emulating the field 
boundary conditions. 
Now, from an application of Green's Theorem to the groove D 2 
bounded by the contour C2 , it follows that: 
E (Q'' M') V
2E(M') - 	V2GE '(Q•M') E(M')] 2 	2  
ac (Q.' M') E 	DE 	2 f (G2 (Q;M') 	- 	E(M')] 	. an Dn' C2 
This reduces to the following form after noting that only one singularity 
is located within D2 and also that both G 2 and E vanish on the metal 
walls: 
DG2 	aE E(Q) = f [--- E - GE ----] • Dn'  (6.2.13) 
Thus, by the appropriate choice of the Green's function, it has been 
possible to relocate the sampling surface at the plane r. 
If D2 
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Should the point Q now tend to a point M lying on r, then effect-
ively only "half" of the singularity lies within the region of inte-
gration, and so 
1/2E00 = 
	
DGE 	(M aE(m') • 111 ) 2 	' ] 	ds . E (M' - GE (M;M' I [ an' 2 (6.2.14) 
This is the desired result, an integral equation constraining the be-
haviour of E and DE/3n at r and hence characterizing the diffraction 
problem. By now applying the continuity equations at r and substituting 
the representations of E and DE/3n (at r i.) in terms of the fundamental 
unknown one arrives at the final result: 
o (M) = f TE(W) “M') ds', 	 (6.2.15) 
where Co (M) 
3E1 (M')aGE 0,41e) r E 	2 _ 	Ei (M')] ds' e f (M) + j [G2(M;M') 	3n' 	eff 
(6.2.16a) 
and 
T
E (M;14') =- 1/2 GE (M;M 1 ) - ½ G2 (M;M') 1 
3GE (M.' M") 	 3G
E (M";M') 
+ 	[ 2„ 	G 	14 E (M".') - GE M") 	1 	] ds" 
r an 1 2 ' 	3n" 
(6.2.16b) 
This is a Fredholm integral equation of the first kind, whose numerical 
solution presents no difficulties not already circumvented in other 
other problems. Field reconstruction takes place in a manner analogous 
to that outlined in chapter 4. 
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6.2.4 Modification of the theory for S polarization  
The derivation of the theory for S polarized light is entirely 
similar to the discussion in the previous two sections, with the only 
differences arising from the application of boundary conditions 
appropriate to this polarization. Again, a function u is defined, 
this time in terms of the magnetic field quantities. Here, u is 
given by the following criteria: 
(i) u(P) = H(P) 	if 	P E D1, 
2 (ii) (V2  + k1 ) u = 0 elsewhere, 
(iii) u is everywhere continuous and obeys the radiation conditions 
as lyl 
A treatment similar to that outlined in section (6.2.2) 
for some point M on r 
H(M) 	= 	Heff (M) + f G.(M;M') C(14') ds' r 
and 
aH(M) 	eff (M) = 	n — 	+ 1/2 UM) + f
H (M;M') F(M) ds' an a — 	1 
where 
reveals that 
(6.2.17) 
(6.2.18) 
"m) = g _
aI 
 ' 
and 
RH 1 	_p_ G 	 E 	exp[i H(P;M I )= G1 (P;M') + — ap (x-x') + in (t -Y)] . 1 2id n P P 
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For this polarization, the reflection and transmission coefficients 
at the interface y = 0 are given by 
2 
R 	= 	r XP 
np + r2xp 
and TH = 
2r2xp 
2 np + r xp 
and so the effective incident field upon r becomes 
Hi (M) 	= TH exp[i(a x +  eff 0 	0 
In deriving an integral equation linking the two field quantities 
H and aH/an, one again selects a Green's function representative of the 
geometry and implicity including the nature of the boundary condition 
on the metal surfaces. For S polarization the normal derivative of H 
vanishes on the metal and thus one locates the singularities in accord-
ance with the desire to also render aG2/an void on the groove walls. 
In this case 
(V2 + k2 ) G 	.14 H(Q') = 	E 	[6(w-w 1 +2mc) + 6(w+w'+2mc)][05(v-v') + 6(v+v')], 1 	2 ' 
whose solution is given by 
i co cm 	MTV 	mnw' G2 (Q;M') ="" — E — cos(- 	cos( 2c mp0 pm 
{expfitim iv-v t il + exp[ium lv+v ' I]} 
CO 
where cm 	1 	if 	m = 0 
2 	otherwise. 
The subsequent analysis pertaining to the derivation of the integral 
equation is identical to that presented in section (6.2.3) and so, 
for reasons of brevity, is omitted. 
6.2.5 Verification of the formalism  
The theories for both fundamental polarizations have been imple-
mented on a Control Data Cyber 72 computer (University of Sydney) and 
have yielded results in accordance with 
(i) conservation of energy, 
(ii) the Reciprocity Theorem, 
(iii) the Littrow phase constraint (chapters 4 and 9), and 
(iv) the Marechal-Stroke relationship. 
6.3 CONCLUSIONS  
In this chapter, a new formulation of the diffraction problem in-
volving buried gratings has been outlined. Although restricted to a 
triangular profile grating having a right angled apex ruled in metal 
of infinite conductivity, it is of some theoretical interest in that 
the above assumptions make possible an integral formulation based 
heavily on modal methods, such as those used in studying lamellar 
gratings. 
It would be both dishonest and incorrect to suggest that this 
treatment makes any significant advance to this field of research in 
view of the past works. However, one feels that this theory warrants 
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an exposition on the basis of its elegance. Moreover, much of the 
experience gained in this analysis proved to be of considerable value 
in the formulation of the bi-metallic grating theories discussed in 
the following chapter. 
To the best of the author's knowledge, the method described 
above represents one of the first integral formalisms based upon the 
actual geometry of the structure. These "integral-modal" techniques 
are limited by a poor understanding of the nature of fields within the 
grooves and as such one feels that their application is currently 
restricted to groove profiles possessing some semblance of rectangular 
symmetry. 
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CHAPTER 7 
A STUDY OF BI-METALLIC GRATINGS 
Before entering into the body of this chapter, I wish to thank 
Dr. Ross McPhedran for suggesting this fascinating topic to me. His 
sustained interest in all facets of the study, particularly his 
generous and highly valued discussions involving the results of the 
numerical experiments are very much appreciated. A paper, concerning 
various aspects of the material presented in this chapter, has been 
submitted for publication to the journal "Optics Communications". 
7.1 INTRODUCTION 
The studies presented in this chapter were largely motivated by 
the recent experimental work of Sugahara, Kita and Shimotakahara [7.1], 
who reported the successful suppression of spectrographic grating 
anomalies using a replication process involving the deposition of 
aluminium on the "on-blaze" facet of a silver-aluminium alloy mother 
grating. Such a structure immediately introduces the concept of the 
bi-metallic grating i.e. a grating composed of two metals arranged 
such that both the profile and conductivity of the structure are 
periodically modulated. 
At the start of this study, there was little if any theoretical 
interpretation of the diffraction properties of such structures. Thus, 
armed only with a basic understanding of integral formalisms, it was 
decided that the only reasonable approach to the problem was to adopt 
7.1 
7 
a systematic and evolutionary strategy. Hence it is appropriate for 
this chapter to reconstruct the basic steps of the study. 
The theoretical discussion commences with a treatment of two 
structures involving very specific assumptions as to their geometry 
and conductivity and eventually evolves a completely general formu-
lation involving no restrictions whatsoever. At the time of the sub-
mission of this thesis, it had not been possible to numerically 
implement this theory. However, the encouraging results produced by 
its more "primitive" predecessors encourage the belief that such an 
exercise is indeed worthwhile. Throughout the theoretical sections 
of the chapter, considerable emphasis is placed on both the difficulties 
encountered and the errors which have been detected and corrected, in an 
effort to re-create some of the atmosphere of the study. 
The numerical results which have been obtained using a "roughened 
lamellar reflection grating theory" indeed confirm the experimental 
evidence of the Japanese authors [7.1] concerning anomaly suppression. 
Useful reductions in anomaly strength can be achieved by the creation 
of "lossy plasmons" having a bandwidth sufficient to mask any sharp 
spectral features. It has been discovered that both upper and lower 
limits need to be placed on the conductivity of the lossy medium which 
resides on the off-blaze facet of the grating. The upper bound arises 
from arguments concerned with inadequate plasmon bandwidths causing 
poor anomaly suppression. On the other hand, the lower bound needs to 
be enforced because of two factors: 
(i) the increasing absorption curtails the blazewidth, and/or 
(ii) the increasing transparency of the overcoated film permits 
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resonant behaviour inside the off-blaze facet which manifests 
itself as additional anomalous spectral features. 
The first two sections involve the derivation of the theory 
(from which these results were calculated) and a thorough scrutiny of 
the numerical experiments. It is with these introductory remarks that 
the discussion is now turned to the analysis of the "roughened lamellar 
reflection grating". 
7.2 THE THEORETICAL TREATMENT FOR A SEMI-FINITELY CONDUCTING  
HI-METALLIC REFLECTION GRATING  
7.2.1 Notation and the geometry of the grating  
The structure which is considered within this section is illustrated 
in figure (7.2.1). As can be seen from the diagram, the grating is com-
posed of an array of cylinders, alternating in conductivity, deposited 
on a perfectly conducting substrate (medium D3). The formalism des-
cribed below relies upon the assumption that D1 , a medium of finite con-
ductivity, and D2 , a medium of infinite conductivity, are separated by 
vertical linear segments. This choice has been made in order to facili-
tate a "semi-modal" treatment which implicitly incorporates the boundary 
conditions of the field at all points on the metal walls of D 2 . Although 
it has been necessary to define the metal walls to be linear segments, 
the shape of the interface r, separating D1 and D2 from free-space 
(region DO can be arbitrary. 
Now, consider a plane P polarized wave of free-space wavelength 
A = 21T/k0  incident at some angle upon the structure shown in figure (7.2.1) 
having period d = 271/K. 	The incident field is given by 
VACUUM 
[1j P(x)] 
D, 
X 
03 CY; 
Figure 7.2.1 The diffracting arrangement of the roughened 
lamellar reflection grating. Medium D0  represents 
free space and D 1 is a finitely conducting ( 	) 
insertion (of refractive index r) in an otherwise 
perfectly conducting ( a. ) structure. 
Ei = exp[i(aox - X0Y)] 
where the direction sine and cosine are given by 
a
0 
 /k
0 
 = sin 0 
and Xo/ko 	cos e. 
7.2.2 Characterization of the electric field in free space  
In the region D o , the diffracted field is given by 
E
d 
= E - E
i 	 (7.2.2) 
and obeys 
2 (i) the Helmholtz equation (V2  + ko) E d  (x,y) = 0 
and 
(ii) the radiation conditions as y tends to infinity. 
In order to uniquely characterize the diffracted field distribution it 
is necessary to consider a function u defined by: 
(i) u(P) = Ed (P) 	N( P c D
0' 
(ii) u is everywhere continuous, 
and 
(iii) (V2 + k2) u(P) = 0 Nr P e 00 . 0 
(7.2.3) 
By now following the method originally devised by Maystre [7.2], it may 
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be shown that 
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u(P) 	= f G (P;MT) E(M') ds' a 
au where E(M') = 	- ti r 
1 ! 	L exp[ian (x-x') + I Xn lY - Y f l] and G (P0e) 0 	= 21a 	X_ n=--00 -n 
(7.2.4a) 
(7.2.4b) 
(7.2.4c) 
with xn = 47-77-and y' = f(x'). 0 • n 
By allowing the point P to tend to some point M on the profile, it may 
be shown that 
E(M) 	= E 1 (M) + f Go (m;m , ) wit) ds' 
aE(m), 	3E1 (M) 	DGOOW) and — + 1/2E00 + f 	E(M') ds' . an an an 
(7.2.5a) 
(7.2.5b) 
Equations (7.2.5a) and (7.2.5h) demonstrate that both E and 2.E at the an 
surface r can be expanded in terms of a single unknown, thereby facili-
tating a relatively easy numerical treatment. It is impossible to 
emphasize the crucial nature of Maystre's approach sufficiently strongly. 
Surely, it must be the opinion of all those who have been actively in-
volved in theoretical grating research during the past five years that 
his method has completely revolutionized the solution of classical 
diffraction problems using integral formalisms. Subsequent work by the 
author has been largely stimulated by the efforts of Maystre, with var-
iations of his treatment being used to solve such problems as the 
diffraction of a plane wave by a multi-layer transmission grating 
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(chapter 4) and a buried grating (chapter 6). It is unfortunate that 
the above description cannot do justice to the subtleties of his tech-
nique, simply because of the need for brevity. However, a more ade-
quate review of the concepts involved is presented elsewhere (chapters 
2 and 3). 
7.2.3 Derivation of an integral equation  
Having defined the existence of an unknown which can character-
ize the field and its normal derivative at the surface r, it is now 
necessary to impose the physical boundary conditions in order to derive 
a pair of integral equations from which the quantity can be deduced. 
However before launching ourselves into the detailed mathematical 
analysis of the problem, it is appropriate to define some additional 
notation. Let r be divided into two segments, 1' 2, and rr , such that 
x E [0,c] and x E [c,d] respectively. 	On rk the relevant boundary con- 
dition is the continuity of the tangential component of E and its normal 
derivative 
i.e. E (Mt ) I 	= E (Mt ) I 	 (7.2.6a) r + r 
3E 
I.71- 	I 
3E (7.2.6h) 
Ir + 2, = 
whereas on rr it is given by 
E Mr 	= 	O. (7.2.6c) 
Thus for those points Mr lying on rr , it follows from equation (7.2.5a) 
that 
- E (Mr ) f G0 	.' 14 1 ) 	M') ds' 	 (7.2.7) r 
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- a Fredholm integral equation of the first kind. This constraint, 
equation (7.2.7), is purely a consequence of what may be termed the 
"direct" boundary condition given by expression (7.2.6c). However, 
the continuity of E across r t , as expressed by equation (7.2.6a), is 
somewhat less "direct". This necessitates the derivation of a 
separate representation for the fields within D 1, which can be matched 
to field prescriptions derived earlier (equations 7.2.5a and 7.2.5b) 
by use of the boundary condition for the surface r t . 
The chosen "semi-rectangular" geometry of the groove D 1 enables 
one to implicitly enforce the boundary condition E = 0 everywhere on 
the metal walls of D2 by defining a Green's function G 1 obeying 
CO 
(V2 + k2 ) G ( ;14 1 ) = 	E 	[d(x-)0+2mc) - 6(x+x' + 2mc)] x 1 
111=-c° 
[y-y') - 6(y+y')] (7.2.8) 
where Q E (x,y) and 	M' E (x / 
Here, 1(1 is the wave number appropriate to the region D 1 and is given by 
k1 = k r G - 
where r is the refractive index of Dl . The definition of Gl , attributed 
to Wirgin [7.3], can only be described as being remarkably astute. The 
solution of the inhomogeneous Helmholtz equation (expression (7.2.8)) is 
given by 
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1 	mn 	nx' G1 - 	E — sin cx) sine/c ) m IY-Y'11• c m=1 Pm 
i 	1 	mnx 	minx' + —c Z 	sin (—c ) exP[iPm IY-F57 ' m=1 m (7.2.9) 
where 
and implicitly incorporates boundary conditions on the metal walls of 
D1 emulating those of the field quantity E. It is indeed unfortunate 
that such analytically elegant formulations do not appear to exist for 
either the full finite conductivity treatment or for variations in the 
geometry of the structure. 
Having now defined G1, it is possible to apply Green's theorem to 
the region D1 as follows: 
if 	[V
2 
G1'  (Q.14') E(M) - G1'  (Q-14') V
2  E(N)] dA' t 	2,   
D1 
	
J ac (Q;M ti) 3E (M') [ Dn E(N) 	- Gl (Q;Mi) an , 	] 	ds' SC 
Ct 
Since 
(V2 + k2) E(W) 	= 	0 	1.1 1 e D 1 	9, t 	1 
and both 	E(M) = 0 
and 	G(Q;Mi) = 0 
(7.2.10) 
for all points Mi located on the metal walls of D1 , equation (7.2.10) 
reduces to 
	
DG (0.') 	3E (Ni) 
 
E(Q) = f [ an] 	
14 
; t E(M) - G1'  (0.14 	3n1 ) ] ds' . rk- 
(7.2.11) 
Should  Q lie on r then effectively "half a singularity" lies within 
D and "half" lies without and so 1 
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1/2 E(M ) = fr DG 	3E 1 E - Gla 	ds' Dn' 	n (7.2.12) 
for some point Mt on 
By invoking the boundary conditions expressed in equations (7.2.6a) and 
(7.2.6b) and subsequently substituting the external representations of 
aE E and -5-1-1 (given by equations^(7.2.5a) and (7.2.5b)) into equation 
(7.2.12) one arrives at the final result: 
EE0,0=f1.01.,) E(14') ds' 
0 k (7.2.13a) 
where 
3G (M .M 	aE(W) 
E (M ) 	= 	E1 (M) - E t'')  (M') - G1  (4 .'14') 	, 	] ds' t 	an 
(7.2.13b) 
and 
TE (MM • 1 )= t , ;M') -½ A(M') Gi (MoM') 
3G (4 .14) 	 3G (M
V 
"./4') 
n" 
1 k' k G0  (M.14 "') - G1  (M .M" 	" ) ]ds" . D 	 Dn rk (7.2.13c) 
7.10 
Here A(14') is a , Heaviside function which samples the function only on 
i.e . A(14') 	= 	1 V 0 	x' 	c 
= 	0 c < x' 	< d. 
(7.2.14) 
Expressions (7.2.7) 	and 	(7.2.13a) are two Fredholm integral 
equations of the first kind which are solved numerically using the points-
matching technique. Reconstruction of the diffracted field, given by the 
Rayleigh representation 
CO 
Ed (x,y) = E R exp[i(anx + xny)] 
n=-co n 
appropriate for all points such that y max (f(x)) (f( x) being the 
profile r), takes place using the expression 
1 Rn 2idxn f (e) exg-ianx' - ixn f(x')] ds'. r 
7.2.4 Necessary modifications to the theory to cover the case of  
S polarized radiation  
The treatment of the diffraction problem for the case of S polarized 
light follows along lines similar to those elaborated in the previous 
sections with the only differences arising as a result of the application 
of boundary conditions appropriate to this polarization. Thus, it is the 
purpose of this section to briefly outline the formalism and to expand 
upon the salient differences between the two treatments. 
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Once again, the method of Maystre is followed in order to derive 
free space representations for the magnetic field quantity H. This 
time, the variable u is defined by 
(1) 	 u(P) 	= 	Hd (P) 	if 	P e D0  
(ii) (V2 + k2 ) u(P) 	= 	0 0 
and 
(iii) u is everywhere continuous. 
elsewhere 
From this definition, one can show that 
H(P) 	= Hi (P) + f Go (P;M') E(M') ds' 
and so for a point M lying on r 
H(M) 	= Hi (M) + f G0  (M;M') (M') ds' •  (7.2.15a) 
31.1 
	
and -- 	E (14) + f- aG
oo", 
an an r an E(M') ds; 	(7.2.15b) 
where E(N') = au anq
r 
  
I r 	• ext 
 
Now, in deriving integral equations to be solved numerically using 
the points matching technique it is necessary to apply the following 
boundary conditions: 
(i) 	H(Mk)I 	= H(Mk)I rt— rt+ 
3111(M )1 and — t 	2 all (mn ) = r - X, an an r— r + 1 (7.2.16) 
for a point Mk on the interface rt 
and 
(ii) aH(M ) = 0 	(a consequence of n X 1 = 	(7.2 .17) 
on the vacuum-metal interface rr . 
Thus for those points Mr on rr it follows from equation (7.2.17) and 
(7.2.15b) that 
alii(mr 	
= 
) ac0  (m .' m , ) r 
) + I 	E(14') ds' r 	r an (7.2.18) 
- a Fredholm integral equation of the second kind. 
For those points Mt on rt , the indirect nature of the field con-
tinuity expressed in equations (7.2.16) necessitates the formulation of 
a distinct representation for the magnetic field in the groove region 
D1 which can be linked to the free space expansions using expressions 
(7.2.16). Once again it is advantageous to select a Green's function 
G1 emulating the boundary condition -57-a = 0 everywhere on the metal walls 
of Dl . Such a function is defined by the inhomogeneous Helmholtz 
equation 
(V2 + k) G1  (Q;M T ) = 	E 	[5(x-x'+2mc) + o(x+x'+2mc)] 
[6(Y-Y') + 6(Y+Y')] 
whose solution is 
m E 
	
m 	WIC ) cos( 
 ____M
C
7rx ) G1 (Q;M') = - 	L — cos 2c 	p m=0 m 
{ exp[ipm ly-y'l] + exp[ip ly+yl] ]. 
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Using this Green's function and applying a treatment similar to that 
given in section (7.2.3), one arrives at the integral expression 
	
1/21104 )1 	
f 	3G1 (Mz ;Mi) 	a m(m) 
[ an' 	H(M) - G ( q4') 	] ds' ' k an 
i 
rt 
which yields the final result 
Ell04)=Vr il - (M2 W) E(W) ds' 0 	2, ,,
where 
(7.2.19) 
(7.2.20a) 
an' 
aG1  cm ' L4 -') 	 m ) Z Z z 
E0 (m ) = 	Hi (md - f H(M) - r
2 G1 (Mk'  .11') 	] ds' Q  
F 2, 	 (7.2.20b) 
and 
T M: (Mt , .1.0) = - ½ G0  (Mk' 14 .') - 1/2 r
2 A(M') G1 (4k'  .M') 
3G (Mk'  -11") r  1 	k G
0 
 (M"
'
.14') - r2 G1 (Mt' -M") 	
0 Z' ds" , LDnu t 	k an" 
(7.2.20c) 
a Fredholm integral equation of the first kind. 
7.2.5 Verification of the formalism  
Computer programs (for both fundamental polarizations) implementing 
the theories described above have been written in FORTRAN IV for oper-
ation on the Control Data Cyber 72 of the University of Sydney. Results 
generated from a number of numerical experiments have been in excellent 
agreement with the criteria of energy conservation and reciprocity. 
Accuracy to within half a percent has been achieved. 
7.3 NUMERICAL EXPERIMENTS  
7.3.1 Introductory Comments  
In the final remarks of the previous section, mention was made 
of the successful numerical implementation of the theory. However, glib 
comments such as these do much to mask the immense effort and frustration 
involved in eliminating errors from the computer program. In the exper-
ience of the author, it is the normal practice for the formalism to be 
basically sound with the "debugging" stages concerned only with the 
removal of minor algebraic errors in the implementation. In this case, 
however, these roles were essentially reversed and for this reason it is 
appropriate to briefly describe some of the difficulties encountered. 
Two computer programs, one for each of the fundamental polarizations 
of light, were written. The internal structure of these programs is very 
similar with the necessary sequence of calculations being performed out-
lined as follows: 
(i) the computation of the kernel matrices; 
(ii) the setting up of linear equations characteristic of 
the integral equation being solved; 
(iii)the solution of these linear equations; and 
(iv) the reconstruction of the field quantities using the 
pseudo-current density [from (iii)]. 
In the evolution of these programs, it was decided to first imple-
ment the P polarization formalism and then modify it for the case of S 
polarized light. However, in haste, certain changes regarding S 
polarization boundary conditions on the face r r were omitted and 
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consequently the program was modelling an unphysical structure having 
a "magnetic wall" on one facet of the profile. This program yielded 
results which were in excellent agreement with the constraints imposed 
by conservation of energy and reciprocity and so it was presumed that 
the numerical implementation represented a correct interpretation of 
the theory. 
It was not until the commencement of a detailed series of numer-
ical experiments that one was led to suspect the validity of the computer 
program. The strong similarities in the performance of the structure ex-
hibited in both P and S polarized light led one to either suspect the 
numerical implementation or alternatively to search for some hitherto un-
known physical mechanism that could cause such a phenomenon. In an 
attempt to resolve this dilemma, a number of field reconstructions were 
performed both inside the groove and on the surface, r. With the aid of 
these calculations, the nature of the problem (i.e. the imposition of an 
incorrect boundary condition) was immediately exposed. Following the 
correction of this error, results which were readily understood in the 
light of past experience were forthcoming. 
These comments have been included for two major reasons: 
(i) the desirability of presenting 'a true record of the evolution 
of this theory, and 
(ii) the need to dispel any absolute reliance on the results of 
the reciprocity theorem. 
Of these two reasons, the latter is by far the most crucial. Although 
it had long been appreciated that the reciprocity theorem did not con-
stitute a test of the physical validity of a grating formalism, one 
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was, nevertheless, inclined to regard its results with almost blind 
faith. Thus, it has been the aim of these few remarks to place on 
record a particular case for which the reciprocity theorem gave rise 
to a totally unjustified belief in the validity of the formalism. In 
view of these comments, it is felt that the consequences of the re-
ciprocity theorem need to be tempered by a field reconstruction (with 
the results of both being thoroughly scrutinized) before the physical 
validity of any grating theory can be assured. 
7.3.2 Results and discussion  
As stated earlier, this study was largely motivated by the recent 
experimental work of Sugahara, Kita and Shimotakahara [7.1] who re-
ported that grating anomalies could be significantly reduced by coating 
the respective facets of a blazed grating with metals of different con-
ductivities. Thus, in an attempt to theoretically understand this 
phenomenon it was decided to implement the theory of the previous 
section as the first stage of an extensive examination of the diffraction 
properties of bi-metallic gratings. 
It is pleasing to be able to report the success of this investi-
gation, with partial suppression of anomalies having been achieved. 
However, this suppression is accompanied by a small but noticeable re-
duction in the blaze performance. The anomaly reduction is a consequence 
of the excitation of lossy (or inelastically scattered) plasmons in the 
finitely conducting medium. As such, the choice of the refractive index 
of the plug is critical to the successful elimination of anomalies. 
The current study has been restricted to a structure of the type 
shown in figure (7.3.1). It is to be noted that the perfectly conducting 
(-1) th order Littrow configuration 
A sin 0 = -- 2d 
  
WM, 	 M1, .1.0 NO 
Cr Cr 
Figure 7.3.1 
The geometry of the blazed bi-metallic grating characterized by 
the two angles a and 8. The structure is composed of two species 
of metals: 
(i) a perfectly conducting segment (denoted by a.) and 
(ii) a finitely conducting plug (denoted by aF) of refractive 
index r 1 residing on a perfectly conducting substrate dis-
placed a distance h from the lower edge of the actual grat- 
ing,;profile_r. 
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material is located on the "on-blaze" facet of the grating in order 
to maintain the overall blaze at as high a level as possible. 
The performance of two gratings, both exhibiting anomalies of 
an insidious nature, is now discussed in some detail. 
7.3.2.1 The 11.5° blaze angle grating  
The first of the gratings to be considered was characterized by 
a blaze angle of 11.50  and an apex angle of 90 0 . The grating structure 
was displaced from the ground plane by an amount h/d = 0.4 such that 
the perfectly conducting substrate was effectively "hidden" (from the 
incident field) by the opaque metal plug. The grating was operated in 
a (-1) th order Littrow mount and figures (7.3.2) show the efficiency of 
the blazed order and the total diffracted energy spectrum for several 
values of the plug refractive index. 
The reason for evaluating the performance of this grating becomes 
immediately evident upon inspection of figure (7.3.2a). Clearly, the 
aim of this numerical study was to weaken the very strong S polarization 
resonance anomaly occurring on the long wavelength side of the (-2,+1) 
Wood anomaly. As can be seen from figures (7.3.2), this objective has 
been largely achieved. However, it is thought that further reductions 
in the strength of this anomaly could be expected had even more weakly 
conducting plugs been used. These results, particularly the total 
energy spectra, are in accord with the work of Strong [7.4], who noted 
that the strongest anomalies were exhibited by highly reflecting metals. 
It is interesting to note that the Wood anomaly (at Aid = 2/3), 
manifesting itself as a very sharp dip in the efficiency spectrum 
immediately before the resonance, is virtually unaffected by the presence 
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Graphs for plugs having wavelength independent refractive indices of 
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of the plug. This phenomenon, together with the evidence shown in the 
total diffracted energy spectra, confirms that the effect of anomaly 
suppression is achieved using plasmon excitation. Note also the 
strengthening and broadening of the plasmons with decreasing conduct-
ivity. This increase in strength is a direct consequence of the 
diminished reflectance of the plug. The broadening effect is in agree-
ment with the observations of Wheeler [7.5] (and also section (3.3) of 
this thesis) who noticed a strong correlation between the half width of 
these resonances and the ratio Im(r 1)/Re(r 1). 
Figures (7.3.2) also show that the S polarized blazewidth is 
substantially unaffected even though the blaze peak has been weakened. 
Note that the P polarization efficiency spectra are almost independent 
of the plug refractive index. Of course, this result is to be expected 
in view of the direction of current flow. 
7.3.2.2 The 19° blaze angle grating  
In this study, a grating having a blaze angle of 19 ° and an apex 
angle of 120 0 , operated in a (-1) th order Littrow configuration was con-
sidered. Once again, the basic structure was elevated by an amount 
hid = 0.4 above the substrate plane. As can be seen from figure (7.3.3a), 
this geometry, when composed entirely of perfectly conducting metal, 
exhibits a spike-like resonance directly following the Rayleigh wave-
length at Aid = 2/3. For an apex angle of 90 0 , this spike is totally 
suppressed by the geometrical concept of blazing known as the 
Marechal-Stroke relationship [7.6], which constrains the (-1) th order 
S polarization efficiency to be unity at this wavelength. However, as 
demonstrated by McPhedran and Waterworth [7.7] in their paper dealing 
Figure 7.3.3 
Diffracted energy spectra for a triangular profile grating having 
a blaze angle of 19 ° and an apex angle of 1200 . The grating is 
displaced- from the "ground" plane by an amount of h/d=0.4 and 
is operated in a (-1) th order Littrow configuration. On the 
various graphs are curves displaying: 
(i) (-1) th order efficiency in P polarized light 
(ii) (-1) th order efficiency in S polarized light 
(iii)total diffracted energy in P polarized light (- - 
and 
(iv) total diffracted energy in S polarized light 
Graphs for plugs having wavelength refractive indices of 
(a) infinite conductivity, 
(b) 1.5 + i 5.0, 
(c) 1.5 + i 2.0, 
(d) 1.5 + i 1.0, 
(e) 1.5 + i 0.5 and 
(f) 1.5 + i 0.2 
are shown. 
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with the blaze optimization of triangular profile gratings, any per-
turbation of the apex angle from 90 0  (for this blaze angle) introduces 
anomalous behaviour at the passing off of the orders -2 and +1. 
Thus, the insidious nature of this anomaly means that it is 
appropriate for this grating to be used as a significant test of the 
anomaly suppression hypothesis. Clearly, an inspection of figures 
(7.3.3) reveals that this hypothesis has been substantially verified. 
Once again the performance in P polarized light is observed to be in-
dependent of the value of the refractive index of the plug. This, 
together with the anomaly reduction existing for S polarization, tends 
to diminish the polarizance of the grating. 
The S polarization efficiency spectra show a weakening of both 
the Wood anomaly (the leading edge) and the accompanying resonance 
(the deep spike) with decreasing conductivity. This is to be con-
trasted with the results of the previous study (for the 11.5 ° apex 
angle grating) for which the Wood anomaly was largely unaltered. In 
that example, the Wood anomaly and its resonance were substantially 
displaced from one another. 
These two phenomena are entirely dissimilar in nature with the 
Wood anomaly being a reaction to the passing on or off of various 
orders, whereas the resonance anomaly is a consequence of either 
elastic or inelastic plasmon scattering. Although the position of the 
former is a function of the periodicity of the structure and also of 
the incidence parameters, its strength is dependent on the geometry and 
the conductivity of the structure. On the other hand, the position and 
the strength of the resonance are governed by both of the above parameters. 
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Thus, one is led to surmise that the Wood anomaly can only be signifi-
cantly affected if the resonance lies sufficiently close to the 
Rayleigh wavelength for inelastic plasmon scattering to smear any 
rapid variations in the spectral response. This is indeed the case 
for the grating currently under consideration, but not for the structure 
discussed earlier. 
From figures (7.3.3) it can be seen that the resonance bandwidth 
increases monotonically with decreasing conductivity until Im(r i) < 0.2. 
This is also supported by the total energy curves which show a monotonic 
increase in the absorption baseline until the above conductivity con-
straint is reached, Moreover, should the plug conductivity drop below 
that specified by Im(ri) = 0.2, any field resonances characteristic of 
the cavity now manifest themselves as features in the plane wave spectra. 
Figures (7.3.4) show the spectral response of the (-1) th order for 
this grating with a variety of lossless plugs. The most startling 
feature of these graphs is the prevalence of anomalous behaviour for plugs 
of high refractive index. To some extent, this can be understood in terms 
of an effective wavelength reduction permitting resonant behaviour in an 
increased number of the cavity modes. However, a more adequate explan-
ation may be found using the recent theory of Andrewartha, Fox and Wilson 
[7.8] concerning poles (in the complex wavelength plane) of the modal 
amplitudes. Although their formalism is currently restricted to per-
fectly conducting lamellar gratings, it is hoped that their work may be 
extended so as to shed some light on these fascinating phenomena. 
7.3.3 Concluding remarks  
In summary, anomaly suppression can indeed be achieved by over-
coating the "off-blaze" segment with a weakly conducting material. On 
Figure 7.3.4 
S polarization diffracted energy spectra for a bi-metallic 
grating having a triangular profile characterized by a blaze 
angle of 190  and an apex angle of 1200.   The bi-metallic insertion 
consists, in each case, of a lossless dielectric material. On 
each of the graphs are shown curves for: 
(i) (-1) th order efficiency in S polarized light ( 	 and 
(ii) total diffracted energy in S polarized light (-------), 
the grating being operated in a (-1) th order Littrow mount. 
Graphs for plugs having the following wavelength independent 
refractive indices are presented: 
(a) infinite conductivity (for comparison purposes), 
(b) 1.0 + i 0.0, 
(c) 1.5+ i 0.0 and 
(d) 2.5 + i 0.0. 
In figure (7.3.4d) it is to be noted that isolated regions of 
poor convergence, exemplified by the total energy curve, are 
exhibited. Furthermore, a total of 216 points have been calc-
ulated for this graph and even so the spectral performance has 
not been completely characterized. 
2.0 
0 . 00 1 	I 	• 	I 	I 	• 	I 	V 	I 	V 	I 	I 	1 	1 	i 
0.0 0.5 1.0 1. 5 
LAMBDA/D Figure 7.3.4a 
1.00 
= 110 + I 0,0 
0.75—• 
wo 
. 50 
0.00 
0.0 
Figure 7.3.4b 
yvtivollli-tv, 
1.0 	 1.5 
LAMBDA/fl 
Iv-. 	I 	I 
0.5 
1.00 
INFINITE 
CONDUCTIVITY 
apdauvi 
0 
WE'L aart2Ta 
8 	8 0 
0'0 I + S'Z = 
__aka 
0 • 0 
PIP 
PO 
S2. 
o. 
Oa 
	 00 • 
a/vaawvi ain2Ta 
00•8 
       
       
       
0'0 I + S'T = 
      
      
         
         
         
         
         
11. 
--sz • e 
0 0 • 
7.21 
the basis of the evidence presented above, it appears that the mechan-
ism of anomaly reduction can be explained in terms of the excitation 
of lossy plasmons. The metal overcoating needs to have a relatively 
low conductivity in order to create plasmon resonances of a sufficiently 
broad nature so as to mask any sharp spectral features. This introduces 
an upper bound on the value of the plug conductivity. However it is also 
necessary to enforce a lower bound as dictated by the two criteria 
mentioned in section (7.1). 	Since both are dependent on the grating and 
film geometries and also on the conductivity of the overcoated material, 
it is impossible to make any general or categorical statements concerning 
them. 
This clearly indicates the need for a more powerful theory capable 
of dealing with arbitrary geometries and conductivities. Such a theory 
is proposed in a later section of this chapter. Nevertheless, this 
study, undertaken using a rather restricted formalism, has yielded 
some very useful results in the sphere of anomaly suppression and in 
this sense it can be classed as a worthwhile exercise. Further promising 
results, of considerable importance to spectrographic grating designers, 
are anticipated using more general theories. 
7.4 THE FORMALISM FOR A SEMI-FINITELY CONDUCTING BI-METALLIC  
LAMELLAR TRANSMISSION GRATING  
7.4.1 Specification of the problem  
This treatment of the diffraction problem concerning a bi-metallic 
transmission grating follows closely upon the analysis presented in 
section (7.2). The model presented herein is restricted to the structure 
7..2 
illustrated in figure (7.4.1) - an array of periodically spaced 
perfectly conducting prisms (having vertical walls) isolated from 
one another by a material of finite conductivity. In this treatment 
it is appropriate to subdivide space into four regions: 
(i) D0  - a semi-infinite medium representing free space 
characterized by a wave vector of magnitude 
k0  = 2ff/X, 
(ii) D1 - a finitely conducting medium of refractive index r 1 
whose spatial range is defined by x e 
y e [f 9, (x), f(x)J, 
(iii)D2 - a perfectly conducting prism 
and 
(iv) D3 - another semi-infinite medium whose refractive 
index is r 3' i.e. k3 = k0 r3 . 
Once again, the vertical walls of the prisms have been chosen to 
be linear in order to facilitate a "semi-modal" treatment (i.e. a 
formulation implicitly exploiting the boundary conditions upon the 
k k 	r metal walls). The profile faces ru (Eru u r ru) and rt (Ert u r t) can be 
of arbitrary shape. 
The problem to be treated in this section is restricted to the 
case of P polarized incident radiation. Naturally, the conversion of 
the theory to cover the case of S polarization follows in a manner 
analogous to that presented in section (7.2). 
7.4.2 Characterization of the field problem  
By pursuing an analysis similar to that undertaken in section 
(7.2.2), the fields in the regions D o and D3 can be uniquely represented 
D0 /t0 Li 
- P 
R 
f40) 
E. 
Figure 7.4.1 The diffracting geometry of the roughened lamellar 
transmission grating. The structure is composed of 
an array of perfectly conducting prisms ( D 2 ) having 
vertical walls and separated from one another by a 
series of finitely conducting spacers ( D I ) of refractive 
index r 1. The entire grating resides upon a substrate ( D3 ) 
of refractive index, r3. 
and 
if R e D3 
if R 	D3 ). (7.4.2) 
v(R) = E(R) 
(V2 + k2) v(R) = 0 3 
v is everywhere continuous. 
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as functions of the "pseudo" surface currents on the interfaces r u 
and r respectively. This is achieved by defining functions u and v 9„ 
as follows: 
u(P) 	= 	Ed (P) 
2 (V2  + ko ) u(P) 	= 	0 
u 	is everywhere continuous 
if 
if 
P e Do 
P 	Do (7.4.1) 
From these definitions, it is possible to extract the "pseudo" currents 
E and tP, existing on the surfaces ru and r 2, respectively, which uniquely 
specify the entire diffraction problem. 
Here, 
E (mu) r + 	
aul 
ru- u 
i r and 1P(M ) = 	t 3n1 rk 
(7.4.3) 
(7.4.4) 
where Mu and M are points lying on ru and rt respectively. 
7.24 
After application of Green's Theorem to the appropriate domains, 
the electric fields in the regions D o and D3 are specified by the 
following expansions 
E(P) = Ei (P) + f G0  (P;M') E(M') ds' 	for 	P c Do 	(7.4.5) u ru 
and 	E(R) = 	G3'  (R.14') 11)(M') ds' 	for 	R c D3 	(7.4.6) r t 
where the Green's function G 3 obeys the inhomogeneous Helmholtz equation 
00 
(V2 + k2 ) G3' (R.11') = 	E 	(S(x-x'-nd) exp(iaond) 6(y-y') 3  n=-oo 
whose solution is given by 
 
G 3 (R;R') = 	1 	! 	exp[ian (x-x') + inn lY-Y'l] 2id n=n 
(7.4.7) 
with 2 nn = \/ k2 - an . 3 
 
Thus it follows that 
E(M) = Ei (M ) + 	G (M ;M') (M') ds' U  U 	0 u u ru 
3E(M ) 	3Ei(Mu) u 1 aG cm ;m') 1/2 c fm 	an0 u u (11:1) ds' 3n 	I r + 	an 	u' ru 
(7.4.8a) 
(7.4.8h) 
and 
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E(M2„ ) 
It 	
; 	4)(1q) ds' 	 (7.4.9a) 
3E(/4) 	3G3  (MZ' 14 .') 2, 
an 	= ½“Mt) + 	1P(M) ds'. (7.4.9h) rt 
7.4.3 Derivation of an integral equation  
In the previous section, the existence of "pseudo” currents on the 
upper and lower interfaces of the structure uniquely characterizing the 
fields in D0  and D3' was demonstrated. In order to solve the diffraction 
problem, one must now impose field boundary conditions in an attempt to 
link these two entities. This is achieved by application of 
(i) the direct boundary condition E = 0 on the metal surfaces 
ru and r ' 
and 
(ii) the indirect boundary conditions involving the continuity of 
DE E and — at the spatially separated interfaces ru and rt an 
The direct boundary conditions lead to 
(Mr) = G0  (Mr -14') “M') ds' u' u ru 
0 = I G3  (M
r
'-Mt) 11)(M') ds' k 
r 2, 
(7.4.10a) 
(7.4.10b) 
for points Mr and Mr on rr and r St respectively. However, the indirect 
nature of the boundary conditions on the spatially separated interfaces 
rt and r 2, necessitates the derivation of a separate field expansion in 
D1 (characteristic of that region) before attempting to apply the con-
tinuity equations. Since the electric field vanishes on the vertical 
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linear walls of the domain l' it is appropriate to utilize a Green's 
function whose boundary conditions emulate those of the field quantity. 
For this problem, the chosen Green's function is 
i 00 1 	. 	. sox' G (Q.M') = 	— sin(- 	sin( 	) exPN- Pm 1Y-Y'll 1 ' 	c m=1 um 
(7.4.11a) 
obeying the differential equation 
(V2 + k2 ) G (Q;M') = 	[(5(x-x 1 +2mc) - 6(x+30+2mc)] (5(y-y'). (7.4.11b) 1 1 	m.-m 
Applying Green's Theorem to the domain D 1 leads to the following 
field representation for the electric field at some point Q (within D 1 ). 
aE(M9") 	aG (Q ;mi) 
E(Q) = - 	[G1 (1:2;t1u i ) an E(Mu ')] ds' 
1 	u 
an' 
St aG (Q;M-') 	z 
_ [G ( 0[2; 14  ') ^ ' 1 	t 	dn 	an' E(Mt ')] ds' . 
r 
(7.4.12) 
This expression involves no contribution from line integrals along the 
vertical segments, a consequence of the "simple" groove geometry which 
has enabled a "semi-modal" treatment of the problem implicitly incorpor-
ating the direct boundary conditions within D l . 
Should the field be sampled at points Mu and Mt on ru and rt 
respectively, the following pair of coupled integral equations results: 
7.27 
ru 2, 0 	3E (14 0 ') 	3G1 (M 2,n ;Mz ') 	z 
- j [G1  (Mk ;M" ' ) 	, " 	- E(Mz ')] ds' (7.4.13a) z 	 3n' 
and 
DE Cik ') 	3G 04k .Mk ') 
½E(M) = - j [Gl (MOMu t ) k 	1 k' u 
Fk 
Field continuity conditions across the boundaries F u and rQ reduce 
equations (7.4.13) to the following forms, upon substitution of repres-
entations for E and Ti just exterior to the region D1 (equations 
(7.4.8-9)): 
	
uE (M) = I uTu
k ;M') E(1.0) ds' + j 	Tk  (i it ;M I ) i(M) ds' 	(7.4.14a) 0 u 	uuu	uukru r 
0 	3Ei (M5") 	3G 04Z .  M5") E k) = 1/2E 	' k) + I [G (Mk .M"') 1 u' u E(Mk u 0 u 1 u u 	an' 	an' ru (7.4.14b) 
T (Mk ;M') = -1/2G (4t '.M 1 ) - 1/2A(W) G 04k -Mkt ) u u u u 	0 u u 	u 1 u' u 
aG cm ; m2., DG (M2,„  ;M') r luu 	G 	
' ui 	
G (mk. mk„ ) 0 u 	u ids " 
3n" 	0 u 	1 u' 
rZ (7.4.14c) 
aE (M') 	3G (4k '-Mk t) ½E(M) = - ft [G (Mk;Mk') 	1 u u 1 u u 	3n' 	an' 	E(Mu )] ds' 
k k 3G1 (Mz ;Mz ') 	z 
- f [Gi (Mkolc) an , - 3n' 	E(Mz ')] ds' .(7.4.13b) r z 
where 
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k T (Mk *M 1 ) = - ½A(M) 1 u ) G(M;Mk ) u 	u' 
k t" 	 II 
4. j r
3G (Mk ;MI) k" , G
3
(M
R. 
;M
:2,
) - G (Mk ;MZ") 	3 Z 	2' ] ds" t an" 1 u 2„ 	3n" 2, F k 	 (7.4.14d) 
 
T.14 1 ) E(M 1 ) ds' +T (14Z
'
.M 1 ) CM') ds' (7.4.15a) k u 	u 	k 	k k 
2, 
  
where 
DEi (Mk1 ) 	3G(M20".M2") k 
k0 ) 	= f 	rG1 	.'1.1 
.I 	
11 I) 	u - 	"2 E1 (Mi1 )]ds' (7.4.15b) k u 	3n 1 	3n' 
ru 
T (M'M I ) = 	1/24(W) G 04 k *14k ') u k' u u 1 	u 
3G
vik
) aG ( 44 ;M') 
 
G 04 2, ;le) G 04k .mk" ) 	0 u 	u t 2 U 	 ds" an"  
U 	 (7.4.15c) r 
T (Mk •M v ) = - 15p
3 
 (4.11 1 ) - 1/24(M') G1  (M
k
'
.11k1 ) 
	
k' k 	k 	k k 
t k, 3G (M 	1) 
 G 
ac a";14') 
olin.m'N -G0124") 3 ' k '3n" 3 k ' 52, 1 	1 Z' 2, an" 	] ds" 
(7.4.15d) 
Expressions (7.4.10a), (7.4.10b), (7.4.14a), and (7.4.15a) are the 
desired coupled integral equations completely characterizing the diff-
raction problem. The calculation of the unknowns E and IP enables the 
total reconstruction of the electromagnetic field in all domains. 
7.4.4 Concluding remarks  
At the commencement of this study concerning the diffraction pro-
perties of "bi-metallic" gratings, it was immediately evident that the 
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problem was of a "non-trivial" nature. Since this class of structures 
was entirely unfamiliar to the author, it was decided that the only 
reasonable method of attack on the problem at hand was to follow a slow, 
painstaking and systematic program of study in an attempt to gain some 
experience, indeed confidence, in dealing with such problems. Further-
more, before attempting to evolve a fully general formulation, it was 
thought necessary to establish whether or not any physically signifi-
cant result could arise from such an effort. 
Thus, in this context, the formalisms and results discussed in 
this and the previous sections represent the first attempt in character-
izing such a problem. Of course, it must be admitted that these treat- 
ments involve massive restrictions concerning groove geometry and surface 
conductivity. However, as has been demonstrated above, these assumptions 
have led to a relatively elegant formulation of the diffraction problem 
and the results so obtained have indicated the need for further studies 
culminating in the development of a fully general theory. 
7.5 DIFFRACTION BY A BURIED CYLINDER GRATING 
7.5.1 Introductory comments  
As can be seen from figure (7.5.1), the structure to be considered 
within this section consists of a periodically spaced array of imperfectly 
conducting cylinders buried in a planar slab of finitely conducting 
material. The manner in which this section fits into the evolutionary 
framework leading to a completely general theory may not be immediately 
evident and thus one feels duty bound to justify the inclusion of this 
formalism. 
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The previous sections have dealt with structures involving 
specific restrictions with regard to their groove geometry and surface 
conductivity. These restrictions have enabled the formulation of semi-
modal theories implicitly incorporating the field boundary conditions on 
the groove walls. However, such elegant techniques are not transferable 
to the more general problem. This remark must be qualified by saying 
that such formalisms are achievable only in those cases for which it is 
possible to derive analytic expressions for the field modes. Currently, 
the derivation of analytic modes is restricted to structures having 
highly specific geometries and perfectly conducting surfaces. The 
techniques by which analytic modes may be constructed for generalized 
geometries are not at all evident; let alone involving the more diffi-
cult transition from infinite to finite conductivity (for which the 
direct boundary conditions are replaced by constraints of a completely 
Indirect nature). 
Thus, until such time as modal formulations have made a number 
of significant advances, these methods will have to be abandoned in 
favour of the tried and proven integral formalisms, limited by neither 
structural geometry nor surface conductivity. Hence, in making the 
transition from infinite to finite conductivitx with the concomitant 
reversion to full integral formalisms, it was felt advisable to follow 
the usual systematic approach and consider a structure having a rela-
tively simple geometry. As can be seen from the diagram, the re-
strictions concerning conductivity and groove (or cylinder) geometry 
have been lifted but at the expense of constraining the slab geometry 
to be rectangular. However it was felt that such a theory warranted 
some closer attention since: 
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(i) it represented a continuation in the study of a class of problems 
(e.g. the multi-layer transmission grating) in which some exper-
ience had been already gained; 
and 
(ii) furthermore, it provided a useful "bench-mark" against which the 
fully general treatment could be tested. 
7.5.2 Specification of the problem  
Consider an array of finitely conducting cylinders of arbitrary 
cross-section arranged periodically inside a planar slab of finitely 
conducting material. The entire space is divided into a set of four 
distinct regions {D i }(where i 00,3]) having refractive indices {r i } 
such that r o = r 3 = 1 (i.e. free space). 
The problem which will now be discussed concerns the diffraction 
of a P polarized wave of free space wavelength A striking the structure 
of period d, illustrated in figure (7.5.]), at some angle e i . Here the 
electric component of the incident field is given by 
Ei = exp [i(cLox - X Y)]. 	 (7.5.1) 
7.5.3 Field representation within the dielectric slab  
By applying Green's Theorem to a subregion of D 1 (such that 
x c [0,d]) bounded by the contour C it follows that 
3E(4') 	aGi (P;M') 
E(P) = 	[G,(P;M') 	- E(M'flds' an; 
c 
(7.5.2) 
for some point P lying within the contour C. Here the Green's function 
G1  is given by 
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Figure 7.5.1 
The geometry of the buried cylinder grating. The structure 
is composed of an array of infinitely long cylinders (denoted 
by D2 ) of refractive index r 2 buried within a planar dielectric 
slab (denoted by D 1 ) of refractive index r 1 and surrounded on 
either side by free space. 
/e. 
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1 	00 	1 
G1' (P.M') = exp[ian (x-x 1 ) + irn IY-Y'll 2id n=-00 n (7.5.3) 
2  where rn = 	ki - a2 u 	with 	ki = kori . 
 
Since the region lying within C is a multiply-connected domain, the 
contour C is composed of 
(i)the horizontal linear segments S u and S z , 
(ii)the vertical linear segments at x' . 0,d 
and 
(iii)the cylinder profile r. 
However, from pseudo-periodicity arguments, the contributions to the 
line integral from the vertical linear segments may be shown to cancel 
with one another and so 
aE 	3G1 E(P) 	= 	I [G 
ext 
	
aE 	3G1 - 	[G1 ay' 	ay' 	dx' 
Su 
(7.5.4) 
aE 	3G 
[G1 3y' 	ay' E] dx' . 
1 
S 2, 
1 3n' 3n' 	ds' 
Now, it may be shown that the line integrals along the segments 
Su and S contribute only downward and upward going plane waves re- 
spectively and since both wave trains are approaching the grating proper 
. (i.e. the array of cylinders) their plane wave nature within the 
"grooves" (i.e. the region bounded in the x-direction by the cylinders) 
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must be preserved. If the region D 1 is further subdivided into domains 
U, M and L it follows that 
U+  E(P) = E [En exp(irny) + EU- n exp(-irny)1 exp(ianx) 
for some point P E (x,y) within U 
and 	E(P) = E [EL+ exp(irny) + EL exp(-irny)] exp(ianx) 
(7.5.5a) 
(7.5.5h) 
for 	P 6 L. 
Within the region U, contributions to the upward going field are supplied 
by wave reflections at the interface S k and the outward going radiation 
in the form of plane waves from the cylinder surface r. Naturally, 
within the region L, downward going terms are generated by outward going 
radiation from the cylinders and reflections from the interface S u . 
However, inside the domain M it is not possible to express the field in 
terms of a plane wave expansion having constant coefficients. To do so 
would be to invoke the Rayleigh approximation which has been shown pre-
viously to be a dubious assumption. 
Now, consider the field representation within U. The contribution 
from the line integral around r yields a term of the form 
an exp(ia x + irny) 
aE 	ad+ 1,n where a+ = f [G+ El ds' .n 	1,n an' - an' 
(7.5.6a) 
(7.5.6b) 
ext 
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with G1,n 2idrn 
1 	exp(- ianx' - irny') . 	(7.5.6c) 
(Here, the cylinder is specified by the relation y' = f(x').) 
By now utilizing these plane wave expansions by invoking the 
orthogonality of the basis {exp(ianx)} over a period length it follows 
from equation (7.5.4) that 
L+ + EU+ exp(irny) + EU exp(- irny)= (En +a n) exp(irny) + EU exp(-irny) 
U+ = EL+  +a + . i.e. En (7.5.7) 
Within the region L, the contribution from the line integral around 
the cylinder yields a downward going plane wave expansion of the form 
E a exp[i(anx - rny)] n n 
3E 	DG- - 	f 	 1,n 	, , where an = ) [G - aS 
rext
1 ' n an' 	an' 
1 and C1 ,n = 2idrn exP(- ia x' 
	ii' y') • 
(7.5.8a) 
(7.5.8b) 
(7.5.8c) 
By now performing some manipulations similar to those described above, 
it may be shown that 
EL= = En + a n 	- n (7.5.9) 
Expressions (7.5.7) and (7.5.9) represent two equations of con-
straint on the physical system, currently involving the four sets of 
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unknowns (EU-1-}, {EU- }, {EL4. } and {E1- } . By now applying Fresnel's n 	n 	n 	n 
Laws at the interfaces Su and S it is possible to introduce a further 5?, 
two constraints upon the physical system. These are : 
Eu- = T d + R EU+ 0 n,0 	nn 
and EL+ = R exp(2ir h) EL n
- 
n 	n 	n 
(7.5.10) 
(7.5.11) 
where the reflection and transmission coefficients are given by the 
respective expressions: 
rn Xn  Rn rn 
2 Xn  and Tn rn 	Xn • 
(7.5.12a) 
(7.5.12b) 
The symbol xn denotes the direction cosine of the nth order plane wave 
in free space and is given by 
= /Z7.7;!- (7.5.12c) 
The solution of equations (7.5.7), (7.5.9), (7.5.10) and (7.5.11) then 
enables the inward going plane wave coefficients {E} and {E} to be 
, found in terms of the coefficients {a+n } and {a- } and thus as functions 
of field quantities on the surface r. These representations are given 
by the following expressions: 
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Eu- -   
Rn 	R
2 exp(2iFnh) - 
	
nO + 	an + an 2 1 - Ro exp(2iF0h ) 1 - R2 n exp(2iFnh) 	1 - R2 exp(2iFnh) 
(7.5.13a) 
and 
R T exp(2iF h) 	Rn 	exp(2iFnh) - 	
R2 
n exp(2iF h) L+ 	00 	0 n 	+ En = dnO + 	an + an 1 - R2 exp(2iF
o
h) 	1 - R2 n exp(2iFnh) 	1 - R2 exp(2iFnh) 0 n 
(7.5.13b) 
It is interesting to consider the physical interpretation of the denom-
inator [1 - R2 exp(2iFnh)]. This term can be written as the sum of the 
following infinite geometric series, 
co 	2p 1  i.e. 	= 	E ER exp(iFnh)] 	. 1 - R2 n exp(2iFnh) 	p=0 	n 
Such a series would arise if one were to adopt a multiple-scattering 
approach to the problem. 
Now, with the aid of expressions (7.5.13), (7.5.8), (7.5.6) and 
(7.5.4) it is possible to express the electric field at any point P 
completely enclosed within C as a function of field quantities directly 
associated with the cylinder r 
i.e. E(P) = 	0 exp(ia0  x - ir 0  y) 1 - R0 exp(2i1'0h) 
R0 T0  exp(2i1'0h) exp(iaox + iroy) 
1 - R20  exp(2iF0  h) 
aE(m') 	3GT (P;M') 1 f 	EG1 (P;M') 	- an , 	E(M')] ds' 	(7.5.14a) rext 
where the Green's function G1 is given by 
GT = G + GA + GB + GC + GD 1 	1 	1 	1 	1 	1 (7.5.14b) 
A 	1 	1 	R where G i = n 	 exp[ia (x-x') + IF (-y-y')] — 
	
GBn 	exp[ian (x-x') + irn (-y+50 +2h)] 1 	2id 	r 1 - R2 exp(2irh) 
1 	1 	R2 
n 	n (7.5.14d) n 
1 	1 Rn  G 	— E 	 expEian (x-x') + irn (y+y 1 +2h)] 
2id n rn 1 - R2 exp(2irnh) 1 (7.5.14e) 
1 	1 	R2 
and GD 1 _   exp[ian (x-x') + irn (y-y'+2h)]. 
2id 	rn 	- R
2 exp(2irnh) 	 (7.5.140 
It is to be noted that the effective Incident field in equation (7.5.14a) 
is composed of two terms, an upward and a downward going wave. The down-
ward going field arises from a transmission of the original incident 
field in free space through the boundary S u whereas the upward going field 
results from a reflection of this transmitted component at the lower 
interface S. For clarity, these two terms will be grouped and referred 
to by the symbol Eeff - the effective incident field. 
3E 	DGT 
i.e. E(P) = Ei (P) 	j 	G 1T E] ds t . eff 1 an' 	an' 
rext 
Consider now the properties of the kernel 4. By inspection, it may 
A B C be seen that none of the functions G 1, G G1 or G1 possess any singular-
ities within the region D1 and that all,are absolutely convergent series. 
Thus, one infers that the singular behaviour of G T is characterized purely 1 
by the singularities of G 
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2id 	r 1 - R2 exp(2irnh) n 	n (7.5.14c) 
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i.e. (V2 + k2 ) GT = (V2 + k2 ) G1 =  T 	6(x-x'-nd) exp(iaond) 6(y-y'). 1 	1 1 n=-00 
By now sampling the field at a point M on r it follows that 
J 	3E (4') 	3G (14;M') 11E(M) = Eeff 	[G(M;M') 	' 	- (M) + T E(M')] ds',(7.5.15) 1 	Dn ant 
rext 
a consequence of the fact that only "half a singularity" lies within the 
domain of integration. This expression is the desired integral equation 
uniquely characterizing the diffraction problem. 
The equation requires a knowledge of both the field and its normal 
derivative on the cylinder surface and in this sense the problem is under-
determined. This situation may be alleviated however, by once again 
turning to Maystre's technique (referenced in previous sections) and de-
fining the existence of a "pseudo-current" on the inner surface of F. 
3E This quantity is capable of linking both E and -6-17-1 and in doing so provides 
a further equation of constraint on the physical problem. By introducing 
a function v specified by the following criteria 
(i) v(Q) 	= 	E(Q) 	if Q e D2, 
(ii) (V2 + k2 ) v = 	0 	elsewhere, 2 
(iii) v is everywhere continuous and obeys the radiation 
conditions as ly1 4- 00, 
(7.5.16) 
 
the "pseudo-current", E, may be defined by 
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aV 	aV 04) :2 	 _. 
rext 	int 
(7.5.17) 
Following an analysis similar to that discussed in earlier sections of 
this chapter, it may be shown that 
where 
G 2 (Q 
where 
and 
awl) 
an 
Furthermore, 
E(Q) 
. ' M 1 ) 
nn 
E(M) 
r. int 
= 	f G,(Q;M I ) “M') ds' 	for 	Q cD2 r 
1 	co 	1 
(7.5.18) 
(7.5.19) 
(7.5.20a) 
(7.5.20b) 
E — (x-x') + inn lY-Y'li n 	exp[iotn 2id = 	n=-oo 	n 
2 	2 = 	k2 - an . 
for a point M on r, it follows that 
= 	f G2 (M;M') 	M') ds' 
ac2 (M;M') 
11E(M) 	ds' = 	- 	+ f an 	E(M') 
and it is these representations together with the boundary conditions 
that yield a completely and uniquely determined solution of the 
diffraction problem. 
It only remains to substitute these representations into expression 
(7.5.15) to derive the final equation: 
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f TE (M;M t ) (M') ds' = Ei  (M) eff (7.5.21a) 
where TE (M;1,1 1 ) = 1/2 G2 (M;14 1 ) + 1/2 G
T (M;14 1 ) 1 
r [G (14;M T 	
3G2 	acT (M;M") 1 - - ") — - G2 (M":14')] ds" 3n" 
(7.5.21b) 
- a Fredholm integral equation of the first kind which is solved using 
standard techniques. 
Reflected and transmitted field amplitudes in free space may be 
reconstructed by performing the following sequence of calculations: 
3E (a) reconstruction of E and — on r using equations (7.5.20), an 
(b) determination of the cylinder radiation coefficients {a n } and 
{a- } from equations (7.5.6) and (7.5.8) 
and 
(c) computation of the coefficient set {EL- n } and {E
U+} from which 
can be obtained the reflected and transmitted field amplitudes 
after a further application of Fresnel's Laws. 
7.5.4 Application to the case of a generalized lamellar grating  
The previous theory can be now specifically applied to the case of 
a generalized lamellar grating. As can be seen from figure (7.5.2) the 
structure possesses many of the characteristics of a lamellar grating 
but is far more general in the sense that 
(i) the geometry of the groove is no longer restricted to having a 
rectangular cross-section 
sl : ( 1 , -I%) 
Figure 7.5.2 
The geometry of the generalized lamellar grating. 
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and 
(ii) the constraint of requiring a perfectly conducting segment in 
the groove profile has been removed. 
Both of these assumptions were necessary to previous modal formulations 
of this problem. 
However, the formalism outlined in the previous section cannot be 
directly applied to this case without some modification to its deriv-
ation. The difficulty arises in attempting to identify the existence 
of plane waves in the space D i when the cylinder, D 2 , is such that it 
completely fills the space y E [-h,0]. 
In an attempt to alleviate this dilemma, consider the field re-
presentation for the electric field in D 1 given by the Kirchhoff-Helmholtz 
formula: 
DE (1.1')DG
1- 
 (P.M') 
3n E(P) 	= 	[G1'  (P.M') 	E(M')] ds' an' 
Cl 
 
	
DE 	3G 
= 
 
G1 dn' 	Dn' E 
1 
rk 
aE 	9G - f [G1 3y , - ay , E] dx' 1 
ds' 
ext 
AB 
aE 	3G, 
+ f [G1 —' 	E] dx'. ay ay' 
DE 
From. field pseudo-periodicity it follows that 
DE ac1 E] 	= 	[ G1 
DE 
i an'•[G1 an' 	Dn' 	I 
(7.5.22) 
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and after some elementary manipulation equation (7.5.22) reduces to 
the form: 
DE 
E(P) j [G1 E] ds' 3n' 
rext 
DE 	DG 
- 	[G 	•1 E] ay , 	l 	_ 1 ay' 0 y1=0 dx'  
aE 
+J 
[G1 3y' 
0 
▪ dx' 
y'=-h 
(7.5.23) 
where r = rk u BC u Fr u FE. 
This expression takes a form identical to equations (7.5.4) derived in 
the previous section. 
Now, to avoid any explicit reference to plane wave expansions it 
is necessary to write the field and its normal derivative on the plane 
interfaces in terms of the following series: 
(7.5.24a) 
(7.5.24b) 
(7.5.24c) 
(7.5.24d) 
= E f exp(ianx) n n 
aE 	- -a—y- (x,o ) = E dn  exp(ianx) n  
= E fL exp(ianx) n n 
and 
2E (x,-h+) 	= E dL exp(ianx) 3y 	n n 
where 
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du - 2i x0 6n,0 fij "n 	n 
(7.5.25) 
and dn - 
Now, by using these definitions the electric field at any point P in D 1 
(such that P does not lie on the boundary of D 1 ) is given by 
aE 3G1 E(P) = f [G 	E] 	ds' 3n' 
ext 
+EElj exP[i(ax - rY .)] n n 	n 
+ E EL+ exp[i(anx + rny)] n n (7.5.26a) 
where 
U-En + 
11(1 - )_!1_1 fU n,0 	rn n (7.5.26h) 
Xn and EL+ n = 11(1 - -) fL exp(irn 	. (7.5.26c) 
Should the point P now tend to a point M u on AC,equation (7.5.23) can be 
re-written in the form: 
3E 	3G1 E(MU) 	= (f + j + 	) [G1 	r4n' 	E] ds' . 	(7.5.27) a  r AC DF ext 
As before, the contribution from the line integral around the contour r 
yields a series of upward going plane waves. Similar remarks apply to 
the contributions from the linear segment DF. After some elementary 
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but tedious manipulation of equation (7.5.27) the following constraint 
is derived 
i dU 
a+ + EL+  + 	 1/2 fn n 	n 	2 rn 
fU 	
2 an  or 	T 	+ + R 	exparnh). 0 nO 1 + x ir 	n n -n n (7.5.28) 
A similar line of argument, derived by considering a point ML on DF, 
yields 
2 a- 
n  f
L 	T exp( F h) 	+  exp(irh) + R exp(ir h) fu 00	nO 1 + xn/r 	n n n 	n 	n 
(7.5.29) 
It then follows from these equations that 
EU- 	0  2 	snO 1 - Ro exp(2ir0h) 
Rn 	R
2 exp(2irn 	h) a+ a- + 2 1 - R2 exp(2irnh) 	
+ 
1 - Rn exp(2irnh) 	n 
which is an identical expression to that derived in the previous section. 
Thus, it has been established that the earlier formulation derived for 
the pure cylinder problem is entirely valid when applied to the case of 
a generalized lamellar grating. 
7.6 A FULLY GENERAL BI-METALLIC GRATING THEORY  
7.6..1 Introductory remarks  
The material presented in this section represents the final stage 
in the evolution of a fully generalized bi-metallic grating theory. 
Previous sections have outlined a number of formalisms which have been 
concerned with somewhat simplified diffracting structures (with under-
lying assumptions being made concerning both geometry and groove 
conductivity). However this formulation, relying upon the linear oper-
ator approach adopted by Maystre in his latest work [7.9], has eliminated 
all such restrictions and is in fact the realization of the ultimate goal. 
Although at the time of preparation of this thesis it had not been 
possible to implement the theory numerically, and thus test the formul-
ation against such constraints as reciprocity and energy conservation, it 
is, nevertheless, felt that the formalism rests on a firm basis. On the 
surface, this may appear to be a bold remark, but in view of the exper-
ience gained from the development of previous theories, together with the 
fact that it has been possible to analytically test certain aspects of 
the formalism, one feels that a measure of confidence in the theory is 
justified. 
However, the study is still incomplete and it is not possible to 
comment further until such time as the associated computer program has 
been written and thoroughly tested. It is felt that such an effort is 
warranted and indeed stimulated by the promising results given in 
section (7.3). Clearly, there is much scope for future work and it is 
hoped to report some interesting results at a later stage. 
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7.6.2 Solution of the diffraction problem  
Consider a P polarized wave field incident upon the structure 
shown in figure (7.6.1). This geometry is a generalization of that 
discussed in the previous section. Here the interfaces r and r 2 0 
bounding the semi-infinite media D 0  and D2 can assume arbitrary profile 
shapes. Once again, the inserted metallic element of this structure 
has been chosen to be the cylinder D l . However this represents no re- 
striction to the formulation of a completely general bi-metallic grating 
theory as evidenced by the treatment of section (7.5.4). 
In seeking to uniquely characterize the field distribution, it is 
once again necessary to apply the powerful technique developed by 
Maystre [7.2] and define the existence of "pseudo-currents" fy on each 
of theinterfacesr.for j E [0,2]. This is accomplished by defining a 
setoffunctions{u.}by 
	
(1) 	u(P) 	= 	E(P) 	- E1(P) 	6.J0 	if 	P. 	c D. J 3 1 J 
2 (ii) 	(V2  + k.) u. 	= 	0 if 	P. 	4 D. J 	J J 
(iii)u.is everywhere continuous and obeys the radiation 
(7.6.1) 
conditions. 
By performing analyses identical to those presented elsewhere in 
this thesis , it follows that the electric field at any point P. within 
the medium D. is given by 
E(P.) = Ei (P.)6 	C.(P.;M!) (1).(M!) ds' J JO 	J 3 3 	J J 
r. 
(7.6.2a) 
Do 
Figure 7.6.1 
The geometry of the fully general bi-metallic grating. 
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where the "pseudo-current" 	appropriate to the interface F. (bounding 
D.) is defined by 
3u. 	3u. 
(13) (Mi ) = -511 	Dn 	
• rj,ext Fj,int 
(7.6.2b) 
(The terms "int" and "ext" refer to the derivative being taken at points 
just interior and exterior to the mediumD i respectively. The unit 
normalsil.tothesurfacer.are inwardly directed towards the medium -1 
The field is sampled by a Green's function G. (appropriate to the 
medium D.) whose form is identical to those used in previous sections 
1 	1  i.e. 	G.(P.;M!) 	= 2id 	 . 	exp[ia (x-x') 4. in. ly-y'l] n n J 	J 3,n 3,n 
(7.6.3) 
    
where r 2 	2 
	
ri.m/k. - a 	and 3,n 	n 
27 
= — r.. 
X j 
(Herer.is the refractive index of the medium D..) 
Now,fortheparticularcasenfapointM.bdng on the surface F,, 
it may be shown that 
E(4.) = E i (M.) + G.(M.;M!) 	0.(M!) 	(7.6.4a) J 	3, 0  J JJJJ 	J 
and 
aE(M.) 3  E i (M.) 
F. 
9G.(M.;Mi) J 
an J 	S. + + 	J 	3 	ds' an 	3,0 1/2 	0.(M.) 0.(M!) 	. an ') J 	J J 
F 	. j,int F. (7.6.4h) 
By using the Kirchhoff-Helmholtz formula, the electric field at some 
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point Q, completely enclosed within D
3' 
may be expressed in terms of 
these quantities. 
i.e. E(Q) = 	E 
2 j 
	
[---L 	3 E(MI) - G (Q;M!) 	, 3 ] ds'.(7.6.5) Dn' 
3G,(Q;11!) 
3 	j Dn 
DE (M!) 
j=0 r 
Now for a point M. lying on the interface r. (i.e. just interior to j,ext 
the domain D
3
) 
DG (M.;M!) 	3E(M!) 
E(M1) = 	E j 	3 1 3 E(M!)- G (M.;M!) ---a 	] ds' Dn' 	j 	3 	j 9n j=0 r 
j,ext 
V i E [0,2]. 	(7.6.6) 
Equation (7.6.6) together with the field continuity conditions 
aE links the unknowns El 	and -5.71 1 r. and thus gives rise to a set of r. 1 3 three coupled integral equations in the {0 j } 
i.e.A04-A0 +A02 2 0 	= 	Ro 
 
oo o 01 1  
(1)0 All ( 1 	Al2 4)2 	= 	R1 
A
20 
	+ A
211 
+ A
22 
0
2 
= R
2 
. 
(7.6.7a) 
(7.6.7b) 
(7.6.7c) 
liere,thelinearoperatorA.
j 
 is defined by i 
A . 4 . = iJ 3 
r. 3 
;M!) 0.(M') ds' J 	J 
and the kernel is given by 
j ,ext 
A..(M.;M!) 	= -½ 1/2 G M..M!) - 1/2 G.(M..M!) S. 13 	1 3 /3. 	1 	13 
[ G3 (Mi ;Mp G.(14,:;mt) 	G (m..mn 3Gi(1,TM:j)1 ds" 
kt" 	 3 J 	3 1' 3 3n" r. 
(7.6.8) 
The right hand sides of equations (7.6.7) are given by 
R.(M.) = 1/2 E i (M ) 6 i0 
DG (M .14) 	;E 1 (M) 
	
J 
[;n 3 i' 0 E1 (m0, ) 	G 3 (m 
 .'m,) 	j 0 , ds' .(7.6.9) i 0 
7.6.3 Reduction of the coupled integral equations  
The above set of coupled integral equations may, of course, be 
solved using the points matching technique. However it is more elegant 
and perhaps computationally more efficient to reduce them analytically 
so as to involve the solution of only one unknown. In accordance with 
the analysis presented in section (7.5) it was decided to reduce these 
equations by eliminating unknowns at the surfaces 1'0 and F2 . This de-
cision was made so that the results of this formalism could be directly 
compared with the buried cylinder grating theory. As such, comments 
regarding the choice of reduction mechanism are interspersed throughout 
the following analysis. 
Before commencing the solution of the operator equation, it is 
worthwhile to discuss the properties of these operators. It may be 
shown that kernels of the form A.. possess logarithmic singularities 3.1 
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which may be removed by integration. On the other hand, kernels of the 
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formAij such that i j can be shown to be absolutely convergent. 
At this stage, a question arises concerning which of the operators 
can be satisfactorily inverted in order to explicitly isolate the 
functions 0 0  and 02• Any analysis involving the inversion of absolutely 
convergent operators will give rise to operators whose kernels exhibit 
divergent behaviour. Although this represents no hindrance to a success-
ful analytic reduction (possible in the case of planar upper and lower 
interfaces), one must reject any numerical implementation of this treat-
ment on the grounds of gross instability. Thus, the only reasonable 
approach involves the inversion of operators of the type Aii 
-1 e.g.= A-1 R - A-1 A 	- A A 0 . 1) 0 	00 0 	00 01 1 	00 02 2 (7.6.10) 
On substituting this expression for 0 0 into equations (7.6.7h) and 
(7.6.7c), 	it follows that 
B11 + B2 02 
and 	C1 0 1 + C22 	= 	T 
-1 
1 
-1 
(7.6.11) 
where B1 	= 	A11 - A10 A00 A01 C1 = A21 - A20 A00 A01 
-1 -1 B2 	= 	A12 - A10 A00 A02 C2 = A22 - A20 A00 A02 (7.6.12) 
-1 -1 S 	=  = R2 - A20 A00 RO 
It only remains to eliminate the variable 0 2. Although this can 
be done by inverting either of the operators B 2 or C2 , the choice is 
not arbitrary. Because of the absolute convergence of the operator B 2' 
it is preferable to invert the logarithmically-divergent operator 
C 2 . 
Thus, 
-1 
2 = C2 1 T - C . C 0 2 	1 1 
and so, 
(B
1 
- B2 C2 1 C 1 ) 0 1 = S - B2 C 2 1T . (7.6.13) 
7.6.4 Agreement with the buried cylinder grating formalism  
Since it had not been possible to numerically implement the above 
formalism by the submission date of the thesis, it was of paramount im-
portance to find some criterion against which the formalism could be 
meaningfully tested. The only available check having any significance 
was a comparison of this theory and the treatment of the buried cylinder 
grating outlined in section (7.5). Thus, it is the purpose of this 
section to analytically evaluate the operator equation (7.6.13) and de-
rive an expression in agreement with equations (7.5.21). 
As before, the interfaces ro and r2 are represented by the planes 
y = 0 and y = - h respectively and so 
1 	(  A 	= 1 	1  00 
- 
4id n n3,n 	n0,n ) exPiian (x-x')3 
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(7.6.14) 
continued 
page 
1 	1 	1  A02 = 	E ( - 4id n n3,n 	n2,n 
) exp[ian (x-x' + in 3,n h] 
1 	 1 A10 = 4id E (
1 	exp[ian (x-x') - in3,n f(x)] n n3,n 	0,n 
1 	1 	1  A12 = 4id 	( n3,n 
- 
n2,n
) exp[ian (x-x')+ in3,n (h + f(x))] 
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(7.6.14) 1 	 1  A20 = - 4id ri (1 
	
n ) exp[ian (x-x') + in3,n h] 3,n 	nO,n 
1 E ( 1 	1  
A22 = - 4id n n3,n + n2 ) exp[ian (x-x t )] 
with 
Ti O,n  • 1/2 (1 - n 	) exp(iaox) 0 3,n 
Ti0 n R1 	
• 
- 1/2 (1 + --L—) exp[ia ox - in 3,0  f(x)] 3,n 
and 
Ti0 n R2 	= - 1/2 (1 +)exp[iaox + in3,0 h]. n3,n 
(7.6.15) 
Now, in the space [0,d], on which is defined an orthogonal basis 
{exp(ianx)} it is possible to establish the existence of an identity 
operator I such that for an operator 0, 
-1 	- oo = o 1  o = I. 
Here, 
1 = — E exp[ian (x-x')]. d n (7.6.16) 
Thus, 
n 	x n -1 	41 	3,n 	0,n ) 
n exn[ia (x-30)] • A00 = [ n3,n + no,n (7.6.17) 
After performing a vast quantity of tedious manipulation it follows that 
S = - t00  exp[iaox - in30  f(x)] 
T = - t00  exp[ia0  x + in30  hi 
1 	1 	1  )  B2 = - 	E ( 	- 	exp[ia(x-x')] 
	
4id n n3,n 	n2,n 
{ exp[ in 3,n (h+f(x))1+r0,n exP{in3,n (h-f(x))]} 
1 	1 	1  , C 2 = - 4id n ( n 3,n 	2,n 
) exp[ia (x-x')] 
{ 1 - r 0,n r 2,n exp(2in3,n h) } 
and thus, 
t 0,  S-B2 C
-
2
1T = 	
- 
1 - r 	rexp(2in 	h) exp[ia0x - in3,0f(x)] 2,0 0,0 	3,0 
- r2,0 t 0,0 exp(2in3,0 h) exp[iaox + in, -f(x)] 1 - r 	exp(2in 	h) 2,0 r  0,0 	3,0 J,U 
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(7.6.18) 
(7.6.19) 
where the reflection and transmission factors for the n th order wave at 
the plane boundary ri are respectively given by 
n3,n - nm,n r 	= m,n n3,n + nm,n 
c"? 2nm,n  and t 	- m,n n3,n + nm,n 
(7.6.20a) 
(7.6.20b) 
Expression (7.6.19) is a measure of the effective incident field on the 
cylinder F 1 . Inspection of this equation and the first two terms of 
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equation (7.5.14a) from the previous section reveals that they are 
indeed of similar form. Some further manipulation also demonstrates 
that the kernel T E defined by equation (7.5.21b) and the operator 
-1 (B1-B2 C2 C1 ) are analogous quantities. 
7.6.5 Concluding remarks  
Although this section has concentrated on the derivation of a 
theory describing the diffraction properties of a finitely conducting 
bi-metallic cylinder grating, the treatment can be extended to cover 
the case of a fully general bi-metallic grating, for which the cylindrical 
element partially coincides with the upper and lower interfaces F0  and r2. 
Although no rigorous testing of this formalism has been attempted 
using a computer implementation, the theoretical verification discussed 
in the previous sub-section can be considered as having some significance. 
However, until such time as a computer program has been written and its 
results scrutinized thoroughly, it will be necessary to regard this 
formalism with due caution. 
It is only with hindsight that the true value of the analysis pre-
sented in section (7.6.4) becomes apparent. To suggest that the above 
reduction only represents a successful test of the formalism is to do 
the entire method a grave injustice. Much valuable experience has been 
gained from this exercise, particularly in highlighting numerical diffi-
culties before they manifest themselves as obstinate discrepancies in 
the results of the associated computer implementation. At this stage, 
it is felt that the current version of the theory should present no sig-
nificant numerical difficulties, although confirmation of this statement 
can result only from the actual implementation. 
7.7 SUMNARY  
The aim of this chapter has been two-fold in that it has attempted 
to 
(i) re-create the evolution of the bi-metallic grating theories and 
(ii) outline the method of anomaly suppression. 
In respect of the second of these aims, anomaly suppression can 
indeed be accomplished by overcoating the "off-blaze" facet with a weakly 
conducting material. The mechanism appears to involve the creation of 
"lossy plasmons" whose bandwidth is sufficiently broad to smear any rapid 
spectral response. The results obtained from the numerical experiments, 
using a relatively restricted formalism, indicate the need to enforce 
both upper and lower bounds on •the conductivity of the overcoated film. 
Clearly, on the basis of these results, there exists much scope 
for future theoretical work having great relevance to grating designers. 
In the near future, it is hoped to implement the theory of section (7.6) 
in an attempt to glean a more thorough understanding of the diffraction 
properties of this fascinating class of structures. 
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CHAPTER 8 
THE CROSSED LAMELLAR TRANSMISSION GRATING 
The investigations which are reported in this chapter were con-
ducted in collaboration with Miss Jenny Adams and Dr. Ross McPhedran, 
and it is with great pleasure that the author-warmly acknowledges 
their contributions. The material which is discussed herein has been 
taken from a paper [8.1],accepted for publication by the "Journal of 
Optics" and a University of Tasmania internal research report [8.2]. 
8.1 INTRODUCTION 
This chapter, and also the following chapter, are concerned with 
the diffraction properties of a class of structures referred to, within 
our group, as "bi-gratings". These consist of a pair of spatially 
separated singly periodic lamellar transmission gratings whose axes of 
periodicity are inclined with respect to one another at some arbitrary 
angle. 
The literature of crossed and spatially separated gratings dates 
back to the year 1939 when the experimental work of Esau et al [8.3] 
and the theoretical work of Wessel [8.4] were published. Wessel chose 
to characterize the behaviour of the grating in terms of an impedance 
which he defined as being the ratio of the electric field (parallel to 
the wires) to the current flowing in one of the wires. His theory 
assumed that the wires were composed of a perfectly conducting metal 
and had a circular cross-section whose radius was much smaller than the 
wavelength of the incident radiation. This restriction was enforced so 
8.1 
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that there would be no spatial variation of the current distribution 
across the wire, an assumption which greatly simplified the analysis 
and permitted a solution of the problem in closed form. (Furthermore, 
his theory was valid only for wavelengths in excess of twice the 
grating period, i.e. only a single propagating order.) 
In 1949, Franz [8.5] confronted the experiments of Esau et al. 
(concerned with the diffraction properties of a structure made from 
several parallel grids) with a simplified version of Wessel's method 
and was able to obtain reasonable agreement with the experimental 
data. 
Lewis and Casey [8.6], in 1951, discussed the application of a 
pair of parallel grids in a microwave interference filter. A further 
paper [8.7] by these same authors demonstrated that the use of double 
grids, (or a pair of aligned wire gratings used in P polarized 
radiation), in long wavelength Fabry-Perot interferometers was prefer-
able to the traditional design employing highly conducting thin films, 
(for which the transmission properties were particularly poor) 
However, their theory was also afflicted with the same restrictions as 
those applying to Wessel's formalism. In particular, the need to assume 
the wavelength to be far greater than the dimensions of the individual 
wires greatly diminished the generality of their theory. Although 
this assumption permitted the derivation of an analytic solution, it 
restricted the theory to interferometers of low finesse - a consequence 
of the reduced reflectance of each array. 
Following upon these early studies, there have been numerous other 
investigations on both the theoretical and experimental fronts. Almost 
invariably however, the theories have relied upon impedance techniques, 
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the application of which must be open to debate. Nevertheless, even 
though the theoretical development had stagnated, many valuable ex-
perimental investigations were published. Notable contributions 
were made by such authors as Mitsuishi et al, Ulrich, Renk and Genzel 
(references [8.8-13]). 
The first departure from the use of impedance theories was the 
work of Adodina et al [8.14-15] who adopted a "multiple-scattering" 
approach to the problem. However, their theory was also plagued by a 
number of restrictions. In particular, it assumed that the only mech-
anism for interaction between the two arrays was a single propagating 
order. Even for very long wavelengths, this involved the restriction 
of the analysis to relatively large array separations in order to 
prevent any evanescent field coupling of the two arrays. However, 
within the terms of reference laid down by the design of an interfer-
ometer, it was a justifiable assumption. 
Since these early investigations, the greatly increased under-
standing of diffraction problems together with the advent of powerful 
digital computers (thereby removing the need to derive solutions in 
closed form) has enabled the theoretician to arrive at fully rigorous 
formalisms characterizing such problems. In recent years, the theory 
of doubly periodic structures has been predominantly studied by 
electrical engineers concerned with antenna systems. However, the 
extensive use of inductive grids as interference filters and interfer-
ometers and a recent suggestion by Horwitz [8.16] that such structures 
could provide an effective solar selective surface have motivated many 
of the current optical investigations. 
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These optical studies follow closely upon the success of rigorous 
electromagnetic theories describing the diffraction of a plane wave by 
a singly periodic grating. During the past decade, the development of 
grating theories has largely followed two basic approaches, namely the 
integral and differential formalisms. Although these methods have the 
advantage that they can accommodate a diversity of diffracting geometries, 
they are, unfortunately, totally unsuited to the study of doubly periodic 
structures. It is the need for immense computer resources, which are 
currently unavailable, instead of any physical restriction that limits 
their application. 
In consequence, it has been necessary to develop a further class 
of formalisms referred to as the "Modal Methods", whose roots are 
deeply entrenched in waveguide theory. Such techniques rely upon the 
choice of appropriate waveguide modes to specify the fields within the 
apertures and Rayleigh expansions to characterize the field in the semi-
infinite spaces outside the apertures. To date, however, it has been 
possible to apply modal formalisms only to relatively simple aperture 
geometries, for which analytic expressions of the field modes can be 
derived. 
In the early years of this decade, the great bulk of the liter-
ature pertaining to inductive grids (made by perforating a metallic 
sheet with a periodic array of apertures) was contributed by Chen 
[8.17-19]. In 1976, his theory was generalized by McPhedran and Maystre 
[8.20-21] to study the solar selective applications of such structures. 
Their analysis revealed that the earlier impedance theories were 
appropriate only to grids of infinitesimal thickness. It was also shown 
that such grids possessed excellent solar selective properties provided 
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they were used in direct sunlight and employed diurnal tracking. 
The first rigorous study of spatially separated gratings was 
performed in 1972 by Blok and Mur [8.22]. These authors, who con-
sidered a pair of infinitesimally thin gratings whose axes of per-
iodicity were aligned with one another, derived an integral formalism 
describing the diffraction problem. However, it was unfortunate that 
they failed to capitalize on the opportunity to discuss the application 
of their theory to the design of interferometers. 
The material presented in this chapter, arose from the success of 
the study undertaken by McPhedran and Maystre, and it is believed that 
this is the first rigorous theoretical treatment of a bi-grating 
referred to as a "crossed lamellar transmission grating" - a structure 
composed of a pair of spatially separated singly periodic lamellar 
transmission gratings arranged such that their axes of periodicity are 
orthogonal to one another. This work was originally commenced in 1976 
by my co-worker in this subject,Miss Jenny Adams,as her Honours project 
[8.231,but evolved rapidly to the stage where both the author and 
Dr. Ross McPhedran became involved in these studies. As such, the 
author should like to express his sincere gratitude for their stimul-
ating collaboration during this work. 
In the following section an outline of the derivation of the 
theoretical formalism is presented. Because of the need for brevity, 
it is only possible to present a precis of what would otherwise be a 
particularly lengthy discussion of a very complex theory. However, a 
complete version of the treatment is supplied in our research report 
[8.2]. Section (8.3), which is concerned with a discussion of the val-
idity of the formalism, presents a new amplitude constraint appropriate 
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to a Littrow configuration. This property is appropriate to all 
symmetric grids but has proved to be a particularly valuable converg-
ence test of this formalism, for which the "open-ended" nature of the 
modes tends to strain the available computing resources to the limits 
of their storage capacity. In that same section, a critical discussion 
of the use of boundary conditions applying to crossed gratings is also 
presented. This is drawn totally from our own experience in misusing 
the boundary conditions, and is included largely in the hope that those 
who may read this dissertation may profit from our errors. Finally, in 
section (8.4), a thorough discussion of the spectral characteristics of 
this structure is given with particular reference being made to their 
application in solar selective systems. This aspect of the studies has 
confirmed the design parameters of conventional grids (presented by 
McPhedran and Maystre) but has revealed that the additional array 
separation parameter may be successfully utilized to tune the trans-
mission bandwidth. 
8.2 THE THEORETICAL FORMALISM 
8.2.1 Notation  
Consider a plane wave, having wavelength A, incident upon a pair 
of mutually perpendicular, perfectly conducting lamellar transmission 
gratings arranged in two parallel planes in free space. 
The nomenclature defined for the problem is summarized in figures 
(8.2.1a) and (8.2.1b). For simplicity it is assumed that the temporal 
dependence of exp(-jwt) is suppressed throughout the analysis. The 
incident electric and magnetic fields are defined by 
s+h 
s-h 
A-s+h' 
• 
c' 
d'-c' 
Figure 8.2.1a The general structure of the crossed 
lamellar transmission grating. 
d'47' 7 
V = period vol. in grooves 
enclosed by surface A 
VT = period volume in 
space(enclosed by surface A') 
Figure 8.2.1b The volumes of integration used in the derivation of the modal 
expansions for the grating and aiso in the derivation ot the 
amplitude constraint for the Litt row mount. 
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E
i 	AR (x,y,z) 
and 	Hi 
	
B Ri (x,y,z) 
where R(x,y,z) 	= 	exp[jko (aox - 
003' Y0z)] 
and _ 27 - 	= sin (I) cos IP ' 	a0 
 
= cos, and 	sin (I) sin IL'.00 0 
The incident field excites surface current distributions on both 
gratings and these re-radiate diffracted fields. The dual periodicity 
of the grating structure constrains the free-space fields to be com-
posed of an infinite series of discrete plane waves specified by the 
integers p and q. Upward-going waves are associated with plane wave 
terms of the form 
R (x,y,z) = exp[jk
0
(a
p
x + a y + y z)]. 
	
Pq 	 Pq 
Downward-going waves are made up from terms of the form 
R 
Pq 
 Cx,y,z) = exp[jk
0
(a
p
x - a 
Pq
y + 
Here, a
p 
a + p 0 
V 	= v 	n 
1 0 d 	' 
and a 	= 	- a2 - y2 if 2 2 a + y 1 Pq P 	q P 	q 
d/a2 ,2 if 	a2 + y2 > 1 . p P 	q 
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8.2.2 Edge and boundary conditions  
The conditions of continuity appropriate to this problem are as 
follows: 
n x E = 0 	on all metal surfaces 
n H — 
is continuous across all air interfaces, which implies 
Ex and Ez are continuous across all air interfaces 
is continuous across all air interfaces, which implies 
Hx and Hz are continuous across these interfaces. 
(Here n is a unit normal to the surface.) 
It should be noted that n x H cannot be continuous across an air-metal 
interface since the incident field excites a surface current distribution 
on the metal. 
However, a knowledge of the boundary conditions alone is not suff-
icient to adequately characterize the entire problem. In a problem such 
as has been solved, it is essential to analyse the nature of the fields 
in the vicinity of the metal edges and understand the singular behaviour 
exhibited by certain field components. Any misunderstanding of the 
boundary and edge conditions can certainly lead to nonphysical conclusions, 
a subject which is discussed at some length in section (8.3.4). 
Consider a co-ordinate system, the z-axis of which is oriented 
along the edge and the x axis taken to be tangential to one sheet of 
the surface. Let the tangential plane to the other sheet be 8 = 3ff/2 
where r, 8 and z are the components of a right handed cylindrical polar 
co-ordinate system. (Here r denotes a radial distance measured from the 
edge.) Now, by using a treatment as detailed by Jones [8.24] and Meixner 
[8.25], the following field behaviours may be expected -- 
aEzz r-1/3 (integrable singularities) 
ay ' ax ' 	Ex , 
9Ex 	aE aE aE x y  r-4/3 	(non-integrable singularities) 
and 	Ez 	cc 
	r 1/3 
	
(no singularity). 
It is to be noted that the non-integrable singularities are partial 
derivatives taken normal to the edge of field components, themselves 
• normal to the edge. Similar analyses reveal that H , H and H have x y 	z 
at worst integrable singularities at the above-mentioned surfaces. 
•Hence, it is seen that in constructing any crossed grating form-
alism, one cannot impose non-physical boundary conditions such as the 
continuity of 3Exny or aEz/3y. (For the case of this structure, 
DEx/ay possess a non-integrable singularity at the surfaces y = s - h. 
On the other hand, 3Ez /4 has a non-integrable singularity at the edges 
of the lower array.) 
Instead, one must impose boundary conditions on physical field 
quantities which involve no non-integrable singularities. To completely 
determine the diffraction problem, four field components must be con-
strained and these are chosen to be Ex' Ez' Hx and Hz . (At first sight, 
one might think that the Oy axis was the preferred axis and that E and 
H were the natural choices for the unknowns. However, these may be 
quickly rejected by considering the important case of normal incidence 
for which 
= 0, 	A 	= 0, 	B 	= O. 
For this example, any formalism based on E and H would be singular.) 
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8.2.3 Rayleigh expansions  
	
The fields in the region y 	(s + h) are expressed as the sum of 
the incident wave and of all upward-going plane waves. Similarly, the 
fields in the region y -(s + h') are specified by a series of downward-
going waves, while in the region -(s - h') 	y 	(s - h), an expansion 
consisting of both upward and downward travelling waves is used. Thus, 
the four field components E, E , H and H can be expressed in terms of x z 	x 	z 
Rayleigh expansions, with the electric and magnetic field coefficients 
related through Maxwell's equations. 
Typical expansions for the electric and magnetic fields are 
Ex (x,y,z) = AxR (x,y,z) + E B 	R (x,y,z) 	for y 	(s + h) Pq Pq P, (1 
= 	E B+ R (x,y,z) + B R (x,y,z) 	for -(s-h') 	y 5 (s-h) Pq Pq 	Pq Pq P9q 
= 	E 	(x,y,z) 	for y 5 -(s+h') Pq Pq P, (1 
and 
Hx (x,y,z) = BxRi (x,y,z) + E X__Rpq (x,y,z) 	for y 	(s + h) p,c1 V4 
_ A = 	E X+ R (x,y,z) + X R (x,y,z) 	for -(s-h') 	y 	(s-h) Pq Pq 	Pq Pq P, (1 
= 	E X R (x,y,z) 	for y 	-(s+h'). Pq Pq P,q 
In the above expressions, the summation indices p and q lie in the range 
Maxwell's equations can be used to derive relations of the follow-
ing form between the plane wave coefficients: 
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jk0 e.g. X 	= 	pq [a, 	pq  ye + (1 - a
2 ) C 1, Pq P Pq p 
where fc Pq } are the Rayleigh coefficients of E z in the region y 	(s+h). 
8.2.4 Modal structure  
The field in each aperture is specified by waveguide modal expan-
sions, each distinct mode of which satisfies the boundary conditions on 
the aperture walls. The grooves in the upper array are open-ended in 
the z-direction and as a consequence the modes in this region will have 
a z-dependence characterized by the pseudo-periodicity of the Rayleigh 
orders. Similar remarks apply to the lower array. 
In this section, attention is focussed on the mode structure 
appropriate to the upper array. The boundary conditions relevant to the 
problem are 
Ez 	0 	and 	Hx = 0 
on the aperture walls. Using these boundary conditions, it is possible 
to rigorously derive modal expansions for these field quantities. The 
mode structure for the field components E x' Hy and Hz can then be de- 
duced from these expansions. In the case of these three components, there 
are no simple boundary conditions from which a similar rigorous derivation 
of the mode structure can be deduced. 
The following treatment is based on the work of Wirgin and 
Deleuil [8.26]. However, the generalization from singly to doubly per-
iodic gratings entails sufficient difficulties to warrant an exposition 
of the derivation. 
8.11 
Consider the field component Ez which obeys the Helmholtz 
equation 
(V2 + k2) E (P) = 0 0 z 
for any point P lying within the unit period groove cell V defined by 
x e[-c,c], z 610,d 1 ]. From an application of Green's theorem to this 
cell it follows that 
	
DE 	3G 
iff [G0V2E
z 
- E
z
V2G
0
] dV = - ff [G - ' 	- E 	0 dA' 0 an z 3n V 	 A 
where n is an inwardly directed unit normal vector to the surface A 
bounding the volume V. Here Go is a Green's function whose form is 
still to be determined. As in all modal formalisms, the choice of 
the Green's function is totally governed by the geometry of the aper-
ture and the field boundary conditions on the metal walls. Since it 
has been possible to expand the fields in the regions y E[s+h,=0 and 
y e[-s+h',s-h] in terms of Rayleigh expansions, the solution of the 
field problem (performed by matching the groove and free space field 
representations at the aperture boundaries U and L) would be greatly 
simplified should the Green's function implicitly incorporate the 
field properties within the groove. This has the desirable effect of 
eliminating any contributions to the area integral from the metallic 
walls of the aperture. 
This is achieved by following the method of singularity imaging 
as discussed by Wirgin [8.27]. In this case, the chosen Green's 
function obeys the inhomogeneous Helmholtz equation: 
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(V2 + k2) G0' (P.M') =  0 	A ' 
= 	![6(x-x' + 4mc) - (S(x+x' + (4m + 2)c)] m=_00 
x 6(y-y ') x ! 	+ qd') exp(-jqkoyod') (r_co 
where P = (x,y,z) 	and 	M' = (30,50,z'). 
In the above expression, the singularities have been located such that 
the Green's function vanishes on the metal walls x = -c,c and possesses 
the pseudo-periodicity characteristic of the Rayleigh expansion for the 
z-dependence. (The latter is a consequence of the open-ended nature of 
the grooves in the z direction.) 
However, before attempting to solve this differential equation, it 
is necessary to obtain a solution to the simpler expression 
(V2 + k2 ) G (r.r') = 6(x-x') 6(Y-Y') 6(z-z') 0 P 
where r = OP 	and 	r' = 
This is achieved by expanding the Green's function in an orthonormal, 
continuum basis of plane waves: 
11)(ko ;r) - 1  
(2n) 3/2 exP(J 
where = ko (a,$,y). 
—0 
The Green's function is then written in the form 
op (E;_r_') = fff A(11,W) 	.r) da d8 dy. -00 	u 
Now since G must obey the above inhomogeneous Helmholtz equation, it 
follows that 
3 k
° A(;r') = 	_ 	 4)(11 .r 1 ) "2 	-2 	-0'— k - k 0 	0 
(upon noting the orthogonality of the basis {0). 
Hence, 
3 k, 	exp[jk a(x-x') + jk 8Iy-y'l + jk y(z-z 1 )] 
G (r;r I ) = 3 fff 0  da d8 dy . p _ 2 8n 	-00 	ko(1 - a2 - 82 - Y2 ) 
This expression may be even further reduced by explicitly integrating 
with respect to a. In this integration, the contour aT is chosen so as 
to completely exclude a pole whose physical interpretation is a field 
sink [8.28]. Thus, by defining 
2 = 1 - a2 	2 - Y 
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it may be shown that 
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exp[iko aly-y' l] da 
k2 (v2 - (32 ) -00 	0 
f exp[jkoffly-y'l] 
	 d$ 2 2 ko (v - 2  a ) 
exp[jkovly-y'l] 
= -27j 	 2 2 k0v 
Thus, 
jk
o fl 
 exp[jk
o
a(x-x') + jk vly-y'l + jk
0 
 y(z-z')] 
G (r.r 1 ) = 
- 
2 	 da dy. P 8n 
■CO 
Now, by appropriately superposing the "primitive" Green's functions 
according to the specification laid down by the definition of G o it follows 
that 
co 
ko ff G0 	! exp(jk a 4mc) exp[jk0  a(x+c)]sin[k oa(x l +c)] 0  472 	v m=-00 
• exp[jkovly-y'l] • ! 	exp[jko (y-yo ) qd) q.-co 
. exp[jkoy(z-z')] } da dy. 
From Poisson's summation formula, it may be shown that 
! exp[jkoa 4mc] = 2ck
• 
	cED 6(a - 2:: ) 
nr--00 0 m= -co 0 
and 
2 .ff 6 (Y-Y ) ! exp[jko (y-yo)q4= q=-00 	0 
and thus G0  may be shown to reduce to the form: 
co 00 
1 1 
E E { sin[ (x+c)] sin[ 
 
2icd' 2c 	2c m=1 g=-00 k vq 0 m 
exp[jk_uvg ly-y'l] exp[jk0yq (z-z')] 1  m 
where 
2 mr. k vq = NI ko (1 - y
2 ) - (--9 • 0 m 	2c 
With this definition of G0' the previous application of Green's 
theorem yields the following integral representation for E z within the 
aperture V. 
aEz (M') 	aGo (P;14 1 ) Ez(p) 	ff IG0 CP;M i ) an ' 	an' 	Ez (M')] dA'. 
UuL 
Simple manipulation of this expression leads to 
	
co 	co 
E (P) = 	E E fcq sin[k vq (y-s)] + dq cos[k vq (y-s)]} MEZUq (x,z) z in 	Ow 0 m m=1 q=-00 
where the modes of Ez (and also E and Hx) take the form 
q rmw (x+c)] exp[jkoyqz] 
in MEZ0(x,z) = gm s 111. 2c 
where 
in C [1,0:0 and q c (-c0,00). 
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2cd' j cm 
Here, gm 
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and m 	1 	if 	m = 0 
2 	if 	in 	0. 
It then follows from Maxwell's equations that the corresponding mode 
structure of the field components E , H and H takes the form: 
	
x y 	z 
MEXU q (x,z) = gq cos[E(x+c)] exp[jkoye] 
for all 	in E [0,03) 	and 	q 6 (-cm,m). 
Thus, by writing Ex as a superposition of these modes, it follows that 
Ex (P) = 	E E fag sin[k vq (y-s)] + 	cos[k vq (y-s)]} MEXUci (x,z). 0 m m 	Om 	in m=0 q=-00 
Although each mode of Ex obeys 
a c,z) = ax 	m 0 
it is incorrect to say that 
a Tcc Ex (+ c, y ,z) = o. 
Such an assertion would involve the term-by-term differentiation of 
the above series, an action which is unjustified in view of the diver-
gent nature of Ex at a groove edge. 
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8.2.5 Solution of the field equations  
The initial specification of the problem involves 32 infinite 
sets of coefficients, composed of 16 sets of modal coefficients and 
16 sets of Rayleigh coefficients, characterizing the field quantities 
Ex' Ez' Hx and Hz . Boundary conditions for the tangential components 
of E and H are then applied at the surfaces y =(s + h) and -(s + h'). 
and the resulting equations are solved using the method of moments. 
A typical electric field equation is derived from the continuity 
of Ex at y = s + h and gives 
ARi (x,s+h,z) + E B R (x,s+h,z) x  Pq Pq P,q 
0 	 x E(c,d-c) 
00 
= 	E 	(aq 
m0 
sin k0 vq 	0h + bq cos k vqh) MEXUq (x,z) m m = 	m q=-00 x c[-c,c] 
This equation is multiplied throughout by lin(x,0,z) (where the 
bar denotes complex conjugation) and the resulting expression is inte-
grated over a rectangular area defined by z c [0,d'], x E [-c,c]. The 
orthogonality of the plane wave terms is expressed by 
d' d f Rpq (),0,z) in(x,0,z) dxdz = dd' opp (5 c1Q 
00 
and this results in 
00 
A 6 6 + B 	= E (aQ sin k vQh + bQ cos k vQh) IXUP x PO QO 	PQ m 	0 m 	m 	0 m m=0 
where Ax = Ax exp[ - jk0 00 a (s+h) ] 
BPQ = BPQ exp[j0 PQ A a (s+h)] 
and IXUP = ( m ) _ 
in 	-2cd" d 
mff(x+c) 
cos 
2c 
exp[ - jko otpx] dx 
-c 
and 	cm = 1 
	if 	m = 0, 	in = 2 if 	m 	0. 
A typical magnetic field equation is derived from the continuity 
of Hx at y = s + h and leads to 
B Ri (x,s+h,z) + E X R (x,s+h,z) Pq Pq P,q 
03 
= E (Aq sin k vqh + Bq cos k vqh) MEZO(x,z) x E [-c,c] 
	
Om 	Om 	in m=1 	m 41.=-0D 
(Here the coefficients{A:} and {0} 
 i  
y-symmetric components of Hx .) 
This equation is then multiplied by 
represent the y-anti-symmetric and 
TOO and integrated over an area 
bounded by x 6 [-c,c], z E [0,d'] to give 
dd' E (XpQ + Bxp0QO)  iZU = Am sin k0 v
Qh + BQ cos k0 v
Qh M [1,00] M 	M 
where X* = XpQ exp[jk0apQ (s+h)] PQ 
Bx = Bx exp[- jk0 00 a (s+h)] 
* 
Cm ½1 fc 	mff(x+c) 
and IZUP = 	2c 	exp[- jkoapx] dx. j sin 	 
-c 
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z C [0,d']. 
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In deriving the above expression, it has been necessary to invoke 
the orthogonality of the modes, viz. 
C d l 
n 	 T MEZU' MEZUn dxdz =d qrinn . 
-c 0 
Sixteen matrix equations, relating the 32 unknown infinite sets 
of Rayleigh and modal coefficients, can be derived using similar analyses 
for all field components at the surfaces y = s + h and y = -(s + h'). 
Maxwell's equations provide the further 16 constraints relating these 
unknowns and are used to eliminate the coefficients corresponding to 
the magnetic field components from the set of equations. Algebraic man-
ipulation is then used to eliminate the remaining Rayleigh coefficients 
and eight independent matrix equations in the eight infinite sets of 
modal coefficients specifying the electric field are finally derived. 
(A full description of both the theory and the numerical implementation 
has been documented in our report [8.2].) Reconstruction of the Rayleigh 
coefficients enables the reflected and transmitted efficiencies assoc-
iated with each real diffracted order to be evaluated. 
It should be noted that this set of equations cannot be decoupled, 
as was possible for the inductive grid [8.20], and thus the numerical 
solution for three modal indices and five Rayleigh orders in both arrays 
involves the inversion of a matrix with 100 x 100 complex elements. 
Such a solution requires approximately three minutes of processor time 
on the Burroughs B6700 computer. Thus, it is machine computation time 
and array storage requirements which limit the number of modal quantities 
which can be determined. Should too great a number of Rayleigh orders be 
propagating, then the matrices to be generated would exceed the resources 
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of the computer. Consequently, it has been necessary to restrict 
the numerical solution to normalized wavelengths (Aid and Aid') in 
excess of 0.5. 
8.3 THEORETICAL PROPERTIES OF THE FORMALISM 
This section is devoted both to the discussion of the theoretical 
tests used in checking the validity of the theoretical formalism and 
the numerical accuracy of our solution, and also to a discussion of the 
correct use of boundary conditions when applied to grid structures. 
8.3.1 Theoretical tests of the formalism  
In order to obtain a solution to the diffraction problem it is 
necessary to truncate the infinite series defining the fields and thus 
it is desirable to have some indication as to the extent of these trun-
cation errors. 
The formalism outlined above has been thoroughly tested against 
the well known constraints of conservation of energy and reciprocity. 
However, as has been shown by McPhedran and Maystre [8.21], energy 
conservation is analytically satisfied by any grid formalism independ-
ently of truncation errors. This criterion cannot therefore be used to 
test the physical accuracy of the numerical solutions to the equations 
describing the scattering problem. Thus, to date, the only real test 
of convergence of such solutions has been reciprocity. (Evidence of 
the agreement of the theory with the two-dimensional version of the 
reciprocity theorem is presented in section (8.3.3).) 
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However, during the course of these investigations, a further 
test was devised to examine the validity of this formalism, and in 
general, any grid formalism. This test, which is discussed in the 
following sub-section involves a constraint upon the electric field 
amplitudes when the grid is operated in a Littrow configuration. 
8.3.2 An amplitude constraint for the Littrow mount  
The search for such a property pertaining to any grid having 
rectangular axes of symmetry was motivated by previous work (dis-
cussed in chapter 4) which showed that the phases of the reflected and 
transmitted orders for any lossless, symmetric, singly periodic trans-
mission grating operated in a (-1) th order Littrow mount between the 
(-2,+1) and (-1) Wood anomalies, were related to the reflected and 
transmitted efficiencies as follows: 
cos(6
R - 6R1) 	pT 
T 	T R R P P cos(6
0 
 - 6-1 ) 	
. 	
0 -1 
where 6 and p represent the phase and efficiency respectively of the 
various reflected (R) and transmitted (T) orders. 
Throughout the following analysis it will be assumed that field 
quantities are physical entities, in contrast to those used in the 
numerical solution of the problem (which are represented by truncated 
series). It should also be noted that the relation to be derived re-
lies on the coordinate axes being located symmetrically within the 
apertures. 
In the space y 	(s + h) 
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Ex = 	E [Ax exp(- ik 	Y) 6 6 + B exp(jk0pqy)] exp[jk0 (apx + 000 	p0 q0 	pq P,q 
Now, should the grid be operated in a (f,g) order Littrow configuration 
then the values of a and y are given by 
a = - 	= (p - f/2) X/d af-p 
and 	y 	= - y 	= (q - g12) Aid'. 
By now operating the grating in a (-f,-g) order Littrow mount, the 
corresponding wave field is specified by 
Et = 	E [Ax exp(- jk 	y) 6 6 	+ B
t exp(jk t y)] exp[jk (atx + ytz)] 000 	p0 q0 	pq 	0 pq 	0 p P,q 
where at = (p + f/2) Aid = -a -P 
and 	yt = (q + g/2) Aid' = -y 	. 
-q 
The symmetry of the optical arrangement implies B = B 	and thus the Pq 
above expression for Ex becomes 
Et = 	E [Ax exp(-jk0a00y)(5 p,f q,g+ Bf-p,g-qexp(jk0 13f-p, Yflexp[jk (a x+Y z)]. 0 p q P,q 
If these two fields are then superposed, the total electric and magnetic 
T 	T field quantities, given by E and H respectively, can be written in the 
form 
ET = E + Et 
HT = H + Ht  . 
Thus, the total flux of energy through the surface T, defined in 
figure (8.2.1b) is given by 
15Re[ff [EgT - ETT ] dxdz = SS + E + cc zx xz 
where dd' Im{A 	- A ii }6(5 wuo 	zx xz 
Ek 	451!- iraftizexp(-jk0 800  y) [ 00R exp(-jk0 800 y)+ exp(-jk000y)] wpo  
+ i-xexp(jk
0 
 y) [C
00 
 exp(jk
0 
a00  y)+ Cf,gexp(jk0 800 Y)] 
- Axexp 
(-jk0 (3003)[ 200exP(-ike00Y)+ -i-f,ge" (-jk0 130 )1)] 
- 1:zexp(jk0 a00  y) [B00  exp(jk0 800  y)+ Bf,gexp(jk0 800 y)] } 
dd' Im E {[C exp(jk08pqy) + CFGexp(jk0 f3FGYn 	13- ri exp(-jk 	+ cc 	2wp0 	Pq 	 Pq- 	Op ' p,q 
+FG exp(-jk073 y)] - [ 13Pq exp(ik08pqy) + BFGexp(jk0FGY)} x 
x CE exp(-jk y) +  Pq 	0- Pq 
In the above expressions, the Rayleigh coefficients {X Pq  } and iZ Pq} 
refer to the x and z components of the magnetic field. (These are re- 
lated to the electric field coefficients {B } and IC } through Pq 	Pq 
Maxwell's equations.) Also, the symbols F and G are defined as follows 
F = f - p 	and 	G = g - q. 
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After application of Maxwell's equations, it may be shown that 
E 6c 	
de Im{2ReCEBx -.00Bz +-fgBx - -fgBz ) exp(-2jk0 00 a y)]) . wpo 
0, 
after noting that 
afg 3010 . 
The expression for C cc  can be expanded in the form 
cc = Eccl 	Ecc2 	cc3 cc4 
where 
ccl 
dd' 
	
rma [C 	- B I Pq 	Pq Pq 	Pq Pq ] exp[jk0 (apq - )y]} E &op0 
cc2 
dd' Ima [C 	- B Z ] exp[ik (a C 2wp0 	pq FG FG 	FG FG 	- 	0 FG 
de [C 	- B 	] exp[jk0 (apq - ' cc3 	2wp
0 
FG )y]} E pq pq FG 	pq FG 
cc4
de Ima 
 
2wpo 	
[C 	- B 	] exp[jk (a 	- pq FG pq 	FG pq 	0 FG 	pq 
Only terms representing real orders of diffraction are capable of pro-
ducing non-trivial contributions to the expression 	. Thus, after cc 
some simple manipulation it may be shown that 
ffS dA = dd'  Ini12(A B - A 	) + E (C R - B 2wp0 	zx 	xz 	p,qCS1 pq pq 	pq pq 
CFAG BFGIFG CpqR.FG Bpq .FG CFG-ipq BFG2- n pq 
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where 	= {(p,OlIm(Bpq) = 0} 
A similar result can be derived for the region y < -(s + h'). Now 
since ffs dA = ffs dA physically within our formalism, the following 
T Y 	B Y 
relation can be derived: 
(1)c1 	
1 	f 0. 7 la
p
y
q
(C
pq FG + Bpq + CpqBFG + BpqCFG ) , E Q) 	Pq 
+ (1 - a2)(C C 	+ C C ) + (1 - y 2 )(B 	+ B B )} = 0 p pq FG pq FG q pq FG pq FG 
since all other terms cancel because of the constraint imposed by the 
conservation of energy. This relation, termed the Littrow expression, 
for a general Littrow mount is the two-dimensional analogue of the 
expression derived for lossless singly periodic transmission gratings. 
By way of an example, if a crossed grating is used in a (-1,-1) 
order Littrow mount with only four real propagating orders, the ampli-
tude constraint becomes: 
a y ReEC IT 	+ B 	- 	13- 
o o oo -1-1 oo -1-1 co-1 -10 - B0-1 -10 
+ C
00
B
-1-1 
 + B
00
C
-1-1 
 - C0 1B 	- _10 Bo_iC -10] 
2 + (la
o
) Re[C 	+ C 	+ 	+ 8 C 	] 00 -1-1 	0-1 -10 	00 -1-1 	0-1 -10 
2 
+ (1-yo) Re[B00 1-1 	B0-1I-10 BOO B-1-14- B0-1B-10 1 	= 0. 
The Littrow expression is in general not precisely satisfied by the 
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computed field amplitudes and thus it can be used as a convergence check 
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for the algorithm. However, if the truncated set of Rayleigh orders 
is chosen in the following field symmetric, fashion: 
= 	{(p,q)I f-np5n 	if 	f 	0; 1 
- n5psf+n 	if 	f > 0; 
	
g-m5q5m 	if 	g 5 0; 
- m5q5g+m 	if 	g > 0} 
where n and m are arbitrary positive integers, then the constraint is 
analytically satisfied. These properties can be demonstrated as follows. 
The Littrow expression was derived from a consideration of integrals of 
the form: 
I f (ETUT - ETKT ) dx dz. zx 	xz T/B 
Now, 
T-- E. HT  - ET HT = (E + Et +)-(E + Et) (j + t ) zx 	xz 	zzxx 	xxzz
(Ezrix EA) 4. (EX EX) (Etzifx Etxiiz) 	(Eziit E H:) . 
The first two terms are those used in the derivation of energy con-
servation for the separate fields and hence can be shown to be analytically 
preserved across the free-space groove interfaces, regardless of trun-
cation errors [8.20]. 
Now, in the case of a (f,g) order Littrow mount let us define a 
further set SI
2 
such that 
Q2 	= 	Up,q)1 f t - n5p5 n 	if 	f' < 0; 
	
p 	f'+ n 	if 	f' > 0; 
' 	m 	if 	g' 	0; 
- m < q 	g'+ m 	if 	g' > 0} 
where 	f' = -f, • -g , 
Consider the continuity of the term E H across the interface U (see x z 
figure 8.2.1b) at y = s + h. In the following analysis, it is taken 
that (p,q) c01 and (r,$) c Q2 . 
dd' 
-1- Then, I(U) =If 	EHdA' x z 
O 0 
d d' 
= 	E [A exp{-2jk 	(s+h)} 6p06q0 + Bpq ] expljk0 (apx+yqz)lx p,q x 000 
O 0 
-t 	 -t expljk08m (s+h)1x i.,s [B zexp{2jko (300 (s+h)} 6r06 
expi-jko (af+rx + -8-f+r,g+s (s+h) + yg+sz)} dx dz 
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sO 	Z] x rs
sincear 	= af+r and 
Now f+r and g+s are elements of Ql , and thus 
I(U) = E 	 x dd'[Aexp{ -2jk 	(s+h)}66q0 +] 	exp[jk0pq (s+h)] x P,c1 000 	p0 	pq 
x
texpl 2jk11.f (s+h)16 6 	+ Z _ ] 	exp[ -jk pq (s+h)] g pf qg 	p-t, 
q-g 
Now the continuity of Ex over the aperture yields 
dd'[Axexp{-2jk 8 (s+h)}6 	+ B 	= E (a
k* + b) < MEXU,R > x 0 00 m,k m p0q0 	pq  
expHkepq (s+h)] 
where 2. 	c 	Q1 ' 
2.* am = am sin (k 0 m 
b = b cos(k vh) 
in in Om 
and the inner product is defined by 
= ff a dA. 
A 
In the above, A refers to the area U of figure (8.2.1b) and so 
I(U) = k* + b)E [B expf2jk(s+h)16 6 	+ Z 	] x 0fg m,Q in 	in p,q z 	pf qg 	p-f, 
x exg-jk04q (s+h)] < MEXUm , Rpq A . 
Also continuity of HI across the groove free-space interface, U, gives 
s E [Btexp{2jkoacio(s+h)}6 r0 6sO  +Z
t ] <Rt , MEXUttm >A expO ko8Is (s+h)] r, 	z 	rs 	rs 
t*t 	t*t =+ in 	Dm 
where r, s, t 6 Q2 . (In this expression the C t*and Dt* refer to the modal 
coefficients for the z component of the magnetic field evaluated at the 
surface y = s + h. The attached "dagger" refers to the modes established 
by operating the grating in the (-f,-g) order Littrow configuration.) 
Now by writing F = f + r, G = g + s and H = t + g, then F, G and H 
are elements of Qi . Since MEXUtt = MEXUg+t , and also Rt = R_ consequentin 	•m rs 	rG 
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upon ar = af#x and also y
t = y g+s  it follows that 
E [Btexp FiG z 	fg (s+h)6Ff 6 Gg 	F + 	] expijk0 	E f3 FG (s+h)] <R_G' MEXU
H> A 0 	Zt-f, 	m 
= cH-g*t 	H-g*t 
G-g 
+ Dm 
Hence, the expression for I(U) now becomes 
I(U) = E (a It,*  + b) (CZ-g*t  + D) 	where 	Q E ft . m 	m 	m 	m 1 
-t Evaluating the flux of EH across the surface A, defined to be z x 
unit cell at height y = (s+h) - , leads to 
c d' 
I(A) =ffEHt dxdz z x 
00 
c d' 
If 
00 
2, 	2, E (a *  + bm
*  ) MEXUk E (Ct*t + Dt*t ) MEXU tt dxdz m m n,t n 
where 	9 E 	and t E Q2 . 1 
Because, 
MEXUttn = MEEU
g+t 
and also 	H = g + t 
(which is an element of ft), then 
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c d' 
t* 	Q* 	2.E 	+ b ) (a E (cH-g*t 1(A) = 	DH-g*t ----H ) MEXUn dx dz m,t in m n,H n 
00 
E (a t*  + b)(C  + Dm m,t m 	m 	m 
i.e. 	I(A) 	= 	I(U). 
-t Hence, the flux of EH is analytically preserved. In a similar x z 
-t manner it may also be shown that the flux of E H is preserved. z x 
Thus, the Littrow expression is analytically satisfied if the 
field problem is solved using a truncated set of Rayleigh orders chosen 
to be elements of Ri . (That is, if the Rayleigh orders are chosen to 
be symmetric about the Littrow order.) However, if the set of Rayleigh 
orders chosen is at all "asymmetric" then there are terms in the ex-
pression of continuity which cannot be matched across this interface. 
The magnitude of this "overhang" gives us some feeling for the converg-
ence of the field problem. 
The following table presents some evidence of these assertions 
using results obtained from the computer program. 
Table 8.3.2 
Rayleigh Orders 
Waveguide Modes 
L.H.S. 	of 
Littrow Expression 
0,-1,-1 
0,1,2 
3.83 x 10-3 
0,-1,1,-2,2 
0,1,2 
3.78 x 10-4 
0,-1,1,-2 
0,1,2 
5.96 x 10
-11 
Demonstration of the properties of the Littrow Expression for a 
grating defined by d/d' = 1.0, 2c/d = 2c7d = 0.9, S/d = 0.6, 
2h/d = 210/d = 0.3, operated in a (-1,-1) Littrow configuration. The 
incident radiation was characterized by Aid = 1.2001, 	= 58.0596° , 
= 450  and cS = 00 . In each case, the same set of Rayleigh orders and 
waveguide modes were used to describe the diffracted fields in the two 
arrays. 
8.3.3 Reciprocity  
From [8.20], the form of the reciprocity theorem for a doubly 
periodic grating is (300 (A . U') = e00 (A , . U). Here U is the vectorial 
amplitude of the electric field of the (p,q) th order of diffraction, 
excited by an incident field of vectorial amplitude A. The symbols 
carrying a"primen correspond to a second diffraction problem obtained by 
choosing a reflected order (p,q) of the first problem and returning an 
Incident beam with the same wavelength A along the direction of this 
propagating order (f3;0 = Bpq )• The polarization of the electromagnetic 
field may be chosen arbitrarily in both problems. 
The following numerical example pertains to a grating character-
ized by d = 1.0, d' = 1.2, 2c = 0.25, 2c' = 0.4, S = 0.4, 2h = 2h' = 0.6 
8.32 
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and incident radiation at a wavelength of 1.1. (In the above, all 
lengths are expressed in arbitrary units.) 
The first diffraction problem was defined by incident angles (I) = 30° , 
to = 350 , 6 = 900 . The (-1,0) order was returned to give a second diff- 
raction problem defined by the angles V = 48.46421 ° , 	= -22.52765 0 . 
6' was chosen to be 900 . The (-1,-1) order was also returned to give a 
third diffraction problem defined by the angles V = 69.370180 , 
V = 42.37084° and 6' = 900 . 
Two tests were undertaken. The first used four waveguide modes 
and five Rayleigh orders to describe the diffracted fields in both arrays. 
Results for this test, obtained from our computer program, were 
Problem 1: 	-1,0 	= (0.36188, 8.390010 ) 
	
-1,0 	= (0.06508, -123.06761 0 ) 
B-1,-1 	= (0.02329, 78.68925° ) 
C-1,-1 	= (0.00000, 108.52216° ) 
* E.T. = 0.00281. 
E.T. 
Problem 2: 
Problem 3: 
= 	Total Energy Transmission.) 
= 	(0.41715, 9.86503° ) B 10  
= 	(0.02551, 56.97048° ) C11,0 
E.T. 	= 	0.00454. 
(0.02116, 83.22531° ) B' 1,  
(0.00003, -124.52589 ° ) C11,-1 
E.T. 	= 	0.53397. 
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The left and right hand sides of the reciprocity relation, corresponding 
to the return of the (-1,0) order were calculated to be (0.35183, 
11.61073°) and (0.35127, 11.439500 ) respectively. Results obtained from 
the return of the (-1,-1) order yielded values for the left and right 
hand sides of the reciprocity relation of (0.01732, 83.24818 ° ) and 
(0.01721, 78.69184° ) respectively. 
The second test used five waveguide modes and an field symmetric" 
selection of Rayleigh orders to describe the fields in both arrays. For 
example, the first problem used the Rayleigh orders (0, -1, 1, -2) for 
both arrays. 
Results obtained for our computer program for this test were: 
Problem 1: 
Problem 2: 
Problem 	: 
B
-1,0 
C
-1,0 
B
-1,-1 
C
-1,-1 
E.T. 
B' -1,0 
C' -1,0 
E.T. 
B 11  
C
11,-1 
E.T. 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
(0.36502, 
(0.07047, 
(0.02373, 
(0.00000, 
0.00291. 
(0.42049, 
(0.02760, 
0.00465. 
(0.02143, 
(0.00003, 
0.54323. 
7.54186° ) 
-122.44265° ) 
81.81319° ) 
106.44642 ° ) 
8.96581° ) 
57.55056° ) 
81.78939° ) 
-125.00659° ) 
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In this case, the left and right hand sides of the reciprocity 
relation, corresponding to the return of the (-1,0) order were cal-
culated to be (0.35512, 10.88171 0 ) and (0.35512, 10.88171 °) respect-
ively, while those corresponding to the return of the (-1,-1) order 
were (0.01753, 81.81571°) and (0.01753, 81.81571 0 ) respectively. 
8.3.4 A critical discussion of the use of boundary conditions  
It is the intention of this section to give some insight as to 
the consequences of misunderstanding the electromagnetic boundary con-
ditions. This discussion is based on our experience in misusing the 
boundary conditions which culminated in meaningless physical conclusions. 
As such, it is felt worthwhile to provide some understanding of the 
logic which resulted in the derivation of erroneous answers in the hope 
that those who read this may learn from our experience and not waste 
valuable effort in duplicating our mistakes. It is our belief that we 
have profitted from these experiences in that we now have a more ade-
quate comprehension of the physical significance of the boundary con-
ditions. Thus, for this reason this section is devoted toone of the 
most commonly misunderstood aspects of classical electromagnetism. 
Before commencing the detailed discussion, let us preface the 
analysis with some preliminary remarks concerning the edge conditions 
(outlined in section (8.2.2)). There, it was shown that for right 
angled metallic edges 
(i) those components of the electric field which are normal to the 
edge have integrable singularities no worse than 0(r -1/3 ); 
(ii) the tangential component of the electric field has no singularity 
1/3 and behaves as 0(r); 
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(iii)the tangential component of the magnetic field is non-singular, 
behaving as 0(r () ); 
(iv) tangential partial derivatives of field components have the same 
behaviour as their respective components; 
(v) partial derivatives of tangential field components taken normal 
to the edge have integrable singularities of order 0(r -1/3 ); 
and 
(vi) partial derivatives taken normal to the edge of field components 
themselves normal to the edge have non-integrable singularities 
and behave as 0(r-4/3). 
From the boundary conditions, which are derived using Maxwell's 
equations, it is found that the field components E x , Ez , Hz and Hz are 
continuous across the air-air interface separating the regions for 
which it is necessary to use different field expansions. Here it is to 
be noted that all of these field components have either no singularities 
or at worst singularities that can be removed upon integration. 
NOW, for any theory of singly periodic diffraction gratings con-
cerned with a particular polarization, these boundary conditions reduce 
to specifying only 
(i) the continuity of the appropriate field components across the 
interface, and 
(ii) the continuity of its partial derivative with respect to the 
grating normal (i.e. 3/3y). 
Thus, it was with such previous knowledge that, in our first attempt 
at solving the diffraction problem of the crossed lamellar transmission 
grating, we invoked the continuity of Ex , E, 3E /ay and aEz/9y. Such a z 	x 
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theory produced results not in accordance with conservation of energy 
which in turn led us to suspect the validity of the assumption involv-
ing the continuity of the two partial derivatives aEx/ay and aEz /ay. 
After some close scrutiny of the edge conditions it became apparent 
that the construction of any crossed grating formalism involving the 
above assumption was doomed to failure since each of the partial de-
rivatives aEx/ay, DE z /ay possess a non-integrable singularity on half 
of the metal edges. In the case of the crossed lamellar transmission 
grating aEx/ay possesses non-integrable singularities on the edges of 
the upper grating (located at y = s ± h), whereas aE z/ay has non-
integrable singularities at the edges of the lower array (located at 
y = -s ± h'). 
Having identified the source of the discrepancy it became a 
simple matter to explain why this should produce results contrary to 
the conservation of energy. If H z is expressed in the form 
aE 	aE 
jwp0 Hz = 	
x 
ax 	ay 
then it may be seen that the assumed continuity of aEx/ay (at the inter-
faces located at y = s ± h), together with the concomitant assumption 
that it should possess no non-integrable singularities, leads to the 
result that Hz has a non-integrable singularity. Clearly this is in dis-
agreement with the boundary conditions derived from Maxwell's equations 
but, furthermore, results in the introduction of a non-integrable sing-
ularity into the expression for the normal component of the Poynting 
vector, S 	Thus, any numerical treatment of the problem, although in- 
capable of characterizing the nature of the singularity, is unstable and 
cannot physically ensure conservation of energy. 
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This incorrect interpretation of the boundary condition also led 
us to believe in the existence of a property which was termed "energy-
decoupling". By this, it was meant that the energy associated with 
each Cartesian component of the field should be independently conserved. 
This is probably the most concise statement of the consequences of the 
misinterpretation of the boundary conditions referred to above. Stated 
in a mathematical form, it was believed that 
	
2 	I- [13pq(IBpqI 	+ Ispq 12 )] 	e.00 IAx
12 
for the x-component, and 
2 
ic.,qa2 [13pq(lcpqI + Ic pq 12 )] = 00 IAz
12 
for the z-component of the electric field where 
= f(p,q)113pcie R} . 
These conclusions were drawn largely on the basis of our exper-
ience with singly periodic lamellar gratings for which the spatial in- 
variance of 
of the integrals 
(i) Im{f 
(ii) Im{f 
the energy flux f 
0 
E 	/ay dx} z z 
H 	/ay dx} z z 
S 
for 
for 
dx is equivalent to the y-invariance 
P polarized radiation, 	and 
S polarized radiation. 
These two expressions involve integrands which are either non-singular 
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or have at worst singularities which can be removed by integration. 
However, in the course of our analysis for S polarization, the fact that 
Im{ f H 	/ay dx} and Im r, f E 3-E- /3y} were in no way equiv- z z x x 0 0 
alent quantities for singly periodic gratings (having the generating 
axis aligned with the field component H z ) was overlooked. For the case 
of P polarization, one can demonstrate that 
Pn [lCn 1 2  + 1Cn i 2 	= 130 ne0 
where s = 	[nlIm( n) = 0}. 
However, for S polarization it is incorrect to suggest that 
$n [lBn I 2 + 1in 1 2 ] = 
neQ 
- since the integrand E DE /Dy has a non-integrable singularity at the x x 
groove edges thereby destroying the y-invariance of f E DE /ay dx in - x x 
Now in making the transition from the singly periodic lamellar 
grating to the crossed lamellar transmission grating, one finds that 
(i) E 
	
	/ay has a non-integrable singularity on the edges of the x x 
upper array, and 
- 
(ii) E 3E /ay has a non-integrable singularity on the edges of the z 	z 
lower array. 
However, although it is not possible to ensure the physical invariance 
0 
all space. 
of 
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OE 	OE im ff E 7-1 dA and Im ff 	E 	dA x ay period 	z Dy period 
throughout the entire domain, it can be stated categorically that 
Im ff E aE /ay dA is y-invariant everywhere in the space y > -s + h', 
	
z 	z 
which leads to 
IA 1 2 	= 	E 	is 	[ l c 	12 	i c - 12 	1 2 ]  00 	p,qa2 Pq 	Pql 	pq l pq i 
+ E 2 	J im[C 	C- ] 
p,q6Q 	Pq 	Pq Pq 
and that Im ff E aE /ay dA has the same property everywhere in the space x x 
y < s - h from which one derives 
0= E 
poic0 Pq 
2 B 	I 	+ IB- I 2 - IB+ I 2 1 Pq Pq 	Pq 
+ 	_ 20 I Im[B+ ]. 
Pq 	Pq Pq 
Here, T2 refers to the set of evanescent orders. 
Furthermore, it is interesting to note that although neither 
Im ff E OE /ay dA, Im ff E 	/ay dA, nor Im ff E OE /ay dA are x x 	Y Y z z 
invariant throughout all space, the quantity; 
OE 	OE 	OE 
Im { ff[Ex Dyx + E 	+ E 	dA } Y ay 	z ay 
is independent of the variable y. Such a relation is assured both 
physically and analytically by the energy conservation criterion. 
In summary, it is hoped that this section has provided some con-
ception of the consequences of misunderstanding the electromagnetic 
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boundary conditions and, moreover, given an insight into what is 
probably the most deceptive aspect of classical electromagnetism. It 
is felt that making the transition from the study of singly periodic 
lamellar gratings to crossed lamellar gratings has led us to a more 
intimate understanding of some of the fundamental concepts of electro-
magnetism and, more importantly, to regard with due care certain 
aspects of the subject which were hitherto dismissed as being "fait 
accompli". 
8.4 SPECTRAL PROPERTIES AND SOLAR SELECTIVITY  
8.4.1 Spectral characteristics  
With the aid of the theory discussed in section (8.2), the 
spectral characteristics of this type of bi-grating (whose periods 
are comparable to the wavelength) have been extensively studied. In 
figure (8.4.1) is shown a spectrum obtained for the crossed lamellar 
transmission grating. This spectrum, typical of this class of gratings 
when used in normally incident radiation, can be divided into three 
characteristic regions: 
(i) the transmission region Aid 	1.0, 
(ii) the transition region 1.0 	Aid 	2.5, 
(iii) the long wavelength filtering region Aid ?_ 2.5. 
(The dotted curve gives the energy transmitted through the grating by 
the (0,0) order, while the solid curve designates the total energy 
transmitted through the grid.) 
CD 
(SI 
CD 
Figure 8.4.1 
A typical spectrum of a crossed lame liar transmission 
grating. The broken curve denotes the transmittance of 
the order (0,0). (E.T. denotes the transmittance.) 
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The first two regions are separated by what is termed the (0,0) th 
Wood anomaly. Such anomalies are due to the passing off of spectral 
orders and the subsequent redistribution of energy in the remaining 
propagating orders. In the case under consideration, five orders in 
both reflection and transmission propagate immediately below the Wood 
anomaly whereas only the specularly reflected and transmitted orders 
propagate above it. If the radiation is not normally incident upon the 
grating, other anomalies occur in the transmission region when higher 
orders begin or cease to propagate. These anomalies are of less sig-
nificance as they usually appear only as small variations in efficiency 
and thus have little effect on the mean transmission value. 
Most of the energy is reflected in the long wavelength filtering 
region. High reflectance can be achieved only if a strong and unper-
turbed current distribution can be established in the surface metal of 
the arrays. The magnitude of this reflection is largely dependent upon 
the current and as such is only weakly dependent upon the mark-space 
ratio. This is indeed true for the crossed lamellar transmission grating 
since either or both of the spatially separated arrays can contribute to 
behaviour characteristic of a singly periodic lamellar transmission 
grating used in P polarized radiation. The currents induced in the sur-
faces of the arrays are very strong for such gratings since the flow, or 
component of the flow, can occur along the length of the grooves in 
either or both arrays. (That is, the flow is uninterrupted in its pro-
pagation by any irregularities such as edges.) 
It should be noted that in all efficiency curves the abscissae 
represent the normalized wavelength (i.e. the ratio of the wavelength of 
the radiation to the grating period). This is an appropriate choice 
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since there is no variation in conductivity (in accordance with the 
assumption of infinite conductivity) and thus no absolute wavelength depend-
ence. Furthermore, the grating equations reveal that it is the normalized 
quantity Aid and not the absolute quantity A which determines the direction 
of propagation of any order. Hence, predictions made from the curves will 
apply equally well to any wavelength range by simply rescaling the 
grating period accordingly. The aperture widths, groove thicknesses 
and array separation are normalized to the period in a similar manner. 
8.4.2 Application in solar selective systems  
Since approximately 50% of the incident solar flux is either re-
flected or absorbed within the atmosphere, it is imperative that the 
collection efficiency be maximised if solar power is to become a 
viable source of energy in the future. Although convection and con-
duction losses may be significantly reduced by thermal insulation, the 
third loss mechanism, radiation, is more difficult to control. In view 
of these remarks, it is the aim of this section to discuss the design 
of the crossed lamellar transmission grating in relation to its viabil-
ity as a solar selective surface. The system under consideration is 
assumed to consist of a lossless filter (i.e. the grating) placed in 
front of a perfect black body which absorbs all the energy transmitted 
by the grating. The black body is heated by the solar radiation and 
.re-emits infrared radiation (characteristic of the temperature of the 
absorber) isotropically through the hemisphere of all possible dir-
ections. Thus, the function of the grating is to transmit as much as 
possible of the incident flux while inhibiting the escape of absorber's 
re-emitted radiation. 
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In the following subsections, the optimization of the grating 
parameters with respect to these criteria is discussed. The par-
ameters to be considered are the groove thickness, the aperture width, 
the array separation and the effect of grating symmetry. (Note that 
the grating is defined to possess square symmetry if d = d', c = 
Finally, the effect of altering the angle of incidence of the solar 
radiation on the transmitted energy is discussed. 
Initially, incident radiation normal to the grating is considered. 
To find the transmission spectrum for isotropic radiation, it is necess-
ary to integrate over curves corresponding to incident energy arriving 
from a range of directions (0. 
8.4.2.1 The effect of grating symmetry  
Incident solar radiation is largely unpolarized and since wide 
bandwidth selectivity is required, the grating should not act as a polar-
izing filter, at least in the case of normal incidence. Hence, the 
grating parameters in the OX and OZ directions should be identical 
(d = d', c = c'). 
It has been found that gratings having square symmetry have a 
transmittance which does not greatly depend upon the polarization of 
normally incident radiation. Figure (8.4.2a) shows that the trans-
mission properties of gratings with departures from square symmetry 
are dependent upon the polarization of the incident beam. 
(Curves shown in all the following subsections will possess 
square symmetry.) 
Figure 8.4.2a 
The effect of grating symmetry on the transmission properties. 
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8.4.2.2 The grating apertures  
The aperture width largely determines the transmittance of a 
grating. The curves shown in figure (8.4.2h) demonstrate that the wider 
grating apertures produce greater transmission in the transition region, 
the same result being observed in the transmission region. 
The most appropriate aperture width for solar selective purposes 
is chosen such that the energy transmission is maximised and thus one 
deduces that the metal walls between apertures should be as thin as 
practicable. 
8.4.2.3 The groove thickness  
An examination of the curves in figure (8.4.2c) shows that the 
groove thickness can be increased to tune the long wavelength filtering 
tail without substantial effect on the transmission peak at shorter 
wavelengths. The deeper grooves produce sharper decay from the trans-
mission peak and greater rejection of the infrared wavelengths. This 
effect is due to the guiding of waves through the grooves. 
Long wavelength filtering action does take place only because of 
the ability of the structure to establish strong uninterrupted flows of 
surface current in either or both arrays. This is evidenced by the fact 
that filtering does take place for arrays of infinitesimally thin grooves. 
Furthermore, such effects are only weakly dependent upon the mark-space 
ratio of the grooves. However, a more interesting discussion is in-
volved in explaining why filtering action improves with increasing groove 
depth. For wavelengths in excess of twice the aperture width (i.e. 
A > 4c) all the waveguide modes are evanescent (i.e. 	is purely imag- 
inary for all values of in and q). As such, the coupling between the 
tops and the bottoms of the grooves of both arrays decreases with 
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Figure 8.4.2b The transmittance as a function of wave-
length for various grating apertures. 
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Figure 8.4.2c 	The effect of groove thickness on the transmittance. 
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increasing depth. In the limit as h tends to infinity, the coupling 
vanishes entirely and thus one expects no transmission to be exhibited 
by the grid after the cut-off wavelength. (For the structure in 
question, the cut-off wavelength may readily be seen (from figure 
(8.4.2c)) to be Aid = 1.6.) It is also possible to identify the root 
of this phenomenon with the formalism itself. It may be shown that 
the y-symmetric and y-antisymmetric modal coefficients become identical 
in magnitude and differ in phase by n/2, thereby reducing the total 
downward flux of energy to zero. 
It appears that the optimal groove specification for a grating 
used as a solar selective surface would be deep grooves with the 
thinnest possible metal walls. However, it is conceivable that gratings 
with these dimensions would be extremely difficult and costly to manu-
facture and it is these considerations which led us to consider gratings 
with thin walls (2c/d = 0.9) and moderately deep grooves (2h/d <0.5) in 
assessing the absorptance values and a/e ratios in section (8.4.3.3). 
8.4.2.4 The array separation  
The curves in figures (8.4.2d), obtained by varying the array 
separation, demonstrate some interesting properties of the crossed 
lamellar transmission grating. These transmission resonances are sim-
ilar to those encountered in Fabry-Perot interferometers and have been 
observed by Casey and Lewis [8.6-7] when studying a system of two 
parallel wire gratings. Resonances of this type, caused by constructive 
interference occur at wavelengths defined by 
A = 2 x [optical distance]/n 	n = 1, 2, 3, . 	 
I 	 I 	 I 	 I co (4) (■I 
6 	0 0 0 
Lli 
Figure 8.4.2d The transmission properties of the crossed 
lamellar transmission grating for several 
array separations. 
8.47 
Hence, for a grating used in normally incident radiation with an 
array separation S/d = 1.25, one expects a resonance anomaly to occur 
at wavelengths of Aid = 2.5, 1.25, etc. Figure (8.4.2d) confirms that 
resonances do occur in these regions. Similarly, anomalies occurring 
in the region of Aid = 1.8 for S/d = 0.9 and Aid = 1.2 for S/d = 0.6 
are exhibited. 
Thus, one is lead to deduce that normalized separations in the 
range 0.5 to 0.6 would be required for gratings used in solar selective 
systems, since these separations would produce resonance anomalies in 
the transition region and consequently enhance the transmission 
there. 
8.4.2.5 Angle of incidence  
The effects of altering the angle of incidence, (1), of the incident 
radiation are illustrated in figures (8.4.2e(a)-(f)). (The broken 
curve depicts the transmission characteristics of the (0,0) order.) 
These show that the energy transmitted through the grid decreases as the 
angle of incidence increases. This is to be expected since, as 4) tends 
to 900 , the incident wave propagates almost parallel to the grating sur-
face and cannot adequately couple to the modal field to produce a sig-
nificant transmitted component of energy. One also notices that the 
Wood anomaly at A = 1.0 for (1) = 0 0  moves to longer wavelengths as (I) 
increases. Other localized variations correspond to higher orders be-
coming evanescent. 
From these curves, it appears that such a grating used as a solar 
selective surface would need to be orientated so that it was always 
normal to the impinging radiation. Should the sun subtend too large an 
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Figure 8.4.2e The effect of angle of incidence on the transmittance 
of a grating having square symmetry, 2c/d = 0.9, 
S/d = 0.6, 2h/d = 210/d = 0.3 and 1p = 0 ° . 
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angle to the grating normal, the short wavelengths will be reflected 
thereby reducing the integrated absorptance. 
8.4.2.6 Optical geometry  
In summary, one concludes that optimal filtering and passband 
characteristics for solar selective purposes are obtained for a grating 
possessing the following properties: 
(1) Square symmetry 
(2) Thin groove walls 
(3) Deep grooves 
(4) Normalized array separations in the range 0.5 to 0.6 
and 	(5) Operated in almost normally incident radiation. 
8.4.3 Absorptance and emittance  
Firstly, the procedures for obtaining the integrated solar ab-
sorptance (a) and emittance (e) are to be reviewed, followed by a 
presentation of some results obtained for this structure. (The review, 
which has been taken from the report of McPhedran and Maystre [8.20], 
is included largely because of the desire to present a complete record 
of the studies.) 
8.4.3.1 The integrated solar absorptance  
Once the grating parameters have been chosen, two factors remain 
which are of importance in determining the energy transmission through 
the grating. They are the wavelength spectrum of the incident rad-
iation, which in this case is approximated by the black body distrib-
ution characteristic of a temperature of 6000 K, and the angular 
distribution of the incident radiation. There are two main classes of 
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incident radiation, namely direct radiation, which is that part of 
the solar spectrum arriving on Earth from the direction of the solar 
disc, and diffuse radiation, which is radiation scattered to the 
ground (by air molecules, dust and clouds) in a semi-isotropic manner 
from all parts of the sky. The following three cases will be consid-
ered in describing the angular distribution function: 
(1) The grating is always aligned orthogonal to the incident solar 
radiation and is illuminated only by direct radiation (i.e. the 
angular distribution then being described by a Dirac delta 
function). 
(2) The grating is stationary and illuminated by direct solar rad- 
iation, the angular distribution being characterized by the 
Lambertian cosine law (cos 0). 
(3) The grating is stationary and illuminated by totally diffuse 
solar radiation. (The Lambertian cosine law and dependence upon 
declination of solid angle imply that the angular distribution 
function will be described by 2 sin 0 cos 0.) 
In general, the absorptivity will depend on the angles 0 and *, 
so an integration over * values for constant 0 and Aid must firstly be 
performed to find the mean transmission value using an isotropic weight-
ing of * of 11(2w). Only values of * c(0,n/4) and 0 c(0M2) need be 
considered because of symmetry. Then at constant 0, the * mean trans-
missions are averaged over A values, for a chosen grating period using 
the Planck distribution as the weighting function. 
The radiant emittance W(A,T) of a black body at temperature T is 
given by 
CA 
W(A,T) 	= 	 dA 
exp(C2 /XT) - 1 
where C 1 = 27hc 2 , C2 = he/KB, and h is Planck's constant, c is the 
speed of light in free space, and Ks is Boltzmann's constant. 
These (11),X/d) mean transmissions are then averaged over (I) with 
the appropriate weighting functions 6(), cos (1) and sin 2(1) introduced 
above. 
8.4.3.2 The hemispherical emittance  
This quantity is a measure of the fraction of radiation, emitted 
isotropically by the black body absorber, which escapes through the 
grating. The angular distribution of the emitted radiation can be 
described by the normalized function sin(2). If the black body is 
assumed to have an equilibrium temperature of 700 K, the peak of the 
black body curve will be at a value given by the Wien Displacement Law 
(Xmax T = 0.2898 cm K) of A = 4.14 pm. 
The calculation proceeds in stages similar to those in section 
(8.4.3.1) with the following modifications. The second stage, involving 
integration of 4) mean transmission values over A values, now has the 
black body function of i body at the temperature of the absorber 
(= 700 K) as a weighting factor. The third stage averages the (114A/d) 
mean transmission values for (1) c(0,7/2) with a weighting function of the 
angular distribution sin(20. 
8.4.3.3 Quantitative results  
An "a/e" calculation was performed for the grating referred to in 
figure (8.4.1) placed in front of a black body absorber which is assumed 
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Table 8.4.1 
d(pm) 
Case 1 
a(0,0)% a% 
Case 2 
a(0,0)% a% 
Case 3 
a(0,0)% a% C  U  
0.5 58 64 25 32 20 26 0.6 
0.6 61 71 28 35 23 30 0.8 
0.7 61 75 29 38 24 32 1.0 
0.8 61 78 30 40 25 34 1.2 
0.9 61 79 31 41 26 35 1.5 
1.0 61 81 31 42 26 36 1.8 
1.5 59 84 32 44 28 38 4.6 
2.0 52 86 32 45 28 39 9.2 
Absorptance and emittance as a function of the period 
for a grating having square symmetry, 2c/d = 0.9, 
S/d = 0.6, 2h/d = 2h'/d' = 0.3. 
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to reach an equilibrium temperature of 700 K. Table (8.4.1) lists 
the absorptivities, a(0,0) for energy passing undeviated through the 
grating and a for all energy passing through the grating, and 
emittance e as a function of grating period for the three cases in-
troduced in section (8.4.3.1), i.e., 
(1) a steered grating in direct illumination, 
(2) an unsteered grating in direct illumination, and 
(3) an unsteered grating in diffuse illumination. 
From the accompanying table it can be seen that the grating periods for 
the most efficient solar selectivity lie in the range 0.8 - 1.0 pm. 
These results show that diurnal tracking, direct illumination and 
absorption of all transmitted radiation would be required to give both 
high values of a and a/e. 
Under these conditions, an absorptance of around 80% is possible 
but in the absence of tracking or in diffuse illumination this value is 
approximately halved. The emittance, in the range 1 - 2%, was derived 
for a perfectly conducting grating. However, this assumption is not 
necessarily valid for many metal coatings used in the visible and con-
ductivity effects would probably raise this ,value of emittance to 3 - 4%. 
8.5 CONCLUSIONS  
In this chapter, a new formalism describing the diffraction of a 
plane wave by an infinitely conducting, crossed lamellar transmission 
grating has been presented. The theory was formulated by application of 
the method of moments necessitating the solution of eight series of 
matrix equations for the unknown modal coefficients. Although the 
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formalism is appropriate for any wavelength range, the numerical im-
plementation has been restricted to normalized wavelengths greater 
than 0.5 due to limitations imposed by currently available computing 
resources. For shorter wavelengths, the series representations of the 
diffracted field do not converge rapidly, since too many Rayleigh 
orders are required to specify both the propagating orders and the 
evanescent field. 
Classical energy conservation and reciprocity tests have been 
used to confirm the validity and physical accuracy of the method. 
However, as mentioned in section (8.3), energy conservation cannot be 
used as a means of testing the physical significance of the algorithm 
since it is analytically satisfied by the grid formalism independently 
of truncation errors. Instead, it should only be taken as a check of 
the self-consistency of the method. Thus,a new amplitude constraint for 
crossed grating structures operated in a Littrow mount has been derived 
and this has proved itself to be a useful check of the convergence of 
the formalism. 
The crossed lamellar transmission grating has been shown to have 
great potential as a solar selective surface, capable of achieving an 
absorptance of approximately 35% and ale ratios in the range of 15 to 20 
when used in a stationary mount and illuminated by totally diffuse 
illumination. Higher ratios of the order of 30 to 40 and absorptances 
of about 80% have been shown to be attainable if the grating is used in 
direct radiation and employs diurnal tracking. The optimal design of a 
grating for such purposes has been shown to have two identical arrays 
having deep grooves, thin metal walls and a normalized array separation 
8.53 
of approximately 0.6. The value of the latter parameter is chosen so 
that a Fabry-Perot resonance is located at approximately Aid = 1.2, 
thereby broadening the transmission bandwidth of the structure. 
In summary, one must emphasize that the assumption of a lossless 
structure has been made throughout. Although entirely valid for 
metals in the infrared, it may not be a justifiable assumption in the 
visible. Thus it will be necessary to derive a new class of modal 
theories capable of handling finitely conducting singly periodic 
structures before any further advances in the realm of grid formalisms 
are conceivable. 
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CHAPTER 9 
THE DOUBLE GRATING 
The investigations reported in this chapter were conducted jointly 
by the author and Miss Jenny Adams, whose stirling efforts and stimu-
lating collaboration are very much appreciated. Throughout all stages 
of this work, the author was privileged to have enjoyed numerous illum-
inating discussions held with Dr. Graham Derrick and Dr. Ross McPhedran. 
In particular; they are to be thanked for their valuable guidance in the 
studies which are presented in section (9.4). 
9.1 INTRODUCTION  
The discussion in the previous chapter centred on the spectral 
properties of an inductive grid whose two mutually orthogonal axes of 
periodicity lay in spatially separated planes. Following upon the 
success of these studies, my co-worker, Miss Jenny Adams [9.1] then 
generalized the theory to cope with two lamellar arrays inclined with 
respect to one another at some arbitrary angle n. The material con-
tained in this chapter was largely motivated by the interesting case 
arising when n tend to zero. This structure, which is referred to as 
a double grating, has been the subject of much discussion in the 
literature over many years. 
In 1951, Lewis and Casey [9.2] discussed the use of double grids 
and double gratings as microwave interference filters. Further work 
[9.3] by these same authors showed that a double wire grating (operated 
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in P polarized light) could successfully replace the highly conducting 
thin films which were conventionally used as the reflecting elements 
in long wavelength Fabry-Perot interferometers. They demonstrated 
that the transmission properties of the grating interferometer were 
far superior to those of the conventional design. 
It was not until 1972 that the first rigorous theory of double 
gratings was published. In that year, Blok and Mur [9.4] considered a 
double grating composed of perfectly conducting laminae having infini-
tesimal thickness and derived an integral formalism in their treatment 
of the problem. Unfortunately, their paper contained very few numer-
ical results and no discussion of the interferometric aspects of the 
structure. 
In this chapter, the results of our study, believed to be the 
first rigorous theoretical investigation of the properties of grating 
interferometers is presented. The modal formalism discussed in 
section (9.2) pertains to a double grating constructed from a pair of 
singly periodic lamellar transmission gratings (each of arbitrary 
thickness). The analysis is sufficiently general to accommodate 
structures composed Of lamellar arrays having different periods (pro-
vided that the ratio of the two periods is a rational number) and dis-
placed with respect to one another. 
The following section is concerned with the interferometric 
applications of the double grating. Since the design of an interfer-
ometer having a high resolving power is dependent upon the use of 
highly reflecting elements, it is necessary to operate the grating only 
in P polarized light. It is pleasing to report that in our studies to 
date, interferometers having very high finesses may be constructed using 
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deep lamellar arrays having relatively narrow apertures. 
In those cases for which the incident radiation is unpolarized, 
it is essential that a double grid be utilized. Nevertheless, it is 
felt that the results presented herein would still apply to the double 
grid. At the time of the preparation of the thesis, this study was 
still in progress (and in particular an investigation concerning the 
diffraction properties of the double grid). As such, this chapter 
contains only a discussion of the features essential to the design of 
an interferometer. However, it is hoped that in the near future the 
completed studies can be reported in some detail. 
During these investigations, a number of interesting analytic 
properties, analogous to the conservation relations of nuclear scatter-
ing theory, manifested themselves in the results of our computer 
programs. Thus, in an attempt to understand these properties which 
are heavily dependent upon the symmetry of the grating, an intensive 
theoretical investigation (discussed in section (9.4)) was instigated. 
The search for their origin was conducted on two fronts: 
(i) using the conventional integral techniques (which have been dis-
cussed in chapters 4 and 8), and 
(ii) using the principle of time reversal. 
Perhaps the most interesting feature of the results concerns the exist-
ence of a detailed energy balance in the mode structure of the upper and 
lower arrays for: 
(i) double gratings possessing both left-right and up-down symmetries 
operated 
(a) with arbitrary incidence parameters such that only the 
zero order was in propagation and 
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(b) in a first order Littrow configuration, 
and 
(ii) identical lamellar transmission gratings displaced relative to 
one another and operated in a normal incidence mounting such that 
the normalized wavelength exceeded unity. 
9.2 THE THEORETICAL FORMALISM 
9.2.1 Specification of the problem  
In this section, only the formalism pertaining to the diffraction 
of a P polarized wave is presented, largely in the desire not to pre-
empt the work of my co-worker in these investigations. Nevertheless, 
since the main thrust of this chapter lies in the use of the double 
grating as a Fabry-Perot interferometer, this action would appear to be 
vindicated. 
Consider a P polarized plane wave of wavelength A impinging upon 
the structure shown in figure (9.2.1) at some angle e. The structure 
shown in the accompanying diagram is composed of a pair of singly per-
iodic lamellar transmission gratings arranged such that the Oy axis is 
perpendicular to the plane of the grating and the Oz axis is aligned 
with the grooves of both arrays. 
The apertures in the upper array, of width c and depth h, are 
spaced periodically (in the x-direction), a distance of d apart. 
Similarly, the geometry of the lower array is specified by the analogous 
parameters c', h' and d'. The two gratings are separated from one 
another by a distance S = (2s-1/2h-1/2h') and are displaced relative to one 
another by an amount óx. 
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The double grating is then assigned an overall period of d T such 
that dT is the "lowest common multiple" of d and d'. It is interesting 
to note that if the ratio of d to d' is irrational then d T becomes 
infinite. In this case, an unlimited number of "real" orders may 
propagate giving rise to a continuous spectrum of plane waves. 
Now,the incident field Ei given by 
Ei = exp[jko (aox - aoy)] 	 (9.2.1) 
where ko = 2TUA 
ao = sin 
and ao = cos 
excites a surface current (in the skin of the perfectly conducting 
prisms) along the axis of the grating. This in turn gives rise to a 
diffracted field of the same polarization. In the region y 	(s+kh), 
the diffracted field may be expressed as a superposition of upward 
going plane waves of the form 
Rp (x,y) = exp[jk0 (apx + a y)] 
	 (9.2.2) 
where ap = ao + pA/dT 
 
(9.2.3) 
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On the other hand, in the space y 5 -(s+1/210), the diffracted (and hence 
total) field is specified by an expansion of downward going plane 
waves of the type 
(x,y) = exp[jk
0
(a
p
x -
py)] 
	 (9.2.4) 
In the domain (-s+1/211')57 	(s-1/2h) the field must be expressed as a 
superposition of both upward and downward going plane waves (R and R). 
9.2.2 Boundary conditions  
It is not possible to define a single expansion representing the 
field that is everywhere convergent throughout space since the grating 
divides the domain into a number of discrete regions. Although Rayleigh 
expansions (as mentioned above) may be used to represent the fields in 
the "open" regions (i.e. unbounded in the x-direction), they are in-
capable of characterizing the field behaviour within the grooves of the 
arrays. This concept, known as the Rayleigh assumption, has been the 
subject of much debate in the literature for many years and several 
notable numerical studies (see for example references [9.5, 9.6]) dis-
puting its validity have been published. Thus, within the apertures, 
one chooses to represent the field quantities in terms of waveguide ex-
pansions, each distinct mode of which obeys the appropriate boundary 
conditions. Conditions of continuity are then applied at all grating 
surfaces to match the alternative expansions (where their domains of 
convergence overlap) and the method of moments used to solve the re-
sulting field problem. 
As in the case of the crossed lamellar transmission grating one 
chooses to impose the continuity of E x ,Ez , Hx and H z across the free 
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space-aperture interfaces. However, because of the chosen polarization, 
both Hz and Ex are trivial. Furthermore, the continuity of H x reduces 
to the continuity of 3E zlay. In addition to this, E z vanishes on the 
metal surfaces but aEz /an is not continuous across a metal interface 
(due to the excitation of a surface current in the skin of the metal). 
9.2.3 Rayleigh expansions  
In the space y 	(s+1/211), the fields are expressed as a super- 
position of the incident wave together with a series of all upward 
going plane waves. Similarly, in the region y 5 -(s+ 11h 1 ) the fields 
are represented by an expansion of downward going waves, whilst in the 
domain -(s-1/211') 5 y 5 (s-½h), an expansion consisting of both upward 
and downward going waves is used. Thus, one writes 
E 	= Ei (x,y) + E 	C R (x,y) 
p=-m P P 
for y 	(s+11h) 
 
 
   
co 
E 	[C+R (x,y) + C R (x,y)] for -(s-½h') 5 y 5 (s-1/211) ■ (9.2.5) 
p=■00 PP 	PP 
co 
E 	(x,y) 	for y 5 -(s+Ilh') P P pa—co 
9.2.4 Modal expansions  
Within each groove of the structure, the field may be specified 
by waveguide modal expansions, each distinct mode of which must satisfy 
the appropriate boundary condition on the aperture walls. However, for 
each period of the entire structure there are d,/d(= N+1) grooves in 
the upper array and d./d'(=  N'+1) grooves in the lower array. Hence, a 
9.8 
separate modal expansion is needed for each of the (N+1) grooves in 
the upper array and each of the (N , 4-1) grooves in the lower array. 
(The prescription of the modes which is detailed in the remainder of 
this section has been taken from Wirgin [9.7].) 
Thus one may specify the electric field in each groove of the 
upper array by 
E z (x,y) = 	ci sin[k0m(y-s)] + dk cos[k0 pm (y-s)]} MEZU
z (x) (9.2.6) 
m=1 
for 	(s-15h) 	y 	(s+1/211), 
id x td + c 
and k E [0,N]. 
Here, the mode is given by 
l■fEZUZ (x) 	= (x-9.d)] in c 	c (9.2.7) 
and 
   
2 
k0pm 	k2 - ( 211) 0 	c 
(9.2.8) 
Similarly within the lower array 
E z (x, y ) 	T 	sin[kjim(y+s)] + a! cos[kjim(y+s)] MEZL4 (x) (9.2.9) 
m=1 
for 	y 	-(s-411), 
id' + óx x 5 id' + c' + 6x 
and 	tC 	[0,N']. 
mn and k0m 	= 	k2 
	
0 	c' 	• 
2 
(9.2.11) 
In this case the mode is given by 
IC rarr 
MEZI,t (x) = 	(x-td-dx)] in (9.2.10) 
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9.2.5 Solution of the field equations  
The initial specification of the problem involves 8 infinite sets 
of coefficients composed of 4 sets of modal coefficients and 4 sets of 
Rayleigh coefficients. Boundary conditions are then applied at the 
surfaces y = s+411, 	-s+11h 1 and -s-1511', and the resulting equations 
are solved using the method of moments. 
9.2.5.1 Electric field equations  
These are derived by applying the continuity of E across the various 
interfaces. 
(1) 	At y = s + 1/211: 
exp[jk0 (a0x-80 (s+hh)] + EC exp[jko (apx + 8p (s+kh))] 
P 
m 	t2. = 	E [c sin(kOpm 2) + dm cos(k0mm )] MEZUk (x) m=1 
(9.2.12) 
if x c [24,2.d+c] 	for all 	2, e [0,N] 
= 0 otherwise. 
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Now applying the method of moments, the above expression is 
multiplied throughout by -yx,0) and integrated over the period 
x E [0,dT]. From the orthogonality of the basis {R} expressed by 
dT f R (x,0) p (x,0) dx = dT Opp 0 
it follows that 
exp[ -jk 
	
N 	03 
(s+ h)] 6 	+ C exp[jk (3 (s+ h)] = E 	E (c2,*+d9,* ) I z 2 	p0 	p O p 	2 k=0 m=1 m m 	mp 
where 
2,* cm 	= 	c
z sin(k o k 	
h p 	h) m 2 	d * m 	= 	d
z cos(k0pm 
2,d+c 
f {exp(-jk0px) 
 sin[—  (x-k.d)]} dx . 
- 
fashion 
N 	m 
+ C- exp[ -jk0p (s-½h)] = 	E 	E (- Z=0 m=1 
1 
cV+dV) m 	m 
(9.2.13) 
(9.2.14) 
. mp 
(9.2.15) 
I z = mp 	dT 	c 
• (2) 	At y 	= 	s 
In a similar 
C+ exp[ik0ap (s-1/211)] 
(3) 	At y = -(s - 
E {c! exp[japx+f3p O 	(-s+hh'))]+ Cr. exp[jko (ap
x-f3p (-s+kh'))] } 
1 
P P 
AL* ^Q* 
= E (c + d ) MEZLm (x) m 	m 
nr1 
CO 
(9.2.16) 
continued .. 
CO N' 
	
A 2,* 	^ 9,* 	2, 
=O m=1 m 	m 	
mp (9.2.17) 
A,* 	4, 4c = 	(- c +d 	J 
PO ml 	
. m 	m mp == 
NI C° 
(9.2.19) 
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i 
if x c [24' + 6x, 941' + 6x + ,c') for all k E [0,N'] 	(9.2.16) 
continued 
This reduces to the form 
- C+ exp[jk08p (-13+161)] + C exP[-jk08p (-s#?)] 
= 0 otherwise. 
Az* 	Ak Az* 	Az 	A w where c 	= cm sin(k 	11 	dm = dm cos(k p 0 m 0 m2 
2,0P+6x+e' 
1 1,„ mit 
andJ im!
.1) = 	1- —dT {exp[-jk0px] sin[-- (x-24'-Ox)]}(9.2.18) 
Zd'+6x 
(4) 	At y = - (s + 1/210): 
C exp[-jk0  8 (-13-161')] p 	p 
9.2.5.2 Magnetic field equations  
These constraints may be derived by applying the continuity of 
9E/3y across the free space-aperture interfaces. 
 h h = E kOpm[cm cot(k0  p -) - d 2 tan(k0pm 	MEZUZ (x) m 2 
2.* 
m=1 
CO 
(9.2.20) 
(1) At y = s + 	this is given by 
- jk exp[jk (a x-f3 (s+ 	] + E jk.B C exp[jk (a x+ (s+ 0 0 	0 0 0 	2 u  pp 	Op p 	2 
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where x E (24,24+c] 	for all 	9 c [0,N]. 
Upon multiplying both sides of this equation by MEZq.i and integrating 
over the aperture x C [Ld,Ld+c] the orthonormality of the set of modes 
ensures that 
—L dT E ja_ fcp exp[jkop (s+ y)] - exp[-jk0$0 (s+ y)] Spo l Imp 
P 
L* 	h pm m cot(kopm 	- dm tan(kem y)] 	 (9.2.21) 
for all M E [1,) 	and 	. L C [0,N]. 
(2) At y = s - 	one derives a similar expression of the form 
dT E jajCp exp[jkep (s- y)] - C; exp[-jkoap (s- 12-1)]} 
P 
L* 	h 	L* = 4m[cm cot(kopm 	+ dm tan(kopm )1 	 (9.2.22) 
for all M C [1,00) 	and 	L C [0,N]. 
(3) At y = - s + 1110, the continuity of 3E/3y leads to 
E 	{C+ exp[jk0ap (-80111)] - C- exg-jk0p (-s+1/211)0 Mp tiL pp 
r L* 4-Lc 	cot(k 	11') 	h' m M „p„.- - d tan 	- u 2 	
(kopm 2 )] (9.2.23) 
for all M 6 [1,m) 	and 	L c [0,N']. 
(4) Finally at y = - s - 	one finds that 
h - d E ;a c exg-jk0 ap ( -s - T 	 -)] JM p p 
^L* 	^ h' 	^L* = um [cm cot(k 4mT) + dm tan(koum-I)]. 	 (9.2.24) 
Following some simple but tedious manipulation of the four electric 
and four magnetic equations one may deduce the following four sets of 
simultaneous linear equations in the four sets of modal unknowns. 
N 	00 
E 	E cm [dT E jr3 I 	cot(k U_ 
h
) 6 6 2,* 	k -L 
	
p mp n 	0' m 2 Mm Lt 
2.=() m=1 	p 
N 
+E E d
m 
[d
T 
E j13 It + m tan(kO'm u_ 
h
) 6 6 P mP mP 	2 MM Lk t=0 m=1 
h -L 2j8
0
d
T 
exp[ -jk a cs + 0 o z mo (9.2.25) 
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where M c [1,03) 	and 	L C [0,11]. 
N 	co k -L E E ck* [- E Hp Imp Imp - pm cot(kopm 	6mm61,10 
JO m=1 m 
+ E E d k* 	-L E H_ Imp Imp - um tan(kopm 	6mmoLt ] 
Z=0 m=1 m 	P P  
-L +EEcm [-EGJ P rnp lMp hl  t=0 m=1 
N' co k -L + E 	E d [- E G J ] 
9=0 m=1 m. 	p P mP NP 
0 
	 (9.2.26) 
9.14 
N' 	CO 
for all M E [1, 00) and 	L 6 [0,N] 
{where 	Hp = dTp cot(k0pS) 
and 	G 	= 	dTapisin(k0pS) }. 
N co 	_ 9* E c 	] P mP MP t=0 m=1 in 	p 
co - + E 	E dk* [ E G I 	JL  ] in 	P mP MP k=0 m=1 p 
N' 	co -L 	^ +E 	Ec [-EHJ J - 	cot(kuvm72 ) 6 6 ] k=0 m=1 m 	p p mp Mp - mm Lt 
-L 	h' +E Ed [-EH J J + um tan(k m2  6 6 ] '9=0 m=1 m 	p P mP MP fr 	Mm Lk 
0 
for all M 6 [1,03) 	and 	L 6 [0,N'] 
N' 	CO 
(9.2.27) 
and finally, 
N' k —L 
E E c [ dT E 
m 	Jnip J
mp - pm cot(km11,i) 6mm6L2 ] k=0 m=1 P 
N' co Ak* 	2 Ti, 	A 	 A II t +E Ed[- dT Ej J J - pm tan(koNT) 6mAt] f3p nip MP k=0 m=1 m 	- P 
0 (9.2.28) 
for all M c [1,00) 	and 	L c [0,N']. 
It should be noted that this set of equations cannot be decoupled 
as was the case for the inductive grid formalism. This feature appears 
to be characteristic of all bi-grating formalisms. Following the numer-
ical solution of a truncated set of the above equations, the plane wave 
diffracted field may be reconstructed using the electric field equations 
of section (9.2.5.1). 
9.3 THE DOUBLE GRATING AS A FABRY-PEROT INTERFEROMETER  
The design of any Fabry-Perot interferometer relies upon the use 
of a pair of highly reflecting elements substantially displaced from 
one another so as to give rise to a multiplicity of interference orders. 
In the visible, this is achieved with the aid of thin metallic films. 
However, in the far infrared and millimetric regions of the spectrum, 
the high losses which occur within the films necessitates the use of an 
alternative arrangement. 
Such an arrangement involves the use of double gratings (for P 
polarized radiation) or more generally double grids as was originally 
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suggested by Casey and Lewis [9.2, 9.31. Provided that the wavelength 
is substantially in excess of the period of the grating, these struct-
ures can provide a very high long wavelength reflectance without in-
curring the absorption losses which afflict the traditional design. 
Figure (9.3.1a) shows a typical interference pattern for such an 
interferometer computed using the theory described in the previous 
section. In an attempt to understand the features of these curves, it 
was decided to adopt a "multiple scattering" treatment to the problem. 
In the case of a large separation between the two arrays, the only 
mechanism of "communication" between the pair of lamellar gratings lies 
in the zeroth orders, the evanescent fields playing no role whatsoever 
in the coupling of the two arrays. 
Now if R
0 
 and T
0 
 respectively represent the zeroth order amplitude 
reflection and transmission coefficients of each of the singly periodic 
arrays (assumed to be identical), it follows that the overall trans-
mitted amplitude of the double array is given by the geometric series 
2 	2 	4 = T
o 
exp(id) [1 + R
o 
exp(210 + R
o 
exp(410 + 	] 
T2 exp(i6) 0 (9.3.1) 
1 - R2 exp(216) 0 
where 
6 = k
0 a0  (s + h) . 
	 (9.3.2) 
Thus, the total transmitted efficiency is given by 
9.17 
9 	-1 
IT1 2 = [1 	F sin- E] (9.3.3) 
where E 	= 6 "R 
with 	tPrt 	= arg(R ). 
Here, the term F is given by 
41110 1 2 
(1 - 1'10 1 2 ) 2 (9.3.4) 
- a quantity often referred to as the finesse of the interferometer. 
From equation (9.3.3) it follows that the maxima of the interference 
pattern are given by 
max 	= arccos [ 2ff(S
A
+ h) otff _ 11)R )] 
	(9.3.5) 
(where k refers to the order of interference.) 
Clearly, it is the presence of the phase term 1PR , introduced by 
each grating in the double structure, that displaces the peaks from 
their geometric limit. This was characterized with the aid of our com-
puter program for a single lamellar transmission grating. The solid 
curve in figure (9.3.1b) shows the reconstruction of the P polarization 
transmittance using the output of the lamellar grating program and ex-
pression (9.3.3). (On that same graph, shown by the dashed curve, is 
the transmittance of the single lamellar array.) From an inspection of 
figures (9.3.1a) and (9.3.1b) it may be readily seen that the agreement 
between the rigorous theory and the reconstruction is excellent. 
Explanation of figures (9.3.1) to (9.3.3) 
These figures show the variation of the transmittance of the 
double grating as a function of the angle of incidence for 
three different geometries. In each case the interferometer, 
composed of two identical arrays, is operated in radiation 
having a normalized wavelength of Aid = 2.0. Spectra for the 
geometries specified by the parameters: 
(1) c/d = 0.8, h/d = 0.0, 6x/d = 0.0, S/d = 4.0, 
(2) c/d = 0.5, h/d = 0.0, ox/d = 0.0, S/d = 4.0 
and 
(3) c/d = 0.8, .h/d = 0.5, 6x/d = 0.0, S/d = 4.0 
are supplied. On each of these figures are presented two 
graphs, identified by either an "a" or a "b". Those graphs 
referenced by an "a" represent calculations made using the 
rigorous double grating theory of the previous section. On 
each of these graphs are two curves applying to: 
(i) P polarization performance - denoted by the broken curve 
and 
(ii) S polarization performance - denoted by the solid curve. 
Those graphs marked by a "b" refer to the reconstruction per-
formed using a single lamellar transmission grating theory and 
the Fabry-Perot interferometer expression (equation 9.3.3-4). 
Two curves showing: 
(i) the transmittance of the single lamellar array - denoted 
by the broken curve 
and 
(ii) the reconstruction of the double grating performance - 
denoted by the solid curve 
are displayed. 
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Another feature of the P polarization curve shown in both graphs 
is the enhancement in the resolution of the instrument at high angles 
of incidence. This can readily be interpreted in terms of the increased 
reflectance of the single array at such angles, resulting in a greater 
finesse, which manifests itself as a diminished resonance half-width. 
It is also interesting to note that the angular positions of the 
maxima tend towards the geometrical predictions as the angle of incid-
ence increases. This was readily understood with the aid of a monomodal 
treatment originally discussed by McPhedran and Maystre [9.8]. For very 
long wavelengths, the spatial variation across the wavefront is minimal 
and so it seems reasonable to approximate the waveguide expansion by 
its first term. This is born out by the numerical results which show 
that only the fundamental mode carries a significant fraction of the 
incident flux. For very oblique angles of incidence, this approxi-
mation may not be entirely justified, but since the spatial variation 
is dependent on both the wavelength and the angle of incidence, it is 
difficult to judge the "cut-off" with any great accuracy. Nevertheless, 
for the case of infinitesimally thin grooves, it was possible to gain 
some useful understanding of the problem. Using such an analysis for 
the case of P polarization, it followed that 
R0 	-1+ 	  X0 1 1%1 2 	E Xn 1KI 2n  nO0 	- 
TTX where Kn = 	fexp(-jk0anx) sin() dx • 
0 
(9.3.6) 
(9.3.7) 
The quantity xn is given by 
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Xn = k cos en 0 (9.3.8) 
which means that xo tends to zero by increasing the values of both X and 
e. Thus, Ro approaches the limit - 1 and hence 
arg(R0) -0. 7. 	 (9.3.9) 
Hence, the positions of the interference maxima in P polarized rad-
iation are given by 
tx  = arccos [ 2(S+h) max (9.3.10) 
(for any arbitrary integer t), which is the geometrical limit. 
In the case of S polarized radiation, it may be shown that 
X0 	2 
Z 7 1 1,n 1 
R n#0 -n  = 0 1 1-01 2 	ILn I 2 nO0 -n 
where Ln = 	fc exp -ianx dx . 	 (9.3.12) 
0 
(9.3.11) 
(Expression (9.3.11) was derived by applying the monomodal approxi-
mation, this time involving only the spatially invariant mode, m = 0.) 
Thus it follows that 1R0 1 tends to zero but arg(R0) tends to - 
thereby explaining the location of the resonance maxima for S polar-
ization. In this case 
9.20 
= arccos[ (2. 	1/2)A ], max 	2(S + h) (9.3.13) 
the positions of which correspond to the P polarization minima. 
Furthermore, since 1R0 1 tends to zero, the finesse of the instrument 
diminishes resulting in less distinct interference behaviour. For the 
orthogonal (P) polarization, exactly the opposite applies, with the 
minima increasing in strength, consequent upon the increasing reflect-
ance of each of the lamellar gratings. 
The previous discussion has centred on a grating having a partic-
ularly wide aperture (c/d = 0.8) and infinitesimally thin grooves. Such 
an arrangement resulted in somewhat smeared resonances, particularly in 
the case of S polarization. However, it was felt that the finesse of 
the instrument could be markedly enhanced by either reducing the aper-
ture width or increasing the groove depth. This was indeed found to be 
the case as evidenced by figures (9.3.2) and (9.3.3) respectively showing 
transmission spectra for double gratings composed of identical arrays 
characterized by 
(i) c/d = 0.5 	h/d = 0.0 
and 
(ii) c/d = 0.8 	h/d = 0.5. 
Note that it is the parameter c which governs the angular position of 
the maxima. This can be explained by returning to the expression for 
R0  (appropriate to P polarization): 
112 
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Upon evaluation of Kn , it is found that: 
Kn 	
1 	Tqc  [1 + exp(-jk0  a c)] 2 2 n d kopn - 2 2 /C 
which tends to zero for small values of c. Naturally the same remarks 
apply to S polarization. In the case of finitely thick arrays, the 
above expression for Ro is modified only by the presence of additional 
term in the denominator and so all previous comments are still valid. 
The multiple scattering treatment which was adopted has been 
thoroughly tested and it has been found that only in the case of 
S/d 0.5 do any departures from the predictions of the rigorous theory 
become noticeable. This occurs because of the additional array "coupling" 
mechanism (in the case of small separations) supplied by the evanescent 
fields. This is further supported with evidence gained from numerical 
experiments concerning the effects of the array phasing parameter 6x. 
In the case of large values of S, the multiple scattering treatment pre-
dicts no dependence upon the parameter óx, a result which is in agreement 
with the predictions of the rigorous theory. However, for small array 
separations (S/d < 0.5) the evanescent coupling becomes quite noticeable. - 
In figures (9.3.4) are shown the effects of the displacement parameter óx 
on the transmission properties of a double grating composed of two 
identical arrays arranged such that S/d = 0.02. Note that for Sx/d = 0.5, 
total blocking of P polarized radiation is exhibited but that a noticeable 
leakage of energy occurs for the orthogonal polarization. It is possible 
that this may be understood in terms of the directions of current flow 
appropriate to the two polarizations. However, at this stage, with the 
9.21 
Figure 9.3.4 
The following set of graphs demonstrate the effects of the 
array phasing parameter (Sx/d on the transmittance of the 
double grating. As mentioned in the text, the transmittance 
is independent of óx provided that the zeroth order is the 
only energy carrying mechanism and also that the arrays are 
substantially displaced from one another. In the following 
graphs, it was chosen to operate the structure (composed of 
a pair of identical lamellar arrays) at a normalized wave-
length of 0.6. Each of the arrays, specified by c/d = 0.5 
and h/d = 0.4, were separated from one another by an amount 
S/d = 0.02 in order to illustrate the total blocking of P 
polarized radiation and the substantial leakage of radiation 
of the orthogonal polarization. 
values of ox/d are supplied. 
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study still incomplete, it would be unwise to make further speculation. 
In summary, it is hoped that the above discussion has adequately 
elucidated the properties of grating interferometers. From these 
studies, it is believed that a Fabry-Perot interferometer (for P 
polarized radiation) having a high finesse may be constructed using a 
pair of lamellar arrays having narrow apertures and deep grooves. As 
such, the bulk of the material presented above has centred largely on 
the performance of structures in P polarized light. (Nevertheless, 
investigations into the S polarization performance are still being 
pursued.) However, if the radiation is unpolarized, it is essential to 
construct the interferometer from a pair of grids - a structure which 
is currently the subject of an intensive theoretical investigation be-
ing undertaken within our group. 
9.4 ANALYTIC PROPERTIES OF DIFFRACTION GRATINGS  
9.4.1 Introductory Comments  
In electromagnetism, and in particular diffraction grating theory, 
there exist analogues of many of the "conservation theorems" found in 
nuclear scattering theory. Amongst these properties are conservation 
of energy and reciprocity, which are independent of the geometry of the 
structure. Since these have been adequately discussed elsewhere in this 
thesis, it is not the intention of this section to provide any review of 
these concepts here. 
However, it is possible to establish a number of conservation 
theorems which rely heavily upon the symmetry of the structure and it 
is to their derivation that this section is devoted. In line with the 
9.23 
previous theoretical formalisms, it is chosen to elucidate these rules 
Using conventional electromagnetic techniques without resorting to a 
scattering theory treatment. 
It is believed that the best way to approach this problem is to 
provide some feel for the previous work (e.g. chapter 4) using con-
ventional integral techniques and then move on to a new derivation of 
these same properties using the concept of time reversibility. 
•Throughout the discussion, particular reference is made to the derivation 
of conservation relations for the double grating with numerical examples 
of these properties interspersed in the text. The most interesting of 
these properties which have been discovered is the existence of a de-
tailed energy balance in the mode structure of the upper and lower arrays 
for 
(i) gratings having both left-right and up-down symmetry operated 
(a) with arbitrary incidence parameters such that only the 
zeroth orders are propagating, and 
(b) in a first order Littrow configuration; and 
(ii) identical lamellar gratings displaced relative to one another 
(such that neither left-right nor up-down symmetry is displayed) 
and operated in normally incident light such that X/d > 1. 
9.4.2 A review of some "conservation relations" derived using  
conventional integral techniques  
9.4.2.1 Relations for a first order Littrow configuration  
In an earlier chapter, a constraint relating the phases and 
efficiencies of the reflected and transmitted orders excited by a lossless 
left-right symmetric transmission grating used in a first order Littrow 
9.24 
mount such that 2/3 < Aid < 2 was proposed. Although mention has al-
ready been made of the importance of symmetry in the derivation of 
such relations, the significance of the lossless nature of the grating 
has, until now, been largely omitted. These two properties are of 
equal importance and should either of them not exist for the particular 
structure in question, the derivation of these conservation theorems 
will fail. Throughout the following analysis, clear reference will be 
made to the implementation of these restrictions. 
Now, consider a P polarized plane wave field incident upon the 
structure shown in figure (9.4.1). Let us postulate that it will excite 
a field distribution given by the following Rayleigh expansions (outside 
the grooves of the grating): 
(i) Eu (x,y) = E [6 0  exp(-jk0 0  y) + R exp(jk0py)] exp(jk0apx) in Du p 
and 
	 (9.4.2.1) 
(ii) Et (x ' y) = E [T exp(-jk0 0 a y)] exp(jk0apx) in Dt . 	(9.4.2.2) 
Since this grating is being operated in a (-1) th order Littrow configur-
ation, the discrete values of are given by 
a 	= - 	= (p + 11) X/d. a-l-p 
By now returning an incident field I' along the path of the 0th  order 
(corresponding to a (+1) th order Littrow mount) transmitted wave, a 
corresponding wave field given by 
%Jo' 
a a 
Figure 9.4.1 
Integral derivation of the phase constraints for a first order 
Littrow configuration. By returning an incident field: 
(a) along the path traced by the 0 th order reflected field 
of the original problem, it may be shown that 
+ 	= 0, 
(b) along the path traced by the 0 th order transmitted field 
of the original problem, it may be shown that 
Re(Rj_ i + R 1;) = 0 
and 
(c) along the path traced by the (-1) th order transmitted 
field of the original problem, it may be shown that 
Re(Rjo + 	= O. 
(i) 
and 
(ii) 
E'(x,y) 
E'(x y) 2 	' 
= 
= 
E IT' exp(jk
0 
 Wy)] exp(jk
0 
 a'x) 	in D
u p 	p 
E [6
p0 
exp(jk
0 
 Wy) + R' exp(-jk
0 a l x)] p 	p 
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(9.4.2.4) 
exp(jk
0 
 a'x) in D p 	2, 
(9.4.2.5) 
is established. In this case, 
a' = (p - 1/2) x/d = - a . -P (9.4.2.6) 
Since the structure under consideration possesses both left-right and 
up-down symmetry it follows that 
R' = R 	and T' = T . 
	
-P p 	-P 
Now, by defining the superposition of the two fields E and E' in both 
D
u 
and D to be 2 
E
T = E + E', 
a simple application of Green's Theorem yields 
-T I 	
y [E
T aE 	-T DET 
I 
f 	T aET -- 
0
aET 
a 	E W1 	dx = 	
[E 	T — E 	I 	dx. (9.4.2.7) ay 	37 	I 
0 YmYu 	0 Yn't 
(In the above expression, the bar denotes complex conjugation.) It should 
be noted that such a relation holds only if all media are lossless. Upon 
integrating this expression explicitly it may be shown that 
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1R0  + T 1 1 2 + IR-1  + T0 1 2 = 1. - 
Since conservation of energy supplies the constraint 
1R01 2 4. R 1 12 4. 1T01 2 	IT_11 2 	1 
equation (9.4.2.8) may be shown to reduce to the form: 
Re(R
01 
 + R
10
) 	 0. 
- 	-  
(9.4.2.8) 
(9.4.2.9) 
(It has already been shown in chapter 8 that for modal formulations 
such constraints are analytically satisfied provided that the set of 
Rayleigh orders is truncated symmetrically about the propagating 
orders. Table (9.4.1) gives evidence supporting this assertion for the 
case of a double grating.) 
A similar discussion presented in chapter 4 centred on a structure 
possessing only left-right symmetry. The proof given above required the 
further constraint of up-down symmetry to be imposed. Let us now con-
sider the derivation of a third conservation relation for a structure 
possessing only up-down symmetry. For this case, it is proposed that a 
wave be returned along the original path traced by the (-1) th order 
transmitted ray. Such an incident field would establish a Rayleigh field 
distribution given by 
(i) El (x,y) = E [T1 exp(jkoapY)] exp(jkoapx) in Du 	(9.4.2.10) p p 
(ii) E t (x y) = E [ p06 exp(jk0 0 a y) + R' exp(-jk08py)] exp(jk0apx) in D t '  
(9.4.2.11) 
Table 9.4.1 
Demonstration of the first order Littrow phase constraints applying 
to the propagating orders -1 and 0. The following numerical example 
pertains to a double grating composed of a pair of identical lamellar 
gratings specified by the parameters c/d = 0.8, h/d = 0.4 separated 
by S/d = 0.6 displaced, such that 6x/d = 0.0 and used in P polarized 
light. The grating is operated at a wavelength of X/d = 1.2001 such 
that the order (-1) is in a Littrow configuration. Results obtained 
from the computer program using 4 waveguide modes and 10 Rayleigh 
orders were: 
po 
• 	
= 0.1315478654 	11)R = 0 
,R 
p
R = 	0.4061970027 
	
-1 = 
po = 0.2323407636
T = 0 
T 
p = 	0.2299143685 -1 4)-1 = 
- 134.37053299° 
44.642000892 ° 
- 46.65716855° 
- 46.66589318 ° 
where p and tl) respectively denote the efficiencies and phases of the 
various orders (denoted by the numerical subscripts) in reflection and 
transmission (denoted by the superscripts). The above phases have been 
corrected such that the phase origin lies at x = c/2 - the axis of 
symmetry for the grating. Using these results one finds that 
Re [RoiT_i + To Y..1 } = 4.9 x 10-10 
Re [R0-1 + R-10  ] = 2.2 x 10-8 
Re [RA) + 1 ] = 2.2 x 10-8 
These quantities may, effectively, be taken as being zero since they 
lie within the tolerance of the machine precision (as specified by the 
difference between the total efficiency sum and unity). The above re-
sults were calculated using a "symmetric" distribution of Rayleigh 
orders 
{ p I -1-n 5- p 	n 	for 	n 	0 } 
and thus the Littrow expressions are satisfied "analytically", as was 
discussed in chapter 8. 
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Because of the up-down symmetry it follows that R
P 
' = R and T' = T. P 	P 	P 
As before the field (E') is superposed upon the original field (E) and 
this time the spatial invariance of the integral in equation (9.4.2.7) 
reveals that 
+T
0
1 + T 1 2 = 1 -1 	 (9.4.2.12) 
which reduces to the form 
Re (R
00 
 + R
1 717 1  ) = O. - - 
Numerical confirmation of this relation is also presented in table (9.4.1). 
9.4.2.2 A relation for normally incident radiation  
Having discussed the phase constraints appropriate to a first order 
Littrow mount, let us turn now to discuss the case of normally incident 
radiation. In this section, consider a lossless up-down symmetric grat-
ing operated at normal incidence with light of a sufficiently long 
wavelength such that only the specularly reflected and transmitted orders 
are propagating. 
Again the primed field (E') is defined to be the result of an in-
cident wave returned along the path of the 0 th order transmitted beam. 
It should be noted that T' = T from the reciprocity theorem. However, 0 	0 
the equality of Ro and R; can only be achieved with the application of 
up-down symmetry. (In the case of non-normal incidence the equality of 
Ro and R; can be assured only if left-right symmetry is additionally 
displayed.) 
Now, using the definition, 
= E + E', 
the spatial invariance of the integral 
dm DET [ET __ ! a-ET _T Dy 	E 	] dx 
shows that 
+ To
2 = 1 
which implies that 
arg(R0) - arg(To) = 1/27 + (7) 
where (ii) denotes an arbitrary and indeterminate factor of Tr. 
In summary, this section has attempted to outline some of the phase 
constraints, derivations of which have been sought theoretically after 
observing them in our numerical results. In doing so, it is hoped that 
the consequences of such powerful constraints as conservation of energy 
and grating symmetry have been clearly elucidated. Let us now turn to a 
derivation of the same properties using the principle of time 
reversibility. 
9.4.3 The concept of time reversibility  
In many of the problems in physics, the assumed direction of time 
plays no explicit role in their solution. Of course this is true only 
9.28 
9.29 
for those systems in which energy is conserved. Should one attempt to 
reverse the temporal dependence of a system which is dissipating energy 
in the forward time direction, a non-physical solution will result. 
(In this case, the creation of energy would be witnessed.) 
A simple example taken from Blatt and Weisskopf [9.9] involves 
the motion of the planets around the sun. If the orbit given by the 
parametric equation: 
x = 1 	' y = z = f3 (0 
satisfies Newton's equations of motion, then the "time-reversed" solution 
x = 	= f2(-t); 	z = f3 (-0 
is also a physically possible orbit i.e. it also satisfies Newton's 
equations. 
Thus, stated briefly, a system is invariant under time reversal 
if for every state of that system there exists a time reversed state 
also satisfying the relevant dynamical equations. Let us now discuss 
the time reversibility of Maxwell's equations in a lossless medium by 
drawing largely upon the treatment in Grivet's lucid paper [9.10] on the 
subject. For a lossless medium, Maxwell's equations state that 
aE curl H = E — • ' 
ati curl E = - p at . 	(9.4.3.1) 
By applying the transformation t' = - t, these are rewritten in the form 
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aE' 	 DR' 
curl H' = - e" 	curl E' = p at at , (9.4.3.2) 
where E' and H' are the time reversed fields. Clearly, Maxwells' 
equations can be made time invariant by applying either of the follow-
ing constraints: 
(9.4.3.3) 
(It is necessary to state that in this case the "or" refers to the 
"exclusive or".) In order to decide between these two, consider the 
equation of motion of an electron in superposed electric and magnetic 
fields: 
d2 s 	ds 
- eE+ —
- 
xB). 
dt• 2 dt 
Under time inversion, the acceleration is invariant but velocity 
changes sign. Thus to obtain reciprocity, the chosen transformation 
appropriate to t' = - t is 
E' = E 	and 	H' = - H. 
Had it been chosen to conserve H under time inversion, then a result 
contravening the reciprocity theorem would have resulted. Of course, 
such systems are common in nature with a simple example arising in the 
case of ferromagnetic materials. Should the polarizing field H retain 
its parity under time inversion, then the reversed wave may differ 
strongly from the incident wave. 
Thus, for a lossless medium, it has been established that 
Maxwell's equations are invariant under the transformation set 
(t,E,H) -4- (-t, E, -H). 	 (9.4.3.4) 
In the case of a lossy isotropic medium Maxwell's equations are written 
in the form: 
	
aE 	aE 
curl H = aE + — curl H =- GE -4- 
— at at (9.4.3.5) 
which is no longer invariant under transformation (9.4.3.4). Thus it 
is clear that time reversibility is valid only for lossless media. 
Intuitively, the reversal involves the creation of energy but, as shown 
above prevents the invariance of Maxwell's equations. 
It is often convenient to express Maxwell's equations in the fre-
quency domain. In this case the necessary transformation is 
(t,E,H) 	(-t,E,H) followed by comPlex conjugation. 
9.4.4 Derivation of phase properties using the concept of  
time-reversibility  
Let us now turn our attention to the derivation of a number of con-
servation relations using the concept of time reversibility. 
9.4.4.1 The case of a grating possessing up-down and/or  
left-right symmetry  
9.4.4.1.1 Long wavelength formulation' 
The following treatment applies only to long wavelengths for which 
a single undispersed order propagates in both reflection and transmission. 
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Although the theory presented here assumes the existence of a P 
polarized wave field, the same derivations apply to the orthogonal 
polarization. 
Consider a plane wave I incident upon the lossless structure, 
shown in figure (9.4.2), at some angle e giving rise to the plane 
wave output energy channels R0  and T (state 1). Upon application 0
of time reversibility, there are now two input channels 11-. and 0 
and a single output channel Y. (Here, the term channel refers to a 
plane wave mode i.e. a path along which energy can be carried to 
infinity). Let us now consider the far field behaviour (where the 
evanescent order terms play no part in the calculation) and at this 
stage invoke only the left-right symmetry of the structure. 
The problem of time reversal is most easily resolved by consider-
ing each of the input channels separately as shown in states (2a) and (2b) 
and by then superposing their resultant fields as shown in stage 2 of 
figure (9.4.3). In these diagrams each plane wave is represented by a 
vector associated with which is its amplitude. Next to each of the 
wave amplitudes is a bracketed quantity supplying a brief explanation 
as to its derivation. The legend is as follows: 
LR - left-right symmetry 
RT - Reciprocity Theorem 
and NC - no constraint. 
In this example, there can be no constraint linking the complex amplit- 
udes R and R0  unless up-down symmetry is also supplied. 0  
Now, under time reversal there can be only one outgoing wave i - of 
amplitude 1 traversing the same path as the original incident beam I. 
■•■■ OWED ■•=11 	e/M• 	■•• MIMEO •=. 	.111•• 	 •■•■ •■■•• 	■••••■■ MEM 
STATE 1 
ORIGINAL 
PROBLEM 
■MEN. •■•■■ 	 •11•• ■INO GM IMO,. 	 •IM 
STATE 2 
TIME-REVERSED 
SOLUT ION 
Figure 9.4.2 The diffracting arrangement for the time-
reversed solution applying to the long-
wavelength formulation. 
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Clearly, from state 2, it can be seen that this is the case since 
1 R0 1 2 	1 T0 12 	1 	(conservation of energy) 
Furthermore, 
0 T0  + 0 R = 0  0 
which reduces to the form 
arg(R0) - arg(T o) = 7/2 + (n) 
should up-down symmetry be also imposed. 
By now invoking the uniqueness condition, these far field re-
sults can be extended to all space. (Here one asserts that if two 
fields diffracted by the same structure exhibit the same far-field 
behaviour, then their difference has zero far field and is zero 
everywhere in space.) In the regions Du and D z respectively, let us 
define field distributions Eu (x,y) and E (x '  y) to be excited by the 
incident field of state 1. Time reversal then implies that the 
fields in Du and D excited by the incident fields 	and 0  of 0  
state 2, are given by -E7u and iz respectively. 
In Du , the field Eu is composed of the superposition of 
(i) a reflected component due to the incident field 0 
and 
(ii) a transmitted component due to the incident field Yo . 
9.33 
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For the case of (1), the plane wave in the input channel it -0 is in-
cident upon a left-right symmetric structure at the same angle as 
the original incident wave I except that it is now propagating in the 
(-x) direction. Thus it follows that the wave field so established 
- is given by R0 Eu (-x,y)• In the case of part (ii), the transmitted 
component To E2, (-x,-y) follows from application of the Reciprocity 
Theorem, left-right symmetry and invocation of the uniqueness of the 
far field behaviour. Thus, for all left-right symmetric structures, 
u (x,y) =R0 Eu (-x,y) + 	Et (-x ' -y). 
	(9.4.4.1) 
On the other hand, a consideration of the time reversed field i 
in D reveals that it is not possible to express this quantity as a 
linear superposition of Eu and Et unless up-down symmetry is also 
imposed. An inspection of state (2b) of figure (9.4.3), showing far 
field behaviour, demonstrates that only in the case of the additional 
up-down symmetry can R'0  be equal to R0' so that the conservation re-
lations are "internal" to this problem only. By the term "internal", 
it is meant that the time-inverted diffraction problem can be related 
purely to the problem in the forward time direction without having to 
involve the results of a further diffracting arrangement. Thus, with 
	
this further constraint it may be shown that 	is given by a super- 
position of the following 
(i) a reflected component of the field in D R, : R0 E(-x,y) 
and 
(ii) a transmitted component of the field in Du : Yo E(-x,-y). 
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(Once again these are assured by the symmetry of the structure, re-
ciprocity and the uniqueness of the far field problem.) It then 
follows that 
(x '  y) = 	E(-x ' -y) + R0 E (-x '  y). 
	(9.4.4.2) 
Equations (9.4.4.1-2) are the general constraints on the whole 
lossless symmetric system. In the following analysis, explicit field 
representations appropriate to their various domains of convergence 
will be applied in an attempt to extract,a . number of explicit phase ; 
properties. 
9.4.4.1.2 Application to the case of Rayleigh fields 
For those regions of Du and D St not lying within the grooves of 
the grating the fields Eu and Ez may be expanded in terms of Rayleigh 
series: 
viz. E (x,y) = E [6p0exp(-Jk0 0  y) + R exp(Jk0  a y)] expak0apx)(9.4.4.3) p, 	p 
and 	Ez (x,y) = E [T_ exp(-jkOpy)] exp(jkoapx) 	(9.4.4.4) 
P P 
On substituting these field representations into equation (9.4.4.2) and 
equating the coefficients of like plane wave terms it may be shown that: 
(i) the contribution from the real order yields 
R00 + 0 T0  = 0 
i.e. arg(R0) - arg(To) = 	1./2 + (71. ); 	(9.4.4.5) 
and 
(ii) evanescent order terms give rise to 
= 	T
p 
+ 	R
p
. (9.4.4.6) 
Similarly from equation (9.4.4.1) it is possible to extract 
(0 	I 1 R
0 
12 + 1 IT
0 
 12 
= 1 	(conservation of energy) 	(9.4.4.7) 
from the real order term (p = 0) 
and 
(ii) R = R R
p 
+ 	T
p 
(9.4.4.8) 
from the evanescent orders. 
The significance of the real order contributions may be readily seen 
from figure (9.4.4). 
Now consider the evanescent orders. By appropriately adding and 
subtracting equations (9.4.4.6) and (9.4.4.8) it may be shown that for 
all p # 0 
	
A ii = Ao 	i.e. arg(Ap) = 1/2 arg(A0) + (n) 	(9.4.4.9) P P 
and 	B 	= Bo 	i.e. arg(Bp) = ½ arg(B0) + (n) 	(9.4.4.10) P P 
where 	A 	R +T P 	P 
and 	B = R - T . P 	P 
9.36 
RoTo + foRo = 0 
I.E. ARG(R0) - ARG(To) =1T/2 + (TT) 
Tc 
Figure 9.4.4 
Table 9.4.2 
Demonstration of the long wavelength Rayleigh field constraints for a 
double grating composed of identical lamellar gratings characterized by 
c/d = 0.8, and h/d = 0.4 separated from one another by S/d = 0.6 and 
displaced relative to one another by an amount &cid = 0.0. The structure 
was operated in P polarized radiation having a normalized wavelength of 
1.8001 impinging on the grating at an angle of 35 ° . The following cal-
culations were performed with 4 waveguide modes in each array and 11 
Rayleigh orders. 
(1) Real order 	- p = 0 
pR = 	0.884018 	tpR 0 = 	25.824038 ° 
T = 	0.115982 T 0 = 	115.824038° 
Thus pR + po = 1 0 
and T - R = 7/2 0 	0 
(2) Evanescent order 	- p = - 1 
1R_1 1 2 	= 	2.049517 x 101 
IT_1 1 2 	= 	2.156364 x 10° 
- 164.342390° 
- 134.369087° 
Thus arg(A0) = 	45.735190° 
arg(B0 ) 	= 	5.912986° 
arg(A.4) = - 157.132430° 
and 	arg(B...1 ) = - 177.043520° 
demonstrating that 
arg(A_ 1 ) = 	1/2 arg(A0) + n, and 
arg(B_ 1) = 	1/2 arg(B 0) + n. 
These equations may be further reduced by noting that 
arg(A0) = arg(R0) + arctan(IT0/110 1) 
arg(B0) = arg(Ro) 	arctan(1T0/R0 1). 
Here, the arbitrary choice of sign arises from the undefined additive 
factor of TT in the expression 
arg(R0) - arg(To) = n/2 + (n). 
In the case of the double grating, both up-down and left-right 
symmetry can only be simultaneously achieved if the arrays are identical 
and aligned such that the array phasing term ox = 0. Evidence of these 
phase relations is presented in table (9.4.2). 
9.4.4.1.3 Application to the modal quantities of a double grating 
Let us now consider the significance of the conservation relations 
(equations (9.4.4.1-2)) to the modal fields of the double grating. The 
fields inside the grooves of either the upper or lower array can be ex-
pressed as expansions of left-right symmetric and anti-symmetric modes 
denoted by Em(x') and Om(x) such that 
Em(x') = Em(-x') 
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and 0m(x') =  
(The origin of the primed co-ordinate system is centred at x = c/2 - the 
axis of symmetry of the grating 
i.e. 	x' 
In terms of the previous analysis, 
Em(x') = sin(
m 	cos(m 	c 2 
mn 	miTx' and 0m (x') = cos(—) sin(7—) 
for m odd 
for m even. 
Nov inside the grooves of the upper array, the P polarized wave 
field may be expanded as follows: 
CO 
Eu (x,y) = 	E 	a
E rsin(k0  p my') + b
E rcos(k0pmy')] E (x') m=1 
CO 
+ 	E [ao rsin(k0pmy') + b° rcos(k0pmy t )1 m(x') m=1 
(9.4.4.11) 
where the function "rsin" is given by 
sin (kollmY') 
rsin(kolloy ) 	sin (koPm h/2) where y' = y - s. 
(rcos is defined in an analogous fashion.) 
This representation has been chosen so as to yield y dependent functions 
which are purely real (i.e. unaffected by the complex nature of p m). 
Similarly in the grooves of the lower grating, the field is expanded in 
terms of the following series: 
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. E (x"y") = 
co "E 	"E E [am rain(Vmy") + bm rcos(kymy")] Em(x') 
m=1 
9.39 
^0 	^0 + E jam rsin(kdimy") + bm rcos(Vmy")] Om (x') 
m=1 
where y" = 	y + s. It is to be noted that pm = pm 	(9.4.4.12) 
since both arrays have been assumed to be identical. 
By substituting these field quantities into the constraint 
,y) =R0 E(-x"y) + Y0E (-x' '  -y) u  
and comparing the coefficients o like modes it may be shown that 
am 
	
E 	 E -f a 
Om 	Om 
_ 	zo 	0 a am Om 	Om (9.4.4.13) 
13E 	bE 
Om 	Om 
^0 bin = 0 1;0 -f b Om 	Om 
Similarly, from 
x', ) =Ro Eu (-x"y) +T0 E(-x"-y) u 
it follows that 
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-E am aE - T 	a  Om 	Om 
-0 a0 a° am Om Om 
(9.4.4.14) 
—E bE sE bm Om Om 
-o, bm -R 	b° - Om S° Om 
Although the above analysis has been quite explicit in the sense that 
it is appropriate only to the double grating, the method, nevertheless, 
is relevant to all modal formalisms. It is only necessary to separate 
the modes into real symmetric and anti-symmetric components for the 
basic method to still be applicable. In particular, the y dependent 
terms "rsin" and "rcos", whose form is appropriate only to those 
structures having vertical groove walls, have been used purely as mani-
festations of vertical symmetry and anti-symmetry and nowhere has their 
analytic form been exploited. 
Now, after some elementary manipulation of equations (9.4.4.13-14) it 
may be shown that 
(aE  + aE) • 
	 = -E 	) 
	B0 
(am + am 
i.e. arg(a: + 	= 	arg(B0) + (n) 	 (9.4.4.15) 
Similarly, 
E ^E arg(a - a) =  m 	in 	h arg(Ao) + (n). (9.4.4.16) 
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Naturally, further relations in terms of the other modal quantities 
may be obtained but these are omitted for the sake of brevity. These 
expressions are the analogues of the common phase properties of in-
ductive grids [9.8]. Some sample results which we have observed 
(using our computer program) confirming this property are presented in 
table (9.4.3). 
Although these results may not appear to be of any great import-
ance, they do enable us to explain a startling phenomenon which may be 
referred to as the "detailed energy balance" in the mode structure of 
the two arrays. 
9.4.4.1.4 Detailed balance of modal fluxes 
This rather fascinating property was observed numerically and 
its presence immediately prompted a search for an analytic proof of 
its existence. Before commencing the mathematical treatment, let us 
accurately define the result. In the upper and lower arrays, it is 
^WO possible to calculate a set of mode fluxes {FE/O } and {F} respect-
ively. Should the double grating possess both left-right and up-down 
symmetry, then the flux of each mode is array invariant: 
^E/0 i.e. FE/0 m = Fm for all values of m. 	(9.4.4.17) 
(The derivation presented here applies only to the case of a single 
propagating order in both reflection and transmission). This flux in-
variance is equivalent to 
^ ^ Im(a b )1 m m = Im(a -I; )1 m m E/0 	E/0 
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(where the modal quantities can be superscripted with either an E or 
an 0 depending on their symmetry). 
Consider now the derivation of this property for the even modes. 
Here, 
- 
	
^E 	i a"E 	_ y E , 	a am = Gm 	Om 
-E a m = I E 	T• asE a -  Om Om 
7"E bm = 	
sE 	
▪ 
y bE 
0 m 	0 - m 
17.E 	bE 
Om 
▪ 
Om 
(9.4.4.18a) 
(9.4.4.18b) 
(9.4.4.18c) 
(9.4.4.18d) 
After some elementary manipulation of equations (9.4.4.18a-b) it may be 
shown that 
R0 (aE  - R E). am T0R0 m 	0 m 
Similarly, from equations (9.4.4.18c-d) one derives 
(bE  - R E) m 	To Ro m 	Om 
and thus it follows that 
I () = Ink{ a bEn 1 	- E. E 	IR 1 2  E-E -E 
IT0i 2 (2Re(R0
aMbM) — I 0 1 	DIM 	Mtn m m 
(9.4.4.19) 
(9.4.4.20) 
= Im(aE iE) 	 (9.4.4.21) mm 
arg(a4)+(7) 	F mm 	m 
-157.132° 	1, 0.09095 
-157.132 ° 	0.00038 
-157.132° 	0.00006 
-157.132° 	0.00000 
-157.132 o 0.00000 
in *-symmetry arg(am+am)+(w) 
1 
2 	0 
3 
4 	0 
5 
-177.044° 
-177.044° 
-177.044° 
-177.044° 
-177.044° 
m  
0.09095 
0.00038 
0.00006 
0.00000 
0.00000 
Table 9.4.3 
Demonstration of the phase constraints for the modal quantities apply-
ing to the long wavelength formulation. Also displayed is the phenom-
enon referred to as the "detailed balance". The diffracting arrangement 
is identical to that referred to in table (9.4.2). The following re-
sults were computed using 4 waveguide modes and 11 Rayleigh orders. 
These results demonstrate the properties 
E -P 
	
arg(a + a') 	1/2 arg(R - T 0  ) + (n) m m  
E -E arg(a - a ) 	= 	1/2 arg(R0  + T0  ) + .(7) III 	III  
-0 arg(a + a ) 	= 	1/2 arg(T - R0) + (7) m 	in 0 	0 
"0 arg(a - a ) 	= 	1/2 arg(R0  + T0  ) + (7) m  
Numerical confirmation can be gained by comparing the above numbers 
with the quantities arg(A0  ) and arg(B 0  ) evaluated in the previous 
table. These are the singly periodic analogues of the common phase 
properties for grids discussed by McPhedran and Maystre [9.8]. 
It is interesting to note that these properties are analytically 
satisfied by the formalism independent of the choice of wave-
guide modes or Rayleigh orders (provided that the set of orders 
embraces all the propagating waves). This is to be expected in 
view of the integral derivation presented in section (9.2) which 
revealed that such results are intimately related to the energy 
properties of the structure. Note also that the monomodal approx-
imation, used in section (9.3), would appear to be vindicated by 
the diminished energy fluxes (for higher order modes) shown in the 
above table. 
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Naturally, a similar result holds for the anti-symmetric modes. 
Examples of these properties are shown in table (9.4.3). 
Although these phenomena can be explained in terms of the modal 
conservation relations, one does not admit to understanding their true 
physical significance since it is not possible to "bring to mind" any 
analogue of this system possessing such properties. 
9.4.4.1.5 Application to the case of a first order Littrow mount 
The previous treatment has been concerned only with the case of a 
single propagating order both in reflection and transmission. This 
analysis permitted any combination of incidence parameters provided that 
there was only a pair of outgoing plane wave channels. In general, it 
is not possible to devise further conservation relations for arbitrary 
wavelength and angle of incidence combinations. However, there is one 
very specific combination of these parameters which does permit the de-
rivation of a further set of analytic phase constraints. It is the 
operation of a lossless symmetric grating in a first order Littrow 
mount such that only the orders (-1) and (0) are not evanescent. Clearly, 
the angular symmetry of the far field radiation pattern shown in state (1) 
of figure (9.4.5) is sufficient to permit a simple analytic treatment of 
the problem using time reversibility. (It is believed that time rever-
sibility can only be usefully applied to a maximum of two symmetrically 
displaced rays in either of the spaces Du and D. 
Let us now consider the far field distribution in the same manner 
as before and once again initially impose only left-right symmetry. 
Now under time inversion, there are four ingoing channels of energy 
giving rise to a single outgoing wave. Thus in D u , this means that 
ike 
4- fe.7"--0  
1I TO 4. fie 
+ RT 0 
/ ••••, 
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Figure 9.4.5 
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(1) 	I R 	12 4. 1, 12 
+
I T 	12 4. 1„, 1 2 	. 
-1 	IL`O I 	I -11 	1101 1 	(conservation of energy) 
(9.4.4.27) 
i.e. the sole outgoing wave has unit amplitude - 
and 
(ii) Re(R
1 
 + T
0 1
) 	 (9.4.4.23) 0 - 	- 
which is in agreement with the result presented in chapter 4. 
(Of course, both this and the earlier derivation are essentially the 
same with both concerned only with far field or energy-carrying terms.) 
For fields in D however, explicit relations internal to this 
problem can only be obtained by applying up-down symmetry as well. (This 
is sufficient to constrain R'
1 
 = R
-1 
and R I = R and thus remove the "NC" - 	0 	0 
classification exhibited for waves .(in Dt) of states (2c) and (2d) of 
figure (9.9.5).) Hence, for this case one derives the extra relations: 
Re(R_i ;j;1 + Ro Yo ) 	= 0 	 (9.4.4.24) 
and Re(R0 1 + R
1 0
) = O. - 	- (9.4.4.25) 
Once again, from the uniqueness of the far field behaviour, it is 
possible to write down relations appropriate to the entire fields. 
These are: 
(i) iu (x,Y) = kiEu (x,y) + -10Eu (-x,y) + Y_ iEt (x,-y) + 
(9.4.4.26) 
(which is true for any structure of left-right symmetry only) 
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and 
(ii) 	(x,y) =Eu (x,-y) + 0E 	,-y) + 	E(x,y) + 	E (-x,y) Z 	u 
(9.4.4.27) 
(which holds only for those structures additionally possessing 
up-down symmetry). 
By now substituting the Rayleigh expansions for Eu and Ez into 
the above equations and equating the coefficients of like plane wave 
terms, it is possible to extract a number of analytic conservation re-
lations. The constraints for the propagating orders are identical to 
those derived in the far field treatment. Contributions from the evan-
escent orders (p 0 0,-1) yield 
(i) from equation (9.4.4.26) 
= -1-p 	Rp + ROR-1-p + -1 Tp + TOT-1-p 
and 
(ii) from equations (9.4.4.27) 
f-1-p = -1Rp +R -1-p + -1Tp + T 0-1-p 
(9.4.4.28) 
(9.4.4.29) 
By defining 
and 
A = R +T P 	P 
B = R - T , P 	P 
then after some trivial manipulation it may be shown that 
arg(Ap + A-1-p ) = ½ arg(A0  + A 1 ) + (ii- )  
arg(B + B 	) = ½ arg(B + B ) + ( 71"). P 	-1-P 0 	-1 
p 0 0,-1 
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Let us now turn our attention to the significance of the conser-
vation relations to the modal field quantities for a completely 
symmetric double grating. 
form 
7.7E 	-t ^E am R 	am 	- 	T 
In this case, 
' 
E am 
one derives expressions of the 
-E -I- 	E  am = R 	am - 	T am 
(9.4.4.30) 
bm 
= e sE 
m 
4.  
m 
bm = R 	bm + 	T bm 
where 
R R + R 0 	-1 
and Tt T0  + T 1 . 
Naturally, similar relations exist for the x-anti-symmetric modal 
coefficients but for the sake of brevity it is chosen to reference only 
the above explicitly. It is to be noted that 
1 ITti2 = 	1 	I T 12 	IT 	12 
I 01 1 -1 	2Re(T0 717-1 ) 
R-1 12 + 2Re(R 	) 0 -1 
 
= IR
t
I
2 
and this together with the similarity of equations (9.4.4.30) and 
Table 9.4.4 
Demonstration of the "detailed balance" phenomenon for the (-1) th 
order Littrow mount. The geometry of the grating is identical to 
that specified in table (9.4.1). These results were computed using 
4 waveguide modes in each array and 10 Rayleigh orders for a nor-
malized wavelength of 1.2001. 
x -symmetry 
1 0.46346 0.46346 
2 0.00001 0.00001 
3 0.00004 0.00004 
4 0 0.00000 0.00000 
Note also the concentration of the energy flux in the lowest order 
mode. Since this is the only propagating mode (i.e. p i is real), 
it follows from the substantial depth of the structure (h/d = 0.4) 
that the evanescent coupling of the upper and lower edges of 
either array must be particularly weak - a phenomenon which mani-
fests itself as very low energy fluxes carried by the higher order 
modes. It should also be noted that these results are analytically 
preserved within the formalism for a "field symmetric" selection of 
orders as mentioned in table (9.4.1). 
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(9.4.4.18) is sufficient to ensure the detailed balance of modal 
fluxes for a lossless totally symmetric grating operated in a first 
order Littrow configuration. These results have been confirmed by 
numerical experiments (see table (9.4.4)). 
9.4.4.2 An asymmetric arrangement of the upper and lower  
arrays of a double grating  
Prior to this section the discussion has involved only those 
structures having some geometric symmetry in either one form or 
another. Thus it is the purpose of this section to discuss an asymmetric 
arrangement of the upper and lower arrays (both assumed to be identical). 
In this context, the term "asymmetry" is perhaps a misnomer since there 
is a distinct regularity in the arrangement of figure (9.4.6). Once 
again, attention is restricted purely to the long wavelength case for 
which only the undispersed orders are non-evanescent. Now by invoking 
the principle of time reversal, incident waves i and 	are returned 0 	0 
as shown in the above configuration. If the point {1/2(c+18x), 01 is taken 
to be the phase origin, it becomes evident that the wave returned along 
the channel T "sees" a structure almost identical to the original in-
cident wave I. (In fact, it is exactly the same except for the trans-
formation x+ -x). However, from an inspection of the accompanying dia-
gram, it is clear that the same remarks do not apply to a wave returned 
along the path iv 
Only for normally incident radiation can both io and Yo be incident• 
on a structure which is essentially the same for both waves. In this 
case, the grating, as viewed from either side, is invariant under the 
parity change x4- -x. Thus, with these introductory comments, the 
Figure 9.4.6 An asymmetric arrangement of an identical pair of lamellar wire gratings. 
R 	+ T T 	(from (9.4.4.31)) 0 -p 	0 p 
	
and (WY = 7I7 R + -IiT 	(from (9.4.4.32)). 0 p 	0 -p 
(9.4.4.35) 
(9.4.4.36) 
(i) 
general conservation relations for this system are: 
(x,y) 	= 	Eu (x ' y) + 	E (-x -y) 0 
and k(x,y) = T0 Eu (-x ' -y)+ 
(9.4.4.31) 
(9.4.4.32) 
By now substituting the plane wave representations for the fields E u and 
E, into these equations it may be shown that: 
(a) for the real order (p = 0) 
(1) 	1110 12 	IT 12 - - 1 	(from (9.4.4.31)) 0-  
and (ii) 	Re(R00 ) = 0 	(from (9.4.4.32)) 
(9.4.4.33) 
(9.4.4.34) 
i.e. arg(R0) - arg(To) = n/2 + (w). 
and 
(b) for the evanescent orders (p 	0) 
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It should be noted that for an array phase shift of 6x = 0, the above 
expressions revert to their earlier forms derived in section (9.4.4.1.1). 
Using the definitions 
A 	= R +T P P 	P 
and B 	= R - T P p 	P 
equations (9.4.4.35-36) may be summarized in the form 
1 
2 
3 
	
.74810 	.74810 i 
.00000 	.00000 
.00093 	.00093 
.00000 	.00000 
m 1 	x-symmetry Fm Fm 
Table 9.4.5 
Demonstration of the "detailed balance" phenomenon for an asymmetric 
double grating composed of an identical pair of lamellar gratings 
specified by the parameters: 
c/d 	= 	0.8 	and 	h/d 	= 	0.4. 
The arrays were separated by an amount of S/d = 0.6 and displaced 
relative to one another by 6x/d = 0.2. The grating was irradiated at 
normal incidence with light having a normalized wavelength of 
X/d = 1.8001. The following calculations were performed with 4 
waveguide modes and 11 Rayleigh orders. 
	arg(Ap + A-13 ) = 1/2 arg(A 0 ) 	(n) 	1 
471 
arg(B •+ B ) = 1/2 arg(B ) + (n). P 	-P 	0 
These properties have also been confirmed by our computer program, 
evidence of which is given in table (9.4.5). In the case of the wave-
guide fields in the grooves of both arrays, a treatment analogous to 
that described earlier yields a set of conservation relations for the 
modal field coefficients. Since the necessary mathematics is partic-
ularly involved, it is felt that its presentation would only detract 
from line of arguments developed herein and for this reason its in-
clusion is not warranted. Nevertheless the analysis has once again 
shown the existence of the detailed balance of modal fluxes in both 
arrays. This has been exemplified in output obtained from our com-
puter program, a sample result of which is shown in table (9.4.5). 
9.4.5. CONCLUDING REMARKS  
The discussion in this section has centred on the analytic con-
straints imposed on the field quantities by grating symmetry. In 
particular, the concept of time reversibility has shown itself to be a 
very powerful tool indeed and it is hoped that the material presented 
above has sufficiently emphasised its relevance and importance in this 
branch of electromagnetism. It is only with hindsight that one comes 
to appreciate its immense significance. In particular, it is interest-
ing to ponder upon the fact that reciprocity is a "subset" of time re-
versal for lossless media but that reciprocity still holds for lossy 
gratings for which time reversibility cannot be applied. 
• 49 
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Although the search for such properties is only of a recent 
origin in grating theory, such techniques are by now means novel and 
have long been used in the spheres of nuclear and particle scattering 
theory. As such, it only points out the relatively unsophisticated 
state of development presently obtained by this facet of grating theory. 
The material contained in this section is of an original nature 
but it could not even have been attempted without the valued suggest-
ions from those having a far broader appreciation of the concepts of 
modern physics. Thus, it is with great pleasure that the author should 
like to thank Dr. Graham Derrick and Dr. Ross McPhedran of the 
Department of Theoretical Physics, University of Sydney for "opening 
his eyes" to this fascinating study and also for their many illuminat-
ing discussions held throughout the course of these investigations. 
It is only with the rapid progress made during the past decade 
concerning the modelling of electromagnetic scattering processes that 
theoretical attention has now been turned to the detailed understanding 
of the actual nature of diffraction gratings. The material contained 
in this section is part of these current efforts and although having no 
obvious relevance to the experimenter or grating designer, it does en-
hance the understanding of the theoretician and as such promotes a far 
more balanced outlook on the whole subject. 
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CHAPTER 10 
FURTHER THEORETICAL STUDIES OF INDUCTIVE GRIDS 
The material presented in this chapter has evolved from a study 
conducted jointly by the author and Dr. Ross McPhedran (University of 
Sydney). It represents a logical continuation of his earlier work 
[10.1, 10.2] and as such I wish to thank him for involving me in these 
further investigations. 	His stimulating collaboration is gratefully 
acknowledged. The results of our studies are incorporated in a paper 
which has been submitted for publication to the journal, "Applied 
Physics". 
10:1 INTRODUCTION  
The contents of this chapter, based largely on the material pre-
sented in an internal research report [10.3], represents an extension 
of studies exploring the properties of doubly periodic diffracting 
structures, with particular emphasis being placed on their potential 
use in solar selective systems. The first of these investigations 
[10.1, 10.2] was made into the properties of inductive grids con-
structed by perforating rectangular apertures in a thick planar sheet 
of metal, the metal being taken to be perfectly conducting. Such grids 
were shown to be capable of providing high absorptance to emittance 
(ale) ratios provided they were used in direct illumination and tracked 
the source. Further studies [10.4, 10.5] involving a structure 
10.1 
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referred to as the crossed lamellar grating revealed similar solar 
selective properties. 
The bulk of the material presented in this chapter concerns the 
prouerties of grids having circular apertures. Chen [10.6] has de-
tailed a theory describing the diffraction of a plane wave by an in-
finitesimally thin perfectly conducting screen perforated with such 
apertures. In this paper he also included a discussion of the effects 
of placing thin dielectric films on either side of the conducting 
screen. In a further article [10.7] he outlined the way in which the 
theory could be extended to accommodate a finite thickness of metal. 
The theoretical treatment presented in this chapter is based on 
that of Chen [10.6] but has been extended to deal with thick grids with 
apertures filled with a dielectric, the grid being "sandwiched" between 
symmetric films of another dielectric material. Evidence of the val-
idity of the formalism is obtained using the Reciprocity Theorem 
[10.1, 10.2] and a new Littrow phase constraint [10.4], and naturally 
by comparison with the published results of Chen [10.6, 10.7]. 
The formulation has been used to analyse the solar selective 
properties of this class of grids. It has shown that a closely packed 
arrangement of apertures gives optimal transmission properties to the 
grid, but even so the low hole-area fractions attainable limit the 
performance to values lower than those obtainable with square apertures. 
The use of appropriate thin films and plugs can be used to produce im-
provements in transmittance values of up to ten percent. 
Also contained in this chapter is a theory describing the diff-
raction of a plane wave by a rectangular holed inductive grid plugged 
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with a dielectric material and surrounded by a pair of lossless 
symmetric thin films. The theoretical treatment is based on a further 
paper by Chen [10.9] but has been extended in the same manner as 
mentioned above. This theory augments the earlier study of McPhedran 
and Maystre [10.1, 10.2] and its inclusion in this thesis was largely 
motivated by the enhanced performance referred to in the previous para-
graph. Although the numerical simulations for this grating failed to 
yield any improvement in the selective performance of this structure, 
the theory and the results obtained are still incorporated herein so as 
to create a balanced record of the study. 
10.2 THE THEORETICAL FORMALISM 
10.2.1 Notation  
Consider a plane wave incident upon a doubly-periodic structure 
consisting of circular apertures pierced in a plane, perfectly conduct-
ing screen. In accordance with the conventional choice of axes for 
classical diffraction grating problems, the Oy axis of a rectangular 
Cartesian coordinate system is taken to be orthogonal to the screen, 
with y = h/2 and y = - h/2 corresponding to the top and bottom surfaces 
of the screen. Located symmetrically on either side of the grid are a 
pair of films each of thickness s/2 and of refractive index r l . The 
apertures, assumed to be circular, are filled with a further dielectric 
material of refractive index r 2 and are spaced periodically along the 
Ox axis with period d. The other axis of periodicity makes an angle n 
with the Ox axis. The projection of the aperture spacing along the 
second periodicity axis onto Oz is denoted by d'. A diagram of the grid 
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Figure 10.1 The geometry of the round-holed inductive grid. 
Figure 10.2 Definition of the incidence parameters. 
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is given in figure (10.1). 
The direction of the incoming plane wave is specified by two 
-angles q) and 11) (figure 10.2). (I) is the angle between the incident wave 
vector k and the Oy axis. q) is the angle between the projection of k -0 
onto the Oxz plane and the z axis. Thus, if 1(0 = 21T/A is the wave 
number of the incident beam, then 
where 
k=  -0 (10.2.1) 
= sin (I) cos q), 
= 	cos (1), 	 (10.2.2) 
= sin 1) sin IP. 
In order to define the polarization of the incident beam, a third angle 
is introduced, such that when 6 = 900  the vector amplitude of the 
incident electric field (A) lies in the plane of incidence. When 6 = 00 , 
A is orthogonal to the plane of incidence. If, the magnitude of A is 
normalized to be unity, then 
• A
x 
= sin q) cos 6 + sin 6 cos (!) cos tp, 
A 	= sin 6 sin (I), 	 (10.2.3) 
A
z 
= cos cp sin ip sin 6 - cos 6 cos tp. 
Suppressing the time varying term exp(-jwt), the expression for the 
electric field vector of the incident wave becomes 
10.5 
Ei = A exp [jko (ax - 13y + yz)]. 
	 (10.2.4) 
If a constant multiplying factor of 1/(jwp 0) is also suppressed, then 
the magnetic field vector of the incident wave is given by 
Hi = B exp[jko (ax - (3y + Yz)], 	 (10.2.5) 
where 
B
x 
= jk
0 
 (cos 6 cos (I) cos tl) - sin 6 sin 11)), 
B
y 
= jk
0 
 (cos 6 sin (0, 	 (10.2.6) 
B 	jk0  (cos 6 cos 4) sin IP + sin 6 cos 0. 
10.2.2 The plane wave expansions for the diffracted and transmitted fields 
In response to the incident field, the grid gives rise to diffracted 
fields both above and below it. In the following analysis, quantities 
associated with the transmitted field (in y - h/2) are distinguished 
from those associated with the reflected field (in y h/2) by attaching 
a superscripted circumflex to the former. 
Both the reflected and transmitted fields can be written as super-
positions of plane waves. Since the grid is doubly periodic, these plane 
waves must propagate in discrete directions. 
As detailed in reference [10.1],the reflected field in free space 
must be made up of Cartesian components, each of which is a superposition 
of plane waves of the form 
R Pq (x,y,z) = exp[jk
0
(a
p
x + 13. y + y z)] Pq 	Pq (10.2.7) 
where 
a 	= a + RE (K = 2Tr/d) 
k0  ' 
10.6 
(10.2.8) 
qK' 	pK  Y 	= Y + (K' = 27/d') 	(10.2.9) Pq ko kotan n 
and 
2 2 	2 = 	a - y 	if a + y 	1 pq Pq Pq 
(10.2.10) 
if 2 j a 	+ A 	- 1 	otherwise. Pq 
For the transmitted field in free space, functions for the form 
k (x,y,z) = exp[jk (a x - 	y + y z)) Pq 	Op 	Pq 	Pq (10.2.11) 
are superposed. 
Within each element of the sandwich layer the fields are again 
represented by series of upward-going and downward-going plane waves, 
this time taking the respective forms 
and 
R+ (x,y,z) = exp[jk (cOx + 8' y + Y' z)] Pq 	1 p 	Pq 	Pq (10.2.12) 
- = exp[jk (a'x - 8' y + Y' z)] Pq 1 p 	Pq 	Pq (10.2.13) 
where 
12 	2 
pq 	Tpq (10.2.19) 
and 
1 RTM (x,y,z) = 	x + y 	R (x,y,z) ___pq 	Pq- Pq Pq 
(10.2.18) 
where 
= k0 rI 
k0 , a' = p 	kl -P 
ko 
Y;q = 	Ypq 
10.7 
(10.2.14) 
(10.2.15) 
and 
B' . _ co 2 	,, 2 
•
pq 	 p i pq 	. (10.2.16) 
10.2.3 TE and TM modal expansions for the plane wave fields  
In problems having dielectric layers placed on either side of the 
grid, it is advantageous to treat the fields in all regions as sums of 
orthonormal TE and TM vector modes. In free space, these are respect-
ively 
RTE (x,y,z) = 1   a 2} R (x y" z) 
E 13T Pq- P- Pq  Pq 
(10.2.17) 
The transverse modal functions for the transmitted field in free space, 
A 
RTE and RTM are defined in an analogous fashion. 
• 1  { ce; + y' 2}  p_ 	pq_ 	pq RTM+ (x,y,z) &' VdP Pq 
(10.2.21) 
In the upper and lower dielectric films, regions D 1  and D 3 
respectively, the upward-going modal functions are given by 
RTE+ q (x,y,z) = P 
1  
fy' + - a'21 R ( y ) v vim pq_ 	p_ 	pq x,_,z 
Pq 
(10.2.20) 
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The downward-going modes RTE -Pq  and RTMPq  - are given by similar expressions. 
In region Do, the transverse resolute of the incident electric field 
is expressed by 
= E RTE 00  + F RTM ----00 	 (10.2.22) -t 	i --- 	i  
and for the transverse resolute of the incident magnetic field, 
i 	1 	1 x H =  Zo 	i ---00 T3 i 
(10.2.23) 
Similarly, the transverse resolutes of the reflected fields in D can be 0 
expressed by 
= E [E RTE + F RTM ] 	(10.2.24) p q r -t 	q ___pq 	pq , 	,
- and •I x Et = 1 - 	E[13 E 	RTE + 	RTM ] . Z0 p,q pn pq ___pa a pq (10.2.25) 
The transverse resolutes of the transmitted fields in D 4 are given by 
10.9 
P,q 
[ERTE +F 	RTM ], pq ___pq 	pq (10.2.26) 
ana 1 H 	= 	[B E 	+ 	Ri'M 1. -t -ZO p,q 	pq pq Pq 	Pq 
(10.2.27) 
In 0,. corresponding field quantities are defined by: 
E+ . =[E+ RTE+ + F+ RTM+ ], 
P,q 	1" -t. 	---pq 	
pq ---pq 
• 	-  
F+ 
H
+ 
=
+ pq 	+ 1 	27, E 	] 
-t p q pq
+ RTE 
--- 
+ pq B , 	 RTM Z1  
Pq 
- 
E 
- 
RTE + F 
- 
RTM ], pq ----pq 	pq --pc! 
H = 1- 	_Pa ta' E 
- 
RTE + 	RTM 1. - - _ x 	p,q pq pq ---Pq Bpq ---Pq 
Similarly, analogous definitions appropriate to D 3 are made by attaching 
a superscripted circumflex to the field quantities. 
In the above, Z 0  denotes the impedance of free space, Z l = Z0/r 1 ,  
and the summation indices, p and q, run from -co to +co . 
10.2.4 Admittance of the dielectric films  
It is now necessary to apply boundary conditions at the interface 
y = y 0  between D and D 1 in order to relate the field quantities at y 0 0 
to those at y = yl (where yo = Es + h]/2, 57 1 = h/2}. Define: 
E:(y0  ) = E exp(- jk0  8y0 ), 
	 (10.2.32) 
p,q 
(10.2.28) 
(10.2.29) 
(10.2.30) 
(10.2.31) 
Epq (y0 ) (10.2.33) Pq E exp(jk0pq Y0 ), 
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Epq (y0 	= E 	exp(jk1  $,q  Pq pq u 
E- (y ) = E 	exp(- jk- 8' y-). pq 0 	pq 1 pq 0 
(10.2.34) 
(10.2.35) 
Continuity of Tit and (2. x .Et ) at y = yo ensure that, for TE modes, 
and 
Y ) 6 6 + E (y ) = Epq (Y0 ) + Epq (Y0 ), p,0 q,0 	pq 0 (10.2.36) 
 
a
TE [- E (y ) p,0 6 q,0 	E  pq  (y0  )] = T
TE [E+ (y ) - Epq y0 )], pq 	i 0 	 	pq pq 0 
• TE a , T = r a TE 	, , r 	= a TE TE where CT = / TTE . Pq 	Pq 	Pq 	1 pq 	pq Pq 	Pq 
(10.2.37) 
(10.2.38) 
Solving (10.2.36) and (10.2.37), it is found that: 
E+ ( Pq 	
E- (y ) = {cos (k1 0 	-2. 	jrTE sin(k 1 8 11:1 3)/ E(y0 ) 6 p,0 6 c1,0 Pq 	Pq 
s 
Pq 
and 
+ {cos (k B' 2) - irTE 	sin (k 8' !)} E (y ), 1 pq 2 	pq 	1 pq 2 	pq 0 (10.2.39) 
T
TE {E+ (y ) - E (y )} = pq pq 1 	pq 1 
TTE {r 	cos  cos(k a , L) 	j sin(k 0' 2)1E Pq Pq 1 pq 2 1 pq 2 y ) x 
+ TTE {rTE cos(k a , 2) - j sin(k a , 2)} E (y ) q,0 	pq pq 	1 pq 2 1 pq 2 	pq 0 
(10.2.40) 
x6 P, 
An effective incident field for the problem is defined by: 
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Et 	= {cos( k, a60 i) j 41) sin(ki a60 E i (y0 ). (10.2.41) 
Also, an effective reflected-field coefficient is given by 
E*{cos (k 0, 2) _ j rTE sin (k  8, !)} E (y ). 	(10.2.42) Pq 	1 pq 2 	Pq 	1 pq 2 	pq 0 
Furthermore, the TE admittances for the incident and reflected fields: 
TTE {rTE cos (k $' s + j sin(k a')} TE 	00 00 1 00 2 1 00 2  Y. 1 {cos(k 0' 	+ j rTE sin(k a' !)} 00 2 	00 	1 00 2 
(10.2.43) 
TTE { rTE cos(k a , _ j sin(k a ' -)} yTE . pq pq 1 pq 2 1 pq 2  
Pq 	{cos(k 0' S) E  -Jr j r 	sin(k1 0;c1 I)} 1 pq 2 	Pq 
(10.2.44) 
• are introduced. 	Thus,.at y = yl , the TE resolutes of the transverse 
electric and magnetic fields are: 
E 	= E [E* + E* 6 	6 	RTE (y 0), -t PA pq 	1 p,0 q,0 ---pq 
(10.2.45) 
TE 	TE -Z 	x H = E [YTE E* - Y. E* 6 	6 	] RTE (y = 0). 	(10.2.46) 0 -t pq pq 	1 1 p,0 q,0 ---pq PA 
The TM treatment follows along analogous lines. By defining 
TM 	1 	TM and T a 	= 	= rl Pq 	aPq Pq  Pq 
(10.2.47) 
equations (10.2.43) and (10.2.44) take exactly the same form for the TM 
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admittances, and expressions (10.2.45-46) become 
TM E E {F* +F* -t 	nq 	p,0 q,0 . RTM (y = 0) (10.2.48) 
-Z„ x HTM = u 	--t 
E {7TM F* _ 771 - cS 	} RTM (y = 0). 	(10.2.49) p,q pq pq 	1 	i p,0 q,0 ---pq 
For the case of the transmitted field quantities, it may be shown 
that at y = y 2 = - y l , the transverse electric and magnetic fields are 
-E t = 	E [2* RTE y = 0) + F* RTM (y = 0)] pq 	pq ---pq (10.2.50) 
and 
x H 	= 	E ryTE n. . 	E* RTE (y = 0) + 7TM  i* RTM (y = 0)]. (10.2.51) -t - p 	n q rq  pq 	pq pq ---pq ,  
Here it has been necessary to invoke the symmetry of the sandwich-
structure in order to link output and input admittances. 
10.2.5 Fields within the circular apertures  
The following discussion of the modal expansions appropriate to 
the region D2 (cylindrical apertures) assumes the reader to be familiar 
with the contents of section (2.3) of the Waveguide Handbook [10.10]. 
The increased complexity of the problem for grids having circular aper-
tures compared with the problem of grids with rectangular apertures 
arises in part from the degeneracy of the expressions for the waveguide 
modes. For this reason, together with the fact that the discussion by 
nrviz. gnm = en 	4tm . a J 	)71772 n -nm -nm 
and 
r 1  hnm 1r a Jn_1 (Xnm) (10.2.55) 
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Chen [10.6] was found to be misleading due to its brevity, it is clear 
that the modes need to be discussed in some detail. 
In prescribing the fields within D 2 , it is necessary to introduce 
a cylindrical co-ordinate system. The polar quantities, r and 6, are 
defined in figure (10.3). From Marcuvitz [10.10] the "horizontally" 
oriented TE and TM modes are taken to be 
na 	xnmr 	r 
MTEH (r,O) = g 	, 	Jn 	cos(nO) 	- 	sin(nO) '0(10.2.52)  
nm 
----nm 	nm - n axnmr 	a 
and 
	
Xnmr 	na 	Xnmr 
MTMH (r,O) = h 	{J'( 	) cos(nO) 	- xnmr Jn (-)sin(nO) n(10.2.53) m ----n 	nm n a 
Here Y and Y 1 denote the mth  non-trivial zeros of the respective 
-nm 	-nm 
functions Jn and J'. gam and hnm are normalization factors which pro-
vide orthonomality of the modes: 
(10.2.54) 
Similarly, the "vertically" oriented modes are given by the following 
expressions. 
x 6 
• 
• 
= 
= sin 6 
= cos 6 
0 
6 _ 
• 
. 
2 = cos 6 
2 = -sin 6 
Figure 10.3 	Definition of the polar co-ordinates. 
;,irn2 
where v' 	= 	1 am k2
2a2 
(10.2.60) 
k22 2a  
v =1 1 - xnm2 (10.2.61) 
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na 	X' r 4mr nm MTEV (r,e) = g 	J 	sin ne 	+ 	cos ne 6} (10.2.56) am 	nm Y I r n a 	- 	n a 	- -nm 
and 
Xnmr 	nmr na MTMV (r.0) = h 	{J'(----) sin ne + — Jn (
X 	
cos ne 0}.(10.2.57) - 	am n a - xnmr 	a 
With the above modal quantities now defined the most general expressions 
for the transverse resolutes of the fields are 
00 	00 	2 
= 	E 	E 	E ({an 	sin(k_ v' y) + bnmz cos(k2 vim 	2, U' y)} MTE 	(r,0) -t nm n=0 m=1 1=1 	m 
+ lc 	sin(k2 vnmy)  + d 	cos(k v y)} MTMnmk (r ' 0)] nmk nmk 	. 2 nm (10.2.58) 
2_ y x H 	j r 	[v' la 	cos(k v' y) - b 	sin(k v' y)1MTE 	(r u 	-t 2 am 	2 am 	nmk 	2 am ---nmk ' n,m,k 
+ —1  1c 	cos(k2 am 	nmk vy) - d 	sin(k v y)1 MTM 	(r 0)] (10.2.59) vnm nmSt 2 am 	---nmk ' 
and 	k2 	= k0 r2 . 
	 (10.2.62) 
In the above summations (for reasons of brevity), a variable k which runs over 
horizontal and vertical modes has been included. 	Its significance is shown 
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in the following equations: 
MTEV 	= MTE 	 (10.2.63) ----nm 	---nmi 
MTEH 	= MTE 	 (10.2.64) ----nm 	---nm2 
MTMH 	= MTM 	 (10.2.65) ----nm 	---nmi 
MTMV 	= MTM (10.2.66) ----nm 	---nm2* 
10.2.6 Field continuity conditions  
In the previous two sections, expressions for the plane wave and 
modal fields in regions D 1, D 3 and D2 have been obtained. These ex-
pansions are now matched at the boundaries of D 2 (i.e. at y = ± h12) by 
imposing the continuity of Et and j  x Et at these surfaces. 
For purposes of clarity it is essential to define the additional 
notation: 
a* 	= 2 a 	sin(k v' h/2) nmk nmk 	2 nm 
c* nmk 	2 cnmk  sin(k2 Vnm  h/2 ) 
(10.2.67) 
b* 	= 2 b 	cog(k V' h/2) nm nmk 2 nm 
= 2 dnml cos(k2 vnm h/2). nmi 
Using equations (10.2.45), (10.2.46), (10.2.48) and (10.2.49) 
together with (10.2.58) and (10.2.59), the continuity of Et and y_ x 
at y = h/2 is specified by: 
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2: [(EL + E t 6 1),0 6 q,0 ) RTE_ q (y = 0) + (F; c1 + Ft 6 p,0 6c1,0 ) RTMpq (y = 0)] p,c1 • p4 
. 0 	 .V (x,z) 	A 
E 	{(a* + b* ) MTE 	(r 8) + (c* + d* ) MTM 	(r 0)1 
	
nm2., 	nmk ---nmk ' 	nmk 	nmk ---nmk ' n,m,k 
 
(X,Z) E A 	(10.2.68) 
and 
E [(YTE E* - YTE  E* 6 	6 	)RTE (y = 0) + pq pq 	i i p,0 q,0 ---pq P,c1 
+ (YTM F* -YF 6 .,6 	) RTM (y = 0)] pq pq 	1 1 p,u q ---pq 
= r2 	2 st [vn n, , 	m a* 	cot(k v' h12) nm 2 nm 
- b* 	tan(k v' h/2)1 MTEn(r.e) nmk 2 nm 	---nmx - 
1 {c* 	cot(k2 v 	h12) - d* 	tan(k2 v 	h/2)} MTM ,(r. 0)] k nm rim v 	nm nmk ---nmx - rim 
(X,Z) E A 	(10.2.69) 
where A denotes a typical circular aperture. The corresponding 
equations at y = - h/2 are 
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E [2* RTEy = 0) + ;* RTM (y = 0)] pq 	pq 
0 V (x)z) V A 
= 1/2 E [(b* 	- a* „) MTE mt (r,e) + 	- qua)  MTM na (r,e)] nml nmx 	nmx 
	
(x,z) E A 	(10.2.70) 
and 
TE A ^ E 	E* RTE (y = 0) + Y F* RTM (y = 0)] pq pq -pq 	 pq pq -pq 
= 1/2 j r2 E [v' {b* 	tan(k vi h/2) + nm nmk 	2 nm nmk 
+ a* 	pot(k VT h/2)} MTE 	(r,e) nmk 	2 nm 	---nmt 
1 + — {d* tan(k2 v h/2) + c* cot(k2 v h/2)1 MTM (r,e)] vnm nmk 	nm 	nmk 	nm 	---nmk 
V (x,z) e A. 	(10.2.71) 
10.2.7 Decoupling of the field quantities  
The above continuity equations are solved using the method of 
moments. The symmetry of the diffracting structure is also exploited in 
that the four sets of unknowns are decoupled into two pairs according to 
their y symmetry. Had it been decided to solve the more general problem 
involving non-identical dielectric films such decoupling would not have 
been possible, thereby necessitating the solution of a far larger set of 
equations. 
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It is necessary to define the following sums and differences of 
plane wave coefficients: 
A ME* 	= E* - E* Pq pq 	pq 
A 
	
MF* 	= F* - F* Pq pq 	pq , 
PE* 	= E* + E* , Pq pq 	pq 
and PF* 	=F* + F* . pq Pq 	Pq 
(10.2.72) 
Thus, by subtracting equations (10.2.68) and (10.2.70), it can be 
seen that 
E [(ME* + E 6 	6 	)RTE (y = 0) + (MF* + F 6 	6 	)RTM (y = 0)] 
P,q 	pq 	i p,0 q,0 ---pq 	pq 	1 p,0 q,0 ---pq 
= 0 \71 (x,z) it A 
•Z • [a* MTEr,e) + nmk---nmS. 
 
V(X,Z) E A 	(10.2.73) 
and by subtracting equation (10.2.69) from equation (10.2.71), the 
equivalent magnetic field equation 
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TE 
	
E [(YTE ME* - Y. E* 6 	6 	) RTE (y = 0) pq pq 	1 	1 p,0 q,0 ---pq 
P, c1 
, (yTM mF* 	yTM  F* 6 	6 	RTM (y = 0)] pq 	pq 	i 	1 p,0 q,0 	pq 
- j r2 	E 	N' a* 	cot(k v' h/2) MTE 	(r '  0) nm nmk 	2 nm 	---nmk  n,m,k 
1 c* 	cot(k2 v h/2) MTM 	(r vnm nmk ---nmk ' nm 
V (x,z) E A 	(10.2.74) 
is derived. In a similar fashion, the addition of the same pairs of 
equations yield 
E [(PE* + E* 6 	6 	) RTE (y = 0) + (PF* + F* 6 	6 	) RTM (y = 0)] pq 	1 p,0 q,0 ---pq 	pq 	1 p,0 q,0 ---pq p,q 
0 	 x,z) t A 
E 	[b* MTE 	(r 6) + d* MTM 	(r' nmk ---nmk ' 	nmk ---nmk  
(x,z) E A 	(10.2.75) 
and 
E HYTE PE* - YTEE* 6 	6 ) RTE (y = 0) pq pq 	i i p,0 q,0 ---pq Pig 
+ (YTM PF* - YTM F* 6 	6 	) RTM (y = 0)] pq pq 	i 	1 p,0 q,0 ---pq 
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[v' b* 	tan(k v' h/2) MTE 	(r,8) nm nmf/.. 	2 nm n,m, 2, 
1 + — d* tan(k2 v h12) MTM (r,8)] vnm m nt 	nm 	---nmk 
 
(X,Z) c A. 	(10.2.76) 
Such an analysis has demonstrated that the y-symmetry of the 
structure yields a set of decoupled equations. 
10.2.8 Reconstitution equations  
The four sets of Rayleigh modal inner products are defined by 
IEEPq 	= ff MTE 	(r,8) . RTE (y = 0) dA 	(10.2.77) 
A nm2, ---nmit - 	"--....13(4 
IMEPq 	= ff MTE n (r,8) . RTM (y = 0) dA 	(10.2.78) nmi A ---nmx  
IEM Ic10, .= ff M 	kTM 	(r ' 	. 0) 	RTE (y = 0) dA 	(10.2.79) ---nm ---pq 1 A 
and 	IMMPq 	= ff Mairimit (r,O) . RTM (y = 0) dA. 	(10.2.80) nmk .-...-■pq A 
In the above expressions, a superscripted bar represents complex 
conjugation. A summary of the derivation of closed forms for these inner 
products is presented in appendix (A.1). 
The orthogonality of the Rayleigh modes is now invoked so as to 
obtain 
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ME* = - Et 6 	6 	+ E 	{a* IEEPq + c* IEMPq } 
Pq 1 p,0 q,0 nmk 	nmk 	-nmk 	nmk n,m,k 
MF* = - Ft 6 	6 	+ E {a* 'ME N + c* IMP(' } 
Pq 	1 p,0 q,0 nmk 	nmk 	nmk 	nmk n,m,k 
PE* = - Et 6 	6 	+ E {b* IEEN + d* IEMP q } 
Pq 	1 p,0 q,0 
	
n,m,k nmt 	nm,Q. 	nmk 	nmk 
and 
(10.2.81) 
(10.2.82) 
(10.2.83) 
PF* = - Ft 6 Pq 	1 p, 
+ E 	{b* 	IMEN + d* 	IMMPq } ( 10.2.84) q ' 0 n,m,k nmk 	nmk 	nmk 	nmk • 
By appropriately adding and subtracting equations (10.2.81-84) the 
final field reconstitution equations are obtained. 
i.e. E* 	= - E* 6 	6 	+ 1/2 	E 	(a* 	+ b* ) IEEP q 
Pq i p,0 q,0 n,m,t nmk 	nmk 	nmk 
+ 1/2 	E 	(c* 	+ d* ) IE1Pq nmk 	nmk 	nmk n,m,k 
(10.2.85) 
i* 	1/2 	E (b* -a* ) IEEPq + 1/2 	E (d* -c* ) IEMPq (10 2 86) Pq nmk nmk 	nmk 	nmk nml 	nmk 	• n,m,k n,m,k 
F* = - F* 6 	6 	+ ½ E (a* + 	) 'MEM Pq 	i. p1O q,0 nma 	nma 	nmk n,m,k 
and 
+ 1/2 	E (c* 	+ d* ) nma 	nma 	nma n,m,k 
(10.2.87) 
= Pq E (b* -a* ) IME Pq + ½ 	(d* -c* ) IMMPq . ( 10 • 2 • 88) nmk nmk 	nmk 	nna nma 	nmk n,m,t 	n,m,k 
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Thus, if the modal coefficients for the aperture field have been found 
numerically, it is then a trivial task to deduce the Cartesian field 
coefficients in regions D o and D4 . (A brief discussion of the re-
lationship between the Cartesian and TE-TM field representations is 
given in appendix (A.2)). 
10.2.9 Application of the method of moments in deducing the equations  
for the modal coefficients  
In this section, the method of moments used in deriving the two 
decoupled pairs of matrix equations relating the waveguide modal 
coefficients is briefly outlined. 
By substituting equations (10.2.81) and (10.2.82) into equation 
(10.2.74) it then follows that 
TE 	* E [Y 	[-E. 6 	6 	+ E 	(a* 	IEEN + c* 	IEMPq ) 1 - pq 	1 p,0 q ' 0 	n,m,2, nmk 	nmk 	nmk 	nmk p,q 
	
- YTE E* 6 	6 	] RTE 	(y = 0) i i p,0 q,0 ---pq 
TM r * [y  	6 	6 	+ E 	(a* 	IMEPq + c* IMMPq )} - pq 	1 p,0 q,0 nmk 	nmk 	nmk 	nmk Pol n,m,k 
YTM F# 6 	6 	] RTM 	(y = 0) i i p,0 q,0 ---pq 
- j r 	E 	[v' cot(k v' h12) a* 	MTE 	(r 0) + 2 nm 	2 nm 	nmk ---nmk ' n,m,k 
1 cot(k2 vnm h/2) 	MTM 	(r' nmk ---nmk  run 
te (x,z) E A. 	(10.2.89) 
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By multiplying this equation by MTE ML  (r,e) and integrating over the N 
aperture A, the following linear equation is obtained: 
E • a* nmk n,m k 
v 	cot(k v' h/2) 6 6 6 NM 2 NM ' 	m,M n,N k,L 
	
TE 	pa 
+ E {Y  YEE" + 
,TM  DIE" IRE" ] 
P9q Pq 	nmk 	NML 	pq 	nmk 	nmk 
+ 	c* 	r 	(yTE IEmpq I---pa EE 	+ YTM  IMMPq 	}] nmk pq 	nmk 	NML 	pq 	nmt NML n,m,k 	P9q 
TE 	TE ---00 	TM 	TM ---00 = E* {Y + Y. 	TEEN + Ft {Y + Y. }  1 00 	1 ML 	1 00 1 NMI (10.2.90) 
The derivation of the above equation is assured by the complete ortho-
gonality of the waveguide modal set, a subject which is discussed in 
appendix (A.3). 
In a similar fashion a further three equations can be derived. 
r 
 
E a* [ E tYTE  IEE" TETEL + yTm imeg }] nmk 	pq 	nmk AMDIL pq 	nmk 	NML • n,m, 	P9q 
jr2 
+ E c* cot(k2 VNM h/2) 6 6 nmk v m,M n,N x,L n,m,t 	NM 
{yTE IEmpq ---pa IEM . + YTM  IMMPq 	] 
P,q 	
_ pq 	nmk 	k pq 	nm 
. Et {yTE yTE }117,00 4. Ft { TM yTM} 1713,100 
3. 00 	1 	"NML 	1 00 	1 	—NMI (10.2.91) 
The corresponding equations for {bolimk } and {lan } can be obtained by 
substituting (-tan) for (cot) in equations (10.2.90) and (10.2.91). Thus, 
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E 	b* sz, [-j r 2 v1:114 tan(k2 	h/2) 61.1,N (5m,m 
nm 
+ E {YTE IEEN ITOL + YTM  'MEN Iiigq } pq 	nmk -NHL 	pq 	nmk 	NHL 
P,c1 
+ E 	d* 	r E, {yTE IEmpq ---pa IEE 	+ YTM  IMMPq 1 pq } ] nmk pq 	nmk 	NML 	pq 	nmk 	NML P,c1 
TETE ---00 	{yTM yTM} yRE00 
	
= E* [If + Y } IEE 	+ F* i 	00 	i 
	
IL 	i 	00 	i 
and 
pq ---pq  E b* 	[ E 	TE IEE 	+ Y 	IME 	 ] nmk pq 	nmk 	NML 	pq 	nmk n,m,k 	P,c1 
jr2 
+ E d* [ — tan(k2 vNM h12) M2,L nmk 	v n,Nm, NM n,m,k 
+ E (11TE IEMPq TETE' + 
P9c1 	
yTm 	1 pq 	nmk 	pq nmk 	NMI 
= E# {YTE  + Y 	+ F 	TM 	TM ---00 00 	 t {Y00 4. Yi / IMMNML 
(10.2.92) 
(10.2.93) 
Equations (10.2.90) and (10.2.91) and also equations (10.2.92) 
and (10.2.93) are pairs of decoupled linear equations which are solved 
numerically using standard techniques. 
10.3 CONFIRMATION OF THE THEORY  
As discussed in [10.1], conservation of energy cannot be used as 
a check on the accuracy of numerical results provided by the formulation 
since this property is analytically satisfied by virtue of the technique 
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used to solve the field equations. Accordingly, the two-dimensional 
form of the Reciprocity Theorem [10.1], and a new amplitude constraint 
for the Littrow mount [10.4, 10.5, 10.8] are used to demonstrate the 
rigour of the theory and also the accuracy of its implementation. 
10.3.1 The reciprocity test  
From [10.2], the form of the Reciprocity Theorem for a doubly-
periodic grating is 
(A . U') 	= 	(3 0 (A' . U). 	 (10.3.1) 
Here U is the vectorial amplitude of the electric field of the (p,q)th 
order of diffraction excited by an incident field of vectorial amplitude 
A. Those symbols carrying a prime refer to the second diffraction 
problem obtained by returning an incident beam of the same wavelength 
along the same path as that traversed by the (p,q)th reflected order of 
the first problem. 
This test was performed using a grating characterized by x and z 
periods of 1.0 and 2.0 respectively, the periodicity axes being inclined 
at an angle of 70 ° . The cylindrical apertures of radius 0.45 and height 
0.40 were filled with a plug of dielectric having a refractive index 2.0. 
The symmetrical sandwich was composed of elements each of thickness 0.1 
and refractive index 1.5. The first diffraction problem was defined by 
the incidence parameters A = 0.95, (1) = 30 ° , i = 0o , 6 = 90 o . The second 
diffraction problem was obtained by returning the order (-1, +1), 
resulting in the incidence parameters 
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= 	0.95, (1)' 	= 69.3964° , Iii' 	= - 61.2656 ° , 	6' = 00 . 
The calculations in both cases used 20 waveguide modes, and 225 plane 
waves. The left and right-hand sides of equations (10.3.1.) were re-
spectively (using polar notation)* 
(0.0185481, 109.617 ° ) 	and 	(0.0186180, 109.732 ° ). 
10.3.2 The Littrow amplitude constraint  
In chapter 8, the derivation of the following expression was 
presented. 
1 2: 	[—co 	y (C 	+ B 	+ 	+ (p,coes1 wpq p pq pq FG 	pq FG pq FG 	pq FG 
+ (1-a2 ) (c 	+ 	7C- ) + (1-y2 ) (B 	+ 	)71 )}] = 0 p 	pq CF 	pq FG 	pq 	pq FG 	pq FG 
(10.3.2) 
where Q is the set of propagating orders (p,q). This expression applies 
when the grid is operated in a Littrow mount in the order (f,g), and 
F = f-p, G = g-q. The above constraint is in general not precisely 
satisfied by the computed field amplitudes, and thus can be used as a 
convergence test for the algorithm. However, when using a set of 
• Rayleigh orders truncated symmetrically about the Littrow order, 
equation [10.3.2] is analytically satisfied. Evidence of these 
assertions is presented in table (10.1). 
TABLE 10.1  
13 tol Number of Plane Waves used 
L.H.S. 	of 
Littrow Expression 
1.0 4 - 2.499 x 10 -7 
2.0 12 - 6.650 x 10-8 
20.0 225 8.248 x 10 -5 
Demonstration of the Littrow phase expression for a grid defined by 
d = d' = 1.0, a = 0.45, h = 0.40, s = 0.24 plugged with a dielectric 
of refractive index 2.0 and sandwiched between symmetric dielectric 
layers of refractive index 1.5. The grid was operated in a (-1,-1) th 
order Littrow configuration for a normalized wavelength of Aid = 1.2001 
(4) = 58.0596° , 	= 45.0° , 6 = 0° ). The algorithm selects those orders 
(p,q) for which 1Pq (3 I < tol for inclusion in the calculation. Should 
the number of plane waves included bean even number, the algorithm 
produces results in accordance with symmetric truncation rules mentioned 
earlier. This is evidenced by the first two results, for which the 
L.H.S. of the Littrow expression is more than one order of magnitude 
less than the significance of the input data. Only in the case of 
atol = 20.0 does the algorithm not accommodate a symmetric set of orders, 
thereby giving rise to a result which can be taken as a useful converg-
ence test. 
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10.3.3 Convergence testing and choice of modes  
The discussion is now turned to consider the way in which the 
choice of waveguide and free space modes is made, in the context of a 
grid destined to be evaluated for use in a solar selective system. 
In this context, the important quantities to be calculated are the 
total energy transmission, E.T., and the energy transmitted in the 
order (0,0), E.T.(0,0). These must be determined,in general,for two 
orthogonal polarizations (e.g. 6 = 0 ° and 6 = 900) for the performance 
in unpolarized light to be known [10.1]. 
In order to determine the optimal set of waveguide modes, cal-
culations are made for a representative set of wavelengths covering the 
various regions of the spectrum. These are carried out using the first 
twenty modes (10 horizontally polarized (E 6 TE and 4 TM) and 10 
vertically polarized (E 6 TE and 4 TM)). Modes are included in accord-
ance with a system of ordering based upon their cut-off wavelengths. 
The computer program calculates the energy carried by each mode from 
the formula derived in appendix (A.4). These energies are used to de- 
termine the most physically appropriate set of modes. Note that in cir-
cumstances where there are no mode selection rules operating, the 
optimal set may be wavelength dependent. 
For situations possessing field symmetry the choice of the most 
appropriate modal set is simplified by the modal selection rules which 
then operate. For example with normally incident light only those 
modes having n = I can couple to the incident field (i.e. can have a 
non-zero inner product with the incident field term). Thus it is 
necessary to include only those modes having n = 1. Furthermore for a 
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grid having square symmetry, so that it is only necessary to carry out 
the calculations for normally incident light for one polarization 
angle, selection rules operate concerning the horizontal and vertical 
modes. Only those modes having a non-zero radial component of E 
parallel to the incident field can couple to it. Thus calculations 
for the particular case of normal incidence can be carried out quite 
economically using only five modes. For off-axis incidence the sit- 
uation becomes more complex and quite large sets of modes are needed to 
adequately specify the spatial dependence of the modal fields. The 
choice of this set then becomes critical. It is believed that the re-
sults presented hereafter are accurate to within t 2%. Note that this 
figure refers only to localized regions of bad convergence and that in 
general the accuracy is better than t 2%. Of course, for properties 
such as absorptance and emittance obtained by integration over the 
entire spectrum such localized errors are of little consequence. 
10.4 SOLAR EVALUATION OF GRIDS WITH CIRCULAR APERTURES  
In this section are presented the results of a study involving 
the use of such grids as solar selective elements placed in front of a 
black body absorber. In reference [10.2] a thorough analysis of the 
spectral properties of grids having rectangular apertures was expounded. 
Although this section does not attempt nearly as comprehensive an exam-
ination, it will confirm the applicability (to grids with circular 
apertures) of the properties found in [10.2]. Furthermore, a detailed 
examination of the improvements gained by sandwiching the structure 
between a dielectric film pair and inserting a dielectric plug is given. 
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10.4.1 Grids without plugs and films  
It has been shown [10.2] that the solar transmissivity of grids 
is closely related to the hole-area fraction (HAY). For the case of 
circular apertures whose diameter is 90% of the fundamental grid period 
the hole-area fraction corresponding to orthogonal periodicity axes is 
63.6%. If the apertures are arranged to lie on the vertices of an 
equilateral triangle (n = 60 °) the HAY can be raised to 73.5%. Figures 
(10.4a) and (10.4b) show transmission curves for grids having aperture 
arrangements as described above and in table (10.2) are presented the 
solar absorptance values for the grids as functions of their periods. 
The superiority of the grid having a more closely packed arrangement of 
apertures is evident. Note that the equilateral triangle arrangement 
• has two axes of the periodicity parallelogram at right angles to one 
another and so its transmission is independent of the polarization angle 
(6) for normally incident radiation. 
In figure (10.4c) is shown a transmission curve for a grid having 
the same RAF as the grid of figure (10.4a), but with n = 600  rather than 
90 0 . The solar transmission values for the two grids are very similar, 
confirming that it is the HAF rather than the placement of apertures which 
is important. Mote that the grid having n = 60 0  puts about 3% more of 
the transmitted radiation into the order (0,0) than does the grid having 
n = 90° .) 
Shown in figure (10.4d) are the spectral characteristics of a grid 
identical to that of figure (10.4b) except for a slightly smaller thick-
ness. Their transmission curves are similar as are their solar trans-
mission values. This grid exhibits weaker anomalies and a diminished 
Figure 10.4 
The spectral performance (in normally incident radiation - 
= 0° t = 900  and 6 = 900 ) of four grids characterized by the 
following parameters: 
(a) RGRID1 - d = 
(b) RGRID2 - d = 
(c) RGRID3 - d = 
and 
(d) RGRID4 - d = 
Shown on the following graphs is the energy transmission as a 
function of the normalized wavelength (A/d). The solid curve 
denotes the total transmittance while the broken curve shows the 
transmittance of the order (0,0). A comparison of figures (10.4a) 
and (10.4b) reveals that it is the "aperture packing" which is the 
major factor in determining the transmission bandwidth of the grid. 
Note that the filtering action exhibited by figure (10.4d) is notice-
ably weaker than that shown in figure (10.4b). This is a consequence 
of the smaller grid thickness which manifests itself as a stronger 
evanescent coupling between the upper and lower surfaces of the 
aperture. 
1.0, d' = 1.0, 	a = 0.45, 	h = 0.40, n = 90° , 
1.0, d' = 0.866, a = 0.45, h = 0.40, r = 60° , 
1.0, d' = 0.866, a = 0.419, h = 0.40, n = 60° 
1.0, d' = 0.866, a = 0.45, h = 0.30, n = 60° . 
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TABLE 10.2  
Grid Description Rescaling 
Factor 
Integrated 
Transmittance 
% 
RGRID1 	- 	No Plug 0.6 57.1 
- 	No Film 0.8 61.9 
1.0 64.1 
(Figure 	(Z19.4a)) 1.2 64.1 
RGRID3 	- 	No Plug 0.6 55.7 
0.8 61.5 
0.9 63.3 	. 
1.0 64.2 
1.1 64.4 
(Figure 	(10.4c)) 1.2 64.1 
RGRID4 	- 	No Plug 0.6 64.9 
0.8 70.0 
0.9 72.9 
1.0 74.0 
1.1 74.5 
1.2 74.7 
(Figure (l0.4d)) 1.3 74.8 
Grid Description Rescaling 
Factor 
Integrated 
TransmittcanDe _ 
RGRID2 	- 	No Film 0.6 63.4 
- 	No Plug 0.8 70.4 
Normal Incidence 1.0 73.7 
(Figure 	(l0.4b)) 1.2 74.5 
RGRID2 	- 	No Film 0.6 69.9 
- 	Plug - thickness = 0.40pm 0.8 69.9 
- 	r.i. 	= 	1.50 1.0 70.7 
, 	igure 	(10.6b)) 
RGRID2 	- 	Film - thickness = 0.24pm 0.4 80.4 
- 	r.i. 	= 	1.50 0.5 83.5 
- 	Plug - thickness = 0.40m 0.6 81.5 
- 	r.i. 	= 	1.50 0.8 78.6 
- 	Normal Incidence 1.0 75.9 
(Figure 	(7.0.8.0) 1.2 64.1 
RGRID2 	- 	Film - thickness = 0.18pm 0.4 77.4 
- 	r.i. 	= 	1.50 0.5 81.0 
- 	Plug - thickness = 0.40m 0.6 80.1 
- 	r.i. 	= 	1.50 0.8 78.7 
- 	Normal Incidence 1.0 77.6 
(Figure 	(l0.8d)) 1.2 75.9 
RGRID2 	- 	No Film 0.8 39.0 
- 	No Plug 1.0 42.3 
- 	. = 60 ° - unpolarized 1.1 42.5 
(Figure (U).5c)) 1.2 42.2 
1 
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Shown in this set of three graphs is the performance of RGRID2 
(d = 1.0, d' = 0.866, a = 0.45, h = 0.40, n = 60°) in an off-
axis configuration. Figures (10.5a-c) exhibit transmission 
spectra for the following incidence parameters: 
(a) 
(b) 
(c) 
(1) 
= 
= 
= 
60° , 
60° , 
60° , 
= 
= 
= 
00 , 
0° , 
0° , 
6 = 00 , 
6 = 90° , and 
unpolarized radiation. 
Note the marked polarization spectra of these spectra, a feature 
not existing for normally incident radiation for this grid. 
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long wavelength filtering action because of its smaller thickness (as 
was found for grids with square apertures [10.2]). 
Finally figures (10.5a-c) demonstrates the behaviour of the 
optimal grid (of figure (10.4b)) when operated with an angle of 
incidence ct, = 60 0 . The strong polarization dependence of the transmittance 
is at once evident. The effect of increasing (1) to 60 0  is to lower the 
transmittance from around 70% to approximately 40%. As in [10.2] one 
concludes that it is imperative to use these grids in direct illumin- 
ation and to have their surface directed normally towards the sun. 
10.4.2 Grids with plugs only  
Let us now consider the effect on the performance of the optimal 
grid of introducing plugs of refractive index 1.5 in place of air in 
the circular apertures. As can be seen by comparison of figures 
(10.6a-b) the presence of the plug has the effect of broadening and com-
plicating tne resonance region of the transmission curve. The single 
A resonance peak of figure (10.6a) for -a- > 1.0 is split into a pair of 
resonance maxima. As is shown in figure (10.6c), these move away from 
the Wood anomaly at != 0.866025 towards longer wavelengths with in-
creasing optical thickness of the plug. Further increases in the 
optical depth would be expected to result in the creation of additional 
grid resonances. 
Another aspect of the performance illustrated by figures (10.6b-c) 
is the frequency and strength of the diffraction anomalies occurring in 
A the transmission region, V 0.866025. This is attributed to the 
greater number of waveguide modes capable of propagating (i.e. V  
for a given wavelength. The frequency of the anomalies makes difficult 
H = 0.40 
R = 1.0 + I 0.0 1 
•■•• 
Figure 10.6 
The accompanying graphs show the changes in grid performance 
brought about by the introduction of a lossless dielectric plug. 
The basic geometry of the structures examined is that of RGRID2. 
Shown in the following three graphs are spectra for: 
(a) RGRID2 (for comparison purposes), 
(b) RGRID2 with a plug of refractive index 1.5 + i 0.0 
and 
(c) a structure similar to RGRID2 but with a plug of normalized 
thickness 0.6 and refractive index 1.5 + i 0.0. 
Note that the presence of the plug tends to split the single 
resonance peak and hence broadens the transmission bandwidth 
of the grid. 
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the characterization of convergence over the entire spectrum using only 
a restricted set of sample points. However this is not of great im-
portance as the anomalies would tend to be greatly smoothed in any ex-
perimental situation because of inevitable imperfections in manufacture 
and measurement. 
The solar absorptance of the grids shown in figures (10.6b-c) 
is several percent lower than that of figure (10.6a). Nevertheless, it 
has been noted that the insertion of plugs has had the potentially 
beneficial effect of widening the resonance region. 
10.4.3 Grids with films only  
This section examines the behaviour of the optimal grid with a 
symmetric sandwich of dielectric material (refractive index of 1.5) 
surrounding it. The performance for sandwich thicknesses of 0, 0.08 
and 0.12 of the grid period is shown in figures (10.7a-c). Note that 
non-zero sandwich thickness leads to lower performance in the trans-
mission region, and also to frequent and strong anomalies there. These 
anomalies have three sources: 
(a) Wood anomalies - arising when propagating orders in the sandwich 
become evanescent. Because of the refractive index of the film, 
it is possible to support a higher number of propagating orders 
than in air with the consequence of more frequent anomalies. 
(b) Grid resonance anomalies - arising within the aperture regions 
which are now leaky resonant cavities. The presence of the 
sandwich layer bounding the air filled cavity represents an 
additional impedance mismatch with consequent reflection losses. 
Figure 10.7 
The effects of sandwiching the basic structure,"RGRID2", between 
symmetric dielectric layers of a material having a refractive 
index of 1.5 + i 0.0. Graphs for normalized film thicknesses of 
(a) 0.00 	(c) 	0.12 
(b) 0.08 (d) 	0.24 
are presented. The most noticeable feature of these graphs is 
the profusion of anomalous features occurring within the transmission 
region introduced by the presence of the lossless films. It is 
these anomalies which generally degrade the overall performance 
of the basic grid shown in figure (10.7a). Note the virtual 
elimination of the resonance dip occurring just on the long 
wavelength side of the Wood anomaly at X/d = 1.00. 
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It is these losses which are responsible for the lowering of 
the mean transmission values in this region. 
(c) 	Thin film interference fringes - become more evident as the 
optical thickness of the sandwich increases. 
The encouraging feature evident in figures (10.7) is that the 
introduction of the sandwich structure has effectively enabled the 
elimination of the resonance dip occurring just after the final Wood 
anomaly.' It was this dip which lowered the transmission in the reson-
ance region for grids with plugs only. Consequently, it was deduced 
t:tat a combination of the plug and sandwich structures would lead to a 
performance possessing an enhanced bandwidth. 
10.4.4 Grids with both films and plugs  
In figures (10.8) are presented a comprehensive set f curves 
'illustrating the changes in grid behaviour with varying sandwich thick-
ness for a fixed plug thickness. The refractive index of the plug has 
been chosen to be equal to that of the sandwich in order to minimise 
reflection losses at their interface. The performance figures shown 
in table (10.2) for two of these grids illustrate the great improvement 
in solar transmittance which has been achieved by the modification of 
the grid geometry suggested above. It should be noted that the optimal 
performance is achieved for grid periods around 0.5pm, whereas for the 
unmodified grid it was approximately 1.0pm. This change has come about 
.because the resonance region has been incorporated into the transmission 
region. This is the first time for which it has been possible to surpass 
the geometrical optics limit (the hole-area fraction) on the transmittance. 
Figure 10.8 
In this series of graphs the effects on the transmission properties 
of the basic structure "RGRID2" caused by introducing both dielectric 
plugs and symmetric film layers (having refractive indices of 
1.5 + i 0.0) are demonstrated. Figure (10.8a) showing the per-
formance of "RERID2" is once again included for comparison purposes. 
Figures (10.8b-h) show rransmission spectra for normalized film 
thicknesses of 0.08, 0.12, 0.18, 0.21, 0.24, 0.27 and 0.30 
respectively. Note the marked improvement in the solar selective 
properties which may be achieved using the suggested modifications. 
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10.5 MODIFICATION TO THE THEORY FOR THE CASE OF RECTANGULAR APERTURES  
Following upon the success of the previous study (section (10.4)) 
it was decided to augment the earlier work of McPhedran and Maystre 
[10.1, 10.21 and consider a grid of rectangular apertures plugged with 
a dielectric and surrounded by a symmetric pair of thin films. This 
theory is entirely similar to that derived in section (10.2) except for 
the specification of the waveguide modal fields within the apertures. 
. Thus, to avoid needless repetition, the section is concerned only with 
• the derivation of the TE and TM modal fields appropriate to this 	- 
geometry. 
From reference [10.2] the normalized Cartesian modal functions 
are given by 
nnx 	mnz m MEXnm(x,z) = 	
n 	cos(---) sin(--) c c' 
nnx 	mnz n MEZ (x,z) = 	, m  sin( 	cos( --7) nm 	% c c 
(Here c and c' are the dimensions of the rectangular aperture.) 
It is to be noted that on the walls x = 0,c 
a MEZnm 	0 	and — MEX 	= 0 ax 	nm 
whereas on the walls z = 0,c' 
MEXnm 	0 	and az Z nm = O. 
(10.5.1) 
(10.5.2) 
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Although both of the above partial derivatives of the single modes 
• vanish on their respective walls, this must not be taken to mean 
that 
	
(i) 	;Ex/;x = 0 	on 	x = 0,c 
or 	(ii) 	DEznz = 0 	on 	z = 0,c'. 
In either case, the modal expansions for Exand E z exhibit divergent 
behaviour as the walls x= 0,c and z = 0,c' are respectively approached 
and hence the term by term differentiation of their series cannot be 
justified. 
•Now,from these Cartesian expressions for the modes it is poss-
ible to define an orthonormal set of TE/TM modes characterizing the 
field. Let these be defined by 
,nrrx. 	. . ,nffx, 	,ffaz,^ MTE. (x,z) = A 	cost. 	sink --' -)x + B 	sink 	cos -1---)zI  	(10.5.3) . ---nm 	nm c - 	nm 	C C - 
and 
nirxmuz 	MITZ ATM (x,z) = C 	cos( —c ) sin( - ' )x + D 	sin(
E.2 	cos(-'--)z 	(10.5.4) nm ---nm 	 c-- - nm c c - 
But, div (MTE ) 	0 	 (10.5.5) 
and 	curl (MTM )] 	= 0, 	 (10.5.6) —urn 
the definitions of TE and TM fields,and so it can be shown that 
_10.35 
n7 	, m7 D — A 	-r 	D 	= 0 c nm 	c nm 
• 
(10.5.7) 
m7 	n7 and 	C
nm 
- 	Dnm = 0 c  
After appropriate normalization of the modes such that 
ff MTE 	. MTE dA = 6 	6 ---nm ---NM 	n,N m,M A 
•and 	ff MTM m . MTMN14 dA 	= h,N 6m,M 
A 
. it follows that 
M7 	n7xm7z 	n7 	n7x 	m7z ^ MTE . (x,z) = g { -j-cos( --7-) sin( —' )- - — sin( -7-) cos(--' -)z / ---nm 	nm c' c 	c c c - 
(10.5.8) 
and 
a 	nx 	. m7z 	m7. 	mitz 	, mTM (x,z) = g •{ l 7 cos(—) sin( 	+ 	sin cos(-7-)z I ---nm 	rim c c - c 	(- 	 c - 
(10.5.9) 
where 
-1/2 	c ( 	2 n m n7 	m7 
.gnm 	c c' + (7) 2 ) 
(10.5.10) 
From these expressions it is at once clear that the mode MTE 0 is trivial 
and that the modes of the form MTM and MTM--vm ^ are physically insignificant ---nv 	- 
for all values of n,m E [0,.) 	Note that these modes exhibit none of 
the degenerate behaviour shown for circular waveguide expansions. In 
this case, the summation over the parameter 9, (i.e. horizontally and 
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vertically polarized modes) is no longer warranted. 
Having derived the above modal functions, the TE and TM resolutes 
of the electric and magnetic fields may be written as: 
ETE =E [a 	sin(k v y) + b 	cos(k2vnmy)] MTE (x,z) mm 2 nm 	mm —mm n,m 
and 
(10.5.11) 
E c sin(k2 mm vy) + d cos(k2 nm  vy)] MTM (x,z) 	(10.5.12) mm 	mm 	—mm  n,m 
where the value of vnm is fixed by the Helmholtz equation - 
„ „ 2 	2 ( i.e. 	k v 	= 	k2 - 	- ) . 2 mm 2 	c (10.5.13) 
x _t Now 
1 	9ETE aETE 
o 
  (..._.jL14 + 2, 
j w P aY 
and thus 
x HTE  ) = -t 	2 	vnm anm cos(k2vnm 	L y) - bnm sin(kn mm 	—mm y)] MTE . - n,m 
(10.5.14) 
For the case of the transverse resolute of the magnetic field, the 
following relation is used 
2. x EtTM 
1 aE
TM  aETM 	aETM 	aETM 
p0 	ay 	ay 	2 
Jw L"x 	- 	 az 
The field component E 	found by solving the differential equation 
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div E 	= 0, 
from which the solution 
1  ETM = 
nE,m k2v
nm [d  run sin(k2vnmy) 	cnm cos(k2vnmy)] x 	
n m  
cxc' 
x {(nffx
2 
+ (m7r,)
2
} sini 	x nffx s n 1.11Trz c 1 	` c 1 	( c ) (10.5.15) 
is obtained. After some simple manipulation the final result becomes 
x HTM) = jr2 E 1 [cnm cos(k2vnmy) - dnm sin(k v y)] MTM . -t 	 2 nm 	---nm n,m rim 
(10.5.16) 
Since equations (10.5.11,12,15,16) are identical to those derived 
in section (10.2), the reduction of the diffraction problem using the 
method of moments is completely unaltered except for the re-calculation 
of the inner products IEE, IEM, IME and IMM. This formalism has been 
implemented numerically and rigorously tested using the same criteria 
as outlined in section (10.3). In the following section, the results 
of the computer simulations of the performance of this class of grids 
are discussed. 
10.6 THE EFFECTS OF DIELECTRIC FILMS AND PLUGS ON THE PERFORMANCE OF 
GRIDS WITH SQUARE APERTURES  
A full account of the solar selective properties of bare grids 
perforated with rectangular apertures has been given by McPhedran and 
Maystre [10.1, 10.2]. Their study revealed that optimal performance 
10 . 38 
was obtained from thick meshes having very thin metal walls and used 
in normally incident radiation. The spectral characteristics of such 
a grid characterized by the parameters 	c/d = 0.9 and h/d = 0.4 is 
shown tn figure (10.9a). From a comparison of this graph and figure 
(10.4b) for the optimal bare grid having circular apertures, the 
enhanced transmission bandwidth exhibited by the square holed grid is 
immediately evident. This results from the more closely packed 
arrangement of apertures which can be achieved with rectangular holes. 
The prominent dip in the transmission curve occurring in the 
range 0.7 5. Aid 	1.0 is the only feature degrading the otherwise ex- 
cellent performance shown in figure (10.9a). The presence of a similar 
feature is also apparent for RGRID2 (figure 10.4b). Thus, in view of 
the success of the study outlined in section (10.4), one was led to 
speculate as to whether the use of appropriate plugs and films could 
improve the selectivity of square holed grids. After performing a 
number of computer simulations it was found that any improvements were 
only of a marginal nature. In figure (10.9b) is shown the transmission 
spectrum for a grid of similar geometry to "GRID6" except for the in-
clusion of a dielectric plug of refractive index 1.5 and a pair of 
symmetric thin films each of thickness Igs/d = 0.12 and refractive 
index 1.5. As in the case of the round holed grid, the most noticeable 
feature is the profusion of anomalous effects (which was discussed in 
section (10.4)). 
Also, note the splitting of the resonance peak caused by the in-
clusion of a dielectric plug. This splitting tends to broaden the 
transmission bandwidth and shift the cut-off wavelength further into the 
Figure 10.9 
Shown in the accompanying graphs are 
(a) the spectral characteristics of the optimum bare square- 
holed grid (GRID6) whose geometry is specified by the 
parameters c/d = 0.9 and h/d = 0.4. 
and 
(b) the performance of the same structure, this time having its 
apertures filled with a lossless dielectric of refractive 
index 1.5 + i 0.0 and coated with a symmetric pair of thin 
films (having the same refractive index) whose total thickness 
is given by s/d=0.24. 
Note the general improvement in the transmission bandwidth of the 
modified structure. However, this broadening, restricted to the 
transition region (1.0 s A/d 	2.5), is offset by a degraded per- 
formance at shorter wavelengths and thus the overall performance 
is only marginally improved. This degradation is caused by the 
presence of additional anomalous features characteristic of the 
plug and the films. It is interesting to note that the broadening 
gives rise to optimum performance at a grid period of 0.5 um 
instead of 1.0 pm for the "bare" structure. The following graphs 
are for normally incident radiation (0 = 0 0) with = 90° and 6 = 90°. 
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infrared. ,Thus, to obtain optimal selectivity, the grid period needs 
to be redliced from 1.0um (as in the case of figure (10.9a)) to approx-
imately 0.5m. However, even though the bandwidth has been markedly 
widened, the presence of the anomalous features, and in particular the 
deep dip in the total energy curve at Aid = 0.9, results in a trans-
mittance of 84% - only a marginal improvement on the value of 81% 
achieved for "GRID6". 
6 Figures (10.10) show the variation of transmissivity with grid 
thickness. Note that the resonance at Aid = 0.9 exists for all these 
graphs and is strongest in the case of the thickest grating (h/d = 0.6, 
figure (10.10c)). It appears to weaken with decreasing thickness but 
is offset by the creation of further anomalous features such as those 
shown in figure (10.10a). Finally, in figures (10.11) the effect of 
film thickness is demonstrated. 	Here, it is apparent that the choice 
of s/d = 0.24 (figure 10.11c) is most appropriate. 
In summary, it is disappointing to report that no significant 
improvement in the solar selective performance of this class of grids 
can be achieved by incorporating dielectric plugs and films. From the 
experience gained from this study and that outlined in section (10.4), 
it is believed that this technique is only appropriate to those 
geometries whose transmission bandwidth is low. The inclusion of the 
plug splits and broadens the resonance, whilst the thin film pair is 
used to rectify the resultant deep resonances created by the former. 
However, these introduce numerous small anomalies, which, in the case 
• of square holed grids, detract from those gains brought about by in- 
creasing the bandwidth. Only in the case of grids having circular 
Figure 10.10 
The accompanying three graphs demonstrate the effect of grid 
thickness upon the spectral performance of the modified grid. 
In each case the geometry of the structure is specified by the 
parameters c/d = 0.9 and s/d = 0.24. The entire grid is 
"plugged" and "filmed" with a dielectric material of refractive 
index 1.5 + i 0.0. The incidence parameters were given by 
= 0° , = 900  and 6 = 90° . Graphs for the following normalized 
thicknesses: 
(a) h/d = 0.3, 
(b) h/d = 0.4 and 
(c) h/d = 0.6 
are presented. Note the presence of the insidious resonance cen-
tred on Aid = 0.9. It is the presence of this feature that is 
the main reason for the marginal improvement in performance over 
that obtained using the "bare" grid. Our numerical experiments 
revealed that it was impossible to "correct" this degrading feature 
by adjusting only the film thickness. However, it is conceivable 
tht t.7 appropriate choices of film and 'lug constants this sit”ation 
could possibly be rectified. 
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Figure 10.11 
The effect of film thickness of the performance of the modified 
grid) characterized by the parameters c/d = 0.9 and h/d = 0.4, 
and coated with a dielectric material of refractive index 
1.5 + i 0.0. The structure was operated in normally incident 1 
radiation as specified by the angles (1) = 0 ° , P = 900  and 6 = 900 . 
Graphs for normalized film thicknesses of 
.(a) 	s/d = 0.12, 
(b) 	s/d = 0.18 and 
(c). 	s/d= 0.14 
are supplied. These graphs show the partial correction of the 
"split" in the transmission spectrum introduced by the dielectric 
plug - a feature which successfully broadened the banA17 4 dth. 
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apertures, for which the available hole-area fraction severely limits 
the transmission bandwidth, can this technique be successfully applied. 
10.7 CONCLUSIONS  
Two theoretical formulations capable of solving the diffraction 
problem involving inductive grids having circular and rectangular 
apertures have been presented. They represent a significant advance 
on the previous work of Chen [10.6, 10.7] in that they are capable of 
taking into account the effects of a dielectric sandwich and a die-
lectric plug on the performance of thick grids. Both theories have 
been implemented on the Control Data Cyber 72 computer of the University 
of Sydney and the results obtained have been in excellent agreement with 
the Reciprocity Theorem and the Littraw phase constraint. 
• 	In the case of grids having circular apertures, the solar eval- 
uation has shown that the conclusions derived for grids with square 
apertures in reference [10.2] are also applicable to them. However the 
smaller hole-area fractions obtainable with round apertures make them 
less suited to applications in solar selective systems. It is only by 
using both plugs and a sandwich film of suitable thickness that the 
solar absorptance of the optimal grid of round holes can be made equal 
to that attainable with a bare grid of square holes. Following upon 
the success of the study for round-holed grids it had been hoped that 
significant improvements in the spectral response of the square holed 
grid could be achieved. However the results obtained from this further 
work failed to reveal any worthwhile enhancements in selectivity and in 
fact strongly suggested that for this case the upper limit an the 
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transmittance was closely related to the hole-area fraction (i.e. the 
geometrical optics limit). 
Currently, all diffraction theories for doubly periodic gratings 
are severely restricted by the assumption that the grid is perfectly 
conducting. Of course, this is justifiable in the far infrared and 
microwave sections of the electromagnetic spectrum but is of dubious 
validity in the visible region. However, imposing such an assumption 
does permit a modal treatment of the problem, even if only very simple 
aperture geometries can be accommodated. 
At this stage, no attempt has been made to formulate analytic 
expressions for the modes of finitely conducting structures. 
Nevertheless, it is anticipated that the difficulties that will be en-
countered in the development of a finitely conducting grid formalism 
will be at least "an order of magnitude" greater than those involved 
in infinite conductivity theories. Considering the complexity and 
the algebraic inelegance of the current formalisms, it will, initially, 
be necessary to select a geometry of sufficient simplicity which will 
readily enable the construction of finite-conductivity modes. It is 
felt that this structure may well be the round holed inductive grid, 
and in view of the practical results (concerning the identical per-
formance attainable from both round and square holed grids) there may 
be no real need to consider more complex geometries for which analytic 
expressions for the modes cannot easily be derived. However, before 
launching into the realm of finite conductivity, this choice of 
aperture geometry could be adequately tested by the formulation of an 
infinite conductivity capacitive grid theory. 
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APPENDIX 
The material contained in the appendix solely applies to 
chapter 10. Contained herein are numerous mathematical derivations 
necessary to the round-hole grid formalism but whose direct presence 
in that chapter would detract from the physical arguments developed 
there. 
A.1 INNER PRODUCTS  
It is the purpose of this section to elaborate on the evaluation 
of the inner product terms defined in equations [10.77-80]. These de-
finitions involve the calculations of eight separate inner products. 
Throughout this appendix, extensive reference is made to the works of 
Amitay and Galindo [10.11] and of Watson [10.12] so as to circumvent 
any unnecessary presentation of mathematical identities. 
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To remove the (x,z) dependence from the plane wave term, it is necessary 
to invoke a generating function for Bessel functions. Thus 
CO 
exp {-j k0 (apx + y z)} = 	E e o (-j) Jk (k0 Epqr) cos k (0 - 0' ) Pq 	Q=0 Pq 
(A.1.2) 
where tan o' 	= a /Y Pq p pq , 
r  = 0/77:77— ‘,pq 	p 	T pq 
and 	is the Neumann symbol. 
Now since, 
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nm 	Xnmr and 	J' = 1 {J 	( 	) 	J n a 	n-1 a n+1 a 
expression (A.1.1) reduces to 
gx'___r 
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The orthogonality of the azimuthally dependent terns enables us to write 
IEE Pq 	= 
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After utilizing an identity presented on pages (133-135) of Watson 
[10.12] and performing some tedious manipulations one arrives at the 
final resultt 
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A similar analysis of the inner product 
TEEM = 	 ' ff MTEH (r e) • RTE 	(y = 0) dA 	(A.1.5) A nm2 m 	---pq 
yields the rather simple result 
TEEM = - tan (n e , ) IEEncl nm2 	Pq 	nml . 
Now, consider the evaluation of 
(A.1.6) 
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By noting that 
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it follows that 
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By now using a result presented in Watson [10.12] expression (A.1.9) 
reduces to 
n-1 
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Similarly, it can be shown that 
IMEPci 	= if MTEH (r,8) . RTM (y = 0) dA = cot(n 0' ) IME Pq . (A.1.11) nm2 -nm 	 pq nml A 
The evaluation of the final two inner product pairs follows in a re-
latively easy manner and thus only the results are presented. 
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This completes the discussion of the inner products. 
A.2 CARTESIAN - TE/TM CONVERSIONS  
In section (10.2) expressions for the TE and TM basis vector 
functions RTE and RTM were given. 
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(together with similar expressions for the transmitted field basis 
functions). It then follows from the equivalence of the expressions 
for the transverse resolute of the electric field that 
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Naturally, there exist similar expressions for the incident fields. 
Here, (Ei ) 	= (Ax , Az ) -t /r.00 
= E, RTE^, + F. RTM^^ 	(A.2.8) ---vu 
from which it follows that 
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A.3 ORTHOGONALITY OF THE . WAVEGUIDE MODES  
It is the intention of this appendix to clarify the total ortho-
gonality of the modal set. The discussion commences by redefining the 
four modal basis sets. 
na 	X' r 	X' r 
MTEV (r,e) = g 	{ , 	J 	nm sin ne 	+J (---- nm  ) cos ne 8} (A.3.1) ----nm 	nmYrna - 	n a -nm 
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It is immediately clear that the {MTEVnm } and {MTEHnm } are orthonormal 
sets (by their definitions). Similar remarks apply to the vertical and 
horizontal resolutes of the TM modal functions. 
• 	 Now let us prove that the {MTMVnm (r,e)} are orthogonal to the 
other sets of modal functions. It is immediately clear that they are 
orthogonal to both {MTEHnm (r,6)} and {MTMH m(r,e)}since 
f sin(ne) cos(m8) de = o Vn,m. 
Thus the only remaining question concerns the inner product 
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In a similar manner it can be shown that 
MTEH m(r,O) . MIM6(r,O) dA = 0 	V n,m, N,M. 
A 
Thus, the modal fields can be specified by a complete set of linearly 
independent modal functions comprising the four sets 
NUN 1, 	{MTEH }, 	{MTMVnm} and 	iMTMHnm1. nm----nm 
00 
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A.4 ENERGY FLUX THROUGH THE APERTURES  
In this appendix,it is aimed to derive an expression for the energy 
carried by each mode within the cylindrical waveguide. The downward flux 
of energy through the guide is denoted by the symbol EF. 
Thus, 	EF 	- ff Sy dA 	 (A.4.1) 
A 
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Thus 
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The modal orthogonality equations show that in equation (A.4.3) the 
only terms to make a non-zero contribution arise when the indices in 
the first and second sums are equal. Furthermore, no cross terms 
arise between TE and TM modes. 
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In the last two equations 
arg(g* sz) 
for gnmit representing any of the {anm2,}, nm9, 1, icnua or {dnmt}. 
1 The flux of the incident field is--;—, dd' a. 
• 	 "0 
The normalized modal energy fluxes are obtained by dividing this 
quantity into expressions (A.4.5) and (A.4.6). 
