We present an algorithm for parameter identification in combustion problems modelled by partial differential equations. The method includes local mesh refinement controlled by a posteriori error estimation with respect to the error in the parameters. The algorithm is applied to two types of combustion problems. The first one deals with the identification of Arrhenius parameters, while in the second one diffusion coefficients for a hydrogen flame are calibrated.
Introduction
Parameter estimation is an important issue in scientific computation. In the context of combustion problems, typical problems are, for instance, the estimation of reaction rates or Arrhenius parameters and the estimation of diffusion coefficients. Since the system of equations that arises is usually very complex, there is a need for 'automatic' algorithms for solving parameter estimation problems. In addition, the extreme stiffness of combustion problems requires appropriate discretizations and optimization algorithms. For computations in two-and three-dimensional domains, algorithms should include automatic mesh refinement in order to reduce to a minimum the numerical effort for achieving a prescribed accuracy in the parameters.
In this work, we present such a method for parameter estimation incorporating automatic mesh refinement on the basis of mathematically rigorous a posteriori error estimation. The optimization loop for determining the unknown parameters is intrinsically coupled with local mesh refinement. There are two main advantages:
• At the beginning, the optimization algorithm acts on coarse meshes. When the target functional is sufficiently reduced, the mesh is refined and the optimization continues.
These steps are iterated until a user-specified tolerance is achieved. It allows us to replace optimization iterations on fine meshes with iterations on coarse meshes.
• The decision when and where the mesh is refined is made on the basis of a posteriori error estimation. The estimator directly controls the accuracy of the parameters. As a consequence, locally refined meshes are very economic with respect to an error in the parameters.
For discussing the subject, we consider the following simple model problem of a scalar stationary convection-diffusion-reaction equation (cdr equation) for the variable u in a domain ⊂ R 2 with a divergence-free vector field β and a diffusion coefficient D:
with Dirichlet boundary conditions u =û at the inflow boundary in ⊂ ∂ and Neumann conditions ∂ n u = 0 on ∂ \ in . As is usual in combustion problems, the reaction term is of Arrhenius type,
While d, c are fixed parameters, the parameters A, E are considered as unknown and form the vector-valued parameter q = (A, E) ∈ R 2 . Since they are not directly measurable, we assume to have certain measurementsC ∈ R n m , which should match with computed quantities C(u) ∈ R n m . Here we may think, e.g. of laser measurements of mean concentrations along fixed lines, see section 5. The calibration of Arrhenius parameters has been done by many scientists, for example by Lohmann [24] for coal pyrolysis, which is frequently used in chemical engineering.
The main ingredients of the algorithm are the use of stabilized finite element discretizations on hierarchies of locally refined meshes, a multigrid algorithm for solving linear subproblems, a special optimization loop and an adaptive algorithm for error control and mesh refinement. The dimension of the parameter space is assumed to be finite and small in comparison with the dimension of the discretized system of the state equations. The proposed optimization algorithm is independent of the type of discretization (finite differences, finite volumes or finite elements). However, the error estimator described in section 4 and used in the numerical results is based on finite elements. The aim of this work is the presentation of the numerical background of the proposed method and its validation through model problems.
We present numerical results for two test problems. The first one deals with the estimation of Arrhenius parameters for a single reaction, as mentioned above (2) . In the second example we analyse the diffusion parameters for a hydrogen flame. This system includes the compressible Navier-Stokes equation and nine cdr equations (similar to (2) ) for chemical species. To the authors' knowledge, this is the first published work on automatic parameter estimation for multidimensional computation of flames. The method presented in this work can be applied to different aspects of modelling, such as the design of boundary conditions. For an overview of parameter estimation problems in chemistry, we refer to the book by Englezos and Kalogerakis [17] . Therein, many applications of parameter identification in the framework of ordinary differential equations are given. Parameter estimation problems for reactive flows in one space dimension are treated, for instance, by Bock et al [27] . This paper is organized as follows. In section 2 we formulate the parameter identification problem as an optimization problem and describe the optimization algorithm for it on the continuous level and the discrete level. The special discretization and stabilization techniques are presented in section 3. Section 4 is devoted to the adaptive mesh refinement algorithm and a posteriori error estimation. In section 5, the described algorithms are applied for estimating the Arrhenius coefficients of the scalar cdr equation (1) . A more complex hydrogen flame is analysed in section 6. It includes the equations for compressible flows, a system of cdr equations for nine chemical species and 38 elementary reactions. The parameters considered calibrate a simple diffusion model in order to substitute multicomponent diffusion laws. The conclusion is given in the last section.
The optimization algorithm for parameter identification problems
The aim of this section is the description of optimization algorithms for solution of the parameter identification problems in the context of combustion. In section 2.1, we start with the formulation of the parameter identification problem in an abstract form and describe the typical optimization algorithms for it on the continuous level. Here, among other things, we discuss special questions, which arise from the combustion problems, e.g. an alternative to the expensive Newton method. Thereafter, in section 2.2, we discuss a trust-region technique for globalization of the convergence. The development of the described algorithms for the discretized problem is presented in section 2.3.
The optimization algorithm for the continuous problem
We consider the parameter identification problem in the following abstract form: the state variable u is supposed to be a sum of the functionû describing the Dirichlet conditions and a function of a Hilbert space V , i.e. u ∈V :=û + V . The unknown parameter, q, is assumed to be in the space Q := R n p . In an abstract form, the system of equations for the state variable u reads
where A(u, q) is a nonlinear operator acting on the function spaceV × Q with values in another Hilbert space W . The right-hand side, f , is also in W . The operator A is assumed to be differentiable with respect to u and q with partial derivatives D u A and D q A, respectively. Further, the measurable quantities are represented by a linear observation operator C :V → Z, which maps the state variable u into the space of measurements Z := R n m . We assume n m n p . That means, we assume to have at least as many measurements as parameters to be determined. We denote by ·, · Z the Euclidean scalar product of Z and by · Z the corresponding norm. Similar notations are used for the scalar product and norm in the space Q.
The values of the parameters are estimated from a given set of measurementsC ∈ Z using a least-squares approach in such a way that we obtain the constrained optimization problem with the cost functional J :V → R:
under the constraint (3).
Under a regularity assumption for D u A, the implicit function theorem in Banach spaces (see Dieudonné [16] ) implies the existence of an open set Q 0 ⊂ Q, containing the optimal parameter q, and a continuously differentiable solution operator S : Q 0 → V , q → S(q), so that (3) is fulfilled for u = S(q). Using this solution operator S, we define the reduced observation operator c :
in order to reformulate the problem under consideration as an unconstrained optimization problem with the reduced cost functional j : Q 0 → R :
In general, c(q) is highly nonlinear and includes the numerically expensive solution of (3). Denoting by G = c (q) the Jacobian matrix of the reduced observation operator c, the first-order necessary condition j (q) = 0 for (5) reads
The unconstrained optimization problem (5) 
where
and H k is an approximation of the Hessian, ∇ 2 j (q k ), of the reduced cost functional j . Although δq depends on the iterate k, we suppress the index in order to improve the readability. The linear system (7) is small and, therefore, uncritical. The choice of the matrix H k ∈ R n p ×n p leads to different variants of the optimization algorithm. We consider the following typical possibilities.
Gauss-Newton algorithm. The choice
corresponds to the Gauss-Newton algorithm, which can be interpreted as the solution to the linearized minimization problem,
The components G ij of the Jacobian G k can be computed as follows:
C i and c i denote the components of the observation and the reduced observation operators, respectively, and w j ∈ V is the solution of the following tangent problem:
where u k = S(q k ). For one Gauss-Newton step, the state equation (3) for u k = S(q k ) and n p tangent problems (9) that originate from the same linear operator but with different right-hand sides have to be solved. Note that we suppress the index, k, for the matrix entries, G ij , and the vectors w j .
Full Newton algorithm. Another possibility is to set
which leads to the full Newton algorithm. The required Hessian ∇ 2 j (q k ) is given by
with the matrix M k ∈ R n p ×n p ,
As before, computation of the Jacobian G k is required. The entries of the matrix M k can be computed by a subtle evaluation of several second derivatives of the operator A(u, q) in the directions w j (the solutions of the tangent problems (9)) and z ∈ V , the solution of the adjoint equation
Since we do not use this method for the combustion problems in this work, we refer to Becker and Vexler [7] for more details. For the convergence theory of the Gauss-Newton and Newton methods, see, e.g. Dennis and Schnabel [15] or Nocedal and Wright [25] .
In combustion problems the Gauss-Newton algorithm often shows slow convergence, due to the large least-squares residual C(u) −C Z . The full Newton algorithm has better (local) convergence properties, i.e. it leads to a quadratic convergence. However, for combustion problems, evaluation of the second derivatives of the operator A(u, q) is usually very expensive. Therefore, use of full Newton algorithms is often unattractive or even impossible. We discuss shortly an alternative algorithm that combines the comparative 'low' cost of the Gauss-Newton method and the better convergence properties of the full Newton. [14] , we replace the expensive matrix M k in (10) by an approximation obtained by an update formula. It produces a sequence of iterative computable matricesM k starting withM 0 = 0:
Quasi-Newton algorithm. Based on the ideas of Dennis et al
where 
Note that no further equations have to be solved for determination ofM k .
The matricesM k are chosen in such a way that H k is a secant approximation of the (exact) Hessian. For derivation and analysis of this update formula, see also [15] . In section 6 we compare this algorithm with the Gauss-Newton method and observe a substantial difference in the required number of iterations.
Trust-region method
It is well known that the convergence of the algorithms described so far is ensured only if the initial guess, q 0 , is in a sufficiently small neighbourhood of the optimal parameter, q. There are two main possibilities for overcoming this difficulty and improving the global convergence: the line search and trust-region methods. A sufficient condition for convergence of a line search is that the matrices H k are positive definite throughout the optimization algorithm. For the Gauss-Newton method with G k of full rank, this is always fulfilled. However, for quasi-Newton (or Newton) this sufficient condition is too restrictive for the kind of parameter identification problems we consider. Therefore, we use trust-region techniques in order to improve the global convergence, see, e.g. Conn et al [1] or [25] . In the following, we briefly describe the algorithm we use.
If the matrix H k is positive definite, the computation of δq ∈ Q in (7) can be interpreted as the solution of a minimization problem (cf (8)):
The cost functional, m k , of (12) is the so-called local model function, the behaviour of which near the current point, q k , is similar to that of the actual cost functional, j , defined in (5). However, the local model function, m k , may not be a good approximation of j for large δq. Therefore, we restrict the search for a minimizer of m k to a ball (trust region) around q k . In other words, we replace the problem (12) by the following constrained optimization problem:
with a trust-region radius k , to be determined iteratively. This technique is also applied when H k is not positive definite.
For the convergence properties of the trust-region method, the strategy for choosing the trust-region radius, k , is crucial. Following the standard approach, we base this choice on agreement between the model function m k and the cost functional j at the previous iteration. For the increment δq, we define the ratio
and use it as an indicator of the quality of the local model, m k . If this ratio is close to 1, there is a good agreement between the model, m k , and the cost functional, j , for the current step. As a consequence, the trust region is expanded for the next iteration. Otherwise, we do not alter the trust region or shrink it, depending on the distance |ρ k − 1|, see [25] for a precise definition of the algorithm. The solution of the quadratic minimization problem (13) requires an additional remark. Due to the compactness of the feasible set described by the condition δq Q k , problem (13) always poses a solution independent of the definiteness of the matrix H k . If the matrix H k is positive definite and
Otherwise, the solution δq is searched for on the boundary of the feasible set {δq | δq Q k } and is determined by
where I is the identity matrix and λ > 0 is chosen, such that
For computation of λ, the singular value decomposition of H k is computed and λ is determined by the scalar equation, which is solved using the one-dimensional Newton method, see, e.g. [25] for details. For the numerical examples in section 5 and 6, the optimization algorithm does not converge without using such globalization techniques.
The optimization algorithm for the discrete problem
The continuous state equation (3) and several tangent problems (9) have to be discretized. The easiest possibility is to replace these equations with some numerical discrete approximations on a 'sufficient fine' mesh resulting from the uniform refinement of the starting mesh. However, some questions arise naturally: first, how to decide if a mesh is sufficiently fine? Second, are the meshes produced by the uniform refinement economical for computation of parameters? And third, how to design another mesh refinement procedure in order to obtain more efficient meshes? These questions are extremely important in combustion problems because of thin flame fronts arising. Furthermore, in parameter estimation problems the measurements are usually local quantities, which gives rise to the need for appropriate a posteriori error estimation and local mesh refinement. The required procedure is described in section 4.
For the adaptive algorithm in section 4, we need an optimization loop for solving the parameter estimation problem on a fixed mesh. Let h denote the mesh size (see section 3.1 for details) and let the discrete function spaces be given by V h ⊂ V ,V h :=û h + V h , with an approximationû h of the boundary dataû. Furthermore, let f h ∈ W h be an appropriate approximation of the right-hand side, f . For a fixed parameter q h ∈ Q, the discrete solution u h ∈V h is determined by the discretized state equation
The operator A h results from an arbitrary discretization on the mesh T h . One may think here of finite difference, finite volume or finite element discretization. For the numerical results in this work, we use the finite element method, and the operator A h is given by the sum of an appropriate Galerkin projection of A and certain stabilization terms (see section 3 for details). We note that this kind of discretization is not essential for the discrete optimization loop described below. However, the use of finite elements is crucial for derivation of the a posteriori error estimation in section 4. As in section 2.1, we assume the regularity of the discrete operator D u A h , which implies the existence of a discrete solution operator S h such that u h = S h (q h ) fulfills the discrete state equation (14) . Moreover, we introduce the discrete reduced observation operator c h by setting
The optimization loop on a given mesh T h for the problem 
) and H h is the discrete approximation of H k according to the choice above. The globalization technique formulated for the continuous problems in section 2.2 can be carried over to the discrete case similarly.
Discretization by finite elements
In this section, we describe the discretization we use for the numerical results stated later. The operators (3) and (14) are specified for variational formulations. In the applications we are going to present, there is a large difference between the speed of sound and the fluid velocity. The discretization has to account for this extremely stiff pressure-velocity coupling. Furthermore, we discuss the stabilization techniques for convection-dominated flows.
Meshes and finite element spaces
For the discretization we use a conforming equal-order Galerkin finite element method defined on quadrilateral meshes T h = {K} over the computational domain ⊂ R 2 , with cells denoted by K. The mesh parameter h is defined as a cellwise constant function by setting h |K = h K and h K is a diameter of K. The straight parts that make up the boundary, ∂K, of a cell K are called faces.
A mesh T h is called regular if it fulfils the standard conditions for a shape-regular finite element mesh, see, e.g., Ciarlet [12] . However, in order to make the mesh refinement easier we allow the cell to have nodes, which lie on the midpoints of the faces of neighbouring cells. But at most one such hanging node is permitted for each face.
The discrete function space V h ⊂ V consist of continuous, piecewise polynomial functions (so called Q 1 elements) for all unknowns,
where Q 1 (K) is the space of functions obtained by transformations of (isoparametric) bilinear polynomials from a fixed reference unit cellK to K. For a detailed description of this standard construction, see [12] or Johnson [23] .
The case of hanging nodes requires some additional remarks. There are no degrees of freedom corresponding to these irregular nodes, and the value of the finite element function is determined by pointwise interpolation. This implies continuity and therefore global conformity, i.e. V h ⊂ V . For implementation details, see, e.g. Carey and Oden [11] .
In the context of finite element discretization, we use a weak formulation of the state equation (3) with a form a(u, q)(φ), such that the operator A in (3) is given by the identification
where ·, · V ×V denotes the duality pairing between the Hilbert space V and its dual V . The right-hand side is in the dual space, f ∈ W = V . The discrete operator A h in (14) is determined similarly:
where V h is the dual space of V h . For the right-hand side we set f h = f |V h due to V h ⊂ V . For cdr equation (1), the form a(u, q)(φ) is obtained by multiplication of equation (1) with test functions φ ∈ V , integration over the computational domain and partial integration of the diffusive term. The resulting form is
For several applications, the Galerkin formulation is not stable. For instance, at higher Reynolds numbers, advective terms become unstable. In order to overcome this limitation, stabilization techniques can be used. This question is discussed in the next section.
Stabilization techniques
For equations involving fluid dynamics, as in our example in section 6, the convective terms have to be stabilized. Furthermore, the pressure-velocity coupling has to be stabilized too because the Galerkin formulation is known to be unstable for equal-order finite elements. In the following, we explain the specific stabilizations used for the examples presented in this work.
The discrete state equation (14) (15) is build up by solving discrete versions of (9) . Since the operator D u A h (·, ·) is not necessarily stable, the discrete version of (9) for getting w h,j ∈ V h is of the form
with the Frechet derivatives a u and a q j of a(u, q)(·) with respect to u (in direction w h,j ) and q j , respectively. Therefore, even in the case of full Newton iteration, the discrete algorithm does not use the exact derivative of the discrete reduced cost functional j h but a stable approximation. Hence, the stabilization used is crucial for the whole approach. Our numerical experience indicates that the use of standard stabilization techniques for equal-order finite elements that are based on introducing least-squares terms, such as streamline diffusion, and their modifications (see [23] ) is problematic for such optimization purposes. Hence, we proceed differently by using patchwise local projections as described in the following. The resulting algorithm becomes very efficient. The triangulation T h is supposed to be constructed in such a way that it results from a coarser quasi-regular mesh T 2h by one global refinement. By a 'patch' of elements (see figure 1) we denote a group of four cells in T h that result from a common coarser cell in T 2h . The corresponding discrete finite element spaces, V 2h and V h , are nested:
we denote the nodal interpolation operator
2h ξ, we denote the difference between the identity and this interpolation.
Convection stabilization.
For a cdr equation (1), the stabilization term added to the Galerkin formulation reads
where the cellwise coefficients, δ K , depend on the local balance of convection and diffusion:
Here, the quantities h K and β K are cellwise values for the cell size and the convection, β. The parameter δ 0 is a fixed constant, usually chosen as δ 0 = 0.5. Note that π h vanishes on V 2h , and therefore the stabilization vanishes for test functions of the coarse grid ξ ∈ V 2h . For the scalar convection equation, such a modification of streamline diffusion has been introduced and analysed by Guermond [21] . For systems of cdr equations, for each convective term, one stabilization term of type (17) is added. The convection, β, and the particular diffusion coefficient, D, may depend on u and may be different for each subequation.
Pressure-velocity stabilization.
For equal-order finite elements, the Galerkin formulation of the Stokes system for the pressure p and velocity v,
is known to be unstable since the stiff pressure-velocity coupling for (nearly) incompressible flows enforces spurious pressure modes. The same occurs for hydrodynamic incompressible flows since they also involve the saddle-point structure of the Stokes system. Let p h denote the discrete pressure, v h the discrete velocity, u h = (p h , v h ) and ξ the test function for the divergence equation. The added stabilization term that damps acoustic pressure modes is of the form
with weights α K = α 0 h 2 K /µ, depending on the mesh size, h K , of cell K and the viscosity, µ. The parameter α 0 is usually chosen between 0.2 and 1. The stabilization term (18) acts as a diffusion term on the fine-grid scales of the pressure. The scaling, proportional to h 2 K , gives stability to the discrete equations and maintains accuracy. This type of stabilization is introduced in Becker and Braack [2] for the Stokes equation. Therein, a stability proof and an error analysis are given. The same stabilization is applied to the (compressible) Navier-Stokes equations.
The proposed stabilization is consistent in the sense that the introduced terms vanish for h → 0. As a consequence, the error in the derivative of j h vanishes as well.
Adaptive mesh refinement via a posteriori error estimation
In this section, we describe the adaptive algorithm for mesh refinement and error control based on a posteriori error estimation for the parameter identification problems developed in [7] . In order to measure the error in the parameters, we introduce an error functional E : Q → R. The use of the error functional E allows us to weight the relative importance of the different parameters. The following error representation holds:
where η h denotes the computable a posteriori error estimator and P and R are remainder terms due to linearization and the use of the Gauss-Newton algorithm (see Becker and Vexler [7] for details). The error estimator is based on the optimal control approach to a posteriori error estimation developed in Becker and Rannacher [5, 6] . However, a direct application of this approach leads to an estimator that controls the error in the cost functional (4). In general, such an estimator does not provide useful error bounds for the parameters, in contrast to the estimator (19) described in the following paragraphs.
We sketch a generic adaptive mesh refinement algorithm. Such an algorithm generates a sequence of locally refined meshes and corresponding finite element spaces until the estimated error is below a given tolerance, TOL, with respect to E. For the following iteration, we have a mesh refinement procedure that adaptively refines a given regular mesh to obtain a new regular mesh for the next iteration. The refinement procedure is guided by information based on the nodewise contributions of η h .
Adaptive mesh refinement algorithm 1. Choose an initial mesh T h 0 and set l = 0 2. Construct the finite element space, V h l 3. Compute the discrete optimal q h l ∈ Q, i.e. iterate (15) 4. Evaluate the a posteriori error estimator, η h l 5. If η h l TOL quit 6. Refine T h l → T h l+1 using information from η h l 7. Increment l and go to 2
In step 3 the least-squares problem is solved on a fixed mesh. As initial data we use the values from the computation on the previous mesh. This allows us to avoid unnecessary iterations of the optimization loop on fine meshes. A suitable stopping criterion for iterating (15) is, for instance, a fixed relative reduction of the remaining residual,
of the optimization condition (6) (in the discrete form). For evaluation of our a posteriori error estimator, η h , we consider an additional adjoint equation for the adjoint variable
and solve the discrete version of it, i.e. y h ∈ V h :
We denote by ρ and ρ * the residuals of the state and the adjoint equations, respectively, i.e. we define for test functions φ ∈ V ,
where a u is a partial derivative of the form a, introduced in section 3.1, and corresponds to D u A. Using this notation, the error estimator is given by
where i h : V → V h is an appropriate interpolation operator (see Clement [13] ). For simplicity we assume thatû h =û, such that u − i h u ∈ V . For a proof of (19) with the error estimator given by (23) (see [7] ). For evaluation of this error estimator, the local interpolation errors y −i h y and u−i h u have to be approximated. In our numerical examples, we use interpolation of the computed bilinear finite element solutions y h and u h on the space of biquadratic finite elements on patches of cells.
The main computational cost for the a posteriori error estimator described above is the solution of one auxiliary equation (22) . This is cheap, even in comparison with only one Gauss-Newton step, which includes solution of the state (nonlinear) and several (linear) tangent equations. For the cdr equation (1), we specify the definition of the residuals ρ and ρ * . They are given by
Ox
These residual terms are still global quantities. In order to use it for local mesh adaptation, the estimator η h has still to be localized to cellwise or nodewise error indicators. For the applications in this work, we perform nodewise localization by summation over all nodes of the mesh. For a mesh T h with N nodes, the estimator can be expressed by
Then, the mesh is locally refined with respect to the error indicators η i := |τ i |. For more details on the localization procedure used, we refer to Braack and Ern [10] . However, there are also methods for localization to cellwise quantities, see [6] .
In the case where the quantity to be controlled is E(q − q h ), there are two possible situations. At first, E is linear. Then E(q − q h ) = E(q) − E(q h ), and we are in the situation discussed earlier. Second, when E is nonlinear, a relevant possibility is the case of a norm E(q − q h ) = q − q h . A posteriori error control of norms heavily depends on the kind of norm used and is beyond the scope of this article. However, the optimization algorithm presented may kept completely unchanged.
Identification of Arrhenius parameters
The first example we analyse with respect to the proposed optimization algorithm is the scalar cdr equation (1) with f ≡ 1, D = 10 −6 and a chemical source term of Arrhenius type (2). The variable u stands for the mole fraction of a fuel, while the mole fraction of the oxidizer is 0.2 − u. Since the Arrhenius law is a heuristic law and cannot be derived from physical laws, the involved parameters are a priori unknown and have to be calibrated. This parameter fitting is usually done by comparison of experimental data and simulation results. Therefore, this example is well suited for the proposed parameter identification algorithm.
Fuel (F ) and oxidizer (Ox) are injected in different pipes and diffuse in a reaction chamber with overall length 35 mm and height 7 mm (figure 2). At the centre tube, the Dirichlet condition for the fuel is u = u in := 0.2, and at the upper and lower tubes, u = 0. On all figure 3 the corresponding state variable (fuel), u 0 , is shown. Instead of experimental data, we choose the optimal parameters to be q = (6.9, 0.07) and replace the measurements with computations mode using these parameters:C := C(S(q)). As a consequence, the 'measurements' perfectly match for the optimal parameters. This will not be the case in the second example. The state variable u = S(q) is shown in figure 4 . For the optimal q, in contrast to the initial guess, q 0 , a sharp reaction front occurs. Obviously, the difference in the parameters has a substantial impact on the state variable, u.
The measurements C(u) ∈ R n m are modelled by mean values along n m = 10 straight lines i at different positions in the reaction chamber (see dashed lines in figure 2):
For the error functional, we choose the discretization error with respect to the second parameter E(q) = q 2 . In the optimization loop, we use the Gauss-Newton algorithm with the trust-region strategy described before. In table 1, the results obtained are listed. The third column displays the corresponding cost functional (difference in the observations). On the first mesh with only N = 1664 nodes, eight iterations (see second column) are done. On this mesh, the cost functional is reduced by more than two digits. In the fourth column, the remaining residual, Res, given in (20) is listed. The last two columns show the corresponding parameters obtained. After a reduction of Res by a factor of 10 −2 , the mesh is adapted locally according the a posteriori error estimator, η h . The second mesh has 2852 nodes. Here, the optimization loop is repeated. However, on the finer meshes, only a few ( 3) iterations are necessary. On the finest mesh, the error in the first parameter is about 0.03% and in the second parameter about 0.3%. Comparing the error in the parameters with a more conventional strategy on globally refined meshes, our proposed algorithm is much more efficient. In figure 5 , the absolute difference in the second parameter is plotted as a function of the number of mesh points. The dashed line represents results from our method on locally refined meshes. The solid line stands for parameter estimation with the same optimization loop but on uniformly refined meshes. For a relative error of less than 1%, only 6704 nodes are necessary with a locally refined mesh, whereas more than 100 000 nodes are necessary on a uniformly refined mesh. In figure 6 , a sequence of locally refined meshes produced by the refinement algorithm is shown. After optimization on the first mesh the parameters are already closer to the optimum, so that successive refinement does not resolve a flame front at a wrong position. The layers of small cells off the flame front are due to anisotropic elements along the x-axis on the initial mesh for resolving the thin burner lips. These cells are simply maintained during the adaptive process. The highest amount of mesh points is located near the flame front and close to the region where fuel and oxidizer mix at first and close the vertical measurement lines.
In order to show the flexibility of our approach, we perform the same optimization but with a different error functional E(q) := q 1 + q 2 . The optimized values on several meshes are given in table 2. These show definitely better accuracy in the first parameter.
Identification of diffusion parameters

Underlying system of equations
In this example, we consider a stationary hydrogen diffusion flame modelled by the following system of equations for velocity v, pressure p, temperature T and mass fraction y k :
The specific enthalpies are denoted by h i and the heat capacity at constant pressure is denoted by c p . Both quantities are evaluated using thermodynamic databases. The enthalpy flux is neglected. The set S denotes the set of chemical species. The density, ρ, is given by the perfect gas law in a mixture with partial molecular weights m i and a uniform gas constant, R:
The stress tensor, π, is given as usual for compressible flows:
where µ denotes the viscosity, depending on the temperature and the mixture fractions. The reaction terms, f i are given by a set R of elementary reactions: Since the thermodynamic pressure is constant, we use the isobaric approximation for the chemical source terms and the transport mechanisms. The heat flux, Q, is given by the Fourier law,
with λ the heat conductivity. The species fluxes, F k , are modelled by a simple Fick's law:
The scaling parameters, q k , are the free parameters that have to be calibrated in the optimization procedure. Following Hirschfelder and Curtiss [22] , the diffusion coefficients in the mixture D * k are obtained as
with binary diffusion coefficients D bin kl and mole fractions x l . In order to ensure that the sum over all species mass fractions is 1 and to have a consistent model, the inert species (N 2 ) is erased from the set of unknown species. 
Configuration of a hydrogen diffusion flame
The set-up for this hydrogen diffusion flame is taken from Braack and Ern [9] and is shown schematically in figure 7 . The initial parameters are set to q 0 = (1, . . . , 1) ∈ R n p , n p = 8 so that Fick's law with conventional diffusion parameters is recovered. Due to the rich fuel condition at the centre tube, there is not enough oxygen for complete burning of the fuel. This kind of flame is called underventilated. However, the peak temperature reaches more than 2000 K in the burnt gas. In figure 8 , a magnification of the resulting mass fraction of hydrogen peroxide, H 2 O 2 , is shown, indicating the flame front.
We substitute the experimental data by computations of the same flame but with a more sophisticated species diffusion model, namely multicomponent diffusion,
with species diffusion coefficients D kl and thermal thermal diffusion ratios χ l for describing the Soret effects (see Ern and Giovangigli [19] ). The computations are done on a very fine mesh. The fluxes (24) are evaluated using the EGLIB library [18] . The corresponding flame is shown in figure 9 , showing a qualitatively different flame front. A heavy impact on diffusion models for hydrogen flames is also observed in [20] . We wish to emphasize that this setting is not chosen to propose better constants for Fick's laws but to show the capability of the parameter identification algorithm. In contrast to the previous example, the observation values,C ∈ R n m , consist of 640 point values of mass fractions of hydrogen peroxide. These 'observation points' are distributed equidistant in the region of the flame front,
, where we have obtained reference values by computations with multicomponent diffusion models. In contrast to the first example in section 5, the observation operator for the optimized parameters will not match withC because Fick's law and multicomponent diffusion are qualitatively different. However, one may expect that optimized parameters will enhance the diffusion model at least with respect to the observations, i.e. point values of H 2 O 2 in . The error functional in this example was chosen as E(q) := q 1 . . In table 3 , we list the evolution of several parameters on the finest mesh, with 30 053 nodes. While the first and sixth parameters for the minor species H and HO 2 , respectively, are still changing a lot, the parameters for the educts hydrogen H 2 (q 2 ) and oxygen O 2 (q 3 ) remain relatively stable. Although q 6 changes between iteration 8 and 12 by a factor of nearly 10, the residual Res remains nearly the same. Hence, the reduced cost functional, j (q), is almost insensitive with respect to q 6 . This explains also the large optimal value q 6 = 18.6. Such effects can be overcome by reducing the set of free parameters or, even better, by using singular value decompositions of H k , allowing us to freeze linear combinations of parameters. For a detailed description of these techniques we refer to Bock [8] .
A comparison of H 2 O 2 for multicomponent diffusion in figure 9 and the corresponding solutions with the parameter-fitted Fick's law, given in figure 10 , shows a substantial improvement.
With respect to the numerical algorithm, we observe that the convergence rate for the Gauss-Newton algorithm (see section 2.1.1) is not satisfactory and that the number of iterations is too large. This behaviour can be explained by the fact that even for the optimal parameters, the least-squares residual, C(u) −C Z , does not vanish, nor does the second derivative of c(q). A comparison of the two approaches is given at the end of this section.
In view of this experience, we used for the computation of the hydrogen flame the method with updates for one part of the Hessian (see section 2.1.3). The computations are done on a sequence of four locally refined meshes. On each of these meshes, approximately 10 iterations are needed for reducing the residual Res, by a factor of 10. The overall computing time for determination of the eight parameters on subsequentially refined meshes was about 24 h on a PC Pentium IV running at 2.8 Ghz. This includes about 40 forward solutions (equation (14)) and about 40 × 8 = 320 tangent problems that are the discrete versions of equations (9) . We show a sequence of parts of the locally refined meshes for this optimization problem in figure 11.
Comparison of Gauss-Newton and quasi-Newton methods
In order to illustrate the difference between the performance of the Gauss-Newton method and the update method used (see section 2.1.3), we compare the two methods for a similar problem (but less numerically expensive): an ozone decomposition flame with three species and three reactions (see [3] ). The resulting residuals of the optimization condition (6) are plotted as a function of the number of iterations in figure 12 . While the Gauss-Newton algorithm needs 26 iterations for reducing the residual, Res, given by (20) down to 10 −5 , only six iterations are needed when the matricesM k are computed. For more details, we refer to [4] .
Summary and outlook
We proposed an algorithm for parameter identification for partial differential equations including local mesh refinement. The adaptivity is handled by a posteriori error estimation with respect to the error in the parameters. Furthermore, we show the performance of the proposed method with two types of combustion problems. In the first one, Arrhenius parameters are estimated. In the second example, diffusion coefficients are calibrated in order to match as well as possible with a more complex diffusion model.
In future work, this concept will be applied to parameter identification problems with real experimental data.
