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Abstract-This paper considers checkpointing intervals for a double modular redundancy (DMR) 
with signatures: a signature is a mapping of the original space into a much smaller spsce and 
represents the state of each processor. An execution time of a task is divided equally into n intervals, 
and at the end of each interval, a compare-and-store-checkpoint (CSCP) is always placed. Further, 
each CSCP interval is also divided equally into m intervals, and at the end of each interval, two 
processors calculate signatures and compare them. If signatures are different, it is judged that an 
error has occurred. Then, two processors are rolled back to the previous CSCP. We consider two 
types of checkpointing schemes: one scheme has signatures between CSCPs, and another scheme has 
signatures and a function of CCP between CSCPs. For each scheme, the mean execution times are 
obtained. Optimal checkpointing intervals which minimize the mean times are analytically derived. 
Further, two schemes are compared as numerical examples. @ 2003 Elsevier Ltd. All rights reserved. 
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1. INTRODUCTION 
This paper considers optimal checkpointing schemes with signatures: a signature is a mapping 
of the original space into a much smaller space and represents the state of each processor [1,2]. 
Signatures are used to detect errors simply in a double modular redundant (DMR) system. 
However, the’signature space is much smaller than that of processor’s states. Therefore, the 
different states of processors may become to be the same signature. 
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The following three types of checkpoints are well known: compare-and-store-checkpoint 
(CSCP), store-checkpoint (SCP), and compare-checkpoint (CCP) [l-3]. The CSCP is used to 
compare the states of two processors and to store them, the SCP is to store their states, and the 
CCP is to compare their states. We showed that the scheme with CCP is better than that with 
SCP on some conditions [4]. 
Suppose that S is a native execution time to complete a task, .which does not include the 
overheads of retries and checkpointing generations. Then, we divide S equally into n intervals 
and place a compare-and-store-checkpoint (CSCP) at scheduled time T where T - S/n. Further, 
T is divided equally into m, and signatures are calculated and compared. 
It is assumed that some errors of a processor occur at constant rate X (A > 0). If errors have 
not occurred, signatures are identical and the states of two processors are identical. If an error 
has occurred, signatures are different with probability 1 - E (0 5 & < 1) and an error is detected. 
Otherwise, signatures are identical with probability E, and an error is detected when the states 
of two processors are compared. 
Let &is denote the time to calculate signatures and to compare them, t, denote the time to 
store the states of processors, t, denote the time to compare their states, and t, denote the time 
to rollback to a consistent state. Then, we consider two types of checkpointing schemes: Scheme 1 
has only signatures between CSCPs, and Scheme 2 has signatures and a function of CCP between 
CSCPs. For each scheme, we obtain the mean execution time to complete a task, using renewal 
equations in stochastic process [5]. Further, we discuss optimal checkpointing intervals which 
minimize the mean execution time of each scheme, and compute them as numerical examples. 
2. SCHEME 1 
In Scheme 1, T is divided equally into m, and signatures are calculated and compared at 
scheduled time Tl. If signatures are different, an error has occurred. Then, we rollback to the 
previous CSCP and make a retry of a task. In this scheme, an error may be detected with 
probability 1 - E (0 5 E < 1). 
In Figure 1, an error has occurred between (i - 1)Ti and iT1, and is detected at (i f j - 1)Ti. 
Then, we rollback to the OTl of CSCP and make a retry. 
Error Error 
Occurrence Detection 
q : CSCP 
0 : Signature 
Figure 1. Task execution for Scheme 1. 
The mean execution time Li(m) for one interval (0, T] is given by a renewal equation 
Ll(m) = e- 2XmT1 b (TI + hg) + t,, + ts] 
2h-2xt dt Pmi+’ [m (Tl + tsig) + t,, + t, + t, + Ll(m)] 
(1) 
+C’ &3-1(1 - E) [(.i + i - 1) (TI + tsig) + t, + Ll(m)] . 
j=l 
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Solving equation (l), we have 
l-Em m-1 
Ll(m) = (Tl + big) - $pmT1 + c (1 _ Ei) (pT1 
l--E 
i=O# 1 
[ 
m-l 1 
(2) 
+ (tcp + tJ &me2xmTl + (1 - E) c EiezAi*l + t, (eZAm*l - 1) . 
i=o 
Putting Tl = T/m in equation (2), 
Ll(m) = 1 
(3) 
-I- (tcp + h) 
[ 
1 - pe2XT 
Eme2XT + (1 - E) 1 _ Ee2XT,m 1 + t, (e2XT - 1) , (m = 1,2,. . . ). 
It is evident that 
Ll(l) = [T + big + E (tcp + ts) + h] (e2XT - 1) + T + tsig + t,p + t,, 
Ll(o0) = 03. 
Thus, there exists an optimal number ml; (1 5 m;I < 00) which minimizes Ll(m). 
(4) 
3. SCHEME 2 
In the same way of Scheme 1, T is divided equally into m, and signatures are calculated and 
compared at scheduled time T2. Moreover, in Scheme 2, if signatures are identical, states of 
two processors are compared at T2, i.e., CCP is placed at T2. Thus, if an. error has occurred 
between (i - 1)Tz and iT2, an error is always detected at iT2 as shown in Figure 2. 
Error Error 
Occurrence Detection 
. ..Jf . . . . . . . . . . . . !!p/ k.; . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . -;r 
0 : CSCP 
0 : Signature 
Figure 2. Task execution for Scheme 2. 
Then, the mean execution time Lz(m) for one interval (0, T] is given by a renewal equation 
Lz(m) = e -2XmTz (mT2 + mtsig + mtq + ts) 
+ mg C,, 2Xe-2xt dt {E [iT2 + itsi, + it, + t, + Lz(m)] 
+ (1 - E) [iT2 + &g -t (i - l)tq + t, + Lz(m)]} 
s 
d-2 
+ 
(m-l)Ta 2Xe- 
2Xt dt {E [mT2 + mtsig + mt, + t, + t, + L2(m)J 
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Solving equation (5), 
Lz(m) = (Tz + t,ig) 2 ezxiT’ + t,, 2 e2xiTz - (1 _ ,c) (e2’m7’2 _ 1 
i=l i=l )I 
+ t, [l + E (e2xT2 - l)] + t, (e2XmTz - 1) . 
(6) 
Putting T2 = T/m in equation (6), 
L2(m) = 
( > 
z + tsig 2 e2XiTlm + t,, 2 e2XiTlm - (1 - E) (e2XT - 1) 
i=l [ i=l I (7) 
+ t, 1 + E 
[ ( 
e2XTIm - 1 >I + t, (e2XT - 1) , (m=1,2,...). 
Evidently, 
b(l) = [T + kg + E (tcp + ts) + b-1 (e2XT - 1) + T + tsig + t,, + t,, 
&(co) = 00. 
(8) 
Equation (8) is equal to (4). Thus, there exists an optimal number rns (1 5 rn$ < co) which 
minimizes L2 (m) . 
Putting m = T/T2 in equation (7), 
,$‘XT - 1 
Lz(T2) = (7’2 + tsig + tep) 1 _ e-2xT2 - t,(l - s) (e2XT - 1) 
(9) 
+ t, [1 + E (e2xTZ - l)] + t, (e2XT - 1) 
It is evident that 
&(O) = L2(cQ) = 00. 
Differentiating Lz(T2) with respect to T2 and setting it equal to zero, we have 
&,2X (e 2xT2 - 1)2 + (e2XT - 1) { e2xTZ - [l + 2X (Ts + tsig + t,.,)]} = 0. (10) 
Denoting the left-hand side of (10) by Q(T2), we easily have 
Q(0) = -2X (e2XT - 1) (tsig + tcp) < 0, 
Q(m) = 03, 
Q’(T2) = 2X (e2xTz - 1) (&,4X + e2XT - 1) > 0. 
Hence, there exists a finite and unique T,* (0 < TJ < oo) which satisfies (10). 
Therefore, we have the following optimal policy. 
1. If T$ < T, we put that [T/T,*J = m and calculate L(m) and Ls(m + 1). If Lz(m) I 
&(m + l), then mf = m, and conversely, if Lz(m) > Lz(m + l), then mf = m + 1. 
2. If Ti 2 T then rnz = 1. 7 
4. NUMERICAL EXAMPLES 
Suppose that S = 1.0, t,, = 2.5 X 10v5,t, = 5.0 X 10m4,t, = 5.0 X IOm5J,ig = 1.25 X 10e7, 
E = 1.0 x 10V3. Then, we show numerical examples of Schemes 1 and 2, and compare their 
results. 
In Scheme 1, Table 1 gives the optimal signature number rn;, the optimal signature interval Tl , 
the mean execution time Li (m;) for one interval, and the resulting mean execution time n*Li(m;) 
to complete a task, when the optimal CSCP interval T* and the optimal CSCP number n* 
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x 
0.005 
0.010 
0.050 
0.100 
0.200 
0.300 
0.400 
0.500 
Table 1. Numerical example of Scheme 1. 
T’ 71’ mi Ti -b ($1 n*h($) 
0.25000 4 8 0.0312 0.250918 1.00367 
0.16667 6 7 0.0238 0.167546 1.00528 
0.07143 14 7 0.0102 0.072285 1.01199 
0.05000 20 7 0.0071 0.050852 1.01704 
0.03571 28 7 0.0051 0.036575 1.02410 
0.02941 34 7 0.0042 0.030280 1.02950 
0.02564 39 7 0.0037 0.026515 1.03407 
0.02273 44 7 0.0032 0.023597 1.03826 
are given in [4]. For example, when X = 0.100 [l/set], m; = 7, T; = 0.0071 [set], Lr(7) = 
0.050852 [set], and 20 x Li(7) = 1.01704 [set], which is about 0.0013 seconds shorter than the 
results of a scheme with CCP [4]. 
Similarly, in Scheme 2, Table 2 gives the optimal signature interval T,, the optimal signature 
number rnz, the mean execution time Lz(mf) for one interval, and the resulting mean execution 
time n*Lz(mz). For example, when X = O.lOO[l/sec], T,* = O.O158[sec], rn; = 4, Lz(4) = 
0.050920 [set], and 20 x Lz(4) = 1.01839 [ set w ic is about 0.00005 seconds longer than the 1, h h 
results of a scheme with CCP [4]. However, when X is more than about 0.400, this is better than 
the results with CCP [4]. 
Further, it can be seen from these tables that both optimal numbers rn; and ma are almost 
constant and little depend on the error occurrence rate X of processors. This reason is that the 
optimal CSCP interval T* has become shorter with the increase of A. If T* is constant, then 
both mi and rnz will be increasing with A. Therefore, we can get the following result: the CSCP 
is made at time T, which decreases with A, and between CSCPs, signature should be made by a 
constant number. 
Table 2. Numerical example of Scheme 2. 
x T* n* T,' ml Lz (4 n"b cm;) 
0.005 0.25000 4 0.0709 4 0.250993 1.00397 
0.010 0.16667 6 0.0501 4 0.167617 1.00570 
0.050 0.07143 14 0.0224 4 0.072353 1.01294 
0.100 0.05000 20 0.0158 4 0.050920 1.01839 
0.200 0.03571 28 0.0112 4 0.036643 1.02601 
0.300 0.02941 34 0.0091 4 0.030348 1.03185 
0.400 0.02564 39 0.0079 4 0.026584 1.03677 
0.500 0.02273 44 0.0071 4 0.023666 1.04129 
5. CONCLUSIONS 
We have discussed the optimal checkpointing schemes with signatures, using DMR. The mean 
execution times to complete a task have been obtained. We have analyzed the optimal check- 
pointing numbers which minimize the mean times. The optimal checkpointing intervals have 
been given as numerical examples. Further, it has been shown that the mean execution time is 
reduced by setting signatures on some conditions. Particularly, the results of Scheme 1 have been 
better than that of a scheme with CCP [4]. 
S. NAKAGAWA et al 
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