Abstract. By using a geometric framework of PDE's we prove that the set of solutions of the D'Alembert equation (*) (ag]$f) = 0 is larger than the set of smooth functions of two variables f(x, y) of the form (**) f(x, y) = h(x) ' S(y) ■ This agrees with a previous counterexample by Th. M. Rassias given to a statement by C M. Stephanos. More precisely, we have the following result.
Synopsis
Questions of representation of functions in several variables by means of functions of a lesser number of variables have occupied the interest of mathematicians for centuries. One of these questions is closely connected with the thirteenth problem of Hubert (1862 Hubert ( -1943 and concerns the solvability of algebraic equations [7] . Functions of certain special forms have been investigated by several authors, including d'Alembert (1717-1783), who as early as 1747 proved that each sufficiently smooth scalar function h of the form (1.1) f{x,y) = h(x)-g(y)
has to satisfy the partial differential equation v ; V dxdy J (see [3] ). This equation can be also expressed in the form (1.2) / fy fx fxy = 0.
A. PRASTARO AND TH. M. RASSIAS
A generalization of the form (1.1) to a finite sum of products of functions in single variables (1.3) f(x,y)= Yl h'(x)-Si(y) Ki<n has been considered since the beginning of this century, and it forms the fundamental problem in the subject. The functions of the tensor product (1.3) play a significant role in many areas of both pure and applied mathematics, for example, in the theory of integral equations, ordinary and partial equations, and the approximation theory. In the year 1904 in the section Arithmetics and Algebra at the 3rd International Congress of Mathematicians in Heidelberg, C. Stephanos announced the following result:
The functions of the type (1.1) form the space of all solutions of the partial differential equation with the "Wronskian" of order (k + 1)
Jx" Jx"y fy"
fxy"
fx"y" = 0.
His talk was published in [21] (see also [22] ), where some further applications and consequences were discussed. However, no proof of the above result was given and no smoothness condition on the given function h was mentioned. It is our belief that Stephanos was thinking of analytic functions only. In fact, eighty years later, Rassias gave in [15] a counterexample of a function in two real variables satisfying the differential equation (1.2), which is not of the form (1.1). For the development of the subject see [13] . The new interest in the fundamental problem was revived in the beginning of the 1980s, when Neumann proved the basic theorem involving the equation ( 1.4) for functions of class C" . This important result was published in [10] (see also [11] ), where also a general criterion for a function /: X x Y -y R (or C, respectively), being of the form (1.3), was given in the form of the functional equation
for all Xt £ X and y}■ £ Y. For the proof of this criterion no structure on the sets X and Y is required. (Most of the theorems here hold for both realand complex-valued functions.) The problem of representing a function / in several (more than two) variables by (1.5) f(xx,...,xk)= Yj A(xi) ■ ■ ■ fik(xk) \<i<n was proposed by Rassias in [16] . Gauchman and Rubel [4] obtained some new results on finite sums expansions of the form (1.3), especially for real analytic functions. Moreover, they developed an interesting approach to finding special solutions of the classical partial differential equations, the so-called extended separation of variables. The first existence theorem on the decomposition (1.5) was discovered by Neuman [12] . Later, Cadek and Simsa [1] found an effective criterion for the existence of the decomposition (1.5) by making use of a system of functional equations, which does not require any assumption on the function /. Furthermore, in [2] Cadek and Simsa outlined a way to find systems of partial differential equations whose solutions spaces form the family of all sufficiently smooth functions f of type (1.5). Simsa [18] introduced some new functional expressions for functions of the form (1.3) using the so-called Casorati determinants. For a given function / that cannot be expressed in the form (1.3) with a prescribed value of /, it is an interesting problem to find the best approximation of the type
in a given metric functional space. For the case of L2 spaces, this problem was recently solved by Simsa [19] . However, for spaces without an inner product structure, the problem seems to be difficult and open. A weaker version of the above approximation problem, namely, to find a good approximation (1.6) and also an estimation of the error, was treated in [20] (see the forthcoming book by Rassias and Simsa [17] ).
In this paper we prove the following theorem. that belongs to such a subspace can be represented in the following way:
Thus a function can be represented in the form (2.1 ) iff f belongs to some vector subspace of finite dimension kx---km. Therefore, we get
On the other hand we have the following exact sequence: More precisely the diagram
is commutative, where (i) n is the canonical morphism of vector bundles over R2 (x,y), and (ii) /s is defined by the following equations: . Let E2 c J2¡2(M, R) be a second-order PDE, where M is an ndimensional manifold. Let F(x,a ,y,ya,yaß) = 0 be the local expression of E2. Then, the space of characteristic vectors at a point q £ E2 is an ndimensional space generated by the following linearly independent vector fields on E2:
Proof of Lemma 9. The ideal ^(E2) that characterizes the Cartan distribution E2 of E2 is generated by the following differential 1-forms: Remark. This result interprets a general behaviour of PDE's. In fact, "singular solutions" or multivalued solutions cannot be interpreted as graphs of jet-derivative mappings. Therefore, a generalization of our considerations for functions of more than two variables can be, in a similar way, directly developed. In fact, we can also prove that the set of solutions of the following generalized D'Alembert equation (d'A)" c J3in(Rn, R) :
properly contains graphs of the «-jet-derivatives of all functions / £ C°°(R",R) that can be expressed in the form f(xl, ... , xn) = fx(xl)---fn(x").
(We do not go into details as these are trivial extensions of previous ones made for two variables.) The reader can find an extensive study, and other results, of this subject in the book by Th. M. Rassias and J. Simsa [17] (see in particular, Chapter VIII).
