We present an optoelectronic method to analyze three-dimensional ͑3D͒ scenes that is able to detect the presence, and also the position and orientation, of a reference 3D object. The data-acquisition procedure is based on digital holography. A phase-shifting interferometer records a single digital Fresnel hologram of the 3D scene with an intensity-recording device. Holographic information of the 3D reference object is also obtained with the same method. Correlation techniques are then applied to recognize the presence and position of the 3D reference object in the 3D scene. The technique also allows us to detect the 3D reference with a small out-of-plane rotation. Preliminary experimental results are presented that demonstrate the theory.
Introduction
Advantages of optical information-processing techniques, such as parallel operation, high spacebandwidth product, and storage capacity, have encouraged extensive research in optical security applications [1] [2] [3] [4] [5] and in optical pattern-recognition techniques based on the correlation operation. 6 -10 In principle, these methods have been applied to the processing of two-dimensional ͑2D͒ images, but their extension to three-dimensional ͑3D͒ image processing is now a growing field of research.
One approach to develop 3D pattern-recognition techniques consists of performing 2D sequential optical correlations of 2D input images with different 2D projections of the 3D input scene previously stored on holographic memories. 11 In other studies the collection of 2D projections of the reference object is used to design a multiplex filter that is used to recognize 3D input objects in real time. 12 Sets of 2D projections obtained with conventional video techniques can also be electro-optically processed and combined to implement 3D spatial correlations between the 3D reference and input scene. 13 Surface profilometry methods have also been applied to 3D object recognition. 14 They combine Fourier transform profilometry with 2D correlation techniques.
A second class of procedures to implement 3D optical pattern recognition is based on holographic recording. [15] [16] [17] One technique uses heterodyne scanning to record the reference 14, 15 that afterward is compared with the 3D input object by use of the same holographic method. However, this procedure needs further processing to achieve full shift invariance and requires complex codification of the reference hologram in the recognition step. A simpler approach consists of obtaining digital Fresnel holograms of the 3D input scene and the reference. 17 In this way, correlation techniques can be applied directly to the digital hologram. Nevertheless, the method is not shift invariant under axial displacements and is sensitive to phase fluctuations originated by rough surfaces of the objects.
In this paper we propose a new method based on digital holography to analyze 3D scenes. It allows us to perform 3D correlations between the information obtained from a digital hologram of the 3D reference and a single digital hologram of the input scene. The digital holograms are obtained by phaseshift interferometry. 18, 19 This technique permits us to record efficiently the amplitude and phase generated by the 3D objects with a CCD camera in a plane located in the Fresnel diffraction region. Once the holograms have been obtained, we are able to calculate the amplitude and phase of the complex wave front generated by the 3D objects in any plane perpendicular to the output plane within the Fresnel approximation. Also, we reproduce the complexamplitude distribution in planes tilted with respect to the output plane by using partial information from the digital holograms. These facts allow us to apply 3D correlation techniques to the 3D amplitude distribution generated by the objects. In this way, not only the three Cartesian coordinates of the reference in the 3D input space but also the relative out-ofplane rotation of the target with respect to the reference can be obtained.
In contrast with the technique described in Ref. 17 , instead of using the digital holograms directly, we first evaluate the amplitude distribution of the objects in the 3D object space. Also, by filtering the phase information, we achieve a system less sensitive to noise and fast fluctuations of the complex distribution produced by the rough surfaces of the objects. In this way, with this new method we are able to achieve full 3D shift invariance.
In Section 2 we review the basic principle of the method to obtain the digital Fresnel hologram of a 3D scene. In Section 3 we present our technique for 3D image recognition. We discuss how to evaluate correlations, taking into account the 3D orientation of the reference in Section 4. Finally, in Section 5 we report some experimental results that validate the theory.
Fresnel Digital Hologram of the Three-Dimensional Input Scene
The first step of our optoelectronic procedure to perform 3D pattern recognition is to record a digital hologram of the 3D objects under study. The optical system for digital holographic recording is depicted in Fig. 1 . It is based on a Mach-Zehnder interferometer architecture. The object beam illuminates the 3D input object, and the reference beam forms an on-axis interference pattern with the light diffracted by the object onto the CCD camera. In Fig. 1 , L is a refractive lens, D is a diaphragm, SF denotes a spatial filter, BS 1 and BS 2 are beam splitters, M 1 to M 4 are plane mirrors, RP 1 and RP 2 are two wave plates with retardation ͞2 and ͞4, respectively, and is the wavelength of the light. The objects are located at an approximate distance d from the CCD.
We can describe the opaque objects as a continuum 3D distribution of point sources with relative amplitude O͑x, y, z͒, where x and y are transverse coordinates and z is the paraxial distance to the output plane. In the following discussion we assume that the light incident in the output plane has been diffracted only once in the surface of the object. In this way, the complex-amplitude distribution at the output plane, H O ͑x, y͒, can be evaluated with the following 3D integral of superposition,
where is the wavelength of the incident light. In Eq. ͑1͒, A H ͑x, y͒ and H ͑x, y͒ are the amplitude and phase, respectively, of the complex-amplitude distribution at the output plane generated by the object beam. In this approximation, i.e., neglecting secondary diffraction, the object can also be considered as a continuum of 2D images at different distances z to the output plane. Note that for a given coordinate ͑ x, y͒, the surface of the opaque 3D object is determined by two possible values of coordinate z. In the current approach, the function O͑x, y, z͒ considers only the minor value of z, i.e., those points of the opaque 3D object that are viewed from the output plane and contribute to the output diffraction pattern. The parallel reference beam in Fig. 1 travels through two retarder plates, is reflected by beam splitter BS 2 , and interferes on axis with the light diffracted by the 3D object in the CCD detector. The phase retarders are a quarter, ͞4, and a half, ͞2, wave plates. They allow us to modulate the phase of the reference beam with phase shifts ⌬ 1 ϭ 0, ⌬ 2 ϭ Ϫ͞2, ⌬ 3 ϭ Ϫ, and ⌬ 4 ϭ Ϫ3͞2 by aligning the fast and slow axes of the retarders with the polarization of the incident light. The amplitude distribution generated by the reference beam at the output plane can be written as A R exp͓i͑ R ϩ ⌬ p ͔͒, where A R is the amplitude of the reference distribution, assumed constant, and R denotes the constant phase when both fast axes of the retarder plates are aligned with the direction of polarization. The phase ⌬ p , where subscript p is an integer from 1 to 4, denotes the four possible phase shift values.
The intensity at the output plane is given by the coherent superposition of the object and reference fields, i.e., Thus recording four interference patterns I p ͑x, y͒ with the reference beam phase shifted by the previous four values of ⌬ p allows us obtain the phase and amplitude of the object beam. From Eq. ͑2͒ it is straightforward to show that the phase is given by
The amplitude can be calculated from the following equation:
Parameters R and A R are the constant phase and amplitude of the reference beam and can be substituted by 0 and 1, respectively. In this way, Eqs. ͑3͒ and ͑4͒ provide the amplitude A H ͑x, y͒ and phase H ͑x, y͒ of the Fresnel diffraction pattern generated by the 3D scene at the output plane.
Three-Dimensional Image Recognition
Digital recording of the complex distribution generated by the 3D scene allows us to reconstruct the light field at any plane orthogonal to the output plane, including those planes containing the 3D objects, as shown in Fig. 2 . This permits us to reconstruct the 3D light distribution generated by the scene in a volume with a size limited only by the Fresnel approximation and the characteristics of the digital algorithm used to reconstruct the information. Similar 3D objects will generate similar 3D light distributions in volumes located at the same relative distance from the object. Thus applying 3D correlation techniques to the 3D light distribution volume allows us to recognize the presence and location of a 3D reference in a 3D input scene, as we show next.
The amplitude distribution at an arbitrary distance z from the output plane can be evaluated, starting from the digital hologram, by use of the following diffraction integral in the Fresnel approximation
Substituting Eq. ͑1͒ into Eq. ͑5͒, and after performing some mathematical operations, we can write the amplitude distribution at a distance z from the output plane as
For each distance z, Eq. ͑6͒ represents a coherent superposition of different Fresnel diffraction patterns. Each diffraction pattern is generated by the light coming from regions of the object located at a fixed distance zЈ from the output plane and results from a free-space propagation through the distance z ϭ zЈ Ϫ z. This can be clarified by rewriting Eq. ͑6͒ in the following form,
where R denotes convolution and the term exp͓͑i͞ z ͒͑ x 2 ϩ y 2 ͔͒ acts like a defocus term. For a given reconstruction plane at a fixed distance z, regions of the 3D object such that zЈ ϭ z, i.e., z ϭ 0, appear focused, but other areas of the object appear defocused in the same plane.
The distribution U O ͑ x, y, z͒ constitutes a 3D function that contains information about the location of 3D objects in the 3D scene under consideration. It is important to note that the 3D transformation given by Eqs. ͑6͒ and ͑7͒ represents a linear shift- 
as can be easily demonstrated by the replacement of O͑ x, y, z͒ by OЈ͑ x, y, z͒ in Eq. ͑7͒. Thus application of correlation techniques to U O ͑ x, y, z͒ can provide information about the presence and position of a reference 3D object. This property is represented in Fig. 3 where two similar objects are located in two different positions of the 3D space. From the figure, it is clear that the diffraction pattern generated by one of the objects at a given distance z from an arbitrary reference point will be similar to that generated by the other input object in a plane located at the same distance. In other words, the diffraction pattern generated by the 3D reference in plane A ͑see Fig. 3͒ will be similar to that generated by the 3D object in plane B if this object is similar to the reference, and this idea applies to the rest of planes constituting the diffraction volume.
Let us denote with R͑ x, y, z͒ the amplitude distribution of a 3D reference object and with S͑ x, y, z͒ that of a different 3D object. The input scene O͑ x, y, z͒, which contains both objects located at arbitrary positions, can be described in the following way,
where the parameters ͑a, b, c͒ and ͑aЈ, bЈ, cЈ͒ denote the Cartesian coordinates of the relative displacement of the reference R͑ x, y, z͒ and the object S͑ x, y, z͒, respectively, in the 3D input scene. Owing to the shift-invariant property, the 3D correlation between the 3D amplitude distribution U O ͑ x, y, z͒ and U R ͑ x, y, z͒, both of which we measured by recording a respective digital hologram and using Eq. ͑5͒, is given by
where ‫ء‬ denotes correlation and ␦ is the Dirac delta function. In Eq. ͑9͒, C RR ͑x, y, z͒ is the autocorrelation of the 3D amplitude distribution generated by the reference and C SR ͑x, y, z͒ the cross correlation of 3D amplitude distribution generated by the reference with that generated by the other 3D input object.
Owing to the autocorrelation operation, a sharp peak is expected to appear detecting the presence and 3D position of the reference in the input scene. This peak allows us to discriminate the target from other different input objects, as we show in the experimental results. Digital reconstruction of the light distribution generated by the input objects can be performed by computation of the Fresnel integral in Eq. ͑5͒ numerically. Let H͑m, n͒ be the discrete amplitude distribution of the digital hologram, where m and n are discrete coordinates along the orthogonal directions x and y, respectively. In this way, x ϭ m⌬x and y ϭ n⌬y, where ⌬x and ⌬y are the resolution of the CCD detector. The discrete 3D complex-amplitude distribution U O ͑mЈ, nЈ, p͒ at a plane orthogonal to the digital hologram, located at a distance z ϭ ⌬zp, is given, aside from constant factors, by the following set of discrete Fresnel transformations:
H͑m, n͒
In Eq. ͑10͒ mЈ, nЈ, and p are discrete coordinates at the reconstruction space; ⌬xЈ, ⌬yЈ, and ⌬z denote the respective resolutions; and N x and N y are the number of pixels of the detector along the x and y axes, respectively. It can be shown that the resolutions ⌬xЈ and ⌬yЈ along the horizontal and vertical transverse directions at the object space are given by
and the resolution ⌬z, along the axial coordinate, is determined by the number of samples in this direction. Note that with this approach the transverse Fig. 3 . Reconstruction of the irradiance volume for two similar objects. The diffraction pattern generated at plane A by one object is similar to that generated at plane B by the other object.
resolution
͑10͒ we obtain the 3D amplitude distribution by using the transfer function method with the following operation,
where Ᏺ denotes the 2D discrete Fourier transformation and u and v denote transverse discrete spatial frequencies. In this way, the transverse resolution remains the same, independent of the propagation distance, and equal to that in the digital hologram ͑⌬x, ⌬y͒. Thus it is not necessary to make any correction to keep the axial shift invariance. Pattern recognition of 3D objects is then performed by evaluation of the discrete 3D amplitude distribution generated by the reference, U R ͑m, n, p͒, and the input scene, U O ͑m, n, p͒, in the region under consideration from the respective digital holograms by use of Eq. ͑12͒ and computation of the correlation in Eq. ͑9͒ numerically. This is done by use of a discrete Fourier transform approach, i.e.,
where now Ᏺ denotes the 3D discrete Fourier transformation. To reduce the sensitivity of the method to phase variations, introduced by the rough surface of the inputs, by translations of the objects, or by distortions of the object beam, the 3D irradiance distributions ͉U O ͑m, n, p͉͒ 2 and ͉U O ͑m, n, p͉͒ 2 must be used, instead of the respective 3D complex amplitudes, in Eqs. ͑9͒ and ͑13͒.
Image Recognition of Out-of-Plane Rotated 3D Images
As has been stated in Refs. 17 and 20, it is possible to reconstruct different views of the 3D object by use of displaced windows in the digital hologram that are illuminated with tilted plane waves, as is shown in Fig. 4 . Consequently, it is also possible to obtain the light distribution at planes located at different distances from the hologram but also tilted with respect to the output plane. Let us consider a partial rectangular window, H O ͑m, n; a x , a y ͒, of the digital hologram centered at discrete coordinates a x and a y with respect to the optical axis. By considering only the information contained in this region of the hologram, we are simulating a direction of observation that subtends angles ␣ and ␤ with the optical axis given by
Now, the discrete complex-amplitude distribution U O Ј͑m, n; ␣, ␤͒ at a plane located at a distance z ϭ ⌬zp and tilted by angles ␣ and ␤ with respect to the hologram plane can be computed with the following equation,
where
In the previous equation, rect͑x, y͒ is the rectangle function and b x and b y denote its transverse size. Note that the linear phase factor in Eq. ͑16͒ simulates the effect of a tilted plane wave incident on the hologram. Let us consider now that an input scene contains the reference 3D object but with a small out-of-plane rotation. Figure 5 shows a 2D diagram of this situation with two objects in the input scene, the reference and the rotated reference. Let us suppose that the center of the digital hologram faces a given surface of the 3D reference. When the 3D object is tilted a small amount, a different region of the hologram faces perpendicularly to the same surface of the object. By reconstructing the light distribution at different planes, tilted with respect to the output plane, using only this region of the digital hologram, we can generate a diffraction volume in which the values of the amplitude generated by the rotated 3D object are similar to those generated by the original reference. Thus applying correlation techniques by use of Eq. ͑13͒ allows us to detect the 3D reference even with out-of-plane rotations. As in Section 3, irradiance distributions must be considered, instead of complex amplitude, to avoid phase effects.
Experimental Results
We performed a preliminary experiment on 3D pattern recognition to detect the presence and 3D position of a 3D reference in an input scene. The optical setup in Fig. 1 was constructed by use of an Ar laser with wavelength ϭ 514.5 nm. The wave plates were a ͞2-and a ͞4-phase retarders adapted to the previous wavelength. The detector was a megapixel CCD with pixel size ⌬x ϫ ⌬y ϭ 9 ϫ 9 m. The reference object was a cubic die with a lateral size equal to 4.6 mm. The center of the die was located at a distance d 1 ϭ 345 mm from the output plane. Figure 6 shows a picture of the irradiance distribution at a distance z ϭ d 1 mm from the output plane, corresponding to the reference object. We obtained it by computing the reference hologram with Eqs. ͑3͒ and ͑4͒ and, afterward, evaluating Eq. ͑12͒ with a fast Fourier transform algorithm. 21 As in the first input scene we use two similar dice located at different distances. One was located at the same position as the reference, and the other had its center located at a different axial distance from the output plane and was displaced transversely and rotated in a small angle around the vertical axis. We obtained the 3D amplitude distribution generated by the input scene by recording a digital hologram and using Eq. ͑12͒ to generate a set of 2D distributions with different propagation distances z. Figure  7 shows the irradiance distribution at only two planes of the 3D input scene. Figure 7͑a͒ corresponds to the irradiance at a distance z ϭ 315 mm, whereas Fig.  7͑b͒ is that obtained at z ϭ 345 mm. The 2D distributions in Fig. 7 are just two elements of the set of 2D functions characterizing the 3D input scene.
The 3D amplitude distribution characterizing the reference object can be obtained in the same way as that associated with the input scene to perform the 3D correlation operation in Eq. ͑13͒. However, some previous operations are applied to improve the efficiency of the technique. First, to reduce computation time, instead of computing the 3D correlation between the two 3D functions, we consider as the reference function only the 2D distribution shown in Fig. 6 . In this way, this 2D reference function can be sequentially correlated in the computer with the different 2D functions that characterize the 3D input scene. Second, to reduce the sensitivity to phase fluctuations owing to the roughness of the object surface and other phase effects, the reconstructed phase is filtered and only the irradiance distribution is used in the correlation process. Finally, to increase discrimination ability, we use a nonlinear filter to perform the correlation. We construct the filter using only the phase associated with the complex conjugate of the Fourier transform of the reference function. The result, after computation of the correlation for different 2D reconstructions of the irradiance distribution associated with the input, constitutes a correlation volume. By analysis of the correlation peaks in this volume, it is possible to determine the 3D position of the reference in the input scene. Figure 8 shows a plot of the correlation between the reference and two different 2D sections of the 3D input amplitude distribution. We selected those reconstructions depicted in Fig. 7 , which give us two local maxima of the correlation. Figure 8͑a͒ corresponds to the correlation between the reference in Fig. 6 with the 2D amplitude distribution in Fig. 7͑a͒ , whereas Fig. 8͑b͒ shows the result obtained by correlation of the distributions in Figs. 6 and 7͑b͒. Both plots, normalized to the same value, show a clear maximum at the locations of the 3D reference. The maximum in Fig. 8͑a͒ is lower than that in Fig. 8͑b͒ owing to the small rotation of the reference. The rotation angle can be calculated as discussed below. The locations of the maxima determines the transverse locations of the objects in the input scene with respect to the original position of the reference. The distance z for which we obtain the maximum value of the correlation peak, z ϭ 315 mm and z ϭ 345 mm, determines the axial position of the two objects.
To point out the dependence of the correlation peak on the reconstruction distance, in Fig. 9 we represent the correlation peaks for different propagation distances z. To show in the same figure the correlation peak for each object, for each distance z we extract a profile of the correlation function along the direction in the XY plane, xЈ, that includes both local maxima. The plot is then normalized between the minimum and the maximum values of all the correlation peaks. There are two clear local maxima at the two axial positions of the reference object. With the information obtained, it is possible to localize the 3D reference in the 3D input space. One of the objects is located at the same position as the original reference object. The second one, similar to the reference but displaced and slightly rotated, is located at 3D coordinates with respect to the original position of the reference given by ͑Ϫ7.72, Ϫ3.35, Ϫ30͒ mm. Figure 10 shows a second input scene in which an object similar to the reference remains in the same position and a second different object has been located with different coordinates. The figures have been obtained by digital holography and reconstruction of the amplitude distribution at two different distances. By recording a digital hologram and reconstructing the 2D irradiance distribution at different distances it is possible for us to generate the 3D input function ͉U O Ј͑ x, y, z͉͒ 2 . Correlation of the distribution in Fig. 6 with the different sections of this 3D input function shows that only one reference is located in the 3D input scene. The normalized correlation corresponding to two different distances, those giving maximum values for each object, is represented in Figs. 11͑a͒ and 11͑b͒ . Now, only one maximum in the 3D position corre- Fig. 8 . Correlation of the irradiance distribution associated with the reference with that of the input scene for different distances: ͑a͒ correlation of the distribution in Fig. 6 with that in Fig. 7͑a͒ and ͑b͒ correlation of Fig. 6 with Fig. 7͑b͒ . Fig. 9 . Value of the correlation along the direction xЈ, which includes both local maxima in Fig. 8 , for different propagation distances z. sponding to the location of the reference object is detected.
Finally, we performed the correlation of the axial reconstruction of the reference object in Fig. 6 with reconstructions of different perspectives of the input scene in Fig. 7 . The perspectives were evaluated for a fixed focusing distance z ϭ 315 mm. In Fig. 12 we show the result of the reconstruction, limited to the focused object, for three different angles of view. The angles with respect to the optical axis for the different perspectives labeled ͑a͒, ͑b͒, and ͑c͒ are Ϫ0.9°, 0, and 0.9°, respectively. We generated these perspectives with Eq. ͑15͒ by considering only a partial window in the hologram located at different positions along the x axis. We used a window with a horizontal size of 256 pixels and a vertical size equal to the size of the CCD. Note that, to preserve the quality of the images, the size of the window was reduced only along the x axis, the direction for which we want to achieve different views of the 3D object.
The correlations of the irradiance distributions in Fig. 12 with that of the reference object are shown in Fig. 13 . Note that the correlation peak is higher in Fig. 13͑a͒ , denoting that the input object was rotated with respect to the reference. In Fig. 14 we show the value of this correlation peak as a function of the lateral displacement of the hologram window used to reconstruct the perspective, i.e., as a function of the angle of view. A clear maximum appears when the displacement of the window with respect to the center of the hologram is Ϫ544 pixels, corresponding to the correlation obtained when the input object is reconstructed with an angle of view of Ϫ0.9°with respect to the optical axis. As there is a best matching between the irradiance distribution of the reference and that of the input object for this angle of reconstruction, this result implies that the input object was rotated by this amount with respect to the reference. Fig. 11 . Correlation of the irradiance distribution associated with the reference in Fig. 6 with that of the input scene in Fig. 10 for two distances: ͑a͒ correlation with the distribution in Fig. 10͑a͒ and ͑b͒ correlation with the distribution in Fig. 10͑b͒ . Fig. 12 . Irradiance distribution of the 3D input scene in Fig. 7 , focused at z ϭ 315 mm, for different perspective angles in the horizontal direction: ͑a͒ Ϫ0.9°, ͑b͒ 0°, and ͑c͒ 0.9°. Only the focused object is shown.
Conclusions
We have proposed an optoelectronic method, based in digital holography, to perform pattern recognition of 3D objects located in a 3D scene. Our technique allows us to discriminate the 3D reference from different objects and to determine its 3D position in the input scene. The possibility to reconstruct the amplitude distribution generated by the input scene at different axial distances has been the key for determining the 3D position of the reference. Also, different perspectives of the 3D input scene can be generated, allowing us to detect the reference even when small out-of-plane rotations have been applied.
The method allows us to evaluate 3D correlations between the 3D functions that characterize the reference and the input scene. These functions are the irradiance distributions generated by the objects illuminated coherently and measured at different distances from the output plane. Information from all points of the 3D object that are viewed from the output plane, focused or not, is taken into account to perform the 3D correlation. In this first approach, to reduce computation time in the recognition process, we use as the reference function only the 2D irradiance distribution generated by the reference in a plane parallel to the output plane. This 2D function is compared with the 3D irradiance distribution generated by the input scene by correlation of the first with different sections of the second. Experimental results prove the feasibility of our method. E. Tajahuerce acknowledges the support of the Dirección General de Investigación Científica y Técnica ͑PB98-1049-C02-01͒, Spain. Fig. 13 . Correlation of the irradiance distribution associated with the reference in Fig. 6 with those of the input scene in Fig. 12 . Labels ͑a͒, ͑b͒, and ͑c͒ correspond to the correlations with the respective distributions in Fig. 12 . Fig. 14 . Maximum value of the correlation between the reference in Fig. 6 and the input scene reconstructed with different angles of view. The normalized correlation peak is plotted versus the displacement of the window along the x axis in the digital hologram of the input object.
