Minería de textos y de la web by Cagnina, Leticia et al.
Miner´ıa de Textos y de la Web
Leticia Cagnina*, Edgardo Ferretti, M. Paula Villegas, M. Jose´ Garciarena,
Sergio Burdisso**, Dar´ıo Funez, Carlos Vela´zquez, Marcelo Errecalde
Laboratorio de Investigacio´n y Desarrollo en Inteligencia Computacional
Departamento de Informa´tica, Universidad Nacional de San Luis
Eje´rcito de los Andes 950 - (D5700HHW) San Luis - Argentina
e-mails de contacto: {lcagnina, ferretti, merreca}@unsl.edu.ar
Resumen
Este art´ıculo describe, brevemente, las ta-
reas de investigacio´n y desarrollo que se esta´n
llevando a cabo en la l´ınea de investigacio´n
“Miner´ıa de Textos y de la Web” en el mar-
co del proyecto “Aprendizaje automa´tico y
toma de decisiones en sistemas inteligentes
para la Web”. La l´ınea aborda diversas a´reas
vinculadas a la ingenier´ıa del lenguaje natu-
ral, como por ejemplo el Procesamiento del
Lenguaje Natural (PLN), la Lingu¨´ıstica Com-
putacional, la Miner´ıa de Textos, la Miner´ıa
de la Web y la recuperacio´n de informacio´n
de la Web. En el contexto de este proyecto
por lo tanto, esta l´ınea se centra en todos
los problemas vinculados con el desarrollo
de herramientas inteligentes para la extrac-
cio´n, ana´lisis y validacio´n de contenido Web,
que incluyen: representacio´n de documentos
y usuarios de la Web, medidas de calidad de
informacio´n para el contenido Web, te´cnicas
abiertas de extraccio´n de informacio´n para
la Web, algoritmos de categorizacio´n super-
visados, semi-supervisados y no supervisados
y caracterizacio´n de usuarios, entre otros.
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Contexto
La l´ınea de investigacio´n “Miner´ıa de Tex-
tos y de la Web” es una de las tres l´ıneas del
proyecto titulado “Aprendizaje automa´tico y
toma de decisiones en sistemas inteligentes
para la Web”, un nuevo proyecto que sera´ pre-
sentado este an˜o como continuacio´n del Pro-
yecto de Investigacio´n Consolidado (PROICO)
titulado “Herramientas y mecanismos para
la toma de decisiones en agentes inteligentes
artificiales”. Este u´ltimo proyecto, aproba-
do por evaluadores externos a la UNSL, se
desarrolla en el Laboratorio de Investigacio´n
y Desarrollo en Inteligencia Computacional
(LIDIC) de la UNSL y ha sido financiado en
forma directa por la UNSL (PROICO 30312)
y en forma indirecta por: a) el Programa de
Incentivos (22/F237), b) la Comisio´n Euro-
pea de Investigacio´n e Innovacio´n, a trave´s
del programa Marie Curie Actions: FP7 Peo-
ple 2010 IRSES, c) el CONICET, a trave´s
de un investigador asistente y becas: dos de
Doctorado y dos de Post-Doctorado asignadas
a integrantes del proyecto y d) el Consejo Na-
cional de Ciencia y Tecnolog´ıa (CONACYT-
Me´xico) y otros organismos cient´ıficos del go-
bierno mexicano, en los que distintos inte-
grantes han participado en tres proyectos de
investigacio´n como colaboradores externos.
Este proyecto posee adema´s dos l´ıneas de
investigacio´n denominadas: “Aplicaciones” y
“Toma de decisiones y aprendizaje automa´-
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tico”; la primera enfocada en el uso del apren-
dizaje automa´tico en psicolog´ıa, educacio´n y
el cuidado de la salud y la segunda dedicada
al desarrollo de modelos formales y mecanis-
mos para la toma de decisiones y aprendizaje
en agentes artificiales inteligentes. Es claro en
este contexto, que muchos problemas y apli-
caciones intersectan los alcances de ma´s de
una de las l´ıneas de este proyecto, lo cual
involucra un trabajo integrado y coordinado
permanente a los fines de optimizar los re-
cursos disponibles para la obtencio´n de los
objetivos propuestos.
Introduccio´n
En la actualidad, la cantidad de infor-
macio´n disponible en la Web crece a un rit-
mo exponencial. Mucha de esta informacio´n
esta´ almacenada en forma de documentos de
texto generados por diferentes usuarios los
cuales poseen diversas caracter´ısticas. Ejem-
plos de este tipo de material es el producido
en las redes sociales como Facebook, Google+,
sitios de microblogging como Twitter y las
innumerables facilidades de chats disponibles
hoy en d´ıa. La posibilidad de analizar toda
la informacio´n disponible significa un reto
muy importante para los investigadores de
las Ciencias Sociales, razo´n por la que surge
la necesidad de contar con herramientas au-
toma´ticas que permitan acceder, organizar y
almacenar el caudal de material con el que
se cuenta. En este sentido, la caracterizacio´n
del autor (en ingle´s, author profiling) es la
tarea que tiene como principal objetivo el
ana´lisis de los textos de un autor con la fi-
nalidad de obtener tanta informacio´n como
sea posible respecto de la/s persona/s que
escribieron dichos textos. Informacio´n rela-
cionada a la edad, ge´nero, personalidad, de-
mograf´ıa, idioma natal y antecedentes cul-
turales [7], son algunos ejemplos del tipo de
informacio´n que se puede extraer consideran-
do so´lo los textos de una persona. El deter-
minar correctamente el perfil de un autor es
un problema que tiene una amplia gama de
aplicaciones que podr´ıan impactar en nues-
tras vidas de forma considerable. Por ejem-
plo, en marketing, el detectar caracter´ısti-
cas espec´ıficas de los usuarios (por ejemplo
el ge´nero de personas que gustan de cier-
to producto), permitir´ıa mostrar so´lo cier-
tos tipos de productos a so´lo ciertos tipos
de usuarios. De manera similar, en el a´rea
de Business Intelligence, conocer que´ tipo de
personas son las interesadas en determinados
servicios podr´ıa significar el e´xito o fracaso de
la empresa. Ma´s interesante au´n, en el campo
forense, el reconocimiento del perfil lingu¨´ısti-
co de acosadores (por ejemplo pedo´filos) pue-
de significar el hecho de identificar e incluso
sentenciar a los sospechosos [20, 12].
Wikipedia, la enciclopedia en l´ınea de libre
acceso ma´s popular e importante de todos
los tiempos, es otra de las fuentes fundamen-
tales de informacio´n en la Web. Sin embar-
go, su popularidad tambie´n conlleva un reto
crucial: mejorar continua y sistema´ticamente
la calidad de los textos que la componen.
Este aspecto no es casual si consideramos que
los autores que contribuyen con Wikipedia
son heteroge´neos, en cuanto al nivel de edu-
cacio´n, edad, cultura, habilidades del lengua-
je y especializacio´n en un a´rea. De all´ı la
importancia de poder identificar de manera
automa´tica ciertos aspectos de calidad como
por ejemplo: la exactitud, fiabilidad y rele-
vancia [21] de la informacio´n publicada. Dife-
rentes herramientas han sido propuestas para
la clasificacio´n de los documentos de Wiki-
pedia, como as´ı tambie´n diferentes me´tricas
para evaluar la presencia o no de diferentes
fallas de calidad.
En la siguiente seccio´n, se describen los
principales enfoques desarrollados por los in-
tegrantes del grupo en lo que respecta al es-
tudio de la caracterizacio´n del autor, calidad
de informacio´n en Wikipedia y algunas ex-
tensiones de trabajos ya desarrollados como
la clasificacio´n no supervisada de textos cor-
tos.
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Desarrollo e Innovacio´n
En te´rminos generales, la l´ınea “Miner´ıa
de Textos y de la Web” se desarrollo´ siguien-
do tres aristas bien marcadas. Cada una de
ellas se detalla brevemente a continuacio´n.
Mecanismos automa´ticos para la carac-
terizacio´n del autor (CA)
La CA basada exclusivamente en las carac-
ter´ısticas presentes en el texto que una per-
sona ha escrito, ha sido una tarea muy in-
teresante de llevar a cabo. Se han obtenido
buenos resultados con te´cnicas estilogra´ficas
como los n-gramas de caracteres o algunas
ma´s avanzadas de segundo orden [23, 16] para
la representacio´n de los documentos. Tam-
bie´n el uso de perfiles con las caracter´ısti-
cas ma´s importantes de cada grupo etario
ha arrojado buenos resultados [15]. Actual-
mente, se trabaja en la bu´squeda de nuevas
estrategias de representacio´n que consideren
al usuario en un contexto ma´s general que
como el simple autor de un documento. La
idea en este caso es considerar e integrar toda
aquella informacio´n disponible que surge de
la interaccio´n del usuario con los medios so-
ciales. No so´lo consideraremos atributos le´xi-
cos, estilome´tricos o socio-lingu¨´ısticos presen-
tes en los documentos, sino tambie´n atrib-
utos multi-modales como los derivados del
grafo de contactos de un usuario, ima´genes
y videos que comparte en la Web, etc.
Calidad de la informacio´n en la web
Debido al fa´cil acceso a la informacio´n que
existe en la actualidad a trave´s de diferen-
tes recursos, la evaluacio´n de la calidad de la
informacio´n en la Web se ha convertido en
una tarea muy importante. Dı´a a d´ıa tanto
las personas comunes como empresas y en-
tidades gubernamentales o privadas toman
decisiones basa´ndose en la informacio´n dis-
ponible en la Web. Esto, sumado al notable
incremento de informacio´n disponible en In-
ternet ha provocado una necesidad imperiosa
de evaluar la calidad de dicha informacio´n de
forma automa´tica.
En este sentido se ha trabajado en la iden-
tificacio´n y definicio´n de diferentes aspectos
relacionados a la calidad de informacio´n del
contenido Web como confiabilidad, objetivi-
dad, especificidad, etc. Para ello se utilizaron
como referencia diferentes propuestas exis-
tentes para el a´rea de calidad de informacio´n
en la Web [24, 18, 8]. Se desarrollaron carac-
ter´ısticas (features) basadas en informacio´n
factual [17] y variantes del algoritmo PU-
learning [19] que obtuvieron resultados muy
interesantes en la clasificacio´n de fallas de ca-
lidad en el contexto de Wikipedia [14, 13].
PU-learning es un algoritmo perteneciente al
paradigma de aprendizaje semi-supervisado,
ya que utiliza archivos no etiquetados para
ayudar al clasificador en la distincio´n de la
clase positiva. Los enfoques de clasificacio´n
one-class [22] tambie´n pertenecen a este pa-
radigma de aprendizaje y en particular, la
prediccio´n de fallas de calidad en Wikipedia
ha sido caracterizada como un problema one-
class [1, 6, 4, 5, 2], por el grupo de investi-
gacio´n alema´n1 que dio origen a una l´ınea
de investigacio´n que lleva el mismo nombre.
De acuerdo con los reportes realizados por
Anderka et al. [1, 2] existen diez fallas de ca-
lidad que comprenden aproximadamente el
75% de documentos en Wikipedia, y es por
eso que su prediccio´n ha sido motivo de inves-
tigaciones recientes, principalmente a partir
de la primera Competencia Internacional de
Prediccio´n de Fallas de Calidad en Wikipe-
dia [3], realizada en el an˜o 2012, en la que
nuestro grupo obtuvo los mejores resultados.
Actualmente, estamos extendiendo medi-
das de calidad basadas en informacio´n factu-
al, de manera tal de detectar fallas de calidad
espec´ıficas. En este contexto, se esta´n real-
izando pruebas con el subconjunto de fallas
de calidad de Wikipedia en ingle´s denomi-
nado Original Research (una de las diez fal-
las ma´s importantes, mencionadas preceden-
temente) para determinar la efectividad de
este tipo de features.
1https://www.uni-weimar.de/en/media/
chairs/webis/home/
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Categorizacio´n no supervisada
Con el objetivo de extender los trabajos pre-
vios de algunos de los integrantes del grupo
en relacio´n al clustering de textos cortos [10]
a textos ma´s generales, se establecieron dos
l´ıneas de trabajo. En primer lugar, se ex-
tendieron estos trabajos a documentos de lon-
gitud arbitraria [11]. Luego, se busco´ deter-
minar el grado de escalabilidad de los me´to-
dos ya desarrollados, y en particular aquellos
basados en enfoques de Inteligencia Colec-
tiva [9]. En este mismo contexto, estamos
analizando implementaciones ma´s eficientes
de algoritmos como Sil-Att [11], mediante mod-
ificaciones de la implementacio´n del Coefi-
ciente de Silueta y una versio´n adaptativa de
este mismo coeficiente.
Formacio´n de Recursos Hu-
manos
Trabajos de tesis vinculados con las te-
ma´ticas descritas previamente:
2 tesis de Licenciatura defendidas en
2015.
2 tesis de Licenciatura a iniciarse en
Marzo de 2016.
2 tesis de Maestr´ıa en ejecucio´n.
1 tesis de Doctorado en ejecucio´n con
una beca de CONICET.
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