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Abstract
In this paper, we study the splitting method and two-stage splitting method for the linear complementarity
problems. Convergence results for these two methods are presented when the system matrix is an H-matrix and the
splittings used are H-splitting. Numerical experiments show that the two-stage splitting method has the same or
even better numerical performance than the splitting method in some aspects under certain conditions.
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1. Introduction
Consider the linear complementarity problems which is abbreviated as LCP(q,M): Find z ∈ Rn such
that
Mz+ q0, z0, zT(Mz+ q)= 0,
whereM = (mij ) ∈ Rn×n and q = (qi) ∈ Rn are given real matrix and vector, respectively. This problem
arises in various scientiﬁc computing areas such as the Nash equilibrium point of a bimatrix game, contact
problems, the free boundary problem for journal bearings, etc., see [7].
Over the years, many methods for solving the LCP(q,M) have been developed, see [6,11,13,16].
Most of the methods have their origin in the solution of linear systems and may be classiﬁed into two
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categories, pivotingmethods and iterativemethods. Iterativemethods, which generate an inﬁnite sequence
converging to a solution of the problem, are particularly effective for large and sparse problems. Recently,
much attention has been paid on the class of iterative methods called the splitting method, which is an
extension of the matrix splitting method for solving linear systems. Cottle et al. [7] presented detailed
descriptions about these methods, and the interested readers may refer to it. In [7] they studied the
convergence of the splitting method when matrix M is symmetric or nonsymmetric. Besides, they also
developed a two-stage splitting method for the solution of the problem which is mainly based on the idea
of inexact iterative methods. But the convergence results they presented for this method are only about
symmetric matrices. On the other hand, Machida [12], Bai [1–5] studied the multi-splitting method for
solving the LCP(q,M) which are useful in parallel computing. The results they achieved are related to
either symmetric matrices or nonsymmetric matrices.
In this paper, we will further study the convergence of the splitting method and the two-stage splitting
method. We focus on the nonsymmetric case, particularly the H-matrix case. The results we get for the
splitting method generalize and simplify the results in [7] and the results we get for the two-stage splitting
method extend the results in [7] to H-matrices which need not be symmetric.
In the following paper, we ﬁrst present some basic concepts, deﬁnitions and some well-known results
which shall be used later. Then, in Section 3, we will focus on the splitting method and present some
convergence results for this method when the coefﬁcient matrix is an H-matrix. The results obtained
are then extended to the two-stage splitting method in Section 4. Numerical experiments are provided in
Section 5, which show that two-stage splitting method has the same or even better numerical performance
in some aspects comparing with splitting method under certain conditions.
2. Preliminaries
In this section, we brieﬂy introduce some notation, deﬁnitions and basic results to be used later.
Let A = (aij ) ∈ Rn×n in the section. By (A) we denote the spectral radius of matrix A. We say that
matrixA is convergent if (A)< 1.We say that a vector x is nonnegative, denoted by x0, if all its entries
are nonnegative. Deﬁne x > 0 if x0 with each component xi = 0. Similarly, a matrix A is said to be
nonnegative, denoted by A0, if all its entries are nonnegative or, equivalently it leaves invariant the
set of all nonnegative vectors. For two matrices A and B of the same size, we say AB (A>B) when
A−B0 (A−B > 0). We deﬁne |A|= (|aij |), and this symbol also applies to vectors. By Im we denote
the m×m identity matrix and when the order of the identity matrix is clear from the context, we simply
denote it by I.
Let Zn×n denote the set of all real n × n matrices which have all nonpositive off-diagonal entries. A
nonsingular matrix A ∈ Rn×n is called monotone matrix if A−10; A nonsingular matrix A ∈ Zn×n is
calledM-matrix ifA−10. For any matrixA=(aij ) ∈ Rn×n, we deﬁne its comparison matrix 〈A〉=(ij )
by ii = |aii | and ij =−|aij |, i = j . Furthermore, A is said to be a H-matrix if 〈A〉 is anM-matrix, i.e.,
〈A〉−10. Of course,M-matrices are special cases ofH-matrices.H-matrices are always nonsingular but,
in contrast to M-matrices, H-matrices need not be monotone.
A matrixM ∈ Rn×n is called a Q-matrix if the LCP(q,M) has a solution for any q ∈ Rn, and called
a P-matrix if all its principle minors are positive. A matrixM is a P-matrix if and only if the LCP(q,M)
has a unique solution for all vectors q ∈ Rn. Clearly, a P-matrix is a Q-matrix. The following result is
often used in our paper.
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Lemma 2.1 (Cottle et al. [7]). A sufﬁcient condition for M to be a P-matrix is that the matrix is an
H-matrix with positive diagonals.
We deﬁne A=M +N as a splitting of A. We say that the splitting is convergent if (M−1N)< 1. The
following two kinds of splittings are concerned in our paper.
Deﬁnition 2.2 (Frommer and Szyld [9]). Let A,M, N be n× n matrices. Then the splitting A=M +N
is called an
(i) H-splitting if 〈A〉 − |N | is an M-matrix, i.e., (〈A〉 − |N |)−10.
(ii) H-compatible splitting if 〈A〉 = 〈M〉 − |N |.
Frommer and Szyld [9] gave examples which show that anH-splitting of anH-matrix is not necessarily
an H-compatible splitting. On the other hand, they gave the following results which are frequently used
in this paper.
Lemma 2.3 (Frommer and Szyld [9]). Let A=M +N be a splitting.
(i) If the splitting is an H-splitting, then A and M are H-matrices and (M−1N)(〈M〉−1|N |)< 1.
(ii) If the splitting is an H-compatible splitting and A is an H-matrix, then it is an H-splitting and thus
convergent.
The following two results are well known.
Lemma 2.4 (Varga [17]). Let A ∈ Rn×n. Then limn→∞An = 0 if and only if (A)< 1.
Lemma 2.5 (Ortega and Rheinboldt [15]). Let A ∈ Rn×n. Then, given any > 0, there exists a norm
‖ · ‖ on Rn×n such that
(A)‖A‖(A)+ .
3. Convergence of the splitting method
LetB,C ∈ Rn×n andM=B+C be a splitting, then the splittingmethod for the LCP(q,M) established
in [7] is as the following:
Algorithm 1. Splitting method for LCP(q,M)
Step 1: Let z0 be an arbitrary nonnegative vector, and set v := 0.
Step 2: Given zv0, let zv+1 be an arbitrary solution of LCP(qv, B) where qv = q + Czv.
Step 3: If zv+1= zv or zv+1 satisﬁes a prescribed termination rule, stop. Otherwise, set v := v+ 1 and
return to Step 2.
In general, in order that Algorithm 1 is well deﬁned, each subproblem LCP(qv, B) must have at least
one solution. For this reason, we shall assume throughout the paper thatM = B + C is Q-splitting, i.e.,
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B is a Q-matrix. Furthermore, in order that the method is a practical one, each subproblem LCP(qv, B)
must be relatively easy to solve.
We note that since LCP(q,M) is equivalent to the following zero-ﬁnding formulation
min(z, q +Mz)= 0 (1)
and the zero-ﬁnding formulation is equivalent to the following ﬁxed-point formulation
max(0, z− (q +Mz))= z, (2)
the subproblem LCP(qv, B) in each iteration is equivalent to ﬁnding zv+1 ∈ Rn×n such that
zv+1 =max(0, zv+1 − (qv + Bzv+1)). (3)
Different choices of splitting M = B + C lead to different algorithms for solving the LCP(q,M). The
simplest choice is probably the one with B being the identity matrix. In this case, each iterate zv+1 is
given by the explicit expression
zv+1 =max(0, zv − (q +Mzv)). (4)
A slight generalization of the above choice is to pick B as an arbitrary positive diagonal matrixD and this
leads to the expression
zv+1 =max(0, zv −D−1(q +Mzv)). (5)
The following proof of formula (5) is component by component. According to formula (3), if
(zv+1 − (qv + Bzv+1))i < 0,
then
zv+1i = 0.
Otherwise, we have
zv+1i = (zv+1 − (qv + Bzv+1))i,
i.e.,
(Bzv+1)i =−qvi = (Bzv − (q +Mzv))i .
As D is a diagonal matrix, it follows that
(zv+1)i = (zv −D−1(q +Mzv))i
if B is replaced by D, and thus we get formula (5).
In particular, if B is equal to the diagonal part of M (which is assumed to be positive), the resulting
method is commonly known as the projected Jacobi method. The word “projected” refers to the fact that
zv+1 is the projection of the vector uv+1= zv−D−1(q+Mzv) onto the nonnegative region and the word
“Jacobi” is due to the fact that vector uv+1 is the iterate obtained from the well-known Jacobi iterative
method applied to the system of linear equations
q +Mz= 0.
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Generalizing the diagonal choice, we may take B to be a triangular matrix with positive diagonal entries.
In particular, if we choose B to be the lower triangular matrix
B = L+ −1D,
where L and D are, respectively, the strictly lower triangular and diagonal ofM, and where  ∈ (0, 2) is
a relaxed parameter, we are led to the projected successive overrelaxation (abbreviated as PSOR) method
whose proof is similar to what of formula (5). In this case, the components of the iterate zv+1 are given
recursively by
zv+1i =max

0, zvi − m−1ii

qi +∑
j<i
mij z
v+1
j +
∑
j  i
mij z
v
j



 , i = 1, 2, . . . , n (6)
and the corresponding matrix form is
zv+1 =max(0, (1− )zv − D−1(q + Lzv+1 + Uzv)). (7)
We note that formulae (6) and (7) are superior to (2) and (3) in that they are explicit expressionswhile the
latter two are implicit ones. Thus, we may utilize the explicit expressions to implement actual computing
by using computers.Moreover, the computing process included in (4)–(7) is simple and the corresponding
work load is not too much. Our experiments in Section 5 are based on these explicit expressions.
Cottle et al. [7] studied the convergence of the splitting method whenM is symmetric or nonsymmetric.
The methods they used are symmetric methods and contraction methods. In the remainder of this section,
we will present some convergence results for the above splitting method. The results we get are about
H-matrices which generalize the results of [7]. Particularly, it will help us to get convergence results of
the two-stage splitting method for LCP(q,M) in the next section.
Theorem 3.1. Let M be an H-matrix with positive diagonals. Let M = B + C be a H-splitting where
B also has positive diagonals. Then, for an arbitrary vector q and any starting vector z00, the unique
sequence of iterates {zv} deﬁned by Algorithm 1 converges to the unique solution of the LCP(q,M).
Proof. From the assumptions thatM is aH-matrix andM=B+C is aH-splitting, it follows, by Lemma
2.3(i), that B is a H-matrix and (〈B〉−1|C|)< 1. Thus, the vector sequence {zv} is uniquely deﬁned and
the LCP(q,M) has an unique solution z∗ by Lemma 2.1, as M and B are both H-matrices with positive
diagonals. Then, we only need to verify the following inequality
〈B〉|zv+1 − z∗| |C||zv − z∗|. (8)
We verify (8) component by component. Consider an arbitrary index i. We ﬁrst assume
|zv+1 − z∗|i = (zv+1 − z∗)i .
This means that
zv+1i z
∗
i 0.
Thus, if zv+1i =0, then z∗i =0. It follows that the ith component on the left-hand side of (8) is nonpositive as
〈B〉 ∈ Zn×n and |zv+1−z∗|i=0.Then (8) holds for the ith component as the left-hand side is nonpositive
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while the right-hand side is nonnegative. If zv+1i > 0, then
(Bzv+1 + Czv + q)i = 0. (9)
Furthermore, we have
(Bz∗ + Cz∗ + q)i0. (10)
Thus, by subtracting (10) from (9), we get
(B(zv+1 − z∗))i(−C(zv − z∗))i, (11)
i.e.,
(B|zv+1 − z∗|)i(−C(zv − z∗))i, (12)
which also implies that
(〈B〉|zv+1 − z∗|)i(|C||zv − z∗|)i, (13)
as 〈B〉 ∈ Zn×n and all diagonal elements of B are positive.
We next assume
|zv+1 − z∗|i = (z∗ − zv+1)i .
In this case, we have
0zv+1i z
∗
i ,
where the ﬁrst inequality holds as zv+1 is the solution of LCP(qv, B). In a similar fashion, we may
establish the same inequality (13). Thus inequality (8) must hold. Since 〈B〉−10, it follows that
|zv+1 − z∗|〈B〉−1|C||zv − z∗|(〈B〉−1|C|)v+1|z0 − z∗|,
which results in the convergence of {zv} by Lemma 2.4 as (〈B〉−1|C|)< 1. 
Remark 3.1. Similar conclusions may be found in [1,2] if K there is set to 1. However, our proof here
is simpler than that in [1,2].
Remark 3.2. The above theorem is a generalization of Theorem 5.3.15 in [7] as the conditions here we
set are obviously weaker than those of [7]. The techniques of the two proofs are a little similar. But we
make use of the spectral of the matrix to analyze the convergence of the vector sequence and thus avoid
requiring that the norm on Rn must be monotone.
Corollary 3.2. Let M be a H-matrix with positive diagonals andM=B+C be a H-compatible splitting
where B also has positive diagonals. Then, for an arbitrary vector q and any starting vector z00, the
unique sequence of iterates {zv} deﬁned byAlgorithm 1 converges to the unique solution of theLCP(q,M).
Proof. From the assumptions thatM is aH-matrix andM=B+C is anH-compatible splitting, it follows
from Lemma 2.3 (ii) that B is a H-matrix and the splitting is a H-splitting. Thus, the problem is reduced
to the case of Theorem 3.1 and the convergence is established. 
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4. Convergence of the two-stage splitting methods
In many realizations of the splitting Algorithm 1, the subproblems are themselves LCPs that are
not entirely trivial to solve. Sometimes, it might be proﬁtable to solve the subproblems by an iterative
procedure. In practice, such a procedure produces only an approximation. Rigorously speaking, the
convergence results established in Section 3 fail to be valid when the subproblems are solved inexactly;
this is because these results all require that each zv+1 should be an exact solution of the subproblem
LCP(q + Czv, B). This consideration leads to the study of inexact splitting methods. The following
two-stage splitting method contains the essential idea of a typical inexact splitting method. As the name
suggests, a two-stage splitting method solves the LCP(q,M) by a two-stage process. We note that the
idea of the method is like that of the two-stage iterative method for linear systems in [9,10,14].
In order to explain this in more detail, let (B,C) be a splitting of the matrix M. The outer stage of
the method refers to the (iterative) solution of the subproblem LCP(q + Czv, B) at a speciﬁc (outer)
iteration v. Whenever the iteration counter v is replaced by v + 1, a new outer stage starts. Each inner
stage corresponds to the actual iterations for solving a given LCP(q +Czv, B); these inner iterations are
deﬁned by a splitting of the matrix B given by
B = E + F.
Thus, an inner stage generates a sequence {yv,l} where each iterate yv,l is an exact solution of the
LCP(q + Czv + Fyv,l−1, E). In practice, we terminate the inner iterations when an iterate yv,l satisﬁes
a prescribed termination rule; when this happens, the iterate yv,l is deemed satisfactory and taken as the
next outer iterate, i.e., zv+1 = yv,l . Then a new outer stage starts. More information about the two-stage
splittingmethod is referred to [7] andwe just cite it here as our second algorithm.We assume two splittings
M = B + C, B = E + F
are given, where B and E are both Q-matrices in order that the following method is well deﬁned. Also
given are some prescribed rules for terminating the inner and outer iterations.
Algorithm 2. Two-stage splitting method for LCP(q,M)
Step 1: Let z0 = y0,0 be an arbitrary nonnegative vector, and set v := 0.
Step 2: Given zv=yv,00, let yv,l+1 be an arbitrary solution of LCP(qv,l, E), where qv,l=q+Czv+
Fyv,l . Let yv,l¯(v) be the vector when the prescribed termination rule for the inner iterations is satisﬁed.
Set zv+1 = yv,l¯(v).
Step 3: If zv+1 satisﬁes the prescribed termination rule for the outer iterations, stop. Otherwise, set
yv+1,0 = zv+1 and v := v + 1. Return to Step 2.
Note that the number l¯(v) of inner iterations is not necessarily a constant. We will ﬁrst present the
convergence result under the following condition, i.e.,
lim
v→∞ l¯(v)=∞. (14)
Theorem 4.1. Let M be an H-matrix with positive diagonals. LetM = B + C and B = E + F both be
H-splittings where B and E also have positive diagonals. Then, for an arbitrary vector q and any starting
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vector z00, the unique sequence of iterates {zv} deﬁned by Algorithm 2 converges to the unique solution
of the LCP(q,M) under condition (14).
Proof. From the assumption that M = B + C and B = E + F are both H-splittings, it follows that B
and E are H-matrices. Then, as M and B have positive diagonals, we get by Lemma 2.1 that each of
LCP(q,M) and LCP(q + Czv, B) has a unique solution, denoted by z∗ and z∗v , respectively. Moreover,
each inner problem LCP(qv,l, E) is also uniquely solved. As seen in the proof of Theorem 3.1, we get
from (8) similar results
|z∗v − z∗|〈B〉−1|C||zv − z∗| (15)
and
|yv,l − z∗v|〈E〉−1|F ||yv,l−1 − z∗v|(〈E〉−1|F |)l|yv,0 − z∗v|. (16)
We also know that
|yv,0 − z∗v| = |zv − z∗v| |zv − z∗| + |z∗ − z∗v|. (17)
Thus, we have from (15)–(17) that
|zv+1 − z∗| = |yv,l¯(v) − z∗|
 |yv,l¯(v) − z∗v| + |z∗v − z∗|
(〈E〉−1|F |)l¯(v)|yv,0 − z∗v| + 〈B〉−1|C||zv − z∗|
(〈E〉−1|F |)l¯(v)(|zv − z∗| + |z∗ − z∗v|)+ 〈B〉−1|C||zv − z∗|
[(〈E〉−1|F |)l¯(v)(I + 〈B〉−1|C|)+ 〈B〉−1|C|]|zv − z∗|
= {(〈E〉−1|F |)l¯(v) + [I + (〈E〉−1|F |)l¯(v)]〈B〉−1|C|}|zv − z∗|
=Lv|zv − z∗|,
where Lv := (〈E〉−1|F |)l¯(v) + [I + (〈E〉−1|F |)l¯(v)]〈B〉−1|C|0. Consequently,
|zv+1 − z∗|Hv|z0 − z∗|, (18)
where Hv := LvLv−1 · · ·L0.
To complete the proof, we only need to guarantee that
lim
v→∞Hv = 0. (19)
From the assumption thatM=B+C is anH-splitting, it followsbyLemma2.3 that0 := (〈B〉−1|C|)< 1.
Thus, for any > 0, by Lemma 2.5, there exists a norm ‖·‖ onRn×n such that 0‖〈B〉−1|C|‖0+. In
the same way, from the assumption that B=E+F is anH-splitting, we also get 1 := (〈E〉−1|F |)< 1.
Thus, by Lemma 2.4, we get limp→∞(〈E〉−1|F |)p = 0 which implies that there is p0 ∈ N such that
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‖(〈E〉−1|F |)p‖ for all pp0, where N denotes the set of natural numbers. Since l¯(v) satisﬁes (14),
there is v0 ∈ N such that
‖(〈E〉−1|F |)l¯(v)‖, ∀vv0. (20)
Then, we have for all vv0 that
‖Lv‖ = ‖(〈E〉−1|F |)l¯(v) + [I + (〈E〉−1|F |)l¯(v)]〈B〉−1|C|‖
‖(〈E〉−1|F |)l¯(v)‖ + (1+ ‖(〈E〉−1|F |)l¯(v)‖) · ‖〈B〉−1|C|‖
+ (1+ )(0 + )
:= ().
If  is chosen small enough, then ()< 1 and we obtain
‖Hv‖
(
i=v0∏
i=0
‖Li‖
)
· ()v−v0, for all vv0. (21)
Thus, limv→∞ ‖Hv‖= 0. It follows that limv→∞Hv = 0 and the proof of the theorem is completed. 
We note that the proof of limv→∞Hv=0 is similar to the proof of Theorem 2.4 in [9] and the interested
readers may refer to it.
Similar to Corollary 3.2, we have the following result, the proof of which is reduced to what of Theorem
4.1 by Lemma 2.3 (ii) and hence omitted.
Corollary 4.2. Let M be an H-matrix with positive diagonals. LetM = B + C and B = E + F be two
H-compatible splittings, where B and E also have positive diagonals. Then, for an arbitrary vector q and
any starting vector z00, the unique sequence of iterates {zv} deﬁned by Algorithm 2 converges to the
unique solution of the LCP(q,M) under condition (14).
If (14) does not hold, the two-stage splitting method still converges provided that l¯(v) is sufﬁciently
large. We state these results below. As the proofs are very like Theorem 4.1 and Corollary 4.2, we point
out only the different part.
Theorem 4.3. Let M be an H-matrix with positive diagonals. Let M = B + C and B = E + F be
two H-splittings where B and E also have positive diagonals. Let ‖ · ‖ be any operator norm such that
‖〈E〉−1|F |‖< 1. Let l¯(v0) ∈ N be large enough such that, for some 0< < 1,
‖(〈E〉−1|F |)l¯(v)‖< 1− ‖〈B〉
−1|C|‖
1+ ‖〈B〉−1|C|‖ , for all l¯(v) l¯(v0). (22)
Assume that lim infv→∞ l¯(v)> l¯(v0). Then, for an arbitrary vector q and any starting vector z00, the
unique sequence of iterates {zv} deﬁned byAlgorithm 2 converges to the unique solution of theLCP(q,M).
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Proof. From (22) and lim infv→∞ l¯(v)> l¯(v0), it follows that l¯(v) l¯(v0) if v is large enough and thus
we get by (22) that
‖Lv‖ = ‖(〈E〉−1|F |)l¯(v) + [I + (〈E〉−1|F |)l¯(v)〈B〉−1|C|]‖
‖(〈E〉−1|F |)l¯(v)‖ + [1+ ‖(〈E〉−1|F |)l¯(v)‖] · ‖〈B〉−1|C|‖
= ‖(〈E〉−1|F |)l¯(v)‖(1+ ‖〈B〉−1|C|‖)+ ‖〈B〉−1|C|‖
(1+ ‖〈B〉−1|C|‖)+ ‖〈B〉−1|C|‖
< 1,
which is the key for the proof of Theorem 4.1. The rest of the proof is the same as what of Theorem 4.1
and thus omitted. 
We note that lim infv→∞ l¯(v)> l¯(v0) ensures (22) when v is large enough and thus we don’t have to
require that condition (14) should be satisﬁed.
Similar to Corollary 4.2, we get the following result whose proof is also omitted.
Corollary 4.4. Let M be an H-matrix with positive diagonals. LetM = B + C and B = E + F be two
H-compatible splittings, where B, E have positive diagonals. Let ‖ · ‖ be any operator norm such that
‖〈E〉−1|F |‖< 1. Let l¯(v0) ∈ N be large enough such that
‖(〈E〉−1|F |)l¯(v)‖< 1− ‖〈B〉
−1|C|‖
1+ ‖〈B〉−1|C|‖ , f or all l¯(v) l¯(v0).
Assume that lim infv→∞ l¯(v)> l¯(v0). Then, for an arbitrary vector q and any starting vector z00, the
unique sequence of iterates {zv} deﬁned byAlgorithm 2 converges to the unique solution of theLCP(q,M).
5. Numerical results
We consider the linear complementarity problems LCP(q,M) with the following system matrixM ∈
Rn×n and vector q ∈ Rn:
M =


S −I −I 0 · · · 0 0
−I S −I −I · · · 0 0
I −I S −I · · · 0 0
...
...
. . .
. . .
. . .
. . .
...
...
...
. . .
. . .
. . .
. . . −I
...
...
. . .
. . . S −I
0 0 · · · · · · I −I S


∈ Rn×n, q =


−1
1
−1
...
(−1)n−1
(−1)n


∈ Rn,
respectively, where S=tridiag(−1, 8,−1) ∈ Rn¯×n¯, I ∈ Rn¯×n¯ is the identity matrix, and n¯2 = n, see
[8]. It is known that M is a strictly diagonally dominant matrix and thus is an H-matrix. Therefore, the
LCP(q,M) has a unique solution as all diagonal elements ofM are positive. The matrix B corresponding
to the two-stage splittingM = B + C and B = E + F is given by B = diag(S).
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Table 1
(zv)< 0.1, (yv,l)< 0.5
n v1 v2 CPU1 CPU2
2500 6 7 19.167 21.631
3600 6 7 41.670 50.693
4900 6 7 89.809 79.684
Both the splitting method and the two-stage splitting method are tested in our experiments. We use
(6) and (7) to carry out our tests because they are explicit expressions. For simplicity, we only consider
the case when = 1, i.e., the “projected Gauss–Seidel” method. Thus, the computing process is simple
and the corresponding work load is not too much. Eqs. (6) and (7) are used not only for iterations of the
splitting method but also for inner iterations of the two-stage splitting method, and in the inner iteration
of the two-stage splitting method, mij in (6) now correspond to the components of matrix S here.
For each iteration, by formula (1), we let (zv) := ‖min(Mzv+q, zv)‖∞, where the minimum is taken
component-wise. From the fact that formula (1) is equivalent to LCP(q,M), if (zv) is close to zero, then
we can certainly regard zv as a good approximation to the unique solution of the LCP(q,M). Similarly, for
each inner iteration of the two-stage splitting method, we let (yv,l) := ‖min(Byv,l+qv, yv,l)‖∞, where
yv,l and qv are deﬁned as in Algorithm 2, then the subproblems are well solved if (yv,l) is sufﬁciently
small.
We let v1 and v2 denote, respectively, the number of iterations for the splitting method and the number
of outer iterations of the two-stage splitting method; CPU1 and CPU2 denote, respectively, the CPU times
required for the splitting iterations and the two-stage splitting iterations to reach the following termination
rules; 1 and 2 denote, respectively, the last (zv) for the splitting method and the two-stage splitting
method when the corresponding iterations are stopped. We point out that the number of inner iterations
at each outer iteration of the two-stage splitting method is not necessarily a constant.
All our computations are started from an initial vector z0 = (5, 5, . . . , 5)T, and terminated once the
current iterate zv obeys (zv)< 0.1. We let the inner iterations of the two-stage splitting method obey
(yv,l) < 0.5 to compare the splitting method with the two-stage splitting method when n= 2500, 3600
and 4900, respectively. The codes are written in Language C and the ﬁnal results are listed in the following
table.
Table 1 provides a number of iterations and CPU times for the two methods. For further details, we add
that when (yv,l) < 0.5, the numbers of inner iterations for the seven outer iterations are, respectively, 3,
2, 2, 1, 1, 1 and 1. When the iterations are stopped, the ﬁnal results are 1 = 0.0978 and 2 = 0.0964.
Comparing the CPU times, we see that for these test problems the two-stage splittingmethod has the same
or even better numerical performance than the splitting method whenM is large, and the inner iterations
in the two-stage splitting method are carried out very few times.
6. Conclusions
We have analyzed the convergence for the splitting method and the two-stage splitting method when
matrix M is a H-matrix. The numerical results in Section 5 show that the two-stage splitting method
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may be applied to large and sparse linear complementarity problems whenM is a H-matrix with positive
diagonals. Besides, the concept of two-stage splitting method and the convergence results we get may be
generalized to the block splitting case. Moreover, we may combine the two-stage splitting method with
the existing parallel computing technique for further study.
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