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The Boolean rank of anm× n (0, 1)-matrixM is the minimum k for
whichmatrices A and B exist withM = AB, A ism× k, B is k×n, and
Boolean arithmetic is used. The intersection number of a directed
graph D is the minimum cardinality of a finite set S for which each
vertex v ofD canbe representedby anorderedpair (Sv, Tv)of subsets
of S such that there is an arc from vertex u to vertex v in D if and
only if Su ∩ Tv = Ø. The intersection number of a digraph is equal
to the Boolean rank of its adjacencymatrix. Using this fact, we show
that the intersection number of an upset tournament, equivalently,
the Boolean rank of its adjacency matrix, is equal to the number of
maximal subpaths of certain types in its upset path.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
The problem of determining the factor rank of (0, 1)-matrices with respect to certain semirings
has applications which span many fields and has received significant attention over the past 30 years.
For instance, the papers [2,6,14] by Beasley, de Caen, Kirkland, Maybee, Pullman, and Shader give
results about the real ranks and semiring ranks of some specialized matrices, such as tournament
matrices. The thesis of Shader [19] gives a complete determination of the nonnegative integer rank of
upset tournament matrices. Our results complement Shader’s in the sense that we determine another
semiring rank, the Boolean rank, for upset tournamentmatrices.Many results about the Boolean ranks
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of varied classes of matrices can be found in the papers [1,3,7,8,10–13,20] by Beasley, de Caen, Factor,
Kohler, Darby, Gregory, Hefner, Jones, Lundgren, Pullman, andWatts. The factswe use about the nature
of upset tournaments come from the papers [16] by Poet and Shader, and [5] by Brualdi and Li. Our
results are helped by the perspective of representing a directed graph by set intersections. The problem
of representing an undirected graph by set intersectionswas first introduced in [9] by Erdo˝s, Goodman,
and Pósa. A graph G is represented by a set S if the vertices of G correspond to subsets of S. In [9] the
minimum cardinality of Swas shown to be theminimum number of complete subgraphs which cover
the edges of the graph. We will use the analogous notion of representing a directed graph via set
intersections of ordered pairs of sets of some superset, as introduced in [18]. Specifically, each vertex v
of digraph D corresponds to an ordered pair (Sv, Tv), where Sv, Tv ⊆ Sand there is an arc from u to v in
D if and only if Su ∩ Tv = Ø. We show that the minimum size of the superset S is equal to the Boolean
rank of the digraph’s adjacency matrix, which via a result in [12], is equal to the minimum number of
directed bicliques which cover the arcs of the digraph.
2. Preliminaries one
In this section we give the connection between Boolean rank and intersection number and develop
most of the notation we will use.
Let D = (V, A) denote a directed graph with no multiple arcs (henceforth simple digraph or simply
digraph) with vertex set V or V(D), and arc set A or A(D). If (u, v) ∈ A we may write u → v in D, or
u beats v, and may refer to u as the tail of arc (u, v) and v as its head. The number of vertices a vertex
v beats, that is |{u ∈ V(D) : v → u in D}|, is denoted by d+(v). We say that D has an intersection
representation if there is a set S such that to each vertex v of Dwe can name an ordered pair of subsets
(Sv, Tv) of Swith u → v in D if and only if Su ∩ Tv = Ø. This model was first introduced in [18] and
has been studied heavily in the case where S is the set of intervals of the real line – that is, the case
where D is an interval digraph. For more background on interval digraphs see, for example, the papers
[4,15,17,18,21] by Brown, Busch, Lundgren, Müller, Sanyal, Sen, Das, and West. Every digraph has an
intersection representation where S is finite. To wit, let D be a digraph with A(D) labeled somehow;
putSequal to the set of labels of A, for each v ∈ V(D), put Sv equal to the set of labels of arcs forwhich v
is the tail, and put Tv equal to the set of labels of arcs for which v is the head. Clearly, Su ∩ Tv = Ø if and
only if u → v in D. Theminimum cardinality of S for which D has an intersection representation is the
intersection number ofD andwedenote it by in(D). For undirected graphs the corresponding parameter
was introduced in [9] and shown to be equal to the minimum number of complete subgraphs which
cover the edges of the graph. We will show that in(D) is equal to the minimum number of directed
bicliques which cover the arcs of D, and hence the Boolean rank of D’s adjacency matrix. A directed
biclique of digraph D is a subdigraph of D on a pair of sets X ⊆ V(D) and Y ⊆ V(D) in which every
vertex in X beats each vertex in Y ; if D has loops, X and Y are possibly not disjoint. We denote the
minimum number of directed bicliques needed to cover the arcs of digraph D by bc(D). The Boolean
rank of a (0, 1)-m × nmatrixM, denoted rB(M), is the minimum k for which there is a factorization
M = AB using Boolean arithmetic (1+1 = 1)whereA ism×k and B is k×n. Equivalently, rB(M) is the
minimumnumber of rank-onematriceswhose Boolean sum isM. In [12] itwas shown rB(M) = bc(D),
whereM isD’s adjacencymatrix; this result follows, basically, because a directed biclique corresponds
to a rank-one matrix.
Suppose M is the adjacency matrix of digraph D = ({v1, v2, . . . , vn}, A); that is, M is a (0, 1)-
matrix, and ifM = (mij), thenmij = 1 if and only if vi → vj in D. Any intersection representation of D
via S yields a Boolean factorization ofM intoM = ST , where S is a (0, 1)- (n × |S|)-matrix and T is a
(0, 1)- (|S| × n)-matrix via the following construction. Suppose D has an intersection representation
using S = {1, 2, . . . , k}. Put S equal to the (0, 1)-matrix S = (sij) with sij = 1 if and only if the
set Svi contains element j of S; put T equal to the (0, 1)-matrix T = (tij) with tij = 1 if and only if
element i of S is contained in set Tvj . Hence mij =
∑k
r=1 sir trj = 1 if and only if sir trj = 1 for some
r ∈ {1, 2, . . . , k} if and only if Svi ∩ Tvj = Ø. This shows rB(M)  in(D), but the reverse inequality
also follows: take a Boolean factorizationM = ST , use the labels on the columns of S and rows of T as
S, put Svi = {r : sir = 1} and Tvj = {r : tri = 1}. Now Svi ∩ Tvj = Ø if and only ifmij = 1.
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From the arguments in the previous paragraph, we see that the intersection number of a digraph
is equal to the Boolean rank of its adjacency matrix. Henceforth, we will denote the adjacency matrix
of a digraph D by [D].
Lemma 2.1. Let D be a simple digraph. Then rB([D]) = in(D).
3. Preliminaries two
Our main result is the determination of the biclique cover number of any upset tournament. This
result will be developed through the perspective afforded by a scheme for coloring the arcs which cor-
responds to an intersection representation of the tournament. In this section we develop this coloring
scheme and the corresponding terminology.
SupposeD is a digraphand thatS= {c1, c2, . . . , ck} is the set used in an intersection representation{(Su, Tv) | (u, v) ∈ A(D)}. Think of the elements of S as colors and color each arc u → v of D with
all colors in Su ∩ Tv. Note that an arc may be colored with many colors. We may refer to Sv as the
color-outset of v and Tv as the color-inset of v. The coloring scheme yields the relationship u → v if
and only if the color outset of u intersects the color inset of v. We will capitalize on the fact that the
number of colors required is equal to the intersection number of D and hence to the Boolean rank of
[D]. For example, suppose D is a tournament, that is, D is an orientation of a complete graph. Hence
D has no arcs of the form v → v, and so the color of any arc for which v is the tail must be distinct
from the color of any arc for which v is the head – otherwise Sv ∩ Tv = Ø and v → v. Also, if D is a
tournament and v1, v2, v3, v4, in that order, form a path in D, then the arcs vi → vi+1 (1  i  3)
must be colored distinctly, for if not, then Sv3 ∩ Tv2 = Ø and we have both v2 → v3 and v3 → v2.
We call a tournament an n-tournament if it is a tournament whose vertex set has size n. By results
in [5,16] we may regard an upset n-tournament on V ={v1, v2, . . . , vn} as one obtained from the
transitive n-tournament on V , with vi → vj if i>j, by reversing arcs so that a unique (by [16]) path
from v1 to vn is formed which we will call the upset path. Note that we may assume, relabeling if
necessary, that v1 → v2 and vn−1 → vn. An upset n-tournament T is in standard form if the vertices of
T are labeled v1, v2, . . . , vn with d
+(v1)= 1, d+(vn)= n − 2, d+(vi) = i − 1 for 2  i  n − 1, and
the arcs v1 → v2 and vn−1 → vn are in T . We always assume an upset n-tournament is in standard
form.
We now define some terms we will use to speak about substructures of upset tournaments. The
complement upset path in upset n-tournament T is the path from and including vn to and including
v1 which consists of all vertices in {vn−2, . . . , v3} which are not part of the upset path. Note that the
upset path union the complement upset path is a Hamiltonian cycle. The arc (vi, vj) in the upset path
is contained in the arc (vl, vk) of the complement upset path if and only if l  j and i  k; wemay also
say (vl, vk) contains (vi, vj). A consecutive path of length l in the upset path of upset n-tournament T is
a path of the form vi → vi+1 → vi+2 → · · · → vi+l−1 → vi+l , where l > 0.We classify consecutive
paths in the following four ways.
• A beginning consecutive path is a consecutive path with i = 1 and i + l = n.
• An ending consecutive path is a consecutive path with i = 1 and i + l = n.
• A complete consecutive path is a consecutive path with i = 1 and i + l = n.
• An internal consecutive path is a consecutive path with i = 1 and i + l = n.
A reducing consecutive path in an upset tournament T is a consecutive path in the upset path U of
T which is not contained in a longer consecutive path in U and which is of one of the following types:
beginning of length l 3; ending of length l 3; complete of length l 5; or, internal of length l 1.
4. Lower bound for the Boolean rank of an upset tournament matrix
Suppose T is an upset n-tournament, and [T] = AB is a Boolean factorization. Recall from the
previous section that a coloring of the arcs of T is obtained through this factorization. In this section
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we employ the arc-coloring scheme to establish a lower bound for the biclique cover number of any
upset tournament. Equivalently, we determine a lower bound on the size of set S through which T
has an intersection representation. Recall the color(s) of an arc u → v are all elements of Su ∩ Tv. In
Lemmas 4.1–4.6, T is an upset n-tournament. Note that if vi → vj and vl → vk are arcs in D that share
a color in S, then Svi ∩ Tvj ∩ Svl ∩ Tvk = Ø and so vi → vk and vl → vj must be arcs in D as well.
Lemma 4.1. No two arcs in the upset path of upset tournament T share a color.
Proof. Suppose vi → vj and vl → vk are arcs of the upset path of T that share a color and i < k. Then
vi → vk , so vi is the tail of another upward arc of T , a contradiction. 
Lemma 4.2. No two arcs in the complement upset path of upset tournament T share a color.
Proof. Suppose vi → vj and vl → vk are two arcs in the complement upset pathwhere i > j  l > k.
If the arcs share a color, then vl → vj . But the vertices are on the complement upset path, so l > j, a
contradiction. 
Lemma 4.3. If the arc vi → vj in the upset path of T shares a color with vl → vk in the complement upset
path of T, then vl → vk contains vi → vj.
Proof. Suppose vi → vj is an arc of the upset path of T and vl → vk is an arc of the complement upset
path of T . If the arcs share a color, then vi → vk and vl → vj are arcs of T . These arcs cannot be arcs of
the upset path since vi → vj is the only upward arc with tail vi and the only upward arc with head vj .
Thus, i > k and l > j, so vi → vj is contained in vl → vk . 
Lemma 4.4. If an arc vl → vk in the complement upset path of T contains an arc vi → vj in the upset
path, then j = i + 1 so vi → vj belongs to a consecutive path.
Proof. Assume vl → vk contains vi → vj , and that vi → vj is not part of a consecutive path. Then
j > i + 1 and vi+1 belongs to the complement upset path, but since l  j > i + 1 > i  k, vl → vk
cannot be an arc of the complement upset path. 
Lemma 4.5. If an arc vl → vk of the complement upset path of T shares a color with vi → vj in the upset
path, then vl → vk contains a consecutive path to which vi → vj belongs.
Proof. This result follows from Lemmas 4.3 and 4.4. 
Lemma 4.6. No arc in a beginning or ending consecutive path of length l  2 in the upset path can share
a color with an arc in the complement upset path. Also, no arc in a complete consecutive path of length
l  4 can share a color with an arc in the complement upset path.
Proof. Apply Lemma4.5 and the fact that arcs along a path of length threemust be distinct in color. 
We are now ready to state and prove the main result of this section.
Theorem 4.7. If T is an upset n-tournament, then the Boolean rank of [T] is greater than or equal to n− q,
where q is the number of reducing consecutive paths in the upset path of T.
Proof. Suppose T is an upset n-tournament and consider the unique Hamiltonian cycle H consisting
of the upset path and complement upset path. We show that the arcs of H can be colored with no
fewer than n − q colors, where q is the number of reducing consecutive paths.
From Lemmas 4.1 and 4.2 each arc in the upset path is distinctly colored, and each arc in the
complement upset path is distinctly colored. Now, by Lemmas 4.5 and 4.6 each arc in the complement
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Fig. 1. Each reducing consecutive path is associated with a subpath of the upset path of one of the types shown.
upset pathwhich has the same color as an arc in the upset pathmust be an arc that contains a reducing
consecutive path. Since each of the q reducing consecutive paths is contained in precisely one arc of
the complement upset path, at most q of the arcs in the complement upset path have the same color
as an arc of the upset path. Thus, at least n−q of the n arcs of the Hamiltonian cyclemust have distinct
colors. 
5. Boolean rank of an upset tournament matrix
In this section we show that equality holds in Theorem 4.7. Suppose T is an upset n-tournament on
vertices v1, v2, . . . , vn (labeled as discussed in Section 3) and that T has q reducing consecutive paths
in its upset path U. Note that each of the q reducing consecutive paths is associated with one of the
six types B3, B4, B,N1,N2,N shown in Fig. 1. Using these six types, we will see below that there are q
distinct columns in [T] (one for each consecutive path and associated type) each of which is a Boolean
sumof a selection of succeeding columns in [T]. This then implies that rB([T])  n−q, giving equality
in Theorem 4.7.
If B3 is a subpath of U, then
[T] =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 2 3 4 5 j
1 0 1 0 0 0 · · · 0 · · ·
2 0 0 1 0 0 · · · 0 · · ·
3 1 0 0 1 0 · · · 0 · · ·
4 1 1 0 0 0 · · · 1 · · ·
5 1 1 1 1 0 · · · 0 · · ·
...
...
...
...
...
. . .
...
j 1 1 1 0 1 · · · 0 · · ·
...
...
...
...
...
...
. . .
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
and column 1 is the Boolean sum of columns 4, 5, and j.
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If B4 is a subpath of U, then
[T] =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 2 3 4 5 6 j
1 0 1 0 0 0 0 · · · 0 · · ·
2 0 0 1 0 0 0 · · · 0 · · ·
3 1 0 0 1 0 0 · · · 0 · · ·
4 1 1 0 0 1 0 · · · 0 · · ·
5 1 1 1 0 0 0 · · · 1 · · ·
6 1 1 1 1 1 0 · · · 0 · · ·
...
...
...
...
...
...
. . .
...
j 1 1 1 1 0 1 · · · 0 · · ·
...
...
...
...
...
...
...
. . .
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
and column 1 is the Boolean sum of columns 4, 5, and j.
If B is a subpath of U, then
[T] =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 2 3 4 5 6
1 0 1 0 0 0 0 · · ·
2 0 0 1 0 0 0 · · ·
3 1 0 0 1 0 0 · · ·
4 1 1 0 0 1 0 · · ·
5 1 1 1 0 0 1 · · ·
6 1 1 1 1 0 0 · · ·
...
...
...
...
...
...
. . .
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
and column 1 is equal to the Boolean sum of columns 4, 5, and 6.
If N1 is a subpath of U, then
[T] =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
k i j
. . .
...
...
...
...
...
...
k · · · 0 · · · 0 1 0 0 · · · 0 · · ·
...
. . .
...
...
...
...
...
· · · 1 · · · 0 0 0 0 · · · 0 · · ·
i · · · 1 · · · 1 0 1 0 · · · 0 · · ·
· · · 1 · · · 1 0 0 0 · · · 1 · · ·
· · · 1 · · · 1 1 1 0 · · · 0 · · ·
...
...
...
...
...
. . .
...
j · · · 1 · · · 1 1 0 1 · · · 0 · · ·
...
...
...
...
...
...
. . .
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
and column (i − 1) is the Boolean sum of columns (i + 1), (i + 2), and j.
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If N2 is a subpath of U, then
[T] =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
k i j
. . .
...
...
...
...
...
...
...
k · · · 0 · · · 0 1 0 0 0 · · · 0 · · ·
...
. . .
...
...
...
...
...
...
· · · 1 · · · 0 0 0 0 0 · · · 0 · · ·
i · · · 0 · · · 1 0 1 0 0 · · · 0 · · ·
· · · 1 · · · 1 0 0 1 0 · · · 0 · · ·
· · · 1 · · · 1 1 0 0 0 · · · 1 · · ·
· · · 1 · · · 1 1 1 1 0 · · · 0 · · ·
...
...
...
...
...
...
. . .
...
j · · · 1 · · · 1 1 1 0 1 · · · 0 · · ·
...
...
...
...
...
...
...
. . .
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
and column (i − 1) is the Boolean sum of columns (i + 1), (i + 2), and j.
If N is a subpath of U, then
[T] =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
k i
. . .
...
...
...
...
...
...
k · · · 0 · · · 0 1 0 0 0 · · ·
...
. . .
...
...
...
...
...
· · · 1 · · · 0 0 0 0 0 · · ·
i · · · 0 · · · 1 0 1 0 0 · · ·
· · · 1 · · · 1 0 0 1 0 · · ·
· · · 1 · · · 1 1 0 0 1 · · ·
· · · 1 · · · 1 1 1 0 0 · · ·
...
...
...
...
...
...
. . .
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
and column (i − 1) is equal to the Boolean sum of columns (i + 1), (i + 2), and (i + 3).
We have now established our main result.
Theorem 5.1. If T is an upset n-tournament, then in(T) = bc(T) = rB([T]) = n − q, where q is the
number of reducing consecutive paths in the upset path of T.
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