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Abstrak 
 
Hubungan fungsional antara respon dengan peubah penjelas pada  regresi 
linear berganda berbentuk parametrik dengan metode pendugaan parameternya 
adalah metode kuadrat terkecil. Pada regresi semiparametrik, hubungan  
fungsional antara respon dengan peubah penjelas dapat berbentuk parametrik 
atau nonparametrik. Metode yang banyak digunakan untuk pendugaan regresi 
semiparametrik adalah algoritma backfitting yang dikemukakan oleh Hastie & 
Tibshirani (1990). Pada penelitian ini pendugaan regresi parametrik didekati 
dengan model campuran linear. Keuntungan utama pendekatan  dengan model 
campuran linear adalah menggunakan metode ML atau REML sehingga 
memberi kemudahan dalam seleksi model dan penarikan kesimpulan 
 
Kata Kunci : Regresi semiparametrik, model aditif, model campuran linear, 
spline,   
 
 
PENDAHULUAN 
 Pada regresi nonparametrik bentuk hubungan 
antara respon y dengan peubah penjelas x 
dinyatakan dalam model   iii εxsy   untuk  
,n,i 1 ,  dengan  (.)s  adalah bentuk hubungan 
fungsional nonparametrik dan εi adalah galat acak.  
Stone (1985) memperluas model ini untuk peubah 
penjelas lebih dari satu, seperti pada regresi 
berganda,  dan dikenal dengan model aditif. Untuk 
data   ,n,i,,x,,xy ipii  11  ,  model aditif 
didefinisikan  sebagai   
   i
p
j
ijji εxssy  
1
0                               (1) 
dengan  '1 n,ε,ε  adalah galat acak yang 
bebas stokastik terhadap peubah penjelas 
 '1 njjj ,x,x x  dan memenuhi   0ε E , 
  Iε 2cov  , sedangkan js  adalah bentuk 
hubungan fungsional antara respon dengan peubah 
penjelas jx .  
Hubungan fungsional antara peubah penjelas 
dengan respon pada persamaan (1) dapat berbentuk 
parametrik, nonparametrik, atau gabungan 
keduanya.  Bila semua hubungan fungsional antara 
respon dengan peubah penjelas pada model (1)  
berbentuk parametrik maka model (1) merupakan 
regresi linear berganda.  Dan bila pada model (1) 
mengandung bentuk hubungan fungsional 
parametrik dan nonparametrik maka  model (1) 
dikenal dengan regresi semiparametrik. 
Metode untuk  pendugaan regresi linear 
berganda adalah metode kuadrat terkecil. Untuk 
pendugaan model semiparametrik, Hastie & 
Tibshirani (1990) mengemukakan algoritma 
backfitting. Algoritma ini  telah diperluas pada 
sebaran keluarga  eksponensial dan dikenal sebagai 
model aditif terampat (generalized additive model 
selanjutnya disingkat GAM). Fungsi mulus yang 
paling banyak digunakan pada GAM adalah 
pemulus spline, di samping kernel dan fungsi 
penimbang lokal terkecil (locally weigted atau 
lowess). Meskipun GAM bersifat fleksibel dan 
efisien, akan tetapi algoritma backfitting  dengan 
pemulus linear mempunyai kesulitan dalam seleksi 
model dan penarikan kesimpulan.  
Eilers & Marx (1996), Ruppert & Carroll (1997) 
mengemukakan pemulus dimensi rendah yang 
disebut dengan P-spline atau regresi spline 
terpenalti (penalized spline regression). P-spline 
menggunakan jumlah basis spline yang sedikit 
dengan penalti kekasaran untuk mengontrol 
kemulusan dan mempunyai hubungan matematis 
yang sederhana dengan model campuran linear 
seperti yang dibahas oleh Fan dan Zhang (1998), 
Wang (1998), Brumback et al (1999),  Vebyla et al 
(1999), French et al (2001), Kamman dan Wand 
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(2003), dan Wand (2003). Dalam model campuran 
linear, penduga  P-spline adalah prediksi tak bias 
linear terbaik (best linear unbiased linear 
prediction selanjutnya disingkat BLUP) dan 
parameter pemulusnya merupakan ratio dari dua 
komponen ragam.  
P-spline dapat dipandang sebagai  model aditif 
untuk satu peubah penjelas. Kajian empiris pada 
model aditif satu peubah penjelas dengan P-spline 
dan pemulus spline menunjukkan bahwa perbedaan 
nilai parameter pemulus dan MSE (mean square 
error) antara keduanya relatif kecil (Djuraidah dan 
Aunuddin 2006).  Model ini dapat dikembangkan 
untuk banyak peubah penjelas. Pada penelitian ini 
akan dikaji pendugaan regresi semiparametrik 
dengan pendekatan model campuran linear. 
 
 
MODEL CAMPURAN LINEAR 
 
Model linear campuran atau dikenal dengan 
komponen ragam merupakan perluasan dari model 
linear yaitu dengan menambahkan efek acak. 
Metode ini banyak digunakan dalam rancangan 
percobaan untuk data yang berkorelasi seperti pada 
percobaan pengukuran berulang (Searle et al 1992). 
Bentuk umum model linear campuran adalah  
             εuZβXy     
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dimana X adalah matriks desain dari efek tetap 
yang teramati, β adalah vektor parameter pengaruh 
efek tetap yang tidak diketahui, Z adalah matriks 
desain efek acak yang teramati, u adalah vektor 
efek acak yang tidak diketahui, dan ε adalah vektor 
galat acak yang tidak diketahui. Sehingga 
nilaitengah dan matriks ragam-peragam untuk y 
adalah Xβy )(E  dan RZGZVy  ')(var .   
Penduga efek tetap dan efek acak ditentukan 
dari persamaan model campuran yaitu  
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Bila matriks G dan R diketahui, maka penduga  
bagi parameter β dan u adalah           
yR
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Dari persamaan matriks di atas,  penduga efek tetap  
β  dapat dinyatakan sebagai   
  yVX'XVX'β 111-ˆ              
Penduga efek tetap βˆ  adalah penduga GLS 
(generalized least squares) dan βXˆ  adalah penduga 
tak bias linear terbaik (best linear unbiased linear 
prediction selanjutnya disingkat BLUE) untuk Xβ .  
Bila y mempunyai sebaran normal, maka  βˆ  adalah 
penduga kemungkinan maksimum (maximum 
likelihood estimator selanjutnya disingkat MLE). 
Penduga efek acak uˆ   pada persamaan (3) dapat 
dinyatakan sebagai 
 βXyVGZ'u ˆˆ 1                                                                
yang merupakan BLUP (Searle et al 1992).  
Metode yang paling banyak digunakan dalam 
pendugaan komponen ragam adalah metode 
kemungkinan maksimum (maximum likelihood 
selanjutnya disingkat ML) dan metode 
kemungkinan maksimum berkendala (restricted 
maximum likelihood selanjutnya disingkat REML). 
Metode REML menghasilkan penduga takbias bagi 
komponen ragam, sedangkan ML menghasilkan 
penduga yang bias. 
 
REGRESI SPLINE TERPENALTI 
 
Misalkan  ii yx ,  adalah pengukuran pada 
peubah penjelas x dan peubah respon y untuk 
ni 1 . Misalkan hubungan fungsional antara x 
dengan y dimodelkan sebagai  
  
i
xsy ii                                                (4) 
dengan s adalah fungsi mulus, iε  bebas stokastik  
dengan ragam 2 .  Model (4) adalah bentuk 
regresi nonparametrik yang paling sederhana dan 
banyak metode  pendekatan yang dapat digunakan 
seperti yang dibahas oleh Eubank (1988), Green 
dan Silverman (1994), dan Simonoff (1996)  
Misalkan fungsi mulus s diduga dengan model 
regresi spline berderajat-p  yaitu :         
 


K
k
p
kpk
p
p )κ(xuxxs
1
10 ...);( βx      (5) 
dengan  '10 pKpp ,...,u,u,...,βββ  adalah vektor 
koefisien regresi spline, 1p  adalah bilangan 
bulat positif,    0 www
pp Ι  adalah basis 
fungsi pangkat terpotong  berderajat p (truncated 
power function selanjutnya disingkat dengan FPT) 
dengan Ι  fungsi indikator, dan K  ...1  
adalah simpul tetap. 
 Penduga parameter βˆ  ditentukan dengan 
minimisasi jumlah kuadrat terpenalti, yaitu )J(s  
yang didefinisikan sebagai :    
βDβ'β


n
i
ii xsys
1
2));(()J(             (6)    
dengan   adalah parameter pemulus, dan D  
adalah matriks semidefinit positif. Suku pertama 
pada )J(s  adalah jumlah kuadrat  galat dan suku 
keduanya adalah penalti kekasaran. Kriteria 
penentuan model pada persamaan (6) merupakan 
gabungan antara kriteria pada model regresi spline 
dengan kriteria dari pemulus spline. Sehingga 
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minimisasi )J(s  pada nilai   tertentu akan 
memberikan kompromi antara kebaikan pengepasan 
dengan kehalusan kurva. Model aditif degan kriteria 
pendugaan ini disebut juga dengan regresi spline 
terpenalti. 
Misalkan T adalah matriks desain untuk regresi 
spline dengan baris ke-i dari matriks T yaitu  
    ppipiii xxxx   Ki1 ...,,...,,1 T . Misalkan 
),(diag 1 Kp 10D  , maka dalam notasi matriks  
)J(s  dapat dinyatakan sebagai 
    βDβ'βTyβTy ' λ                      (7)    
Minimisasi persamaan (7) menghasilkan penduga  
bagi parameter  β  yaitu   
yT'DTT'β 1)(ˆ  λ                      
sehingga penduga regresi spline terpenalti  adalah   
yT'DTT'TβTy 1)(ˆˆ  λ                      (8) 
     Regresi spline terpenalti dapat diformulasikan 
sebagai model campuran linear. Kunci hubungan 
antara regresi spline terpenalti dengan model 
campuran linear adalah bahwa penalti dari koefisien 
upk pada model (5) ekivalen dengan memperlakukan 
koefisien ini sebagai efek acak pada model 
campuran linear. Misalkan didefinisikan parameter   
 '10* ,,, p β ,   '1,..., pKp uuu ,  
dan matriks desain  
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Kriteria spline terpenalti pada persamaan (6) jika  
dibagi   dengan  
2
ε     akan diperoleh     
       uuuZβXyuZβXy ''
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Persamaan (9) sama dengan kriteria BLUP dari 
model campuran linear dengan memperlakukan u 
sebagai koefisien dari efek acak pada`model 
campuran linear dengan Iu
2
u)cov(   dimana 



2
ε2
u  . Sehingga representasi regresi spline 
terpenalti dalam bentuk model campuran linear 
adalah    
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BLUP untuk fungsi    'n1 )(),...,( xsxss x  adalah  
uZβXy ˆˆˆ *                                                (11) 
dengan    
    yΙZ'ZXXΙZ'ZX'β 1-2ε2u
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dan       *12ε2u2u ˆσ'ˆ βXyΙZZZ'u 

 . 
Solusi  yˆ  di atas dapat dinyatakan dalam bentuk  
  yC'DCC'C'y 1ˆ  λ                          (12) 
 dengan  ZXC  , ),diag( K1p 10D   dan 
2
u
2
ε


  .  Persamaan (12) ekivalen  dengan solusi 
regresi spline terpenalti pada persamaan (5). Bukti 
ini menunjukkan bahwa BLUP bagi  xs  ekivalen 
dengan penduga regresi spline terpenalti. Parameter 
pemulus   merupakan rasio antara dua komponen 
ragam dari model campuran linear. 
      
 
REGRESI SEMIPARAMETRIK 
 
Misalkan regesi semiparametrik dengan 2 
peubah penjelas 1X  dan 2X , dengan hubungan 
fungsional antara Y dengan  1X  berbentuk linear 
dan hubungan fungsional antara Y dengan 2X  
berbentuk nonparametrik. Model ini dapat 
dinyatakan  sebagai  
i2110 )  iii s(xxββy                              (13) 
dengan )( i2xs  adalah fungsi mulus untuk 2x . 
Fungsi mulus )( 2xs  dimodelkan sebagai regresi 
spline linear  berderajat-1 maka model (13) ditulis 
sebagai 
ikk xuxxy  

 
K
1k
ii22i110i )(       (14) 
dengan K  ...1  adalah simpul tetap untuk 
peubah penjelas penjelas x2, dan    0 www Ι  
adalah FPT berderajat-1 dengan Ι  fungsi indikator.  
Model pada persamaan (14) diduga dengan 
minimisasi jumlah kuadrat terpenalti.   
Misalkan vektor koefisien pada model (14) 
adalah  '1210 ,,,,, Kuu β , penduga parameter 
βˆ  ditentukan dengan minimisasi jumlah kuadrat 
terpenalti seperti pada persamaan (6) dan dipeoleh  
yC'DCC'β 1)(ˆ  λ                      
sehingga penduga regresi semiparametrik  adalah 
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dan  1000diag  K1D  , serta   adalah parameter 
pemulus peubah penjelas penjelas 2x  .  
Formulasi regresi semiparametrik  pada 
persamaan (13) ke dalam model linear campuran 
adalah dengan memperlakukan potongan 
polinomial ku  sebagai efek acak dalam model 
linear campuran.  Jika didefinisikan  
 '210 ,, β ,     '1 Kuu u  
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maka penduga kuadrat terkecil terpenalti adalah 
ekivalen dengan BLUP model linear campuran                         
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Sehingga pendugaan model aditif dapat dilakukan 
dengan menggunakan model linear campuran. 
Penduga parameter pemulus untuk 2X merupakan 
rasio antara dua komponen ragam yaitu 
2
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METODOLOGI PENELITIAN 
 
Data yang digunakan pada penelitian ini berasal 
dari buku Mendenhall & Sincich (1992) yaitu 
tentang kandungan karbon monooksida /CO (mg), 
kandungan tar (mg) dan berat (g) dari 25 merek 
rokok. Kandungan CO sebagai peubah respon, 
sedangkan kandungan tar dan berat sebagai peubah 
penjelasnya. 
Pemodelan diawali dengan menentukan 
hubungan fungsional antara  CO dengan tar dan 
berat. Pada peubah penjelas yang mempunyai 
hubungan nonparametrik dibangkitkan basis  FPT 
dengan beberapa kemungkinan  jumlah simpul yang 
sesuai dengan data.   Dari dua peubah penjelas di 
atas dan jumlah simpul yang digunakan  akan 
diperoleh beberapa alternatif model. Selanjutnya 
model semiparametrik diformulasikan dalam model 
campuran  linear. Pendugaan parameter dan 
komponen ragam   menggunakan metode REML  
dengan  bantuan paket program  SAS v9.1. Kriteria 
kebaikan model ditentukan dari nilai AIC dan  plot 
galat model. 
 
 
HASIL DAN PEMBAHASAN 
 
Koefisien korelasi antara kandungan tar dan 
kandungan nikotin sebesar 0.936, sehingga dalam 
model semiparametrik cukup dipilih salah satu dari 
kedua peubah penjelas tersebut. Pola hubungan 
fungsional antara kandungan CO dengan tar, 
nikotin, dan berat  masing-masing disajikan pada 
Gambar 1, 2, dan 3. Pada Gambar 1 , tampak pola 
hubungan antara tar dengan CO adalah linear. 
Demikian juga dengan pola hubungan antara 
nikotin dengan  CO pada Gambar 2 tampak linear. 
Sedangkan pola hubungan antara berat dengan CO 
tampak nonparametrik.     
 
 
Gambar 1. Pola Hubungan Fungsional antara Tar 
dengan CO 
 
 
Gambar 2. Pola Hubungan Fungsional antara 
Nikotin dengan CO 
 
 
 
Gambar 3. Pola Hubungan Fungsional antara Berat 
dengan CO 
 
Hasil pemodelan regresi linear dan regresi 
semiparametrik disajikan pada Tabel 1 dan Tabel 2. 
Nilai AIC pada model dengan peubah penjelas tar 
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lebih kecil dibandingkan model dengan peubah 
penjelas nikotin. Pada Tabel 1 terlihat penambahan 
jumlah simpul pada peubah penjelas berat tidak 
menurunkan nilai AIC model. Model terbaik untuk 
CO mempunyai peubah penjelas  tar dengan pola 
hubungan fungsional  linear dan berat dengan 
hubungan fungsional spline derajat 2 dan jumlah 
simpul 3. Pola sisaan model terbaik yang disajikan 
pada Gambar 4 tampak tidak berpola. 
 
Tabel 1. Nilai AIC model dengan peubah penjelas 
Tar dan Berat 
Hubungan Fungsional dengan CO 
AIC 
Tar Berat 
Linear Linear 76.4 
Linear Spline d=1, k=3 76.4 
Linear Spline d=1, k=4 76.4 
Linear Spline d=1, k=5 76.4 
Linear Spline d=2, k=3 66.0 
Linear Spline d=2, k=4 66.0 
Linear Spline d=2, k=5 66.0 
d= derajat spline k= jumlah simpul 
 
 
Tabel 2. Nilai AIC model dengan peubah penjelas 
Nikotin dan Berat 
Hubungan Fungsional dengan CO 
AIC 
Nikotin Berat 
Linear Linear 91.6 
Linear Spline d=1, k=3 91.6 
Linear Spline d=1, k=4 91.6 
Linear Spline d=1, k=5 89.6 
Linear Spline d=2, k=3 81.8 
Linear Spline d=2, k=4 81.8 
Linear Spline d=2, k=5 81.8 
d= derajat spline k= jumlah simpul 
  
 
Gambar 4. Plot Sisaan Model Terbaik 
 
 
 
 
 
KESIMPULAN 
 
     Nilai AIC model semiparametrik lebih kecil 
dibandingkan dengan model regresi linear. 
Peningkatan derajat polinomial spline menurunkan 
nilai AIC, meskipun penambahan jumlah simpul 
tidak menurunkan niali AIC. Pendugaan regresi 
semiparametrik dengan model linear campuran 
memberikan kemudahan dalam pendugaan model 
dengan komputasi yang cepat. 
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