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Abstract
There has been much recent interest in Private information Retrieval (PIR) in
models where a database is stored across several servers using coding techniques from
distributed storage, rather than being simply replicated. In particular, a recent break-
through result of Fazelli, Vardy and Yaakobi introduces the notion of a PIR code and
a PIR array code, and uses this notion to produce efficient PIR protocols.
In this paper we are interested in designing PIR array codes. We consider the
case when we have m servers, with each server storing a fraction (1/s) of the bits of
the database; here s is a fixed rational number with s > 1. A PIR array code with
the k-PIR property enables a k-server PIR protocol (with k ≤ m) to be emulated on
m servers, with the overall storage requirements of the protocol being reduced. The
communication complexity of a PIR protocol reduces as k grows, so the virtual server
rate, defined to be k/m, is an important parameter. We study the maximum virtual
server rate of a PIR array code with the k-PIR property. We present upper bounds
on the achievable virtual server rate, some constructions, and ideas how to obtain
PIR array codes with the highest possible virtual server rate. In particular, we present
constructions that asymptotically meet our upper bounds, and the exact largest virtual
server rate is obtained when 1 < s ≤ 2.
A k-PIR code (and similarly a k-PIR array code) is also a locally repairable code
with symbol availability k−1. Such a code ensures k parallel reads for each information
symbol. So the virtual server rate is very closely related to the symbol availability of
the code when used as a locally repairable code. The results of this paper are discussed
also in this context, where subspace codes also have an important role.
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1 Introduction
A Private Information Retrieval (PIR) protocol allows a user to retrieve a data item from
a database, in such a way that the servers storing the data will get no information about
which data item was retrieved. The problem was introduced in [6]. The protocol to achieve
this goal assumes that the servers are curious but honest, so they don’t collude. It is also
assumed that the database is error-free and synchronized all the time. For a set of k servers,
the goal is to design an efficient k-server PIR protocol, where efficiency is measured by the
total number of bits transmitted by all parties involved; the efficiency of the best known
k-server PIR protocols increases as k increases. This model is called information-theoretic
PIR. There is also computational PIR, in which the privacy is defined in terms of the inability
of a server to compute which item was retrieved in reasonable time [26]. In this paper we
will be concerned only with information-theoretic PIR.
The classical model of PIR assumes that each server stores a copy of an n-bit database, so
the storage overhead, namely the ratio between the total number of bits stored by all servers
and the size of the database, is k. However, recent work combines PIR protocols with
techniques from distributed storage (where each server stores only some of the database) to
reduce the storage overhead. This approach was first considered in [33], and several papers
have developed this direction further: [1, 2, 3, 4, 5, 13, 14, 15, 32, 36, 37, 38, 39, 43, 45]. Our
discussion will follow the breakthrough approach presented by Fazeli, Vardy, and Yaakobi [13,
14]. They use a suitable array code, called a k-PIR array code, to enable m servers (for some
m > k) to emulate a k-server PIR protocol with storage overhead significantly lower than k.
We give more details of this approach below.
It is desirable to emulate a k-server PIR protocol where k is as large as possible given the
other parameters are fixed, since the communication complexity of the best known k-server
PIR protocols reduces as k increases. We define the virtual server rate of a k-PIR array code
to be k/m, and aim of this paper is to design code which maximise this rate, and provide
corresponding upper bounds on this rate.
There has been a great deal of recent work designing codes for distributed storage across
m servers. Key concepts in this application are locality [16, 23, 24, 29], which is useful when
we wish to restoring a server after data loss by using a small number of other servers and
symbol availability [20, 30, 31, 34, 35, 40, 44], which enables data to be read in parallel using
disjoint groups of servers. Fazeli et al. [13, 14] observed that a k-PIR array code is also a
code with symbol availability k − 1. Thus the virtual server rate of the k-PIR array code is
closely related to the availability rate (defined below) of the code when used in distributed
storage.
We now define the key notions discussed above more precisely.
Fazeli et al. define a [t × m, p] k-PIR array code as follows. Let x1, x2, . . . , xp be a
basis of a vector space of dimension p (over some finite field F). A [t ×m, p] array code is
simply a t ×m array, each entry containing a linear combination of the basis elements xi.
A [t ×m, p] array code satisfies the k-PIR property (or is a [t ×m, p] k-PIR array code) if
for every i ∈ {1, 2, . . . , p} there exist k pairwise disjoint subsets S1, S2, . . . , Sk of columns so
that for all j ∈ {1, 2, . . . , k} the element xi is contained in the linear span of the entries of
the columns Sj. The following example of a (binary) [7 × 4, 12] 3-PIR array code is taken
from [14]:
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x1 x2 x3 x1 + x2 + x3
x2 x3 x1 x6
x4 x5 x4 + x5 + x6 x4
x5 x6 x8 x9
x7 x7 + x8 + x9 x9 x7
x8 x10 x11 x12
x10 + x11 + x12 x11 x12 x10.
The 3-PIR property means that for all i ∈ {1, 2, . . . , 12} we can find 3 disjoint subsets of
columns whose entries span a subspace containing xi. For example, x5 is in the span of the
entries in the subsets {1}, {2} and {3, 4} of columns; x11 is in the span of the entries in the
subsets {1, 4}, {2} and {3} of columns.
In the example above, many of the entries in the array consist of a single basis element;
we call such entries singletons.
Fazeli et al use a [t×m, p] k-PIR array code as follows. The database is partitioned into
p parts x1, x2, . . . , xp, each part encoded as an element of the finite field F. Each of a set of m
servers stores t linear combinations of these parts; the jth server stores linear combinations
corresponding to the jth column of the array code. We say that the jth server has t cells,
and stores one linear combination in each cell. They show that the k-PIR property of the
array code allows the servers to emulate all known efficient k-server PIR protocols. But the
storage overhead is tm/p, and this can be significantly smaller than k if a good array code
is used. Define s = p/t, so s can be thought of as the reciprocal of the proportion of the
database stored on each server. For small storage overhead, we would like the ratio
k
tm/p
= s
k
m
(1)
to be as large as possible. We define the virtual server rate of a [t × m, p] k-PIR array
code to be k/m. The virtual server rate should not be confused with the rate of the code
and the PIR rate. The rate of the code is ratio between the logarithm to base q (when the
codewords are over the finite field GF(q)) of the number of codewords and the logarithm
to base q of the number of words in the space. The PIR rate is equal to the number of
information bits which are obtained in a PIR scheme, when the user is downloading one bit.
In applications, we would like the virtual server rate to be as large as possible for several
reasons: when s, which represents the amount of storage required at each server, is fixed
such schemes give small storage overhead compared to k (see (1)); we wish to use a minimal
number m of servers, so m should be as small as possible; large values of k, compared to m,
are desirable, as they lead to protocols with lower communication complexity. We will fix
the number t of cells in a server, and the proportion 1/s of the database stored per server
and we seek to maximise the virtual server rate. Hence, we define g(s, t) to be the largest
virtual server rate of a [t ×m, p] k-PIR array code when s and t (and so p) are fixed. We
define g(s) = limt→∞g(s, t).
Most of the analysis in [13, 14] was restricted to the case t = 1. The following two results
presented in [14] are the most relevant for our discussion. The first result corresponds to the
case where each server holds a single cell, i.e. we have a PIR code (not an array code with
t > 1).
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Theorem 1. For any given positive integer s, g(s, 1) = (2s−1)/(2s − 1).
The second result is a consequence of the only construction of PIR array codes given [14]
which is not an immediate consequence of the constructions for PIR codes.
Theorem 2. For any integer s ≥ 3, we have g(s, s− 1) ≥ s/(2s− 1).
The goal of this paper is first to generalize and improve the results of Theorems 1 and 2
and to find codes with better virtual server rates for a given s. We would like to find out
the behavior of g(s, t) as a function of t. This will be done by providing new constructions
for k-PIR array codes which will imply lower bounds on g(s, t) for any given pair (s, t),
where s > 1 is any rational number, and t > 1 is an integer, such that st is an integer.
This will immediately imply a related bound on g(s) for various values of s. Contrary to
the construction in [14], the value of s in our constructions is not necessarily an integer
(this possible feature was mentioned in [14]): each rational number greater than one will be
considered. We will also provide various upper bounds on g(s, t), and related upper bounds
on g(s). It will be proved that some of the upper bounds on g(s, t) are tight and also our
main upper bound on g(s) is tight.
We now relate these results to concepts in distributed storage system (DSS) applications.
Recall that code C is called locally repairable code or locally recoverable code with locality r if
every symbol from its codewords can be recovered by at most r other symbols of the codeword
of a set R called a recovering set. A code C is a locally repairable code with (symbol) locality r
and (symbol) availability κ if every symbol has κ pairwise disjoint recovering sets, each one
of size at most r. An extra requirement from locally repairable code is that it needs to
be systematic which is not a requirement for a PIR code. We define the availability rate
of a code of length m, locality r and availability κ as κ/m. This is very similar to the
virtual server rate which is defined for the same code as (κ + 1)/m. When we generalise to
array codes, the notions of node and symbol locality and availability become distinct: the
definitions of symbol locality and symbol availability generalise in a straightforward way,
with recovering sets possibly depending on the symbol stored by a node rather than just the
node itself. (For array codes, node locality is often called the repair degree.)
So, how good are the codes in this paper in terms of their availability? If we are interested
in locality one, we are interested in the singletons that appear in our array code. Since each
node can store t singletons it follows that symbol availability κ satisfies κ ≤ mt/p. All
our constructions have symbol availability smaller than mt/p since most servers have non-
singleton cells. Hence, the codes are not optimal in this respect. For locality two the situation
is quite different. The upper bounds on virtual server rate (and so on availability rate) that
we establish do not depend on locality. Our constructions below are all of locality two, so
(see Corollary 3) we already have optimal availability rate when 1 < s ≤ 2 and optimal
asymptotic availability rate when s ≥ 2. So, from the perspective of this paper, there is
no point to consider codes of locality three or more. Of course, if we take other design
parameters from DSS into account we might need to amend our constructions.
To summarise, our notation used in the remainder of the paper is given by:
• n - the number of bits in the database.
• p - the number of parts the database is divided into. The parts will be denoted by
x1, x2, . . . , xp.
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• 1
s
- the fraction of the database stored on a server.
• m - the number of servers (i.e. the number of columns in the array).
• t - the number of cells in a server (or the number of rows in the array); so t = p/s.
• k - the array code allows the servers to emulate a k-PIR protocol.
• g(s, t) - the largest virtual server rate of a [t×m, p] k-PIR array code.
• g(s) = limt→∞g(s, t).
Though a PIR array code is formally an array of vectors, we use terminology carried over
from the application we have in mind. So we refer to a column of this array as a server, and
an entry of this column as a cell.
The information in the t cells of a given server spans a subspace V of Fp whose dimension
is at most t. It is this subspace, rather than the values in individual cells of the server, which
is important for the k-PIR property. Changing the cells of a given server to produce a new
spanning set for V , or even to replace V by a larger subspace containing it, cannot harm the
k-PIR property. So, since the xi are linearly independent, without loss of generality we can
(and do) make two assumptions in our analysis and constructions:
• if xi can be derived from information in certain server alone, the singleton xi is stored
as the value of one of the cells of this server;
• the data stored in any server’s cells are linearly independent, i.e. the subspace spanned
by the information in the t cells has dimension t.
Clearly, a PIR array code is characterized by the parameters, s, t, k, and m (the integer n
must be a multiple of p, does not otherwise have any significant effect). In [14], where the
case t = 1 was considered, the goal was to find the smallest m for given s and k. They write
M(s, k) for this value of m. The main aim in [14] was to find bounds on M(s, k), and to
analyse the redundancy M(s, k)− s and the storage overhead M(s, k)/s. When considering
PIR array codes, we have an extra parameter t. When s, t, and k and given, the goal is
to find the smallest possible value of m. We write M(s, t, k) for this value of m. Clearly,
M(s, t, k) ≤M(s, k), but the main target is to find the range for which M(s, t, k) < M(s, k),
especially when the storage overhead is low. For this we observe that
M(s, k) ≥M(s, t, k) ≥ k/g(s, t) ,
which underlines the importance of the function g(s, t). Our discussion answers some of
the given questions, but unfortunately not for low storage overhead (our storage overhead
is much smaller than k as required, but k is relatively large). Hence, our results provide an
indication of the target to be achieved, and this target is left for future work. We will fix two
parameters, t and s, and examine the ratio k/m. A high virtual server rate might require
both k and m to be large. This might give the best storage overhead for a given k, but the
storage overhead might well not be low: for a lower storage overhead, we probably need to
compromise on a lower ratio of k/m.
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The rest of this paper is organized as follows. In Section 2 we present a simple upper
bound on the value of g(s). Though this bound is attained, we prove that g(s, t) < g(s) for
any fixed values of s and t. We will also state a more complex upper bound on g(s, t) for
various pairs (s, t), which will be shown to be attainable for 1 < s ≤ 2. In Section 3 we
present a few constructions, all of which are asymptotically optimal (in the sense of having
the best virtual server rate as t → ∞). We believe that they are also optimal for their
specific parameters (s, t, and k). In Subsection 3.1 we consider the case where 1 < s ≤ 2
and produce a construction which attains the upper bound on g(s, t). This exact value of
the virtual server rate for 1 < s ≤ 2 and any admissible t is given in Corollary 3. This
construction is generalized and analysed, for any rational number s > 1, in Subsection 3.2.
For small s and t the results are summarized in Table 1. The asymptotic value of the virtual
server rate, g(s), for any rational number s > 1 is given in Theorem 13. We provide a
conclusion in Section 4, where problems for future research are presented.
2 Upper Bounds
In this section we will be concerned first with a simple general upper bound (Theorem 3) on
the virtual server rate of a k-PIR array code for a fixed value of s with s > 1. This bound
cannot be attained, but is asymptotically optimal (as t→∞). This will motivate us to give
a stronger upper bound (Theorem 4) on the virtual server rate g(s, t) of a [t×m, st] k-PIR
array code for various values of t that can sometimes be attained.
Theorem 3. For each rational number s > 1 we have that g(s) ≤ (s + 1)/(2s). There is
no t such that g(s, t) = (s+ 1)/(2s).
Proof. Suppose we have a [t×m, p] k-PIR array code with p/t = s. To prove the theorem,
it is sufficient to show that k/m < (s+ 1)/2s. Recall that we are assuming, without loss of
generality, that if xi can be derived from information on a certain server, then the singleton xi
is stored as the value of one of the cells of this server.
Let αi be the number of servers which hold the singleton xi in one of their cells. Since each
server has t cells, we find that
∑p
i=1 αi ≤ tm, and so the average value of the integers αi is at
most tm/p = m/s. So there exists u ∈ {1, 2, . . . p} such that αu ≤ m/s (and we can only have
αu = m/s when αi = m/s for all i ∈ {1, 2, . . . , p}). Let S(1), S(2), . . . , S(k) ⊆ {1, 2, . . . ,m}
be disjoint sets of servers, chosen so the span of the cells in each subset of servers contains
xu. Such subsets exist, by the definition of a k-PIR array code. If no server in a subset
S(j) contains the singleton xu, the subset S
(j) must contain at least two elements (because
we are assuming, without loss of generality, that if xi can be derived from information
on a certain server, then the singleton xi is stored as the value of one of the cells of this
server.). So at most αu of the subsets S
(j) are of cardinality 1. In particular, this implies
that k ≤ αu + (m− αu)/2. Hence
k
m
≤ αu + (m− αu)/2
m
=
1
2
+
αu
2m
≤ 1
2
+
m/s
2m
=
1
2
+
1
2s
=
s+ 1
2s
. (2)
We can only have equality in (2) when αi = m/s for all i ∈ {1, 2, . . . , p}, which implies that
all cells in every server are singletons. But then the span of a subset of servers contains xi
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if and only if it contains server with a cell xi, and so k ≤ αi = m/s. But this implies that
the virtual server rate k/m of the array code is at most 1/s = 2/2s. This contradicts the
assumption that the virtual server rate of the array code is k/m = (s + 1)/2s, since s > 1.
So k/m < (s+ 1)/2s, as required.
For non-trivial schemes we require that p > t, so p = t + d for some positive integer d.
Since p = st, we see that s = 1 + d/t. We now provide a bound on g(s, t) in terms of this
integer d:
Theorem 4. For any integer t ≥ 2 and any positive integer d, we have
g(1 +
d
t
, t) ≤ (2d+ 1)t+ d
2
(t+ d)(2d+ 1)
= 1− d
2 + d
(t+ d)(2d+ 1)
.
Proof. Suppose we have a [t×m, p] k-PIR array code with p = t+ d. We aim to provide an
upper bound on the virtual server rate k/m of this code.
For each i ∈ {1, 2, . . . , p}, let S(1)i , . . . , S(ki)i ⊆ {1, 2, . . . ,m} be disjoint sets of servers, cho-
sen so that the cells in each subset of servers span a subspace containing xi. We choose these
subsets so that ki is as large as possible subject to this condition; so k = min{k1, k2, . . . , kp} ≤
(
∑p
i=1 ki)/p = (
∑p
i=1 ki)/(t + d). To prove the theorem, which asks for an upper bound
on k/m, it suffices to show that
p∑
i=1
ki ≤ (2d+ 1)t+ d
2
2d+ 1
m.
Without loss of generality, we may assume that when server j contains a singleton entry xi
then {j} is one of the subsets S(1)i , . . . , S(ki)i .
We say that a server is singleton if all its cells are singletons; otherwise we say that a
server is non-singleton. Let ` be the number of singleton servers, and let r be the number of
non-singleton servers. So `+ r = m.
For i ∈ {1, 2, . . . , p}, let `i be the number of singleton servers with a cell equal to xi, and
let ri be the number of non-singleton servers with a cell equal to xi. Since every singleton
server contains t distinct singleton cells, and every non-singleton server contains at most
t− 1 singleton cells, we see that ∑pi=1 `i = t` and ∑pi=1 ri ≤ (t− 1)r.
Let fi be the number of sets in the list S
(1)
i , . . . , S
(ki)
i that are of cardinality 2 or more,
but contain at least one singleton server. None of the sets counted by fi contain a server
with a cell xi, since the sets have cardinality at least 2. Hence fi ≤ `− `i. Every set counted
by fi must involve a non-singleton server, as cells of the form xu for u 6= i can never span
a space containing xi. Moreover, the non-singleton servers involved cannot contain xi as an
entry, so fi ≤ r − ri.
When i ∈ {1, 2, . . . , p} is fixed, there are exactly `i + ri sets S(j)i of size 1, and (by
definition) there are fi sets S
(j)
i that involve singleton servers. Every remaining set of the
form S
(j)
i must involve at least 2 non-singleton servers, and so there are at most (r−ri−fi)/2
sets that remain. Hence
ki ≤ `i + ri + fi + (r − ri − fi)/2 = `i + r/2 + ri/2 + fi/2. (3)
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Since fi ≤ r − ri, we see that (3) implies
ki ≤ `i + r. (4)
Moreover, since fi ≤ `− `i, we see that (3) implies
ki ≤ (`+ `i)/2 + (r + ri)/2 = m/2 + `i/2 + ri/2. (5)
Our proof now splits into two cases. First suppose that r ≤ dm/(2d+ 1). The bound (4)
implies that
p∑
i=1
ki ≤
p∑
i=1
`i + pr = t`+ pr = t`+ (t+ d)r = tm+ dr.
The right hand side is maximised when r is as large as possible, in other words when r =
dm/(2d+ 1), and so
p∑
i=1
ki ≤ tm+ d2m/(2d+ 1) = t(2d+ 1) + d
2
2d+ 1
m,
as required.
Now suppose that r ≥ dm/(2d+ 1). Then (5) implies that
p∑
i=1
ki ≤ pm/2 +
p∑
i=1
`i/2 +
p∑
i=1
ri/2
≤ pm/2 + t`/2 + (t− 1)r/2
= ((p+ t)m− r)/2.
The right hand side is maximised when r is as small as possible, in other words when
r = dm/(2d+ 1). So, since p = d+ t,
p∑
i=1
ki ≤ (p+ t)m/2− (d/(2d+ 1))m/2 = (d+ 2t)(2d+ 1)− d
2(2d+ 1)
m =
t(2d+ 1) + d2
2d+ 1
m,
as required.
Corollary 1. For any positive integers δ and τ , such that gcd(δ, τ) = 1 and for every integer
` ≥ 1 we have
g(1 +
δ
τ
, t) ≤ `δ
2 + τ + 2`t
2`δ2 + δ + τ + 2`t
,
where t = `τ .
3 Lower Bounds on the Virtual Server Rate
In the following subsections we will present some constructions for PIR array codes. All of
the constructions will be of a similar flavour: servers will be divided into two or more types,
and much of the work will be to show how the servers that do not store a part xi may be
paired up so that each pair can together recover xi. In order to accomplish this, we will use
Hall’s marriage Theorem [19] on a suitably defined graph:
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Theorem 5. A finite bipartite graph G = (V1 ∪ V2, E) has a perfect matching if for each
subset X of V1, the neighbourhood of X in V2 has size at least |X|.
Corollary 2. A finite regular bipartite graph has a perfect matching.
3.1 Codes with Optimal Virtual Server Rates for 1 < s ≤ 2
The only integer value of s which is not covered by the PIR array codes in [14] is s = 2. Non-
integer values for s were not considered at all. In this subsection we present constructions
for PIR array codes when s is a rational number with 1 < s ≤ 2. The construction will be
generalized in Subsection 3.2, where s is any rational number greater than 1, but the special
case considered here deserves separate attention for three reasons: its description is simpler
than its generalization; the constructed PIR array code attains the bound of Theorem 4,
while we do not have a proof of similar result for the generalization; and finally the analysis
is slightly different and much simpler.
Note that the number p = st of parts of the database must be an integer. In particular,
if we write p = t + d for some positive integer d, we have that s = p/t = 1 + d/t, and so
1 ≤ d ≤ t.
Construction 1. (s = 1 + d/t and p = t+ d for t > 1, d a positive integer, 1 ≤ d ≤ t).
Let ϑ be the least common multiple of d and t. There are two types of servers. Servers of
Type A store t singletons. Each possible t-subset of the p parts occurs ϑ/d times as the set
of singleton cells of a server, so there are
(
p
t
)
ϑ/d servers of Type A. Each server of Type B
has t−1 singleton cells; the remaining cell stores the sum of the remaining p− (t−1) = d+1
parts. Each possible (t−1)-set of singletons occurs ϑ/t times in the set of servers of Type B,
so there are
(
p
t−1
)
ϑ/t servers of Type B.
Theorem 6. For any given t > 1 and 1 ≤ d ≤ t,
g(1 + d/t, t) ≥ (2d+ 1)t+ d
2
(t+ d)(2d+ 1)
.
Proof. The total number of servers in Construction 1 is m =
(
t+d
t
)
ϑ/d +
(
t+d
d+1
)
ϑ/t. We now
calculate k such that Construction 1 has the k-PIR property. To do this, we compute for
each i, 1 ≤ i ≤ p, a collection of pairwise disjoint sets of servers, each of which can recover
the part xi.
There are
(
t+d−1
t−1
)
ϑ/d servers of Type A containing xi as a singleton cell. Let V1 be
the set of
(
t+d−1
t
)
ϑ/d remaining servers of Type A. There are
(
t+d−1
t−2
)
ϑ/t servers of Type B
containing xi as a singleton cell. Let V2 be the set of
(
t+d−1
t−1
)
ϑ/t remaining servers of Type B.
We define a bipartite graph G = (V1 ∪ V2, E) as follows. Let v1 ∈ V1 and v2 ∈ V2. Let
X1 ⊆ {x1, x2, . . . , xp} be the set of t singleton cells of the server v1. Let X2 ⊆ {x1, x2, . . . , xp}
be the parts involved in the non-singleton cell of the server v2. (So X2 is the set of d + 1
parts that are not singleton cells of v2.) Since each part appears in each server of Type B,
either as a singleton or in the cells which stores a sum of d + 1 parts, it follows that that
xi ∈ X2. We draw an edge between v1 and v2 exactly when X2 \ {xi} ⊆ X1. Note that v1
and v2 are joined by an edge if and only if the servers v1 and v2 can together recover xi.
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The degrees of the vertices in V1 are all equal; the same is true for the vertices in V2.
Moreover, |V1| =
(
t+d−1
t
)
ϑ/d =
(
t+d−1
t−1
)
ϑ/t = |V2|. So G is a regular graph, and hence
by Corollary 2 there exists a perfect matching in G. The edges of this perfect match-
ing form |V1| disjoint sets of servers, each of which can recover xi. Thus we may take
k =
(
t+d−1
t−1
)
ϑ/d+
(
t+d−1
t−2
)
ϑ/t+
(
t+d−1
t
)
ϑ/d = m− (t+d−1
t
)
ϑ/d.
Finally, some simple algebraic manipulation shows us that
g(1 + d/t, t) ≥ k
m
=
(2d+ 1)t+ d2
(t+ d)(2d+ 1)
.
Combining Theorems 4 and 6, we find the following.
Corollary 3.
(i) For any given t and d, 1 ≤ d ≤ t, when s = 1 + d/t we have
g(s, t) = 1− d
2 + d
(t+ d)(2d+ 1)
=
t
t+ d
+
d2
(t+ d)(2d+ 1)
=
s+ 1 + 1/d
(2 + 1/d)s
.
(ii) For any rational number 1 < s ≤ 2, we have g(s) = (s+ 1)/(2s).
(iii) g(2, t) = (3t+ 1)/(4t+ 2).
Proof. Theorems 4 and Theorem 6 directly establish the first two equalities in Part (i) of the
corollary. The final equality in Part (i) follows from the substitution s = 1 + d/t = (d+ t)/t:
g(s, t) =
1
s
+
d2
st(2d+ 1)
=
1
s
+
d
t
s(2 + 1
d
)
=
1
s
+
s− 1
s(2 + 1
d
)
=
s+ 1 + 1
d
(2 + 1
d
)s
.
As t and d tend to infinity with d/t fixed, the value of s does not change but we see that
g(s, t) → (s + 1)/(2s). This establishes Part (ii) of the corollary. The last part (iii) can be
readily verified.
Corollary 3 shows that the Construction 1 has optimal virtual server rate. However, we
note that the number of servers used for this code is large. PIR array codes with a smaller
number of servers are more interesting for applications. We now present two constructions
when d = 1 that require a smaller, and so more practical, number of servers.
Construction 2. (s = 1 + 1/t, p = t+ 1, where t is odd)
There are two types of servers. There are t+ 1 servers of Type A, with t singleton cells.
(So exactly one part is not stored in each Type A server.) There are (t + 1)/2 servers of
Type B. The jth server of Type B stores the sum x2j−1 + x2j in one cell, and the remaining
t− 1 parts (those not equal to x2j−1 or x2j) as singleton cells.
To recover xi in Construction 2, we see that there are there are t servers of Type A which
store xi in one of their cells as a singleton, and (t − 1)/2 servers of Type B which store xi
as a singleton. The only server of Type B that does not store xi as a singleton stores either
xi−1 + xi or xi + xi+1. But this server can be paired with the server of Type A that does
not store xi: the Type A server stores xi−1 or xi+1 as appropriate, so this pair of servers can
together recover xi. Thus, in this case m = t+1+(t+1)/2 = (3t+3)/2, and k = (3t+1)/2.
Thus, k/m = (3t+ 1)/(3t+ 3).
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Construction 3. (s = 1 + 1/t, p = t+ 1, where t is even)
There are two types of servers. There are 2(t + 1) servers of Type A, each storing t
singletons, with one part not stored in each server. Each part fails to be stored on exactly
two servers of Type A. There are t+1 servers of Type B, where the jth server stores xj +xj+1
(subscripts taken modulo t+ 1) in one cell, and the remaining t− 1 parts as singleton cells.
To reconstruct xi using the PIR array code of Construction 3, we first note that there are
2t servers of Type A and t− 1 servers of Type B which store xi as a singleton cell. The two
servers of Type B which do not store xi, store either xi−1 +xi or xi +xi+1: they can each be
paired with one of the two servers of Type A that does not store xi as a singleton, so both
pairs can compute xi. Hence, we can take k = 2t + (t− 1) + 2 = 3t + 1. Since m = 3t + 3,
we find that k/m = (3t+ 1)/(3t+ 3).
To summarise, the virtual server rates of the PIR array codes of Constructions 2 and 3
attain the upper bound of Theorem 4 with a small number of servers. (In fact, it can be
proved that in these constructions we have the smallest possible number of servers.) In a
recent paper [45] which is based on the ideas presented in this paper, the authors present
some constructions with smaller number of server and optimal virtual server rate, where
t > d2 − d.
3.2 A General Construction
Construction 1 can be generalized in a way that will work for any rational number s > 1
and any integer t such that p = st is an integer. This generalized construction is presented
in this subsection. For simplicity we will define and demonstrate it first for integer values
of s and later explain the modification needed for non-integer values of s.
3.2.1 The construction when s is an integer
Let s and t be integers with s > 1 and t > 1, and let p = st. Let ξ1, ξ2, . . . , ξs be positive
integers such that(
p− t
(r − 1)t+ 1
)
ξr =
(
p− t
rt
)
ξr+1 for 2 ≤ r ≤ s− 1, and (6)
(s− 1)ξ1 =
(
p− t
t
)
ξ2. (7)
Note that such integers certainly exist. (Indeed, in greater generality, given s− 1 equations
of the form σrξr = ρrξr+1 where r = 1, 2, . . . , s− 1 and where σr and ρr are positive integers,
setting ξr =
∏r−1
j=1 σj
∏s−1
j=r ρj gives a solution to (6) and (7).) In most situations we would
like the integers ξr to be as small as possible. So if the ξr have a non-trivial common factor
d, we may divide all the integers ξr by d to produce another, smaller, solution.
Construction 4. (s an integer, s > 1)
Let ξ1, ξ2, . . . , ξs be the integers chosen above. There are s types of servers: types
T1,T2, . . . ,Ts. Servers of Type T1 have only singleton cells. Each subset of t parts oc-
curs ξ1 times as the cells of a Type T1 server, so there are ξ1
(
p
t
)
servers of Type T1. Servers
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of Type Tr with r ≥ 2 store t − 1 singleton cells together with a cell containing a sum of
(r−1)t+1 of the remaining parts. Each possible subset of t−1 parts and sum of (r−1)t+1
parts occurs ξr times, so there are ξr
(
p
t−1
)(
p−t+1
(r−1)t+1
)
servers of Type Tr.
Theorem 7. For any i ∈ {1, 2, . . . , p}, the servers in Construction 4 that do not contain xi
as a singleton may be paired in such a way that each pair may recover xi.
Proof. For r ∈ {1, 2, . . . , s− 1}, let V r1 be the set of Type Tr servers whose storage does not
depend on xi in any way. (So for servers in V
r
1 , the part xi does not occur as a singleton,
nor as a term in any sum.) For r ∈ {1, 2, . . . , s− 1}, let V r2 be the set of Type Tr+1 servers
that do not store xi as a singleton, but do contain xi as a term in their non-singleton cell.
These sets of servers are pairwise disjoint, and the union of these sets is exactly the set of all
servers not containing xi as a singleton. (To check this, note that servers of Type Ts involve
all parts either as a singleton or as a summand in their non-singleton cell.)
To prove the theorem, we will show that for r ∈ {1, 2, . . . , s− 1} the servers in V r1 ∪ V r2
may be paired in such a way that each pair may recover xi.
Let r ∈ {1, 2, . . . , s − 1} be fixed. Define a bipartite graph Gr with parts V r1 ∪ V r2 and
edges defined as follows. Let v1 ∈ V r1 and v2 ∈ V r2 . Let X1 ⊆ {x1, x2, . . . , xp} be the set of
rt parts that occur either as a singleton cell of v1 or as a summand in any non-singleton cell
of v1. Let X2 ⊆ {x1, x2, . . . , xp} be the rt+ 1 parts that are summands of the non-singleton
cell of v2. We draw an edge from v1 to v2 exactly when X1 ∪ {xi} = X2.
Note that when v1 ∈ V r1 and v2 ∈ V r2 are joined by an edge, then v1 and v2 can together
recover xi. So to prove the theorem, it suffices to show that the bipartite graph Gr has a
perfect matching. By Corollary 2, to show that Gr has a perfect matching it is sufficient to
prove that Gr is regular. Now, by symmetry, the degrees of all vertices in V
r
1 are equal; the
same is true for the vertices in V r2 . So the theorem will follow if we can show that |V r1 | = |V r2 |
for r ∈ {1, 2, . . . , s− 1}. When r ≥ 2,
|V r1 | = ξr
(
p− 1
t− 1
)(
p− t
(r − 1)t+ 1
)
= ξr+1
(
p− 1
t− 1
)(
p− t
rt
)
by (6)
= |V r2 |.
Moreover,
|V 11 | = ξ1
(
p− 1
t
)
= ξ1
p− 1− (t− 1)
t
(
p− 1
t− 1
)
= ξ1(s− 1)
(
p− 1
t− 1
)
(since p = st)
= ξ2
(
p− 1
t− 1
)(
p− t
t
)
by (7)
= |V 12 |.
Hence |V r1 | = |V r2 | for r ∈ {1, 2, . . . , s− 1}, and so the theorem follows.
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We now turn to finding the virtual server rate of this construction. Let b be the number
of servers containing xi as a singleton. (Note that b does not depend on i.) Let c be half the
number of the remaining servers (in other words, the number of pairs of remaining servers).
So c = (m− b)/2. We may take k = b + c, and so the virtual server rate of Construction 4
is k/m = (b+ c)/(b+ 2c). More explicitly, we have
b = ξ1
(
p− 1
t− 1
)
+
s∑
r=2
ξr
(
p− 1
t− 2
)(
p− t+ 1
(r − 1)t+ 1
)
=
(
p− 1
t− 2
)(
ξ1
p− t+ 1
t− 1 +
s∑
r=2
ξr
(
p− t+ 1
(r − 1)t+ 1
))
and, using the notation of the proof of Theorem 7,
c =
s−1∑
r=1
|V r2 |
=
s−1∑
r=1
ξr+1
(
p− 1
t− 1
)(
p− t
rt
)
=
(
p− 1
t− 2
)( s−1∑
r=1
ξr+1
p− t+ 1
t− 1
(
p− t
rt
))
.
We note that the virtual server rate depends only on the ratio between b and c, not on
the values of b and c individually. In particular, since all possible solutions ξr to (6) and (7)
are equal up to a scalar multiple, the virtual server rate does not depend on our choice of
solution ξr to these equations. Moreover, we may divide both b and c by
1
t−1
(
p−1
t−2
)
to obtain
the following expression for the virtual server rate:
Theorem 8. Let s and t be integers such that s ≥ 2 and t ≥ 2. Let p = st. Let ξ1, ξ2, . . . , ξs
be integers satisfying (6) and (7). Then the virtual server rate of Construction 4 is (β +
γ)/(β + 2γ) where
β = ξ1(p− t+ 1) +
s∑
r=2
(t− 1)ξr
(
p− t+ 1
(r − 1)t+ 1
)
and
γ = (p− t+ 1)
s−1∑
r=1
ξr+1
(
p− t
rt
)
.
Of course the formula in Theorem 8 is not particularly simple, but it can easily be used
to calculate the virtual server rate in any specific case. (The comment after (6) and (7) gives
values for the integers ξr that can be used.)
In a few cases, we can derive a simpler formula for the virtual server rate by an explicit
(but messy) calculation. For example, when s = 3 we can choose ξ1 =
(
2t−1
t−1
)
, ξ2 = 1 and
ξ3 =
(
2t
t−1
)
to find that the construction has virtual server rate (16t2 +7t+1)/(24t2 +15t+3),
and so
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Theorem 9.
g(3, t) ≥ 16t
2 + 7t+ 1
24t2 + 15t+ 3
.
Similarly, when s = 4 we may choose ξ1 = (t + 1)
(
3t−1
t−1
)
, ξ2 = (t + 1), ξ3 = 2t and
ξ4 = 2t
(
3t
t−1
)
, and show that the construction has virtual server rate (120t3 + 59t2 + 12t +
1)/(192t3 + 128t2 + 36t+ 4). In particular, we have the following theorem:
Theorem 10.
g(4, t) ≥ 120t
3 + 59t2 + 12t+ 1
192t3 + 128t2 + 36t+ 4
.
To conclude this subsubsection we present Table 1, the virtual server rates obtained by
Construction 4 for integers 2 ≤ s ≤ 6 and 1 ≤ t ≤ 13, which provide lower bounds on g(s, t).
HHHHHHt
s
2 3 4 5 6
1 2/3 4/7 8/15 16/31 32/63
2 7/10 0.6124 0.57486 0.55549 0.54417
3 5/7 0.62878 0.59057 0.56978 0.55693
4 13/18 0.63758 0.5988 0.57713 0.56343
5 8/11 0.64306 0.60385 0.58161 0.56736
6 19/26 0.64681 0.60728 0.58462 0.57
7 11/15 0.64953 0.60975 0.58679 0.57189
8 25/34 0.6516 0.61161 0.58842 0.57331
9 14/19 0.65322 0.61307 0.58969 0.57441
10 31/42 0.65452 0.61424 0.59071 0.5753
11 17/23 0.6556 0.61521 0.59155 0.57603
12 37/50 0.6565 0.61601 0.59225 0.57663
13 20/27 0.65726 0.61669 0.59284 0.57715
Table 1: Lower bounds on g(s, t)
3.2.2 The construction when s is not an integer
Let s > 2 be a rational number that is not an integer. Let t be an integer such that t > 1
and p = st is an integer. We take the construction above, and modify the definition of the
final type of server. So we proceed as follows. Let ξ1, ξ2, . . . , ξdse be integers satisfying the
following equations:
ξdse−1
(
p− t
(dse − 2)t+ 1
)
= ξdse (8)(
p− t
(r − 1)t+ 1
)
ξr =
(
p− t
rt
)
ξr+1 for 2 ≤ r ≤ dse − 1, and (9)
(p− t)ξ1 = t
(
p− t
t
)
ξ2. (10)
As before, it is clear that such integers ξr exist, and can be easily computed.
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Construction 5. (s a rational number, s not an integer, s > 2) Let ξ1, ξ2, . . . , ξdse be the
integers chosen above. There are dse types of servers: types T1, T2, . . . ,Tdse. Servers of Type
Tr where 1 ≤ r ≤ dse − 1 are defined as in Construction 4. So servers of Type T1 have only
singleton cells, and each subset of t parts occurs ξ1 times as the cells of a Type T1 server.
There are ξ1
(
p
t
)
servers of Type T1. Servers of Type Tr with 2 ≤ r ≤ dse − 1 store t − 1
singleton cells together with a cell containing a sum of (r − 1)t + 1 of the remaining parts.
Each possible subset of t − 1 parts and sum of (r − 1)t + 1 parts occurs ξr times, so there
are ξr
(
p
t−1
)(
p−t+1
(r−1)t+1
)
servers of Type Tr. The final type of servers, those of Type Tdse, have a
slightly different definition: they store t−1 singleton cells together with a cell containing the
sum of the p− (t− 1) remaining parts. Each possible subset of t− 1 parts occurs ξdse times
as the singleton cells in a server of Type Tdse, so there are ξdse
(
p
t−1
)
servers of Type Tdse.
Theorem 11. For any i ∈ {1, 2, . . . , p}, the servers in Construction 5 that do not contain
xi as a singleton may be paired in such a way that each pair may recover xi.
Proof. The proof is very similar to the proof of Theorem 7. We construct dse − 1 bipartite
graphs, whose vertices together form a partition of the servers not containing xi as a singleton.
The graphs G1, G2, . . . , Gdse−2 are defined as in the proof of Theorem 7. But we also have
a bipartite graph Gdse−1 whose parts consist of the set V
dse−1
1 of servers of Type Tdse−1 not
involving xi, and the set V
dse−1
2 of Type Tdse that do not store xi as a singleton. The edges
of this graph are defined so that v1 ∈ V dse−11 and v2 ∈ V dse−12 can jointly recover xi if they
are joined by an edge. (More concretely, if X1 is the set of parts involved in a singleton or
the sum stored by v1, and X2 is the set of parts involved in the sum stored by v2, then we
join v1 and v2 by an edge whenever X2 ⊆ X1∪{xi}.) The equality (8) shows that both parts
of the graph contain the same number of vertices, and so the graph has a perfect matching.
All other parts of the proof are essentially identical to the proof of Theorem 7, and so we
omit them.
The following theorem provides an expression for the virtual server rate of Construction 5.
It can be proved in the same way as Thereom 8.
Theorem 12. Let s > 2 be a rational number, not an integer. Let t be an integer such that
p = st is an integer. Let ξ1, ξ2, . . . , ξdse be integers satisfying (8), (9) and (10). Then the
virtual server rate of Construction 5 is (β + γ)/(β + 2γ) where
β = ξ1(p− t+ 1) +
dse−1∑
r=2
(t− 1)ξr
(
p− t+ 1
(r − 1)t+ 1
)
+ (t− 1)ξdse and
γ = (p− t+ 1)
dse−2∑
r=1
ξr+1
(
p− t
rt
)
+ ξdse
 .
Remark 1. We should like to remark that for most rational numbers greater than 2 we
can provide constructions with the same virtual server rate having fewer servers. We did
not present these constructions as they are messy, the technique is essentially the same, the
improvement on the number of servers is not dramatic, and we cannot prove the minimality
of the number of servers in these constructions.
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3.3 The Asymptotic Virtual Server Rate
We believe that Constructions 4 and 5 have optimal virtual server rates for their parameters
s and t. We have not proved this, but the theorem below shows that their virtual server
rates are asymptotically optimal as t→∞. The proof of the theorem uses a nice symmetry
argument, which is an idea from [45].
Theorem 13. Let s be a rational number such that s > 1. Then g(s) = (s+ 1)/2s.
Proof. We may assume that s > 2, by Corollary 3(ii).
The upper bound on g(s) follows by Theorem 3. To show the lower bound, let t be such
that p = st is an integer. We note that in Construction 4 and 5 every server stores at least
t−1 singleton cells, and so there are at least (t−1)m singleton cells amongst the cells of the
m servers. Since both Construction 4 and 5 are symmetrical in i ∈ {1, 2, . . . , p}, this means
that there are at least (t− 1)m/p cells storing xi as a singleton. Theorem 7 or Theorem 11
shows that for every i ∈ {1, 2, . . . , p} the servers not containing xi as a singleton may be
paired in such a way that each pair may recover xi. Thus
k ≥ (t− 1)m/p+ 1
2
(m− (t− 1)m/p) = m
2
(1 + (t− 1)/(st)).
Hence the virtual server rate k/m of the construction satisfies
k/m ≥ 1
2
(1 + (t− 1)/(st)) −→ 1
2
(1 + (1/s) = (s+ 1)/2s
as t→∞ with s fixed. This provides the lower bound on g(s), as required.
4 Conclusions and Problems for Future Research
We have constructed k-PIR array codes with good virtual server rates for all admissible pairs
(s, t), where the database is divided into st parts, and each server stores t linear combinations
of parts in its cells. We have also proved upper bounds on the virtual server rate of a PIR
array code. These results are strong enough to determine the best virtual server rate of
a PIR array code when 1 < s ≤ 2 for all admissible choices of t. Moreover, the results
determine the asymptotic value for the virtual server rate for all rational values of s, when
t is allowed to tend to infinity. These results imply analogous results for locally repairable
codes with high availability.
The research on PIR array codes is far from being complete. Two problems, in the
direction taken in this paper, for future research are enumerated below.
1. When s > 2 our upper bounds on the optimal virtual server rate fall short of our lower
bounds, although the gap tends to zero as t grows. We would like to see improved
upper bounds on g(s, t) when s > 2.
2. For many pairs (s, t), our constructions that achieve optimal virtual server rate have
k and m impractically large. Hence we ask: what is the smallest k for which an
optimal virtual server rate can be obtained? More generally, we would like to have
more detailed bounds that explain the tradeoff between the parameters t, k, and m,
for a fixed value of s.
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As a final comment, we formulate our problem and constructions in terms of subspaces.
We can consider the linear combination of parts in a cell as a vector in Fp2, with a one
in position i if and only if xi is part of the linear combination. This is the characteristic
vector of the linear combination. Since we assumed without loss of generality that the t
linear combinations in the cells of any given server are linearly independent, it follows that
the related vectors form a basis for a t-dimensional subspace of Fp2. A set M of m such t-
dimensional subspaces of Fp2 form a k-PIR array code if it satisfies the following requirement:
There exists a basis B of Fp2 and a set S which consists of k subsets of disjoint t-dimensional
subspaces from M, such that each vector of B is contained in the linear span derived from
the subspaces of each one of the elements of S. This formulation translates our k-PIR array
problems into a problem in the Grassmannian G2(p, t). To our knowledge there is only one
work [34, 35] which considers constructions of locally repairable codes with large availability
based on subspace codes.
We have not used this framework to obtain new k-PIR array codes, but this new per-
spective of the problem might have its own interest as Grassmannian codes have gained
lot of interest due to applications related to error-correcting codes in random network cod-
ing [7, 8, 9, 10, 25] and in reducing the alphabet size required for the solution of multicast
networks [11, 12]. Moreover, there has been some interesting work done on codes for dis-
tributed storage with subspaces [17, 18, 21, 22, 27, 28, 41, 42]. We believe that this direction
of research has lot of potential.
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