[1] Atmospheric density accounts for the largest source of error for predicting low-Earth orbiting satellite positions. Relevant applications include catalog maintenance, collision avoidance, and mission design. In this paper we quantify density model errors due to density variability at submodel grid spatial scales. Densities in the 370--450 km height region inferred from accelerometer measurements on CHAMP between 2001 and 2006 are utilized. Results are presented in terms of root-mean-square (RMS) amplitudes of the high-pass-filtered density residuals with respect to the trend. RMS one-sigma amplitudes are found to be on the order of 9% (13%) for low (high) geomagnetic activity and to possess distinct seasonallatitudinal and local time patterns. The RMS density amplitude patterns suggest a high-latitude (i.e., auroral) wave source for many of the density perturbations, dissipation for most waves poleward of 40°l atitude, and a preference for penetration to lower latitudes during nighttime and during higher levels of geomagnetic activity and lower levels of solar activity. An unknown fraction of the density variability may also originate from gravity wave sources in the lower atmosphere. The RMS amplitude distributions provide statistical constraints on gravity wave contributions from all sources and in a modeling or theoretical context also help to constrain mean heating and acceleration rates due to wave dissipation. In the context of density model errors, our results can be used to calculate an orbit prediction and attitude dynamics error budget. Other engineering applications such as thruster throttling requirements for a dragcompensated satellite system are also discussed.
Introduction
[2] The fidelity of orbital prediction in the low-Earth orbit (LEO) environment ($200 --1000 km) is strongly dependent on the accuracies of atmospheric densities as predicted by empirical models. However, uncertainties in the accuracies of such models, especially at subgrid scales, severely hamper one's ability to calculate an error budget because of this source. The objective of this paper is to provide a fully global statistical description of mediumscale (160 --1000 km) to large-scale (up to several thousand kilometers) density variability using densities near 400 km derived from accelerometer measurements on the Challenging Minisatellite Payload (CHAMP) for geophysical research and application [Reigber et al., 1996] . Perturbations of these scales are just beyond the resolution of semiempirical thermosphere models (e.g., NRLMSISE-00 [Picone et al., 2002] , DTM , and JB2006 [Bowman et al., 2006] ), and we intend to quantify this source of model uncertainty. CHAMP, launched in July 2000 at a mean altitude of 450 km, is in a near-polar nearcircular orbit providing accurate high-resolution (80 km along the orbit) measurements during both day and night. Therefore, it is perfectly compatible with the objective of this study.
[3] The LEO environment is known to vary on global scales with annual, semiannual, local time, and 27 day and 11 year solar cycle periodicities. These effects are represented in current empirical models of the thermosphere, which are based upon statistical fits to large databases of in situ satellite temperature and composition measurements, density determinations from satellite drag effects, and incoherent scatter temperature data. These models also include some crude representations of variations in thermosphere density due to changing levels of geomagnetic activity. However, relatively little is known about density or drag fluctuations at spatial scales smaller than those represented in the aforementioned empirical models. To be sure, density variations at scales as short as 500 km appear in simulations by state-of-the-art thermosphere-ionosphere general circulation models (GCMs) and in the range of 160 --2400 km in recent accelerometer measurements Bruinsma et al., 2006] . There have also been satellite measurements of density and composition structures (see summary by Forbes et al. [1995] ), and in fact, Forbes et al. [1995] provide some delineations of density variations at various scales between day and night and between different levels of geomagnetic activity. However, there have not been any systematic and comprehensive studies of density structures that cover all seasons, latitudes, local times, and levels of geomagnetic and solar activity. It is this perspective that the current work provides for the first time.
[4] Three scale ranges of variability are addressed in this study: 160 --600 (medium), 160 --1400 (medium intermediate), and 160 --2400 km (medium large). The largest scale (2400 km) can be considered as not so far below the resolution of a semiempirical thermosphere model such as DTM or NRLMSISE-00. The density variability that is not modeled contributes to a large extent to the models' uncertainties, which in this study will be quantified for the 370 --450 km altitude range (although the study results are probably applicable to a 100 km larger altitude interval). The medium and intermediate scales are selected in order to analyze the relation of the scale of the density disturbance itself on amplitude and geographical distribution in particular. The minimum scale of 160 km is due to the temporal resolution of the accelerometer data (0.1 Hz) combined with the $8 km s À1 speed of the satellite.
[5] Much of the density variability under study here is the result of the reaction of the thermosphere to energy deposition in the auroral zone (a ring-shaped zone at 60 --85°magnetic latitude). This highly variable and unpredictable energy input is predominantly in the form of Joule heating, which causes rapid and decidedly local density enhancements; mass, momentum, and energy are redistributed, sometimes down to the equator, through a global circulation system. Several papers have presented detailed investigations of CHAMP density variability over various scales during distinct storm events Sutton et al., 2005; Bruinsma et al., 2006] or high-latitude patterns of density enhancements under low geomagnetic activity using the CHAMP accelerometer measurements. A conclusion common to all of these studies is that models do not reproduce the observed response characteristics accurately because of the use of inadequate proxies (such as ap or Kp), a too coarse resolution, and/or an oversimplified algorithm. Semiempirical models do not even accurately reproduce the amplitude and delay of the global density enhancement following an increase in geomagnetic activity [Menvielle et al., 2007] ; this particular shortcoming, however, should be improved in the future.
Beyond this, it is unlikely that the spatial and temporal resolution of empirical models, and the concomitant density accuracies, can be significantly improved. Empirical models of this type are used in precise orbit computation and mission analysis because of the fast and easy pointwise computation in which they are used to predict the atmospheric drag effects on satellites. Knowledge of the uncertainty as a function of geomagnetic and solar activity, latitude, solar local time, and season is required in order to calculate a complete orbit extrapolation and attitude dynamics error budget. In fact, presently complete information about model uncertainties at the submodel grid spatial scales is not available; this is only the case for specific events or conditions [e.g., Marcos et al., 1993; Hedin and Mayr, 1987] . Information about model uncertainty at model grid scales is contained in the work by Picone et al. [2002] and .
[6] There are also compelling scientific reasons for delineating the statistics of density structure characteristics (i.e., RMS amplitudes at various scales). Whole-atmosphere general circulation models that extend from the surface to the exobase are now capable of studying gravity waves generated by meteorological and auroral sources [e.g., Fujiwara and Miyoshi, 2006; Miyoshi and Fujiwara, 2008] . Theory and ray-tracing capabilities are now available [Vadas, 2007] that are able to provide interpretation of GCM model results in terms of the effects of Doppler shifting, eddy and molecular dissipation, etc., for the various ranges of gravity wave periods, as well as horizontal and vertical wavelengths. We view our contribution to be statistical patterns of density variability at various horizontal scales that may be identifiable in future series of GCM simulations and which are potentially interpretable in terms of current gravity wave theory.
[7] Section 2 reviews the data considered in this study and the method used in order to compute the relative density variations at different horizontal scales. Section 3 presents the analysis results: latitude and local time distribution of the perturbations as a function of geomagnetic and solar activity. Where possible, we attempt to relate observed features to known wave sources (i.e., meteorological or auroral) and wave characteristics. The main results are presented in section 3 and are discussed and summarized in section 4.
Data and Analysis Methods 2.1. CHAMP-STAR Data
[8] The CHAMP density data used in this study are described by Bruinsma et al. [2004] , but the data set presently used in this study covers the period 20 , which translates to an along-track resolution of approximately 80 km. These accelerometer measurements were used to derive the densities with the same sampling rate. Figure 1 shows the mean altitude of CHAMP for the period under study (note that the orbit was raised three times) and the 81 day mean solar radio flux F 10.7 and 81 day mean density. Over these 5 years, the solar local time was completely sampled 14 times.
[9] The STAR data must be corrected for instrumental effects (bias, drift, and scale factor are applied to the data) in order to obtain purely physical accelerations. This calibration is done by means of precise orbit computation adjusted to GPS data. Since this study is based on the analysis of density variations with respect to the mean, an error in the applied scale factor does not alter our results because the mean and the perturbations are affected alike. The instrumental bias on the other hand must be corrected for rather accurately because it causes uncertainties in the relative densities of the same order. The uncertainty in the applied bias parameters is estimated to be about 1 --2% [Bruinsma et al., 2004] . The main cause of uncertainty in the data, despite using the horizontal wind model (HWM93) [Hedin et al., 1996] to remove the nominal effects of winds in the density derivation procedure, is due to residual wind effects. The accuracy of the absolute density observations (relative variations) is estimated to be better than 10% (3%) when Kp is less than 3; the relative density error as a result of residual winds during geomagnetic storms is 10 --15% because of the magnitude of the density perturbations that may attain several hundred percent [Bruinsma et al., 2006] . [10] In this study we analyze the relative density variability of medium to large scales, i.e., quasi wave-like disturbances that are referenced to the mean density. Computing running means along the orbit and taking residuals from these trends accomplishes the required high-pass filtering. This operation effectively extracts scales less than half the length of the running mean window. For example, a 35-point averaging window has a length of 350 s (1 observation sampled per 10 s), which corresponds to a length along the CHAMP orbit of approximately 2800 km (on the basis of a satellite speed of approximately 8 km s À1 ), so scales less than 1400 km are isolated. Similarly, 59-point and 15-point windows average over 4800 and 1200 km along the orbit, respectively, allowing for the extraction of scales less than 2400 km and less than 600 km. Subtracting two trends amounts to bandpass filtering: for example, subtracting the 59-point trend (instead of raw densities) from the 15-point trend allows one to see variability along the orbit at scales of 600 --2400 km. The minimum detection scale corresponds to twice the distance between samples, in this case approximately 160 km. In the third step of this method, the relative variation is computed as the residual-to-trend ratio. Figure 2 illustrates the process of detrending the raw densities of a dayside profile, isolating scales less than 2400 km by means of a 59-point running mean, clearly showing the sought after disturbances in the density residuals on the left. In reality of course the raw densities are not processed on an orbit-by-orbit basis but rather are processed chronologically for all periods without missing data; after each data gap the trend computation is reinitialized. For each scale range that one wants to isolate, the corresponding trend has to be computed and subsequently subtracted from the raw data.
Analysis Method
[11] The NRLMSISE-00 density profile, the average of which is only 3% larger than the measurements, is also drawn in Figure 2 to illustrate the nature of the variability under study here in the context of current density modeling capability. In the ideal case, i.e., the model error is only due to its low resolution, the model profile should coincide with the trend (dashed line). This is evidently not the case, and considerable progress can still potentially be made in improving the realism of models even at low resolution. The statistical description of variability given in this paper is therefore not a measure of total model uncertainty, an important part of which is due to systematic and very large scale errors, but is the smallest error achievable for future unbiased semiempirical models.
Results
[12] In this section we investigate the relation between the scales of the perturbations, the geographic distribution of the associated density perturbations, and how these vary with geomagnetic activity and local time. To that purpose, three scales, 160 --600, 160 --1400, and 160 --2400 km, were extracted from the relative density variations using the method described in section 2.2. Subsequently, the data were separated in terms of the geomagnetic activity index Kp for quiet times (Kp < 3) and active-to- Figure 3 , which shows the quiet (active) conditions on the left (right), and the horizontal scales increase from top to bottom. The color scales of all plots are identical in order to emphasize the scale and geomagnetic activity effects. Figure 3 displays the density variations as a function of geographic latitude and local time because it is more pertinent than magnetic coordinates in orbit computation and mission analysis. A consequence of using this reference frame, however, is that it may warp otherwise clearly organized structures in the data.
[13] The quiet time plots on the left demonstrate that the amplitudes increase with the scale of the perturbations, roughly from 1 to 5%, from 1 to 7%, and from 3 to 9%. They also show that the larger-scale perturbations extend to lower latitudes. The plots corresponding to elevated geomagnetic activity show the augmentation of amplitudes compared to quiet time conditions, which is about 50 --150% at middle to high latitudes. The average RMS of the relative density variations in the daytime equatorial region remains practically unchanged and less than about 3% between quiet and active conditions. At medium (160 --600 km) scales, there is also negligible difference between quiet and active conditions in the equatorial region during nighttime. However, during nighttime the differences between quiet and active conditions become increasingly pronounced as scales increase from 160 --1400 to 160--2400 km. Note that the smallest variability opportunely is in the 0600 --0800/1800 --2000 local time plane, i.e., a dawndusk orbit configuration. Assuming that most of the RMS amplitudes in Figure 3 can be ascribed to waves originating in the auroral-polar region, the scale of a (wave-like) disturbance must be greater than 600 km for it to reach the equator; furthermore, this is only likely to happen at night. The background diurnally varying EUV-driven circulation may be partially responsible for this difference; the prevailing equatorward winds at night likely facilitate wave propagation to lower latitudes, while the poleward winds during the day inhibit such propagation. Of course, seasonal changes in the zonal mean circulation (i.e., prevailing summer to winter flow) modulate this effect. The depiction in Figure 3 represents an average over all seasons, and to a large extent any such effects have likely been removed.
[14] It is important to remember that the RMS amplitudes in Figure 3 represent variations relative to the mean. In terms of the diurnal variation, the mean density varies diurnally such that the daytime densities between 1200 and 1500 LT are roughly a factor of 2.0 --2.5 larger than those between 2200 and 0600 LT during the night. Therefore, the diurnal variation in density must be taken into account if one wishes to translate our results to absolute RMS magnitudes. Any of the current empirical models would be adequate for this purpose.
[15] Figure 4 is similar to Figure 3 except for quiet geomagnetic activity (Kp < 3) and solar minimum (F 10.7 < 100) conditions. There are insufficient data to create a plot Figure 2 . A dayside density profile (circles), the 59 point trend (dashed line, equivalent to a 4800 km running mean), and the resulting density residuals on the left (crosses). The thin line represents the corresponding NRLMSISE-00 profile. The density residuals contain horizontal scales less than about 2400 km.
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BRUINSMA AND FORBES: DENSITY VARIABILITY AS OBSERVED BY CHAMP for high geomagnetic activity at solar minimum. In comparison with the results for 100 < F 10.7 < 225 (left column of plots in Figure 3 ; note the differences in color scale), there are a few notable differences. First, the RMS relative amplitudes at the highest latitudes are 30 --50% larger during solar minimum. Second, the diurnal variation of RMS relative amplitudes is significantly greater during solar minimum while the daytime amplitudes are roughly comparable; in other words, equatorward penetration is significantly greater at night, increasingly so for the longer wavelengths. If ion drag is a factor that is damping meridionally propagating waves, then the lower plasma densities during solar minimum could account for this effect; however, this would not explain the differences between daytime and nighttime. Again, the background densities must be considered in placing these solar minimum results into context. Since the mean density measured by CHAMP is roughly 1.25 --2.50 Â 10 À15 g cm À3 for F 10.7 < 100 but of order 2.5 --7.5 Â 10 À15 g cm À3 for 100 < F 10.7 < 225, the absolute RMS residuals at solar minimum must be divided by a factor of 2 --3 in order to be compared to the RMS residuals at higher levels of solar activity in absolute terms. Still, the relative degree of Figure 3 . The RMS of the relative density variations, averaged in 9°latitude and 1 h local time bins are plotted versus latitude and local time for the three horizontal scales of (top) 160 --600, (middle) 160 --1400, and (bottom) 160 --2400 km, and for (left) quiet (Kp < 3) and (right) active (4.5 < Kp < 9) geomagnetic conditions. The range of F 10.7 for all of these data is 100--225. Geographic latitude and local time are utilized, as this coordinate system is more pertinent than magnetic coordinates for orbit computation and mission analysis applications. equatorward penetration during the night at solar minimum remains true.
[16] The above point is illustrated from a different perspective in Figure 5 , corresponding to the 160 --2400 km wavelengths. Here we illustrated the relative density variations upon which the RMS values are based, versus 81 day mean value of F 10.7 , for the ±10°latitude band about the equator including both day and night data. Only data during quiet geomagnetic activity (Kp < 3) are included in construction of Figure 5 . One can see the greater relative density variability and greater day-night differences at solar minimum versus higher levels of solar activity.
[17] In particular for mission analysis purposes, it is useful to have at one's disposal the relation between geomagnetic activity, represented by the index Kp, and the variability as a function of latitude corresponding to day as well as night (the data do not allow a complete local time representation at discrete values of Kp) in a more compact and quantifiable form than those provided by Figures 3 and 4 . Toward this end, the relative density variations representing the smallest (160 --600 km) and largest scales (600 --2400 km) were binned every 10°lati-tude for daytime (here simply taken as 0600 --1800) and nighttime, and then the standard deviation was computed for five levels of geomagnetic activity (Kp < 1, 1--3, 3--5, 5 --7, and 7 --9). This rather meticulous data selection as a function of Kp is the reason for not being able to provide a better local time resolution. Figure 6 displays the latitude versus Kp plots for day (top) and night (bottom) and the two variability scales. Figure 6 specifies how wave-like noise can be added realistically to a thermosphere model as a function of latitude, daytime or nighttime, and geomagnetic activity. The medium-scale perturbations (left plots) have amplitudes of up to 9% of the mean density (1s); a satellite with a speed of 8 km s À1 passes through a perturbation with a 600 km horizontal scale in about 80 s, or 40 s from peak to peak. For a 3s confidence interval this means that variations of ±27% can be experienced by the spacecraft over 40 s. The large-scale perturbations (right plots) have higher amplitudes, up to 13%; again, assuming a speed of 8 km s À1 , a satellite goes across such a perturbation with a 600 --2400 km horizontal scale in 80 --300 s, or 40 --150 s from peak to peak. If a 3s confidence interval is required, this means that variations of ±39% can be experienced by the spacecraft over 150 s (note that the largest variation in Figure 3 , i.e., a less-smoothed representation, is 27%). This information is typically useful in determining (part of) the dynamic range and required response time of a drag-compensating propulsion system. Figure 6 shows that if a satellite is to be continually drag compensated at about 400 km altitude, then thruster throttling must be highly variable in order to take the density changes into account. It can also be used to estimate the number and size of attitude corrections needed to maintain satellites flying in a particular formation, i.e., attitude dynamics. In case of orbit prediction, a complete error budget requires knowledge of the uncertainties of the thermosphere model and the forecast space weather proxies (Ap or Kp, specifically) that drive it.
[18] Figure 6 also partly reveals the local time dependency of the relative density variations. Several marked features can be seen that hold for all perturbation scales: a significantly more perturbed night sector than day sector (least perturbed from 1200 through 1600, in the low latitudes to midlatitudes, as can be seen in Figures 3 and 
Summary and Discussion
[19] We have analyzed 5 years of relative density variations inferred from CHAMP accelerometer measurements for horizontal scales of 160 --2400 km, under both high --and low --solar and geomagnetic activity conditions. Here we summarize the main results.
[20] 1. The amplitudes increase with the scale of the perturbations.
[21] 2. For low --geomagnetic activity conditions, the relative perturbations at the three scales are confined to latitudes poleward of about 50°with amplitudes of less than 9% (1s).
[22] 3. For high --geomagnetic activity conditions, amplitudes attain 13% (1s), and intermediate-and large-scale perturbations may reach the equator in the nighttime.
[23] 4. The largest variations are at high latitude in the night/early morning sector from 2200 to 0500 and during solar minimum.
[24] 5. The smallest variability is in the afternoon in the low latitudes to midlatitudes and in the 0600 --0800/1800 --2000 local time plane.
[25] Either Figures 3 and 4 or Figure 6 can be used to add realistic noise to a semiempirical thermosphere model, which up to now constituted an unfulfilled requirement in the calculation of a complete orbit extrapolation and attitude dynamics error budget.
[26] The results in Figures 3, 4 , and 6 demonstrate significant gradients in RMS amplitudes from high to low latitudes with a clear dependence on level of geomagnetic activity. This likely means that waves are being generated at high latitudes but are being dissipated most of the time before reaching middle and low latitudes. According to our results, the scale of such waves must be at least 600 km for them to reach the equator, and this most likely occurs in the night sector. Further, the wavelike activity is least during the day, from 1200 to 1600, and is highest in the night/early morning sector, from 2200 to 0500. Equatorward penetration is significantly greater at night, increasingly so for the longer wavelengths, and under low --solar activity conditions rather than high --solar activity conditions.
[27] Dissipation of waves propagating out of the auroral region implies transfer of wave momentum and energy to the mean thermospheric state at the latitudes of greatest gradients in Figure 5 , i.e., 40 --60°latitude, depending on geomagnetic activity. It remains unknown what the implications are for zonal mean thermosphere winds, temperature, and total mass density. Certainly, any model or theoretical attempts to perform such estimates must conform, at least statistically, to our observational results in order to be credible. Providing this constraint is one of the contributions of this work.
[28] Although correlations with level of geomagnetic activity are clear, one must consider that some of the density perturbations revealed in the CHAMP data originate as gravity waves propagating from the lower atmosphere into the thermosphere. For instance, some or all of the wave activity revealed in the equatorial region ( Figure 5 ) may be connected with gravity waves generated by convective activity in the tropical troposphere [Vadas, 2007] . The behavior of vertically propagating gravity waves in the presence of exponentially increasing molecular dissipation is well known at least in general terms [Yanowitch, 1967] . The level at which such a wave reaches its maximum amplitude occurs near the altitude where the time constant for dissipation is of the same order as the wave period, or where the quantity c ¼
is of order unity, where m is the coefficient of molecular viscosity or conductivity, T is the wave period, r 0 is the background atmospheric density, and l z is the vertical wavelength of the gravity wave. Thus, the level where c $ 1 can be used as a rough relative measure of vertical penetration of a gravity wave into the thermosphere. Because of the exponential decrease of r 0 with height, waves with shorter periods and longer vertical wavelengths penetrate to the highest altitudes. Further, for a gravity wave with given period and vertical wavelength, penetration to higher altitudes will occur during solar maximum (as opposed to solar minimum) since r 0 decreases more slowly with height during solar maximum.
[29] The above dependencies are quantified by Vadas [2007] using a ray trace model for a range of gravity wave scales and periods. She finds that gravity waves reaching CHAMP altitudes (i.e., $400 km) have horizontal scales of 400 --2000 km, which is close to the 160 --2400 km range of scales investigated here. She also demonstrates that the corresponding intrinsic wave periods and vertical wavelengths are of order 10 --50 min and hundreds of kilometers, respectively, and that penetration to these altitudes is more likely during solar maximum than during solar minimum.
[30] The delineation of density variability at scales shorter than 2400 km provides a measure of the maximum attainable accuracy of density models employable for a variety of satellite ephemeris prediction applications. For multiple-orbit predictions, it is not known to what degree unmodeled density perturbations of various scales contribute to the net in-track position error at the end of the prediction interval. The answer to this question may depend upon the phasing and mixture of characteristic wavelengths of the disturbances. In any case, our results provide necessary data to guide numerical experiments aimed at answering this question. Our results are certainly relevant to the design and operation of so-called ''dragfree'' satellites, e.g., Gravity field and steady state Ocean Circulation Explorer (GOCE) (http://www.esa.int/esaLP/ LPgoce.html), that are deployed for geodetic applications. For instance, if a satellite at 400 km is to be continuously drag compensated, then Figure 6 provides information on the frequency and magnitude of thruster throttling that must be employed, thus providing engineering design constraints on dynamic range and required response time of a drag-free propulsion system.
