Abstract. We study the following summarization problem: given a parallel composition A = A1
Introduction
We address a fundamental problem in automatic compositional verification. Consider a parallel composition A = A 1 . . . A n of processes, modelled as labelled transition systems, which is itself part of a larger system E A for some environment E. Assume that A i is the interface of A with the environment, i.e., A communicates with the outer world only through actions of A i . The task consists in computing a new interface S i with the same set of actions as A i such that E A and E S i have the same behaviour. In other words, the environment E cannot distinguish between A and S i . Since S i usually has a much smaller state space than A (making E A easier to analyse) we call it a summary.
We study the problem in a CSP-like setting [13] : parallel composition is by rendez-vous, and the behaviour of a transition system is given by its trace semantics.
It is easy to compute S i using elementary automata theory: we first compute the transition system of A, whose states are tuples (s 1 , . . . , s n ), where s i is a state of A i . Then we hide all actions except those of the interface, i.e., we replace them by ε-transitions (τ -transitions in CSP terminology). We can then eliminate all ε-transitions using standard algorithms, and, if desired, compute the minimal summary by applying e.g. Hopcroft's algorithm. The problem of this approach is the state-space explosion: the number of states of A can grow exponentially in the number of sequential components. While this is unavoidable in the worst case (deciding whether S i has an empty set of traces is a PSPACE-complete problem, and the minimal summary S i may be exponentially larger than A 1 , . . . , A n in the . . , t n ) ∈ (T 1 ∪ { }) × · · · × (T n ∪ { }) \ {( , . . . , )} such that there is an action a ∈ Σ satisfying for every i ∈ {1..n}: if a ∈ Σ i , then t i is an a-transition of T i , otherwise t i = ; the label of t is the action a. If t i = we say that A i participates in t. It is easy to see that σ ∈ Σ * ∪ Σ ω is a trace of A iff for every i ∈ {1..n} the projection of σ on Σ i , denoted by σ |Σi , is a trace of A i .
Petri nets
A labelled net is a tuple (Σ, P, T, F, λ) where Σ is a set of actions, P and T are disjoint sets of places and transitions (jointly called nodes), F ⊆ (P ×T )∪(T ×P ) is a set of arcs, and λ : P ∪ T → Σ is a labelling function. For x ∈ P ∪ T we denote by • x = { y | (y, x) ∈ F } and x • = { y | (x, y) ∈ F } the sets of inputs and outputs of x, respectively. A set M of places is called a marking. A labelled Petri net is a tuple N = (Σ, P, T, F, λ, M 0 ) where (Σ, P, T, F, λ) is a labelled net and M 0 ⊆ P is the initial marking. A marking M enables a transition t ∈ T if
• t ⊆ M . In this case t can occur or fire, leading to the new marking M = (M \ • t) ∪ t
• . An occurrence sequence is a (finite or infinite) sequence of transitions that can occur from M 0 in the order specified by the sequence. A trace is the sequence of labels of an occurrence sequence. The set of traces of N is denoted by Tr (N ).
Branching processes
The finite branching processes of A = A 1 . . . A n are labelled Petri nets whose places are labelled with states of A 1 , . . . , A n , and whose transitions are labelled with global transitions of A. Following tradition, we call the places and transitions of these nets conditions and events, respectively. (Since global transitions are labelled with actions, each event is also implicitly labelled with an action.) We say that a marking M of these nets enables a global transition t of A if for every state s ∈
• t some condition of M is labelled by s. The set of finite branching processes of A is defined inductively as follows: 2. Let N be a branching process of A such that some reachable marking of N enables some global transition t. Let M be the subset of conditions of the marking labelled by
If N has no event labelled by t with M as input set, then the Petri net obtained by adding to N : a new event e, labelled by t; a new condition for every state s of t
• , labelled by s; new arcs leading from each condition of M to e, and from e to each of the new conditions, is also a branching process of A. The set of all branching processes of a net, finite and infinite, is defined by closing the finite branching processes under countable unions (after a suitable renaming of conditions and events) [4] . In particular, the union of all finite branching processes yields the unfolding of the net, which intuitively corresponds to the result of exhaustively adding all extensions in the definition above.
A trace of a branching process N is the sequence of action labels of an occurrence sequence of events of N . In Figure 1 , firing the events on the top half of the process yields any of the traces cbdcbd, cdbcbd, cbdcdb, or cdbcdb. The sets of traces of A and of its unfolding coincide.
Let x, y be nodes of a branching process. We say that x is a causal predecessor of y, denoted by x < y, if there is a non-empty path of arcs from x to y; further, x ≤ y denotes that either x < y or x = y. If x ≤ y or x ≥ y, then x and y are causally related. We say that x and y are in conflict, denoted by x # y, if there is a condition z (different from x and y) from which one can reach both x and y, exiting z by different arcs. Finally, x and y are concurrent if they are neither causally related nor in conflict.
A set of events E is a configuration if it is causally closed (that is, if e ∈ E and e < e then e ∈ E) and conflict-free (that is, for every e, e ∈ E, e and e are not in conflict). The past of an event e, denoted by [e] , is the set of events e such that e ≤ e (so it is a configuration). For any event e, we denote by M (e) the unique marking reached by any occurrence sequence that fires exactly the events of [e] . Notice that, for each component A i of A, M (e) contains exactly one condition labelled by a state of A i . We denote this condition by M (e) i . We write St(e) = { λ(x) | x ∈ M (e) } and call it the global state reached by e.
The Summary Problem
Let A = A 1 · · · A n be a parallel composition with a distinguished component A i , called the interface. An environment of A is any LTS E (possibly a parallel composition) that only communicates with A through the interface, i.e,
We wish to compute a summary S i , i.e., an LTS with the same actions as A i such that Tr (E A)| Σ E = Tr (E S i )| Σ E for every environment E, where X| Σ denotes the projection of the traces of X onto Σ. It is well known (and follows easily from the definitions) that this holds iff Tr (S i ) = Tr (A)| Σi [13] . We therefore address the following problem:
The problem can be solved by computing the LTS A, but the size of A can be exponential in A 1 , . . . , A n . So we investigate an unfolding approach.
The interface projection N i of a branching process N of A onto A i is the following labelled subnet of N : (1) the conditions of N i are the conditions of N with labels in S i ; (2) the events of N i are the events of N where A i participates; (3) (x, y) is an arc of N i iff it is an arc of N and (x, y) are nodes of N i . Obviously, every event of N i has exactly one input and one output condition, and N i can therefore be seen as an LTS; thus, we sometimes speak of the LTS N i . The interface projection N 1 for the branching process of Figure 1 is the subnet given by the black conditions and their input and output events, and its LTS representation is shown in the left of Figure 2 . The projection U i of the full unfolding of A onto A i clearly satisfies Tr (U i ) = Tr (A) |Σi ; however, U i can be infinite. In the rest of the paper we show how to compute a finite branching process N and an equivalence relation ≡ between the conditions of N i such that the result of folding N i into a finite LTS by merging the conditions of each equivalence class yields the desired S i . The folding of N i is the LTS whose states are the equivalence classes of ≡, and every transition (s, s ) of N i yields a transition ([s] ≡ , [s ] ≡ ) of the folding. Figure 2 shows on the right the result of folding the LTS on the left when the only equivalence class with more than one member is formed by the two rightmost states labelled by q 2 .
We construct N by starting with the branching processes without events and iteratively add one event at a time. Some events are marked as cut-offs [4] . An event e added to N becomes a cut-off if N already contains an e , called the companion of e, satisfying a certain, yet to be specified cut-off criterion. Events with cut-offs in their past cannot be added. The algorithm terminates when no more events can be added. The equivalence relation ≡ is determined by the interface cut-offs: the cut-offs labelled with interface actions. If an interface cut-off e has companion e , then we set M (e) i ≡ M (e ) i . Algorithm 1 is pseudocode for the unfolding, where Ext(N , co) denotes the possible extensions: the events which can be added to N without events from the set co of cut-offs in their past. Notice that the algorithm is nondeterministic: the order in which events are added is not fixed (though it necessarily respects causal relations). We wish to find a definition of cut-offs such that the LTS S i delivered by the algorithm is a correct solution to the summary problem. Several papers have addressed the problem of defining cut-offs such that the branching process delivered by the algorithm contains all global states of the system (see [4] and the references therein). We first remark that these approaches do not "unfold enough".
Standard cut-off condition does not work. Usually, an event e is declared a cut-off if the branching process already contains an event e with the same global state. If events are added according to an adequate order [4] , then the prefix generated by the algorithm is guaranteed to contain occurrence sequences leading to all reachable markings.
We show that with this definition of cut-off even we do not always compute a correct summary. We do so by showing an example in which independently of the order in which Algorithm 1 adds events the summary is always wrong. Consider the parallel composition of Figure 3 with A 1 as interface.
Independently of the order in which events are added, the branching process N computed by Algorithm 1 is the one shown on the right of Figure 3 only cut-off event is 5, with companion event 2, for which we have St(5) = {q 2 , r 1 , s 2 } = St(2). The interface projection N 1 is the transition system in Figure 4 . Since N 1 does not contain any cut-off, its folding is again N 1 , and since Tr (A)| Σ1 ⊇ cdc(dc) * , N 1 is not a summary.
Two Attempts
The solution turns out to be remarkably subtle, and so we approach it in a series of steps.
First attempt
In the following we shall call events in which A i participates i-events for short; analogously, we call i-conditions the conditions labelled by states of A i . The simplest idea is to declare an i-event e a cut-off if the branching process already contains another i-event e with St(e) = St(e ). Intuitively, the behaviours of the interface after the configurations [e] and [e ] is identical, and so we only explore the future of [e ].
Cut-off definition 1. An event e is a cut-off event if it is an i-event and N contains an i-event e such that St(e) = St(e ).
It is not difficult to show that this definition is correct for non-divergent systems.
Definition 2.
A parallel composition A with interface A i is divergent if some infinite trace of A contains only finitely many occurrences of actions of Σ i . Theorem 1. Let A be non-divergent. The instance of Algorithm 1 with cut-off definition 1 terminates with a finite branching process N , and the folding S i of N i is a summary of A.
Proof. Let N be the branching process constructed by Algorithm 1. Assume N is infinite (i.e., the algorithm does not terminate). Then N contains an infinite chain e 1 < e 2 · · · of causally related events [17] . Since A is non-divergent, the infinite configuration C = ∞ i=1 [e i ] contains infinitely many i-events. Since the interface A i participates in all of them, they are all causally related, and so C contains an infinite chain e 1 < e 2 . . . of causally related i-events. Since A has only finitely many global states, the chain contains two i-events e j < e k such that St(e j ) = St(e k ). So e k is a cut-off, in contradiction with the fact that e k+1 belongs to N . So N is finite, and so Algorithm 1 terminates.
It remains to prove Tr (S i ) = Tr (A)| Σi . We prove both inclusions separately, but we first need some preliminaries. We extend the mapping St 
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Let tr be a finite or infinite trace of A. We prove that there exists a trace tr i of S i such that tr i = tr| Σi . For that we prove that for every history h of A there exists a history h i of S i such that tr(h i ) = tr(h)| Σi . A finite history h = t 1 . . . t k is short if the unique sequence of events of the unfolding e 1 . . . e k such that λ(e ) = t for every ∈ {1..k} satisfies the following conditions: e ≤ e k for every ∈ {1..k}, and e k is an i-event. (The name is due to the fact that, loosely speaking, h is a shortest history in which e k occurs.)
We say that a finite or infinite history h is succinct if there are h 1 , h 2 , h 3 . . . such that h = h 1 h 2 h 3 . . ., |tr(h k )| Σi | = 1 for every k, and h 1 . . . h is short for every . We call h 1 h 2 h 3 . . . the i-decomposition of h. It is easy to see that for every history h of A there exists a succinct history h of A with the same projection onto A i (let o = o 1 o 2 o 3 . . . be the occurrence sequence such that λ(o) = h, denote by e i1 e i2 e i3 . . . its i-events in the order they appear in o, then simply take for h any history with i-decomposition h 1 h 2 h 3 . . . such that, for any , h 1 . . . h is an history corresponding to [e i ]). So it suffices to prove the result for succinct histories.
We prove by induction the following stronger result. For every succinct history of
and some configuration C k satisfy the conditions above.
Let o k+1 = e 1 . . . e m , where m = |h k+1 |, be the only sequence of events whose labelling is h k+1 and can occur in the order of the sequence from the marking M (C k ) (this sequence always exists by the properties of C k ). Two cases are possible.
1. o k+1 contains no cut-off. In this case o k+1 is a sequence of events from N (because C k contains no cut-offs). Thus, there exists an execution h i,k+1 of
. It remains to choose the configuration C k+1 . We take C k+1 as C k ∪ {e 1 , . . . , e m }, which contains no cut-offs because C k contains no cut-offs by hypothesis. 2. o k+1 contains some cut-off. Since h k is succinct, e m is the only i-event of h k+1 , and the only maximal event of {e 1 , . . . , e m } w.r.t. the causal relation. Since only i-events can be cut-offs, e m is a cut-off, and the only cut-off among the events of o k+1 . So o k+1 is a sequence of events from N whose last event is a cut-off. Further, by the maximality of e m , the marking reached by o k+1 is M (e m ). By the definition of folding, S i has an execution h i,k+1 from the
As above, this allows to take h i k+1 = h i,k+1 . It remains to choose the configuration C k+1 . We cannot take C k+1 = C k ∪ {e 1 , . . . , e m }, because then C k+1 would contain cut-offs. So we proceed differently. We choose C k+1 = [e m ], where e m is the companion of e m . Since e m is not a cut-off, C k+1 contains no cut-offs. Moreover, since the
The system of Figure 1 is non-divergent. Algorithm 1 computes the branching process on the right of Figure 1 . The only cut-off is event 9 with companion 3. The folding is shown in Figure 2 (right) and is a correct summary. However, cut-off definition 1 never works if A is divergent because the unfolding procedure does not terminate. Indeed, if the system has divergent traces then we can easily construct an infinite firing sequence of the unfolding such that none of the finitely many i-events in the sequence is a cut-off. Since no other events can be cut-offs, Algorithm 1 adds all events of the sequence. This occurs for instance for the system of Figure 5 with interface A 1 , where the occurrence sequence of the unfolding for the trace i (fcd ) ω contains no cut-off.
Second attempt
To ensure termination for divergent systems, we extend the definition of cut-off. For this, we define for each event e its i-predecessor. Intuitively, the i-predecessor of an event e is the last condition that e "knows" has been reached by the interface.
Definition 3. The i-predecessor of an event e, denoted by ip(e), is the condition M (e) i .
Assume now that two events e 1 < e 2 , neither of them interface event, satisfy ip(e 1 ) = ip(e 2 ) and St(e 1 ) = St(e 2 ). Then any occurrence sequence σ that executes the events of the set [e 2 ] \ [e 1 ] leads from a marking to itself and contains no interface events. So σ can be repeated infinitely often, leading to an infinite trace with only finitely many interface actions. It is therefore plausible to mark e 2 as cut-off event, in order to avoid this infinite repetition.
Cut-off definition 2. An event e is a cut-off if (1) e is an i-event, and N contains an i-event e with St(e) = St(e ), or (2) e is not an i-event, and some event e < e satisfies St(e) = St(e ) and ip(e) = ip(e ).
We give an example showing that this natural definition does not work: the algorithm always terminates but can yield a wrong result. Consider the parallel composition at the left of Figure 5 , with interface A 1 . Clearly Tr (A)| Σ1 = Tr (A 1 ) = iab * e. For any strategy the algorithm generates the branching process N at the top right of the figure (without the dashed part) . N has two cut-off events: the interface event 6, which is of type (1), and event 8, a non-interface event, of type (2). Event 6 has 5 as companion, with St(5) = St(6) = {q 2 , r 2 , s 2 }. Event 8 has 0 as companion, with St(0) = {q 1 , r 1 , s 1 } = St(8); moreover, 0 < 8 and ip(0) = ip (8) . The folding of N 1 is shown at the bottom right of the figure. It is clearly not trace-equivalent to A 1 because it "misses" the trace iabe. The dashed event at the bottom right, which would correct this, is not added by the algorithm because it is a successor of 8. 
The Solution
Intuitively, the reason for the failure of our second attempt on the example of Figure 5 is that A 1 can only execute iabe if A 2 and A 3 execute ifcd first. However, when the algorithm observes that the markings before and after the execution of ifcd are identical, it declares 8 a cut-off event, and so it cannot "use" it to construct event e. So, on the one hand, 8 should not be a cut-off event. But, on the other hand, some event of the trace i (fcd ) ω must be declared cut-off, otherwise the algorithm does not terminate.
The way out of this dilemma is to introduce cut-off candidates. If an event is declared a cut-off candidate, the algorithm does not add any of its successors, just as with regular cut-offs. However, cut-off candidates may stop being candidates if the addition of a new event frees them. (So, an event is a cut-off candidate with respect to the current branching process.) A generic unfolding procedure using these ideas is given in Algorithm 2, where Ext(N , co, coc) denotes the possible extensions of N that do not have any event of co or coc in their past. Assuming suitable definitions of cut-off candidates and freeing, the algorithm would, in our example, declare event 8 a cut-off candidate, momentarily stop adding any of its successors, but later free event 8 when event 5 is discovered.
The main contribution of our paper is the definition of a correct notion of cut-off candidate for the projection problem. We shall declare event e a cut-off candidate if e is not an interface event, and N contains a companion e < e such that St(e ) = St(e), ip(e) = ip(e ), and, additionally, no interface event e of N is concurrent with e without being concurrent with e . As long as this condition holds, the successors of e are put "on hold". In the example of Figure  5 , if the algorithm first adds events 0, 3, 4, and 8, then event 8 becomes a cut-off candidate with 0 as companion. However, the addition of the interface event 5 frees event 8, because 5 is concurrent with 8 and not with 0.
However, we are not completely done yet. The parallel composition at the left of Figure 6 gives an example in which even with this notion of cut-off candidate Algorithm 2 Unfolding procedure for a product A. If we wish a correct algorithm for all strategies, we need a final touch: replace the condition e < e by e e, where is the strong causal relation:
. Event e is a strong cause of event e, denoted by e e, if e < e and b < b for every
Using this definition, event 3 is no longer a cut-off candidate in the branching process of Figure 6 as it is not in strong causal relation with its companion 2 (because the t 2 -labelled condition just after 2 belongs to M (2) \ M (3) and is not causally related with the r 1 -labelled condition just after 0 which belongs to M (3) \ M (2)).
The two following lemma give properties of the strong causal relation that will be useful to prove our main result (Theorem 2). Lemma 1. Every infinite chain e 1 < e 2 < e 3 · · · of events of a branching process contains a strong causal subchain e i1 e i2 e i3 · · · .
Proof. Let E = {e 1 , e 2 , . . . }. Say that a component A j of A participates in an event e if it participates in the transition labelling e. We partition the (indices of the) components into the set S of indices j such that A j participates in finitely many events of E, andS = {1, . . . , n} \ S. We say that the LTS A j has stabilized at event e k in the chain if A j does not participate in any event e ≥ e k . Let e α be any event of E such that all LTSs of S have stabilized before e α . We claim that there exists e γ in E such that e α e γ . Since clearly all LTSs of S have also stabilized before e γ , A repeated application of the claim produces the desired subsequence. The claim itself is proved in two steps:
(1) There exists e β > e α in E such that M (e β ) k = M (e α ) k for every k ∈S, (which implies M (e α ) k < e β for every k ∈S).
The existence of e β follows from (1) the fact that all events of E are causally related, and (2) the definition ofS, which implies for any k ∈S the existence of an infinite subchain e 1 < e 2 < . . . such that M (e i ) k = M (e j ) k for every i, j. (2) There exists e γ > e β in E such that M (e γ ) k > e β for every k ∈S.
Observe that if e < M (e i ) k for some i and some k, then e < M (e j ) k for all
Suppose that e γ does not exist. Then there exists k ∈S such that M (e ) k ≯ e for every e > e. As k ∈S, there exists, by definition, an infinite subchain e < e 1 < e 2 . . . of E such that M (e i ) k = M (e j ) k for every i, j. So for any of these e i there exists a k-event e i such that e • . Hence, by the observation above, the set {k ∈S : M (e i ) k > e} is strictly greater than the set {k ∈S : M (e i−1 ) k > e}. Since A is finite, this contradicts the existence of k ∈S such that M (e ) k ≯ e for every e > e in E. So the event e γ exists.
It follows immediately from (1) and (2) that e α e γ (because for any k, k , M (e α ) k < e β < M (e γ ) k ), and all LTSs of S have stabilized before e γ , and so the claim is proved.
Lemma 2. If e e andê is concurrent with both e and e, then ([e]\[e ])∩[ê] = ∅.

Proof. Assume e 1 ∈ ([e] \ [e ]) ∩ [ê].
Then e 1 ≤ e and e 1 ≤ê. Since e andê are concurrent, we have e = e 1 =ê. So e 1 <ê, and so there is a nonempty path e 1 ≺ b 1 ≺ e 2 ≺ b 2 ≺ . . . ≺ e k =ê, where x ≺ y denotes y ∈ x
• . Since e andê are concurrent, there is a first condition b j in the path such that b j and e are concurrent, and we have b j ∈ M (e). Since e 1 / ∈ [e ], we have b j / ∈ M (e ). Since e e, we have b j < b for every b ∈ M (e ) \ M (e). In particular, since there is at least one condition b such that e ≺ b < e, we have b j < b , and so e < b j . But then, since b j belongs to the path from e 1 toê, we have e < b j <ê, contradicting that e andê are concurrent.
We are now in a position to provide adequate definitions for Algorithm 2.
Definition 5 (Cut-off and cut-off candidate). Let Ico N (e) denote the set of non cut-off interface events of N that are concurrent with e. An event e -is a cut-off if it is an i-event, and N contains an i-event e such that
St(e) = St(e ). -is a cut-off candidate of N if it is not an i-event, and N contains e e such that St(e) = St(e ), ip(e ) = ip(e), and Ico N (e) ⊆ Ico N (e ).
-frees a cut-off candidate e c of N if e c is not a cut-off candidate of the branching process obtained by adding e to N . Proof. We first prove termination. Assume the algorithm does not terminate, i.e., it constructs an infinite branching process N . Then there exists an infinite chain e 1 < e 2 < ... of causally related events in N [17] . First remark that
] cannot contain an infinite number of i-events: if there is infinitely many i-event in C one of them must be a cut-off (this is due to the finite number of global states in A) as all the i-events of C are causally related there is a contradiction. Hence, C contains an infinite chain w of causally related events such that for any two events e and e of w one has M (e) i = M (e ) i . From that, the finite number of possible global states in A ensures that there exists an infinite subchain w of w such that for any two events e and e of w one has St(e) = St(e ). The finite number of possible global states in A also ensures that in N there exists only a finite set of non-cut-off i-events. So, there exists an infinite subchain w of w such that for any two events e and e of w one has Ico N (e) = Ico N (e ). Finally, by Lemma 1 there exists two events e and e of w such that e e. Then, e is a cut-off candidate of N , which is in contradiction with the infiniteness of w and so with the existence of e 1 < e 2 < . . . . The termination of Algorithm 2 is thus proved. Now we prove Tr (S i ) = Tr (A)| Σi . As in the proof of Theorem 1, we extend the mapping St() to conditions, and to equivalence classes of conditions of N i .
Tr (S i ) ⊆ Tr (A)| Σi . The proof of this part is identical to that of Theorem 1: since the folding S i is completely determined by the cut-offs that are i-events, and the definition of these cut-offs in Definition 2 and Definition 5 coincide, the same argument applies.
Tr (A)| Σi ⊆ Tr (S i ). The proof has the same structure as the proof of Theorem 1, but with a number of important changes.
Let tr be a (finite or infinite) trace of A. We prove that there exists a trace tr i of S i such that tr i = tr| Σi . For that we prove that for every history h of A there exists a history h i of S i such that tr(h i ) = tr(h)| Σi . As in Theorem 1, we use the notion of a succinct histories. However, we need to strengthen it even more. Let ν = s 1 s 2 s 3 . . . be a (finite or infinite) sequence of global states of A, and let H(ν) be the (possibly empty) set of succinct histories
− − → · · · . We say that a history h s ∈ H(ν) with i-decomposition h 1s h 2s h 3s . . . is strongly succinct if for every history h ∈ H(ν) with i-decomposition h 1 h 2 h 3 . . . we have
. . is also succinct. Therefore, if H(ν) is nonempty then it contains at least one strongly succinct history.
As in Theorem 1, we prove by induction a result implying the one we need. For every (finite or infinite) strongly succinct history of A with i-decomposition h = h 1 h 2 h 3 . . . there exists h Inductive step. The initial part of the inductive step is identical to that of Theorem 1. Let H k+1 be the prefix of h 1 h 2 h 3 . . . with i-decomposition H k+1 = h 1 . . . h k h k+1 (it is a strongly succinct history). Then H k = h 1 . . . h k is strongly succinct with i-decomposition h 1 . . . h k . By induction hypothesis H i k , some configuration C k , and, if k = 0, some event e k satisfy the conditions above.
Let o k+1 = e 1 . . . e m , where m = |h k+1 |, be the only sequence of events whose labelling is h k+1 and can occur in the order of the sequence from the marking M (C k ) (this sequence always exists by the properties of C k ). Two cases are possible: 1. o k+1 contains no cut-off. The proof of this case is as in Theorem 1. Part (c) follows because in Theorem 1 we choose C k+1 as C k ∪ {e 1 , . . . , e m }, which, since e j ≤ e m for every j ∈ {1..m},
2. o k+1 contains some cut-off event.
In Theorem 1 we used the following argument: since e m is the only i-event of o k+1 , and cut-offs must be i-events, e m is a cut-off. This argument is no longer valid, because in Definition 5 non-i-events can also be cut-offs. So we prove that e m is a cut-off in a different way.
Let e be a cut-off of o k+1 , and let e be its companion. We prove that, due to the minimality of h k+1 in the definition of strong succinctness, we have e = e m .
Assume e = e m . Since e m is the unique i-event of o k+1 , e is not an i-event. So, by Definition 5, it is an event that became a cut-off candidate and was never freed.
We consider first the case in which C k is the empty configuration (i.e. k = 0). In this case, consider a permutation j 1 j 2 j 3 of o k+1 in which j 1 contains the events of [e ], j 2 contains the events of [e] \ [e ], and j 3 contains the rest of the events. Since St(e) = St(e ), H k λ(j 1 j 3 ) = λ(j 1 j 3 ) is also a history of A. Since |j 1 j 3 | < |o k+1 | this contradicts the minimality of h k+1 .
If C k is nonempty, then the i-event e k in part (c) of the induction hypothesis exists. We consider the events e and e k . Since e k is an i-event but e is not, we have e = e k . Since there is an occurrence sequence that contains both e and e k , the events are not in conflict. Moreover, since in this occurrence sequence e occurs after e k , we have that e is not a causal predecessor of e k either. So there are two remaining cases, for which we also have to show that they lead to a contradiction:
(b1) e k < e. Let e be the companion of e. By the definition of cut-off candidate, we have ip(e) = ip(e ). Since e k is an i-event and e k < e, we have e k < ip(e), and so e k < e e. Consider the permutation j 1 j 2 j 3 of o k+1 in which j 1 contains the events of [e ] \ [e k ], j 2 contains the events of [e] \ [e ], and j 3 the rest of the events. Since St(e) = St(e ), H k λ(j 1 j 3 ) is also a history of A. Since |j 1 j 3 | < |o k+1 |, this contradicts the minimality of h k+1 .
(b2) e k and e are concurrent. We handle this case by means of a sequence of claims.
(i) Let e be the companion of e. The events e and e k are concurrent.
Follows from the fact that e k is an i-event and Ico N (e) ⊆ Ico N (e ) by the definition of cut-off candidate.
Follows from Lemma 2, assigningê := e k . (iii) h k+1 is not minimal, contradicting the hypothesis.
By , and j 3 the rest. Since St(e) = St(e ), H k λ(j 1 j 3 ) is also a history of A, and since |j 1 j 3 | < |o k+1 | the sequence h k+1 is not minimal.
Since all cases have been excluded, and so we have e = e m , i.e., the i-event e m is the unique cut-off of o k+1 . Now we can reason as in Theorem 1. We have that o k+1 is a sequence of events from N whose last event is a cut-off, and the marking reached by o k+1 is M (e m ). By the definition of folding, S i has an execution h i,k+1 from the state [M (
, where e m is the companion of e m and then, obviously e k+1 = e m . Since e m is not a cut-off, C k+1 contains no cut-offs. Moreover, since the marking reached by o k+1 is M (e m ), we have that [M (C k+1 ) i ] ≡ is the state reached by H i k+1 .
As an illustration of the previous results, we report in this section on an implementation of Algorithm 2. All programs and data used are publicly available. 4 
Implementation
We implemented Algorithm 2 by modifying the unfolding tool Mole [22]. The input of our tool is the Petri net representation of a product A in which every place is annotated with the component it belongs to. Most of the infrastructure of Mole could be re-used, in particular the existing implementation contains efficient algorithms and data structures [6] for detecting new events of the unfolding (the so-called possible extensions), computing the marking St(e) of an event, etc.
The main work therefore consisted in determining cut-off candidates and the "freeing" condition of Definition 5. For this, we introduce a blocking relation between events: we write e N e if e e, St(e) = St(e ), ip(e) = ip(e ), and Ico N (e) ⊆ Ico N (e ), in other words e is a cut-off candidate because of e ; let N e := { e ∈ N | e N e }. Notice that N e ⊆ [e]. Therefore, an overapproximation of this set can be computed when e is discovered as a possible extension, by checking all its causal predecessors. When N is expanded, N e can only decrease because adding an event may lead to a violation of the condition Ico N (e) ⊆ Ico N (e ).
The blocking relation requires two principal, interacting additions to the unfolding algorithm:
(i) a traversal of [e] collecting information about the 'cut' M (e); (ii) computing the concurrency relation between events.
For (i), we modify the way Mole determines St(e): it performs a linear traversal of [e], marking all conditions consumed and produced by the events of [e], thus obtaining M (e). We extend this linear traversal with Algorithm 3, which computes cut = M (e), allowing to directly determine the conditions St(e) = St(e ) and ip(e) = ip(e ). Moreover, every condition b becomes annotated with a set ind (b) := { j | b ≤ M (e) j }. This, together with M (e) and M (e ), allows to efficiently determine whether e e holds. Notice that if the number of components in A is "small", the operations on ind (b) can be implemented with bitsets. Thus, the additional overhead of Algorithm 3 with respect to the previous algorithm can be kept small.
Concerning (ii), we are interested in determining the sets Ico N (e) for all events e. We make use of the facts that: -At the same time, we can easily determine whether the addition of an event e should lead to the removal of some event e from N e ; if this causes N e to become empty, e is freed.
Experimental results
We tested our implementation on well-known benchmarks used widely in the unfolding literature, see for example [2, 6, 17] . The input is the set of components A 1 , . . . , A n , which are converted into an equivalent Petri net. All reported times are on a machine with a 2.8 MHz Intel CPU and 4 GB of memory running Linux.
For each example, we also report the number of events (including cut-offs) in the prefix (Events), the number of states in the resulting summary S i (|S i |), the size of a minimal deterministic automaton for a summary (Min), and the number of reachable markings (Markings, taken from [21] where available, and computed combinatorially for DpSyn).
The experiments are summarized in Table 1 . We used the following families of examples [2] : the CyclicC and CyclicS families are a model of Milner's cyclic scheduler with n consumers and n schedulers; in one case we compute the folding for a consumer, in the other for a scheduler. The Dac family represents a divide-and-conquer computation. Ring is a mutual-exclusion protocol on a token-ring. The tasks are not entirely symmetric, we report the results for the first. Finally, Dp, Dpsyn, and Dpd are variants of Dining Philosophers. In Dp, philosophers take and release forks one by one, whereas in Dpsyn they take and release both at once. In Dpd, deadlocks are prevented by passing a dictionary.
In all cases except one (Dpd) our algorithm needs clearly fewer events than there are reachable markings; in some families (Dac, Dpsyn, Ring) there are far fewer events. A comparison of Dp and Dpsyn is instructive. In Dp, neighbours can concurrently pick and drop forks. Intuitively, this leads to fewer cases in which the condition Ico N (e) ⊆ Ico N (e ) for cut-off candidates is satisfied. On the other hand, in Dpsyn both forks are picked and dropped synchronously, and so no event in A i is concurrent to any event in the neighbouring components, making the unfolding procedure much more efficient.
Extensions: Divergences and Weights
We conclude the paper by showing that our algorithm can be extended to handle more complex semantics than traces. Indeed, the divergences of the system can be captured by the summaries, as well as the minimal weights of the finite traces from Tr (A)| Σi when A 1 . . . A n are weighted systems.
Divergences
We first extend our algorithm so that the summary also contains information about divergences. Intuitively, a divergence is a finite trace of the interface after which the system can "remain silent" forever.
Definition 6. Let A 1 , . . . , A n be LTSs with interface A i . A divergence of A i is a finite trace σ ∈ Tr (A i ) such that σ = τ |Σi for some infinite trace τ ∈ Tr (A). A divergence-summary is a pair (S i , D) , where S i is a summary and D is a subset of the states of S i such that σ ∈ Tr (S i ) is a divergence of A i iff some realization of σ in S i leads to a state of D.
We define the set of divergent conditions of the output of Algorithm 2, and show that it is a correct choice for the set D.
Definition 7. Let N be the output of Algorithm 2. A condition s of N i is divergent if after termination of the algorithm there is e ∈ coc with companion e such that s is concurrent to both e and e . We denote the set of divergent conditions by DC .
Proof. (⇒) Assume that σ is a divergence of A i . By the definition of a divergence, there exists τ ∈ Tr (A) such that τ | Σi = σ and τ is infinite. So there exists a strongly succinct history h of A such that tr(h) = τ . Denote by e i the last i-event of h. The proof of Theorem 2 guarantees the existance of an i-event e i in N which is not a cut-off and satisfies the following two properties: St(e i ) = St(e i ), and there exists a realisation of σ leading to [s] ≡ , where s = M (e i ) i . As τ is infinite, the unfolding U of A contains an infinite occurrence sequence starting at M (e i ) and containing no i-event. Since St(e i ) = St(e i ), another infinite sequence with the same labelling and without i-events can occur from M (e i ) in U. By construction of N , and since e i is not a cut-off, a non-empty prefix of this second occurrence sequence appears in N , and contains at least one cut-off candidate e. So e appears in some occurrence sequence without i-events starting at M (e i ). It follows that e is either (1) concurrent with e i , or (2) a successor of e i such that ip(e) = M (e i ) i . Moreover, since e is not an i-event, it is concurrent with s = M (e i ) i . It remains to show that the companion e of e is also concurrent with s. If (1) holds, i.e., if e is concurrent with e i , then e is concurrent with e i (and so with s) as well, because, by the definition of a cut-off candidate, we have Ico N (e) ⊆ Ico N (e ). If (2) holds, i.e., if e > e i , then we have e > e i for the same reason as in the case (b1) in the proof of Theorem 2), and so e and s are concurrent.
(⇐) Consider a divergent condition s of N i . By the definition of a divergent condition there exist a cut-off candidate e with companion e such that neither e nor e are i-events, and both e and e are concurrent with s. Let e i be the i-event such that M (e i ) i = s. As e is concurrent with s, it is either concurrent with e i , or a successor of e i such that ip(e) = M (e i ) i . We consider these two cases separately.
(1) e is a successor of e i such that ip(e) = M (e i ) i . Then e is a successor of e i for the same reason as in case (b1) 
Weights
We now consider weighted systems, e.g parallel compositions of weighted LTS. Similarly a weighted labelled Petri net is a tuple N w = (N , c) where N = (Σ, P, T, F, λ, M 0 ) is a labelled Petri net and c : T → R + associates weights to transitions. A weighted trace in N w is a pair (σ, w) with σ a finite trace of N and w the minimal weight of an occurrence sequence corresponding to σ, where the weight of an occurrence sequence is the sum of the weights of its transitions. By Tr (N w ) we denote the set of all the weighted traces of N w . The branching processes of A
