Introduction
The maximal path set (MPS) problem is to find, given an undirected graph $G=(V, E)$ , a maximal subset $F$ of $E$ such that the subgraph induced by $F$ is a forest in which each connected component is a path. In [3] , Chen introduced this problem and showed that parallel algorithms for it can be used to design parallel approximation algorithms for the famous shortest superstring problem (SSP). It is worth mentioning that SSP has been extensively studied due to its important applications in DNA sequencing and data compression [1, 4, 10, 11] .
In [3] , Chen presented an $NC$ algorithm and an $RNC$ algorithm for the MPS problem. The former runs in $O(\log^{3}n)$ time with $O(n+m)$ processors on a CRCW PRAM and the latter runs in $O(\log^{2}n)$ expected time with $O(n+m)$ processors on a CRCW PRAM. In this paper, we present two faster parallel algorithms for the problem. Our first algorithm runs in $O(\log n)$ expected time with $O(n+m)$ processors on a CRCW PRAM. This algorithm is faster and more efficient than Chen's $RNC$ algorithm. Our second algorithm runs in $O(\log^{2}n)$ time with $O(\triangle^{2}(n+m)/\log n)$ processors on an EREW PRAM, where $\triangle$ is the maximum degree of the input graph. Compared with Chen's $NC$ algorithm, this algorithm is $\mathrm{f}\mathrm{a}s\mathrm{t}\mathrm{e}\mathrm{r}$ , runs on a weaker computation model, and is more efficient for input graphs of bounded degree.
Our $RNC$ algorithm for the MPS problem has a similar structure to that of Israeli and Itai's $RNC$ algorithm (I&I algorithm, for short) for the maximal matching problem [6] . Namely, given a graph However, our algorithm does not have this property. Instead, we define a potential function $\phi$ and prove that in each stage, $\phi(G)$ decreases by a constant fraction on average. This is the key for us to obtain the desired time bound. Our $NC$ algorithm for the MPS problem is obtained by carefully derandomizing the $RNC$ algorithm. An immediate consequence of the results is that the parallel approximation algorithms for SSP given in [3] can be made faster.
In [7] , . Like SSP, $\mathrm{S}\mathrm{S}\mathrm{P}_{F}$ is $\mathrm{N}\mathrm{P}$ -hard [7] and it is of interest to design approximation algorithms for $\mathrm{S}\mathrm{S}\mathrm{P}_{F}$ .
In [7] , Jiang et al. presented a polynomial-time approximation algorithm for $\mathrm{S}\mathrm{S}\mathrm{P}_{F}$ that produces a superstring-with-flipping whose length is at most 3 optimal. They also pointed out that there is a greedy algorithm for $\mathrm{S}\mathrm{S}\mathrm{P}_{F}$ that produces a superstringwith-flipping by which the amount of compression achieved is at least $\frac{1}{2}$ optimal [7] . At present, no better sequential approximation algorithms for $\mathrm{S}\mathrm{S}\mathrm{P}_{F}$ are known. Also, no parallel approximation algorithm for $\mathrm{S}\mathrm{S}\mathrm{P}_{F}$ has been given previously. Here, using the ideas in our parallel algorithms for the MPS problem, we give an $NC$ approximation algorithm for $\mathrm{S}\mathrm{S}\mathrm{P}_{F}$ that produces a $\mathrm{s}\mathrm{u}\mathrm{p}\mathrm{e}\Gamma \mathrm{s}\mathrm{t}\mathrm{r}\mathrm{i}\mathrm{n}\mathrm{g}-\mathrm{w}\mathrm{i}\mathrm{t}\mathrm{h}-\mathrm{f}\mathrm{l}\mathrm{i}\mathrm{P}\mathrm{P}\mathrm{i}\mathrm{n}\mathrm{g}$ by which the amount of compression achieved is at least $\frac{1}{3+\epsilon}$ optimal for any $\epsilon>0$ .
Recall that the EREW PRAM is the parallel model where the processors operate synchronously and share a common memory, but no two of them are allowed simultaneous access to a memory cell (whether the access is for reading or for writing in that cell). The CRCW PRAM differs from the EREW PRAM in that both simultaneous reading and simultaneous writing to the same cell are allowed; in case of simultaneous writing, the processor with lowest index succeeds.
For lack of space, we will omit the proofs of most facts, lemmas, theorems, and corollaries from this extended abstract.
The $RNC$ algorithm
In this section, we present an $RNC$ algorithm for the MPS problem for undirected graphs. At the end of this section, we will also mention how to modify it for digraphs.
We start by giving several basic definitions. Let 
Description of the algorithm
The top-level structure of our $RNC$ algorithm is de- The algorithm maintains an array $R$ for which the following is an invariant: It is easy to verify that UPDATE really updates the array $R$ so that the invariant is kept and that UPDATE really deletes those edges $e$ from $G'$ such that $e\in M$ or $F\cup\{e\}$ is not a path set.
Complexity analysis
In this subsection, we prove the following theorem: Theorem 2.5 The $RNC$ algorithm runs in $O(\log n)$ expected time using $O(n+m)$ processors on a CRCW PRAM. The algorithm uses $O(n+m)$ processors; every vertex and every edge in $G'$ has a processor associated with it. Each processor associated with a vertex (resp., edge) uses one bit of its local memory to remember whether the vertex (resp., edge) has been deleted or not from We proceed to the proof of the fact that the expected number of iterations of the while-loop is $O(\log n)$ . We use a potential function argument. For a subgraph $\mathcal{G}$ of the input graph $G$ and a path set $F$ in $G$ , define
For a random variable $X$ , let $\mathcal{E}X$ denote the expected value of $X$ , and let $\mathcal{E}(X|B)$ denote the expected value of $X$ given that event $B$ occurs.
Lemma 2.6 (Main Lemma). Fix an iteration of the while-loop. Let $G_{b}'$ and $G_{a}'$ , respectively, be the graph $G'$ before and after the iteration. Similarly, let $F_{b}$ and $F_{a}$ , respectively, be the path set $F$ before and after the iteration. Then 
Extension to digraphs
Then, using Lemma 2.7 and Lemma 2.8, we can show the following lemma by a similar proof to that of Lemma 2.6: Lemma 2.9 Fix an iteration of the while-loop. Let . We next analyze its complexity.
Note that the input parameters to the modified FIND-MATCH are $G'$ and $F$ . That is, we do not
Step 1 can be implemented in $O(\log^{2}n)$ time with $O(\Delta^{2}(n+m)/\log n)$ processors on an EREW PRAM use the array $R$ any more. Accordingly, UPDATE can be modified to consist of the following single [2] .
Step 2.1 can be simply done in $O(\log n)$ time step: The following fact was implicitly mentioned in [7] : Fact 2 [7] Let $P$ be one of the two paths in the two-path cover output by GREEDY. Then, the amount of compression achieved by the string associated with $P$ is at least $\frac{opt_{\mathrm{c}}om(S)}{2}$ . The crucial point is that for each vertex (resp., arc) in $D'$ , the vertex (resp., arc) and its mate must be removed from $D'$ in the same call of procedure D-UPDATE. Moreover, from Lemma 2.8 and lines 8' through 12 
