We review elliptic solutions to integrable nonlinear partial differential and difference equations (KP, mKP, BKP, Toda) and derive equations of motion for poles of the solutions. The pole dynamics is given by an integrable many-body system (Calogero-Moser, Ruijsenaars-Schneider). The basic tool is the auxiliary linear problems for the wave function which yield equations of motion together with their Lax representation. We also discuss integrals of motion and properties of the spectral curves.
Introduction
The study of singular solutions to integrable nonlinear partial differential equations and dynamics of their poles was initiated by the seminal paper [1] , where elliptic and rational solutions to the Korteweg-de Vries and Boussinesq equations were investigated. It was discovered there that the poles move as particles of the integrable many-body CalogeroMoser system [2, 3, 4] with some additional restrictions in the phase space. Later in [5, 6] it was shown that in the case of the more general Kadomtsev-Petviashvili (KP) equation the connection with many-body systems becomes most natural: the dynamics of poles of rational solutions to the KP equation is isomorphic to the Calogero-Moser system of particles with rational pairwise interaction potential 1/(x i − x j ) 2 .
Elliptic (double periodic in the complex plane) solutions to the KP equation were studied by Krichever in [7] , where it was shown that poles x i of the elliptic solutions move according to the equations of motion
The method suggested by Krichever consists in substituting the elliptic solution not in the KP equation itself but in the auxiliary linear problems for it, using a suitable pole ansatz for the wave function depending on a spectral parameter. The wave function is defined by its poles and residues at the poles. This method allows one to obtain the equations of motion together with the Lax representation for them:
where matrices L, M depend on x i andẋ i and on the spectral parameter.
The further development is Shiota's work [8] , where it was shown that the correspondence between rational solutions to the KP equation and the Calogero-Moser system with rational potential (when ℘(x) degenerates to 1/x 2 ) can be extended to the level of hierarchies. There it was proved that the evolution of poles with respect to the higher times t k of the infinite KP hierarchy is governed by higher Hamiltonians H k of the integrable Calogero-Moser system.
Another way to derive the equations of motion for poles of singular solutions to the KP equation was suggested in [9] . It consists in parametrizing the wave function through its poles x i and zeros y i , which is basically equivalent to substitution of the pole ansatz to the modified KP (mKP) equation. This does not allow one to derive the Lax representation but instead leads to the so-called self-dual form of equations of motion [9] .
Elliptic solutions to the matrix KP equation were studied in [10] ; they give rise to the spin generalization of the Calogero-Moser system. Spin degrees of freedom are related to the matrix residues at the poles of the solutions (which are fixed in the scalar case). In this paper we will restrict ourselves by the scalar (one-component) case.
Solutions of the B-version of the KP equation (BKP), which are elliptic functions of the time variable x = t 1 , were recently discussed in [11] . It was shown that the poles move according to the following equations of motion:
Here dot means derivative with respect to the time t 3 . Instead of the Lax representation, these equations of motion admit a matrix representation of the forṁ
where P is a traceless matrix, I is the unity matrix and Λ is the eigenvalue of the Lax matrix L depending on the spectral parameter (Manakov's triple representation [12] ). Matrix elements of the matrices L, M depend on x i ,ẋ i and on the spectral parameter.
Poles x i of solutions to the 2D Toda lattice (2DTL), which are elliptic functions of the discrete time variable x = t 0 , satisfy the elliptic Ruijsenaars-Schneider many-body system [13] (a relativistic version of the Calogero-Moser system):
(1.5) (see [14] ). Here dot means derivative with respect to the time t 1 . In the limit η → 0 one recovers the Calogero-Moser system. The Ruijsenaars-Schneider system is known to be integrable. Similarly to the Calogero-Moser model, it admits a Lax representation which can be obtained by substituting the pole ansatz for the wave function into the semidifference auxiliary linear problem. Another approach to the connection between special solutions to the KP and Toda equations and integrable many-body systems was developed in [15] . A self-dual form of the equations of motion also exists (see [16] ). It is closely connected with the integrable discrete time version of the Ruijsenaars-Schneider system [17] , with equations of motion having the form of the nested Bethe ansatz equations.
This paper is a review of the results mentioned above and related topics. We give a detailed derivation of the equations of motion for poles of elliptic solutions to the KP, mKP, BKP and 2DTL equations together with their Lax (or Manakov's triple) representation and construction of the spectral curve. Most of the material is contained in the existing literature in one or another form. However, some points are new. Among them is the derivation of the t 3 -dynamics of poles of elliptic solutions to the KP equation and equations of motion for poles of elliptic solutions to the Novikov-Veselov equation (which is a member of the 2-component BKP hierarchy).
2 Elliptic solutions to the KP equation
The KP equation
The KP equation is the first member of an infinite KP hierarchy of partial differential equations with independent variables ("times") t 1 = x, t 2 , t 3 , t 4 , . . . [18, 19] . The KP equation is equivalent to the Zakharov-Shabat ("zero curvature") condition ∂ t 3 A 2 − ∂ t 2 A 3 + [A 2 , A 3 ] = 0 for the differential operators It has the form of a system for two dependent variables u, w:
Excluding w from this system, one obtains the KP equation for the function u:
3)
The Zakharov-Shabat equation (and, therefore, the KP equation) is the compatibility condition for the auxiliary linear problems
for the wave function ψ which depends on a spectral parameter z.
The general solution to the whole KP hierarchy is given in terms of the tau-function τ = τ (t 1 , t 2 , t 3 , . . .). The change of the dependent variables from u, w to the tau-function
brings equations (2.2) into the bilinear form [19] 
where D i are the Hirota operators. Their action is defined by the rule
. The solution to the linear equations (2.4) can be expressed through the tau-function according to the formula [18] 
Here z is the spectral parameter and A(z) is a normalization factor.
The t 2 -dynamics of poles of elliptic solutions
Our aim is to study double-periodic (elliptic) in the variable x solutions of the KP equation. For such solutions the tau-function is an "elliptic quasi-polynomial" in the variable x:
where Q(x, t 2 , t 3 , . . .) is a quadratic form in the times t i and
is the Weierstrass σ-function with quasi-periods 2ω, 2ω ′ such that Im(ω ′ /ω) > 0. It is connected with the Weierstrass ζ-and ℘-functions by the formulas ζ(
x log σ(x). We set Q = cx 2 + bt 2 x + . . . with some constants b, c. The roots x i are assumed to be all distinct. Correspondingly, the function u = ∂ 2 x log τ is an elliptic function with double poles at the points x i :
The poles depend on the times t 2 , t 3 .
According to Krichever's method [7] , the basic tool for studying t 2 -dynamics of poles is the auxiliary linear problem ∂ t 2 ψ = A 2 ψ for the function ψ, i.e.,
Since the coefficient function u is double-periodic, one can find double-Bloch solutions ψ(x), i.e., solutions such that ψ(x + 2ω) = bψ(x), ψ(x + 2ω ′ ) = b ′ ψ(x) with some Bloch multipliers b, b ′ . Equations (2.7), (2.8) tell us that the wave function ψ has simple poles at the points x i . The pole ansatz for the ψ-function is 11) where the coefficients c i do not depend on x. Here we use the function
which has a simple pole at x = 0 (ζ is the Weierstrass ζ-function). The expansion of Φ as x → 0 is Φ(x, λ) = 1
where
The parameters z and λ are spectral parameters. They are going to be connected by equation of the spectral curve (see below). Using the quasiperiodicity properties of the function Φ,
one concludes that ψ given by (2.11) is indeed a double-Bloch function with Bloch multipliers
We will often suppress the second argument of Φ writing simply Φ(x) = Φ(x, λ). We will also need the x-derivatives
is also a double-Bloch function with the same Bloch multipliers. If we manage to prove that this function is free of poles, then the only possibility for it is the exponential function Ce ax , which, however, has a pair of Bloch multipliers that is not equivalent to b, b ′ . Therefore, C = 0 and the function vanishes identically. Substituting (2.11) into (2.10) with u given by (2.9), we get:
where dot means the t 2 -derivative. Different terms of this expression have poles at x = x i . The highest poles are of third order but it is easy to see that they cancel identically. It is a matter of direct calculation to see that the conditions of cancellation of second and first order poles have the form
13)
(2.14)
They have to be valid for all i = 1, . . . , N. Introducing N ×N matrices 16) we can write the above conditions as a system of linear equations for the vector c = (c 1 , . . . , c N ) T :
It is convenient to introduce diagonal matrices I, X, D given by
and off-diagonal matrices A, B given by
Differentiating the first equation in (2.17) with respect to t 2 , we arrive at the compatibility condition of the linear problems (2.17):
It is straightforward to see thatȦ = [Ẋ, B]. Next, in the appendix it is proved that
and so the compatibility condition states that (−Ẍ + 4D ′ ) ii = 0 for all i = 1, . . . , N. This implies the Calogero-Moser equations of motion (1.1) together with their Lax representation (1.2).
It follows from the Lax representation that the time evolution is an isospectral transformation of the Lax matrix, so all traces tr L k and the characteristic polynomial det(L − 2zI) are integrals of motion.
The Calogero-Moser system is Hamiltonian with the Hamiltonian
and the Poisson brackets {x i , p k } = δ ik . Sinceẋ i = ∂H 2 /∂p i = 2p i , the Lax matrix expressed through the momenta reads
The Hamiltonian is given by
The higher Hamiltonians can be defined by the formulas
where a m (λ) are some elliptic functions of λ which are determined by the requirement that the Hamiltonians should be λ-independent. In particular,
(2.24)
The t 3 -dynamics of poles of elliptic solutions
Similarly to the t 2 -case, we should substitute ψ given by (2.11), into the linear problem
According to (2.5), (2.8), we have for elliptic solutions:
The substitution leads to the following equation:
The fourth order poles at x = x i cancel identically. The cancellation of the third order poles leads to the same condition (2.13) which is the eigenvalue equation Lc = 2zc for the Lax matrix. The cancellation of the second order poles leads to the equations
Taking into account (2.13), one can rewrite these equations as 27) or, in the matrix form,
Finally, the cancellation of the simple poles at x = x i , with the equationċ = Mc being taking into account, leads to the conditions
Introducing the diagonal matrixD ik = δ ik j =iẋ j ℘(x i − x j ) and the off-diagonal matrix
we can rewrite these conditions in the matrix form as
where T is the matrix
The compatibility condition of the linear system (2.29) and the equation
We have, after some algebra:
In the appendix we prove the matrix identity
(see (6.11) in the appendix). Therefore, we obtain that the matrix
This means that the compatibility condition leads to the equations of motion
As one can easily see, these equations coincide with the t 2 -derivatives of equations (2.27) . Moreover, equations (2.27) and (2.32), when rewritten in terms of the moments p i , are
Hamiltonian equations for theH 3 Hamiltonian flow (hereH 3 = H 3 + 6cH 1 ):
It is easy to see that the result of [1] for the KdV equation (u is independent of t 2 ) follows from (2.33): the equations of motion are ∂ t 3 x i = −6c + 3 j =i ℘(x i − x j ) on the locus defined by the equations
Reviving the coupling constant
The Calogero-Moser system that is obtained form the dynamics of poles comes with a fixed coupling constant. A natural question is whether other values of the coupling constant are possible. It appears that in order to revive the coupling constant one should consider the so-calledh-version of the KP hierarchy (h-KP) instead of the standard KP one. Theh-KP hierarchy is obtained by the formal change of times t k → t k /h, so that theh-KP equation acquires the form
and the second linear problem is
Substituting the wave function in the form
with the same expression for τ (2.8), we get, after writing down conditions of cancellation of the poles, the same system (2.17) with the matrices
Then, repeating the calculation above, one obtainṡ
and the equations of motion acquire the form
with the coupling constant 4h 2 .
The spectral curve
From now on we puth = 1, as before. The equation of the spectral curve is
As it was already mentioned, the equation of the spectral curve (the characteristic equation of the Lax matrix) is an integral of motion by virtue of the Lax equation for both t 2 and t 3 flows:
The matrix L = L(z, λ), which has essential singularity at λ = 0, can be represented in the form L = GLG −1 , where matrix elements ofL do not have essential singularities and G is the diagonal matrix
where the coefficients R k (λ) are elliptic functions of λ with poles at λ = 0. The functions R k (λ) can be represented as linear combinations of ℘-function and its derivatives. Coefficients of this expansion are integrals of motion. Fixing values of these integrals, we obtain via the equation R(z, λ) = 0 the algebraic curve Γ which is a N-sheet covering of the initial elliptic curve E realized as a factor of the complex plane with respect to the lattice generated by 2ω, 2ω ′ .
.
In a neighborhood of λ = 0 the matrixL can be written as
where E is the rank 1 matrix with matrix elements E ij = 1 for all i, j = 1, . . . , N. The matrix E has eigenvalue 0 with multiplicity N − 1 and another eigenvalue equal to N. Therefore, we can write R(z, λ) in the form
where f i are regular functions of λ at λ = 0:
This means that the function z has simple poles on all sheets at the points P j (j = 1, . . . , N) of the curve Γ located above λ = 0. Its expansion in the local parameter λ on the sheets near these points is given by the multipliers in the right hand side of (2.41). So we have the following expansions of the function z near the "points at infinity" P j :
The N-th sheet is distinguished, as it can be seen from (2.41), (2.42). As in [7] , we call it the upper sheet.
The genus g of the spectral curve Γ can be found using the following argument. Let us apply the Riemann-Hurwitz formula to the covering Γ → E. We have 2g − 2 = ν, where ν is the number of ramification points of the covering, which are zeros on Γ of the function ∂R/∂z. Differentiating equation (2.41) with respect to z, we can conclude that the function ∂R/∂z has simple poles at the points P 1 , . . . , P N −1 on all sheets except the upper one, where it has a pole of order N − 1. The number of poles of any meromorphic function is equal to the number of zeros. Therefore, ν = 2(N − 1) and so g = N.
The spectral curve Γ is not smooth because in general position the genus of the curve which is a N-sheet covering of an elliptic curve is g = 1 2 N(N − 1) + 1.
The ψ-function as the Baker-Akhiezer function on the spectral curve
Let P be a point of the curve Γ, i.e. P = (z, λ), where z and λ are connected by the equation R(z, λ) = 0. The coefficients c i in the pole ansatz for the function ψ, after normalization, are functions on the curve Γ: c i = c i (t 2 , P ). Let us normalize them by the condition c 1 (0, P ) = 1. The non-normalized components c i (0, P ) are equal to ∆ i (0, P ), where ∆ i (0, P ) are suitable minors of the matrix 2zI − L(0). They are holomorphic functions on Γ outside the points above λ = 0. After normalizing the first component, all other components c i (0, P ) become meromorphic functions on Γ outside the points P j located above λ = 0. Their poles are zeros on Γ of the first minor of the matrix 2zI − L(0), i.e., they are given by common solutions of equation (2.40) and the equation
The location of these poles depends on the initial data.
The number of the poles can be found by the following argument [7, 10] . Let us consider the function F of the complex variable λ ∈ E defined by
where P j (λ) are N pre-images of the point λ under the projection Γ → E. This function is well-defined as a function of λ (since it does not depend on the order of the sheets) and has double poles at the images of the poles of c i 's. Clearly, F only vanishes at the ramification points, where at least two columns of the matrix c i (0, P j (λ)) coincide. Indeed, let P j = (z j , λ) be the N points above λ.
with the eigenvalues 2z j . They are linearly independent if all the z j 's are different. Therefore, F does not vanish at such a point. Let us now assume that λ is a ramification point which is generically of order 2. It is easy to see that at such a point F has a simple zero. Indeed, let ξ be a local parameter on the curve around the ramification point, then
but this is precisely proportional to λ − λ 0 . If M is the number of poles of the vector c on Γ, then 2M = ν = 2(N − 1), hence M = N − 1.
Finding explicitly eigenvectors of the matrix E −I, one can see that in a neighborhood of the "points at infinity" P j the functions c i (0, P ) have the form 
(on the upper sheet).
The fundamental matrix S(t 2 ) of solutions to the equation ∂ t 2 S = MS, S(0) = I, is a regular function of λ for λ = 0. From the Lax equation it follows that c(t 2 ) = S(t 2 )c(0) is the common solution of the equationsċ = Mc and Lc = 2zc. Thus the vector c(t 2 , P ) has the same t 2 -independent poles as the vector c(0, P ).
In order to find c i (t 2 , P ) near the pre-images of the point λ = 0 it is convenient to pass to the gauge equivalent pairL,M , wherẽ
with the same diagonal matrix G as before. Letc = G −1 c be the gauge-transformed vector c = (c 1 , . . . , c N )
T , then our linear system is
By a straightforward calculation one can check that the following relation holds:
Applying the both sides to the eigenvectorc ofL with the eigenvalue 2z, we get
Therefore, since z = λ −1 + O(1) on all sheets except the upper one, we have
For the vectorc (N ) on the upper sheet we have from (2.46), recalling (2.42),
(here e = (1, 1, . . . , 1) T ). Coming back to the vector c(t 2 , P ), we obtain after normalization c
and c ij (λ) are regular functions in a neighborhood of λ = 0. Their values at λ = 0 are
After investigating the analytic properties of the vector c(t 2 , P ) let us turn to the function ψ:
The function Φ(x − x i , λ) has essential singularities at all points P j located above λ = 0. It follows from (2.49) that in the function ψ these essential singularities cancel on all sheets except the upper one, where ψ ∝ e k(λ)x+k 2 (λ)t 2 e ζ(λ)x 1 (0) . From (2.50) it follows that ψ has a simple pole at the point P N and no poles at the points P j for j = 1, . . . N − 1. As we have seen before, the function ψ also has N − 1 poles in the finite part of the curve Γ, which do not depend on x, t 2 . These analytic properties allows one to identify the function ψ(x, t 2 , P ) with the Baker-Akhiezer function on the spectral curve Γ with the marked point at infinity P N .
Self-dual form of the equations of motion
Another way to derive the equations of motion is to parametrize the wave function through its poles and zeros and substitute into the linear problem (2.10). Namely, represent the wave function as ψ =τ /τ , then the linear problem (2.10) acquires the form
which is the mKP equation in the bilinear Hirota form. Let us put t 3 = 0 in this subsection for simplicity. Thenτ = e zx+z 2 t 2τ , whereτ is the tau-function with shifted times t = (t 1 , t 2 , t 3 , . . .):
, where we have used the standard notation
Let y i (i = 1, . . . , N) be zeros of the functionτ . Then we can writê
where A, α, β are some constants. Substituting expressions for τ ,τ through σ-functions into (2.53), we obtain:
where µ is a constant. Identifying residues at the poles at x = x i and x = y i , we obtain the following system of first order differential equations:
This is the so-called self-dual form of equations of motion of the elliptic Calogero-Moser system [9, 21] . For the first time it appeared in [20] as a Bäcklund transformation of the Calogero-Moser system.
It can be shown that equations (2.54) are equivalent to (1.1). Indeed, let us differentiate the first equation in (2.54) with respect to t 2 :
(2.55) It can be proved [21] (see the appendix) that the right hand side is in fact equal to 4
. By symmetry, the same Calogero-Moser equations of motion are satisfied by y i 's.
Calogero-Moser system in discrete time
The self-dual form of equations of motion is directly connected with the integrable time discretization of the Calogero-Moser system. To see this, let us consider dynamics of poles of elliptic solutions to the semi-discrete KP equation and note that the disctete time flow n in the KP hierarchy is introduced according to the rule [22] 
so that τ andτ are tau-functions taken at two subsequent values of the discrete time. Accordingly, we can denote
and rewrite equations (2.54) as
(2.57)
Shifting n → n − 1 in the second group of equations and subtracting the second line from the first one, we get equations of motion for the Calogero-Moser system in discrete time [23, 17] :
Remarkably, these equations coincide with the nested Bethe ansatz equations for the elliptic Gaudin model associated with the root system A m , with the discrete time n taking values 0, 1, . . . , m + 1.
3 Elliptic solutions to the BKP equation
The BKP equation
The BKP equation is the first member of an infinite BKP hierarchy with independent variables ("times") t 1 = x, t 3 , t 5 , t 7 , . . . [18, 24] , see also [25, 26, 27] . It is the following system of nonlinear partial differential equations for two dependent variables u, w:
where prime means differentiation w.r.t. x. (Some notation in this section such as w and L, M below is the same as in the previous one but their meaning is different; we hope that this will not lead to a misunderstanding.) It is easy to see that the variable w can be excluded and the equation can be written in terms a single dependent variable U = x udx. Equations (1.5) are equivalent to the Zakharov-Shabat equation
Similarly to the case discussed in the previous section, the Zakharov-Shabat equation is the compatibility condition for the auxiliary linear problems
The tau-function τ = τ (t 1 , t 3 , t 5 , . . .) of the BKP hierarchy is related to the variables u, w by the formulas
In terms of the tau-function, equations (3.1) acquire the bilinear form [24]
The wave function ψ can be expressed through the tau-function according to the formula [24] 
where A(z) is a normalization factor.
Dynamics of poles
We are going to study dynamics of poles of elliptic in the variable t 1 = x solutions of the BKP equation as functions of t 3 = t. For such solutions the tau-function has the same form (2.8):
with a quadratic form Q = cx 2 + . . . and u is given by (2.9). The basic tool for studying t-dynamics of poles is the linear problem ∂ t ψ = B 3 ψ for the function ψ, i.e.,
As in the KP case, one can find double-Bloch solutions ψ(x)
with simple poles at x = x i and x-independent coefficients c i (the function Φ is the same as in the previous section).
It is evident from (3.7) that the constant c in the expression (2.9) for the function u can be eliminated by the transformation x → x−12ct, t → t (or ∂ x → ∂ x , ∂ t → ∂ t +12c∂ x for the vector fields). Because of this we put c = 0 from now on for simplicity. Substituting (3.8) into (3.7) with u = − i ℘(x − x i ), we get:
This expression has poles at x = x i (up to fourth order). Poles of the fourth and third order cancel identically. As it can be seen by a direct calculation, the conditions of cancellation of second and first order poles have the form
which have to be valid for all i = 1, . . . , N. In the matrix form, these conditions look like linear problems for a vector c = (c 1 , . . . , c N ) T :
with the same matrices X, A, B, C, D, D ′ as in the previous section. Note that in the present case the matrices L, M depend not only on λ but also on z. The compatibility condition of the linear problems
(3.14)
In the appendix we prove the following matrix identity:
Using this identity, it is straightforward to see that the compatibility condition (3.14) is equivalent to vanishing of all elements of the diagonal matrix −Ẍ + 12D ′ (6D −Ẋ) + 6Ḋ − 6D ′′′ . Writing the diagonal elements explicitly, we get equations of motion for the poles x i :
Using the identity ℘ ′′′ (x) = 12℘(x)℘ ′ (x), we get the equations of motion (1.3). They were obtained in [11] . Their rational limit (when both periods tend to infinity and
We see that in contrast to the equations of motion for poles of elliptic solutions to the KP equation, where interaction between "particles" (poles) is pairwise, in the BKP case there is a three-body interaction.
Integrals of motion
Equations (1.3) do not admit a representation of Lax type. Instead, the matrix relatioṅ
where Λ = 3(z 2 − ℘(λ)), is equivalent to the equations of motion (1.3). This is a sort of Manakov's triple representation. In contrast to the KP case, the evolution L → L(t) of our "Lax matrix" is not isospectral. Nevertheless, the characteristic polynomial, det(L − ΛI), is an integral of motion. Indeed,
where we have used (3.17) and the fact that the matrix D ′ is traceless (because ℘ ′ is an odd function and so
is a polynomial in z of degree 2N. Its coefficients are integrals of motion (some of them may be trivial).
Applying the same similarity transformation L = GLG −1 as in the previous section with the matrix G ij = δ ij e −ζ(λ)x i , we conclude that the coefficients R k (λ) of the polynomial
are elliptic functions of λ with poles at λ = 0.
where g 2 is the coefficient in the expansion of the ℘-function near x = 0: ℘(x) = x −2 + 1 20
). Therefore, for N = 2 there are two integrals of motion: 
For arbitrary N, one can prove that the quantities
are integrals of motion. In the expression for I 2 the last sum is taken over all triples of distinct numbers i, j, k from 1 to N. The proof can be found in [11] . It is based on the following identities for the ℘-function:
(for the proof we need them at n = 3 and n = 4). The proof of (3.21) is standard. The left hand side is an elliptic function of x 1 . Expanding it near possible poles at x 1 = x k , k = 2, . . . , n, one can see that it is regular, so it is a constant independent of x 1 . By symmetry, this constant does not depend also on all the x i 's. To see that this constant is actually zero, one can put x k = kx.
Another integral of motion for arbitrary N is
Indeed, using the obvious formula Φ ′ (x, λ) = Φ(x, λ) ζ(x + λ) − ζ(x) − ζ(λ) and the expansionΦ
where Q is the off-diagonal matrix with elements Q ij = (1 − δ ij )℘(x ij ) and Y (z, λ) is a matrix which is regular at z = λ −1 . Therefore, R(λ
The spectral curve is given by the equation
It is easy to see that L(−z, −λ) = L T (z, λ), so the spectral curve admits the involution ι : (z, λ) → (−z, −λ).
As it was already mentioned, the coefficients R k (λ) in (3.18) are elliptic functions of λ. The functions R k (λ) obey the property R k (−λ) = (−1) k R k (λ) and can be represented as linear combinations of ℘-function and its derivatives. Coefficients of this expansion are integrals of motion. Fixing values of these integrals, we obtain via the equation R(z, λ) = 0 the algebraic curve Γ which is a 2N-sheet covering of the initial elliptic curve E realized as a factor of the complex plane with respect to the lattice generated by 2ω, 2ω
′ .
In a neighborhood of λ = 0 the matrixL = G −1
LG can be written as
where E is the same rank 1 matrix with matrix elements E ij = 1 as in the previous section and S is the antisymmetric matrix with matrix elements S ij = ζ(x i − x j ), i = j, S ii = 0. Therefore, near λ = 0 the function R(z, λ) can be represented in the form
Using the fact that det A + εB = det A 1 + ε tr (A −1 B) + O(ε 2 ) for any two matrices A, B and the relation (I − αE)
For any antisymmetric matrix S we have tr S = tr (ES) = 0, so we are left with
Therefore, we can write R(z, λ) in the form
where f i are regular functions of λ at λ = 0. This means that the function z has simple poles on all sheets at the points P j (j = 1, . . . , 2N) located above λ = 0. The involution ι implies that f 2N and f 1 are odd functions:
The other sheets can be numbered in such a way that
We have the following expansions of the function z near the "points at infinity" P j :
Similarly to the spectral curve of the elliptic Calogero-Moser model (2.41), one of the sheets is distinguished. We call it the upper sheet. There is also another distinguished sheet, where the point P 1 is located. We call it the lower sheet for brevity. The points P 1 , P 2N are two fixed points of the involution ι.
The genus g of the spectral curve Γ can be found by an argument which is similar to the one in section 2.5. We have 2g − 2 = ν, where ν is the number of ramification points of the covering Γ → E. The ramification points are zeros on Γ of the function ∂R/∂z. The function ∂R/∂z has simple poles at the points P j (j = 1, . . . , 2N − 1) on all sheets except the upper one, where it has a pole of order 2N − 1. Therefore, ν = 2(2N − 1) and g = 2N.
Analytic properties of the ψ-function on the spectral curve
Similarly to section 2.6, the coefficients c i in the pole ansatz for the function ψ are functions on the spectral curve Γ: c i = c i (t, P ) (P = (z, λ) is a point on the curve). Let us normalize them by the condition c 1 (0, P ) = 1. After normalization the components c i (0, P ) become meromorphic functions on Γ outside the points P j located above λ = 0. The location of their poles depends on the initial data.
On all sheets except the lower one the leading term of the matrixL as λ → 0 is proportional to E − I. Finding explicitly eigenvectors of the matrix E − I, one can see that near the "points at infinity" P j (j = 2, . . . , 2N) the functions c i (0, P ) have the form
on all sheets except the lower and upper ones. Here 
On the lower sheet, the leading term of the matrixL as λ → 0 is O(1). Expanding the matrixL in powers of λ, we have
where Q is the matrix with matrix elements
be the eigenvector of the matrix 6f 
Let S(t) be the fundamental matrix of solutions to the equation ∂ t S = MS, S(0) = I. It is a regular function of z, λ for λ = 0. Using the Manakov's triple representation (3.17), we can write
Using the relations c(t) = S(t)c(0) and M =ṠS −1 , we rewrite this equation as
Equivalently, we can represent it in the form of the differential equation (0) is the common solution of the equationsċ = Mc and Lc = Λc for all t > 0. Therefore, the vector c(t, P ) has the same t-independent poles as c(0, P ).
Similarly to section 2.6, the next step is to pass to the gauge equivalent pairL,M ,
with the same diagonal matrix G ij = δ ij e −ζ(λ)x i as before. The gauge-transformed linear system isLc = 3(z 2 −℘(λ))c, ∂ tc =Mc,
It is a straightforward calculation to verify that the following relation holds:
(It should be taken into account that z is of order O(λ −1 ), see (3.25) , so the terms proportional to z have to be kept in the expansion.) Applying the both sides to the eigenvectorc ofL with the eigenvalue Λ = 3(
, we get
On the upper sheet, the corresponding eigenvectorc 2N of the matrixL is proportional to the vector e = (1, 1, . . . , 1) T (plus terms of order O(1)). Note that (Q − D)e = 0. Therefore, since z = −(2N − 1)λ −1 + f 2N on the upper sheet, we have
Hence the normalized vector c(t, P ) is of the form 1, j = 1, . . . , 2N ,
Analytic properties of the function
follow from those of the vector c(t, P ). Equation (3.33) implies that in the function ψ the essential singularities at λ = 0 cancel on all sheets except the upper one, where ψ ∝ e k(λ)x+k 3 (λ)t e ζ(λ)x 1 (0) . From (3.34) we see that ψ has simple poles at the points P 1 , P 2N (the two fixed points of the involution ι) and no poles at the points P j for j = 2, . . . 2N −1. The residue at the pole at P 1 is constant as a function of x, t. This is in agreement with the fact that the differential operators B 3 , B 5 (3.2) have no free terms, and so the result of their action to a constant vanishes.
The function ψ also has other poles in the finite part of the curve Γ, which do not depend on x, t.
Self-dual form of the equations of motion
Let us represent the wave function in (3.7) as ψ =τ /τ , then the linear problem acquires the form
By analogy with the KP case, this equation can be called the modified BKP equation. We haveτ = e zx+z 3 t 3τ , wherê (3.5) ). Equation (3.35) becomes
(3.37)
We can writeτ
where A, α, β are constants and y i are zeros of the functionτ . Identifying (first order) poles in (3.37) at x i and y i , we obtain
where µ is a constant. This is the self-dual form of equations of motion (1.3). A direct verification of the equations of motion for x i using calculation ofẍ i from (3.38) is too complicated to be made explicitly.
Dynamics of poles of elliptic solutions to the Novikov-Veselov equation
The Novikov-Veselov equation [28] is a close relative of the BKP equation. In fact it is a member of the 2-component BKP hierarchy. The equation reads as
with the additional constraints
These equations are compatibility conditions of the linear problems (∂ x ∂x + 2v)ψ = 0, (3.41)
for the wave function ψ. The tau-function is connected with u,ū, v by the formulas
For the solutions u,ū, v that are elliptic functions of x we have
where γ is a constant. The roots x i depend onx and t.
We will be interested in the dynamics of the x i 's as functions ofx. Substituting the pole ansatz for the wave function
into (3.41), we have:
where dot denotes thex-derivative (in this subsection only). The cancellation of poles leads to the following conditions:
They can be rewritten in the matrix form as
and
In fact this matrix L should be the same as the matrix L in (3.12). Their off-diagonal parts coincide as written. Equating their diagonal parts, we get the following relations between velocities with respect to t 3 andx (which could be denoted ast 1 ):
With the help of identities used in section 2.3 one can prove the following matrix identity:
Therefore, the compatibility condition of the linear problems (3.46) is vanishing of the diagonal matrixẊ −2Ẍ D −Ẋ −1Ḋ + 2D ′ , which leads to the equations of motion
They are equivalent to the Manakov's triple representatioṅ
The corresponding spectral curve is the same as for the BKP equation.
The rational degeneration of equations (3.49) reads
It was noticed by A.Zotov (see the remark in [29] ) that these equations can be resolved with respect to theẍ j 's and are equivalent tö
which can be regarded as a limiting case of the rational Ruijsenaars-Schneider system. However, the elliptic system (3.49) hardly admits such a simple resolution.
4 Elliptic solutions to the 2D Toda equation
The 2D Toda equation
The 2D Toda equation is the first member of the infinite 2DTL hierarchy [30] . It is equivalent to the zero curvature equation
which, in its turn, is the compatibility condition of the linear problems
Writing it explicitly, we obtain the system
Excluding b(x), we get the second order differential equation for a(x)
which is one of the forms of the 2D Toda equation. In terms of the function ϕ(x) introduced through the relation a(x) = e ϕ(x)−ϕ(x−η) it acquires the most familiar form
The change of the dependent variables from a, b to the tau-function, 6) or
The constant term in the right hand side is chosen from the condition that τ (x) = const be a solution.
Dynamics of poles of elliptic solutions
We are interested in solutions for which a(x), b(x) are elliptic functions of the variable x.
For such solutions the tau-function has the form
We begin with investigating the dynamics of poles as functions of the time t 1 . To this end, it is enough to solve the first linear problem in (4.2) with b(x) as above and the following pole ansatz for the ψ-function:
Note that in [14] a slightly different function Φ was used, which differs from the present one by the exponential factor. Substituting (4.9) into (4.2), we get:
The cancellation of poles leads to the conditions
which can be written in matrix form
with the matrices L =ẊA
where A is the same matrix as before and
so the compatibility condition of the linear problems (4.10) isẌẊ
, which implies equations of motion
together with their Lax representation. These are equations of motion for the elliptic Ruijsenaars-Schneider N-body system (a relativistic generalization of the Calogero-Moser system).
It can be directly verified that the Ruijsenaars-Schneider system is Hamiltonian with the Hamiltonian 12) where p i , x i are canonical variables. Clearly,
Let us now investigate dynamics of poles as functions oft 1 . Substitution of the pole ansatz into the second linear problem in (4.2) leads to rather cumbersome calculations and necessity to use complicated identities for elliptic functions. Below we follow another way. Substituting the expression (4.8) for the tau-function into equation (4.7), we get
Equating the coefficients at the first and second order poles, we obtain the relations
14)
(they were mentioned in [14] ). Let us differentiate logarithm of equation (4.14) with respect tot 1 and use (4.15) . In this way we obtain the equations of motion
which are the same as equations of motion (4.11) for t 1 -dynamics. They are Hamiltonian with the HamiltonianH
Taking into account (4.14) and the fact that
with a constant C(η, λ), it is easy to see that
Self-dual form of the Ruijsenaars-Schneider equations of motion
Substituting ψ(x) = z x/η e t 1 zτ (x)/τ (x) into the first linear problem in (4.2), we get the equation
As before, we parametrize the functionτ by its zeros y i , so that
with some constants α, β. Equation (4.19) becomes
with a constant µ. Equating residues at x = x i − η and x = y i , we get the following equations:
This is the self-dual form of the Ruijsenaars-Schneider equations of motion for x i and y i . For the proof that the latter follow from (4.20) see [16] .
The self-dual form of equations of motion is directly connected with the integrable time discretization of the Ruijsenaars-Schneider system [17, 31] . In this interpretation, τ andτ are tau-functions taken at two subsequent values n and n + 1 of the discrete time. Accordingly, we denote
. It then follows from (4.20) that the discrete time dynamics is given by equations of motion
Remarkably, equations (4.21) coincide with the nested Bethe ansatz equations for the generalized integrable magnet with elliptic R-matrix associated with the root system A m , with the discrete time n taking values 0, 1, . . . , m + 1. Equations (2.58) are reproduced in the limit η → 0. For the Hamiltonian approach to the time discretization of integrable systems see [32] .
Conclusion
In this paper we have reviewed double-periodic (elliptic) solutions to integrable nonlinear partial differential equations (KP, BKP, 2DTL) and have presented a detailed derivation of equations of motion for their poles. The dynamics of poles for KP and 2DTL equations is given by the known integrable many-body systems (elliptic CalogeroMoser and Ruijsenaars-Schneider models respectively) while for the BKP equation a new many-body system with three-body interaction arises. It is an open question to prove integrability of this system and to find whether or not it is Hamiltonian. We were able to find explicitly only a few non-trivial integrals of motion for this system expressed through coordinates and velocities. We believe that the system is integrable since the equation of the spectral curve depending on the spectral parameter provides a large supply of conserved quantities.
We have also discussed the so-called self-dual form of equations of motion which is intimately connected with the integrable time discretization of the many-body systems. The equations of motion in discrete time mysteriously coincide with the nested Bethe ansatz equations for quantum integrable models with elliptic R-matrix.
There is an open question even for the more familiar KP/Calogero-Moser case. It would be very desirable to extend Shiota's result [8] to the elliptic solutions. Namely, the problem is to establish the correspondence between elliptic solutions to the KP equation and the Calogero-Moser system with elliptic potential on the level of hierarchies, i.e., to prove that the evolution of poles with respect to the higher times t k of the infinite KP hierarchy is governed by higher Hamiltonians H k of the elliptic Calogero-Moser system (which are yet to be determined explicitly). In this paper we did this for k = 2 and k = 3.
Appendices Matrix identities
Here we prove certain useful identities for the off-diagonal matrices
and diagonal matrices
We begin with the identity 
which, in turn, directly follows from the easily proved identity
With the help of (6.2) we get for i = k
is a diagonal matrix. To find the diagonal matrix elements, we use the special case of (6.2) at y = −x (obtained as the limit y → −x):
so we finally obtain the matrix identity (6.1).
Combining the derivatives of (6.2) w.r.t. x and y, we obtain the identities Finally, we will prove the identity
We have
due to (6.4) . At i = k we get, using (6.2): Proof of the identity used in section 2.7
Here we prove the identity 12) where x 1 , . . . , x N , y 1 , . . . , y N are arbitrary variables.
The first non-trivial case is N = 2. Put i = 1 and consider the left hand side as a function of x 1 . It is easy to see that it is an elliptic function of x 1 . It may have poles at x 1 = x 2 , x 1 = y 1 , x 1 = y 2 . Setting x 1 = x 2 + ε, we can directly check that the left hand side is regular at x 1 = x 2 and moreover it is O(ε) as ε → 0, so it vanishes at x 1 = x 2 . In a similar way, one can check that the left hand side is regular at x 1 = y 1 , x 1 = y 2 . It follows from these facts that it is identically equal to zero. The argument for i = 2 is the same.
Passing to the general case, let us denote the left hand side of (6.12) by F In the second and the third lines we use the identity ζ(x) − ζ(y) − ζ(x − y) = − 1 2 ℘ ′ (x) + ℘ ′ (y) ℘(x) − ℘(y) (6.14) to get that the sum of the second and the third lines is Using again the identity (6.14), we see that G 
Proof of equation (3.15)
Here we prove the identity (3.15) . Using the explicit form of the matrices L, M (3.12), 
Some useful identities

