ABSTRACT
INTRODUCTION
The amount of publicly available DNA sequence data continues to double every 10 months (Stoesser et al., 2002) . Once probable open reading frames have been identified in a newly sequenced genome, the task is to assign a putative function to the coding regions on the basis of similarity to previously annotated proteins (e.g. Bork and Koonin, 1998) .
Similarities may be found by pairwise sequence searches where a single sequence is scanned against each sequence in a database by dynamic programming or heuristic methods (for reviews, see Barton, 1996; Durbin et al., 1998) . More effective methods for identifying sequence similarity exploit multiple alignment profiles (Gribskov et al., 1987; Barton and Sternberg, 1990) or hidden markov models (Sonnhammer et al., 1997) , but these rely on pairwise searches as the first step in finding sequences from which the initial profile is constructed (Altschul et al., 1997; Sonnhammer et al., 1997; Rychlewski et al., 2000) .
Although studies have been performed into the number of true homologues versus false identified by sequence searching methods (Pearson, 1991 (Pearson, , 1995 (Pearson, , 1998 Brenner et al., 1998) , less consideration has been given to whether such methods are identifying the same homologues at a given level of error. Evaluation is complicated since methods vary, not only in terms of the algorithm and its implementation (Barton, 1996; Durbin et al., 1998) , but also in the techniques applied to assess significance (Pagni and Jongeneel, 2001) . For example, while BLAST (Altschul et al., 1990 (Altschul et al., , 1997 employs preset parameters to estimate significance from Extreme Value (EV) distributions, FASTA (Pearson and Lipman, 1988) and SSEARCH (Pearson, 1991 (Pearson, , 1995 estimate these parameters from EV distributions fitted to scores for sequences thought to be unrelated to the query sequence in each database search.
Differences in performance may also result from the use of alternative substitution matrices and gap penalties. The use of multiple substitution matrices for sequence searching has been investigated previously (Altschul, 1991; Henikoff and Henikoff, 1993) . Altschul (Altschul, 1991) suggested that employing multiple matrices may find more homologues over a wider evolutionary distance and supported this with evidence from four sequence searches. However, Henikoff and Henikoff (1993) tested Altschul's suggestion on a subset of PIR 9.0 (Barker et al., 2001 ) with BLAST 1.2.9 (Altschul et al., 1990) , and found no improvement over the best single matrix.
Variations in any chosen search method may lead to different homologues detected at the same error or p-value. Exploiting these differences could result in increased sensitivity for sequence searching. This is of particular importance in genome annotation systems that employ multiple pairwise alignment methods to assign similarity (Andrade et al., 1999; Gaasterland and Sensen, 1996) .
In this paper, the effect of combining multiple pairwise sequence search methods is evaluated. Score-ordered lists for eight pairwise alignment methods were obtained and these lists examined by intersection and union to investigate the effect on coverage of true positives compared to the parent methods at equivalent levels of error.
METHODS

Benchmarking
The success of methods for sequence similarity searching was tested by a SCOP-based (Murzin et al., 1995) benchmark. This benchmark is derived from earlier benchmarks by Brenner et al. (1998) and makes use of the relationships defined between protein domains within the SCOP database. The SCOP database provides a detailed hierarchical description of the structural and evolutionary relationships between proteins whose 3D structure is known. The lowest level of the SCOP hierarchy is the 'family' where proteins are grouped together that share clear sequence, structural, and functional similarity. Above this is the 'superfamily', formed from families whose structural and functional features suggest a probable evolutionary relationship. Superfamilies are then classified into 'folds' if they share the same major secondary structures in the same arrangement and with the same topological connections.
The benchmark data set comprises 1113 protein domain sequences, taken from the PDB40D-B data set, version 1.37 (Brenner et al., 1998) , representing 479 SCOP superfamilies across 343 SCOP folds. Within this benchmark there are 2528 true positives, defined as a pair of protein domain sequences belonging to the same SCOP superfamily, and 616 293 true negatives, defined as a pair of sequences belonging to different SCOP folds.
The benchmark is performed by searching the benchmark data set with each of the protein domain sequences in turn. The score for each of the 618 821 benchmark pairs is collected and ranked from best to worst. This ordered list is then parsed with each pair scored as either a true positive or true negative (i.e. false positive.) For clarity in this work, all benchmarking results are simply reported as the number of true positives identified against the number of false positives reported at a given cut-off, rather than conversion to other measures such as percentage coverage and percentage error. However, given a total of 2528 truepositives within this benchmark, each 25.28 true positives correctly identified by a method at a given cut-off is equal to additional 1% coverage of the total.
Search methods
Seven sequence similarity search methods were considered, BLAST 2.0 (Altschul et al., 1997) , FASTA 3.0 (Pearson and Lipman, 1988) , SSEARCH (Pearson, 1996) , PRSS (Pearson and Lipman, 1988) , AMPS p-values (Barton and Sternberg, 1987; Webber and Barton, 2001) , SCANPS (Barton, 1993), and GSRCH (unpublished) . In order to aid the empirical statistical estimates of FASTA, SSEARCH, and SCANPS, the benchmark data set was embedded within the NRDB90 database (Park et al., 2000) .
BLAST (Altschul et al., 1990 (Altschul et al., , 1997 and FASTA (Pearson and Lipman, 1988; Pearson, 1991 Pearson, , 1998 are both heuristic alignment methods. Both BLAST and FASTA make an initial calculation to estimate whether aligning the query sequence against a particular database sequence is likely to give an insignificant score and if so, further alignment is not carried out. A consequence of this is that the methods do not report an alignment score for every pairwise sequence comparison.
SCANPS implements the Smith-Waterman algorithm (Smith and Waterman, 1981) , while PRSS (Pearson and Lipman, 1988) and SSEARCH (Pearson, 1996) implement the algorithm as modified by Green (1993) .
AMPS and GSRCH are both global alignment methods. AMPS implements the Needleman and Wunsch (1970) dynamic programming algorithm while GSRCH implements the Sellers algorithm (Sellers et al., 1974; Waterman et al., 1976) . Both methods are employed here with length-independent gap penalties that do not penalize overhanging sequence at the ends of the alignment and 100 randomizations were performed to calculate the Zscore. However, while AMPS randomizes both sequences to derive a Z -score, GSRCH only randomizes the query sequence. Global alignment Z -scores were subsequently converted to p-values (Webber and Barton, 2001 ). Both methods can be obtained from the authors.
BLAST, AMPS, and GRSCH calculate the significance of an alignment score on the basis of pre-calculated prob-ability distributions. While BLAST bases estimates on extreme value statistics parameterized from distributions of random sequence scores (Altschul and Gish, 1996; Altschul et al., 1997) , AMPS and GSRCH base their estimates on distributions of 3D-structurally unrelated protein sequence alignment scores (Webber and Barton, 2001) . FASTA, SCANPS, and SSEARCH estimate the significance of a given score by comparison to an extreme value distribution (EVD) fitted to scores obtained from the database search which are deemed unrelated to the query. PRSS estimates score significance by fitting an EVD to a distribution of alignment scores obtained by repeatedly shuffling and re-aligning the original sequences (Pearson, 1998) .
p-Values were used throughout in order to equate the scoring schemes reported by each of the methods. Since BLAST, FASTA, and SSEARCH only report evalues, the p-values were back-calculated. For FASTA and SSEARCH, the p-value was calculated as the e-value divided by the number of sequences within the database deemed unrelated, as reported in the program output. For BLAST, the p-value was approximately calculated as the e-value divided by N /n, where N is the edge-corrected cumulative length of the database sequences, as reported in the program output, and n is the length of the database sequence (Altschul and Gish, 1996; Altschul et al., 2001) .
Combining search methods
From the benchmark, p-value ordered lists of sequence pairs were obtained for each method. Sets from each method were formed by taking all those pairs scoring below a given p-value threshold. The pairwise union and intersection of these sets was found and the number of false and true positive pairs recorded for each. This process was repeated for each of 1400 values of p between p = 10 −7 and p = 5 × 10 −3 and plots drawn of true positives against true negatives for the pairwise intersection and union of the methods at equal p-value.
For example, Figure 1 shows the sets formed by BLAST and FASTA at a p-value cut-off of 3.5 × 10 −5 . At this p-value threshold, BLAST hits 386 true positives and 10 false positives, and FASTA hits 355 true positives and nine false positives. Taking the intersection of these sets gives 331 true and four false positives, while the union yields 410 true and 15 false positives. The new sets formed by intersection and union at equal p-value thresholds can then be compared to the coverage yielded by the parent methods, in this example BLAST and FASTA, at the corresponding new error. Given two equally efficient search methods, taking the union of the output of these methods will give increased coverage of true positives if the methods find dissimilar true positives but similar false positives, above a given threshold. Likewise, taking the intersection of their output will increase coverage if the methods find similar true positives but dissimilar false positives, above a given threshold.
Statistical methods
The significance of differences found between methods, or combinations of methods, can be determined by McNemar's test (Bland, 1987) . McNemar's test is similar to a Sign-Test, and is applicable where little is known about the underlying distributions of the samples tested except that the samples are paired, as is the case here. To determine whether the difference in the number of correctly-identified homologous relationships (true positives) between two methods is significant, the number of true positives found by method A but not by method B (A not B) , and the number found by method B but not method A (B not A) is recorded. The χ 2 value is then calculated as
For expected values less than 20 (i.e. small samples) a continuity correction factor may be applied, such that the χ 2 value is calculated as
The resulting χ 2 value can then be compared at the desired level of significance using standard tables at one degree of freedom. 
RESULTS AND DISCUSSION
Exploiting multiple similarity search programs Each of the seven search methods was were run with default parameters. GSRCH was run with an additional BLOSUM50 substitution matrix (GSRCH50) due to the exceptional performance of this combination at very low error. However, the default BLOSUM62 matrix (GSRCH62) performs better over a wider range of error. Figure 2 shows false positives plotted against true positives hit at a given threshold for each of the eight methods. In order to emphasize the differences between the methods, data below 350 true positives are not shown. The absolute numbers of true positives found at an error level of 5, 20, and 50 false positives are shown in Table 1 . Table 1 illustrates that the highest scoring method at five false positives is SCANPS which finds 401 true positives. This gives a McNemar χ 2 test statistic (Bland, 1987) of 7.36 (significant at p = 0.01) or higher against all other methods except GSRCH50 and GSRCH62. Figure 2 shows that from 20 false positives the methods begin to segregate into three bands. At 20 false positives the difference between the best-performing band, consisting of SCANPS and SSEARCH, and the middle band, consisting of PRSS, GSRCH62, GSRCH50, AMPS, and BLAST, is not significant. However, at an error of 50 false positives the lowest χ 2 test statistic between either SCANPS or SSEARCH, and any other method is 8.21, which is significant at a threshold of p = 0.01. FASTA is the poorest performing method over the entire plot. Figure 2 also plots true against false positives for both BLAST (Altschul et al., 1990 (Altschul et al., , 1997 rather than e-value, there is no statistically-significant difference between BLAST and PRSS, which implements the Smith-Waterman local alignment method (Smith and Waterman, 1981) . As a consequence we use BLAST pvalues throughout this work.
The coverage of true positives found by all 56 pairwise combinations of the eight sequence similarity search programs by union and intersection at equal p-value cutoffs was calculated. The results were compared to the performance of the parent methods on this benchmark at low levels of error (0-100 false positives.)
Of the 56 pairwise combinations of methods considered, 19 show significant increases in true postives found over both parent methods at an error of five false positives, detailed in Table 2 . The selectivity of these combinations at this error, defined as true positives/(true + false positives), is 98.7-98.9%. 11/19 combinations are set intersections and eight are set unions. 17/19 combinations are formed by combining a local and global alignment method, of which eight combinations are formed from both the intersection and union of four methods, GRSRCH50/SCANPS, GSRCH50/SSEARCH, GSRCH62/SCANPS, and GSRCH62/SSEARCH. This shows that while SSEARCH and SCANPS hit similar false positives and dissimilar true positives compared to GSRCH50 and GSRCH62 towards the top of their scoreranked pair lists, further down these pairs of methods hit dissimilar false positives and similar true positives.
All of the combinations shown in Table 2 continue to yield more true positives than either parent method up to an error 100 false positives, except the union of BLAST/SSEARCH, GSRCH50/SSEARCH, and GSRCH62/SSEARCH, which return fewer true positives than SSEARCH from an error of 26, 30, and 31 false positives, respectively. Seventeen of the combinations shown in Table 2 find more true positives than the best single method at this error, SCANPS, which finds 401. This result suggests that for profile-based search methods where the initial profile is constructed from hits found by pairwise alignment methods (Altschul et al., 1997; Sonnhammer et al., 1997; Rychlewski et al., 2000) , combining the results of two pairwise methods in the initial database search may yield more true homologues and so improve the subsequent profile. At an error of five false positives the intersection of GSRCH62 and SSEARCH yields the most true positives of any combination, finding 444. Figure 3 plots false against true positives found by combining GSRCH62 and SSEARCH and shows that the intersection of these methods yields significant gains over both parent methods up to an error of 41 false positives. Above this error the intersection continues to find more true positives than either of the parent methods, although this increase is not significantly greater than SSEARCH alone. Figure 3 also shows that up to an error of 25 false positives, the union returns significantly more true positives than either parent method, and continues to return an increase until an error of 31 false positives. However, above 31 false positives the union performs worse than SSEARCH alone. Two of the 19 significant combinations are formed by union of BLAST and FASTA, and BLAST and SSEARCH. This shows that at low error these methods are finding dissimilar true positives but similar false positives at low p-values.
While the combination of BLAST and SSEARCH is used in some applications (Enright and Ouzounis, 2000) , BLAST and FASTA are of particular interest due to their frequent use in genome annotation (Andrade et al., 1999; Gaasterland and Sensen, 1996) . Figure 4 illustrates the results for the combination of BLAST and FASTA at equal p-value. Figure 4 shows that while up to four false positives, the union of BLAST and FASTA performs as well as BLAST alone, above this error the union of these methods performs better than either method. This increase is statistically significant at a p-value of 0.01 or greater, except for the region from 19 to 29 false positives. Figure 4 also shows that the intersection of BLAST and FASTA at equal p-value consistently yields a lower coverage of true positives than BLAST alone. These results show that on this benchmark it is better to combine hits found by either BLAST or FASTA rather than only to take those hits that are found by both methods.
Is it better to take the intersection or union of the eight methods? Intersection at equal p-value yields on average 2.8 (SD of 24.1), 4.22 (SD of 20.3), and -3.1 (SD of 23.3) more true positives than union at equal p-value, at an error of 5, 20 and 50 false positives, respectively. This suggests that in general, taking the intersection of these methods yields higher gains in coverage of true positives at lower error, while taking the union of these sets yields on average slightly higher gains at higher error. However, the high variance shows that the choice largely depends on the particular methods being combined.
Many of the methods examined employ different substitution matrices and gap penalties as default. To examine whether the differences in true and false homologues detected at a given level of error are due solely to variation in the matrix and gap penalty, BLAST, FASTA, and SCANPS were run against the benchmark, each with varying matrix and gap penalties. For each method, the resulting score-ordered lists were examined by set operations as above. While sporadic increases in the detection of homology were found between pairwise combinations of matrix and gap penalty, no consistent significant increases were detected (results not shown.) This broadly confirms the earlier work of Henikoff and Henikoff (1993) . While variation in matrix and gap penalty may contribute to variation in homolog detection, the algorithm and calculation of alignment statistical significance are the primary factors responsible for the significant differences found between the methods examined here. While analysis of exactly which components of each search program give rise to these differences is non-trivial, it may be useful research. Furthermore, given the myriad of available sequence search methods and the limited set considered in this work, analysis of a broader range of search methods may also prove worthwhile. The benchmark employed in this work allows direct evaluation of sequence search methods against a well understood and reliable protein classification. However, the benchmark considers SCOP domains rather than the complete protein sequence, so is not directly testing the ability of methods to locate domains within larger proteins, either with a multidomain or single domain query. Ideally, one would employ a benchmark that could also test these classes of problem, but unfortunately, the design of such a benchmark is non-trivial. For example, the distribution and order of domains would influence results. One may seek to represent combinations of domains previously observed in nature but this may optimize the benchmark towards better characterized organisms and may be skewed by the availability of the protein structures needed to define homology. The alternative of randomly combining domains may have little biological relevance where domains may only be observed with a limited set of partners. Construction of structurally validated, multidomain benchmarks of this type will be the subject of future studies.
