Under covariate adaptive randomization, the covariate is tied to both randomization and analysis. Misclassification of such covariate will impact the intended treatment assignment; further, it is unclear what the appropriate analysis strategy should be. We explore the impact of such misclassification on the trial's statistical operating characteristics. Simulation scenarios were created based on the misclassification rate and the covariate effect on the outcome. Models including unadjusted, adjusted for the misclassified, or adjusted for the corrected covariate were compared using logistic regression for a binary outcome and Poisson regression for a count outcome. For the binary outcome using logistic regression, type I error can be maintained in the adjusted model, but the test is conservative using an unadjusted model. Power decreased with both increasing covariate effect on the outcome as well as the misclassification rate. Treatment effect estimates were biased towards the null for both the misclassified and unadjusted models. For the count outcome using a Poisson model, covariate misclassification led to inflated type I error probabilities and reduced power in the misclassified and the unadjusted model. The impact of covariate misclassification under covariate-adaptive randomization differs depending on the underlying distribution of the outcome.
Introduction
The randomized controlled trial (RCT) is considered the gold standard for valid inference regarding the efficacy of an intervention. One of the key elements of an RCT is its randomization procedure which assures the validity and generalizability of the trial's results. Simple randomization is often used due to its ease of implementation; however, large imbalance in baseline covariates across treatment arms may result, especially when sample size is not sufficiently large. Covariate-adaptive randomization has been frequently used in order to control the imbalance. [1] [2] [3] [4] [5] [6] [7] [8] A trial well balanced on prognostic covariates is more powerful in the comparison of the treatment effect and yields a more convincing result. 9 However, under covariate-adaptive randomization, the intended type I error probability can be maintained only when the model is correctly specified, which means that all covariates included in the randomization procedure are also included in the analytic model.
Interventional Management of Stroke (IMS) III trial, 12 about 2% of subjects with severe stroke were misclassified as having a moderate stroke, and similarly about 2% of subjects with moderate stroke were misclassified as having a severe stroke at the time of randomization. In the Progesterone for Traumatic Brain Injury: Experimental Clinical Treatment (ProTECT TM III) trial, 13 8% of the subjects with most severe traumatic brain injury (TBI) were misclassified as having a moderate to severe TBI; 7% and 3% of moderate severe TBI were misclassified as having a most severe and moderate TBI, respectively; 1% and 14% of moderate TBI were misclassified as most severe and moderate severe TBI.
Under the covariate-adaptive randomization scheme, the treatment assignment is tied to the misclassified covariate; as a result, it is not clear whether the analysis should be based on the misclassified covariate information or the corrected data. Intuitively, corrected values are preferred when available; however, under intention to treat (ITT) analysis, misclassified variables should be analyzed in order to remain true to the randomization scheme. Naı¨ve analysis which ignores the misclassification (either via a model with misclassified covariates or without adjustment) may cause biased estimates of the treatment effect, which may directly impact the power of the trial, as well as its validity and reliability. [14] [15] [16] [17] [18] [19] Moreover, unlike simple randomization, covariateadaptive randomization may have some ''add-on'' effect, especially on the power and/or type I error. Therefore, it is important to understand the impact of misclassification errors in the context of RCTs, where the power, type I error, and bias in the treatment effect are important components to the success of a trial.
With classic linear regression, if the covariate is only correlated with the outcome but not the treatment, an unbiased estimate for treatment effect can always be obtained whether or not that covariate is included in the model. 20 Therefore, covariate misclassification will not impact the point estimate of the treatment effect but will reduce the power of hypothesis testing for the treatment effect. Under the generalized linear regression frame work, where the outcomes have an underlying binomial or Poisson distribution, the impact of covariate adjustment is different. 20 For a binary outcome with logistic regression, if the true outcome distribution is conditioned on the covariate (i.e. there is covariate effect on the outcome), failure to adjust for the covariate results in a biased estimate for the treatment effect. 20, 21 On the other hand, inclusion of the covariate increases the variance of the estimate for the treatment effect. That is, adjusting for a prognostic covariate will reduce the precision of the treatment effect estimate, but still results in power gain for the test of treatment in terms of the asymptotic relative efficiency. 20 Given the above impact of covariate adjustment in both randomization and analysis, it is necessary to explore the influence of covariate misclassification on type I error, power and estimation bias for the treatment effect under covariate-adaptive randomization. In this paper, we investigate this impact, with a focus on analysis via generalized linear regression models in the scenario where the true covariate value is available at the time of the analysis. We provide some asymptotic results for the impact of covariate misclassification as well as the results of a simulation study conducted under covariate-adaptive randomization. The theoretical derivations are provided in section 2. The simulation methods are described in Section 3 and the results shown and explained in Section 4. We provide the conclusion and discussion about the impact in practice and some recommendations in the last section.
2 The validity of the tests when covariate is misclassified 2.1 Outcome with underlying binomial distribution Shao et al. 11 have shown that under covariate-adaptive randomization, the nominal level of the test will be maintained only when the covariates are adjusted for in the analysis; the test without covariates is conservative unless there is no covariate effect on the outcome. When the covariate adjusted for is misclassified, the nominal level of the test will still be maintained. To show this, suppose a pooled table and sub-tables are set up as in Table 1 ; where Y, Z, X and G represent outcome, treatment assignment, true covariate and misclassified covariate, respectively. The prevalence of the covariate in the data is m, i.e.ProbðX ¼ 1Þ ¼ m.
Assume that the misclassification probabilities k i , i ¼ 1, 0 are non-differential with respect to the outcome Y, i.e.
Then the resulting expected cell frequencies for the sub-tables stratified by the misclassified covariate G are in Table 2 .
Then
Under the null distribution where there is no treatment effect, given X ¼ 1, the probabilities in equations (2.1) and (2.2) are equal, i.e.
This can also be written as 
When there is misclassification as in Table 2 , the probability of Y ¼ 1 can be expressed as
Using the ratio notation defined above, then, equation (2.3) becomes
That is, although the proportion of Y ¼ 1 is altered by the misclassification process from equations (2.1) to (2.3), the magnitude of the change is the same across treatment arms under the null distribution. Thus, if there is no treatment effect given the true covariate value X ¼ 1, there is no treatment effect given the misclassified covariate G ¼ 1. The same approach can be used to demonstrate the impact given X ¼ 0 and G ¼ 0. Therefore, the type I error probability is not affected by the misclassification, regardless of whether adjustment is made for the true covariate or the misclassified covariate.
Outcome with underlying Poisson distribution
The asymptotic property of the Poisson log-linear regression models was also developed by Shao et al. 11 With the quasi-Poisson regression models, the estimated variability of the outcome based on the unadjusted model then Table 2 . Expected cell frequencies for sub-tables by misclassified covariate. 
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which reduces to 2ÈðÀC 'Þ, and the test is conservative in the unadjusted model of quasi-Poisson regression under covariate-adaptive randomization. However, the estimated over-dispersion parameter in a naı¨ve model of quasiPoisson regression will depend on the amount of misclassification in G, the misclassified covariate. And the overall variability could be estimated correctly. Thus the type I error could be maintained. The same rationale works for the negative binomial regression model.
Simulation scenarios and hypothesis testing
Suppose a randomized controlled trial is going to be carried out with a goal of detecting an absolute 10% difference in a favorable outcome, with a 40% success rate assumed in the control group. This yields an unadjusted odds ratio of 1.5 for the treatment effect. A sample size of 1000 (500 subjects per group) is estimated in order to obtain 90% power to detect this unadjusted effect at a 5% significance level. This is similar to the assumptions specified in the IMS III trial design. 12 For each scenario described below, 10,000 trials are simulated using Monte Carlo simulation method. The operating characteristics -type I error, power and bias with respect to the treatment effect -are compared between simple randomization and covariate-adaptive randomization.
In each trial, there are three variables of primary interest: Z is a dichotomous treatment assignment, X is a prognostic covariate which is dichotomous and subject to misclassification, and Y is the outcome of interest. We assume Z is perfectly measured (i.e. recorded without error). We also assume that the misclassification error of X is non-differential with respect to the treatment and the covariate itself, i.e. the misclassification probabilities are the same for both treatment arms as well as at both levels of the covariate. No interaction between the treatment effect and the covariate is considered. Dichotomized variables X and Z are generated from a Bernoulli distribution with
A misclassified version of X, denoted as G, is also generated, with the same misclassification rates for each level of
, varying from 0 to 40%. Under simple randomization, X (as well as G) and Z are generated independently, while under covariate-adaptive randomization, Z is generated within each level of G, the misclassified version of the covariate. Both permuted block randomization and biased-coin randomization are incorporated for covariateadaptive randomization. Based on published recommendations, the block size for permuted block randomization is set at 4, 22, 23 and the probability assigned to the biased-coin is 0.85. 24, 25 We investigate two different types of outcome, binary and count data, both of which are analyzed using generalized linear regression models. For the dichotomous outcome, the response variable Y is generated from a Bernoulli distribution; when the outcome represents count data, the response variable Y is generated from a Poisson distribution. In both cases, the linear combination of X (the correct version of the covariate), Z (treatment assignment), and their corresponding prespecified coefficients are used to define the distributional parameters: the probability for the Bernoulli distribution and the rate for the Poisson distribution. For both outcomes, the beta coefficient for Z is fixed at 0.405 under all scenarios. This is equivalent to either an unadjusted OR of 1.5 or rate ratio of 1.5 between treatment groups. For logistic regression, the coefficient for X also varies fromÀ3 to þ3, which results in a wide range of X effects on Y on the scale of odds ratio (ranged from 0.064 to 23.2). For Poisson loglinear regression, the coefficient for X is fixed at 1.6 (rate ratio ¼ 4.95) with varying misclassification rate.
Hypothesis testing for the effect of treatment Z is based on three analysis approaches (described below) applied to the simulated data. All models include treatment Z. Model (1) is the true model, adjusting for the corrected version of the covariate X. Model (2) is the misclassified model, adjusting for the misclassified covariate G. Model (3) is the unadjusted model including only treatment Z:
In each model, g(p) is the link function -logit when Y is binary or log when Y is count; p is parameter for the distribution, either Prob (Y ¼ 1jÁ) or Pois (jÁ). For count data, in addition to the Poisson log-linear regression, quasi-Poisson and negative binomial regression are also considered given the potential in practice for overdispersion. Figures 1-6 show the results under simple randomization (Panel A) and that under covariate-adaptive randomization (Panel B). We only present the results under stratified permuted block randomization for covariate-adaptive randomization, because the results are similar under stratified permuted block randomization and stratified biased coin randomization. Supplemental Tables S1-S3 provide detailed numerical examples with pre-specified coefficients describing and comparing the change pattern for type I error, power and bias. Throughout the simulation, the bias is defined as the difference between the estimated beta coefficient and 0.405, the true parameter value.
Simulation results

Dichotomized outcome: logistic regression with logit link
The operating characteristics for each model are presented as follows: the true model (Model (1)) is represented in red, the misclassified or naive model (Model (2)) is represented in blue, and the unadjusted model (Model (3)) is represented in black.
Under simple randomization
Under simple randomization, where covariate information is not adjusted for during the randomization process, misclassification impacts the hypothesis testing and parameter estimation only through covariate adjustment in the analysis. The type I error is maintained in all three models ( Figure 1, panel a) . The true model has the smallest power loss, while the unadjusted model has maximum power loss ( Figure 2, panel a) . The power loss of the misclassified model depends on the misclassification rate, as well as the magnitude of the effect of covariate X on the outcome Y. With increasing rate of misclassification or increasing magnitude of the effect of covariate X, the amount of power loss increases. As expected based on the literature, 19,21 the estimated beta coefficient of treatment Z is biased towards the null in the unadjusted model, while the estimate in the true model is unbiased (Figure 3 , panel a). The direction of the bias caused by misclassification in the misclassified model is the same as that caused by failing to adjust, and is towards the null. The magnitude of this bias in the adjusted misclassified model increases with increasing misclassification rates as well as with increasing absolute magnitude of x , the covariate effect.
Under covariate-adaptive randomization
Under covariate-adaptive randomization, information from covariate G is adjusted for during the randomization. Either X or G is adjusted for in the final analytic model. Hypothesis testing for the treatment effect is conservative using the unadjusted model, while both the misclassified model and the true model preserve the nominal type I error ( Figure 1, panel b) . With increasing misclassification rate, the type I error of the unadjusted model approaches the nominal level.
The impact of covariate misclassification on power under covariate-adaptive randomization is the same as that under simple randomization (Figure 2 ) with respect to both the pattern and magnitude of the impact. The true models have the smallest power loss under all scenarios. The magnitude of power loss is not trivial using the unadjusted model when the covariate effect is large relative to the treatment effect. The power loss caused by adjusting for the misclassified covariate depends on both the magnitude of the covariate effect as well as the misclassification rate, similar to what is observed for simple randomization. For example, when x ¼ À 2.0 and z ¼ 0.405, the power of the true model is about 80%, while the power of the unadjusted model is only 70%, although the study is designed to have 90% power. The power for the misclassified model is in between that of the true model and the unadjusted model. A direct comparison between simple randomization and covariate-adaptive randomization can be seen in the supplementary document ( Figure S1 ). The resulting power for the unadjusted/ misclassified/true model under covariate-adaptive randomization is very close to each of those under simple randomization.
Also, the pattern in the changes in the bias under covariate-adaptive randomization was similar to that under simple randomization (Figure 3 
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Statistical Methods in Medical Research 27(1) 10% misclassification, the bias observed in the misclassified model was about a half of what was observed in the unadjusted model. At higher rates of misclassification (30% or higher), adjusting for a misclassified covariate was similar to not adjusting for the covariate in terms of bias in the estimated treatment effect.
Count of events as outcome: Poisson, quasi-Poisson and negative binomial regression with log link
For the simulated count data, we fit three sets of log-linear regression models: Poisson regression, quasi-Poisson regression, and negative binomial regression. Each set of regression models includes an unadjusted model, a model adjusted for the misclassified covariate and a model adjusted for the corrected covariate. With Poisson regression (Figure 4-6, solid lines) , under simple randomization the type I error (Figure 4 , panel a) is maintained only in the true model (red line). Both the unadjusted (black line) and misclassified (blue line) models have inflated type I error probabilities, with the magnitude of inflation increasing with increasing misclassification rate in the misclassified model, and maximized in the unadjusted model. Pre-specified power ( Figure 5, panel a) is obtained using the true model only. The unadjusted model has the maximum power loss, and the power loss observed in the misclassified model increases with increasing misclassification rate. No bias ( Figure 6, panel a) is observed for the estimate of the treatment effect in any of three models. Under covariateadaptive randomization, the true model (red line) maintained the type I error (Figure 4, panel b) at the nominal level. In data with no misclassification, the type I error is also maintained in the unadjusted model (black line). However, with increasing misclassification rate, type I error probabilities are inflated in both the unadjusted (black line) and misclassified (blue line) models with a similar magnitude. The loss in power under covariate -adaptive randomization ( Figure 5, panel b) is similar to that under simple randomization. Bias is neglegible for all three models ( Figure 6, panel b) .
Quasi-Poisson regression and negative binomial regression behave similarly to each other. To better demonstrate graphically, only results of quasi-Poisson regression are shown in Figures 4-6 (dashed lines) . While use of the quasi-Poisson or negative binomial regression captures the over-dispersion described earlier, the target power is maintained only by the true model. In fact, failure to adjust is associated with an even larger power reduction for these over-dispersed models than for the typical Poisson regression model. As previously demonstrated, the magnitude of power loss in the misclassified models depends on the misclassification rate. Under simple randomization (Figure 4, panel a) , all models maintain the nominal type I error. However, using the unadjusted quasi-Poisson (green line) or negative binomial regression model (result not shown), more significant power loss than that of the unadjusted Poisson regression model (black line) is identified. The magnitude of power loss in the misclassified models (purple line) depends on the misclassification rate. Under covariate-adaptive randomization (Figure 4, panel b) , both of the adjusted models with either the true covariate (orange line) or the misclassified covariate (purple line) maintains type I error, while the unadjusted models are conservative. The misclassified models again demonstrate substantial power loss (almost double) compared to that of the misclassified Poisson model (blue solid line). The estimated dispersion parameter increases in the misclassified model ( Figure 7) as well, where the estimated dispersion parameter is maximized in the unadjusted model and fixed, regardless of the misclassification rate. Again, no bias is identified in any of the models under either randomization procedure.
Conclusions and discussion
When the misclassification rate is high, covariate-adaptive randomization performs more like simple randomization. With increasing misclassification rate, especially when the misclassification rate is relatively large (e.g. 40%), the covariates are not informative during the covariate-adaptive randomization process. Under simple randomization, where the covariate is not involved during randomization procedure, covariate misclassification will only cause power loss and biased estimation through analytic models, and this result is consistent with the literature. 15, 19, 20 However, the results under covariate-adaptive randomization indicate that the impact of the randomization scheme depends on the underlying distribution of the outcome.
For binary outcome with logistic regression, covariate-adaptive randomization does not have an additive effect on bias and power loss caused by covariate misclassification, even when the misclassified covariate is adjusted for in the randomization procedure and in the model. While the type I error probability can be maintained through adjustment for the misclassified covariate, the resulting power is less than targeted, whereas adjustment for the corrected covariate will minimize the power loss and maintain nominal type I error probability. The bias of the estimate for the treatment effect has the same direction in the misclassified model as that in the unadjusted model, with a smaller magnitude in the misclassified model. The magnitude of the bias depends on the misclassification rate as well as the effect of the covariate on the outcome. The amount of bias and power loss is not trivial, especially when the covariate effect on the outcome is relatively large compared to the treatment effect. The operating characteristics of misclassified models are more similar to that of the unadjusted models as the misclassification rate increases. The results presented pertain to the scenario where the covariate prevalence is 50% (i.e. ProbðX ¼ 0Þ ¼ ProbðX ¼ 1Þ). Additional simulations (results presented in the supplementary document, Figure S2 ) demonstrate that, for a given covariate effect and misclassification rate, the effect of the misclassification on the power and the bias is slightly lessened when the covariate prevalence is away from 50%, but the pattern remains the same. This is likely because the variability in the covariate is maximized when the prevalence is 50%. When the prevalence is much larger than 50%, the information gained by inclusion of the covariate is reduced, as is the noise introduced by the misclassification.
For count of events with Poisson regression, on the other hand, the randomization scheme does have additional influence on power and type I error. No bias is observed using either an adjusted or unadjusted model under either randomization scheme. This is consistent with the finding by John et al. 19 and Gail et al. 21 Under simple randomization, the magnitude of power loss and type I error inflation is maximized in the unadjusted model regardless of covariate misclassification, but increases with increasing misclassification rates in the misclassified model. However, under covariate-adaptive randomization, the operating characteristics of the misclassified model and the unadjusted model are similar, where power loss and type I error rate inflation in both models depends on the rate of misclassification.
Due to misclassification, only part of the variability of the covariate is accounted for through the randomization procedure. With either the unadjusted model which excludes the covariate or the misclassified model, the ''residual'' variability due to the covariate results in over-dispersion. This over-dispersion will not be estimated correctly using Poisson regression since the estimated variance is assumed to be equal to the expected count. Thus, under covariate-adaptive randomization, with Poisson regression, the variability for the outcome in an unadjusted model or misclassified model will be underestimated with the amount depending on the misclassification rate. As a result, power is reduced and type I error is inflated. Quasi-Poisson and negative binomial models are very often used for data with anticipated over-dispersion. Given the flexibility to estimate the variance differently from the expected count in these two models, the variability in the covariate, which is not sufficiently accounted for because of covariate misclassification during randomization, can be estimated through the adjusted model. However, with the unadjusted model, where no information about the covariate is included in the model, the amount of ''residual'' variability cannot be accurately estimated. Instead, the unadjusted quasi-Poisson and negative binomial models will be estimating over-dispersion, which does not truly exist (or at least partly) since the variability (or part of the variability) of the covariate is eliminated under covariate-adaptive randomization.
The work described herein assumes that the true value of the prognostic covariate is observable, which is not always the case. The main purpose is to show how misclassification in the covariates affects the estimation of the treatment effect. The results remain relevant when the truth is not observable, although the manner in which such misclassification would be identified and corrected is left as a topic for future work. One limitation of this work is that we only considered non-differential misclassification of the covariate with respect to treatment assignment; differential misclassification may have more complicated impact on the treatment effect estimation if the treatment effect itself is expected to vary according to the covariate. In addition, we only investigated two types of covariateadaptive randomization; other randomization algorithms may also be considered in the future.
Overall, adjustment for the covariate is always recommended in the final analysis even when the quality of the covariate is questionable. Effort should be made to identify potential misclassification and adjust for the corrected covariate in the analysis in order to minimize power loss and to more accurately estimate the treatment effect. On the other hand, given the fact that the effect of prognostic covariates on the outcome reported in the literature varies, statistical methods, and perhaps sample size reassessment, should be considered to correct the bias in estimating treatment effect if there is anticipated or observed covariate misclassification.
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