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Abstract
Erdo˝s, Horváth and Joó discovered some years ago that for some real numbers 1 < q < 2 there exists
only one sequence ci of zeroes and ones such that
∑
ciq
−i = 1. Subsequently, the set U of these numbers
was characterized algebraically in [P. Erdo˝s, I. Joó, V. Komornik, Characterization of the unique expan-
sions 1 =∑q−ni and related problems, Bull. Soc. Math. France 118 (1990) 377–390] and [V. Komornik,
P. Loreti, Subexpansions, superexpansions and uniqueness properties in non-integer bases, Period. Math.
Hungar. 44 (2) (2002) 195–216]. We establish an analogous characterization of the closure U of U . This
allows us to clarify the topological structure of these sets: U \ U is a countable dense set of U , so the latter
set is perfect. Moreover, since U is known to have zero Lebesgue measure, U is a Cantor set.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Given a real number 1 < q < 2, there exists at least one sequence (ci) of zeroes and ones
satisfying the equality
1 = c1
q
+ c2
q2
+ c3
q3
+ · · · .
* Corresponding author. Fax: +33 390240328.
E-mail addresses: komornik@math.u-strasbg.fr (V. Komornik), loreti@dmmm.uniroma1.it (P. Loreti).0022-314X/$ – see front matter © 2006 Elsevier Inc. All rights reserved.
doi:10.1016/j.jnt.2006.04.006
158 V. Komornik, P. Loreti / Journal of Number Theory 122 (2007) 157–183Surprisingly, as discovered by Erdo˝s, Horváth and Joó [6], for some q there is only one such
expansion. Let us recall some properties of the set U of these univoque numbers:
(1) U has 2ω elements;
(2) U has zero Lebesgue measure;
(3) U is of first category;
(4) U has Hausdorff dimension 1;
(5) U has a smallest element q ′ ≈ 1.787, and the corresponding expansion is given by the trun-
cated Thue–Morse sequence
(τi)
∞
i=1 = 1101 0011 . . . ,
defined by setting τ0 = 0 and then τ2i+1 = 1 − τi , τ2i = τi for i = 0,1, . . .;
(6) the number q ′ is transcendental;
(7) q ′ is not an isolated point of U .
The first three properties were established by Erdo˝s, Horváth and Joó in [6], the fourth by
Daróczy and Kátai in [5], the fifth in [16], the sixth is due to Allouche and Cosnard [3], while
the last one was obtained in [19]. The terminology univoque was introduced in [5].
The purpose of this paper is to give a full description of the topological nature of the set U ,
by establishing the
Theorem 1.1. The closure U of U is a perfect set. Moreover, U \U is a countable dense set in U .
In order to prove the above theorem, we will obtain a characterization of U by using the
following special sequences (ηi) (depending on q): proceeding by induction, we define ηn = 1 if
(
n−1∑
i=1
ηi
qi
)
+ 1
qn
< 1,
and ηn = 0 otherwise. Then we have the
Theorem 1.2. A number 1 < q  2 belongs to U if and only if
ηk+1ηk+2 · · · < η1η2 · · · for all k  0
(in the lexicographic sense), where we use the notation ηj := η1 − ηj .
Although this result is formally analogous to an earlier characterization of univoque numbers,
obtained in [10,17], the proof is sensibly more intricate.
For the reader’s convenience, we review in the next section some known results about expan-
sions that we need later, and we state our main results in a more general setting, by considering
expansions for all numbers q > 1. Sections 3 and 4 are then devoted to the proof of Theorem 2.4,
which generalizes Theorem 1.2, while the first part of Theorem 2.5, a generalization of Theo-
rem 1.1, will be established in Section 5. Moreover, we shall determine all expansions of the
numbers belonging to U and even to a larger set V formed by the numbers for which
ηk+1ηk+2 · · · η1η2 · · · for all k  0;
see the second part of Theorem 2.5, and Theorem 2.6, to be proved in Sections 5 and 6.
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of U mentioned above:
(1) V has 2ω elements;
(2) V has zero Lebesgue measure;
(3) V is of first category;
(4) V has Hausdorff dimension 1;
(5) V has a smallest element: the Golden ratio q1 = (1 +
√
5 )/2;
(6) all elements of V \ U are algebraic integers;
(7) all elements of V \ U are isolated points of V , and all other ones are accumulation points.
The q-expansions have peculiar properties if q is a Pisot number. We refer, e.g., to [9,12,18]
for results of this type. We also mention the works [13,14] where the uniqueness of expansions
of general real numbers is investigated in a fixed base q .
2. A short review and statement of the main results
In this paper a sequence always means a sequence of nonnegative integers. Given a real num-
ber q  1, a q-expansion is a sequence (ci) = c1c2 · · · satisfying
0 ci  [q] for all i, and
∞∑
i=1
ci
qi
= 1.
Here [q] denotes the integer part of q . If q is known, we sometimes say simply expansion instead
of q-expansion. One expansion, denoted in the sequel by (γi) and called the greedy expansion,
is obtained as follows: proceeding by recurrence, we always choose the biggest possible value
for γn. More precisely, first set γ1 = [q], the integer part of q . Then, if γ1, . . . , γn−1 are already
defined for some n 2, then let γn be the biggest integer satisfying
n∑
i=1
γi
qi
 1.
Equivalently, (γi) is the lexicographically largest expansion. Here and in the sequel, we use
systematically the lexicographic order between sequences: we write (ai) < (bi) if there exists an
index n 1 such that ai = bi for all i < n and an < bn. Furthermore, we write (ai) (bi) if we
also allow the equality of the two sequences.
The greedy expansions were introduced by Rényi [23].
Examples.
• If q is an integer, then (γi) = q0∞, i.e., γ1 = q and γi = 0 for all i  2.
• If q = (1 +√5 )/2 is the Golden ratio, then (γi) = 120∞, i.e., γ1 = γ2 = 1 and γi = 0 for all
i  3.
The following algebraic characterization of greedy expansions is closely related to a work of
Parry [21]; see also [4,10,17] for results of this type and proofs.
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and the set of sequences satisfying
γk+1γk+2 · · · < γ1γ2 · · · for all k  1. (2.1)
Remark. If we endow the set of sequences with the order topology, then the map q → (γi)
becomes a homeomorphism.
Erdo˝s, Horváth and Joó [6] made the startling discovery that for certain numbers q the greedy
one is the only possible q-expansion. Subsequently, these, so-called univoque numbers were
characterized in [10,17]; see also [5] for related results:
Theorem 2.2. The map q → (γi) is a strictly increasing bijection between the set U of univoque
numbers and the set of sequences satisfying (2.1) and
γk+1γk+2 · · · < γ1γ2 · · · for all k  1, (2.2)
where we use the notation γj := γ1 − γj .
Remarks.
• It follows easily that for sequences satisfying (2.1) and (2.2), 0 γi  γ1 for all i, that γ1 > 0
and that (2.2) is also satisfied for k = 0.
• No greedy expansion can satisfy
γn+1γn+2 · · · = γ1γ2 · · ·
for any n 1, because this would imply
γ2n+1γ2n+2 · · · = γ1γ2 · · · ,
contradicting (2.1).
Using Theorem 2.2, in [16] we determined the smallest univoque number q ′ ≈ 1.787; Plouffe
[22] computed the first 100 decimal digits of q ′. Allouche and Cosnard [3] proved that q ′ is
transcendental. Recently, in collaboration with Petho˝ we proved in [19] that q ′ is not an isolated
univoque number. The main purpose of this paper is to clarify the topological nature of U .
We shall prove that U is not closed and we shall characterize its closure. Although this char-
acterization is analogous to that of U , the proof turns out to be sensibly more intricate. In order
to state this result, we apply a variant of the greedy expansion. Following Daróczy and Kátai
[5], the quasi-greedy expansion for a number q > 1, denoted in the sequel by (ηi), is the lexi-
cographically largest infinite expansion. (Here and in the sequel, a sequence is called infinite if
it contains infinitely many nonzero terms; otherwise it is called finite.) More precisely, let η1 be
the biggest integer which is strictly smaller than q . Then, if η1, . . . , ηn−1 are already defined for
some n 2, then let ηn be the biggest integer satisfying
n∑ ηi
qi
< 1.
i=1
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• If q > 1 is an integer, then (ηi) = m∞ with m = q − 1, i.e., ηi = q − 1 for all i. We excluded
q = 1 because then the above algorithm leads to the sequence 0∞, which is not an expansion.
In fact, for q = 1 there is no quasi-greedy expansion because there is no infinite expansion
at all.
• If q = (1 + √5 )/2 is the Golden ratio, then (ηi) = (10)∞, i.e., ηi = 1 if i is odd and ηi = 0
if i is even.
Remark. For any given q > 1, the following relations between the greedy and quasi-greedy
expansions easily follow from the definitions (see [4] for more general results with proofs). The
sequence (γi) is finite if and only if (ηi) is periodic. In this case, denoting by γm the last nonzero
term of (γi), the length of the smallest period of (ηi) is equal to m, and
ηi = γi for i = 1, . . . ,m − 1, ηm = γm − 1.
Otherwise, the two sequences coincide: ηi = γi for all i.
Let us recall from [4] the following variant of Theorem 2.1:
Theorem 2.3. The map q → (ηi) is a strictly increasing bijection between the interval (1,∞)
and the set of infinite sequences satisfying
ηk+1ηk+2 · · · η1η2 · · · for all k  1. (2.3)
Remark. As in Theorem 2.1, if we endow the set of sequences with the order topology, then the
map q → (ηi) becomes a homeomorphism.
Now we are ready to state our first main result (compare to Theorem 2.2):
Theorem 2.4. The map q → (ηi) is a strictly increasing bijection between the closure U of the
set U of univoque numbers and the set of sequences satisfying (2.3) and
ηk+1ηk+2 · · · < η1η2 · · · for all k  1, (2.4)
where we use the notation ηj := η1 − ηj .
Remarks.
• It follows easily that for sequences satisfying (2.3) and (2.4), 0 ηi  η1 for all i, and that
η1 > 0. Consequently, (2.3) and (2.4) are also satisfied for k = 0. Furthermore, the sequence
(ηi) is necessarily infinite. Indeed, if there were a last nonzero digit ηm, then (2.4) would not
hold true for any k m.
• Since the greedy q-expansions are finite for all q ∈ U \ U (because we must have equality
for some k  1 in (2.3)), it follows from a theorem of Parry [21] that the elements of U \ U
are algebraic integers, all of whose conjugates have modulus < 2.
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More generally, let us give four integers satisfying n > m 0 and N > M  0. Then the periodic
sequence (nNmM)∞ is the quasi-greedy expansion for some q ∈ U \U . Another example is given
by the sequences (nNmM)∞ where n > m > 0 and N > 0, M > 0 are arbitrary.
Our second main result concerns the topological nature of U . Moreover, we determine all
q-expansions if q ∈ U \ U . Let us recall that by a Cantor set we mean a nonempty, nowhere
dense perfect set, i.e., a nonempty closed set having no interior and isolated points.
Theorem 2.5.
(a) The closure U of U is a Cantor set. Moreover, U \ U is a countable dense set in U . Finally,
the set U is closed from above.
(b) If q ∈ U \ U and q 
= 2, then all q-expansions are given by (ηi) and the sequences
(η1 · · ·ηm)Nη1 · · ·ηm−1η+m0∞, N = 0,1, . . . ,
where m is the smallest positive integer k for which equality holds in (2.3), and η+m = ηm +1.
If q = 2, then all q-expansions are given by (ηi) = 1∞, the sequences
1N20∞, N = 0,1, . . . ,
and the sequences
1N02∞, N = 0,1, . . . .
Remarks.
• It follows from part (a) that every point q of U is a condensation point, i.e., every neighbor-
hood of q contains an uncountable set of elements of U . For q < 2 an equivalent form of this
result was proved earlier by Allouche and Cosnard [1,2] by a different approach.
• We recall from [7,8,11] that for each positive integer k there exist continuum many numbers
1 < q < 2 with exactly k q-expansions. Denoting by Uk the set of these numbers (so that
U = U1), it follows from the preceding theorem that Uk ∩ U = ∅ for k = 2,3, . . . , i.e., the
elements of Uk are in some sense far from those of U for k > 1.
• The structure of U is somewhat analogous to that of triadic Cantor set. By the results of
Erdo˝s, Horváth and Joó [6], Daróczy and Kátai [5] and Kátai and Kallós [15], both sets have
zero Lebesgue measure and positive Hausdorff dimension. both sets have zero Lebesgue
measure and positive Hausdorff dimension. Moreover, denoting by U the set of numbers
0 < x < 1 having a unique expansion in base 3, and whose expansion does not contain the 1
digit, we have C = U and C \ U is a countable dense set in C. Note that C \ U is the set of
endpoints of the open intervals whose union is [0,1] \ C.
• When q is an integer, it is natural to investigate the case where one does not allow q as a digit.
Theorem 2.4 remains valid, because U and the sequences (ηi) remain the same: the only
change is that the integers q = 2,3, . . . are now included in U , not only in U . Theorem 2.5
also remains valid, and its part (b) becomes more elegant because we do not have to make
an exception for q = 2. On the other hand, Theorems 2.1 and 2.2 do not hold anymore and
greedy expansions (γi) can be periodic: γi = q − 1 for all i if q = 2,3, . . . .
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quasi-greedy expansion satisfies the somewhat weaker condition
ηk+1ηk+2 · · · η1η2 · · · for all k  1, (2.5)
where we write ηj := η1 − ηj . We have clearly U ⊂ U ⊂ V .
Remarks.
• It follows from (2.3) and (2.5) that 0  ηi  η1 for all i, and that (2.3) and (2.5) also hold
for k = 0. Finally, excepting the sequence 0∞, all other sequences satisfying (2.3) and (2.5)
are infinite and η1 > 0.
• Since the greedy q-expansions for all q ∈ V \ U are finite, it follows from the above-
mentioned theorem of Parry [21] that all these numbers are algebraic integers and that their
conjugates have modulus < 2.
Examples. For any positive integers n and N , the periodic sequence (nN0N)∞ is the quasi-
greedy expansion for some q ∈ V \U ; hence V \U is an infinite set. Choosing n = N = 1 we see
that the Golden ratio q = (1 + √5 )/2 belongs to V \ U . One can readily verify that this is the
smallest element of this set.
In order to formulate our last result, a variant of Theorem 2.5, let us recall that the truncated
Thue–Morse sequence (τi) = τ1τ2 . . . can also be defined recursively by setting τ2N = 1 for
N = 0,1, . . . and
τ2N+i = 1 − τi for 1 i < 2N, N = 1,2, . . . .
Theorem 2.6.
(a) V is a closed set and V \ U is a countable dense subset of V .
(b) The set V \ U is discrete. Moreover,
V \ [q ′,∞) = {qN : N = 1,2, . . .}, (2.6)
where the greedy qN -expansion is the sequence τ1 · · · τ2N 0∞.
(c) If q ∈ V \ U , then all q-expansions are given by the quasi-greedy expansion (ηi) and the
sequences
(η1 · · ·η2n)Nη1 · · ·η2n−1η+2n0∞, N = 0,1, . . . ,
and
(η1 · · ·η2n)Nη1 · · ·ηn−1η−n η∞1 , N = 0,1, . . . ,
where n is the smallest positive integer for which equality holds in (2.5), and η+2n = η2n + 1,
η−n = ηn − 1.
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• Relation (2.6) is equivalent to an earlier result of Allouche and Cosnard [1,2] obtained by a
different approach.
• Returning to the analogy between U and the triadic Cantor set, V corresponds to the set of
the midpoints of the open intervals whose union is [0,1] \ C.
3. Proof of the necessity part of Theorem 2.4
In this section we prove that the quasi-greedy expansion for every q ∈ U satisfies the condition
ηk+1ηk+2 · · · < η1η2 · · ·
for all k  1, where we use the notation ηj := η1 − ηj .
Motivated by Theorems 2.1 and 2.3, a sequence (γi) is called greedy if
γk+1γk+2 · · · < γ1γ2 · · · for all k  1, (3.1)
and an infinite sequence (ηi) is called quasi-greedy if
ηk+1ηk+2 · · · η1η2 · · · for all k  1. (3.2)
First we give two constructions of such sequences, interesting in themselves. The first one
implies in particular a result of Parry [21]: the numbers q for which the greedy q-expansion is
finite, form a dense set in [1,∞).
Lemma 3.1. Let (αi) be a greedy or quasi-greedy sequence, i.e., satisfying the following two
conditions:
α1 > 0
and
αk+1αk+2 · · · α1α2 · · · for all k  1.
Then for every positive integer M , the truncated sequence (ai) := α1 · · ·αM0∞ is greedy.
Proof. Since α1 > 0, we may assume, by diminishing M if needed, that αM > 0. If k M , then
ak+1 = 0 < α1 = a1,
so that
ak+1ak+2 · · · < a1a2 · · · . (3.3)
If 1 k < M , then using the assumption on (αi) and then the relation αM > 0, we have
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 α1 · · ·αM−k0k
< α1 · · ·αM−kαM−k+1 · · ·αM
= a1 · · ·aM.
This implies (3.3) again. 
Our next result states that the least upper bound of the set of all greedy expansions with a
common fixed finite beginning is not greedy.
Lemma 3.2. Given a greedy sequence (γi) and a positive integer M , there exists a strictly larger
greedy sequence (bi) > (γi), beginning with γ1 · · ·γM .
Proof. It follows from (3.1) that γi < γ1 for infinitely many indices i. By increasing M if nec-
essary, we may therefore assume that γM < γ1.
Let us denote by m the smallest positive integer < M , satisfying
γm+1 · · ·γM = γ1 · · ·γM−m;
if no such number exists, then set m := M . Note that m 2. Indeed, for m = 1 we would obtain
γ2 · · ·γM = γ1 · · ·γM−1 and hence γ1 = · · · = γM , contradicting the assumption γM < γ1. Let us
also note that m 
= M − 1; for otherwise we would obtain γ1 = γM again.
We claim that the periodic sequence (αi) := (γ1 · · ·γm)∞ is quasi-greedy. It is infinite because
γ1 > 0, and it begins with γ1 · · ·γM by the choice of m.
If 1 k < m, then using again the choice of m and the greediness of (γi), we have
αk+1 · · ·αM = γk+1 · · ·γM < γ1 · · ·γM−k = α1 · · ·αM−k,
so that
αk+1αk+2 · · · < α1α2 · · · .
If k = 0, then we have obviously equality in the last inequality. Using the m-periodicity of
(αi), it follows that
αk+1αk+2 · · · α1α2 · · ·
for all k  0.
Next we observe that
(γi) < (γ1 · · ·γm)N0∞
for all sufficiently large integers N . For otherwise we would have
(γi) (γ1 · · ·γm)∞,
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γm+1γm+2 · · · γ1γ2 · · · ,
contradicting the greediness of (γi).
We conclude the proof of the lemma by noting that all these sequences
(γ1 · · ·γm)N0∞
are greedy by the preceding lemma, and that they begin with γ1 · · ·γM for all N M/m. 
Our following lemma will be helpful to prove that certain numbers q do not belong to U .
Lemma 3.3. Let (γi) be the greedy expansion for some q . Assume that there exists an index n 1
such that
γn+1γn+2 · · · > γ1γ2 · · · .
This is equivalent to q /∈ U by a remark following the statement of Theorem 2.2.
(a) There exists a number qb > q such that the interval [q, qb] does not meet U .
(b) If γi > 0 for some i > n, then there exists a number qa < q such that the interval [qa, q] does
not meet U either.
Proof. (a) Choose a positive integer M > n satisfying
γn+1 · · ·γM > γ1 · · ·γM−n.
Applying Lemma 3.2, choose a greedy sequence (bi) > (γi) beginning with γ1 · · ·γM . It is the
greedy expansion for some qb > q .
If (di) is the greedy expansion for some number q  qd  qb , then (di) also begins with
γ1 · · ·γM , so that
dn+1 · · ·dM = γn+1 · · ·γM
> γ1 · · ·γM−n
= d1 · · ·dM−n.
Hence
dn+1dn+2 · · · > d1d2 · · · ,
so that qd /∈ U by Theorem 2.2.
(b) It follows from Lemma 3.1 that (ai) := γ1 · · ·γn0∞ is the greedy expansion for some
qa < q . If (di) is the greedy expansion for some number qa  qd  q , then (ai)  (di)  (γi)
and (di) begins with γ1 · · ·γn, so that
d1d2 · · · γ1γ2 · · ·
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dn+1dn+2 · · · γn+1γn+2 · · · .
It follows that
dn+1dn+2 · · · γn+1γn+2 · · ·
> γ1γ2 · · ·
 d1d2 · · · ,
so that qd /∈ U by Theorem 2.2 again. 
Our next result generalizes a key lemma in [16]:
Lemma 3.4. Let (αi) be a sequence satisfying
αk+1αk+2 · · · α1α2 · · · (3.4)
and
αk+1αk+2 · · · α1α2 · · · (3.5)
for all k  1, with αj := α1 − αj . If
αn+1 · · ·α2n  α1 · · ·αn (3.6)
for some n 1, then in fact
(αi) = (α1 · · ·αnα1 · · ·αn)∞.
Proof. Thanks to (3.5) we have in fact equality in (3.6), so that (αi) begins with ss with s :=
α1 · · ·αn. We have to show that if (αi) begins with (ss)N for some positive integer, then (αi) also
begins with (ss)N+1.
Setting
r = α2nN+1 · · ·α2nN+n and t = α2nN+n+1 · · ·α2n(N+1)
we have thus to show that r = s and t = s.
Applying (3.4) for k = 2nN and (3.5) for k = 2nN − n we obtain that
r  s and sr  ss;
they imply that r = s. Applying (3.4) and (3.5) again with the same choices of k, next we obtain
that
st  ss and sst  sss;
hence t = s. 
Next we prove a variant of Lemma 3.3.
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(ηi) = (η1 · · ·ηnη1 · · ·ηn)∞,
then q ∈ V \ U . Moreover, there exist two numbers qa < q and qb > q such that
[qa, qb] ∩ V = {q}. (3.7)
Proof. We may assume that n is the smallest integer having the property in the statement.
The number q belongs to V because (2.5) follows from the quasi-greediness of (ηi) and from
the relation (ηn+i ) = (ηi):
ηk+1ηk+2 · · · = ηn+k+1ηn+k+2 · · · η1η2 · · · .
On the other hand, q does not belong to U because the greedy expansion for q is given by
(γi) = η1 · · ·ηnη1 · · ·ηn−1η−n 0∞
with η−n := ηn − 1, so that it does not satisfy (2.2) for k = 2n. It remains to find qa < q and
qb > q satisfying (3.7). Indeed, since U ⊂ V and q /∈ U , this will imply that [qa, qb]∩U = ∅, and
therefore q ∈ V \ U .
Applying Lemma 3.2 there exists a number qb > q such that the greedy qb-expansion begins
with γ1 · · ·γ4n+1. If (di) is the quasi-greedy expansion for some q < qd  qb , then (di) also
begins with γ1 · · ·γ4n+1, so that1
d2n+1 · · ·d4n+1 = γ2n+1 · · ·γ4n+1
= γ 2n+11
> γ1 · · ·γ2n+1
= d1 · · ·d2n+1.
Hence
d2n+1d2n+2 · · · > d1d2 · · ·
and therefore qd does not belong to V because (di) does not satisfy (2.5) for k = 2n.
Next we deduce from Lemma 3.1 that
(ai) := η1 · · ·η4n0∞ = (η1 · · ·ηnη1 · · ·ηn)20∞
is the greedy expansion for some qa < q . Then the quasi-greedy qa-expansion begins with
η1 · · ·ηnη1 · · ·ηn. If qa  qd  q and qd ∈ V , then the quasi-greedy qd -expansion also begins
with η1 · · ·ηnη1 · · ·ηn; applying Lemma 3.4 we conclude that qd = q . 
1 If q is different from the Golden number, then it is sufficient to take 4n instead of 4n + 1.
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satisfies the inequality
ηk+1ηk+2 · · · < η1η2 · · · (3.8)
for all k  0. Since U ⊂ [q ′,∞) where q ′ ≈ 1.787 denotes the smallest univoque number, we
have q > 1. If q ∈ U , then the greedy and quasi-greedy expansions (γi) and (ηi) coincide, and
we conclude by applying Theorem 2.2. In the rest of this section we assume that q ∈ U \ U .
We proceed in several steps.
Lemma 3.6. If q ∈ U \ U , then the greedy expansion (γi) for q is finite. Moreover, denoting by
γn its last nonzero element, we have
γk+1 · · ·γn < γ1 · · ·γn−k (3.9)
for all 0 k < n. Consequently, the quasi-greedy expansion (ηi) for q satisfies
ηk+1 · · ·ηn  η1 · · ·ηn−k (3.10)
for all 0 k < n.
Proof. Since q /∈ U , by Theorem 2.2 there exists a smallest integer n 1 such that
γn+1γn+2 · · · γ1γ2 · · · .
Note that the choice of n implies that γn > 0. We recall from a remark following the statement
of Theorem 2.2 that we cannot have equality here. Therefore
γn+1γn+2 · · · > γ1γ2 · · · (3.11)
and
γk+1γk+2 · · · < γ1γ2 · · · for all 1 k < n, (3.12)
by the minimality of n. This inequality is also true for k = 0 because γ1 = 0 < γ1.
Thanks to (3.11), applying Lemma 3.3 we conclude that γi = 0 for all i > n. Then (3.9) easily
follows from (3.12).
Finally, (3.9) implies (3.10) because η1 · · ·ηn−1ηn = γ1 · · ·γn−1γ−n with γ−n := γn − 1. 
Now we establish a weakened version of (3.8):
Lemma 3.7. If q ∈ U \ U , then the quasi-greedy expansion (ηi) for q satisfies
ηk+1ηk+2 · · · η1η2 · · · (3.13)
for all k  0.
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n-periodic. Hence it suffices to consider the case 0 k < n.
If 1 k < n, then applying (3.10) for n − k instead of k, we have
ηn−k+1 · · ·ηn  η1 · · ·ηk,
which is equivalent to
η1 · · ·ηk  ηn−k+1 · · ·ηn.
Combining with (3.10) and using the n-periodicity of (ηi) we conclude that
ηk+1 · · ·ηk+n = ηk+1 · · ·ηnη1 · · ·ηk
 η1 · · ·ηn−kηn−k+1 · · ·ηn.
This inequality also holds true for k = 0 by (3.10). Finally, (3.13) hence follows by the
n-periodicity of (ηi). 
Finally, we have the
Lemma 3.8. If q ∈ U \ U , then the quasi-greedy expansion (ηi) for q satisfies
ηk+1ηk+2 · · · < η1η2 · · ·
for all k  0.
Proof. The case k = 0 follows from the positivity of η1 as before. Assume on the contrary that
ηk+1ηk+2 · · · η1η2 · · ·
for some k  1; then we have in fact equality here by the preceding lemma. It follows that
(ηi) = (η1 · · ·ηkη1 · · ·ηm)∞.
Then applying Lemma 3.5 we conclude that q /∈ U , contradicting our assumption. 
4. Proof of the sufficiency part of Theorem 2.4
In this section we prove that if (ηi) is a sequence satisfying
ηk+1ηk+2 · · · η1η2 · · · (4.1)
and
ηk+1ηk+2 · · · < η1η2 · · · (4.2)
for all k  1, then (ηi) is the quasi-greedy expansion for a suitable number q ∈ U . This will be
achieved by constructing a sequence of univoque numbers such that the corresponding greedy
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expansions coincide with those of (ηi). The construction will generalize that of the classical
Thue–Morse sequence [20,24,25]. (See also [2,16].) For this we need the following crucial
Lemma 4.1. If (ηi) is a sequence satisfying (4.1) and (4.2), then there exist arbitrarily large
integers m such that ηm > 0 and
ηk+1 · · ·ηm < η1 · · ·ηm−k for all 0 k < m. (4.3)
Proof. Recall that, according to a remark following the statement of Theorem 2.4, a sequence
satisfying (4.1) and (4.2) is necessarily infinite, 0 ηi  η1 for all i, and that η1 > 0. Hence (4.3)
is obviously satisfied for k = 0.
Fix a large integer M such that ηM > 0. If (4.3) is satisfied with m := M , then we are done.
Otherwise there exists a smallest integer 1m < M such that
ηm+1 · · ·ηM  η1 · · ·ηM−m. (4.4)
Observe that ηm > 0. Indeed, if ηm = 0 and
ηm · · ·ηM < η1 · · ·ηM−m+1,
then
ηm+1 · · ·ηM < η2 · · ·ηM−m+1,
and using (4.1) hence we conclude that
ηm+1 · · ·ηM < η1 · · ·ηM−m,
contradicting (4.4).
In view of (4.2) we have in fact equality in (4.4):
ηm+1 · · ·ηM = η1 · · ·ηM−m. (4.5)
Applying Lemma 3.4 this implies that M < 2m, so that m can be made arbitrarily large by fixing
a sufficiently large M at the beginning of the proof.
Furthermore, it follows from the minimality of m that
ηk+1 · · ·ηM < η1 · · ·ηM−k for all 1 k < m. (4.6)
This already implies a weakened form of (4.3):
ηk+1 · · ·ηm  η1 · · ·ηm−k for all 1 k < m;
it remains to exclude the equality.
Assume on the contrary that
ηk+1 · · ·ηm = η1 · · ·ηm−k
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instead of k, we obtain the inequality
ηk+1 · · ·ηM = η1 · · ·ηm−kη1 · · ·ηM−m
 η1 · · ·ηm−kηm−k+1 · · ·ηM−k,
contradicting (4.6). 
In view of Theorem 2.2, the following lemma completes the proof of Theorem 2.4:
Lemma 4.2. Let (ηi) be an infinite sequence satisfying (4.1) and (4.2). Then for every positive
integer m there exists a sequence (ci) beginning with η1 · · ·ηm, and satisfying for all k  1 the
inequalities
ck+1ck+2 · · · < c1c2 · · · (4.7)
and
ck+1ck+2 · · · < c1c2 · · · . (4.8)
Note that (4.8) is obviously satisfied for k = 0, too.
Remark. One can prove by induction that the sequence (ci) constructed below satisfies
(ci) (ηi), so that we approximate only from below.
Proof. Fix an arbitrarily large integer m satisfying the conditions of the preceding lemma, and
define a sequence (ci) by induction as follows. First set
c1 · · · cm := η1 · · ·ηm.
Then, if c1 · · · c2Nm is already defined for some nonnegative integer N , set
c2Nm+1 · · · c2N+1m−1 := c1 · · · c2Nm−1 and c2N+1m := c2Nm + 1.
The definition is correct because cm > 0 by the preceding lemma, and if 0 < c2Nm  η1 for
some N , then 0 < c2N+1m  η1 by the definition. Since (ci) begins with η1 · · ·ηm by definition,
it only remains to verify (4.7) and (4.8).
Consider first the case 1 k < m. Applying the preceding lemma we have
ck+1 · · · cm = ηk+1 · · ·ηm < η1 · · ·ηm−k = c1 · · · cm−k,
which implies (4.8).
Next, instead of (4.7) we establish the stronger inequality
ck+1 · · · ck+m < c1 · · · cm.
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ηk+1 · · ·ηm  η1 · · ·ηm−k.
Furthermore, applying (4.3) for m − k instead of k, we have
ηm−k+1 · · ·ηm < η1 · · ·ηk,
which is equivalent to
η1 · · ·ηk < ηm−k+1 · · ·ηm.
Then we can conclude:
ck+1 · · · ck+m = ηk+1 · · ·ηmη1 · · ·ηk
< η1 · · ·ηm−kηm−k+1 · · ·ηm
= c1 · · · cm.
Proceeding by induction, assume that
cj+1 · · · c2Nm < c1 · · · c2Nm−j (4.9)
and
cj+1 · · · cj+2Nm < c1 · · · c2Nm (4.10)
for all 1 j < 2Nm, where N is a nonnegative integer. These conditions are satisfied for N = 0
by what we have just proved. We are going to establish for all 2Nm k < 2N+1m the inequalities
ck+1 · · · c2N+1m < c1 · · · c2N+1m−k (4.11)
and
ck+1 · · · ck+2Nm < c1 · · · c2Nm. (4.12)
Since they imply (4.9) and (4.10) with N replaced by N + 1, this will enable us to carry out the
proof by induction.
Let us write k = 2Nm + j , so that 0 j < 2Nm. Applying the induction hypothesis and the
definition of (ci), the proof of (4.11) is straightforward: writing c−2Nm := c2Nm − 1 for brevity,
we have
ck+1 · · · c2N+1m = cj+1 · · · c2Nm−1c−2Nm
< cj+1 · · · c2Nm−1c2Nm
 c1 · · · c2Nm−j
= c1 · · · c2N+1m−k.
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c2Nm+1 · · · c2N+1m < c1 · · · c2Nm
because
c2Nm+1 = c1 = 0 < c1.
Finally, for 1 j < 2Nm, using again the definition of (ci) and applying (4.9) we have
ck+1 · · · ck+2Nm = ck+1 · · · c2N+1m−1c2N+1mc2N+1m+1 · · · c2N+1m+j
= cj+1 · · · c2Nm−1 c−2Nmc1 · · · cj
 c1 · · · c2Nm−j c1 · · · cj .
Since j 
= 0, applying (4.9) for 2Nm − j instead of j we obtain
c2Nm−j+1 · · · c2Nm < c1 · · · cj ,
which is equivalent to
c1 · · · cj < c2Nm−j+1 · · · c2Nm,
so that (4.12) follows from the above inequality. 
5. Proof of Theorem 2.5
If q ∈ U \ U , then by Lemma 3.3 there exists a number qb > q such that the interval [q, qb]
does not meet U . This shows that the set U is closed from above.
Our next result is a simple consequence of Theorems 2.2 and 2.4.
Lemma 5.1. U \ U is a countable infinite set.
Proof. For every integer n 2, the periodic sequence (ηi) := (1n0)∞ satisfies the conditions of
Theorem 2.4, but not those of Theorem 2.2, so that they correspond to infinitely many elements
of U \ U .
On the other hand, since the quasi-greedy expansions for the numbers q ∈ U \ U are periodic
(because we must have equality for some k  1 in (2.3)), and since there are only countably
many periodic sequences (of integers), the set U \ U is countable. 
The next lemma completes the proof of part (a) of Theorem 2.5:
Lemma 5.2. Let (γi) be a sequence satisfying
γk+1γk+2 · · · < γ1γ2 · · · (5.1)
and
γk+1γk+2 · · · < γ1γ2 · · · (5.2)
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with γ1 · · ·γm and satisfying for all k  0 the inequalities
ηk+1ηk+2 · · · η1η2 · · · (5.3)
and
ηk+1ηk+2 · · · < η1η2 · · · . (5.4)
Indeed, it follows from Theorems 2.2 and 2.4 that then (ηi) is necessarily the quasi-greedy
expansion for some q ∈ U \ U .
Proof. Since a sequence satisfying (5.1) and (5.2) certainly satisfies (4.1) and (4.2), we may
apply Lemma 4.1. Fix an arbitrarily large integer m, satisfying the conditions of Lemma 4.1 for
(γi), and
γk+1 · · ·γm < γ1 · · ·γm−k for all 0 k < m. (5.5)
Write γ−m := γm − 1 for brevity and consider the following 3m-periodic sequence:
(ηi) := (γ1 · · ·γmγ1 · · ·γm−1γ−m γ1 · · ·γm)∞.
Since (ηi) begins with γ1 · · ·γm by definition, it suffices to verify properties (5.3) and (5.4).
Furthermore, thanks to the periodicity of (ηi) it suffices to consider the cases 0 k < 3m.
The case k = 0 of (5.3) is obvious, while (5.4) follows from the relation
η1 = γ1 = 0 < γ1 = η1.
For the rest we distinguish the three cases
1 k < m, m k < 2m and 2m k < 3m.
If 1 k < m, then using (5.5) we have
ηk+1 · · ·ηm = γk+1 · · ·γm
< γ1 · · ·γm−k
= η1 · · ·ηm−k
which implies (5.4), while using (5.1) and (5.5) for m − k instead of k we obtain
ηk+1 · · ·ηk+m = γk+1 · · ·γmγ1 · · ·γk
 γ1 · · ·γm−kγ1 · · ·γk
< γ1 · · ·γm−kγm−k+1 · · ·γm
= η1 · · ·ηm,
proving (5.3).
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ηk+1 · · ·η2m = γj+1 · · ·γm−1γ−m
< γj+1 · · ·γm−1γm
 γ1 · · ·γm−j
= η1 · · ·ηm−j
= η1 · · ·η2m−k,
while applying (5.5) for j and m − j in case of j  1 we obtain that
ηk+1 · · ·ηk+m = γj+1 · · ·γm−1γ−m γ1 · · ·γj
 γ1 · · ·γm−j γ1 · · ·γj
< γ1 · · ·γm−j γm−j+1 · · ·γm
= η1 · · ·ηm.
If j = 0 then the same conclusion follows by observing that
ηm+1 = γ1 = 0 < γ1 = η1.
These relations imply (5.3) and (5.4) again.
Finally, if 2m k < 3m, then writing k = 2m + j and using (5.5) we obtain that
ηk+1 · · ·η3m = γj+1 · · ·γm
< γ1 · · ·γm−j
= η1 · · ·ηm−j
= η1 · · ·η3m−k.
Furthermore, applying (5.1) and then (5.5) for m − j , in case of j  1 we obtain that
ηk+1 · · ·ηk+m = γj+1 · · ·γmγ1 · · ·γj
 γ1 · · ·γm−j γ1 · · ·γj
< γ1 · · ·γm−j γm−j+1 · · ·γm
= η1 · · ·ηm.
If j = 0 then the same conclusion is obtained in the following way:
η2m+1 · · ·η4m = γ1 · · ·γmγ1 · · ·γm
< γ1 · · ·γmγ1 · · ·γ−m
= η1 · · ·η2m.
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For the proof of part (b) of Theorem 2.5 we need the following:
Lemma 5.3. If (ηi) is the quasi-greedy expansion for some q ∈ U , then
∞∑
i=k0+1
ηi
qi
<
1
qk0
for all k0  0, and
∞∑
i=k0+1
ηi
qi
<
1
qk0
for all k0  0 such that (ηi) is not k0-periodic, i.e., (ηk0+i ) 
= (ηi).
Proof. Using repeatedly relation (2.4), we may define a sequence
k0 < k1 < · · ·
of indices, satisfying for j = 1,2, . . . the conditions
ηkj−1+i = ηi for i = 1, . . . , kj − kj−1 − 1,
and
ηkj < ηkj−kj−1 .
It follows that
∞∑
i=k0+1
ηi
qi

∞∑
j=1
(( kj−kj−1∑
i=1
ηi
qkj−1+i
)
− 1
qkj
)
<
∞∑
j=1
(( ∞∑
i=1
ηi
qkj−1+i
)
− 1
qkj
)
=
∞∑
j=1
(
1
qkj−1
− 1
qkj
)
= 1
qk0
.
Here the second inequality is strict because the sequence (ηi) is infinite.
The proof of the second inequality is analogous. 
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sponding greedy expansion is given by η1 · · ·ηm−1η+m0∞. It follows easily by induction on N
that the sequences
(η1 · · ·ηm)Nη1 · · ·ηm−1η+m0∞, N = 0,1, . . . , (5.6)
are also q-expansions.
Now let (ci) be an arbitrary q-expansion. If
(ci) 
= (ηi) = (η1 · · ·ηm)∞,
then let N be the biggest nonnegative integer such that (ci) begins with (η1 · · ·ηm)N . We will
complete the proof by showing that then (cmN+i ) = η1 · · ·ηm−1η+m0∞, unless q = 2.
Let 1  k  m be the smallest index such that cmN+k 
= ηmN+k . If q is not an integer, then
we cannot have cmN+k < ηmN+k , for then applying the preceding lemma we would obtain that∑
ciq
−i < 1:
( ∞∑
i=1
ci
qi
)
− 1 =
( ∞∑
i=1
ci
qi
)
−
( ∞∑
i=1
ηi
qi
)
 −1
qmN+k
+
∞∑
i=mN+k+1
ci − ηi
qi
 −1
qmN+k
+
∞∑
i=mN+k+1
ηi
qi
< 0.
We used in the above reasoning the fact that η1 = [q] and therefore ci  η1 for all i.
If q = 2,3, . . . is an integer, then we need an extra study because then (ηi) = m∞ with m =
q −1. We have to investigate what happens if an expansion contains a first digit ci , different from
η1 = q − 1, which is smaller than η1 = q − 1.
First we show that this cannot happen if q  3, because then the resulting sum would be
strictly less than 1. This follows from the inequality
q − 1
q
+ · · · + q − 1
qN
+ q − 2
qN+1
+ q
qN+2
+ q
qN+3
+ · · · = 1 − q − 2
(q − 1)qN+1 < 1.
The case q = 2 is different. If an expansion begins with 1N0 for some nonnegative integer N ,
then it must be 1N02∞. Indeed, the sum corresponding to this sequence is equal to 1, so that
they are expansions indeed. Furthermore, all other expansions, where some of the 2 digits are
changed to smaller ones, give sums which are strictly less than 1.
Turning back to the general case, if we had k < m and cmN+k > ηmN+k , for then applying the
preceding lemma we would obtain that
∑
ciq
−i > 1:
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( ∞∑
i=1
ci
qi
)
− 1 =
( ∞∑
i=1
ci
qi
)
−
( ∞∑
i=1
ηi
qi
)
 1
qmN+k
−
∞∑
i=mN+k+1
ηi
qi
> 0.
Finally, if k = m and cmN+m > ηmN+m, then we have necessarily cmN+m = η+mN+m: other-
wise the sum
∞∑
i=1
ci
qi
would be too big because of (5.6). 
6. Proof of Theorem 2.6
Proof of part (a) of Theorem 2.6. For every positive integer n, the periodic sequence (ηi) :=
(1n0n)∞ satisfies the conditions of Theorem 2.6, but not those of Theorem 2.4, so that they
correspond to infinitely many elements of V \ U .
On the other hand, since the quasi-greedy q-expansions for q ∈ V \ U are periodic (because
we must have equality for some k  1 in (2.5) and hence also in (2.3) for the double of this
index), and since there are only countably many periodic sequences (of integers), the set V \ U
is countable.
We show the closedness of V by proving that its complementer is open. Suppose that q /∈ V .
We distinguish between two cases:
First, assume that (γi) = (ηi). Choose m such that
ηk+1 · · ·ηk+m > η1 · · ·ηm.
Using Lemma 3.2 choose a greedy sequence (bi) > (γi) starting with
γ1 · · ·γk+m = η1 · · ·ηk+m.
It is the greedy expansion (of 1) for some qb > q . If q  qa  qb , then the quasi-greedy expansion
for qa also starts with η1 · · ·ηk+m. Hence,
[q, qb] ∩ V = ∅.
According to Lemma 3.1 the greedy sequence η1 · · ·ηk+m0∞ is the greedy expansion for some
qc < q . The quasi-greedy expansion for a number q ′ in (qc, q] starts with η1 · · ·ηk+m and hence
(qc, q] ∩ V = ∅.
Next assume that (γi) 
= (ηi). Then
(γi) = γ1 · · ·γn0∞
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(bi) > (γi) starting with γ1 · · ·γn0m. It is the greedy sequence of a number qb > q . Then the
quasi-greedy expansion (di) of an element q < qd  qb starts with γ1 · · ·γn0m. Hence,
dn+1 · · ·dn+m = γm1 > γ1 · · ·γm = d1 · · ·dm.
Thus
(q, qb] ∩ V = ∅.
On the other hand, η1 · · ·ηk+m0∞ is the greedy expansion for some q ′ < q and hence
(q ′, q] ∩ V = ∅.
To complete the proof, it suffices to show that if (ηi) is the quasi-greedy expansion for some
number q ∈ U , then there exists a sequence of numbers qm ∈ V \ U , converging to q . For this
let us choose an increasing sequence of integers satisfying the conditions of Lemma 4.1 and
consider the sequence
(αi) := (η1 · · ·ηmη1 · · ·ηm)∞
for each such m. Since (αi) begins with η1 · · ·ηm and since m → ∞, it remains to verify that
αk+1αk+2 · · · α1α2 · · · (6.1)
and
αk+1αk+2 · · · α1α2 · · · (6.2)
for all k  0. Since (6.1) for k + m is equivalent to (6.2) for k and (6.2) for k + m is equivalent
to (6.1) for k, it suffices to verify (6.1) and (6.2) for 0 k < m.
Relation (6.2) follows at once from the choice of m by Lemma 4.1 because
αk+1 · · ·αm = ηk+1 · · ·ηm < η1 · · ·ηm−k = α1 · · ·αm−k.
Relation (6.1) for k = 0 is obvious. If 0 < k < m, then
ηk+1 · · ·ηm  η1 · · ·ηm−k.
Furthermore, thanks to the choice of m we also have
ηm−k+1 · · ·ηm < η1 · · ·ηk,
which is equivalent to
η1 · · ·ηk < ηm−k+1 · · ·ηm.
Consequently, we have
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 η1 · · ·ηm−kη1 · · ·ηk
< η1 · · ·ηm−kηm−k+1 · · ·ηm
= α1 · · ·αm,
and (6.1) follows again. 
Proof of part (b) of Theorem 2.6. The discreteness of V \ U was already established in
Lemma 3.5.
It follows from Theorem 2.1 and Lemma 3.1 that the sequence (qN) is strictly increasing.
Furthermore, qN → q ′ by the definition of the Thue–Morse sequence. Hence qN < q ′ for all N .
First we prove that every qN belongs to V . We have to verify that putting s = τ1 · · · τ2N−1
the sequence (ηi) = (ss)∞ satisfies (2.3) and (2.5). Since τ1 · · · τ2N 0∞ is a greedy sequence by
Lemma 3.1, the sequence (ηi) = (ss)∞, which is the corresponding quasi-greedy expansion, sat-
isfies (2.3). We conclude by observing that (2.5) for a given k is equivalent to (2.3) for k + 2N−1.
Conversely, we have to show that if q ∈ V and q < q ′, then q = qN for a suitable N . First of
all, we have η1 = 1 because q < 2. If η2 = 0, then applying (2.3) and (2.5) we obtain that (ηi)
cannot have neither two consecutive 1 digits, nor two consecutive 0 digits. Hence (ηi) = (10)∞
and therefore q = q1. Note that q1 = (1 +
√
5 )/2 is the Golden ratio.
It follows that q  q1 for all q ∈ V . Since qN → q ′, we will complete the proof by showing
that if q ∈ V and qN  q < qN+1 for some N , then in fact q = qN .
Indeed, if qN  q < qN+1, then (ηi) begins with ss, where s = τ1 · · · τ2N−1 . Applying
Lemma 3.4 it follows that (ηi) = (ss)∞, i.e., q = qN . 
For the proof of part (c) of Theorem 2.6 we generalize the notion of expansions. Given a real
number x, by a q-expansion of x we mean a sequence (ci) = c1c2 · · · satisfying
0 ci  [q] for all i, and
∞∑
i=1
ci
qi
= x.
For x = 1 this reduces to our earlier definition. In order to have an expansion, x obviously has to
belong to the interval [0,P ] with
P :=
∞∑
i=1
[q]
qi
= [q]
q − 1 .
For each fixed x ∈ [0,P ], the map (ci) → ([q] − ci) is clearly a strictly decreasing bijection
between the q-expansions of x and P − x.
Proof of part (c) of Theorem 2.6. It is easy to verify that all sequences mentioned in the theorem
are q-expansions (of x = 1). It remains to show that there are no others.
Note that η2n < η1 by the structure of periodic quasi-greedy expansions (see the remark pre-
ceding the statement of Theorem 2.3 and use the fact that q is not an integer and hence the period
is longer than one). Hence ηn = η2n > 0, so that η−n  0.
182 V. Komornik, P. Loreti / Journal of Number Theory 122 (2007) 157–183Putting s = η1 · · ·ηn and r = η1 · · ·ηn−1η−n for brevity, sr0∞ is the biggest q-expansion of
x = 1. It follows that r0∞ is the biggest q-expansion of x = P − 1 and therefore, since η1 = [q],
rη∞1 is the smallest q-expansion of x = 1. Finally, since sr0∞ is the biggest q-expansion of
x = 1, srη∞1 is the smallest q-expansion of x = P −1. Recapitulating, every q-expansion of (ci)
of x = 1 satisfies
rη∞1  (ci) sr0∞,
and every q-expansion of (di) of x = P − 1 satisfies
srη∞1  (di) r0∞.
Now let (ci) be an arbitrary expansion of x = 1. If (ci) 
= (ss)∞, then let N be the biggest
nonnegative integer such that (ci) begins with (ss)N . Then (c2nN+i ) is also a q-expansion of
x = 1, so that it is between rη∞1 and sr0∞. In particular, it begins with r or s. In the first case
we must have ci = η1 for all i > 2nN + n, for otherwise we would have∑ ciq−i < 1.
In the second case (c2nN+n+i ) is a q-expansion of x = P − 1, so that it is between srη∞1
and r0∞. In particular, it begins with s or r . The first possibility is excluded by the choice of N ,
so that it begins with r . Then we must have ci = 0 for all i > 2nN + 2n, for otherwise we would
have
∑
ciq
−i > 1. 
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