Abstract. We give results on the probability of absorption at zero of the diffusion process Xt with X 0 = K > 0 and non-Lipschitz diffusion coefficient
Introduction
We consider the value process X t described by the Constant Elasticity of Variance Model (CEV), introduced by Cox 1996 [3] , and used in Option Pricing Models (see, e.g., Delbaen and Shirakawa [5] , Lu and Hsu [16] , etc).
The CEV model is defined by the Itô equation with respect to Brownian motion B t and a positive initial condition X 0 = K > 0,
where µ, σ = 0 are arbitrary constants and γ ∈ [ . The paper consists in two part.
I: Probability of Ruin for CEV Model. II: Large Deviation Analysis (LDP) for CEV Model
In contrast to the Black-Scholes model (γ = 1), when X t is always positive, CEV process admits a ruin, that is, the time of ruin 2 τ 0 = inf{t : X t = 0} might be finite with positive probability, P(τ 0 ≤ T ) > 0 for any T > 0. The assumption γ < 1 enables us to find a rough lower bound for P(τ 0 ≤ T ). With K → ∞, this lower bound in the logarithmic scale resembles an estimate in LDP scale normed process x K t = Xt K with x K 0 = 1 and 2) being in a framework of Freidlin-Wentzell's diffusion model with "small" diffusion parameter σx γ K 1−γ and preserving the same time to ruin τ 0 . This fact gives us a hint to use LDP for an upper bound, in logarithmic scale. Unfortunately, the model (1.2) is outside known LDP assumptions (see and, e.g., Puhalskii [15] ), Donati-Martin et al. [6] , Chigansky-Liptser [4] , etc) due to γ < 1 and absorbtion at zero of the process x K t at time τ 0 . We show in Section 3 that Freidlin-Wentzell LDP result is preserved for CEV model too with the classical rate function J(u) = 2 dt, where θ(u) = inf{t : u t = 0}. Namely this novelty, for large K and small δ, implies
T which, surprisingly, can be computed explicitly. Moreover, the curve (u * t ) t∈[0,T ] can be interpreted as the "most likely path to ruin" in a sense that, together with (1.3),
for any curve (u t ) t∈[0,T ] with u 0 = 1 and θ(u) ≤ T . In other words, (u * t ) t∈[0,T ] a maximal likelihood estimate in the LDP scale. The case γ = 1 2 was studied by authors in [10] , for similar ideas see also Rouault [18] .
2. Probability of ruin for CEV model 2.1. Lower bound for P(τ 0 ≤ T ). In order to avoid cumbersome notation, the index "K" is omitted in P K . Henceforth, Φ denotes (0, 1)-Gaussian distribution and lim µ→0 Φ −
Proof. Set τ ǫ = inf{t : X t ≤ ǫ}. The Itô formula, applied to X
and, in turn, the following inclusion: 1 − e −2(1−γ)µT .
Lower bound for
1−e −2(1−γ)µT and by ξ the (0, 1)-Gaussian random variable. By of Theorem 2.1, P τ 0 ≤ T ≥ P ξ ≥ K 1−γ p . Now, use the classical lower bound for Gaussian distribution tail (see Feller [7] p. 175) for any a > 0:
Consider an ordinary differential equationu t = µu t + σu γ t w t subject to u 0 = 1, where w t can be treated as a "control action" such that u θ(u) = 0, where θ(u) = inf{t : u t = 0} ≤ T . From all functions w t 's, we chose one w * t :
The control action w * t can be readily found. Notice that
Cauchy-Schwarz's inequality, jointly with θ(u) ≤ T , provides the lower bound
.
The existence of w * t corresponding to θ(u * ) = T , is evident in view of the CauchySchwarz inequality becomes equality for w t being in proportion to e −µ(1−γ)t , that is,
and, in particular (see Lemma 2.1)
This result gives us a hint that
can be expected. Unfortunately, without the LDP the validity of (2.1) is hard to check. 
The set D is a closed in the uniform metric and
2.4.
Most likely path to ruin. The function u * t related to w * t is computed explicitly:
For this reason we nominate the function u * t as the likelihood estimate of x K t in the LDP scale. 
At a first glance, this model is in Freidlin-Wentzell's LDP framework or, at least in one of its generalization. It might be so, for example, if x γ replaced by f (x) -a continuous function with f (0) = 0 satisfying the Lipschitz property in vicinity of zero (see, e.g. [4] ). The case of x γ causes an absorbtion effect which requires a delicate effort to obtain LDP. Nevertheless, the Freidlin-Wentzell LDP remains valid with the speed rate ε 2 and the rate function:
∞, otherwise. The proof of this theorem can be done in a standard way (see, e.g. Theorems 1.3 and 3.1 from Liptser and Puhalskii [11] ) by checking the exponential tightness (in the metric ̺ with the rate speed ε 2 ):
where ϑ is a stopping time relative to the filtration (F B t ) t≥0 with general conditions generated by the Brownian motion (B t ) t≥0 , and the local LDP fixed the rate function J(u):
Sketch of proofs of (3.2), (3.3).
A crucial role in proofs of (3.2), (3.3) and others plays an estimate for continuous martingales. Let M t be a continuous local martingale, M 0 = 0, with predictable variation process M t . Then for any η > 0, L > 0, and any measurable set A (see, Liptser and Spokoiny [13] ), 
Proof of (3.3). Set
3.2. Proof of (3.4) . Cases u 0 = x 0 and du t ≪ dt for which J(u) = −∞ follow standard verifications and are omitted. Proof. Let β β β be a positive number and set λ(t) =u 
and write 1 ≥ Ez T ≥ Ez T I {A δ } ≥ z * P A δ , where z * is a deterministic lower bound of z T on A δ . If z * exists and is positive, then P A δ ≤ 1 z * . In order to find z * , it is convenient to use
where
dt and
I 1 is the main term in the right hand side of (3.6). Others I i , i = 2, 3, 4 might be evaluated on the set A δ as follow. Henceforth, r is a generic positive constant independent of ε. Evidently,
γ , x > 0 is Hölder continuous function, with parameter γ, and
γ and, so that,
Ifü ẗ u ẗ u t doesn't exists, let us choose a sequence {(u 
, where
A novelty of the next step is upper bounds of |I 
γ . Now, repeating computations similar to (3.8), we find that for (δ + l n ) < 1,
(3.4) lower bound proof.
It is nothing to prove for u 0 = x 0 , du t ≪ dt and 
Choose δ ≤ u * 2 and introduce a stopping time ϑ δ = inf t :
* to have. These preparations make it possible to apply the traditional approach of a probability measure change. Introduce a continuous martingale
Hence, the process z t = e Ut− 1 2 U t is the martingale, Ez T = 1. Define a new probability measureP on (Ω, F B T ) by letting dP = z T dP. Since z T > 0, P-a.s. the measuresP and P are equivalent, i.e. P A = A z −1 T dP for any A ∈ F B T . In particular, for A δ defined in (3.7), εσ(x ε s ) γ ds is Brownian motion underP. Further, in view of (P-a.s.)
one holds (P-a.s.) Later on, taking into account that |Υ| = o(δ) on A δ , the following lower bound holds: 
