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Recent empirical work on
plant-level employment dy-
namics, described in Davis,
Haltiwanger, and Schuh
(DHS, 1996), represents a
challenge to conventional ways of thinking
about business cycles. The plant-level data
provide concrete evidence against the broad
applicability of the representative agent con-
struct. Moreover, the behavior of the macro
aggregates based on the plant-level data seem
hard to reconcile with predictions of the mod-
els that dominate the literature on business
cycles, which are based on the representative
agent paradigm.
Although DHS present evidence at the
micro and aggregate levels, most of the litera-
ture that has developed in response has focused
on the aggregate-level evidence. Two of the
aggregate variables that have attracted the most
attention are the rates of job creation, that is,
positive plant-level employment growth, and
job destruction, that is, negative plant-level job
growth. DHS find that the variance of job
destruction in the U.S. manufacturing sector is
greater than the variance of job creation and
that these variables are negatively correlated
(albeit imperfectly).
A variety of models have been developed
to explain the above observations, which are
difficult to reconcile with standard representa-
tive-agent models of the business cycle. Exam-
ples include Caballero (1992), Caballero and
Hammour (1994), Foote (1995), and Morten-
son and Pissarides (1994). While this work has
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provided important insights into business cycles,
for the most part it does not simultaneously
account for the significant heterogeneity in the
intensity of job growth at the plant level docu-
mented in DHS. Thus, it does not bring us any
closer to establishing a direct connection between
detail at the micro level and the behavior of
important macro aggregates.
In Campbell and Fisher (1996), we present
a model that has the potential of accounting for
both the aggregate and the cross-sectional
evidence. We believe that knowledge of the
microeconomic decision rules suggested by the
plant-level employment data enhances our
understanding of the aggregate evidence. A
significant feature of the plant-level employ-
ment data is that large numbers of plants do
not change employment over a quarter or even
a year, and there is considerable heterogeneity
among plants that do change, with changes
occurring over a fairly broad range. These
results suggest a microeconomic interpretation:
that plants face idiosyncratic uncertainty and
employment adjustment costs which are non-
differentiable at the point of zero change. This
structure captures the qualitative features of the
cross-sectional evidence. Moreover, we find
that the same friction that underlies the adjust-
ment cost formulation may imply that averageECONOMIC PERSPECTIVES 20
job destruction by plants that
reduce employment is more vari-
able than average job creation by
plants that increase employment.
This helps us account for the
aggregate evidence on employ-
ment flows. That is, we are able
to establish a direct connection
between micro and aggregate
fluctuations.
In this article, we review our
work in Campbell and Fisher
(1996). We describe the evidence
in DHS that has generated the
recent theoretical interest, discuss
the reasons this evidence repre-
sents a challenge to standard
models, and briefly outline the
recent theoretical responses to this
challenge. We develop a bench-
mark model that captures key
features of standard business
cycle theory, which we use to
demonstrate the difficulties stan-
dard models have in accounting
for the DHS evidence. We then
use a model based on Caballero
(1992) to demonstrate the main
mechanism at work in our model.
Implications of evidence on
job flows for business cycle
analysis
The evidence presented in
DHS is based on the Longitudinal
Research Database compiled by
the U.S. Bureau of the Census.
This database contains detailed
quarterly and annual plant-level employment
data for the U.S. manufacturing sector from
1972 to 1988. First, we describe the evidence
on job flows at the plant level. Second, we
describe various aggregate variables which
are based on the plant-level data.1 Finally, we
discuss how some of this evidence represents
a challenge to conventional ways of modeling
business cycles and review leading theoretical
responses to this challenge.
Evidence on plant-level heterogeneity
in job growth
Figure 1 displays two snapshots of em-
ployment growth for the U.S. manufacturing
sector. DHS measure date t employment
growth at the plant level as the change in em-
ployment between date t–1 and date t divided
by the average of date t and t–1 employment.
Formally,
employment growth at plant i = 
  (ni,t – ni,t–1)   
,
         (ni,t + ni,t–1) /2
where ni,t denotes the level of employment at
plant i at date t. Both panels in the figure dis-
play cross-sectional histograms of employment
growth, where individual plant-level employ-
ment growth rates are weighted by the plant’s
share of total employment. Hence, the height
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Plant-level employment growth-rate distributions:
1978 and 1982
Notes: (p90–p50) is the 90th percentile minus the 50th employment percentile.
(p50–p10) is the 50th percentile minus the 10th employment percentile. The
growth-rate distributions show the number of occurrences of each observed
employment rate weighted by each plant’s employment. The bars thus indicate
the share of employment associated with each rate. In this figure, the growth
rate, g, is measured as the change in employment divided by the average of
current and lagged employment. (See technical appendix in source publication.)
Source: Davis, Haltiwanger, and Schuh (1996)FEDERAL RESERVE BANK OF CHICAGO 21
accounted for by plants within the
growth rate interval on the horizon-
tal axis. The top panel shows the
employment-weighted cross-sec-
tional distribution of plant-level
employment growth rates for 1978,
an expansion year, and the bottom
panel shows the same for 1982, a
recession year.
As the histograms illustrate,
job creation and job destruction are
pervasive. Moreover, the scale of
employment changes at the plant
level displays considerable hetero-
geneity. Further, as we would ex-
pect, changing from an expansion
to a recession involves a drop in the
mean of the job-growth distribu-
tion (see panel inset). Notice that
the recession distribution appears
more skewed to the left (toward
destruction) than seems warranted by a
change in the mean of the distribution alone.
Indeed, the variance of the distribution in-
creases in a recession relative to a boom.
Finally, both panels show that a large fraction
of employment is at plants that do not change
employment or change employment by a very
small amount.2
Evidence on aggregate job flows
Figure 2 plots quarterly data for aggregate
job creation, job destruction, job reallocation,
and net job growth or the difference between
job creation and destruction from the fourth
quarter of 1972 through the fourth quarter of
1988. Due to the non-stationarity in the levels
of these variables, the data plotted are rates and
not levels. DHS define the aggregate rate of
job creation at date t as total job creation be-
tween dates t–1 and t divided by the average of
current and lagged aggregate employment:
aggregate rate of job creation at
date t = 
S{  i:n  i,t > n  i,t–1} (ni,t – ni,t–1) 
.
                   
(nt + nt–1)/2
Here, nt denotes aggregate employment at
date t. Similarly, the aggregate rate of job
destruction at date t is defined as total job
destruction between date t–1 and t divided by
the average of current and lagged aggregate
employment:
aggregate rate of job destruction at
date t = 
S{  i:n  i,t < n  i,t–1} (ni,t – ni,t–1)  
.
                    
 (nt + nt–1)/2
According to figure 2, job destruction is
clearly more variable than job creation. Destruc-
tion in particular tends to rise sharply around
times of recessions (shaded areas in figure).
Although there is some negative covariation
between job creation and destruction, it is not
perfect. Job destruction seems to be quite
cyclical, while job creation seems virtually
acyclical. Finally, both reallocation and net
job growth appear quite cyclical, moving in
opposite directions over the business cycle.
Another way of looking at time series data
is to examine summary statistics derived from
the data. Various statistics summarizing the
cyclical characteristics of the aggregate vari-
ables plotted in figure 2 are displayed in table
1, with standard errors in parentheses.3 These
confirm our main impressions from figure 2.
Note that the variance of job creation is less
than one-third that of job destruction, and the
difference is significant at the 1 percent level.
Note also that creation and destruction are
significantly negatively correlated, but the
absolute value of the correlation is significantly
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Note: Shaded areas indicate recessions.
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data is that reallocation and net job growth
display a significant negative correlation. This
evidence of  “countercyclical job reallocation”
has been the focus of a lot of theoretical atten-
tion. (However, it is logically indistinct from
the observation that destruction is more vari-
able than creation. This follows from the defi-
nitions of job reallocation and net job growth
and the definition of a covariance.)
Challenging the conventional view4
The evidence presented above represents a
challenge to conventional approaches to mod-
eling business cycles. Of particular relevance
are the following observations: 1) plant-level
job creation and destruction display consider-
able heterogeneity (including many plants that
do not change employment for extended periods)
and are ongoing phenomena that occur at all
stages of the business cycles; 2) the variance
of the cross-sectional employment growth
distribution rises in a recession; 3) aggregate
job destruction is more variable than aggregate
job creation (or aggregate job reallocation is
countercyclical); and 4) aggregate job creation
and job destruction are negatively correlated,
albeit imperfectly.
Standard business cycle models are built
around three main tenets: representative agents,
symmetric aggregate shocks, and frictionless
markets. Aggregate variables are considered to
be determined by the optimal decisionmaking
of a representative household and a representa-
tive firm, each subject to random disturbances.
These agents are assumed to interact in com-
petitive goods and factor markets. The repre-
sentative agent assumption is valid in these
models because all households and firms behave
identically. The random disturbances are shocks
that disturb the economy as a whole. Examples
used in recent business cycle studies include
government spending shocks, technology shocks,
monetary policy shocks, or shocks to marginal
tax rates.
Standard models with these features have
difficulty with the evidence summarized in the
four observations above. First, standard models
do not exhibit any heterogeneity at the plant
level. All firms are identical and behave exactly
as the representative firm. When employment
at the representative firm changes, it changes
by the same amount at all firms. Thus these
models are unable, at first glance at least, to
account for the heterogeneity observation.
Second, since creation and destruction are not
pervasive at the plant level in these models,
they cannot account for the variance of the
cross-sectional employment growth distribu-
tion in recessions compared with periods of
economic growth. Third, with symmetric aggre-
gate shocks, aggregate job creation and aggre-
gate job destruction at the representative firm
occur with similar frequency and magnitude.
Therefore, aggregate job creation and destruc-
tion are equally variable, which contradicts the
third observation above. Finally, because all
firms act identically, when these models display
aggregate job creation, aggregate job destruc-
tion must be zero and vice versa. Given the
assumption of symmetric aggregate shocks,
it follows that aggregate job creation and
destruction are perfectly negatively correlated
in these models, so they fail to account for the
evidence of imperfect negative correlation.
Recent responses to the challenge
As mentioned earlier, most of the literature
has focused on the aggregate-level evidence, in
particular the evidence of greater variability in
aggregate job destruction relative to aggregate
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previous section). We have taken the response
a step further by attempting to make a direct
connection between the micro- and aggregate-
level evidence. Our work shows that the same
friction that can help account for the plant-level
data also helps to account for the evidence on
aggregate job flows. To clarify these points,
we briefly summarize the recent literature.
In the model developed by Caballero and
Hammour (1994), aggregate disturbances influ-
ence the incentives to create and destroy plants.
These disturbances affect the rate at which new
vintages of capital render older vintages obso-
lete and so determine the rates at which plants
are created and destroyed. Since it is assumed
that a fixed number of workers is used to oper-
ate a plant, variation in the numbers of plants
being shut down or coming on line translates
directly into numbers of jobs destroyed or
created. Caballero and Hammour account for
the relative variability of creation and destruc-
tion by introducing a friction into the process
of plant creation. In particular, they assume
that costs of plant creation are increasing in
aggregate creation activity, but that destruction
costs are not.
Mortensen and Pissarides (1994) develop
a model in which the key departure from the
conventional model is that the labor market is
no longer frictionless. In their model, produc-
tion takes place at plants in which one worker
operates one unit of capital. Workers are
matched with plants and sometimes these
matches are broken, in which case it takes time
for new job–worker matches to be formed.
Measured variation in employment occurs as
the number of plants matched with a worker
varies over time. If a match is broken, a job is
said to be destroyed; if a match is formed, a job
is created. Variation in the number of new job–
worker matches or new job–worker separations
translates directly into measures of aggregate
creation and destruction. In this model, periods
of low aggregate productivity are also periods
in which the opportunity costs of reallocating
workers are low. Hence, reallocation activity
tends to be high in recessions relative to booms
and, therefore, destruction is more variable
than creation.
Caballero (1992) studies a model of lumpy
employment adjustment. Fixed costs of adjust-
ment prevent employment from being always at
its frictionless optimum level, as in conventional
models. If employment falls below a threshold
relative to the frictionless optimum, the plant
increases employment by a fixed amount; if
employment exceeds some threshold relative to
the frictionless optimum, the plant reduces
employment by a fixed amount. Aggregate
disturbances influence the distribution of plants
relative to their frictionless optimum levels,
leading to variablitity in aggregate creation and
destruction. Caballero demonstrates that if the
aggregate disturbances are symmetric, move-
ments in the numbers of creators and destroyers
are such that the variance of creation equals the
variance of destruction, regardless of the
amounts created and destroyed by individual
plants. If, on the other hand, the aggregate
shocks are assumed to be asymmetric, the au-
thor shows that it is possible to reproduce the
excess variability of destruction found in DHS.
In particular, if bad shocks are more severe but
occur less frequently than good shocks, there is
a tendency for the variance of the number of
job destroyers to exceed the variance of the
number of job creators.
Foote (1995) presents another explanation
for the empirical evidence that builds on the
same basic structure studied by Caballero (1992).
This analysis also focuses on generating move-
ments in the numbers of job creators and job
destroyers, holding fixed the amounts created
and destroyed by individual plants. The mecha-
nism emphasized by Foote involves the trend
downward in average plant size in the U.S.
manufacturing sector over the sample period
studied by DHS. The downward trend is mod-
eled in terms of a trend downward in the fric-
tionless level of employment at the plant level.
This tends to lead to the bunching of plants
near their job destruction thresholds, which
means that bad aggregate shocks have a larger
impact on job destruction than good shocks
have on job creation. The net result is higher
variation in job destruction than in job creation,
driven entirely by variation in the numbers of
job creators and job destroyers.
Although the above models achieve some
success in providing a theoretical grounding
for the DHS evidence on aggregate employ-
ment flows, they leave the plant-level evidence
largely unexplained. In these models, there is
no heterogeneity in creation and destruction at
the plant level, and the amounts created and
destroyed at the plant level are invariant overECONOMIC PERSPECTIVES 24
the business cycle. All variation in aggregate
creation and destruction is derived from model
features that influence the numbers of plants
creating and destroying. Our contribution is
to show how the same friction that helps to
account for the plant-level evidence may also
imply variation in the amounts created and
destroyed at the plant level, which in turn
may account for the evidence on aggregate
job flows.
In our model, plants are subject to idiosyn-
cratic technology shocks and we assume that it
is costly to adjust employment at the plant
level, with these costs being nondifferentiable
at the point of zero adjustment. In the follow-
ing two sections, we illustrate the potential of
these model elements to simultaneously ac-
count for the micro and aggregate evidence.
Below, we present a benchmark macro model
without employment adjustment costs, but with
idiosyncratic uncertainty at the plant level.
This illustrates how minor modifications to a
standard model can help it account for some of
the plant-level evidence. However, without
employment adjustment costs, this model still
has difficulties with the evidence presented by
DHS. Next, we use Caballero’s (1992) model
of employment adjustment to demonstrate the
basic mechanism driving the findings for aggre-
gate job flows in our work.
Benchmark business cycle model
Our benchmark business model includes
the three main elements of standard models
described earlier: representative agents, sym-
metric aggregate shocks, and frictionless
markets. The model departs from standard
models in that it incorporates idiosyncratic
technology shocks. However, it incorporates
these shocks in a way that retains the validity
of the representative agent assumption for
aggregate analysis. Our purpose is to develop
a concrete example to illustrate the extent of
the failure of this class of models with respect
to the DHS evidence.
Consider an economy composed of a single
infinitely lived household and a continuum
(very large number) of productive establishments
called plants, which interact in competitive
goods and labor markets in order to maximize
utility and profits, respectively. To connect with
the plant-level evidence on job creation and
destruction, we assume that plants are subject
to plant-specific random technology shocks,
but otherwise are identical. These shocks in-
clude a common aggregate component; we
make assumptions so that the behavior of the
plants when considered in the aggregate corre-
sponds to that of a stand-in representative plant
that faces the common aggregate shock alone.
The representative household chooses
consumption and work effort to maximize the
present discounted value of utility subject to a
budget constraint. Its decision problem is:
max  E0 S    
¥
   bt log (ht  – ng
t /g)
     
              
                t = 0
subject to h  t £ w  tn  t + ò0
1
 pi,tdi, t = 0,1,2,....
Here E0 is the mathematical expectations
operator conditional on information at date 0;
ht and nt denote the date t consumption of the
household and date t labor supply, respectively;
0 < b < 1 is the household’s subjective time
discount factor; g >1 is an exogenous parameter
governing the elasticity of labor supply; and wt
is the wage rate in consumption units. In addi-
tion, pi,t denotes time t profits of firm i 0 [0,1],
also in consumption units, which the household
receives by virtue of its ownership of plants.
Hence, the last term on the right hand side of
the budget constraint is the sum of profits at
all plants.
Household optimization yields a first order
condition relating labor supply to the wage at
each date t. This can be rearranged to arrive at
the following labor supply schedule for the
household:
1) ns
t = w 
1 g–1
  t     º S(wt).
Since there is only one household, this equa-
tion also determines the economy-wide labor
supply schedule, summarized by S (.).
Plant i 0 [0,1] produces output, yi,t, for sale
in the goods market using the technology yi,t =
qi,t  1-a na
i,t. Here 0 < a  < 1 and qi,t is the time t
random technology disturbance for firm i. The
random technology disturbance has the form
qi,t = hi,t + qt.
Here hi,t is an idiosyncratic shock that follows
a stationary stochastic process with support
[–h, h], h > 0, and qt > h, "t ³ 0, is an aggregate
disturbance that is common to all plants, which
{h  t , n t}
¥
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follows a stationary stochastic process. Two
assumptions guarantee the existence of a stand-
in representative plant: 1) qt is independent
of hi,t for each i, and 2) Ethi,t = 0, that is, the
idiosyncratic terms sum to zero at each date t.
The manager of the plant is assumed to
maximize profits on a period-by-period basis,
so its optimization problem is
2) max pi,t = qi,t
1–a ni,t
a – wtni,t.
Optimization at plant i yields a first order
condition for labor demand which must hold at
each date t. Solving this for ni,t, we have the
labor demand schedule for the ith plant,
3) nd
i,t = qi,t [
a  wt] 
1
1-a.
Adding over all plants and making use of
assumptions 1 and 2 above, we have the aggre-
gate labor demand schedule
4) nd
t = qt [
a  wt] 
1
1-a º D (wt;qt).
A competitive equilibrium in this model
consists of a sequence of wages {wt} and quan-
tities {ht, nt
s, (ni,t
d : i 0 [0,1])} such that 1) given
the wages, {ht, nt
s} solve the household’s prob-
lem, and for each i, {ni,t
d } solves plant i’s prob-
lem, and 2) at these quantities, the goods market
clears ht = ò0
1yi,tdi and the labor market clears
nt
s = nt
d at each date t.
The equilibrium quantities and wage rate
at each date t are found as follows. First, substi-
tuting for nt
d using equation 4 and for ns
t  using
equation 1 in the labor market clearing condi-
tion and solving for wt, we find the equilibrium
wage rate at date t:
5) wt = (aqt
1–a)
g–1
This says that the wage rate is increasing
in the aggregate technology shock due to the
assumptions made above on the magnitudes of g
and a. Using equation 5 to substitute for the
wage in equation 4, we can find equilibrium
aggregate labor input:
6) nt = Aqt 
1–a
where A = a1/(g–a). We follow convention and
interpret labor input as employment.5 Then, equa-
tion 6 indicates that equilibrium employment is
also an increasing function of the aggregate
technology shock. Notice also that since the
number of plants sums to unity, total employ-
ment corresponds to average employment
across plants. Equilibrium employment at plant
i is found similarly using equation 3:




  + Aqt 
1–a
8) = Ahi,tqt 
1–g
   + nt .
This indicates that in equilibrium, employ-
ment at firms is heterogeneous and varies about
average labor input. Equilibrium consumption
























The first line of this derivation is just the
goods market clearing condition and the second
line follows after substituting for ni,t using
equation 7 and rearranging the resulting expres-
sion using the definition of qi,t and equation 6.
We arrive at the third line by using assumption
1 and the last line follows from assumption 2.
Note that the detail of firm-level heteroge-
neity in the model is unnecessary if we are
only interested in aggregate consumption and
employment. First, we could have derived
equation 4 by considering the problem of a
representative plant identical to that in equa-
tion 2, with qi,t replaced by qt. Second, equation
6 would be the correct equilibrium labor input
in such a model. Third, equation 9 would con-
tinue to hold in this model. Thus, in terms of
its predictions for aggregate consumption and
employment, this model is identical to a model
involving a representative plant facing only an
aggregate technology shock.
Job creation and destruction in the
benchmark model
To analyze the model’s implications for
creation and destruction, we discuss a steady-
state scenario in which the aggregate distur-






in the labor market for this case; we assume q  t
= q
–
, " t. Equilibrium employment is given by
the intersection of the labor demand and supply
schedules at employment n* and wage rate w*.
This diagram is useful for studying the model’s
implications for aggregate employment. How-
ever, the job creation and destruction data
involve counting employment changes at the
plant level. To investigate our model’s implica-
tion for creation and destruction, therefore, we
must study the model’s implications for plant-
level employment.
Figure 4 shows the distribution of employ-
ment across plants for the constant aggregate
shock case. We assume that the idiosyncratic
shocks are independently and identically distrib-
uted according to a truncated normal distribution,
with the truncation points determined by the
bounds for the idiosyncratic shocks stated
above. Employment at the plant level is dis-
tributed according to the density f (.), which
has mean n* and lower and upper bounds n –
and n –, respectively.6
In the current example, individual plants
receive a new idiosyncratic shock each period,
so employment is always changing at the plant
level. For example, a plant at a given level of
employment in figure 2, say na, at date t–1 is
subject to a new idiosyncratic disturbance at
date t. The realization of this disturbance could
be higher or lower than the level underlying na.
A higher realization of technology might
involve the plant in question choosing nb > na
and a lower realization might involve the plant
choosing nc < na  . In the former case nb – na jobs
are created and in the latter case na – nc jobs are
destroyed. There are many similar plants, all of
which get different realizations of the idiosyn-
cratic technology disturbance.
To connect this model with the DHS evi-
dence, we need to investigate measures of
aggregate job creation and destruction. Follow-
ing DHS, aggregate job creation at date t is the
sum of all jobs created at plants that increase
employment between dates t and t–1:
   total job creation = S    (ni,t – ni,t–1).
                                    {i:n
i,t > n
i,t–1}
Similarly, aggregate job destruction at date t
is the sum of all jobs destroyed at plants that
decrease employment between dates t and t–1:
   total job destruction = S   (ni,t–1 – ni,t).
                    {i:ni,t < ni,t–1}
Let Nc and Nd denote the total number of
plants that create and destroy at each date, re-
spectively. Also, let c and d denote the average
amount that each job-creating plant creates and
each job-destroying plant destroys at each date,
respectively. Since aggregate employment, n*,
is constant in a steady state, aggregate job cre-
ation and destruction must be equal at every
date, Ncc = Ndd. Furthermore, due to the sym-
metry in the distribution of idiosyncratic dis-
turbances and the fact that all plants will either
create or destroy, we have Nc = Nd = 1/2, and
therefore, c = d. We use a > 0 to denote the
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To address the DHS evidence on aggregate
job creation and destruction, we need to modi-
fy the current model specification to allow the
aggregate technology shock to vary. To keep it
simple, suppose that the aggregate shock can
take on only two values, qg > qb, where g is
good and b is bad. Figure 5 depicts equilibrium
in the labor market for the two possible tech-
nology shocks. When qt = qg, employment is
ng and the wage rate is wg; when qt = qb, em-
ployment is nb and the wage rate is wb. A given
sequence of qt determines the dynamics of
aggregate employment as the labor demand
schedule shifts up and down the labor supply
schedule.
Figure 6 displays the distribution of em-
ployment across plants for the two possibilities
of the aggregate shock. We make the same
distributional assumption for the idiosyncratic
shocks as in the steady state analysis above.
We assume the distribution is constant over
time and, in particular, that it does not depend
on the realization of the aggregate technology
disturbance. When qt = qg, employment is
distributed according to the density fg(.), which
has mean ng, and lower and upper bounds n –
g
and n –g, respectively. Similarly, when qt = qb,
employment is distributed according to the
density fb(.) which has mean nb and lower and
upper bounds n –
b and n –b, respectively.7 The fact
that the two densities overlap (shaded region in
the figure) shows that the variance of the aggre-
gate shock is small relative to the variance of
the idiosyncratic shock.
We can use figure 6 to study the model’s
business cycle implications for job creation
and destruction. If the aggregate shock at date t
is the same as at date t–1, the cross-sectional
pattern of creation and destruction is the same
as for the steady state example. This follows
because the pattern is determined by the loca-
tion of lagged plant-level employment relative
to the optimal current level. With the distribu-
tion of idiosyncratic shocks being time invari-
ant, the distribution of plants’ lagged employ-
ment relative to their optimal current levels
must be the same each period. The implication
of this observation is that when the aggregate
shock remains the same as its lagged value,
Nt
c = Nt
d = 1/2 and ct = dt = a, as in the steady
state case.
Next, observe that changes in creation
and destruction at the aggregate level only
occur when the aggregate level of technology
changes. Suppose that the aggregate shock
changes from qb at date t–1 to qg at date t. Aggre-
gate job creation must necessari-
ly increase since the employment
distribution shifts to the right and
average employment rises (see
figure 6.) This change is accom-
plished by an increase in the num-
ber of plants creating jobs, to
Nt
c = 1/2 + d, where 0 < d < 1/2,
and an increase in the average
amount each job-creating plant
creates, to ct = a + Dq, Dq = qg –
qb. The chances of getting a higher
realization of technology at a
given plant at date t than at date
t–1 have increased, so in the aggre-
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creating jobs. Furthermore, the increase in the
mean of the disturbances influencing plant
employment implies the level to which a typical
job creator creates must also increase.
Conversely, aggregate job destruction
must fall at date t compared to date t–1. This is
a result of both a fall in the number of plants
destroying and a fall in the average amount a
job-destroying plant destroys. Only the plants
that had employment in the interval (n –g, n –
b) at
date t–1 destroy jobs at date t, whereas at date
t–1 any plant with employment in the interval
(n –b, n –
b) at date t–2 is a candidate for job de-
struction. It follows that the number of plants
that could possibly destroy jobs at date t is
given by the shaded area in figure 6, and the
number of plants that could possibly destroy
jobs at date t–1 is given by the area under fb(.).
Since the former is smaller than the latter, the
number of job-destroying plants must fall at
date t compared to date t–1. Moreover, since
the shaded region has smaller support than for
the fb(.) density as a whole, the typical amount
destroyed by a job-destroying plant when the
aggregate shock switches from qb to qg must
also fall. Due to the symmetry in the model,
we have Nt
d = 1/2 – d and dt = a – Dq.
Clearly, the impact of an increase in ag-
gregate technology on job creation and de-
struction is reversed when there is a decrease in
aggregate technology. In this case, the numbers
of job creators and destroyers are Nt
c = 1/2 – d
and Nt
d = 1/2 + d, respectively, and the average
amounts created and destroyed are ct = a – Dq
and dt = a + Dq, respectively. This leads us to
conclude that the model predicts that aggregate
job creation and destruction are equally variable
and perfectly negatively correlated, contradict-
ing our earlier observations based on DHS.
However, the model achieves some success
at replicating evidence on the cross-sectional
distribution of employment growth. As in DHS,
plant-level job creation and destruction are
pervasive, display considerable heterogeneity,
and occur in booms and recessions (although
all plants change employment every period in
this model). In addition, changing from an
expansion to a recession involves an increase
in the variance of employment growth, consis-
tent with DHS. Of course, if the aggregate shock
equals qb for several periods, the variance of
employment growth will be the same as it would
be if the aggregate shock equaled qg for several
periods, so the success here is limited.
Several authors have interpreted the change
in this variance over the business cycle as
evidence of a prominent business cycle role for
idiosyncratic disturbances. While this may be
the case, it may still be possible to abstract from
such disturbances when considering business
cycles. If the variance of the idiosyncratic
disturbances is countercyclical but the symmetry
in the distribution of idiosyncratic shocks is
retained, the analysis of aggregate consumption
and employment developed above may still
apply. In this case, it would be legitimate to
abstract from the microeconomic detail when
considering aggregate employment fluctuations,
as is the practice in conventional approaches to
studying business cycles. One case in which it
would not be legitimate to abstract from the
microeconomic detail would be if labor market
search frictions impede the process of reallo-
cating workers across plants.8
The above discussion suggests that by
introducing idiosyncratic uncertainty into an
otherwise standard business cycle model, it is
possible to account for some of the qualitative
features of the cross-sectional distribution of
employment growth. Nevertheless, the bench-
mark model does have difficulty accounting
for the DHS evidence on aggregate job flows.
Moving the model closer to the data
The (moderate) success of the benchmark
model at accounting for the plant-level obser-
vations in DHS raises the possibility that, with
further modifications, the model might account
for the evidence on aggregate job flows without
dropping the main assumptions of standard
business cycle models. It is important to recog-
nize that simple changes to the stochastic struc-
ture of the benchmark will not change our main
qualitative findings with respect to aggregate
job flows. For example, introducing persistence
into either the idiosyncratic or aggregate tech-
nology implies small differences in the job flow
variances and a less than perfect negative job
flow correlation. However, the differences with
the observed magnitudes will remain stark.
Adding more aggregate shocks to the bench-
mark model will not have a substantive impact
on its predictions for aggregate job flows either.9
Finally, allowing the distribution of idiosyn-
cratic shocks to be asymmetric about their
mean has no impact on the main conclusion.
The assumptions underlying the failure of
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conventional views of the business cycle: rep-
resentative agents, symmetric aggregate shocks,
and frictionless markets. The validity of using
representative agents to model aggregate em-
ployment in the benchmark model relies on the
special assumptions we made for the idiosyn-
cratic shocks. If the idiosyncratic shocks are
correlated with the aggregate shocks in a par-
ticular way, it may be possible to move the
model closer to the data. However, this kind of
assumption would likely disallow a representa-
tive agent formulation for the model. The im-
portance of symmetric aggregate shocks is
highlighted, for example, by Caballero’s (1992)
findings. Caballero showed that if aggregate
shocks have a particular form of asymmetry, it
is possible to reproduce some of the aggregate
job flow evidence. The role of frictionless
markets is less obvious, but Mortensen and
Pissarides (1994) find that the implications of a
particular kind of friction in the labor market
may account for some of the evidence on ag-
gregate job flows.
We conclude that the three main elements
of the benchmark model, which are shared by
a broad class of models in macroeconomics,
contribute to its failures with respect to the
DHS evidence. This is why so much work has
been done introducing model elements that
deviate from the conventional to try to account
for the DHS evidence. As discussed earlier,
much of this work has focused on aggregate
job flows and has not attempted to make a
connection between this evidence and the cross-
sectional evidence. This may be justified to some
extent by the finding, described above, that
accounting for the cross-sectional evidence is
not necessarily a challenge to a model that
shares most of the features of standard models.
However, it remains possible that there is a
connection between the cross-sectional evidence
and the evidence on aggregate job flows. Mak-
ing this connection is one of the main contribu-
tions of our work.
Building on plant-level evidence to
explain aggregate job flows
The evidence on heterogeneity in plant-
level job growth, including the prevalence of
plant-level inactivity in employment adjustment,
helps to motivate our research. We examine a
model in which it is costly to change plant-level
employment, where the marginal costs of
changing employment are discontinuous at the
point of zero change. This implies that it is
sometimes optimal to keep employment constant,
even as the level of technology changes at the
plant level. We find that the same friction which
gives rise to the nondifferentiable costs of
employment adjustment may also account for
the evidence on aggregate employment flows.
In contrast to the models discussed earlier, the
employment-adjustment technology we study
implies variation in the average amounts creat-
ed and destroyed by employment-changing
plants. The connection between the micro and
aggregate evidence arises because the employ-
ment-adjustment technology, which helps ac-
count for the micro evidence, may also imply
that the average amount of job destruction by
job-destroying plants is more variable than the
average amount of job creation by job-creating
plants. This helps account for the evidence on
aggregate job flows.
Below, we describe a simple version of our
model based on Caballero’s (1992) model of
employment adjustment. We use this example
to illustrate the basic mechanism driving our
success at accounting for the DHS observations
on aggregate employment flows. Then we de-
scribe the economics underlying the mecha-
nism and discuss how our model may also
account for the plant-level evidence.
Caballero’s model of employment adjustment
Caballero’s (1992) mechanical model of
employment adjustment captures key features
of fully articulated economic models, in which
employment adjustment is infrequent and
lumpy.10 Consider an industry with a fixed
number of plants subject to idiosyncratic and,
possibly, aggregate disturbances. Let each indi-
vidual plant i have some desired or frictionless
level of employment at time t, n*
i,t. We can
imagine this frictionless level of employment
being determined as in the benchmark model.
The plant’s frictionless level of employment is




+1 with probability 1/2 
.
             –1 with probability 1/2
The realization of the increment to n*
i,t is
the idiosyncratic disturbance to plant i. Actual
employment at the plant level, ni,t , is not always
equal to the frictionless optimal level. Let di,t =
ni,t – n*
i,t denote the deviation of actual employ-
ment from its frictionless level.ECONOMIC PERSPECTIVES 30
The rule governing employment decisions
at the plant level, or the plant-level employment
policy, is specified exogenously as follows. An
employment action, which means a change in
actual employment at the plant, occurs when-
ever di,t will cross a threshold in the absence of
employment action. If, in the absence of em-
ployment action, di,t > D > 0, the plant reduces
employment to a level such that di,t does not
actually cross the threshold. Similarly, if, in the
absence of employment action, di,t < C < 0, the
plant increases employment to a level such that
di,t does not actually cross the threshold. If, in
the absence of employment action, D < di,t < C,
no employment action is taken by the plant.
Employment typically changes by an amount
that depends on 1) whether the change involves
job creation or job destruction; and 2) the real-
izations of aggregate shocks to the economy.
Here, we assume that the aggregate state of the
economy is constant, so employment changes
only depend on whether jobs are being created
or destroyed. We denote the amount employ-
ment changes at a job-creating plant by c and
at a job-destroying plant by d. This threshold
employment policy is a stylized version of what
would emerge if the plants in the benchmark
model were to face employment adjustment
costs that are nondifferentiable at the point of
zero change.
The following example shows the evolution
of employment at the plant level, assuming the
employment policy described in the previous
paragraph. We assume D = 1, C = –1, d = 2,
and c = 1. Then, according to the employment
policy, di,t can take on only three values: –1, 0,
and 1. Next, we describe the various possible
outcomes for di,t+1 and the probabilities of
these outcomes given the three possible date t
values for di,t.
Suppose di,t equals –1. According to equa-
tion 10, there is a probability equal to 1/2 that
the frictionless level of employment will in-
crease by 1 at date t + 1. In this case, if no
employment action is taken, di,t+1  < C. The
employment policy requires that employment
at the plant increases by c = 1. Therefore,
di,t + 1 = di,t + increment due to n*
i,t+1 + increment
due to employment policy
= –1 –1 + 1
= –1.
There is also a probability equal to 1/2 that
the frictionless employment level drops by 1.
In this case di,t = –1 + 1 + 0 = 0 since no em-
ployment action is taken.
Now suppose di,t = 0. In this case no employ-
ment action is taken, since neither of the possi-
ble changes in the frictionless employment level
leads to a threshold being crossed in the absence
of employment action. There are two possible
outcomes for di,t+1. With probability 1/2 n*
i,t+1
increases by 1, so that di,t+1 = 0 –1 + 0 = –1, and
with probability 1/2 n*
i,t+1 decreases by 1, in
which case di,t + 1 = 0 + 1 + 0 = 1.
Finally, suppose di,t = 1. There is a proba-
bility equal to 1/2 that the destruction threshold
will be crossed next period in the absence of
employment action. In this case, d = 2 jobs will
be destroyed, so that di,t + 1 = 1 + 1 – 2 = 0. There
is also a probability equal to 1/2 that the fric-
tionless employment level will increase by 1 at
date t + 1, in which case no employment adjust-
ment occurs and we have di,t = 1 – 1 + 0 = 0.
Hence, when di,t = 1, it follows that di,t + 1 = 0
with certainty.
To summarize this, we use a transition
equation for a vector that describes the fraction
of plants at each possible level of di,t. Let pt be
a 1 x 3 vector where the jth column indicates
the probability that for any plant i, di,t = j – 2.
With a large number of plants, these probabili-
ties equal the fraction of plants at each of the
three possible values for di,t. Below, we use the
notation pt(d) to denote the fraction of plants at
the state di,t = d. The evolution of the vector pt
depends on the plants’ employment policy and
is given by
11) pt+1 = ptP,
where
1/2 1/2 0
P = 1/2 0 1/2 .
010
The rows and columns of P represent
possible values for di,t and di,t + 1, respectively.
For example, the (3,2) position in this matrix
says that starting from di,t = 1, di,t + 1 = 0 with
probability 1. Equation 11 defines a Markov
chain on the vector of probabilities pt. It describes
how the fraction of plants at each possible level
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The matrix P satisfies the assumptions
required for pt to converge to a constant vec-
tor.11 That is, from any initial vector p0, whose
elements are non-negative and sum to unity,
iterating on equation 11 implies pt ® p* as
t ® ¥, where the elements of p* are non-nega-
tive and sum to unity. The vector p* is called
the vector of stationary probabilities, since it
has the property that
                      p* = p*P.
That is, given an initial vector p*, the
system is stationary in that the fraction of
plants at each possible level of  di,t will not
change. (The vector of stationary probabilities
for our example is p* = [2/5 2/5 1/5].) This
stationary situation is analogous to the steady
state discussed for the benchmark model, and
we have Ncc = Ndd, using the same notation as
before. In particular, while aggregate numbers
at each level of di,t do not change, employment
change at individual plants is an ongoing phe-
nomenon. Unlike the benchmark model, how-
ever, here in every period some plants neither
create nor destroy jobs. Thus, in qualitative
terms, this example seems to fit more closely
the cross-sectional distribution of employment
growth discussed in DHS.
To study variation in creation and destruc-
tion, we need to introduce some form of aggre-
gate uncertainty. We assume that the probabili-
ties governing the evolution of the frictionless
level of employment, n*
i,t, can take on two sets
of values. Specifically, in good times
ni,t
* = n*
i,t–1 +   {
+1 with probability lg
–1 with probability 1 – lg
and in bad times
ni,t
* = n*
i,t–1 +   {
+1 with probability lb         .
–1 with probability 1 – lb
We assume that good times and bad times
occur with probability 1/2 each and that
                  lg = (1 + D)/2,
                  lb = (1 – D)/2.
Notice that lg and lb equal the fraction of
plants whose frictionless employment increases
by 1 in good times and bad times, respectively.
Here, D represents the fraction of the total
uncertainty faced by an individual plant that is
due to aggregate uncertainty.
With this form of aggregate uncertainty,
the transition matrix of the Markov chain
described by equation 11 is no longer time
invariant. The transition matrix now takes on
two values, P g and P b, depending on the aggre-
gate state. Using the three-state example devel-
oped above we have
lg 1 – lg 0
Pg = lg 0 1 – lg
0 10
and
lb 1 – lb 0
Pb = lb 0      1 – lb   .
0 10
Now that the aggregate state may vary, we
must consider how the amounts changed by
individual job creators and destroyers may
vary with the aggregate state of the economy.
Caballero (among others) only considers cases
in which these values are held constant. How-
ever, we argue that there are good reasons to
expect variation in employment policies and that
the amounts changed by job destroyers may be
more variable than the amounts changed by job
creators. Next, we present examples that sum-
marize these two possibilities and discuss our
intuition that the variable employment policies
case may be a more plausible assumption.
Job creation and destruction with constant and
variable employment policies
To facilitate comparisons with Caballero’s
(1992) analysis, we borrow the basic structure
of our examples from his paper. Enlarging the
state space from the cases considered above,
we assume D = 7 and C = –7 so that di,t now
takes on values between –7 and 7. This reduces
the impact of state–space discreteness. We also
assume D = 0.30 so that lg = 0.65 and lb = 0.35.
The examples we consider share these features,
but differ in the assumptions we make on how
c and d depend on the aggregate state.
In the first set of examples, employment
policies are constant in the presence of aggregate
uncertainty, that is, c and d equal constants.
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and destruction at the plant level are symmet-
ric. Second, we consider c = 1 and d = 6, so
that destruction at the plant level is larger than
creation. Third, we consider c = 6 and d = 1,
so that creation at the plant level is larger than
destruction.
In the second set of examples, employment
policies are variable, so that c and d depend on
the aggregate state. We use the subscripts g and
b to denote the amounts created and destroyed
in good times and bad times, respectively. We
consider three separate cases to facilitate com-
parison with the first set of examples and to
explore the idea that the amounts destroyed at
job-destroying plants may be more variable than
the amounts created at job-creating plants. First,
we suppose cg = cb =1, dg = 1, and db = 2. Sec-
ond, we suppose cg = cb = 1, dg = 3, and db = 6.
Third, we suppose cg = cb = 6, dg = 1, and db = 2.
In all these examples, aggregate job creation
and destruction are measured as lt pt (–7) ct and
(1 – lt) pt (7)dt, respectively. Here, lt equals lg
in good times and lb in bad times. Also ct and
dt equal c and d, respectively, in the first three
cases. In the second three cases, ct = cg and dt =
dg in good times and ct = cb and dt = db in bad
times. The analysis below is based on statistics
involving these measures of creation and de-
struction based on 1,000 replications of sam-
ples of 200 periods each.
The implications of these parameteriza-
tions of the Caballero (1992) model for the
cyclical behavior of job creation and destruc-
tion are summarized in table 2. The first two
columns, reported in Caballero, show the vola-
tility of aggregate job creation and destruction.
The third column shows the correlation be-
tween creation and destruction. The first three
rows refer to the constant employment policy
cases and the second three rows refer to the
cases with variable employment policies.
In the constant policy cases, creation and
destruction are roughly equally variable, regard-
less of the relative magnitudes of c and d.
Caballero (1992) described this as a “fallacy of
composition,” since it says that even if adjust-
ment at the plant level displays an asymmetry,
it need not translate to aggregate variables. We
also note that the absolute values of the corre-
lation statistic in these examples are roughly
double those in table 1 for the U.S. manufac-
turing sector.
TABLE 2
Aggregate job creation and destruction using the Caballero model
Constant policies
s   (creation) / x – (creation)  s   (destruction) / x – (destruction) r(creation, destruction)
c = 1 0.567 0.560 –0.809
d = 1 (0.005) (0.005) (0.001)
c = 1 0.567 0.563 –0.809
d = 6 (0.004) (0.005) (0.001)
c = 6 0.569 0.560 –0.810
d = 1 (0.004) (0.005) (0.001)
Variable policies
s   (creation) / x – (creation)  s   (destruction) / x – (destruction) r(creation, destruction)
cg = cb = 1 0.567 0.780 –0.633
dg = 1, db = 2 (0.005) (0.007) (0.001)
cg = cb = 1 0.566 0.818 –0.700
dg = 3, db = 6 (0.004) (0.007) (0.001)
cg = cb = 6 0.572 (0.780 –0.630
dg = 1, db = 2 (0.004) (0.006) (0.001)
Notes: In the column headings,  s(y ) denotes the average across samples of the within-sample standard deviations of
aggregate variable y; x –(y) denotes the average across all samples of the mean (over time) of aggregate variable y,
respectively; r(y,z) is the average across samples of the within-sample correlation between aggregate variables
y and z. The numbers in parentheses are Monte Carlo standard errors for the associated statistic. These equal the
standard deviation of the relevant statistic across samples divided by the square root of the number of samples (1,000).
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In the variable employment policy cases,
we see an improvement in the empirical impli-
cations of the model versus the constant policy
cases. For all three examples, job destruction is
clearly more volatile than job creation. This
might seem obvious, given that we assume that
dt is more variable than ct. However, the struc-
ture of the transition matrices Pg and Pb is influ-
enced by the plants’ employment policy. This
means assumptions regarding the variability of
ct and dt influence the evolution of the numbers
of creators, lt pt (–7), and destroyers, (1 – lt) pt (7).
In principle, movements in the numbers of
agents engaged in employment action can
interact with the amounts actually created and
destroyed to undo microeconomic asymmetries
at the aggregate level of measurement. Another
thing to notice from table 2 is that variable em-
ployment policies tend to reduce the strong nega-
tive correlation between job creation and destruc-
tion that constant employment policies imply.
These examples show the potential for
excess variability in job destruction over job
creation at the plant level to translate into phe-
nomena that are more consistent with empirical
evidence on aggregate job flows than if employ-
ment policies are assumed to be constant. Next,
we assess whether this a reasonable assumption.
Justifying variable employment policies
Consider a plant with similar production
technology to that considered in the benchmark
model. Suppose the wage rate is exogenous and
the plant takes the price, normalized at unity, as
given. The key change to the plant-level produc-
tion environment we introduce is that when
employment changes at the plant, the owner
incurs a cost associated with reorganizing work
to accommodate a larger or smaller work force.
Specifically, for plant i 0[0,1] if ni,t > ni,t–1,
revenue is reduced by tc (ni,t – ni,t–1), tc ³ 0; if
ni,t < ni,t–1, revenue is reduced by td (ni,t–1 – ni,t),
td ³ 0, tc td > 0; and if employment is un-
changed, revenue is unaffected.
The optimal employment policy in this
environment is hard to compute, because the
adjustment costs make the plant owner’s prob-
lem dynamic. For example, in deciding whether
to destroy a job in response to a low technology
shock, the owner must take into account the
possibility that technology will improve, which
would make it desirable to keep employment at
a high level. Since these dynamic considerations
are not crucial to the main argument, we assume
that the plant owner infinitely discounts the future,
choosing current employment to maximize
current profits without regard to the impact of
the decision on future actions.
We characterize the optimal employment
policy at plant i 0[0,1] at some date t. Let ni,t–1 > 0
denote employment last period, let ci,t ³ 0 de-
note job creation in the current period, and let
di,t ³ 0 denote job destruction in the current period.
Date t employment is ni,t = ni,t–1 + ci,t – di,t. Then,
the plant owner’s objective is
   max q i,t
1–a (ni,t–1 + ci,t – di,t)a – wt (ni,t–1 +
        
ci,t,di,t ³ 0
ci,t  – di,t) – t c ci,t – t d di,t.
The relevant first order conditions for this
problem are:
12) aq i,t
1–a (ni,t–1 + ci,t – di,t) a–1  – wt – tc £ 0,
13)   –aqi,t
1–a (ni,t–1 + ci,t – di,t)   a–1 + wt – td £ 0,
where the first condition applies to the choice
for creation and holds with equality if ci,t > 0
and the second condition applies to the choice
for destruction and holds with equality if di,t > 0.
We note from equations 12 and 13 that only
one of ci,t and di,t is ever strictly positive. Second,
there may be no positive value of either choice
variable which sets the relevant first order
condition to zero. In this case, it is optimal
to keep current employment at last period’s
level, ni,t–1.
Figure 7 characterizes the optimal employ-
ment policy. The frictionless schedule (dashed
line) is the locus of points (ln qi,t, ln ni,t), such
that ni,t = qi,t [a/wt]1/(1–a). The creation schedule,
denoted nc
i,t, is the locus of points (ln qi,t, ln ni),
such that equation 12 holds with equality. The
destruction schedule, denoted nd
i,t, is the locus of
points (ln qi,t, ln ni,t), such that equation 13 holds
with equality. The vertical distance between the
creation and the frictionless schedules is the
same as the vertical distance between the de-
struction and the frictionless schedules. This
reflects an implicit assumption that tc = td > 0.12
To understand the employment policy,
consider three possible realizations of technol-
ogy at plant i with a lagged employment value
equal to n0. Optimal current employment if
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jobs so that employment is at the point on the
destruction schedule consistent with this level
of technology. The quantity of jobs destroyed
in this case is the vertical distance between
point a and point a¢. Optimal current employ-
ment if current technology is qb is to leave it at
n0. In this case, no job creation or destruction
occurs at the plant. Finally, the optimal em-
ployment policy if current technology is equal
to qc is to create jobs equal to the vertical dis-
tance between point c and point c¢.
Suppose we introduce aggregate uncertainty
by assuming the real wage, wt, is a random vari-
able which can take on two values, wh > wl > 0.
Furthermore, assume for now that tc = td = lwt,
l > 0. This implies that when the wage chang-
es, the adjustment costs change by the same
percentage amount, as would be the case if the
reorganization costs associated with changing
employment were all absorbed in lost produc-
tion time. It is easy to establish that
14) ½¶ln ni,t





This says that, at each level of technology, the
percentage change in the creation schedule due to a
unit percent change in the wage is identical to the
percentage change in the destruction schedule due
to a unit percent change in the wage.
Figure 8 shows the implications of this for
aggregate creation and destruction. Lines nc
h
and nd
h are the creation and destruction sched-
ules, respectively, associated with wt = wh; and
lines nc
l and nd
l are the creation and destruction
schedules, respectively, associated with wt = wl.
The vertical distance between the two pairs of
schedules is identical; the schedules shift by
the same amount when the wage changes. This
is a direct implication of equation 14.
Consider a change from wt = wh to wt = wl.
In figure 8, we see that the creation and destruc-
tion schedules are at a higher position in the
state space compared with the high-wage case.
Since the creation schedule when wt = wl lies
above the creation schedule when wt = wh, the
number of job-creating plants must be greater
than before. For example, take a plant with
lagged employment and current technology
such that its position in figure 8 is between the
two creation schedules, say at point A. When
wt = wh, this plant would neither create nor
destroy jobs. However, when wt = wl, this plant
becomes a job creator. Since there are many
such plants, the number of job-creating plants
must rise relative to the high-wage case. To see
what happens to average creation, take a plant
at position B in figure 8. This plant creates
jobs regardless of the wage. However, the
vertical distance from point B to nc
l is greater
than the vertical distance to nc
h. This tells us that
average creation must be larger in the low-wage
state compared with the high-wage state. An
analogous logic holds for job destruction.
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Fluctuations in creation and
destruction schedules with
adjustment costs proportional to wage
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Although employment policies are vari-
able in this example, the fact that the creation
and destruction schedules shift by the same
amount in response to a wage disturbance
suggests that this model is likely to imply
roughly equal variation in aggregate creation
and destruction (with standard assumptions
regarding the process governing the wage). We
aim to demonstrate that the destruction policy
may be more variable than the creation policy,
which is the key assumption underlying the
examples in table 2.
In the analysis above, we assume that the
adjustment costs are proportional to the wage,
meaning that the costs associated with adjust-
ing employment are perfectly correlated with
the wages paid to production workers. This is
unlikely, since part of the costs of reorganiza-
tion involve capital and nonproduction work-
ers. Suppose the adjustment costs do not de-
pend on wages at all. In particular, suppose
they are constant, as would be the case if they
reflected a pure drain on output. This assump-
tion delivers our desired result. To see why, we
recalculate the elasticities presented above:
15) ½¶ ln ni,t
c (ai,t;wt)/¶ ln wt½  =    1      w .
       1– a  
w + t c
16) ½¶ ln ni,t
d (ai,t;wt)/¶ ln wt½ =    1        w  .
        1– a  
w – td
These expressions indicate that job cre-
ation costs tend to dampen variation in the job
creation schedule and job destruction costs
tend to amplify variation in the job destruction
schedule. What is the intuition for this? The
job creation schedule is the locus of current
(log) employment and (log) technology, such
that the marginal benefit of adding a worker is
equated to the marginal cost (see equation 12).
The dampening effect of the job creation cost
arises because it adds to the marginal cost of
creating a job. Along the job destruction sched-
ule, the marginal benefits and costs of keeping
a worker are equated. Job destruction costs
enter this calculation as a benefit because, at
the margin, keeping a worker involves saving
the costs associated with destroying the job.
The cost saving acts like a reduction in the
wage for the marginal worker; hence, job de-
struction costs enter with a minus sign in equa-
tion 16 and act to amplify fluctuations in the
destruction schedule.
Notice from equations 15 and 16 that the
dampening effect of the creation cost and the
amplifying effect of the destruction cost do not
depend on the relative magnitudes of the costs.
Put another way, asymmetry in the way the
schedules fluctuate does not depend on asym-
metry in the magnitude of the costs. All that
matters is that the costs are present.
Figure 9 shows the constant adjustment
cost case. In contrast to figure 8, the vertical
distance between the schedules in figure 9 is
different. In particular, the displacement of the
creation schedules is less than in figure 8 and
that of the destruction schedules is greater.
Clearly, average creation will be less variable
than average destruction in figure 9. Working
out the implications of this for aggregate cre-
ation and destruction is quite difficult even in
this simple example. However, the results for
the employment adjustment model described in
the previous section suggest that this kind of
variation in the employment policies may be
sufficient to account for the DHS observations
on aggregate employment flows.
We now discuss briefly the model’s impli-
cations for the cross-sectional evidence pre-
sented by DHS. With a large number of plants
all subject to idiosyncratic uncertainty, creation
and destruction at the plant level are pervasive
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wage is low and high, respectively), which is
consistent with the DHS findings. Furthermore,
the vertical distance between the employment
schedules in figure 9 is smaller in a recession
(high wage) than in a boom (low wage.) This
suggests that the model should exhibit greater
cross-sectional variability in employment changes
in recessions compared with booms, which is
also consistent with the DHS evidence.
This analysis establishes the potential for
asymmetries in how the creation and destruc-
tion margins behave over the business cycle to
account for both the plant-level and aggregate
evidence on employment flows. The model
sketched above was necessarily simple and
abstracts from many important considerations.
In the article summarized here, we built a more
empirically appealing model to analyze the
plausibility of the variable employment policy
mechanism. Our analysis takes into account
the dynamic nature of the plant owner’s problem
and our results are based on a well-defined
industry equilibrium. Also, since the DHS
evidence shows births and deaths of plants
accounting for a significant fraction of creation
and destruction, we allow for entry to and exit
from the industry, whereas here we keep the
number of plants fixed. Our findings confirm
that the intuition presented above extends
beyond the very simple environments we have
studied, and that the basic mechanism of asym-
metric fluctuations in the creation and destruc-
tion schedules may help account for other
features of the aggregate employment flow
data not emphasized here.
Conclusion
The evidence presented by DHS has been
provocative not only because it has challenged
standard theories of the business cycle, but also
because the aggregate variables it describes are
built directly from micro data; hence, the DHS
evidence provides the opportunity to build and
test models that describe genuine microeconomic
foundations for macroeconomic analysis. How-
ever, much of the theoretical work developed
in response to the DHS evidence has taken a
distinctly conventional approach, focusing on
models in which the policies of micro agents
do not display the degree of heterogeneity
found in the data.
The main manifestation of this is the com-
mon assumption in the theoretical literature
that the average amounts created and destroyed
by employment changing plants are invariant
to the aggregate state of the economy. This has
led researchers to emphasize model features
that lead to changes in the numbers of creating
and destroying plants, at the expense of model
features that might influence the amounts cre-
ated and destroyed at individual plants. The
plant-level empirical evidence presented by
DHS suggests that these averages do change
over the business cycle and the version of our
model described here suggests that taking into
account these changes may be important for
understanding the evidence.
One of the longstanding motivations of
macroeconomic research is the desire to devel-
op microeconomic foundations for macroeco-
nomic phenomena. Our model presents a posi-
tive development in this regard, because our
analysis suggests that the same friction that
helps to account for the cross-sectional evidence
on employment changes also seems able to
account for the behavior of job creation and
destruction in the aggregate. That is, the pres-
ence of proportional employment adjustment
costs, which is a simple explanation for the
cross-sectional evidence, may also imply that
the job creation and destruction margins respond
asymmetrically to aggregate shocks, which in
turn may account for the aggregate evidence.
Thus we have been able to establish a direct
connection between detail at the micro level and
the behavior of important macro aggregates.
1The data on aggregate job flows are available electroni-
cally via anonymous ftp from haltiwan.econ.umd.edu.
2The mode of both histograms is at the growth-rate interval
including zero change. The set of plants that fall into this
interval include a substantial fraction that do not change
employment at all. See Hammermesh (1989) and Hammer-
mesh, Hassink, and van Ours (1994) for more evidence
on the sizable fraction of establishments that fail to
adjust employment over extended periods of time.
3These are computed using a generalized method of
moments procedure. For this procedure a Bartlett win-
dow with four lags was used to estimate the spectralFEDERAL RESERVE BANK OF CHICAGO 37
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density matrix at frequency zero. See Hamilton (1994,
chapter 14).
4See DHS, chapter 5, for a similar discussion.
5It is straightforward to add assumptions to the household
and plant problems so that labor input and employment
are equivalent.
6Using equation 6, we have n – = A(q – + h) (1–a)/(g–a) and n – =
A(q – – h) (1–a)/(g–a).
7Using equation 6, we have n –
g = A(qg + h)  (1–a)/(g–a), n –g =
A(qg – h) (1–a)/(g–a), n –
b = A(qb + h)(1–a)/(g–a), and n – b = A(qb –
h)
(1–a)/(g–a).
8See Hall (1995) for a discussion of this possibility.
9For example, suppose we introduce i.i.d. preference
shocks that shift the aggregate labor supply curve. The
main impact here would be to change the number of
possibilities for aggregate outcomes for mean employ-
ment. Nevertheless, the general behavior of creation and
destruction outlined above would continue to hold since
this is driven by the cross-sectional distribution of em-
ployment growth.
10See Bertola and Caballero (1990) for a justification of
the microeconomic decision rules assumed in this section.
11See Stokey and Lucas (1989), chapter 13.
12If we had assumed t c > t d, for example, then the vertical
distance from the creation to the frictionless schedule
would have been larger than the vertical distance between
the destruction and frictionless schedules. Notice also that
if one of t c or t d were zero, then the associated schedule
would coincide with the frictionless schedule.