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BAB 2 
LANDASAN TEORI 
 
1.1 Tinjauan Pustaka 
Beberapa penelitian telah dilakukan untuk meningkatkan kinerja dalam 
pencarian suatu dokumen, seperti penelitian yang dilakukan terhadap 
dokumen berita dengan menggunakan metode Bisecting K-Means dan 
Buckshot, dan Hierarchical Agglomerative yang dilakukan oleh Amir 
Hamzah. Penelitian ini melakukan kajian penerapan clustering  dokumen 
untuk meningkatkan perolehan informasi dengan cara melakukan retrieval 
berbasis kluster (cluster-based retrieval) dengan model ruang vektor.  Koleksi 
dokumen mula-mula dikluster dan representasi kluster digunakan vektor 
pusat kluster.   Dokumen-dokuman dalam kluster yang pusat klusternya 
memiliki similaritas tertinggi terhadap query dipilih sebagai perolehan [2].    
Penelitian terhadap data abstraksi skripsi menggunakan metode Vector 
Space Model oleh Fatkhul Amin. Penelitian ini menggunakan VSM karena 
Metode VSM memberikan kredit yang berbeda untuk setiap dokumen yang 
tersimpan dalam database yang secara bergantian menentukan dokumen yang 
paling mirip dengan kueri, tempat dokumen dengan kredit tertinggi 
ditempatkan di bagian atas hasil pencarian [1].  
Dan penelitian terhadap tugas akhir dan tesis mahasiswa menggunakan 
Suffix Cactus Clustering oleh F.X. Arunanto dan Agus Widodo. Pada 
penelitian ini suffix cactus dikonstruksi berdasarkan pada informasi yang 
didapat dari suffix tree, sedangkan cluctering diiplementasikan pada judul 
dokumen yang dianggap representasi dokumen berbahasa Indonesia [3].  
Serta telah dilakukan penelitian mesin pencari terhadap data sinopsis 
buku menggunakan metode Biword Winnowing Fingerprint oleh Ardy 
Utomo. Fingerprint judul dan sinopsis rincian buku pada penelitian ini akan 
dibandingkan dengan fingerprint judul dan sinopsis buku yang terdapat di 
korpus. Kemudian sistem akan menampilkan rekomendasi buku dengan nilai 
jaccard coefficient tertinggi [4].  
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1.2 Information Retrieval 
 Information Retrieval atau sering disebut “temu kembali infomasi” 
merupakan suatu sistem yang menemukan (retrieve) informasi yang sesuai 
dengan kebutuhan user dari kumpulan informasi secara otomatis. Prinsip kerja 
sistem temu kembali informasi jika ada sebuah kumpulan dokumen dan 
seorang user yang memformulasikan sebuah pertanyaan (request atau query). 
Jawaban pertanyaan tersebut adalah sekumpulan dokumen yang relevan [1]. 
Tujuan dari sistem Information Retrieval adalah untuk mengambil dan 
menampilkan dokumen yang relevan dengan pengguna (query) [10].  
 Sistem temu kembali informasi akan mengambil salah satu dari 
kemungkinan tersebut.  Sistem temu kembali informasi dibagi dalam dua 
komponen utama yaitu sistem pengindeksan (indexing) menghasilkan basis 
data sistem dan temu kembali merupakan gabungan dari user interface dan 
look-up-table.  Sistem temu kembali informasi didesain untuk menemukan 
dokumen atau informasi yang diperlukan oleh user.    
 
1.3 Preprocessing 
Preprocessing data dilakukan untuk mengubah bentuk data yang terstruktur 
sembarang menjadi data yang terstruktur sesuai kebutuhan yang menjadi bagian 
dari proses dalam sistem. Tahap-tahap preprocessing antara lain : 
1) Case Folding 
Case Folding yaitu mengubah semua huruf dalam dokumen menjadi huruf 
kecil. Karakter selain huruf akan dihilangkan dan dianggap delimiter. 
Contoh: 
Sebelum Case Folding Sesudah Case Folding 
Daftar ini akan memaksimalkan 
manajemen, sehingga hidup 
lebih efektif dan produktif. 
Buku ini menarasikan secara 
cermat dan menyeluruh cara 
membuat daftar tugas yang baik 
serta efektif. Buku bersumber 
daftar ini akan memaksimalkan 
manajemen, sehingga hidup 
lebih efektif dan produktif. 
buku ini menarasikan secara 
cermat dan menyeluruh cara 
membuat daftar tugas yang 
baik serta efektif. buku 
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dari pengalaman penulis di 
berbagai perjalanan karier 
mulai dari produser program 
kesehatan senior 
FoxNews.com, Fox Channel, 
hingga pendirian situs 
ListProducer.com. Karier Paula 
semakin sempurna kala meriah 
pemenang Emmy Award. 
bersumber dari pengalaman 
penulis di berbagai perjalanan 
karier mulai dari produser 
program kesehatan senior 
foxnews.com, fox channel, 
hingga pendirian situs 
listproducer.com. karier paula 
semakin sempurna kala meriah 
pemenang emmy award. 
 
2) Tokenizing 
Tokenizing yaitu tahap pemotongan atau pemecahan kalimat 
berdasarkan tiap kata yang menyusunnya. 
Contoh: 
sebelum tokenizing sesudah tokenizing 
daftar ini akan 
memaksimalkan manajemen, 
sehingga hidup lebih efektif 
dan produktif. buku ini 
menarasikan secara cermat 
dan menyeluruh cara 
membuat daftar tugas yang 
baik serta efektif. buku 
bersumber dari pengalaman 
penulis di berbagai 
perjalanan karier mulai dari 
produser program kesehatan 
senior foxnews.com, fox 
channel, hingga pendirian 
situs listproducer.com. karier 
paula semakin sempurna kala 
daftar ini akan memaksimalkan 
manajemen sehingga hidup lebih 
efektif dan produktif buku ini 
menarasikan secara cermat dan 
menyeluruh cara membuat daftar 
tugas yang baik serta efektif buku 
bersumber dari pengalaman 
penulis di berbagai perjalanan 
karier mulai dari produser 
program kesehatan senior 
foxnews.com fox channel hingga 
pendirian situs listproducer.com 
karier paula semakin sempurna 
kala meriah pemenang emmy 
award 
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meriah pemenang emmy 
award. 
3) Filtering  
Filtering yaitu tahap mengambil kata-kata penting dari hasil tahap 
tokenizing. Filtering dapat dilakukan dengan menghilangkan stoplist atau 
stopword (kata-kata yang tidak memiliki nilai deskriptif). 
Contoh: 
Sebelum Filtering Sesudah Filtering 
daftar ini akan memaksimalkan 
manajemen, sehingga hidup 
lebih efektif dan produktif. 
buku ini menarasikan secara 
cermat dan menyeluruh cara 
membuat daftar tugas yang baik 
serta efektif. buku bersumber 
dari pengalaman penulis di 
berbagai perjalanan karier 
mulai dari produser program 
kesehatan senior foxnews.com, 
fox channel, hingga pendirian 
situs listproducer.com. karier 
paula semakin sempurna kala 
meriah pemenang emmy 
award. 
daftar memaksimalkan 
manajemen,  hidup efektif 
produktif. buku menarasikan 
secara cermat menyeluruh cara 
membuat daftar tugas baik 
efektif. buku bersumber 
pengalaman penulis berbagai 
perjalanan karier mulai 
produser program kesehatan 
senior foxnews.com, fox 
channel, pendirian situs 
listproducer.com. karier paula 
semakin sempurna kala meriah 
pemenang emmy award. 
 
4) Stemming 
Stemming yaitu sebuah proses untuk menemukan kata dasar dari 
sebuah kata. Dengan menghilangkan semua imbuhan (affixes) baik yang terdiri 
dari awalan (prefixes), sisipan (infixes), akhiran (suffixes), dan kombinasi dari 
awalan dan akhiran pada kata turunan (confixes). Proses stemming akan 
dilakukan dengan menggunakan library sastrawi. 
Contoh: 
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Sebelum Stemming Sesudah Stemming 
daftar memaksimalkan 
manajemen,  hidup efektif 
produktif. buku menarasikan 
secara cermat menyeluruh cara 
membuat daftar tugas baik 
efektif. buku bersumber 
pengalaman penulis berbagai 
perjalanan karier mulai 
produser program kesehatan 
senior foxnews.com, fox 
channel, pendirian situs 
listproducer.com. karier paula 
semakin sempurna kala meriah 
pemenang emmy award. 
daftar maksimal manajemen, 
hidup efektif produktif. buku 
narasi  cermat cara buat daftar 
tugas baik efektif. buku sumber 
alam penulis jalan karier mulai 
produser program sehat senior 
foxnews.com, fox channel, 
pendirian situs 
listproducer.com. karier paula 
sempurna meriah menang 
emmy award. 
 
 
1.4 Indexing 
Inverted file atau index inverted adalah mekanisme untuk pengindeksan 
kata dari koleksi teks yang digunakan untuk mempercepat proses pencarian. 
Struktur inverted file terdiri dari dua elemen, yaitu: kata (vocabulary) dan 
kemunculan (occurences). Kata-kata tersebut adalah himpunan dari kata-kata 
yang ada pada teks, atau merupakan ekstraksi dari kumpulan teks yang ada, 
dan tiap kata terdapat juga informasi mengenai semua posisi kemunculannya 
(occurences) [5].  
Indexing dibentuk dengan membangun basis data dari koleksi korpus 
resensi buku. Indexing dilakukan terlebih dahulu sebelum pencarian agar 
mudah dan cepat dimana term diindeksan dengan id document.  Indexing 
yang digunakan merupakan inverted index. Inverted index memiliki dua 
komponen pokok yaitu dictionary dan postings lists. Untuk setiap term dalam 
koleksi, terdapat posting list yang mengandung informasi mengenai term’s 
occurences di koleksi [11] 
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1.5 Cosine Similarity 
Cosine Similarity merupakan metode perhitungan jarak antara vector q 
dan 𝑑𝑗 yang menghasilkan sudut cosine x diantara kedua vektor tersebut. 
Nilai sudut kosinus diantara kedua vector menentukan kesamaan dua buah 
objek yang dibandingkan dimana nilai terkecil adalah 0 dan nilai terbesar 
adalah 1. Berikut rumus Cosine Similarity oleh Fatkhul Amin [1]: 
  
( 1 ) 
 
Keterangan: 
  𝑊𝑖𝑞 𝑎𝑡𝑎𝑢 𝑞 = bobot query 
  𝑊𝑖𝑗 𝑎𝑡𝑎𝑢 𝑑𝑗   = bobot term dalam dokumen 
 𝑊𝑖𝑞 . 𝑊𝑖𝑗   = dot product 
 
dot product  merupakan nilai yang mengekspresikan sudut antara dua 
vector. dot product merupakan scalar nilai hasil dari operasi dua vector yang 
memiliki jumlah komponen yang sama. Jika vector 𝑊𝑖𝑞 𝑑𝑎𝑛 𝑊𝑖𝑗 memiliki 
komponen sebanyak n, maka perhitungan dot product  dihitung dengan 
rumus berikut oleh Azhar Firdaus dan Arie Vatresia [6]: 
 
 ( 2 )  
 
Similaritis antara query dan dokumen atau cos( 𝑞,𝑑𝑗) berbanding lurus 
terhadap jumlah bobot query (q) dikali bobot dokumen (𝑑𝑗) dan berbanding 
terbalik terhadap akar jumlah kuadrat (|𝑞|) dikali akar jumlah kuadrat 
dokumen (|𝑑𝑗|). 
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Gambar 0.1 Ilustrasi Cosine Similarity 
      
Keterangan:   
•  = vector dokumen ke-1  
•  = vector dokumen ke-2  
•  = vector dokumen ke-3  
• q   = query  
  
Gambar diatas merupakan ilustrasi dari Cosine Similarity dimana 
terdapat besar sudut antara dokumen dengan query. sehingga. Semakin kecil 
sudut yang dibentuk antara dokumen dengan query, maka tingkat kesamaan 
semakin besar. 
Proses perhitungan Cosine Similarity melalui tahap perhitungan 
term frequency (tf) dan inverse document frequency (idf). Perhitungan term 
frequency (𝑡𝑓) dapat menggunakan persamaan pada penelitian Fatkhul 
Amin [1]: 
           ( 3     
) 
 
Perhitungan inverse document frequency (idf) dapat menggunakan 
persamaan oleh Fatkhul Amin [1]: 
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        ( 4 
) 
  
Keterangan: 
 𝑁  =  jumlah dokumen yang terambil oleh sistem  
 𝑑𝑓 =  banyaknya dokumen di dalam koleksi dimana term t  muncul 
di dalamnya 
 
Pada penelitian Fatkhul Amin, bobot dokumen didapatkan dari 
perkalian antara 𝑡𝑓 𝑑𝑎𝑛 𝑖𝑑𝑓 , sehingga persamaannya menjadi berikut [1]: 
 
       ( 5 ) 
  
1.6 WordNet 
WordNet merupakan sebuah korpus kamus bahasa Inggris yang 
dikembangkan oleh Princeton University. Perbedaan antara WordNet 
dengan kamus bahasa pada umumnya adalah kamus bahasa memfokuskan 
pada kata sedangkan WordNet memfokuskan diri kepada makna kata. Satu 
makna dalam WordNet dapat dinyatakan dengan synset (synonym set), yaitu 
kumpulan kata yang merepresentasikan suatu makna. Dalam WordNet kata 
benda, kata kerja dan kata sifat diorganisasikan ke dalam synonym sets 
(synset), yang mewakili salah satu konsep [8], [12]. Beberapa hubungan 
digunakan untuk hubungan bentuk kata dan untuk hubungan semantic. 
hubungan ini akan terkait antar kata untuk membentuk struktur hirarki, yang 
membuatnya menjadi alat yang berguna untuk komputasi linguistik dan 
NLP (Natural Language Processing) [12].Terdapat empat hubungan 
semantic kata benda, diantaranya is-a, part-of, member-of, dan substance-
of. Pada gambar 2 merupakan contoh hubungan is-a yang ada dalam 
WordNet. 
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Gambar 0.2 Fragmen hubungan is-a dalam WordNet 
 
1.6.1 WordNet Bahasa 
 WordNet bahasa merupakan sebuah korpus berbahasa Malaysia 
dan Indonesia. Pengembangan WordNet Bahasa terinspirasi dari Princeton 
Wordnet dan Grid Wordnet Global, sehingga struktur dari WordNet Bahasa 
menyerupai struktur dari WordNet yang dikembangkan oleh Princeton 
University. Saat ini, WordNet 49.668 synset (synonym set) dan 64.431 
unique words di dalamnya. 
 
1.7 Generalized Vector Space Model (GVSM) 
Generalized Vector Space Model (GVSM) adalah perkembangan dari 
Vector Space Model dengan tambahan informasi, selain term, dalam sebuah 
dokumen. Informasi menarik yang dapat digunakan dalam model GVSM 
adalah informasi semantic dari kata thesaurus atau korpus WordNet. 
Sejak diperkenalkannnya model GVSM pertama, terdapat dua arah 
untuk menyimpan keterkaitan antarkata (term), selain pencocokkan kata 
kunci ke dalam model pencarian [13]:  
a) menghitung korelasi semantic antara term,  
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b) menghitung statistik frekuensi kemunculan dari korporasi yang 
besar. 
 
Penggunaan Generalized vector space model (GVSM) sama halnya dengan Vector 
Space Model (VSM). Dibutuhkan nilai term weighting, dot product, dan panjang 
vector. Selain itu dibutuhkaan thesaurus atau WordNet yang menjadi pembeda 
antara GVSM dengan VSM. Metode ini biasa digunakan untuk menentukan nilai 
kemiripan dokumen terhadap suatu kata pada query. Pada metode GVSM hasil 
akhir yang merupakan nilai kemiripan atau relevansi suatu dokumen dinyatakan 
dalam suatu nilai yaitu similarity coefficient (SC). Perumusan similarity coefficient 
(SC) pada penelitian Budhi Kurniawan Wangsa, Darmawan Utomo dan Saptadi 
Nugroho adalah seperti berikut [14]: 
               
     
       ( 6 ) 
 
  
 
SC   = similarity coefficient  
𝑊𝑞𝑗   = Term Weighting query, 𝑞 =  𝑡𝑓𝑞𝑗 ∗ 𝑖𝑑𝑓𝑖 
𝑊𝑖𝑗   = Term Weighting dokumen 𝑑𝑖 =  𝑡𝑓𝑖𝑗 ∗  𝑖𝑑𝑓𝑖  
n   = jumlah total kalimat  
∑ (𝑤𝑞𝑗)
2𝑛
𝑗=1  = panjang vektor query  
∑ (𝑑𝑖𝑗)
2𝑛
𝑗=1  = panjang vektor dokumen ke-i 
 
 Dimana 𝑡𝑠 dan 𝑡𝑗 bisa ditentukan secara berbeda beda dalam setiap 
penggunaannya. Beberapa penelitian menggunakan korelasi antar istilah pada 
indeks istilah sebagai inputan [14]. Pada penelitian Tsatsaronis menggunakan 
pembobotan tambahan yaitu keterkaitan secara semantik menggunakan 
aplikasi Thesaurus yaitu wordnet [13]. Sehingga metode GVSM memiliki 
nilai tambah dari segi keterkaitan makna. 
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1.8 Semantic Relatedness 
𝑡𝑖 𝑡𝑗  menunjukkan besar relasi antara term i dan term j. Dalam Semantic 
Relatedness  nilai dari 𝑡𝑖 𝑡𝑗  dalam rumus GVSM dicari dengan rumus baru 
yang dikembangkan oleh George Tsatsaronis dan Vicky Panagiotopoulou 
dengan bantuan database leksikal “WordNet”. Nilai 𝑡𝑖dan 𝑡𝑗 dihitung melalui 
penghitungan SCM (I), SPE (semantic path elaboration), dan SR (semantic 
relatedness) [15]. Terdapat 3 definisi yang dijadikan acuan untuk mencari 
nilai 𝑡𝑖 dan 𝑡𝑗: 
 Definisi 1. Bila ada sebuah thesaurus O, sebuah bagan pembobotan 
(weight) yang menentukan weight e ϵ (0,1) untuk setiap edge, 
sepasang senses 𝑆 = (𝑠1, 𝑠2), dan sebuah path dengan panjang l yang 
menyambungkan 2 senses tersebut, maka Semantic compactness dari 
S dihitung menggunakan persamaan (7) oleh George Tsatsaronis dan 
Vicky Panagiotopoulou [13]. 
                            ( 7 
) 
 
dimana 𝑒1, 𝑒2, 𝑒3  adalah path’s edges Jika 𝑠1 = 𝑠2 maka SCM(S,O) = 
1 dan jika tidak ada path antar keduanya maka SCM(S,O) = 0. 
 
 Definisi 2. Bila ada sebuah thesaurus O dan sepasang senses 
𝑆 = (𝑠1, 𝑠2), dimana 𝑠1, 𝑠2  ∈ 𝑂 dan 𝑠1 ≠ 𝑠2 dan sebuah path dengan 
panjang ℓ yang menyambungkan 2 sense, maka Semantic path 
elaboration (SPE) dari S dihitung menggunakan persamaan (8) oleh 
George Tsatsaronis dan Vicky Panagiotopoulou [13].  
       ( 8 
) 
 
 
dimana 𝑑 adalah depth dan 𝑑𝑚𝑎𝑥 adalah depth maximum. Jika 𝑠1 =
𝑠2 dan 𝑑 = 𝑑1 = 𝑑2 maka 𝑆𝑃𝐸 (𝑆, 𝑂) =  
𝑑
𝑑𝑚𝑎𝑥
  dan jika tidak ada path 
antar keduanya maka 𝑆𝑃𝐸 (𝑆, 𝑂) =  0. 
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 Definisi 3. Bila ada thesaurus O, sepasang term 𝑇 = (𝑡1,  𝑡2)  dan 
semua pasang senses 𝑆 = (𝑠1𝑖, 𝑠2𝑗) dimana 𝑠1𝑖, 𝑠2𝑗 merupakan sense 
dari 𝑡1 dan 𝑡2 , maka Semantic relatedness dari T ditunjukkan dengan 
persamaan (9) oleh George Tsatsaronis dan Vicky Panagiotopoulou 
[13]. 
 
       ( 9 
) 
SR antara dua term 𝑡𝑖, 𝑡𝑗  dimana 𝑡𝑖 = 𝑡𝑗 = 𝑡 dan  𝑡 ∉ 𝑂 didefinisikan 
dengan 1. Jika 𝑡𝑖 ∈ 𝑂 tapi 𝑡𝑗 ∉ 𝑂, atau 𝑡𝑖 ∉ 𝑂 tapi 𝑡𝑗 ∈ 𝑂, SR 
didefinisikan dengan 0. 
Di bawah ini merupakan gambar komputasi semantic relatedness oleh 
George Tsatsaronis dan Vicky Panagiotopoulou [13]. 
 
Gambar 0.3 Komputasi Semantic Relatedness 
Gambar 2.3 menunjukkan konstruksi jaringan semantik untuk dua istilah ti dan tj. 
Sense S.i.2 dan S.j.1 pada bagian initial phase masing-masing menjadi pasangan 
sense ti dan tj. Semua hubungan semantik dari sense ditemukan di WordNet.  
Pada example 1 merupakan contoh skema sense 𝑆𝑖.2 dan 𝑆𝑗.2 yang tidak terdapat 
path di dalamnya. Sehingga SR ((ti, tj), (Si2, Sj1), O) = 0.  
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Sedangkan pada Example 2 merupakan skema sense 𝑆𝑖.2 dan 𝑆𝑗.2 yang memiliki 
path di dalamnya. Maka dari itu untuk menghitung SR menggunakan persamaan 
(8). 
 
Example 3 mengilustrasikan WordNet dengan relasi synset (synonym set), dimana 
S.i.7 dan S.j.5 adalah pasangan sense ti dan tj. Sehingga perumusan yang digunakan 
adalah SR ((ti, tj), (S.i.7, S.j.5), O) = 1 · d /dmax, Bila dua term memiliki sense 
yang sama, seperti yang disebutkan dalam definisi 1 dan 2, maka SCM = 1, dan 
SPE = d/dmax. Hasil SR yang diperoleh antara 0 – 1. 
Contoh : 
User menginputkan query “cara meningkatkan rasa percaya diri”. Setelah query 
melalui proses preprocessing maka didapatkan hasil “tingkat rasa percaya diri”. 
Jika dipecah per term maka query tersebut akan menjadi seperti tabel dibawah ini: 
Tabel 0.1 Contoh Term Query 
No Query 
1 tingkat 
2 rasa 
3 percaya 
4 diri 
 
Term pada tabel query diatas kemudian dibandingkan dengan term pada indeks 
untuk mendapatkan nilai depth dan depth max. contoh term indeks seperti dibawah 
ini: 
Tabel 0.2 Contoh Term Indeks 
No Term Nama dokumen Frekuensi 
1 bisnis 5W1H.txt 17 
2 buku 5W1H.txt 6 
3 jalan 5W1H.txt 5 
4 produk 5W1H.txt 4 
5 kaos 5W1H.txt 4 
 
Langkah selanjutnya yang dilakukan adalah mencari id sense term ke-1 pada query 
dengan term ke-1 pada indeks. Sehinggan didapatkan hasil id sense seperti berikut: 
Tabel 0.3 Contoh ID Sense Term ke-1 Query dan Indeks 
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 Query Indeks 
tingkat bisnis 
 
 
 
00497061-v 00582388-n 
02397637-v 01094725-n 
02554922-v 01096245-n 
03168364-n 05833022-n 
03365991-n 05983801-n 
03463381-n 07966927-n 
05093890-n 08061042-n 
08238463-n 08401554-n 
10710509-n  
14428160-n  
14429608-n  
15276427-n  
 
Berdasarkan hasil id sense yang didapat, dapat dilihat bahwa tidak terdapat id sense 
yang sama. Sehingga dapat diambil kesimpulan bahwa kedua term tersebut tidak 
memiliki path. Dan berdasarkan pernyataan pada definisi 1 dan 2, maka hasil SR 
yang diperoleh ada 0. 
 
1.9 Evaluation of Ranked Retrieval 
Ukuran yang lebih umum digunakan didasarkan pada evaluasi hasil 
pengambilan peringkat, di mana tidak hanya untuk mendapatkan jumlah 
maksimum dokumen yang relevan, tetapi juga untuk mengembalikan 
dokumen relevan tertinggi dalam daftar peringkat [16]. Cara yang umum 
untuk hasil evaluasi perangkingan adalah menghitung nilai precision dan 
recall. 
1.9.1 Recall dan precision 
Recall adalah perbandingan jumlah dokumen relevan yang terambil sesuai 
denganquery yang diberikan dengan total kumpulan dokumen yang relevan 
dengan query. Precision adalah perbandingan jumlah dokumen yang relevan 
terhadap query dengan jumlah dokumen yang terambil dari hasil 
pencarian. Precisiondapat diartikan sebagai ketepatan atau kecocokan (antara 
permintaan informasi dengan jawaban terhadap permintaan itu). Sedangkan 
istilah recall dibidang sistem temu kembali informasi (information retrival) 
berkaitan dengan kemampuan menemukan kembali informasi yang sudah 
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tersimpan. Rumus penilaian recall oleh Fatkhul Amin yang digunakan dalam 
penelitian ini adalah [1]: 
( 10 ) 
Sedangkan nilai relatif precision dihitung dengan rumus dalam penelitian Fatkhul 
Amin [1]: 
       ( 
11 ) 
Kedua ukuran diatas biasanya diberi nilai dalam bentuk presentase, 1 sampai 
100%. Sebuah system informasi akan dianggap baik jika tingkat recall maupun 
precision-nya tinggi. Jika seseorang mencari dokumen tentang “Perpustakaan” dan 
sistem tersebut memiliki 100 buku tentang perpustakaan maka kinerja yang paling 
baik adalah jika sistem tersebut berhasil menemukan 100 dokumen tentang 
perpustakaan. 
Ukuran recall dan precision ini juga bergantung pada apa yang sesungguhnya 
dimaksud dengan “dokumen yang relevan” itu dan bagaimana memastikan relevan 
tidaknya dokumen. Relevansi adalah kecocokan antara apa yang dicari dengan apa 
yang ditemukan. Sebuah dokumen dianggap relevan jika isinya dianggap cocok 
dengan apa yang diharapkan oleh pencarinya [17]. 
