Abstract-Intermittently connected wireless networks (ICWNs) have been studied in recent years to solve the disruption problem in mobile ad hoc networks and improve the utilization of temporary links raised by node movements. In ICWNs, the packet storing-carrying-forwarding principle is adopted through the cooperation between multiple nodes. Therefore, it is critical to include the connection status of nodes in designing efficient packet forwarding mechanism. In this paper, a node service ability aware packet forwarding mechanism is proposed based on the connection status. First, the connection model is established to analyze the transition of connection status; moreover, the service ability can be evaluated according to the connection strength and connection availability. Second, packet forwarding levels are determined based on their transmitting status to exploit the limited buffer resources. Consequently, the efficient packet forwarding mechanism can guarantee the flexibility of packet transmission in both complex and dynamic network scenarios. Numerical results show that about 20% delivery ratio increase can be achieved by the proposed mechanism, while the overheads and latency are reduced.
with a group of mobile terminals without the assistance of base stations [2] , and some services under extreme scenarios can be supported flexibly, such as marine monitoring, animal monitoring and remote Internet access et al [3] . However, the end-to-end path between source and destination nodes should be established in advance before packet transmission [4] . Besides, due to uncertain factors, such as node movement, signal interference, node energy, the established links always break down. Once the path interruption occurs, the route reestablishment procedure must be intermediately triggered [5] . As a result, massive network resources are consumed for maintaining the path [6] , [7] . Focusing on the discontinuous characteristics in the time domain and space domain of transmission paths, an ICWNs architecture is introduced to achieve the flexible packet forwarding [8] . As an improved version of the delay tolerant networks (DTNs), ICWNs inherits its general features and emphasizes the intermittent connection characteristic caused by node inactivity or link inactivity due to some special network limitations, such as frequent node movements, limited communication range and so on [9] [10] [11] .
Unlike the storing and forwarding packet transmission [37] [38] [39] in MANETs, the communication opportunities offered by the node movement are utilized in ICWNs. The packets generated by source node are stored and carried by relay nodes, and then can be forwarded to other nodes opportunistically [6] [7] [8] , [12] . Finally, the packets will be delivered to their destinations [13] [14] [15] . The packet delivery process of ICWNs is extremely complex and affected by multiple factors such as the dynamic network topology, frequently changing connection status, limited buffer resource and distributed packet forwarding. Especially, the dynamic network topology cannot guarantee the transmission reliability. The dynamic connection status can affect the accuracy of connection capability evaluation and decision of relay node selection. Besides, the limited buffer resource makes the packet flooding mechanisms difficult for ICWNs, therefore, the packet forwarding levels should be determined to efficiently utilize the buffer resources. Lastly, the distributed packet forwarding indicates that a single node cannot perceive the global connection and packet status in real time, and only the locally perceived network status information can be exploited for the packet forwarding decision.
According to the number of copies of transmitting packets, the packet forwarding mechanism can be classified into two categories: single-copy and multiple-copy. Similar with the traditional packet forwarding mechanism, the packets from the source node are forwarded continuously to its destination by the single-copy mechanism. There is only one packet in the network all the time. Applying this kind of packet forwarding mechanism in ICWNs, the most benefit is its lowest overhead. However, due to the sparse node distribution, the interval between nodes contacts maybe long. Therefore, under the restriction of Time-to-Live (TTL), packet forwarding in a single copy manner cannot provide the reliability of transmission. To reduce the transmission delay and enhance the packet delivery rate, multiple-copy packet transmission is widely employed. The copies of packets are transmitted in parallel through the cooperation between several relay nodes, and each copy will be buffered at corresponding relay node to wait for the proper forwarding opportunities. By exploiting the parallel feature of multiple-copy packet transmission method, the contact probability between the packet destination node and copy carrying nodes can be dramatically improved. As a result, the packet delivery rate can be accordingly enhanced and the packet delivery delay can be reduced. However, there are mainly two shortcomings of multiple-copy packet transmission. Firstly, the network load and resource consumption are both increased due to the multi-path transmission of packet copies. The average forwarding time of each packet is dramatically increased and the energy consumption of packet forwarding contributes to the major part of the packet delivery energy consumption. Besides, the successful delivery cannot be perceived by most of individuals in ICWNs and the redundant copies of the successfully delivered packet will be continuously forwarded in the network to waste the resources. Secondly, the buffer resources are heavily occupied by these identical packet copies. Because the total volume of network buffer resources is restrained, the numerous packet copies can consume the buffer resources of each carrying node, which inevitably affects the performance of resource limited ICWNs. Therefore, the design of an efficient packet transmission mechanism faces significant challenges.
It is necessary to design an appropriate node service ability evaluation mechanism for the optimal relay selection, reducing number of redundant copies, decreasing packet forwarding overhead and improving buffer resource utilization. According to actual measurements for ICWNs, the importance degrees of nodes are quite different, which describe the various impact factors on packet transmissions such as the node trajectories and node relationships [16] . More connection opportunities should be obtained and exploited by the important nodes, thus the packet forwarding ability of each individual node also varies. The connection status and service ability of nodes should be evaluated accurately to consequently achieve the reasonable selection of relay nodes [17] .
With the consideration of the features of ICWNs mentioned above, a Node Service Ability (NSA) aware packet forwarding mechanism is proposed in this paper. Through modeling and analyzing the connection status, the service abilities of nodes can be evaluated in a distributed manner, by which the optimal relay node can be accordingly selected. In addition, to fully exploit the limited durations of temporary links raised by the node movements, the packet forwarding level is determined according to its spreading degree.
The main contributions of the paper are summarized as follows:
• We establish a model to accurately analyze the actual node connection status. In particular, due to the diversity of the connection status resulting from the node's different social attributes in ICWNs, we model the connection status as a continuous time homogeneous Markov chain, and thus precisely perceiving the status in a distributed manner.
• We design a new model to evaluate a node's service ability by jointly taking the node's connection strength and connection availability. This is different from the existing models only considering the connection strength. Specifically, the node's connection availability is assessed by considering the node's current conditions such as selfishness and available buffer size.
• We propose an approach to estimate the packet forward level that is used for the packet forwarding and buffering. The packet delivery probability depends on the instant global packet transmission status which is difficult to obtain. Thus, we propose a distributed packet transmission scheme by fully exploiting the temporary connection opportunity.
• We propose an adaptive packet forwarding scheme to improve the network performance. Specifically, considering that the packet forwarding process is directly affected by the diversity of the relay node's service ability, we design an adaptive packet forwarding scheme so that the node with highest service ability can be selected to forward packets. The remainder of the paper is organized as follows. In Section II, some related works are presented, and a NSA evaluation method is introduced in Section III. In Section IV, based on the network status, a packet forwarding mechanism is proposed. In Section V, we evaluate the performance of the proposed packet forwarding mechanism, and compare it with other existing schemes. We reach our conclusion and discuss our future works in Section VI.
II. RELATED WORKS
The packet forwarding mechanism in ICWNs aims to ensure the reliability even when the network connectivity is intermittent or when an end-to-end path may not exist. Taking the node relationship into account, the packet forwarding mechanisms are proposed in [18] and [19] . In the former, the relay nodes are selected by evaluating both the node global and local popularity. In the latter, a node forwards a packet to a contacted node according to three metrics: betweenness (the number of shortest paths on which a node lies), similarity (the number of ties that two nodes share), and tie-strength (the recency, duration and number of contacts between two nodes). However, the features of nodes are obtained through the offline methods. Exploiting the feature of connection and network connectivity, a transient packet forwarding mechanism based on node contact patterns is proposed in [20] . According to the experimental results of ICWNs applications, the forwarding metric is defined firstly, and then the relay node can be selected. However, the proposed mechanism is based on the priori knowledge of network status. Similarly, [21] employs multiple off-line node characteristics to evaluate the node relationship strength and further select the relay nodes.
Unlike these above methods, node service abilities in our approach can be computed through on-line methods. Combining with contact history and predictions of future contacts, the packet forwarding mechanism is proposed in [22] . In [23] , the authors present a forwarding mechanism for ICWNs that utilizes dynamical network information to categorize nodes into different roles, and then packets are forwarded only to contacted nodes which are in the same role or in a role adjacent to the destination's role. To efficiently forward packets, [24] quantifies the relationship between nodes according to the node behavior similarity and further predict the probability of the next contact in the distributed manner. Obviously, the performance of the proposed mechanism mainly depends on the accuracy of the node behavior detection and node similarity evaluation. To improve the scalability of mechanism, a novel forwarding mechanism ML-SOR (Multi-layer Social Network based Routing) is introduced in [25] , which evaluates the node service ability by combining the available off-line network information with on-line network information. However, the highly correlated multi-layer information are redundant to the relay selection process. Therefore, the independence of multilayer node characteristics should be carefully considered to achieve the accurate node service ability evaluation.
To avoid the acquisition of massive network status information, a new heuristic multiple-copy packet forwarding mechanism is proposed in [26] . By dividing the nodes into several groups, the inter-group communication can be exploited to effectively reduce the packet forwarding hop counts, which also avoids the acquisition of the status information of the transmission path from the source to destination nodes. Obviously, the grouping strategy and group size are crucial to the network performance and should be carefully considered. The group establishment process should also be elaborated.
To avoid congestions due to the continuously receiving of packets, a core copy of the original packet is generated to be buffered at the neighbor with high utilization value, as devised in [27] . The contact frequency and duration are both taken into account, whereas the core copy cannot be replicated. Besides, the optimal tree replication algorithm and Markov chain model are employed to determine the optimal copy number. When updating utilization values, the historical utilization values are well exploited. The experimental results confirm the efficiency of the proposed mechanism.
The concept of "Phantom Message" is employed in [28] , and different packet transmitting and buffering priorities are determined according to the impact of a successful packet delivery. Thus, the limited connection duration can be fully exploited and the replacing of relatively important packets can be avoided. Nevertheless, packets with more copies are of higher buffering priorities, which leads to the replacing of packets with fewer copies and the decrease of their delivery ratios.
Due to the intermittent connections and node mobility, the packet forwarding opportunity of each node varies. The packet forwarding utility evaluations only based on the connection times are inaccurate, therefore the connection status should be analyzed for more accurate evaluation of connection availability and node service ability. Besides, the transmission status of each packet should also be considered to set the packet forwarding level, by which the temporary and opportunistic node contacts can be fully exploited.
III. NODE SERVICE ABILITY EVALUATION

A. Network Model
ICWNs consist of nodes with short-distance wireless communication modules, which can be divided into source, relay and destination according to their relationship with packets. Source nodes generate packets and forward them to their destination nodes, and relay nodes carry and forward the packets in a cooperation manner. As mentioned before, the forwarding process of packets is crucial to the ICWNs packet communication and network performance. Apparently, to select nodes with strong service abilities as relays can notably enhance the packet forwarding efficiency of ICWNs. The network model and packet transmission process of ICWNs are shown in Fig. 1 .
Source node S generates a packet at time T 1 for the destination node. However, due to the intermittent connection and different connected domains of the source and destination nodes, the end-to-end connection is unavailable. After source node S contacts node A and E, the packet is forwarded to node E, which has the stronger service ability. At time T 2 , node E contacts and establishes the connection with node B for the packet forwarding. Finally, the packet delivery is accomplished by node B at time T 3 . As can be seen, the relay node selection is crucial, where node service ability reflecting its packet forwarding capability should be exploited to enhance the packet forwarding efficiency.
B. Node Connection Model
The temporary connection brought by the node movement can be exploited to transmit packets with the storingcarrying-forwarding manner. Obviously, NSA can be directly determined by the connection state with destination node. However, the physical location of nodes and interaction frequency between nodes vary hugely in ICWNs, and their active degrees are different. Therefore, under various time scales, the established connections are also different. As a result, NSA has significant differences. In this section, a new node connection status analytical model is established to accurately perceive the node connection status. Due to various node trajectories in ICWNs, the connection status between nodes presents the characteristics. By modeling the connection status as the continuous time homogeneous Markov chain, the node connection status can be well perceived in a distributed manner.
Definition 1 (Node Service Ability): The node service ability is the ability to provide packet forwarding services for other nodes. Obviously, the service ability of node is directly related to the connection capacity of the node and the availability of the connection.
(I). NSA can be determined by the connection times {C(t), t ≥ 0} with other nodes within the given monitoring interval. The connection time is influenced by two parameters, the connection strength and monitoring interval respectively. During the period [t, t + s], the probability that a given node establishes a connection with other nodes can be described by Eq. (1)
Where λ is the arrival rate of the connection, o is the infinitesimal related to the interval time s, C(t, t + s) is the connection times from time t to time t + s, C(t) is the connection times from time 0 to time t, C(t, t + s) − C(t) = 1 signifies that there is only one single connection within the time interval s, P{C(t, t +s)−C(t) = 1} is the probability that there is one established connection within the time interval s.
The node movements in ICWNs follow independent identical distribution (i.i.d) [29] . However, the node trajectories consist of multiple epochs and the duration. The destination location and movements of each epoch are different. As mentioned above, the packet transmission process of ICWNs depends on the temporary connections established during the node movements. If more nodes are on the trajectory of the given node within a certain period, the establishing connection ability of the node is stronger, the opportunity of its carrying packet copies to be forwarded is higher, and the node service ability is stronger.
(II). According to [30] , if the running time of network is long enough, the correlation coefficient of node contact events tends to be 0. Even though nodes have different trajectories, their contact events follow i.i.d. Therefore, the connection establishment events are independent in non-overlapping time domain. From the above constraints, the connection times is only related to the connection strength and monitoring interval no matter when the monitoring period begins or finishes, so the constraint shown in Eq. (2) can be satisfied. (III). The node in ICWNs has limited communication range, and the node density is sparse. Therefore, the probability that a node establishes connections with more than two nodes continuously in a short time interval is very small, as shown in Eq. (3).
Combining Eq. (1) to (3), the conclusion can be drawn that the connection times {C(t), t ≥ 0} of nodes can be modeled as Poisson process. According to the above analysis, the initial value of this parameter is C(0) = 0, thus C (t 0 ) = 0| t 0 =0 . Therefore, the connection times {C(t), t ≥ 0} during any interval t 0 < t 1 < t 2 < · · · < t n < t n+1 can be obtained from Eq. (4).
As mentioned before, the connection establishment events are independent in non-overlapping time domain, therefore the corresponding connection times are also independent in each interval
According to Eq. (4) and (5), the relationship between the current connection times and the connection times during the next interval can be illustrated by Eq. (6) .
Therefore, the Markov chain can be utilized to model the variable connection times {C(t), t ≥ 0}, due to their similarity.
Let α, β denote the connection times during the interval [0, t] and [0, t + s] respectively, obviously we have α ≤ β, and then the deviation of connection times for different intervals can be obtained according to the properties of Markov chain, as shown in Eq. (7).
Obviously, the variable of connection times has the feature of monotone increasing, so the constraint shown in Eq. (8) can be satisfied.
Integrating Eq. (7) and (8), the transition probability P αβ (t, s) from connection times α at time t to connection times β after time s can be obtained as shown in Eq. (9) .
The conclusion can be drawn that the process of connection times {C(t), t ≥ 0} has the feature of homogeneity, and it can be approximately modeled by the continuous time homogeneous Markov chain. Further, the node connection status can be analyzed according to the properties of continuous time homogeneous Markov chain.
The packets in ICWNs are normally forwarded in a distributed manner, thus the information of connection status cannot be obtained timely; at the same time, massive network resources will be consumed due to the flooding of the estimated connection status. Based on the above established model, NSA can be evaluated according to the historical connection information, and then the node with high NSA can be selected as the relay node to facilitate the packet forwarding. Meanwhile, for packet-driven ICWNs, packets carried by relay nodes can have multiple source and destination nodes and the service abilities for each packet are affected by multiple factors, especially the contact time with the destination node. Due to the distributed packet forwarding and different node trajectories, the given relay node can provide strong service abilities for some packet copies and weak service abilities for the rest of the packet copies. Obviously, node service abilities vary due to the different node trajectories and carrying packet copies.
The temporary connection raised by the node movement is utilized to transmit packets in ICWNs, and copies of packets are forwarded in the hop-by-hop manner with the assistance of multiple relay nodes. In a given period, the more connecting times a node reaches, the stronger NSA it can have. As a result, the diffusion degrees of packets will be significantly increased if they are carried and forwarded by nodes of strong NSA, and the delivery ratio can also be improved. However, the connection duration is random, and the radio medium is shared by all neighbor nodes. Therefore, there is contention on the medium between nodes. The new connection cannot be established while the node is currently connecting to another. As can be seen, the evaluation on NSA should fully consider about the connection strength and connection availability. The connection strength of node reflects the active degree of node in ICWNs. With the connection strength growing, the active degree would be increasingly higher. The available connection of node is the prerequisite for the node to provide packet forwarding service. Thus we develop the node service ability evaluation method through combining the connection strength analysis with the connection availability estimation, so as to comprehensively assess the packet forwarding abilities of nodes.
C. Connection Strength Estimation
In ICWNs, the global information of connection status cannot be obtained by an individual node, but each node can evaluate the connection status itself according to the historical connection information. For any node i , the average time interval t between connections can be obtained from the locally recorded connection times and the current time T, as shown in Eq. (10) .
Further, the connection strength λ of node i can be calculated according to Eq. (11) .
For node i , the duration of its nth connection is related to two parameters, connection establishing time t up (n) and connection breaking time t down (n) respectively, so the nth duration can be obtained as shown in Eq. (12) .
Consequently, the average connection duration of node i can be obtained according to the obtained historical information, as shown in Eq. (13) .
The service rate of node is directly related to the number of serviced node. With the same connection strength, a high service rate indicates meeting frequently with other nodes. As a result, more packets can be forwarded by these nodes, which gives them a stronger NSA. The node service abilities are affected by multiple factors such as connection status, resource level and operation status, besides the node trajectories. For instance, some nodes can switch into the sleeping mode due to the low residual energy level. Even if these nodes are contacted, they cannot provide forwarding services. Therefore, the service rates of nodes vary due to the different node trajectories and operation time. The service rate μ of node i can be calculated by Eq. (14), wheret denotes the average connection duration.
D. Connection Availability Estimation
In accordance with the on-off status of links, the connection status can be divided into the connection interrupted status and connection continued status respectively. Correspondingly, the running time of node can be divided into the interval time between connections and the duration of connections. Therefore, the analysis on node connection state can be decomposed into the analysis on the connection interval and duration. As mentioned before, connection times {C(t), t ≥ 0} can be modeled by homogeneous Markov chain. According to the properties of the model shown in [31] , the conclusion can be drawn that the interval between continuous connections follows the exponential distribution. Similarly, the connection duration can also be approximated by the exponential distribution [32] . Therefore, the transition between connection status can be illustrated by Fig.2 .
According to the characteristic of homogeneous Markov chain, during the limited period of time t, the transition probability of the connecting times {C(t), t ≥ 0} can be obtained as shown in Eq. (15) .
In Eq. (15), P ρδ (t) denotes the probability that a connection transits from the interrupted status to the connected status, whereas P δρ (t) denotes the probability that a connection transits from the connected status to the interrupted status. Theoretically, the status transfer probability in Eq. (15) seems to be larger than 1. However, the node status transition follows exponential distributions of λ and μ. Let F (·) be the cumulative distribution function, we can obtain Eq. (16) .
By the Taylor series expansion of P ρδ (t), we can obtain Eq. (17)
Because F (·) is between [0,1], P ρδ (t) and P δρ (t) are less than 1.
Besides, the equilibrium point analysis is crucial to the homogeneous Markov process, which can be analyzed to determine the stable system status. Our analysis on the homogeneous Markov process is shown in Appendix. And it is not difficult to find when the connected time t k2 and the disconnected time t k1 meet the relationship t k1 t k2 = μ λ, the model reaches equilibrium. (18) and (19) , where q i j denotes the transition probability from the i th status to the j th status.
As shown in Theorem 1, the transition probability that the connection remains in the interrupted status q ρρ is shown in Eq. (20) .
Obviously, nodes in ICWNs only have two statuses, the connected status and interrupted status respectively. Therefore, the relationship between the transition probabilities should meet the normalized constraint, as shown in Eq. (21).
Further, combining Eq. (18) to Eq. (21), the probability that the connection remains in the interrupted status q ρρ can be obtained as shown in Eq. (22), where q ρδ denotes the transition probability that a connection transits from the interrupted status to the connected status.
Similar to the above procedure, the transition probability that the connection remains in the connected status q δδ is shown in Eq. (23) .
Based on Kolmogorov equation, the probability that the node is in the interrupted status can be obtained as shown in Eq. (24) .
Combining Eq. (22) to (23), the probability that the node is in the interrupted status can be further derived as shown in Eq. (25) .
According to the properties of differential equations, the probability that the connection remains in the interrupted status P ρρ (h) can be calculated as shown in Eq. (26) , where C is a constant in the differential equations.
According to the initial value P ρρ (0) = 1, constant C in Eq. (26) can be expressed by Eq. (27) .
Consequently, based on Eq. (26) and Eq. (27) , the probability that the connection remains in the interrupted status P ρρ (h) can be calculated as shown in Eq. (28) , where
Similarly, according to Kolmogorov equation, the probability P ρδ (h) that a connection transits from the interrupted status to the connected status can be illustrated by Eq. (29) .
Further, the value of P ρδ (h) can be calculated by Eq. (30) .
Similarly, the probability that the connection remains in the connected status P δδ (h) can be calculated as shown in Eq. (31); at the same time, the probability P δρ (h) that a connection transits from the connected status to the interrupted status can be illustrated as shown in Eq. (32) .
From Eq. (28), (30), (31) and (32), the transition probability P i j (h) of connection times {C(t), t ≥ 0} should meet the constraints shown in Eq. (33) .
The connection times {C(t), t ≥ 0} can be modeled by the irreducible finite state continuous-time Markov process. According to the feature of this Markov process, the stationary distribution of {C(t), t ≥ 0} must exist. Therefore, under a steady state, the probability that the connection remains in the interrupted status π ρ can be calculated as shown in Eq. (34) .
Before a node establishes a new connection, the initial connection status must be the interrupted status. Therefore, the probability of an available connection C a equals to the probability that the connection is in the interrupted status π ρ , as shown in Eq. (35) .
Although node movements have similar statistic characteristics and distribution, their trajectories vary in time domain, which leads to the difference of contact events between nodes. At the same time, the movement trajectory and location of node within each epoch are different. The nodes will contact with various number of nodes during the same period, and their connection strengthen are also different. Additionally, the packet forwarding should be achieved in a cooperation manner. The copies of packet will be exchanged mutually after the nodes contact each other. As a result, there are many copies of packet in the node buffer depending on its movement process, and the various residual resources and temporal link duration also affect the availability of connection. As mentioned before, the service ability of node is mainly determined by the above two factors. With different connection strengthen and connection availability, the service abilities of node are distinct from each other under the i.i.d assumption.
Considering connection strength λ and connection availability C a , NSA can be obtained as shown in Eq. (36) .
NSA reflects the packet transmission status of carried packets. Meanwhile, due to the various destination locations, node trajectories, operation time and obtained network status information, nodes have different service abilities. Most importantly, the node service abilities should be accurately quantified for the relay node selection. In this section, by considering the connection strength and connection availability, NSA can be evaluated accurately, and then packets can be forwarded reasonably after nodes contacted.
IV. PACKET FORWARDING BASED ON NODE SERVICE ABILITY
The packet copies can be spread more quickly while they are carried by the node with higher NSA. As a result, they can be delivered to the destination node successfully. However, similar to other wireless nodes, the buffer capacity of nodes in ICWNs is limited, and buffer resources will be heavily consumed by redundant copies while the multi-copy mechanism is utilized. Thus, the network performance will be deteriorated due to the unnecessary carrying for packets from other nodes. Therefore, to design an efficient packet forwarding mechanism, the instant packet transmitting status should be considered, by which the forwarding level can be determined reasonably to reserve the buffer resources for appropriate packets. Consequently, considering the evaluated NSA, relay nodes can be selected reasonably.
A. Packet Forwarding Level
Unlike the priority defined in Enhanced Distributed Channel Access (EDCA), which aims to provide the differentiate service for multimedia services, we define the packet forward level to control the buffer resources and forwarding opportunities raised by node movement.
In detail, there are three main differences between the priority of EDCA and packet forward level of our proposed packet forwarding mechanism. Firstly, the application scenarios are various, and the features of ICWNs and WLAN also differs each other, such as node communication range, node density, packet forwarding method. Secondly, the priority defined in EDCA is determined based on the service categories. On the other hand, the packet forward level is evaluated according to the number of packet copies. Finally, the EDCA aims to guarantee the Quality of Service (QoS) of multimedia service, the NSA is introduced to provide the reliability for packet forwarding.
In ICWNs, the packet delivery probability will largely depend on the instant packet transmission status. Although it is impractical to obtain the real-time global packet transmission status, we propose the distributed packet transmission status aware method by fully exploiting the temporary connection opportunity brought by the contact of nodes. Then based on the perceived packet transmission status, we assign different levels to diverse packets, so as to enhance the efficiencies of packet forwarding and buffering resources.
According to the packet forwarding principle, the more copies of a given packet indicates the higher probability that the packet can be delivered successfully, therefore forwarding these copies will be less necessary. As a result, lower packet forwarding levels should be assigned to them. However, due to the intermittent connectivity feature of ICWNs, the global network status information cannot be obtained by any individual node, thus the copy number of packet cannot be evaluated accurately in the real-time manner. To fully exploit the temporary connection opportunity, the packet transmitting status is exchanged after the nodes contacted, which means the transmitting status can be evaluated in a distributed manner [34] .
To record the information of carried packets, the list of packet information is designed as shown in Table 1 .
In Table 1 , M i denotes the i th item in DSList, I D i identifies a given packet, C i denotes the copy number of packet i according to the historical information obtained locally, T i denotes the residual TTL of packet i , and S i denotes the delivery status of packet i , if the copy of packet i is delivered successfully, let S i = 1.
Although nodes are resource limited in ICWNs, along with the network operation, the stored packet information list will be constantly updated and does not occupy too much buffer space. As illustrated above, list item I D i only occupies 2 bytes, which can identify 65536 different packets. List item C i only occupies 1 byte, which can record 256 copies, and list item T i occupies 2 bytes, which can record 65535 seconds. Besides, list item S i consumes 1 bit. Therefore, the buffer occupation of the packet information list does not exceed (2 + 1 + 2 + 0.125) × n X = 5.125n X bytes, where n X denotes the packet number. According to the characteristics of connection model in ICWNs, a given node can simultaneously maintain only one connection and the contact probability between nodes is relatively small. For a given ICWNs scenario with 1000 transmitting packets, the maximum buffer occupation of the packet information list is approximately 5 Kbytes, which is far less than the node buffer space and will not cause buffer overflow. Meanwhile, the energy consumption of exchanging the packet information list is ignorable especially when transmitting a 200 Kbs packet, which contributes above 97.5% of the energy consumption. As the number of transmitting packets increases, the exchange of packet information list barely affects the packet forwarding performance. 
After nodes contacted, items of
are exchanged to update the information about the network status, and the update procedure between nodes is illustrated in Fig.3 . Whether to forward the packet to a given contacted node directly affects the update of copy number C i , therefore, for a more accurate forwarding level evaluation and more effective buffer management, different packet information list update strategies are employed in this paper, which depends on whether the contacted node is the relay node or not. The packet forwarding level can be employed to fully exploit every single temporary contact and the corresponding forwarding opportunity in resource limited ICWNs. The packet copies with higher forwarding levels should be firstly forwarded. While node A is not selected as the relay node by node B for packet K , node B sends the information about the copies of packet K to node A. Otherwise, the value of C k is increased by one, and then the information is sent to node A.
Due to the symmetry of link, the update of DSList B is similar to that of DSList A , by which the copy number for a given packet can be obtained in a Best Effort manner.
According to the parallel packet forwarding manner in ICWNs, the packet with larger number of copies can be forwarded to its destination with a higher probability. As can be seen, continuously forwarding these copies will be resource consuming. Therefore, to further improve the utilization of temporary link resources, the forwarding level of each packet should be adjusted according to their copy numbers. To reserve buffer resources for the undelivered packets, packet forwarding level T P i can be determined as shown in Eq. (37) .
B. Adaptive Packet Forwarding
The packet forwarding process is directly affected by the service ability diversity of relay node. We design the relay node adaptive packet forwarding method, which is able to automatically adopt corresponding packet forwarding mechanism according to the service ability of relay node, so that the network resources can be fully exploited to enhance the forwarding efficiency.
The temporary connection raised by the node movement is utilized to transmit packets in ICWNs, and copies of packets are forwarded in the hop-by-hop manner with the assistance of multiple relay nodes. As can be seen, NSA can be directly determined by the connection state with destination node. In a given period, the more connection times a node reaches, the stronger NSA it can have. As a result, the diffusion degrees of packets will be significantly increased if they are carried and forwarded by nodes of strong NSA, and the delivery ratio can also be improved. However, the radio medium is shared by all neighbor nodes. Therefore, there is contention on the medium between nodes, the new connection cannot be established while the node is currently connecting to another. As can be seen, the evaluation on NSA should fully consider about the connection strength and connection availability. Therefore, the node connection is modeled to distinguish NSA effectively in this paper.
Obviously, the packets can be spread more quickly while they are carried by the node with higher NSA. As a result, they can be delivered to the destination node successfully. However, the buffer capacity of nodes in ICWNs is limited, and buffer resources will be heavily consumed by redundant copies. Thus, the network performance will be deteriorated. Therefore, the instant packet transmitting status should be considered, by which the forwarding level can be determined reasonably to reserve the buffer resources for appropriate packets. Consequently, considering the evaluated NSA, relay nodes can be selected reasonably.
According to the evaluated NSA, the contacted nodes can be classified into two categories, nodes with strong NSA S A RS and nodes with weak NSA S A RW respectively. Though the packet can be forwarded to its destination easier if carried by the relay node with strong NSA, its buffer may overflow by carrying too many copies; besides, the resource utilization of S A RW is inefficient. To solve this problem, an adaptive packet forwarding method is designed by distinguishing contacted nodes. The detailed procedure is shown as follows.
Firstly, when a connection is established, Summary Vector (SV) is exchanged, and the historical contact information and DSList are updated. Further, the connection strength and availability are evaluated based on the historical contact information, and then NSA can be obtained.
Secondly, NSAs of contacted nodes are compared to determine S A RS and S A RW . If NSA of the node is stronger than the contacted node, that the contacted node is S A RW node, then its residual buffer resources can be perceived, and the stored packets of S A RS can be preferentially forwarded to S A RW according to their forwarding levels; otherwise, all stored packets are sent to S A RS .
Finally, upon receiving packets, the other node will compare copy number of the newly arriving packet C New with that of the packet with most copies C Max . When C New < C Max and the residual buffer space B R → 0, node will discard the corresponding packets with most copies C Max and receive the newly arriving packets; Otherwise, it refuses to receive the new packet. The detailed pseudo code is shown in Algorithm 1. 4: for n = 0; n < DSList.size() − 1; n + + do 5: if Sn = 1& Nodei.Contains(n) then 6: Nodei.Remove(n);// Delete the successfully delivered packet in the local buffer of node i 7: end if 8: end for 9: CountDateTP(DSList);// Count the packet forwarding level depending on the copy number 10: CountNodeServiceAbility(i, j );// Count nodes service ability 11: while NewData d// Node i sends packet d to j do 12: if Nodei == d.T arg et Node// Whether node i is the destination node then 13: Nodei.Receive(d); 14: else 15: CompareServiceAbility( i, j );// Compare NSA of the two nodes 16: if Nodei == S ARW // Whether node i is a weak NSA node then 17: if Nodei.FreeBu f f er Si ze > d.si ze// Whether the buffer size is enough then 18: Nodei.Receive(d); 19: else 20: Nodei.Refuse(d); 21: end if 22: else if Nodei == SARS// Whether node i is a strong NSA node then 23: if Cd >= C Max// Whether the number of copies is greater than the maximum then 24: Nodei.Refuse(d); 25: else 26: while Nodei.FreeBu f f er Si ze <= d.si ze do 27: Nodei.Remove(Date(CMax));// Delete the packet with the maximum number of copies 28: end while 29: Nodei.Receive(d); 30: end if 31: end if 32: end if 33 
V. NUMERICAL RESULTS
A. Simulation Setup
In order to evaluate different packet forwarding mechanisms, we use the Opportunistic Network Environment simulator (ONE) [35] [36] [37] [38] [39] [40] to verify our proposed mechanism. Further, the performance of NSA is compared with several classical mechanisms, such as PROPHET [41] , ML-SOR and BUBBLE Rap. The performance parameters include the delivery ratio, delay and overhead ratio, where the delivery ratio describes the proportion of successfully delivered packets in all generated packets and the overhead ratio is defined as the proportion of the redundant packet forwarding times and the successful delivery number, as shown in Eq. (38) . With this parameter, the efficiency of buffer management mechanisms can be reflected. In Eq. (38), P overhead is the overhead ratio, N t is the total packet forwarding times, N s is the number of successfully delivered packets. On the other hand, the delivery ratio can be defined as the proportion of packets with at least one copy successfully delivered to generated queries; the delay can be defined as the average duration between a query's generation and the first arrival of one of its copies.
In this section, two evaluation models are employed, mapbased community model and Infocom 06 Data Set respectively.
Map-based vehicular model restricts the movements of nodes to actual streets in an imported map. In our simulation, we used a map of 4500 m × 3400 m section of Helsinki, Finland; moreover, the transmission ranges are assumed to be 10 m. Transmission rate for all the nodes is assumed to be 2 MBps. We also assume that the file size is 800 KB and the node number is 30.
The Infocom 06 data set contains opportunistic Bluetooth contacts between 98 iMotes, 78 of which were distributed to Infocom06 participants and 20 of which with external antennas (providing longer transmission range) were deployed at several places at the conference venue to act as access points (APs). Moreover, the transmission range is assumed to be 10 m. Transmission rate for all the nodes is assumed to be 250 KBps. We also assume that the packet length follows exponential distribution within the range of [200, 300] KB and the TTL of each packet is 3 hours.
B. Impact of Network Load on Network Performance
Efficient packet forwarding mechanisms should have the adaptability to network scenarios with different loads. For the distributed ICWNs, the packet generation interval can be utilized to approximate the network load. Therefore, the performance of our proposed mechanism is verified under different packet generation intervals in Fig.4-6 . The results of the map-based model are shown in Fig.4(a)-6(a) , and the results of Infocom06 model are shown in Fig.4(b)-6(b) .
The successful delivery ratio under different packet generation intervals are shown in Fig.4(a)-4(b) . As can be seen, with the gradually increasing packet generation interval, the total packet number decreases. The network packet traffic is reduced due to the growth of packet generation interval, and more network resources are available for packet copies, so the delivery ratio increases under the four mechanisms. The result shows that, compared with PROPHET and BUBBLE Rap, NSA can greatly improve the packet delivery ratio, achieve the accurate node service ability evaluation and select the optimal relay node, whereas, compared with ML-SOR, NSA can achieve the performance gain of 22.4% in the Map-based community model. In Infocom06 Data model, compared with PROPHET, ML-SOR and BUBBLE Rap, NSA can improve the packet delivery ratio by 21.7%, 10.3% and 48.4% respectively.
The average delivery delay under different packet generation intervals is described in Figure 5 (a)-5(b). Obviously, more forwarding opportunities can be obtained while the total packet number reduces, so the packet discarding probability due to the buffer overflow is reduced, which indicates packets can be stored and carried longer. Because packet copies are effectively spread in the network, their average delivery delay is reducing. While the number of packet copies is reduced, the copy is discarded with low probability. By setting the packet forwarding levels according to the packet delivery conditions, almost all packets can be effectively forwarded to reduce the packet delivery delay. The results show that, compared with PROPHET, ML-SOR and BUBBLE Rap, the delay performance is increased by 27.7%, 13.8% and 21.6% in the Map-based community model, and 12.5%, 4.9% and 8.4% in Infocom06 data model. Figure 6 (a)-6(b) show the overhead ratio of four mechanisms under different packet generation intervals. As mentioned above, the buffer resources are limited, and the given packet can obtain more opportunities to be carried and forwarded while the total number of packets decreases. According to Eq. (36), the overhead ratio will gradually increase with the packet forwarding times. Compared with PROPHET, ML-SOR and BUBBLE Rap, the overhead ratio of NSA is 35.2%, 16.8% and 25.0% less. In Infocom06 data model, NSA mechanism can achieve 56.8%, 8.4% and 20.5% less overhead ratio.
The proposed NSA mechanism analyzes the modeled connection status, obtains node service ability, and estimates the packet transmitting status, by which the packet forwarding levels can be determined, the adaptive forwarding strategy can be designed and the packet forwarding efficiency can be enhanced. The packet forwarding levels and connection status are not taken into account by PROPHET, ML-SOR and BUBBLE Rap. Therefore, from the results under various network loads, NSA can accurately perceive the various node service abilities, select the optimal relay and forward packet copies according to the packet levels. Therefore, compared with PROPHET, ML-SOR and BUBBLE Rap, the delivery ratio can be dramatically improved, and the network load and packet delivery delay can be effectively reduced by the proposed NSA.
C. Impact of Buffer Size on Network Performance
As mentioned above, the buffer resources of nodes in ICWNs are limited. Improving the utilization of buffer resources can enhance the network performance dramatically, therefore variable buffer sizes are set for the validity of our mechanism. The numerical results under different buffer sizes are shown in Fig.7-9 . The results of the map-based community model are shown in Fig.7(a)-9(a) , whereas the results for the Infocom06 data model are shown in Fig.7(b)-9(b) .
With the buffer capacity increasing, more packets can be carried by relay nodes. As a result, the packet delivery ratio increases. Compared with ML-SOR, the packet delivery ratio of NSA is 19.7% higher; on the other hand, when compared with PROPHET and BUBBLE Rap, NSA can greatly improve the performance of delivery ratio in the Map-based community model. Especially, in Infocom06 data model, the packet delivery ratio of NSA is 15.7%, 20.5%, 32.3% higher respectively.
As node buffer size increasing, the number of carrying packets grows and the probability of dropping packets due to insufficient buffer space dramatically reduces. Therefore, a large number of packet copies should be maintained in the buffer. By utilizing the multi-copy packet forwarding mechanism, the packet transmission should be achieved when one of the copies reaches its destination. Taking advantage of the parallel feature of packet forwarding mechanism, the delivery delay remains stable though the buffer capacity increases continuously. Compared with PROPHET, BUBBLE Rap and ML-SOR, the delay performance of NSA can be enhanced by 23.9%, 29.3% and 28.3% respectively in the Map-based community model, and by 13.3%, 20% and 6.8% respectively in Infocom06 data model, because the reasonably designed packet forwarding level can effectively enhance the timeliness of packet forwarding. Figure 9 (a)-9(b) describes the impacts of different buffer sizes and different simulation models on the overhead ratio. As the buffer capacity increases, more packets can be forwarded to their destinations. According to Eq. (36), the overhead ratio decreases. Compared with PROPHET, BUBBLE Rap and ML-SOR mechanism, the overhead ratio of NSA can reduce by 21.3%, 28.4% and 4.5%. At the same time, the overhead ratio of NSA can reduce by 44.5%, 63.5%, 21.7% in Infocom06 data model.
The proposed NSA mechanism comprehensively considers the modeled connection status, evaluated NSA, estimated packet transmitting status, and packet forwarding levels, by which the adaptive forwarding strategy can be designed and the buffer resources can be reasonably allocated. The packet forwarding process of PROPHET only depends on the contact probability between nodes and BUBBLE Rap only forwards packets to the node in the same community, which may lead to the contact chances between higher NSA node and the destination missed. Although packets are forwarded with the considerations of multi-layer social attributes in ML-SOR, which greatly enhances the buffer utilization, it lacks the considerations about the impacts of active nodes and the transitions between connection statuses. Therefore, compared with other three mechanisms and under various buffer spaces, the obvious optimizations of delivery ratio, overhead ratio and latency of NSA can be achieved.
VI. CONCLUSION
In this paper, we proposed a node service ability aware packet forwarding method that improves the resource utilization in ICWNs. Based on the established connection state model, NSA can be obtained in a distributed manner. Further, by introducing the packet forwarding level, the network resources can be utilized more efficiently. Our studies show that the packet delivery ratio is significantly improved while the average packet delay and overheads are reduced in the proposed approach.
In fact, different levels of node collaboration willingness due to various resource restraints and social attributes can be reflected by the packet delivery performance. It is observed that nodes with the strong collaboration willingness can be more actively participating in the packet forwarding process. However, the non-collaborative node behaviors can significantly affect the packet forwarding performance. In the future, we plan to introduce the willingness of cooperation and energy efficiency into the NSA evaluations. In addition, a service discovery mechanism is essential for users to access the network resources anytime and anywhere. The proposed NSA can be exploited to support the service discovery process of ICWNs and nodes with strong service abilities can be selected to provide more services. Our future research works will focus on the application of the proposed NSA in service discovery to enhance the service efficiency.
