We characterize the distributions of short cycles in a large metabolic network previously shown to have small world characteristics and a power law degree distribution. Compared with three classes of random networks, including Erdős-Rényi random graphs and synthetic small world networks of the same connectivity, the metabolic network has a particularly large number of triangles and a deficit in large cycles. Short cycles reduce the length of detours when a connection is clipped, so we propose that long cycles in metabolism may have been selected against in order to shorten transition times and reduce the likelihood of oscillations in response to external perturbations.
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Systems as diverse as the Western US power grid, metabolic networks of a cell, or the World Wide Web are well described as graphs with characteristic topology. Small world networks have received considerable attention since the seminal paper by Watts and Strogatz [1] .
Most of the existing literature discusses small world networks in terms of the average path length between two vertices [2] or of the network's clustering coefficient [3, 4] which measures how close the neighborhood of a each vertex comes on average to being a complete subgraph (clique) [1] . Barabási et al. [5, 6] focussed on the degree distributions, finding a power law in a suite of real world examples including the world wide web or the US power-grid. Recent work on the spread of epidemics on a small world network [7] emphasizes the importance of "far-reaching" edges. The idea is that clipping a far edge will force a (relatively) long detour in the network. Hence it is these edges that are responsible for the small diameter of the graph G.
Let us look at detours in graphs in more systematic way. Throughout this paper we will represent a network as a simple (unweighted, undirected) graph G(V, E) with vertex set V and edge set E. A cycle in G is a closed path which meets each of its vertices and edges exactly once. The length of a cycle C, i.e., the number of its vertices or edges, is denoted by |C|. With each edge e ∈ E we can associate the set S(e) containing the shortest cycles in G that go through e. It is easily verified that a far edge in the sense of [7] is an edge that is not contained in a triangle. In other words, e is a far edge if and only if S(e) does not contain a triangle. The cycles C ∈ S(e) determine the shortest detours (which have length |C|−1) when e is removed from the graph.
It seems natural to consider the set S(G) = e∈E S(e) of shortest cycles of all edges in G and to study e.g. their length distribution. However, as the example in Fig.1 shows, the shortest cycles S(G) do not convey the complete information about the graph. Additional cycles appear to be relevant, such as the hexagon in Figure 1 .
FIG. 1: S(G)
consists of the twelve triangle only. The hexagon (bold edges), however, is obviously crucial for the network structure.
In order to extend S(G) to a more complete collection of cycles we need some more information on the cycle structure of graphs. Recall that the set of all subsets of E forms an |E|-dimensional vector space over {0, 1} (with addition and multiplication modulo 2). Vector addition in this edge space is given by symmetric differ-
The cycle space C consisting of all cycles and edge-disjoint unions of cycles in G is a particularly important subspace of the edge space [8] . Its dimension is the cyclomatic number ν(G) = |E| − |V | + c(G), where c(G) is the number of connected components of G. The length ℓ(B) of a basis B of the cycle space (cycle basis for short) is the sum of the lengths of its cycles: ℓ(B) = C∈B |C|. A minimum cycle basis (MCB) is a cycle basis with minimum length. MCBs have the property that their longest cycle is at most as long as the longest cycle of any basis of C [9] . A MCB therefore contains the salient information about the cycle structure of a graph in its most compressed form. Most graphs, however, do not have a unique MCB. On the other hand, the distribution of cycle lengths is the same in all MCBs of a given graph [10] . The way to avoid ambiguities is to consider the union of all minimum cycles bases, also known as the set R(G) of relevant cy-cles. The term "relevant" is justified by two important properties of R(G): (i) a cycle is relevant if and only if it cannot be written as an ⊕-sum of shorter cycles [11] , and (ii) the shortest cycles through an edge are relevant, i.e., S(G) ⊆ R(G) [10, 12] . Consequently, the composition of R(G) in terms of number and length distribution of cycles is an important characteristic of a graph. The numerical studies below make use of Vismara's [11] algorithm for computing R(G), which is based on Horton's MCB algorithm [13] .
The most common model of graph evolution, introduced by Erdős and Rényi [14] , assumes a fixed number n = |V | of vertices and assigns edges independently with a certain probability p [15] . In many cases ER random graphs turn out the be quite different from a network of interest. The Watts-Strogatz [1] model of small world networks starts with a deterministic graph, usually a circular arrangement of vertices in which each vertex is connected to k nearest neighbors on each side. Then edges are "rewired" (in the original version) or added [2, 16] with probability p. We shall consider the latter model for k = 1, denoted SW1 below, which corresponds to adding random edges to a Hamiltonian cycle. Both ER and SW1 graphs exhibit an approximately Gaussian degree distribution.
In many real networks, however, the degree distribution follows a power law. Barabási et al. [5, 6] show that the scale invariant behavior of the degree distributions can be explained in terms of simple graph evolution model (AB model): Starting from a small core graph, at each time step a vertex is added together with m edges that are connected to each previously present vertex k with probability Π(k) = d(k)/ j d(j), where d(j) is the degree of vertex j. In this contribution we will focus mostly on the AB model instead of Watt's original construction, because we will apply the analysis of the cycle structure to an empirical network for which a power-law like degree distribution has been established. This network is the system of all chemical reactions required for the synthesis of small-molecule building blocks and energy in the bacterium Escherichia coli. Its structure described in ref. [17] . Such chemical reaction networks are often referred to as metabolic networks.
It is clear that all triangles in a graph are relevant, since a triangle is for sure a shortest cycle through each edge. Hence |R(G)| ≥ ∆, where ∆ denotes the number of triangles in G. We expect ∆ ER = n 3 p 3 triangles in an ER random graph with edge-drawing probability p. For the SW1 graphs we obtain a similar expression:
The MCB will therefore consist almost exclusively of triangles if ∆ ≫ ν(G). The average vertex degree is d = 2|E|/n = p(n − 1) for ER and d = 2 + p(n − 3) for SW1, resp. Assuming that n is large we expect to find only triangles in R(G) for d ≫ √ 3n. Numerical simulations show that this is indeed the case, Since the AB model is based on a fixed vertex degree d, it should be compared to random graph models with given vertex degree d, not with given edge drawing probabilities p. We have an asymptotically constant number of triangles for both ER and SW1:
, resp. Note that as a consequence the clustering coefficient vanishes asymptotically. In SW networks with a priori connectivity k > 1 we find of course a number of triangles that grows at least linearly with n, since the initial (p = 0) networks already contains (k − 1)n triangles. The clustering coefficient stays finite for large n [18] .
The large vertex degree of the "early" vertices in the AB model suggests that there should be many more triangles than in ER or SW1 models. The expected degree of vertex s at "time" t is known [19] : d(s|t) = m[ t/s − 1]. The probability of an edge between s and t, t > s, is therefore p st = md(s|t − 1)/2(t − 1)m, where 2(t − 1)m is the sum of the vertex degrees at "time" t − 1. Thus ∆ = r<s<t p rs p st p rt . This can be approximated by The cyclomatic number of a AB random graph is ν(G) ∼ (m/2 − 1)n; Hence eq. (2) implies that almost all relevant cycles must be long. Fig. 4 shows that the average length of a relevant cycle grows logarithmically with n. Not surprisingly, the slopes decrease with m.
Let us now turn to an example of metabolic networks. Because it is germane to their functional analysis, we first point out a nexus between graph representations of metabolic network, and metabolic flux analysis (MFA), the most generic framework to analyze the biological function of metabolic networks. A graph representation of metabolic networks was introduced as a substrate graph Σ in [17] . Its vertices are the molecular compounds (substrates); two substrates k and l are adjacent in Σ if they participate in the same reaction r. Substrate graphs are undirected because directed graphs would not properly represent the propagation of perturbations: even for irreversible reactions the product concentration may affect the the reaction rate, for instance by product occupancy of the enzyme's active site; this in turn affects the substrate concentration. Thus, perturbations may travel backwards even from irreversible reactions. A similar argument for considering undirected graphs can be derived from metabolic control theory [20] . The key ingredient of MFA is the stoichiometric matrix S. Its entries are the stoichiometric coefficients s kr , i.e., the number of molecules of species k produced (s kr > 0) or consumed (s kr < 0) in each reaction r. Reversible reactions are entered as two separate reactions in most references. In general, additional "pseudo-reactions" are added to describe the interface of the metabolic reaction network with its environment. Stationary flux vectors f in the network satisfy Sf = o and f r ≥ 0 for each reaction r, see e.g. [21, 22, 23, 24, 25, 26] . It is not hard to see that if all reactions are mono-molecular, then S is the incidence matrix of a directed graph; The stationary flux vectors span the cycle space of this graph. The close connection between the cycle space of a directed graph and its underlying undirected graph [27] allows us to use the relevant cycles of the substrate graph Σ to describe the structure of the metabolic network in a way complementary to that provided by MFA.
For our analysis of metabolic graphs, we use the substrate graph of the Ecoli1 core metabolism, a set of chemical reactions representing the central routes of energy metabolism and small-molecule building block synthesis. Similar to [17] , we omit the following substrates from the graph: CO 2 , NH 3 , SO 4 , AMP,ADP, and ATP, their deoxy-derivatives, both the oxidized and reduced form of thioredoxine, organic phosphate and pyrophosphate. The resulting graph has n = 272 vertices and |E| = 652 edges. It is analyzed below. Table I shows that the three random models AB, SW1, and ER agree at least qualitatively with each other. The AB random graphs exhibit a much broader distribution of cycle sizes (not shown) than the ER and SW1 models. As a consequence, the average cycle numbers for ER and SW1 have statistical uncertainty of about 2%, while the uncertainty of the AB values is 5 to 10 times higher. Note that ER and SW1 have a similar number of relevant cycles, but the cycles are slightly longer in Strictly speaking, we do not know the biological significance of this relative paucity of longer cycles. However, we would like to venture a speculation. Organisms are constantly exposed to environmental fluctuations requiring transitions in metabolic states. That is, a metabolic network needs to produce different outputs depending on the environment. Environments may vary rapidly, requiring rapid transition between metabolic states. Possibly, networks with long cycles have longer transition times, because environmental perturbations may lead to prolonged oscillations in such networks. The dynamical system representation of metabolic networks required to test this idea rigorously lies beyond the scope of this article.
The longest relevant cycles in a metabolic networks are of particular interest since they reflect parts of the network that cannot easily be replaced by alternative routes.
In Fig. 5 we show the largest such cycle in Ecoli1. We emphasize that the cycles in our analysis represent routes for transmission of perturbations, but not necessarily of mass, as it is commonly considered in MFA. This is apparent from Fig.5 , which does not correspond to a pathway from a biochemical chart, but links serval pathways together.
