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1 Einleitung
Polymere sind lange Kettenmoleku¨le, die aus sehr vielen aneinander gebundenen
identischen Bausteinen, den Monomeren, aufgebaut sind. Die Zahl der Monomere,
im Folgenden als Kettenla¨nge bezeichnet, kann bis zu 105 oder sogar mehr betra-
gen. Viele der Eigenschaften der Polymere, wie z. B. Farbe, Lo¨sbarkeit, Schmelz-
und Siedetemperatur werden im Wesentlichen durch den chemischen Aufbau der
Monomere bestimmt. Andere Gro¨ßen hingegen zeigen ein universelles, von der
Mikrostruktur der Monomere unabha¨ngiges Verhalten. So findet man z. B. fu¨r
Polymere in Lo¨sungen mittels Lichtstreuung, dass sich der Tra¨gheitsradius fu¨r
Ketten mit unterschiedlichsten Monomerarten wie ein Potenzgesetz
Rg ∝ nν (1.1)
verha¨lt, wobei allerdings die Kettenla¨nge n nicht zu klein sein darf. Der Expo-
nent ν ist fu¨r alle Polymersorten derselbe und ha¨ngt nur von der Raumdimensi-
on und der
”
Qualita¨t“ der Lo¨sung ab, welche in der Regel durch Variation der
Temperatur vera¨ndert werden kann. So findet man in drei Dimensionen fu¨r den
Temperaturbereich
”
guter“ Lo¨sungen, dass ν ≈ 0.588 betra¨gt, was einer fraktalen
Dimension des Polymers von df = 1/ν < 2 entspricht. In diesem so genannten
excluded–volume–Bereich fu¨hrt der Volumenausschluss der Monomere unterein-
ander zu einer effektiv abstoßenden Wechselwirkung, so dass der Polymerkna¨uel
ein relativ loses, geschwollenes Gebilde ist.
Erniedrigt man die Temperatur und erreicht so den Bereich einer
”
schlechten“
Lo¨sung, so kollabieren die Polymere und flocken aus der Lo¨sung aus. Es bilden
sich auf Grund einer nun effektiv anziehenden Wechselwirkung zwischen den Mo-
nomeren kleine kompakte Kugeln und der Exponent ist damit ν = 1/d = 1/3.
Nach heutiger Meinung soll dieser U¨bergang vom geschwollenen zum kollabierten
Verhalten im Grenzfall unendlich langer Ketten bei einer von der Mikrostruktur
abha¨ngigen scharf bestimmten Temperatur, der
”
Θ-Temperatur“, stattfinden. An
diesem Θ-Punkt nimmt der Exponent ν den Wert ν = 1/2 an. Fu¨r Polymere end-
licher La¨nge ist hingegen der Kollaps nicht abrupt. Das Kna¨uel zieht sich bei
Temperaturerniedrigung in einem Bereich nahe der Θ-Temperatur stetig zusam-
men.
Bisher haben wir nur das Verhalten eines isolierten Kettenmoleku¨ls diskutiert.
Betrachtet man Lo¨sungen endlicher Konzentration, so findet man fu¨r Tempera-
turen T < Θ einen U¨bergang in zwei Phasen unterschiedlicher Konzentration.
Man kann somit durch Variation der Temperatur und der Monomerkonzentration
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experimentell das Phasendiagramm einer Polymerlo¨sung ermitteln. Oberhalb des
Ausflockungsu¨bergangs fu¨r Temperaturen T > Θ sind die Polymere geschwollen.
Unterhalb der Θ-Temperatur flocken die Polymere aus. Sie bilden dort eine Phase
hoher Monomerkonzentration, die mit einer Phase geringerer Konzentration ko-
existiert. Diese Koexistenzkurven sind abha¨ngig von der La¨nge der Polymere. So
tritt die Phasenseparation fu¨r la¨ngere Ketten schon bei ho¨heren Temperaturen
und niedrigereren Monomerkonzentrationen auf (siehe z. B. [XAS96] bzw. Abbil-
dung 1.1). Im Grenzfall unendlich langer Ketten soll der kritische Punkt in den
Θ-Punkt u¨bergehen.
Als Modell fu¨r ein Polymer, das dessen universelle Eigenschaften in Lo¨sung
beschreibt, benutzte man schon sehr bald einen wechselwirkenden Zufallspfad.
Fu¨r einen reinen, nicht wechselwirkenden Zufallspfad ließen sich eine Reihe von
Gro¨ßen recht einfach ausrechnen. Man fand unter anderem einen Exponenten
ν = 1/2, was dem Verhalten am Θ-Punkt entspricht. La¨sst man nun in diesem
Modell eine abstoßende Zweipunktwechselwirkung βe > 0 zu, um das excluded–
volume–Verhalten zu beschreiben, so la¨sst sich das Modell nur noch pertubativ
behandeln. Dabei stellt sich heraus, dass die Sto¨rungsreihen in z = βen
2−d/2 ord-
nen und somit in d = 3 nur bei sehr schwacher Wechselwirkung und kurzen Ketten
konvergieren. Sie sind deswegen nicht geeignet das universelle excluded–volume–
Verhalten, das eine Eigenschaft von langen, miteinander wechselwirkenden Ketten
ist, zu beschreiben.
Der entscheidende Schritt aus diesem Dilemma hin zum heutigen theoretischen
Versta¨ndnis von Polymerlo¨sungen war die Erkenntnis von de Gennes [Gen72], dass
das Polymer im excluded–volume–Bereich bei divergierender Kettenla¨nge ein kri-
tisches System ist und analog zur Theorie der Magneten am kritischen Punkt be-
handelt werden kann. Im Besonderen wurde dadurch das Konzept der Skaleninva-
rianz auf Polymere anwendbar, was deren selbsta¨hnliche Struktur wiederspiegelt.
Erweiterungen auf Lo¨sungen mit endlicher Konzentration im semidiluten Bereich
durch des Cloizeaux [Clo75] und auf polydisperse Systeme durch Scha¨fer und Wit-
ten [SW80] fu¨hren zu einem heute geschlossenen Bild der universellen Eigenschaf-
ten von Polymerlo¨sungen im excluded–volume–Bereich, inklusive des crossovers
hin zum Gaußschen Verhalten von nicht wechselwirkenden Ketten, wie es z. B.
in [Sch99] dargestellt ist. Die theoretisch mittels Renormierungsgruppenmetho-
den berechneten kritischen Exponenten und crossover–Skalenfunktionen stimmen
auch quantitativ gut mit Simulationen und Experimenten u¨berein.
Anders stellt sich die Situation in der unmittelbaren Umgebung des Θ-Punktes
dar. Dieser wurde wiederum von de Gennes [Gen75] durch die Analogie zu mag-
netischen Spinsystemen als ein trikritischer Punkt der Theorie identifiziert. Im
Limes n →∞ verha¨lt sich das Polymer fu¨r T = Θ Gaußsch mit ν = 1/2 in d = 3,
wa¨hrend fu¨r endliche Kettenla¨ngen logarithmische Korrekturen in den Skalen-
funktionen auftreten. Duplantier hat in [Dup82] das trikritische Verhalten von
verschiedenen Gro¨ßen wie z. B. dem Tra¨gheitsradius, dem End–End–Abstand,
aber auch dem osmotischen Druck in erster Ordnung Sto¨rungstheorie durch die
Abbildung auf eine φ6-Feldtheorie berechnet. Neben den logarithmischen Kor-
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Abbildung 1.1: Qualitatives Phasendiagramm von Polymerlo¨sungen in der Tem-
peratur–Konzentrations–Ebene, wie es sich aus Experimenten und
einer trikritischen Theorie ergibt.
rekturen in niedrigster Ordnung zum Gaußschen Verhalten hat er damit auch ein
Phasendiagramm gefunden, wie es in 1.1 skizziert ist. Oberhalb der Θ-Temperatur
liegt der gut verstandene excluded–volume–Bereich, wa¨hrend man bei T ≈ Θ in
den schattiert dargestellten Θ-Bereich kommt, in dem die trikritischen Effekte
das Verhalten der Lo¨sung dominieren. Bei der Θ-Temperatur T = Θ und ver-
schwindender Monomerkonzentration c = 0 trifft die Linie von kritischen Punkten
zweiter Ordnung (λ-Linie, dargestellt als quadratische Blo¨cke) aus dem excluded–
volume–Bereich auf die Entmischungskurve im semidiluten Limes (Strich–Punkt–
Linie) von unendlich langen, sich stark durchdringenden Ketten fu¨r T < Θ. Diese
Entmischungskurve la¨sst sich im Rahmen der trikritischen Theorie ausrechnen. Sie
ist eine Linie von Phasenu¨berga¨ngen erster Ordnung und begrenzt den Bereich
nach oben, in dem fu¨r endliche Kettenla¨ngen u¨berhaupt eine Phasentrennung
auftreten kann. Die kritischen Entmischungspunkte fu¨r endliche Kettenla¨ngen
Tcr(n) bilden eine Linie von Phasenu¨berga¨ngen zweiter Ordnung (gestrichelt, mit
n1 > n2), die fu¨r n → ∞ auch in den Θ-Punkt la¨uft. Ein tiefer gehender Ver-
gleich mit dem Phasenverhalten von Metamagneten (siehe z. B. [LS84]) identifi-
ziert die Entmischungskurve im semidiluten Limes mit der Tripel–Linie bei einem
verschwindenden ordnenden Feld und die Linie der Entmischungspunkte fu¨r end-
liche Kettenla¨ngen mit der kritischen Linie eines der
”
Flu¨gel“ bei einem nicht
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verschwindenden ordnenden Feld. Damit treffen sich am Θ-Punkt drei kritische
Linien, was ihn als trikritischen Punkt identifiziert.
So geschlossen, wie hier dargestellt, ist das Bild fu¨r T ≈ Θ allerdings nicht und
das hat mehrere Gru¨nde. Weder gibt es bisher eine Theorie, die den crossover
vom kritischen excluded–volume–Verhalten hin zum trikritischen Verhalten am
Θ-Punkt beschreiben kann, noch eine Theorie, die den crossover von der homoge-
nen trikritischen Phase hin zur entmischten Phase unterhalb des Entmischungs-
punkts beinhaltet. Ersteres ist ein eher technisches Problem, das seinen Grund in
den unterschiedlichen oberen kritischen Dimensionen und den daraus resultieren-
den unterschiedlichen Renormierungschemata hat. Das zweite Problem ergibt sich
aus den unterschiedlichen Ordnungsparametern der Theorien fu¨r eine trikritische
homogene Phase und eine Ising-kritische entmischte Phase.
Aber auch bei einer Beschra¨nkung auf den homogenen Bereich um T ≈ Θ,
gestaltet sich der Vergleich zwischen der trikritischen Theorie und den vorhan-
denen Daten als sehr schwierig. In der Regel findet man in Experimenten nur
das triviale Gaußsche Verhalten der Observablen. Um dort die sehr kleinen lo-
garithmischen Korrekturen eindeutig identifizieren zu ko¨nnen, muss sowohl die
Θ-Temperatur als auch die Observable selbst genauer bestimmt werden, als es
heute mo¨glich ist. Daten aus Computersimulationen von Grassberger und Hegger
in [GH95] und [Gra97] fu¨r Kettenla¨ngen bis zu n = 10 000 in der Na¨he von T = Θ
zeigen Gaußsches Verhalten mit logarithmischen Korrekturen, die aber nicht von
der Form sind, wie sie von Duplantier in [Dup82] in erster Ordnung ausgerech-
net wurden. In [HS99] haben Hager und Scha¨fer den Renormierungsgruppenfluss
am Θ-Punkt in zweiter Ordnung ausgerechnet. Dabei stellte sich heraus, dass die
universelle, in 1/ lnn entwickelte Form der Renormierungsgruppenabbildung auf
Grund der relativ großen Korrekturen in zweiter Ordnung nicht geeignet ist, die
Daten fu¨r die bisher erreichbaren Kettenla¨ngen zu beschreiben. Durch Einsetzen
der resummierten Form ihres Flusses in zweiter Ordnung in die Skalenfunktionen
in erster Ordnung wurde eine trikritische Interpretation der von ihnen ermittelten
Daten mo¨glich, wenn auch nicht zwingend erforderlich und auch nicht vollkommen
konsistent.
In dieser Arbeit widmen wir uns zwei Aspekten der trikritischen Theorie von
Polymerlo¨sungen. Zum einen rechnen wir in Kapitel 3 den osmotischen Druck im
Θ-Bereich in erster Ordnung Sto¨rungstheorie in einer loop–Entwicklung aus. Die-
ser wurde von Duplantier in [Dup82] im Rahmen des sogenannten Gleichgewicht-
sensembels bestimmt, in dem sich die Kettenla¨ngenverteilung mit der Konzen-
tration vera¨ndert. Wir werden hingegen bei unserer Rechnung die Polydisper-
sita¨tsverteilung fest halten und ko¨nnen damit die Korrekturen an dem bekannten
Ergebnis in niedrigster Ordnung untersuchen, welches unabha¨ngig von der Poly-
dispersita¨t der Lo¨sung ist. Im Besonderen werden wir die Entmischungskurve im
semidiluten Limes in 1-loop–Na¨herung bestimmen und die Entmischungspunkte
durch eine Maxwell–Konstruktion in Abha¨ngigkeit von der mittleren Kettenla¨nge
und der Polydispersita¨t der Lo¨sung ermitteln. Zum anderen gehen wir in Kapitel
4 der Frage nach, in wie weit Skalenfunktionen in ho¨heren Ordnungen Sto¨rungs-
8
theorie geeignet sind, das Versta¨ndnis fu¨r die Datenlage bei endliche Kettenla¨ngen
zu verbessern. Wa¨hrend im excluded–volume–Bereich die Skalenfunktionen in er-
ster Ordnung zusammen mit einem Renormierungsgruppenfluss in hoher Ordnung
gute Ergebnisse liefern, gibt es Hinweise aus einer Berechnung des dritten Virialko-
effizienten in [Sch99], dass im Θ-Bereich die zweite Ordnung fu¨r die experimentell
erreichbaren Kettenla¨ngen den dominierenden Beitrag liefert. Um diese Situation
weiter zu analysieren, berechnen wir auch den End–End–Abstand in zweiter Ord-
nung trikritischer Sto¨rungstheorie und vergleichen dieses Ergebnis mit unseren
Simulationen. Abgerundet wird das Ganze durch eine Darstellung der renormier-
ten trikritischen Theorie von Polymeren in Lo¨sung ausgehend von einem diskreten
Modell einer Kette mit Zwei- und Dreipunktwechselwirkungen in Kapitel 2. Dort
haben wir in erster Linie bekannte Ergebnisse zusammengetragen und uns dabei
auf die Aspekte beschra¨nkt, die zum Versta¨ndnis der jeweiligen Gro¨ßen in der von
uns betrachteten Ordnung no¨tig sind. Abschließend werden wir unsere Ergebnis-
se in Kapitel 5 noch einmal kurz zusammenfassen und ein Ausblick auf weitere
uns interessant erscheinende Untersuchungen der trikritischen Eigenschaften von
Polymerlo¨sungen geben. In den Anhang sind dann noch einige eher technische
Aspekte zur Berechnung der Beitra¨ge in zweiter Ordnung zur Zustandssumme
der Einzelkette und zum End–End–Abstand ausgelagert.
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2 Theorie von Polymerlo¨sungen im
Θ–Bereich
2.1 Einzelketten im hochverdu¨nnten Limes
Wir entwickeln hier eine Theorie der statistischen Mechanik von M flexiblen
ungeladenen Polymeren in Lo¨sung mit Kettenla¨ngen nm  1 in einem Volu-
men Ω mit einer Monomerkonzentrationen c =
∑
m nm/Ω → 0 in der Na¨he des
Θ–Punkts. In diesem hochverdu¨nnten Limes ko¨nnen die Wechselwirkungen zwi-
schen verschiedenen Polymeren vernachla¨ssigt werden, so dass nur die Wechsel-
wirkung einer einzelnen Kette mit sich selbst beru¨cksichtigt werden muss. Spa¨ter
werden wir diese Theorie zur Berechnung des osmotischen Drucks auf Systeme
mit Konzentrationen c > 0 erweitern, bei denen viele Ketten miteinander wech-
selwirken.
2.1.1 Modell einer diskreten Polymerkette
Die Konfiguration eines Polymers aus n Segmenten sj = rj − rj−1 im d-dimen-
sionalen Raum ist festgelegt durch den Satz von n + 1 Ortsvektoren seiner Mo-
nomere {r0, r1, r2, . . . , rn}. Das effektive Potential, das das statische Verhalten
solch einer Kette in Lo¨sung beschreibt, erha¨lt man durch Ausintegrieren aller
Freiheitsgrade des Lo¨sungsmittels und aller Impulse der Monomere. Dieser kon-
stante Anteil zur Energie hebt sich bei allen normierten Observablen wie z. B.
dem End–End–Abstand heraus. Bei den thermodynamischen Gro¨ßen wie dem
osmotischen Druck beschreibt er den konstanten Beitrag des Lo¨sungsmittels, wel-
cher das kritische Verhalten nicht beeinflusst. Der verbleibende Anteil, der die
statischen Eigenschaften einer Polymerkette beschreibt, la¨sst sich dann schreiben
als
Vˆ{rj}
kBT
= V{rj} = V0{rj}+ VWW{rj} . (2.1)
Der erste Term
V0{rj} =
n∑
j=1
(rj − rj−1)2
4`2
(2.2)
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beschreibt den Kettenzusammenhang. Auf der Kette benachbarte Monomere, die
hier durch punktfo¨rmige Kugeln beschrieben werden, sind durch ein harmonisches
Potential aneinander gebunden. Die mikroskopische La¨nge ` bestimmt die Gro¨ße
eines Segments. Sie beinhaltet alle Mikrostruktureffekte, die in einem mehr mi-
kroskopischen Modell eines Polymers zu einer lokalen Steifigkeit der Kette fu¨hren.
Da wir uns aber im weiteren nur fu¨r universelle Eigenschaften von langen Poly-
merketten n  1 interessieren, hat diese spezielle Mikrostruktur keine Bedeutung.
Auch diese Mikrostruktureffekte sind schon ausintegriert und in dem konstanten
Term absorbiert. Dass wir den Kettenzusammenhang quadratisch angenommen
haben und auch nur benachbarte Monomere miteinander wechselwirken, wird
durch den zentralen Grenzwertsatz gerechtfertigt. Dieser besagt, dass sich ma-
kroskopische Observablen fu¨r VWW ≡ 0 und n  1 bei anderen Ansa¨tzen fu¨r V0
nicht a¨ndern.
Das Potential V0 alleine beschreibt eine nicht wechselwirkende Kette. In diesem
Modell einer Gaußschen Kette (auch Gaußscher Irrflug genannt) lassen sich alle
Gro¨ßen exakt ausrechnen. So ist zum Beispiel die mittlere quadratische La¨nge
eines Kettensegments gegeben durch
〈s2j〉0 = 2d`2 = `2eff (2.3)
und der mittlere End–End–Abstand einer Kette der La¨nge n in drei Dimensionen
ist
R2e,0 = 〈(rn − r0)2〉0 = 2d`2n = 6R20 . (2.4)
Der andere Term VWW{rj} beschreibt die Wechselwirkung zwischen Monome-
ren, die auf der Kette weit voneinander entfernt sein ko¨nnen, deren Abstand im
Raum jedoch klein ist. Er setzt sich zusammen aus den k-Teilchen–Wechselwir-
kungen Vk{rj} mit k ≥ 2. Durch eine einfache Flory–artige Argumentation la¨sst
sich abscha¨tzen, welche Wechselwirkungen im Potential einer Kette beru¨cksichtig
werden mu¨ssen.
Es sei n
(k)
c die Anzahl der k-Teilchen–Kontakte und wir nehmen an, dass Vk
kurzreichweitig ist, dann ist der Effekt von Vk fu¨r eine typische Kettenkonfigurati-
on des Polymerkna¨uels proportional zu n
(k)
c . Die mittlere Dichte von Monomeren
in einem Kna¨uel der Kettenla¨nge n ist gegeben durch `3n/R3, wobei R ∝ nν der
Kna¨uelradius ist. Die Anzahl der k-fachen Monomerkontakte in dem Kna¨uel kann
also abgescha¨tzt werden durch
n(k)c ∝ n
(
`3n
R3
)k−1
∝ nk−(k−1)3ν , (2.5)
wobei angenommen wird, dass jedes einzelne Monomer mit der Dichte aller ande-
ren Monomere am selben Ort wechselwirkt. Da die Ausdehnung des Polymers am
Θ-Punkt wie die einer Gaußschen Kette skalt, ist ν = 1/2. In drei Dimensionen ist
somit der Exponent k− (k− 1)3/2 fu¨r k > 3 negativ, fu¨r k = 3 gerade 0 und fu¨r
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k < 3 positiv. Das bedeutet, dass fu¨r d = 3 im Limes n →∞ alle Wechselwirkun-
gen mit k > 3 vernachla¨ssigbar sind (irrelevant im Renormierungsgruppensinn)
und im Weiteren nicht beru¨cksichtigt werden mu¨ssen. Die Dreier–Wechselwirkung
ist am Θ-Punkt gerade unabha¨ngig von der Kettenla¨nge, was in der Renormie-
rungsgruppentheorie einer marginalen Wechselwirkung entspricht. Somit ist die
obere kritische Dimension des Systems dc = 3.
Die Zweier–Wechselwirkung hingegen wird das Verhalten langer Ketten domi-
nieren. Ist sie positiv, wird die Ausdehnung des Polymerkna¨uels im Vergleich zum
Gaußschen Verhalten anschwellen, was zum anomalen Skalen der Polymerobser-
vablen im excluded–volume–Limes fu¨hrt (siehe z.B.: [Gen79], [Doi95], [Sch99]).
Ist sie allerdings sehr klein, was in der Na¨he des Θ–Punkts der Fall ist, muss
der Einfluss der Dreier–Wechselwirkung auf die Konformation des Polymers mit
beru¨cksichtigt werden. Obwohl der Kettenzusammenhang in dieser Argumentati-
on vollsta¨ndig vernachla¨ssigt wurde, weist das Ergebnis doch in die richtige Rich-
tung, was durch feldtheoretische Rechnungen in [Dup82] und [Dup87] besta¨tigt
worden ist.
Da wir nur an den universellen Eigenschaften der von uns betrachteten Gro¨ßen
interessiert sind, ist die spezielle Form der Wechselwirkungspotentiale unerheb-
lich, solange sie nur hinreichend kurzreichweitig sind. Wir schreiben sie deswegen
in der mathematisch einfachsten Form als δ-fo¨rmige Pseudopotentiale und setzen
den Wechselwirkungsanteil unseres Potentials einer Kette an als
VWW{rj} = V2{rj}+ V3{rj} (2.6)
mit der Zweiko¨rperanteil
V2{rj} = (4pi`2)d/2β2
∑
0≤j1<j2≤n
δd(rj1 − rj2) (2.7)
und dem Dreiko¨rperanteil
V3{rj} = (4pi`2)dβ3
∑
0≤j1<j2<j3≤n
δd(rj1 − rj2) δd(rj2 − rj3) . (2.8)
β2 und β3 sind die jeweiligen dimensionslosen Wechselwirkungssta¨rken. Die Zwei-
teilchenwechselwirkung β2 ist temperaturabha¨ngig und kann sowohl positiv als
auch negativ sein. Um den unphysikalischen totalen Kollaps des Polymers fu¨r
attraktives β2(T ) < 0 zu verhindern muss die Dreiteilchenwechselwirkung positiv
sein (β3 > 0) und wird im Weiteren als konstant angenommen. Ferner sei β2 im
Folgenden immer so klein, dass die Beitra¨ge aus der Zweier–Wechselwirkung als
kleine Korrekturen am fu¨hrenden Verhalten, welches durch die Dreier–Wechsel-
wirkung beschrieben wird, betrachtet werden ko¨nnen.
Dieses Modell einer diskreten wechselwirkenden Kette der La¨nge n im Volumen
Ω kann nun mit den Methoden der statistischen Mechanik ausgewertet werden.
Die Zustandssumme einer Kette ist gegeben durch
Z(1)(n) =
∫
Ω
D[r] e−V{rj} (2.9)
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mit dem Integrationsmaß
D[r] =
n∏
j=0
dd rj
(4pi`2)d/2
. (2.10)
Der thermodynamischen Erwartungswert einer Observablen A{rj}, die nur von
den Koordinaten der Kette abha¨ngt, ist dann
〈A〉 = 1Z(1)(n)
∫
Ω
D[r] A{rj} e−V{rj} , (2.11)
wobei der Vorfaktor (Z (1)(n))−1 fu¨r die richtige Normierung sorgt. Alternativ kann
man auch ein erzeugendes Funktional fu¨r die zu berechnende Gro¨ße definieren,
aus dem man durch Ableiten den Erwartungswert gewinnt. So ist zum Beispiel
das erzeugende Funktional fu¨r den End–End–Abstand gegeben durch
Z(1)(p; n) = (4pi`
2)d/2
Ω
∫
Ω
D[r] e−V{rj}+ ip·(rn−r0) , (2.12)
wobei p ein a¨ußerer Impuls ist, der an den Kettenenden hinein- bzw. hinaus-
fließt. Der Normierungsfaktor ist hier so gewa¨hlt, dass fu¨r ein nicht wechselwir-
kendes System (β2 = β3 = 0) die Zustandssumme Z (1)(0; n) = 1 ist. Den End–
End–Abstand erha¨lt man nun durch zweifaches Ableiten von Z (1)(p; n) nach dem
a¨ußeren Impuls an der Stelle p ≡ 0
R2e = 〈(rn − r0)2〉 = − 4p
Z(1)(p; n)
Z(1)(0; n)
∣∣∣∣
p≡0
. (2.13)
2.1.2 Sto¨rungstheorie
Da durch den Wechselwirkungsterm im Potential die Integrationen schon in der
Zustandssumme (Gleichung (2.9)) nicht mehr faktorisieren, ko¨nnen sie nicht mehr
exakt ausgefu¨hrt werden. Deswegen mu¨ssen wir das Problem sto¨rungstheoretisch
behandeln und schreiben dazu die Zustandssumme in einer Clusterentwicklung
als
Z(1)(n) =
∫
Ω
D[r] e−V0{rj}
∏′
0<j1<j2<n
[
1− (4pi`2)d/2β2 δd(rj1 − rj2)
]
∏′
0<j1<j2<j3<n
[
1− (4pi`2)dβ3 δd(rj1 − rj2) δd(rj2 − rj3)
]
,
(2.14)
in der dann die Produkte nach Potenzen der Wechselwirkungssta¨rken β2 und β3
entwickelt werden. Dabei lassen wir nur solche Terme zu, bei denen jedes Monomer
maximal einmal mit den anderen in Kontakt kommt, was durch den Strich an
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dem Produkt u¨ber die Segmentkoordinaten symbolisiert wird. Der Beitrag zur
Zustandssumme (2.9) in niedrigster Ordnung ist dann
Z(1)(n) =
∫
Ω
D[r] e−V0{rj}
{
1− (4pi`2)d/2β2
∑
0<j1<j2<n
δd(rj1 − rj2)
−(4pi`2)dβ3
∑
0<j1<j2<j3<n
δd(rj1 − rj2) δd(rj2 − rj3) +O(β22 , β23 , β2β3)
}
.
(2.15)
Fu¨r ho¨here Ordnungen ist es sehr hilfreich, die jeweiligen Beitra¨ge zur Sto¨rungs-
reihe in Form von Feynman–Diagrammen darzustellen. Dazu benutzen wir die
Fourier–Darstellung der δ–Distribution
δd(r− r′) =
∫
k
eip(r−r
′) mit
∫
k
· · · ≡
+∞∫
−∞
ddk
(2pi)d
· · · . (2.16)
Die jeweiligen Beitra¨ge ko¨nnen dann grafisch dargestellt werden, indem wir fu¨r
das Polymer eine durchgezogene Linie zeichnen und die Enden mit den Segment-
indices 0 bzw. n kennzeichnen. Die Wechselwirkungen werden durch gestrichelte
Linien (
”
Vertices“) repra¨sentiert, wobei mit unseren Konventionen keine zwei Ver-
tices auf dieselbe Stelle der Kette zugreifen du¨rfen. Jede Zweier–Wechselwirkung
verbindet zwei ausgezeichnete Punkte (jµ, jν) auf der Kette miteinander, wa¨hrend
jede Dreier–Wechselwirkung drei ausgezeichnete Punkte (jα, jβ, jγ) verbindet. Zu-
sa¨tzliche a¨ußere Impulse p 6= 0 an den Kettenenden werden durch einen Pfeil an
dem jeweiligen Kettenende repra¨sentiert. Das Teilstu¨ck einer Polymerkette, das
zwei ausgezeichnete Punkte miteinander verbindet heißt
”
Propagator“ und wird
mit dem durch das Kettenstu¨ck fließenden Impuls k gekennzeichnet. Des weite-
ren muss an jedem Vertex Impulserhaltung gelten. Der Beitrag in der Ordnung
O(βµ2 ) und O(βν3 ) zu Z (1)(p; n) wird durch die Summe aller topologisch verschie-
denen Diagramme mit µ Zweier–Vertices und ν Dreier–Vertices mit den jeweiligen
a¨ußeren Impulsen dargestellt.
Zur Veranschaulichung sind die vollsta¨ndig indizierten Diagramme in erster
Ordnung fu¨r die Zustandssumme und den End–End–Abstand in Abbildung 2.1
dargestellt. Jeder Zweier–Vertex repra¨sentiert einen Faktor −(4pi`2)d/2β2, jeder
Dreier–Vertex einen Faktor −(4pi`2)dβ3 und jeder Propagator mit Impuls k, der
die ausgezeichneten Punkte jα < jβ miteinander verbindet, einen Faktor
G0(k; jβ − jα) = exp{−k2`2(jβ − jα)}. Anschließend wird u¨ber alle inneren Im-
pulse integriert und u¨ber alle ausgezeichneten Punkte von 1 bis n− 1 entlang der
Kette summiert, wobei deren Anordnung entlang der Kette beibehalten werden
muss.
Eine Verallgemeinerung auf M Ketten der La¨nge n(m) und auf Dichteeinschu¨be
ρm(q) auf der m-ten Kette ist offensichtlich.
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p −p
p0 n
(a) Z1
p −p
p p + k
−k
p0 j1 j2 n
(b) Z2
−k1 −k2
p −p
p p + k1 p + k2 p0 j1 j2 j3 n
(c) Z3
Abbildung 2.1: Diagrammatische Entwicklung fu¨r R2e bis zur ersten Ordnung in
β2 und β3.
2.1.3 R2e in erster Ordnung
Mit Hilfe dieser Regeln lassen sich aus den Diagrammen in Abbildung 2.1
Z(1)(0; n) und Z (1)(p; n) in erster Ordnung in den Wechselwirkungssta¨rken leicht
bestimmen. Fu¨r die Zustandssumme erha¨lt man
Z(1)(0; n) = G0(0; n)− (4pi`2)d/2β2
∑
0<j1<j2<n
∫
k
G0(k; j2 − j1)
− (4pi`2)dβ3
∑
0<j1<j2<j3<n
∫
k1,k2
G0(k1; j2 − j1) G0(k2; j3 − j2) ,
(2.17)
wobei die k-Integrationen Gaußintegrale sind, die einfach ausgefu¨hrt werden ko¨n-
nen:
Z(1)(0; n) = 1− β2
∑
0<j1<j2<n
(j2 − j1)−d/2
− β3
∑
0<j1<j2<j3<n
(j2 − j1)−d/2(j3 − j2)−d/2 +O(β22 , β23 , β2β3) .
(2.18)
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Genauso gewinnt man das erzeugende Funktional Z (1)(p; n) und daraus den Bei-
trag zu R2e in fu¨hrender Ordnung
−∆pZ(1)(p; n)
∣∣∣
p≡0
= 2d`2
{
n− β2
∑
0<j1<j2<n
[
n (j2 − j1)−d/2 − (j2 − j1)1−d/2
]
− β3
∑
0<j1<j2<j3<n
[
n (j2 − j1)−d/2 (j3 − j2)−d/2 − 2 (j2 − j1)1−d/2 (j3 − j2)−d/2
]
+O(β22 , β23 , β2β3)
}
.
(2.19)
Durch Hochentwickeln der Zustandssumme in Gleichung (2.13) fallen die Terme
proportional zu β2n und β3n heraus und man erha¨lt den End–End–Abstand als
R2e
2d`2n
= 1 + β2
1
n
∑
0<j1<j2<n
(j2 − j1)1−d/2
+ 2 β3
1
n
∑
0<j1<j2<j3<n
(j2 − j1)1−d/2 (j3 − j2)−d/2 +O(β22 , β23 , β2β3) .
(2.20)
Die Summe zu β3 schreiben wir um auf
1
n
∑
0<j1<j2<j3<n
(j2 − j1)1−d/2 (j3 − j2)−d/2
=
ζ(d/2)
n
∑
0<j1<j2<n−1
(j2 − j1)1−d/2 − 1
n
∑
0<j1<j2<n−1
(j2 − j1)1−d/2
∞∑
j3=n−j2
j3
−d/2 ,
(2.21)
mit der Riemann’schen ζ–Funktion ζ(α) :=
∑∞
s=1 s
−α. Die Summe in dem er-
sten Term der zweiten Zeile ist nun bis auf Korrekturen von der Ordnung 1/n
genau dieselbe, wie die in dem Term proportional zu β2 in (2.20). Wir iden-
tifizieren deswegen diesen Anteil als eine durch die Dreier–Kopplung erzeugte
Zweier–Wechselwirkung und definieren eine effektive Zweier–Kopplung als
βe = β2 + 2 ζ(d/2) β3 +O(β22) . (2.22)
Die Doppelsumme im Zweiko¨rperanteil von R2e kann in einer asymptotischen
Entwicklung fu¨r n  1 ausgewertet werden. Die Dreifachsumme im Dreiko¨r-
peranteil muss jedoch auf ein Integral umgeschrieben werden. Wir u¨berfu¨hren
deswegen den gesamten Ausdruck von R2e in den naiven Kontinuumslimes der
Kette
17
2 Theorie von Polymerlo¨sungen im Θ–Bereich
` → 0 bei konstantem R20 = n`2, u˜e = βe`d−4 und u˜3 = β3`2d−6 .
(2.23)
In diesem Limes a¨ndern sich die makroskopischen Observablen nur um vernach-
la¨ssigbare Terme von der Ordnung 1/n. Die Summen gehen in Integrale u¨ber und
wir bekommen fu¨r n  1 das fu¨hrende Verhalten in der Kettenla¨nge. Fu¨r den
End–End–Abstand erhalten wir damit in erster Ordnung
R2e
2d`2n
= 1 +
4
(4− d)(6− d) βe n
2− d
2
− 4
(d− 2)(4− d)
Γ2(2− d/2)
Γ(4− d) β3 n
3−d (1 +O (1/n)) .
(2.24)
Der Term aus der Dreiko¨rperwechselwirkung ∝ β3n3−d ist konsistent mit unserem
einfachen Flory–Argument aus Abschnitt 2.1.1. Fu¨r d > 3 verschwindet er im Li-
mes n → ∞, fu¨r d < 3 divergiert er in diesem Limes und fu¨r d = 3 ist der Term
gerade unabha¨ngig von der Kettenla¨nge. Das entspricht gerade der marginalen Si-
tuation fu¨r die Dreier–Kopplung im Θ-Bereich und besta¨tigt, dass dc = 3 die obere
kritische Dimension unseres Modells ist. Der Term aus der Zweiko¨rperwechselwir-
kung ∝ z = βen2−d/2 divergiert im Limes n →∞ fu¨r d < 4. Diese Divergenz wird
auch durch die noch folgende Renormierung bezu¨glich der Dreier–Wechselwirkung
im Θ-Bereich nicht beseitigt werden. Im Θ-Bereich (d = 3) muss also ganz grob
z = βen
1/2 . 1 gelten.
Des weiteren hat R2e in dieser niedrigsten nichttrivialen Ordnung keine Pole
in d = 3. Das bedeutet, dass spa¨ter beim Umschreiben auf renormierte Varia-
blen keine Pole in den Z–Faktoren absorbiert werden mu¨ssen. Dasselbe Verhalten
zeigt sich bei allen Observablen in dieser Ordnung, was uns unter anderem dazu
veranlasst hat, die am einfachsten zu bestimmende Observable (R2e) in zweiter
Ordnung auszurechnen, in der dann Pole in  = 3− d auftreten.
Wu¨rde man R2e in Gleichung (2.20) direkt in den Limes der kontinuierlichen
Kette u¨berfu¨hren, erhielte man genau das gleiche Ergebnis wie in (2.24) nur mit
β2 statt βe, solange man die Integrale in Dimensionsregularisierung (2 < d < 3)
auswertet. In d = 3 allerdings ist das Integral proportional zu β3 an der unteren
Grenze divergent (
”
UV–Divergenz“). Die additive Renormierung der Zweiko¨rper-
wechselwirkung in Gleichung (2.22) beseitigt aber gerade den Term proportional
zu β3n
2−d/2, der im Kontinuumslimes fu¨r d > 2 divergieren wu¨rde.
2.2 Definition des Θ–Punkts
In der excluded–volume–Theorie der Polymere (β3 = 0, βe ≥ 0) ist der triviale
Θ–Punkt fu¨r 2 < d < 4 gegeben durch den Gaußschen Fixpunkt von nicht wech-
selwirkenden Ketten (βe → 0). Ist nun β3 > 0, so verha¨lt sich das Polymerkna¨uel
auch fu¨r verschwindende Zweier–Kopplung wegen der repulsiven Dreier–Kopplung
fu¨r 2 < d ≤ 3 immer noch nicht wie eine wechselwirkungsfreie Kette. Es zeigt also
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kein Gaußsches Verhalten, wenn auch der Beitrag proportional zu β3 fu¨r d = 3 in
der unrenormierten Theorie nicht von der Kettenla¨nge abha¨ngt.
Um diese Situation genauer zu analysieren, betrachten wir die Virialentwicklung
des osmotischen Drucks Πˆ nach der Kettenkonzentration cp
Πˆ
kBT
= Π = cp +
1
2!
AΠ2 c
2
p +
1
3!
AΠ3 c
3
p + · · · (2.25)
und beschra¨nken uns dabei der Einfachheit halber auf ein monodisperses System,
bei dem alle Ketten die gleiche La¨nge haben. Fu¨r nicht wechselwirkende Polymere
verschwinden alle Virialkoeffizienten AΠi . In unserem diskreten Modell mit β2 6= 0,
β3 > 0 ist der zweite Virialkoeffizient bis auf Terme der Ordnung n
−d/2 in erster
Ordnung in den Kopplungskonstanten gegeben durch [Sch99]
(4pi`2)−d/2
AΠ2
n2
= β2 + β3
(
2ζ(d/2)− 8
(d− 2)(4− d) n
1−d/2
)
. (2.26)
Mit der in Gleichung (2.22) eingefu¨hrten additiven Renormierung der Zweiko¨rper-
kopplung verschwindet gerade der fu¨hrende Term in d > 2 fu¨r βe → 0. Es ist also
naheliegend den Θ-Punkt durch die Bedingung
AΠ2 (n, Θ)
n2
n→∞−−−→ 0 (2.27)
zu definieren, was dem Verschwinden des zweiten Virialkoeffizienten in einer Ent-
wicklung des osmotischen Drucks nach Potenzen in der Segmentkonzentration
c = cpn entspricht. Da aber im excluded–volume–Limes der zweite Virialkoeffizi-
ent skalt wie AΠ2 ∝ nνd, gilt auch dort
AΠ2
n2
∝ nνd−2 n→∞−−−→ 0 fu¨r d < 4 , (2.28)
so dass die naive Bedingung in Gleichung (2.27) fu¨r den Θ-Punkt keinen Sinn
macht.
Nun skalt aber im excluded–volume–Limes der Gyrationsradius wie Rg ∝ nν,
so dass das Verha¨ltnis AΠ2 /R
d
g dort nicht verschwindet. Deswegen ist eine bessere
Bedingung zur Definition des Θ-Punkts gegeben durch
AΠ2 (n, Θ)
Rdg(n, Θ)
n→∞−−−→ 0 . (2.29)
Fu¨r d > 3 ergibt eine Berechnung des Gyrationsradius in unserem Modell, dass
Rg
n→∞−−−→ R0 = `n1/2 fu¨r βe = 0. Aus Gleichung (2.26) erha¨lt man wiederum, dass
(4pi)−d/2
AΠ2
Rd0
= βen
2−d/2 − 8
(d− 2)(4− d)β3n
3−d +O(n1−d/2) (2.30)
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ist. Somit ist in d > 3 die Bedingung (2.29) genau dann erfu¨llt, wenn
βe(Θ) = 0 (2.31)
ist, da der Term proportional β3 fu¨r n → ∞ verschwindet. Deswegen kann in
diesem Limes der Θ-Punkt als Gaußscher Fixpunkt der nicht wechselwirkenden
Ketten identifiziert werden.
Fu¨r d = 3 verschwindet das Verha¨ltnis fu¨r βe(Θ) = 0 jedoch nicht
AΠ2 (n, Θ)
Rdg(n, Θ)
n→∞−−−→ const. β3 6= 0 . (2.32)
Um zu sehen, dass auch fu¨r d = 3 (2.29) die richtige Bedingung fu¨r den Θ-Punkt
ist, mu¨ssen wir etwas vorgreifen und uns anschauen wie β3 renormiert. Wie man
z. B. aus [Gen75], [Dup82] oder [HS99] entnehmen kann, ist β3 unter Renormie-
rung marginal irrelevant. Die renormierte Dreier–Wechselwirkung ist deswegen
fu¨r n  1 proportional zu 1/ lnn und verschwindet somit im Limes n → ∞ lo-
garithmisch. Genauso ist Rg(Θ) ∝ R0(1 + const. / lnn), so dass auch in d = 3
aus (2.29) folgt, dass am Θ-Punkt (n →∞) βe(Θ) = 0 seien muss. Der Θ-Punkt
ist also auch in drei Dimensionen mit dem Gaußschen Fixpunkt zu identifizieren,
nur dass hier die Korrekturen fu¨r endliche Kettenla¨ngen lediglich logarithmisch
verschwinden. Dieses Verhalten identifiziert den Θ-Punkt als einen trikritischen
Punkt.
Es sei hier noch explizit darauf hingewiesen, dass es sehr wohl auch fu¨r endliche
Kettenla¨ngen immer eine Temperatur Θ(n) gibt, bei der der zweite Virialkoeffi-
zient verschwindet. Diese hat aber, wie wir auch noch sehen werden, fu¨r andere
Gro¨ßen keine weitere Bedeutung, da sich dort die Polymere nicht wie Gaußsche
Ketten verhalten. Der Θ-Punkt als trikritischer Punkt in unserer Theorie und da-
mit auch die Θ-Temperatur ist nur eindeutig festgelegt durch das Verschwinden
der Zweier–Kopplung (βe(T = Θ) = 0) bei gleichzeitig divergierender Kettenla¨nge
(n →∞).
Die additive Renormierung der Zweier–Kopplung bewirkt also zweierlei. Einer-
seits bestimmt sie das Verhalten am Θ-Punkt. Dort wird die repulsive Wechsel-
wirkung von β3 > 0 durch die attraktive Wechselwirkung von β2(Θ) < 0 gerade
so kompensiert, dass βe(Θ) = 0 ist und sich die Polymere fu¨r n → ∞ wie nicht-
wechselwirkende Ketten verhalten. Andererseits sorgt die additive Renormierung
dafu¨r, dass wir fu¨r 2 < d < 3 in den bisher betrachteten Gro¨ßen den Kontinu-
umslimes durchfu¨hren ko¨nnen.
Um den naiven Kontinuumslimes auf alle Observablen anwenden zu ko¨nnen,
mu¨ssen wir noch eine weitere additive Renormierung im chemischen Potential un-
seres diskreten Modells durchfu¨hren. Das chemische Potential pro Segment einer
unendlich langen Kette ist definiert durch die Zustandssumme der Einzelkette als
µ∗s = − lim
n→∞
1
n
ln
(
(4pi`2)d/2
Ω
Z(1)(n)
)
. (2.33)
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In unserem Modell finden wir in erster Ordnung durch Auswerten der Summen
von Z (1)(n) in Gleichung (2.15)
µ∗s = βeζ(d/2)− β3ζ(d/2) +O(β2e , β23 , βeβ3) (2.34)
und erhalten damit fu¨r die Einzelkettenzustandssumme in fu¨hrender Ordnung in
der Kettenla¨nge
(4pi`2)d/2
Ω
Z(1)(n) = eµ∗sn
{
1 +
4
(d− 2)(4− d) βe n
2−d/2
− 4
(d− 2)2
Γ2(2− d/2)
Γ(4− d) β3 n
3−d +O(β2e , β23 , βeβ3)
}
.
(2.35)
In diesem Ausdruck, der wieder in Potenzen von βen
2−d/2 und β3n3−d ordnet, kann
nun der Limes der kontinuierlichen Kette gema¨ß (2.23) durchgefu¨hrt werden.
Es kann daru¨ber hinaus gezeigt werden, dass nach den additiven Renormierun-
gen in (2.22) und (2.34) der Kontinuumslimes in allen Ordnungen der Sto¨rungs-
theorie in allen Observablen in Dimensionen 2 < d < 3 durchgefu¨hrt werden
kann, welches die Basis fu¨r die Dimensionsregularisierung darstellt. Fu¨hrt man
den Kontinuumslimes direkt im Potential unserer diskreten Kette durch, so erha¨lt
man den bekannten Edwards–Hamiltonian [Edw65], [Doi95], erweitert durch den
Dreiko¨rperwechselwirkungsanteil, der ha¨ufig als Ausgangspunkt fu¨r feldtheoreti-
sche Berechnung von Polymergro¨ßen benutzt wird.
2.3 Erweiterung auf endliche Konzentrationen
Wir betrachten nun Systeme mit nicht verschwindender Konzentration im großka-
nonischen Ensemble. Das bedeutet, dass die Anzahl der im Volumen Ω in Lo¨sung
befindlichen Polymere fluktuieren kann und wir nur die mittlere Kettenkonzen-
tration cp u¨ber das chemische Potential der Ketten µp kontrollieren. Ferner lassen
wir beliebige Kettenla¨ngen zu und spezifizieren nur die Kettenla¨ngenverteilung.
Das Ziel ist es, den osmotischen Druck Πˆ (der im Grunde nichts anderes ist
als das großkanonische Potential Jˆ = −ΩΠˆ) im Θ-Bereich in einer sogenannten
”
loop“–Entwicklung zu berechnen. Aus diesem lassen sich dann grundsa¨tzlich alle
weiteren thermodynamischen Gro¨ßen bestimmen. Wir beschra¨nken uns deswegen
im Weiteren auf die Aspekte der Theorie von Polymerlo¨sungen bei endlichen Kon-
zentrationen, die fu¨r die Beschreibung von thermodynamischen Gro¨ßen wichtig
sind. Auf die Erweiterungen fu¨r Korrelationsfunktionen gehen wir nicht weiter
ein, sie sind im Prinzip jedoch einfach zu bewerkstelligen (siehe z. B. [Sch99]).
2.3.1 Zustandssumme
In Gleichung (2.9) bzw. (2.14) haben wir die Zustandssumme fu¨r eine Einzel-
kette Z (1)(n) eingefu¨hrt. Eine Erweiterung auf M Ketten mit den Kettenla¨ngen
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{n1, n2, . . . , nM} ergibt
Z(M)(n1, n2, . . . , nM) =
∫
Ω
D[r1, r2, . . . , rM ] e−
  M
m=1 V0{r(m)j }
∏′
(j1m1; j2m2)
[
1− (4pi`2)d/2β2 δd(r(m1)j1 − r(m2)j2 )
]
∏′
(j1m1; j2m2; j3m3)
[
1− (4pi`2)dβ3 δd(r(m1)j1 − r
(m2)
j2
) δd(r
(m2)
j2
− r(m3)j3 )
]
.
(2.36)
Dabei haben wir auch Wechselwirkungen zwischen verschiedenen Ketten zugelas-
sen, so dass die Produkte nun u¨ber alle Paare bzw. Tripel von Segmenten gehen
und wieder nur jedes Segment maximal einmal mit irgendeinem anderen in Kon-
takt kommen darf.
Die großkanonische Zustandssumme Z[µp] ist dann gegeben als Superposition
der Z (M) summiert u¨ber alle mo¨glichen Kettenla¨ngen und Anzahl von Ketten im
System
Z[µp] = 1 +
∞∑
M=1
1
M !
∞∑
n1,...,nM=1
M∏
m=1
eµp(nm) Z(M)(n1, n2, . . . , nM) . (2.37)
µp(n) ist das chemische Potential der Ketten mit La¨nge n. Dabei haben wir hier,
wie auch im Weiteren, Faktoren von 1/kBT unterdru¨ckt, so dass das u¨bliche che-
mische Potential gegeben ist durch µˆp(n) = kBTµp(n).
Das großkanonische Potential −ΩΠ ist gegeben durch den Logarithmus der
großkanonischen Zustandssumme
Π[µp] =
1
Ω
lnZ[µp] , (2.38)
wobei Πˆ = kBTΠ den osmotischen Druck der Lo¨sung darstellt. Die Kettenkon-
zentration erha¨lt man dann durch Ableiten des osmotischen Drucks nach dem
chemischen Potential
cp(n) =
∂
∂µp(n)
Π[µp] . (2.39)
Durch Invertieren dieser Gleichung erhalten wir das chemische Potential als Funk-
tion der Kettenkonzentration, was, eingesetzt in den osmotischen Druck, die Stan-
dardform der osmotischen Zustandsgleichung ergibt.
Dass der osmotische Druck (2.38) im thermodynamischen Limes Ω → ∞ exi-
stiert, ist fu¨r wechselwirkende Ketten nicht trivial. Um das zu sehen, und auch
um den osmotischen Druck einer einfachen diagrammatischen Sto¨rungstheorie
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zuga¨nglich zu machen, benutzen wir das linked–cluster–Theorem, was in unserer
Formulierung lautet
lnZ[µp] =
∞∑
M=1
1
M !
∞∑
n1,...,nM=1
(
M∏
m=1
eµp(nm)
)
Z(M)c (n1, n2, . . . , nM) . (2.40)
Dabei ist Z (M)c (n1, n2, . . . , nM) die M -Ketten–Kumulante der Zustandssumme.
Sie ist gegeben durch die Summe der Diagramme zur Zustandssumme mit M
Ketten, bei denen alle Ketten durch Vertices miteinander verbunden sind. Da
Z(M)c (n1, n2, . . . , nM) fu¨r beliebiges M immer proportional zu Ω ist, existiert we-
gen (2.38) die Entwicklung des osmotischen Drucks im thermodynamischen Limes
und kann sto¨rungstheoretisch in Termen der vollsta¨ndig verbundenen Diagramme
mit beliebig vielen Ketten berechnet werden.
2.3.2 Sto¨rungstheorie
Um die diagrammatische Sto¨rungsentwicklung aus Abschnitt 2.1.2 auf den os-
motischen Druck anwenden zu ko¨nnen, mu¨ssen wir diese entsprechend erweitern.
Jedes Polymer wird mit seiner Kettenla¨nge nm indiziert und durch eine Linie mit
Kreuzen an den Enden repra¨sentiert. Die beiden Kreuze an der m-ten Polymerli-
nie stehen fu¨r einen Faktor (4pi`2)−d/22 eµp(nm). Die Regeln fu¨r die Vertices a¨ndern
sich nicht, es mu¨ssen nur alle Polymerlinien durch Vertices miteinander verbun-
den sein. Die Integrationen u¨ber die inneren Impulse und die Summationen u¨ber
die Segmentindizes werden analog durchgefu¨hrt. Zusa¨tzlich wird noch u¨ber alle
Kettenla¨ngenvariablen nm summiert. Am Ende ist der Beitrag des Diagramms
noch durch seinen Symmetriefaktor σD zu dividieren. Dieser beru¨cksichtigt die
A¨quivalenz der Ketten im großkanonischen Ensemble und deren Spiegelsymme-
trie (Segmentindices j → n−j). Der osmotische Druck ist dann gegeben durch die
Summe aller topologisch verschiedener verbundener Diagramme, die mit diesen
Regeln konstruiert werden ko¨nnen.
Die Ableitung ∂/∂µp(n) in Gleichung (2.39) fixiert gerade eine Kette auf die
La¨nge n. Diese tra¨gt dann nur noch den Gewichtsfaktor (4pi`2)−d/2 bei und wird
durch eine offene Linie ohne Kreuze an den Enden repra¨sentiert. Die diagram-
matische Darstellung der Kettenkonzentration cp(n) von Ketten mit La¨nge n ist
dann gegeben durch
I(1)(n) =
1
2
e−µp(n)cp(n) , (2.41)
wobei I (1)(n) die Summe u¨ber alle topologisch verschiedenen verbundenen Dia-
gramme mit genau einer offenen Polymerlinie der La¨nge n ist.
Eine einfache Entwicklung in Potenzen von β2 und β3 ist fu¨r große Kettenla¨ngen
nur im verdu¨nnten Limes gu¨ltig, da die Wechselwirkungsenergie einer Kette der
La¨nge n mit allen anderen in der Lo¨sung befindlichen Ketten abgescha¨tzt werden
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kann durch
W (n) ∼ (4pi)d/2β2`dcn + (4pi)dβ3(`dc)2n . (2.42)
und somit fu¨r n →∞ divergiert. Um nun auch Systeme, bei denen eine Kette mit
vielen anderen in Kontakt ist (n
(2)
c ∼ n`dc > 1 und n(3)c ∼ n(`dc)2 > 1), sto¨rungs-
theoretisch behandeln zu ko¨nnen, mu¨ssen wir die Clusterentwicklung neu ordnen
und teilweise aufsummieren. Dabei sind prinzipiell zwei Effekte zu unterscheiden.
Zum einen die Wechselwirkung einer Kette mit allen anderen Ketten, was ein
mean–field–Effekt ist und zum anderen die Wechselwirkung einer Kette mit sich
selbst, die nun aber auch u¨ber viele andere Ketten vermittelt werden kann und
zu lokalen Dichteschwankungen fu¨hrt.
Loops
Wir ordnen die Clusterentwicklung deswegen nach der Anzahl der internen Im-
pulsintegrationen. Jede dieser Impulsintegrationen ist in den Diagrammen durch
eine geschlossene Kurve (
”
loop“) repra¨sentiert. Diese loops fu¨hren gerade dazu,
dass eine Kette mit sich selber wechselwirkt. Sie erzeugen somit lokale Dichte-
schwankungen, wa¨hrend die 0-loop–Diagramme gerade das mean–field–Verhalten
beschreiben, bei dem jedes Kettensegment nur an die mittlere Segmentdichte in
der Lo¨sung koppelt. Allerdings wird auch in niedrigster Ordnung (0-loop– oder
”
tree“–Na¨herung) u¨ber jegliche Anzahl von Ketten in dem System summiert.
(a) 1-loop–Beitrag (b) 2-loop–Beitrag
Abbildung 2.2: Beispiele fu¨r loop–Diagramme zu cp(n).
Reduzibler Vertex
Um nun eine erste Partialsummation vorzunehmen, definieren wir, dass ein Dia-
gramm
”
vertexreduzibel“ heißt, wenn es durch das Zerschneiden einer Vertexlinie
in zwei unverbundene Unterdiagramme zerfa¨llt. Die Teile eines Diagramms, die
keinen reduziblen Vertex mehr beinhalten, werden als
”
vertexirreduzibel“ bezeich-
net. So ist z. B. das Diagramm in Abbildung 2.2(a) vertexreduzibel, da beide Ver-
tices zerschnitten werden ko¨nnen, wodurch das Diagramm in drei Teile zerfa¨llt.
Hingegen ist das Diagramm in Abbildung 2.2(b) vertexirreduzibel.
Betrachten wir nun die Diagramme, die zur Kettenkonzentration cp(n) beitra-
gen. Hier ist eine Kette dadurch ausgezeichnet, dass ihre Kettenla¨nge fixiert ist.
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Somit ist auch der irreduzible Anteil, der die offene Linie entha¨lt, ausgezeichnet.
An allen reduziblen Vertices, die von diesem unterscheidbaren irreduziblen Anteil
abgehen, ha¨ngt wiederum ein großkanonisches Diagramm mit einem Dichteein-
schub mit dem Impuls Null. Summiert man u¨ber alle mo¨glichen Subdiagramme
mit einem derartigen Dichteeinschub, so liefert das gerade die mittlere Segment-
dichte 〈%(r)〉 = c = ∑n ncp(n). Da es bei uns sowohl Zweier– als auch Dreier–
Wechselwirkungen gibt, kann man drei unterschiedliche Typen von reduziblen
Vertices unterscheiden, die in Abbildung 2.3 schematisch dargestellt sind.
(a) (b) (c)
Abbildung 2.3: Die drei verschiedenen Typen von reduziblen Vertices an einem
irreduziblen Anteil (grau).
Bei dem Schnitt vom Typ (a) koppelt ein Zweier–Vertex an die mittlere Seg-
mentdichte und liefert somit einen Beitrag
−(4pi`2)d/2β2c . (2.43)
Ein Schnitt des Dreier–Vertex vom Typ (b) koppelt den irreduziblen Anteil an
die Anzahl der Zweipunktkontakte
n(2)c =
∂
∂(−(4pi`2)d/2β2)
lnZ[µp]
Ω
(2.44)
der umgebenden Ketten. Er liefert somit den Beitrag
(4pi`2)d/2β3
∂
∂β2
lnZ[µp]
Ω
. (2.45)
Beide Beitra¨ge sind Einschu¨be in eine Polymerlinie im irreduziblen Anteil. Sum-
miert man u¨ber die mo¨gliche Anzahl von solchen Einschu¨ben in eine Kette, so
bekommt man fu¨r eine Polymerlinie der La¨nge nm den Beitrag
exp
{
− (4pi`2)d/2β2cnm+(4pi`2)d/2β3 ∂
∂β2
lnZ[µp]
Ω
nm
· (1 +O (1/nm, β2c, β3n(2)c ))
}
,
(2.46)
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wobei die Korrekturterme in dem uns interessierenden Bereich vernachla¨ssig-
bar klein sind. Die Beitra¨ge aus diesen beiden Schnitten eines reduziblen Vertex
ko¨nnen im chemischen Potential absorbiert werden
exp{µp(n)} → exp{µp(n, c)}
= exp
{
µp(n)− (4pi`2)d/2β2cn + (4pi`2)d/2β3 ∂
∂β2
lnZ[µp]
Ω
n
}
.
(2.47)
Bei dem letzten Typ von Schnitten in Abbildung 2.3(c) koppelt der Dreier–
Vertex die mittlere Dichte der umgebenden Ketten an einen Zweier–Vertex im
irreduziblen Anteil. Er liefert damit einen Beitrag
−(4pi`2)dβ3c , (2.48)
so dass wir im irreduziblen Anteil jeden Zweier–Vertex ersetzen durch
u0(c) = (4pi`
2)d/2β2(c) = (4pi`
2)d/2β2 + (4pi`
2)dβ3c . (2.49)
Definieren wir nun K(0,1)(n) als den Satz von irreduziblen Diagrammen mit
einer offenen Polymerlinie der La¨nge n, so ist wegen der Gleichung (2.41) die
Kettenkonzentration gegeben durch
cp(n) = 2e
µp(n,c)K(0,1)(n) , (2.50)
wobei in K(0,1)(n) das chemische Potential gema¨ß (2.47) ersetzt worden ist.
Genauso ko¨nnen alle anderen Gro¨ßen berechnet werden, bei denen es einen aus-
gezeichneten irreduziblen Anteil gibt. Dieser ist jedoch beim osmotischen Druck
nicht vorhanden, so dass er gesondert behandelt werden muss. Dabei zeigt sich,
dass auch fu¨r den osmotischen Druck die Gleichungen (2.47) und (2.49) entspre-
chend gelten. Es treten aber zusa¨tzlich zum Beitrag aller irreduziblen Diagramme
ohne offene Polymerlinie K(0,0) weitere Terme auf, die die Ununterscheidbarkeit
der die Kumulante aufbauenden irreduziblen Teile beru¨cksichtigen. Die Analyse
dieser Terme wird in Abschnitt 2.3.3 durchgefu¨hrt.
In tree–Na¨herung werden K(0,0) und K(0,1)(n) durch die Diagramme in Abbil-
dung 2.4 repra¨sentiert. Es fließt in beiden Fa¨llen kein innerer Impuls und der
Symmetriefaktor ist jeweils σD = 2, so dass K
(0,1)(n) = 1/2 (4pi`2)−d/2 ist. Dar-
aus ergibt sich durch Gleichung (2.50) sofort die Zustands– oder Flory–Huggins–
Gleichung in 0-loop
cp(n) = (4pi`
2)−d/2eµp(n,c) +O(1-loop) (2.51)
und fu¨r K(0,0) erhalten wir
K(0,0) =
∑
n
(4pi`2)−d/2eµp(n,c) +O(1-loop) = cp (1 +O(1-loop)) . (2.52)
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(a) K(0,0) (b) K(0,1)(n)
Abbildung 2.4: Diagramme zu K(0,0) und K(0,1)(n) in tree-Na¨herung.
Abgeschirmter Vertex
Betrachten wir nun einen irreduziblen Anteil, so stellen wir fest, dass nach dem
U¨bergang zu β2(c) gema¨ß Gleichung (2.49) in 1-loop–Ordnung keine weiteren
Dreier–Vertices auftreten. Das liegt daran, dass die Diagramme mit einer Dreier–
Wechselwirkung in 1-loop entweder reduzibel sind (Abbildung 2.2(a)) oder dass sie
schon von der Ordnung 2-loop sind (Abbildung 2.2(b)). Die irreduziblen
1-loop–Diagramme ha¨ngen deswegen nur u¨ber die Zweier–Wechselwirkung β2(c)
und das chemische Potential µp(n, c) von β3 ab.
Wir haben es somit in Ordnung 1-loop mit einer Struktur zu tun, wie sie am
Beispiel von K(0,1) in Abbildung 2.5 dargestellt ist. Der
”
abgeschirmte Zweier–
Vertex“ u˜0(k, c), der durch eine geschla¨ngelte Linie repra¨sentiert wird, ist durch
die offene Linie eindeutig festgelegt. Man erha¨lt ihn durch Aufsummieren aller
mo¨glichen Beitra¨ge wie im excluded–volume–Fall [Sch99] als
u˜0(k, c) =
u0(c)
1 + u0(c)X(k2)
(2.53)
mit
X(k2) =
∑
n
2
(4pi`2)d/2
eµp(n,c)
n2
2
D(k2`2n) . (2.54)
Dabei wurde die Debye–Funktion
D(x) =
2
x2
(
e−x − 1 + x) (2.55)
eingefu¨hrt, die die Relation
∑
0<j1<j2<n
e−k
2`2(j2−j1) =
n2
2
D(k2`2n) (1 +O(1/n)) (2.56)
erfu¨llt.
= + + + · · ·
Abbildung 2.5: Beitra¨ge zum 1-loop–Graphen von K (0,1)(n).
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Ersetzt man in X(k2) das chemische Potential durch die Kettenkonzentration
mit Hilfe der Zustandsgleichung in 0-loop aus Gleichung (2.51), so ergibt sich fu¨r
den abgeschirmten Vertex im monodispersen Fall, in dem alle Kettenla¨ngen gleich
der mittleren Kettenla¨nge N sind:
u˜0(k, c) = u0(k, c) (1+O(1-loop)) = u0(c)
1 + u0(c)cND(k2`2N)
(1+O(1-loop)) .
(2.57)
Hier taucht durch diese weitere Partialsummation der Sto¨rungsreihe die Wechsel-
wirkungsenergie W (N) = u0(c)cN aus Gleichung (2.42) auf.
Ist die Wechselwirkungsenergie klein, W . 1, befinden wir uns im verdu¨nnten
Bereich und der abgeschirmte Vertex geht u¨ber in die Zweier–Kopplung u0(k, c) =
u0(c)+O(u20(c)). Fu¨r großes W  1, d. h. lange Ketten bei nicht verschwindender
Konzentration, erhalten wir aus der Asymptotik der Debye–Funktion
u0(0, c) ∼ u0(c)
W
 u0(c) (2.58a)
u0(k, c)
k→∞−−−→ u0(c) . (2.58b)
Der abgeschirmte Vertex bleibt also auch fu¨r große Wechselwirkungsenergien im-
mer endlich und erweitert dadurch den Gu¨ltigkeitsbereich der Sto¨rungstheorie in
einer Entwicklung nach der Anzahl der loops auf lange Ketten in Lo¨sungen bei
nicht verschwindender Konzentration.
Polydispersita¨t
Da im Experiment nie nur Ketten mit genau ein und derselben La¨nge in der
Lo¨sung vorkommen, mu¨ssen wir diese Polydispersita¨tseffekte in einer Theorie
von Vielkettensystemen auch beru¨cksichtigen. Wir definieren dazu die normierte
Kettenla¨ngenverteilungsfunktion P (n) als
P (n) =
cp(n)
cp
=
1
N
p(n/N) , (2.59)
wobei p(y) die reduzierte Verteilungsfunktion ist, cp =
∑
n cp(n) die Kettenkon-
zentration und N =
∑
n nP (n) die mittlere Kettenla¨nge. Fu¨r p(y) gelten dann
gerade die Normierungsbedingungen
∞∫
0
dy p(y) = 1 =
∞∫
0
dy y p(y) , (2.60)
wobei wir Korrekturen der Ordnung 1/N beim U¨bergang zum Integral wie immer
vernachla¨ssigt haben.
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Als Verallgemeinerung der Debye–Funktion aus Gleichung (2.55) fu¨r polydi-
sperse Systeme definieren wir auch noch
Dp(k
2`2N) =
∑
n
P (n)
( n
N
)2
D(k2`2n) , (2.61)
was wieder bis auf Korrekturen der Ordnung 1/N u¨bergeht zu
Dp(t) =
∞∫
0
dy y2p(y)D(yt) =
2
t2
(p˜(t)− 1 + t) . (2.62)
Die Funktion p˜(t) =
∫∞
0
dy e−ty p(y) ist die Laplace–Transformierte der redu-
zierten Verteilungsfunktion. Aus ihr ergibt sich die Asymptotik fu¨r die u¨ber die
Polydispersita¨t gemittelte Debye–Funktion. Bei kleinen Argumenten findet man
Dp(t)
t→0−−→ p˜2 − p˜3
3
t +O(t2) , (2.63)
wobei p˜2 und p˜3 die zweiten und dritte Momente der reduzierten Verteilungsfunk-
tion sind. Fu¨r große Argumente ist sie hingegen durch das von der Verteilungs-
funktion unabha¨ngige Verhalten
Dp(t)
t→∞−−−→ 2
t
(
1− 1
t
+O
(
1
t2
))
(2.64)
gegeben.
Um das Verhalten von Polymerlo¨sungen fu¨r beliebige Kettenla¨ngenverteilun-
gen zu untersuchen, geben wir die reduzierte Verteilungsfunktion in Form einer
Schultz–Verteilung
pσ(y) =
σσ
Γ(σ)
yσ−1e−σy (2.65)
an, wie sie auch oft zur Charakterisierung der Polydispersita¨t von Polymerlo¨sung
im Experiment benutzt wird. Fu¨r σ > 1 hat die Kettenla¨ngenverteilung ein Ma-
ximum bei endlicher reduzierter Kettenla¨nge y = n/N , wa¨hrend die exponentielle
Kettenla¨ngenverteilung (σ = 1) ihr Maximum bei Null hat. Fu¨r gro¨ßere σ wird
die Schultz–Verteilung immer schmaler und fu¨r σ →∞ beschreibt sie eine mono-
disperse Kettenla¨ngenverteilung p∞(y) = δ(1− y) (siehe auch Abbildung 2.6).
Explizite Ausdru¨cke kann man in der Regel nur fu¨r eine exponentielle Ket-
tenla¨ngenverteilung p1(y) = e
−y bekommen. Die Debye–Funktion Dp ist dann
gegeben durch
D1(t) =
2
1 + t
, (2.66)
wa¨hrend sie fu¨r monodisperse Systeme wieder gleich der urspru¨nglichen Debye–
Funktion D∞(t) = D(t) aus Gleichung (2.55) ist.
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σ = ∞
Abbildung 2.6: Die Schultz–Verteilung pσ(n/N) fu¨r σ = 1, σ = 2 und σ = ∞.
2.3.3 Osmotischer Druck in tree–Na¨herung
Da bei den Beita¨gen zum osmotischen Druck kein irreduzibler Anteil ausgezeich-
net ist, mu¨ssen wir die allgemeine Struktur dieser Diagramme analysieren. In
Abbildung 2.7 sind exemplarisch alle mo¨glichen Verbindungen zwischen den un-
unterscheidbaren irreduziblen Anteilen durch reduzible Vertices dargestellt. Da
ein reduzibler Zweier–Vertex immer nur zwei irreduzible Anteile verbinden kann,
gibt es davon nur den einen Typ (2). Ein reduzibler Dreier–Vertex hingegen kann
entweder drei irreduzible Anteile miteinander verbinden (Typ (3,0)) oder nur zwei
(Typ (3,1)).
(2)
(3,0)
(3,1)
Abbildung 2.7: Die allgemeine Struktur der Diagramme, die zum osmotischen
Druck beitragen. Alle mo¨glichen Typen von reduziblen Vertices
zwischen den irreduziblen Anteilen (graue Kreise) sind einmal ex-
emplarisch dargestellt.
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Bezeichnen wir nun mit nir die Anzahl der irreduziblen Anteile in einem Dia-
gramm, mit n
(2)
r die Anzahl der reduziblen Zweier–Vertices und mit n
(3,0)
r bzw.
n
(3,1)
r die Anzahl der reduziblen Dreier–Vertices vom Typ (3,0) bzw. (3,1), dann
gilt Aufgrund der Baumstruktur in Abbildung 2.7 die topologische Relation
1 = nir − n(2)r − 2n(3,0)r − n(3,1)r . (2.67)
Diese ermo¨glicht uns, den osmotischen Druck eindeutig zu bestimmen. Summiert
man na¨mlich alle Beitra¨ge aus einem Diagramm mit jeweils einem markierten
irreduziblen Anteil auf und zieht davon die Beitra¨ge mit einem markierten re-
duziblen Vertex gema¨ß (2.67) ab, so erha¨lt man den eindeutigen Beitrag dieses
Diagramms zu Π.
Die Summe u¨ber alle markierten irreduziblen Anteile ergibt gerade K (0,0) mit
dem entsprechenden chemischen Potential µp(n, c) aus Gleichung (2.47). Ein re-
duzibler Zweier–Vertex koppelt in jedem irreduziblen Anteil an die lokale Dichte
%(r). Die Summe u¨ber alle markierten Zweier–Vertices in einem Diagramm zu Π
ergibt somit einen Beitrag von
−1
2
(4pi`2)d/2β2〈%(r)〉2 = −(4pi`
2)d/2
2
β2c
2 . (2.68)
Der Faktor 1/2 beru¨cksichtigt die Symmetrie des Zweier–Vertex. Entsprechend
liefert die Summe u¨ber alle Dreier–Vertices vom Typ (3,0) einen Beitrag von
−1
6
(4pi`2)dβ3〈%(r)〉3 = −(4pi`
2)d
6
β3c
3 , (2.69)
wobei 1/6 wiederum die Symmetrie des Vertex beru¨cksichtigt.
Der andere Typ des Dreier–Vertex (3,1) koppelt die lokale Dichte des einen
irreduziblen Anteils an die Anzahl der Zweipunktkontakte in einem anderen ir-
reduziblen Anteil n
(2)
c,I . Der Symmetriefaktor ist hier 1 und die Summe u¨ber alle
markierten Vertices vom Typ (3,1) liefert
−(4pi`2)dβ3〈%(r)〉n(2)c,I . (2.70)
Um n
(2)
c,I zu bestimmen, betrachten wir alle Diagramme mit genau einer markierten
Zweier–Wechselwirkung in einem irreduziblen Anteil. Der 0-loop–Beitrag wu¨rde
zwei irreduzible Anteile verbinden und tra¨gt somit nicht zu den Zweipunktkon-
takten in einem irreduziblen Anteil bei. Aus Gleichung (2.44) erhalten wir
n
(2)
c,I = n
(2)
c −
c2
2
=
∂
∂(−(4pi`2)d/2β2)
ln Z[µp]
Ω
− c
2
2
, (2.71)
wobei der 0-loop–Beitrag zur Anzahl der Zweipunktkontakte in der Polymerlo¨sung
n
(2)
c = c2/2 +O(1-loop) in n(2)c,I abgezogen worden ist. Die Diagramme bis in Ord-
nung 1-loop fu¨r n
(2)
c sind in Abbildung 2.8 dargestellt. Das Gewicht des markierten
31
2 Theorie von Polymerlo¨sungen im Θ–Bereich
(a) 0-loop
k
(b) Einketten-
beitrag U1 in
1-loop
k
−k
(c) Vielkettenbei-
trag U2 in 1-loop
Abbildung 2.8: Diagramme zu n
(2)
c bis in 1-loop–Ordnung. Der ausgezeichnete
Zweier–Vertex ist mit einem Kreuz gekennzeichnet.
Vertex ist hier nur 1 und der Beitrag zum osmotischen Druck aus dem reduziblen
Dreier–Vertex vom Typ (3,1) ist somit
−(4pi`2)dβ3cn(2)c,I = (4pi`2)dβ3c
(
c2
2
− ∂
∂(−(4pi`2)d/2β2)
ln Z[µp]
Ω
)
. (2.72)
Der osmotische Druck ist also eindeutig gegeben durch
Π[µp(n, c)] = K
(0,0) +
(4pi`2)d/2
2
β2c
2 + 2
(4pi`2)d
6
β3c
3
− (4pi`2)dβ3c
(
c2
2
− ∂
∂(−(4pi`2)d/2β2)
ln Z[µp(n, c)]
Ω
)
.
(2.73)
In tree–Na¨herung ist laut Gleichung (2.52) K (0,0) = cp. Der letzte Term auf der
rechten Seite, der proportional zu n
(2)
c,I ist, hat keinen 0-loop–Beitrag, so dass wir
in niedrigster Ordnung den bekannten Ausdruck fu¨r den osmotischen Druck im
Θ–Bereich erhalten
Π = cp +
(4pi`2)d/2
2
β2c
2 +
(4pi`2)d
3
β3c
3 +O(1-loop) . (2.74)
Dieses Ergebnis ist unabha¨ngig von der Polydispersita¨t der Lo¨sung, da in tree–
Na¨herung nur die mean–field artige Wechselwirkung eines Segments mit der mitt-
leren Dichte der Segmente aller anderen Ketten beru¨cksichtig wird. Im hoch-
verdu¨nnten Bereich (c → 0) erhalten wir das van’t Hoffsche Gesetz Πˆ/kBT = cp.
Wir definieren darum die thermodynamische Skalenfunktion P durch
Πˆ
kBTcp
=
Π
cp
= 1 + P . (2.75)
Sie beinhaltet die Korrekturen fu¨r miteinander wechselwirkende Ketten.
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Da die thermodynamische Skalenfunktion eine dimensionslose Gro¨ße ist, kann
sie nur von den dimensionslosen Variablen abha¨ngen, P = P(N, cp`d, β2, β3). Wir
definieren nun den U¨berlapp der Ketten am Θ-Punkt in d = 3,
s = cpR
3
0 mit R
2
0 = N`
2 , (2.76)
als eine neue dimensionslose Gro¨ße, die beschreibt wie stark sich die Ketten in der
Lo¨sung durchdringen. Dieser U¨berlapp kann auch bei geringen Konzentrationen
0 < cp  1 fu¨r lange Ketten N → ∞ sehr groß werden. In diesem sogenannten
”
semidiluten Limes“, bei dem jede Kette mit sehr vielen anderen wechselwirkt, ist
unsere loop–Entwicklung aufgrund der durchgefu¨hrten Partialsummationen nach
wie vor gu¨ltig. Ein kleiner U¨berlapp bei großen Kettenla¨ngen entspricht hinge-
gen dem verdu¨nnten Limes, in dem die Ketten untereinander kaum in Kontakt
kommen.
Fu¨r die thermodynamische Skalenfunktion ausgedru¨ckt durch den U¨berlapp
erhalten wir in d = 3
P(N, s, βe, β3, [p]) = (4pi)
3/2
2
sN1/2βe +
(4pi)3
3
s2β3 +O(1-loop) , (2.77)
wobei wir in dieser Ordnung einfach β2 = βe gesetzt haben. Die additive Renor-
mierung von β2 kommt erst in 1-loop–Ordnung durch den reduziblen Vertex vom
Typ (3,1) zustande, wie auch die Abha¨ngigkeit der thermodynamischen Skalen-
funktion von der Polydispersita¨t [p] ein 1-loop–Effekt ist.
2.4 Renormierung
Wir haben im Abschnitt 2.1.3 den naiven Kontinuumslimes der Kette eingefu¨hrt
(2.23). Dieser kann, nach der additiven Renormierung der Zweier–Kopplung und
des chemischen Potentials, in allen makroskopischen Observablen durchgefu¨hrt
werden, vorausgesetzt die ra¨umliche Dimension d ist kleiner als 3. In d = 3 treten
von der Mikrostruktur herru¨hrende logarithmische Divergenzen auf. Berechnet
man die sto¨rungstheoretischen Beitra¨ge in
”
Dimensionsregularisierung“, d. h. fu¨r
kontinuierliche Dimensionen d = 3 − ,  → 0+, so fu¨hrt diese Mikrostruktur-
abha¨ngigkeit zu dem Auftreten von Polen in .
Um dieses Problem zu beseitigen, mu¨ssen wir eine nichttriviale Abbildung un-
serer Modellvariablen n, β3, βe und ` auf neue (renormierte) Variablen nR, u3,
ue und `R finden, in der die restliche Mikrostrukturabha¨ngigkeit absorbiert ist.
Unter dieser Abbildung mu¨ssen in der Na¨he des kritischen Punkts die makrosko-
pischen Observablen bis auf Korrekturen der Ordnung O(1/n) invariant bleiben.
Ha¨lt man diese renormierten Variablen fest, so kann der renormierte Kontinu-
umslimes ` → 0 in allen Ordnungen Sto¨rungstheorie auch in d = 3 durchgefu¨hrt
werden.
Um diese Renormierungsgruppenabbildung zu finden, nutzt man aus, dass das
Polymer ein selbsta¨hnliches Gebilde darstellt und damit bei großen Kettenla¨ngen
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(n  1) invariant unter einer Umskalierung der elementaren mikroskopischen
La¨ngenskala ist. Das bedeutet, dass eine A¨nderung der Segmentla¨nge ` → `R
die makroskopischen Observablen unvera¨ndert la¨sst, solange auch die relevanten
Gro¨ßen in unserem Modell (n, βe und β3) entsprechend variiert werden. Die ma-
kroskopische Physik wird damit durch eine ganze, vom Parameter `R/` abha¨ngige
Schar renormierter Theorien reproduziert. Es zeigt sich, dass man die A¨nderung
der renormierten Kopplungen und der renormierten Kettenla¨nge unter einer infi-
nitesimalen A¨nderung von `R/` = 1/λ pertubativ berechnen kann. So entstehen
die Renormierungsgruppengleichungen, die die Form gewo¨hnlicher Differential-
gleichungen erster Ordnung haben und mathematisch gesehen eine nichtlineare
Darstellung der Dilatationsgruppe darstellen. Die Integration dieser Flussglei-
chungen ergibt die Renormierungsgruppenabbildung. Die dabei auftretenden In-
tegrationskonstanten sind nichtuniverselle Parameter, die an das Experiment an-
gepasst werden mu¨ssen. Sie ersetzen die urspru¨nglichen Modellparameter `, βe
und β3.
Durch dieses Umschreiben auf renormierte Variablen haben wir also zweier-
lei gewonnen. Zum einen haben wir die irrelevante Mikrostruktur in fu¨hrender
Ordnung beseitigt, was dazu fu¨hrt, dass die Observablen auch bei der oberen kri-
tischen Dimension dc = 3 endlich sind. Zum anderen haben wir eine Abbildung
von den Variablen des mikroskopischen Modells auf ein umgeskaltes Modell gefun-
den, die die nichttriviale Skaleninvarianz der Polymere beru¨cksichtig. Dass dieses
Vorgehen in allen Ordnungen Sto¨rungstheorie mo¨glich ist, sichert das Theorem
der Renormierbarkeit, fu¨r das wir hier nur auf [Sch99] verweisen wollen.
Im Folgenden werden wir das Renormierungsschema fu¨r den Fall beschreiben,
in dem wir als erstes die Integrale im naiven Kontinuumslimes in Dimensionsre-
gularisierung 2 < d < 3 ausrechnen und dann nur die dabei auftretenden Pole
in  in minimaler Subtraktion durch die Renormierung beseitigen. Des weiteren
renormieren wir unsere Theorie nur bezu¨glich der Dreier–Wechselwirkung. Die
Divergenzen im kritischen Bereich (n  1) in den Beitra¨gen aus der Zweier–
Wechselwirkung, die in Potenzen von z = n1/2βe ordnen, werden durch diese
Renormierung nicht beseitigt, so dass auch in der renormierten Theorie weiterhin
eine z . 1 entsprechende Bedingung gelten muss.
2.4.1 Multiplikative Renormierung
Wir definieren zuna¨chst formal die renormierten Variablen durch die Ansa¨tze
β3`
−2 = u3`−2R Z3(u3) (2.78a)
βe`
−1− = ue`−1−R Ze(u3) (2.78b)
n`2 = nR`
2
RZn(u3) , (2.78c)
wobei die renormierte Segmentla¨nge `R dafu¨r sorgt, dass die renormierten Gro¨ßen
u3, ue und nR die richtige Dimension haben. Die Z-Faktoren Z3, Ze und Zn sind
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Potenzreihen in der renormierten Dreier–Kopplung u3 und absorbieren in der
Sto¨rungsreihe die jeweils fu¨hrenden Beitra¨ge aus der Mikrostruktur, die sich in
Dimensionsregularisierung nur als -Pole niederschla¨gt. Das Theorem der Renor-
mierbarkeit stellt dann sicher, dass in der so renormierten Theorie der Limes
` → 0 auch fu¨r  = 0 in allen Ordnungen der Sto¨rungstheorie durchgefu¨hrt wer-
den kann und dabei alle makroskopischen normierten Observablen endlich blei-
ben. Das setzt wiederum voraus, dass die Terme proportional zu ue klein genug
sind, da fu¨r λ = `/`R → 0 die renormierte Zweier–Kopplung wegen (2.78b) di-
vergiert. Diese Bedingung grenzt den Bereich ein, in dem die renormierte Theorie
im Θ-Bereich existiert.
Die Z-Faktoren in minimaler Subtraktion sind in niedrigster nichttrivialer Ord-
nung fu¨r unser Modell (wiederum aus [Sch99]) gegeben durch
Z3(u3) =
1
3!
[
1 +
22pi
3
u3

+O(u23)
]
(2.79a)
Ze(u3) =
1
2!
[
1 +
8pi
3
u3

+O(u23)
]
(2.79b)
Zn(u3) = 1− pi
2
54
u23

+O(u33) . (2.79c)
Dass Zn keinen Beitrag in Ordnung O(u3) hat, ist gleichbedeutend dazu, dass
in erster Ordnung unrenormierter Sto¨rungstheorie in Dimensionsregularisierung
keine -Pole in den normierten Gro¨ßen auftreten, wie wir auch schon an den Er-
gebnissen fu¨r R2e (2.24) und Z
(1) (2.35) gesehen haben. In dieser Ordnung werden
somit beim Renormieren bis auf die Vorfaktoren in Z3 und Ze, die wir per Kon-
vention eingefu¨hrt haben, einfach die unrenormierten Variablen durch ihre renor-
mierten Gegenstu¨cke ersetzt. Erst die in den ho¨heren Ordnungen Sto¨rungstheorie
auftretenden Divergenzen mu¨ssen durch die Z-Faktoren beseitigt werden.
Durch dieses Umschreiben auf renormierte Gro¨ßen erhalten wir fu¨r die Wech-
selwirkungsenergie W (N) = u0(c)cN aus Gleichung (2.42), die in der loop–
Entwicklung das Verhalten des abgeschirmten Vertex bestimmt
W = (4pi`2)d/2cpN
2βe + (4pi`
2)dc2pN
3β3
= (4pi)(d/2)cpRN
2
RueZ
2
n(u3)Ze(u3) + (4pi)
dc2pRN
3
Ru3Z
3
n(u3)Z3(u3)
=
(4pi)(d/2)
2
cpRN
2
Rue +
(4pi)d
6
c2pRN
3
Ru3 +O(ueu3, u23)
= WR ,
(2.80)
wobei wir die renormierte Kettenkonzentration cpR = cp`
d
R eingefu¨hrt haben und
NR die mittlere renormierte Kettenla¨nge ist.
2.4.2 Renormierungsgruppenabbildung
Um nun die Abha¨ngigkeit unserer renormierten Variablen von den Unrenormier-
ten zu erhalten, nutzen wir aus, dass die renormierte Segmentla¨nge `R nicht fest-
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gelegt ist. Die A¨nderungen der renormierten Variablen, bei einer A¨nderung der re-
normierten Segmentla¨nge, sind durch die Flussgleichungen gegeben, die per Kon-
vention definiert sind als die logarithmischen Ableitungen ∂ ln u3/∂λ, ∂ ln Ze/∂λ
und ∂ ln Zn/∂λ. Wa¨hrend Ze nur in der oben angegeben ersten nicht trivialen
Ordnung bekannt ist, sind in [HS99] Z3 und Zn in der na¨chst ho¨heren Ordnung
ausgerechnet worden. Die Ergebnisse dort u¨bersetzen sich in unsere Notation
durch w¯R = 5piu3 und Z
−1
m2 = Zn. Dass wir Ze nicht in derselben Ordnung beru¨ck-
sichtigen ko¨nnen wie u3 und Zn ist insofern nicht inkonsistent, als dass wir die
Theorie nur bezu¨glich der Dreier–Wechselwirkung renormiert haben und somit ue
nicht an die anderen renormierten Gro¨ßen zuru¨ckkoppelt.
Wir beschra¨nken uns nun im weiteren auf den uns interessierenden Fall von
d = 3. Durch Aufintegrieren der Flussgleichungen fu¨r die renormierte Dreier–
Kopplung u3 von λ = 1 (` = `R) bis 0 < λ < 1 (` < `R) findet man in einer
Entwicklung fu¨r kleine λ
u3(λ) = − 3
44pi ln λ
[
1−
(
413
242
+
85
484
pi2
)
ln(− ln λ)
ln λ
+O
(
1
lnλ
)]
. (2.81)
In dieser Ordnung ist u3 vollkommen universell, da es unabha¨ngig ist von der
nicht universellen Startkopplung u
(0)
3 = u3(λ = 1). u3(λ) skalt fu¨r λ → 0 gegen
Null und ist somit marginal irrelevant.
Aus den beiden anderen Flussgleichung erha¨lt man genauso
1
Ze(u3)
= se(u
(0)
3 ) u
4/11
3 (1 +O(u3)) (2.82a)
1
Zn(u3)
= sn(u
(0)
3 ) exp
{
−8pi
99
u3 +
pi2
2
(
4376
9801
− 449
3267
pi2
)
u23 +O(u33)
}
,
(2.82b)
mit den nicht universellen Integrationskonstanten se(u
(0)
3 ) und sn(u
(0)
3 ).
Fu¨hrt man nun die Parameter
R˜20 = n`
2 sn(u
(0)
3 ) (2.83a)
z˜ = βen
1/2 sn(u
(0)
3 )
1/2 se(u
(0)
3 ) (2.83b)
ein, erha¨lt man aus (2.78) die Renormierungsgruppenabbildung fu¨r ue und nR in
der jeweils bekannten Ordnung als
uen
1/2
R = z˜ u
4/11
3 (1 +O(u3)) (2.84a)
nR`
2
R = R˜
2
0 exp
{
−8pi
99
u3 +
pi2
2
(
4376
9801
− 449
3267
pi2
)
u23 +O(u33)
}
.
(2.84b)
Hier sieht man nun explizit die Renormierung der Zweier–Kopplung ue durch die
Dreier–Kopplung u3. Man erkennt auch, dass die Abbildung nur von zwei nicht
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universellen Parametern abha¨ngt
˜`= ` sn(u
(0)
3 )
1/2 (2.85a)
v˜ = βe se(u
(0)
3 ) sn(u
(0)
3 )
1/2 . (2.85b)
Das stimmt aber nur fu¨r den Limes λ → 0. Bei gro¨ßeren λ ha¨ngt u3 auch noch von
der Startkopplung u
(0)
3 ab. Da aber in diesem Bereich die Entwicklung in Potenzen
von 1/ lnλ nicht mehr gu¨ltig ist und u3 in Gleichung (2.81) dort sogar negativ
und damit attraktiv werden kann, muss der Fluss von u3 resummiert werden. Das
Aufintegrieren der resummierten Flussgleichung fu¨hrt in [HS99] auf eine implizite
Gleichung fu¨r u3(λ)
ln λ = − 3
44pi
[
1
u3
− 369,89− 134,30 lnu3
]
+ C(u
(0)
3 ) , (2.86)
mit einer dritten nicht universellen Integrationskonstante C(u
(0)
3 ). Diese Bezie-
hung gilt nun auch in einem Bereich, wo die Korrekturen von der Ordnung ln−2 λ
an der asymptotischen Form von u3 in Gleichung (2.81) nicht mehr vernachla¨ssigt
werden ko¨nnen.
Um nun unsere Ergebnisse mit Experimenten vergleichen zu ko¨nnen, mu¨ssen
wir noch den Skalenparameter λ durch die experimentell kontrollierbare Ket-
tenla¨nge n ersetzen. Aus Gleichung (2.78c) folgt, dass
`
`R
= λ = Z1/2n
(nR
n
)1/2
(2.87)
ist. Unter Verwendung der Gleichungen (2.82b) und (2.81) findet man in einer
Entwicklung fu¨r große Kettenla¨ngen n
1
ln λ
= − 2
ln (nsn/nR)
+O
(
1
ln3 (nsn/nR)
)
= − 2
ln(n/nR)
+O
(
1
ln2(n/nR)
)
.
(2.88)
Setzt man das in die Renormierungsgruppenabbildung ein, so erha¨lt man aus
Gleichung (2.81) fu¨r den entwickelten Fluss von u3 als Funktion von n/nR
u3 =
3
22pi ln(n/nR)
[
1 +
(
413
121
+
85
242
pi2
)
ln[1/2 ln(n/nR)]
ln(n/nR)
+O
(
1
ln(n/nR)
)]
.
(2.89)
Um eine entsprechende Beziehung zwischen λ und n auch fu¨r die resummierte
Flussgleichung von u3 in Gleichung (2.86) zu bekommen, mu¨sste man den resum-
mierten Z-Faktor Zm2 = Z
−1
n aus [HS99] in (2.87) einsetzen und darin u3 mit
Hilfe des resummierten Ausdrucks durch λ ersetzen. Auf Grund der impliziten
Form von (2.86) kann diese Beziehung dann jedoch nur noch numerisch aufgelo¨st
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werden. Da Zn in minimaler Subtraktion aus Gleichung (2.79) keinen Term von
der Ordnung u3
1 hat, ist 1/ lnλ = −2/ ln(n/nR) sicherlich auch fu¨r die resum-
mierte Form von u3 eine gute Na¨herung, zumal sowohl die Datenlage als auch die
Rechnungen in niedriger Ordnung keine bessere Na¨herung verlangen. Wir werden
deswegen im Weiteren bei der Auswertung unserer sto¨rungstheoretischen Ergeb-
nisse
ln(n/nR) =
3
22pi
[
1
u3
− 369,89− 134,30 lnu3
]
+ C(u
(0)
3 ) (2.90)
als Ausdruck fu¨r den resummierten Fluss von u3 als Funktion von n/nR benutzen.
2.4.3 Verdu¨nnter Limes
Der verdu¨nnte Limes ist durch das Verschwinden des U¨berlapps im Θ-Bereich
s˜ = cpR˜
3
o → 0 charakterisiert. Dort befinden sich nur wenige Polymere in der
Lo¨sung, die sich nicht gegenseitig durchdringen, so dass die Wechselwirkung der
Ketten untereinander vernachla¨ssigt werden kann. Ohne a¨ußere Impulse ist in
diesem Bereich die relevante makroskopische La¨ngenskala fu¨r die uns interessie-
renden Gro¨ßen der Gyrationsradius Rg. In fu¨hrender Ordnung im Θ-Bereich ist
dieser gegeben durch den Gyrationsradius einer nichtwechselwirkenden Kette
R2g = R˜
2
0 = nR`
2
R . (2.91)
Da die renormierte Segmentla¨nge `R, bei der wir die renormierte Sto¨rungstheorie
auswerten wollen, bisher noch nicht festgelegt ist, benutzen wir diese Beziehung
um `R zu fixieren, indem wir die renormierte Kettenla¨nge auf
nR = 1 (2.92)
setzen. Diese etwas willku¨rliche Wahl des Renormierungspunkts bedeutet, dass
wir fu¨r `R den gro¨ßtmo¨glichen Wert `R ≈ Rg nehmen. Fu¨r eine besser an das
Experiment angepasste Wahl von nR = n0 = O(1) fehlt es an pra¨zisen Messungen
des Durchdringungsfaktors Ψ ∝ AΠ2 /Rdg im Θ-Bereich. Dieser ist ein universelles
Verha¨ltnis und sehr sensitiv von nR abha¨ngig. Daher wu¨rde er ein Abgleichen des
Parameters n0 aus der Theorie mit dem Experiment erlauben.
Mit unserer Wahl des Renormierungspunkts im verdu¨nnten Limes erhalten wir
die Renormierungsgruppenabbildungen aus (2.89) und (2.84) in der Form
u3 =
3
22pi ln n
[
1 +
(
413
121
+
85
242
pi2
)
ln(1/2 lnn)
ln n
+O
(
1
ln n
)]
(2.93a)
ue = z˜u
4/11
3 (1 +O(u3)) (2.93b)
`2R = R˜
2
0 exp
{
−8pi
99
u3 +
pi2
2
(
4376
9801
− 449
3267
pi2
)
u23 +O(u33)
}
, (2.93c)
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die strikt wieder nur asymptotisch fu¨r n  1 gu¨ltig sind, aufgrund der loga-
rithmischen Korrekturterme in u3 proportional zu 1/ ln
2 n. Einen entsprechenden
Ausdruck fu¨r die resummierte Dreier–Kopplung im verdu¨nnten Limes erha¨lt man
aus (2.86) als
ln n =
3
22pi
[
1
u3
− 369,89− 134,30 lnu3
]
+ Cˆ(u
(0)
3 ) . (2.94)
Um nun den Bereich abzuscha¨tzen, in dem die trikritischen Effekte domi-
nieren, nehmen wir an, dass dort die Zweiko¨rperwechselwirkung ue klein sein
muss gegenu¨ber der Dreier–Wechselwirkung u3. Das fu¨hrt zu der Bedingung
|ue| = |z˜|u4/113 . u3, die in fu¨hrender Ordnung gegeben ist durch
|z˜|
(
22pi
3
ln n
)−4/11
.
3
22pi
ln−1 n . (2.95)
Da z˜ ∝ βe ∝ (T − Θ)/Θ ist, bedeutet das, dass in dem Bereich, in dem unse-
re Theorie gilt (n  1) der Temperaturbereich in dem die trikritischen Effekte
aus u3 den wesentlichen Beitrag liefern, sehr klein ist. Ist hingegen u3 . ue . 1,
so ist unsere Sto¨rungsentwicklung immer noch gu¨ltig. Allerdings sollten in die-
sem Bereich die Dreiko¨rperkra¨fte vernachla¨ssigt werden ko¨nnen, so dass hier das
Verhalten durch die excluded–volume–Theorie hinreichend gut beschrieben wird.
Am Θ-Punkt selber, als Gaußschem Fixpunkt unserer Theorie, muss im kriti-
schen Limes (n → ∞) sowohl ue als auch u3 verschwinden. Fu¨r u3 ∝ ln−1 n → 0
ist das in diesem Limes immer erfu¨llt. Damit aber auch ue = z˜u
4/11
3 ∝ v˜n1/2 ln−1 n
Null wird, muss außerdem auch noch v˜ ∝ βe = 0 sein, wie schon in Abschnitt
2.2 diskutiert. Damit ist der Θ-Punkt als trikritischer Punkt unserer Theorie da-
durch charakterisiert, dass dort die Polymere bei einer unendlichen Kettenla¨nge
nicht miteinander wechselwirken. Im Θ-Bereich, der durch ein hinreichend kleines
v˜ bei endlicher Kettenla¨nge charakterisiert ist, verhalten sich die Polymere wie
nicht wechselwirkende Gaußsche Ketten mit logarithmischen Korrekturen in der
Kettenla¨nge in den renormierten Kopplungen u3 und ue.
Abschließend geben wir hier noch das bekannte, renormierte Ergebnis fu¨r den
End–End–Abstand an. Sei R2eR der End–End–Abstand, ausgedru¨ckt durch renor-
mierte Variablen, dann ist wegen Gleichung (2.78c)
R2e
2d`2n
=
R2eR
2d`2RnRZn
. (2.96)
Ersetzt man in Gleichung (2.24) die unrenormierten Variablen mittels (2.78) und
(2.79) durch die renormierten Variablen, so erha¨lt man fu¨r  = 0
R2e
6`2n
Zn =
R2eR
6 nR`2R
= 1 +
2
3
uen
1/2
R −
2pi
3
u3 +O(u2e, ueu3, u23) . (2.97)
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Am Renormierungspunkt nR = 1 ergibt sich daraus durch Einsetzten der Renor-
mierungsgruppenabbildung (2.93)
R2e
6R˜20
= e−
8pi
99
u3+
pi2
2 (
4376
9801
− 449
3267
pi2)u23
(
1 +
2
3
z˜ u
4/11
3 −
2pi
3
u3
)
, (2.98)
wobei u3 als Funktion der unrenormierten Kettenla¨nge n durch (2.93a) bzw. (2.94)
gegeben ist. Entwickelt man nun noch die Exponentialfunktion, so erha¨lt man das
asymptotische Verhalten des Schwellfaktors αe in erster Ordnung Sto¨rungstheorie
in der Na¨he des Θ-Punkts
α2e =
R2e
6R˜20
= 1 +
2
3
z˜ u
4/11
3 −
74pi
99
u3 . (2.99)
Am Θ-Punkt (n →∞, z˜ = 0) ist damit der End–End–Abstand proportional zum
Gyrationsradius der nicht wechselwirkenden Ketten R2e
T→Θ−−−→ 6R˜20. Der Schwell-
faktor αe misst somit das Abnehmen bzw. Anwachsen des End–End–Abstands
im Θ-Bereich, relativ zum Gaußschen Verhalten. Im Besonderen ist bei einem
verschwindendem Beitrag aus der renormierten Zweier–Kopplung (z˜ = 0) der
End–End–Abstand trotz der repulsiven Dreier–Wechselwirkung fu¨r endliche Ket-
tenla¨ngen kleiner als sein Gaußscher Wert
√
6R˜0. Das zeigt noch einmal, dass die
Bedingung βe(T ) = 0 nicht genu¨gt, um sicher zu stellen, dass die Polymere sich
Gaußsch verhalten. Das liegt daran, dass fu¨r z˜ ∝ βe = 0 bei β3 > 0 die Zweier–
Kopplung β2(T ) attraktiv sein muss und dadurch der Polymerkna¨uel im Vergleich
zu seinem Gaußschen Verhalten schon leicht kontrahiert ist. In dem renormierten
Ausdruck fu¨r R2e a¨ußert sich das in dem negativen Vorzeichen vor dem Term aus
der Dreier–Kopplung, der auch fu¨r z˜ = 0 den Kna¨uel bei endlicher Kettenla¨nge
schrumpfen la¨sst.
In Abbildung 2.9 ist der Schwellfaktor als Funktion von ln−1 n fu¨r verschiedene
Werte von v˜ im Θ-Bereich dargestellt. Fu¨r v˜ = 0 (T = Θ, fette Linie) na¨hert er
sich fu¨r n → ∞ von unten dem Gaußschen Wert αe = 1 an. Fu¨r eine effektiv
repulsive Zweier–Wechselwirkung (v˜ > 0) liegen die Kurven u¨ber dem Verhalten
fu¨r T = Θ und zeigen fu¨r gro¨ßer werdende Kettenla¨ngen ein allma¨hliches An-
schwellen der Kna¨uele, wie es fu¨r den excluded–volume–Bereich typisch ist. Bei
einer effektiv attraktiven Zweier–Wechselwirkung (v˜ < 0) deutet sich wiederum
fu¨r gro¨ßer werdende Kettenla¨ngen der Kollaps der Kna¨uel in den nach unten ab-
biegenden Kurven an. Bei allen dargestellten Ergebnissen ist z˜ < 0.1, so dass wir
uns tief im Θ-Bereich befinden, in dem unsere trikritische Theorie gu¨ltig ist.
2.4.4 Endlicher U¨berlapp
Bei einem endlichen U¨berlapp s˜ > 0 ist der Gyrationsradius nicht mehr die einzige
makroskopische La¨ngenskala. Die nicht verschwindende Kettenkonzentration cp
setzt eine weitere Skala cp`
3, die bei der Wahl des Renormierungspunkts von sich
durchdringenden Ketten mit beru¨cksichtigt werden muss. Die relevante La¨nge
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Abbildung 2.9: Der Schwellfaktor des End–End–Abstands in erster Ordnung aus
Gleichung (2.98) als Funktion von ln−1 n im Θ-Bereich. Bei der
dicken Linie ist v˜ = 0, wa¨hrend bei den du¨nnen Linien v˜ = ±10−4
bzw. v˜ = ±10−3 ist. Kurven mit mit kleinerem v˜ fa¨chern spa¨ter
auf; bei negativen v˜ nach unten, bei positiven v˜ nach oben.
ist fu¨r Systeme mit endlichen U¨berlapp und ohne a¨ußere Impulse deswegen die
Korrelationsla¨nge der Dichtefluktuationen ξd. Der renormierte Ausdruck fu¨r ξd
aus [Sch99] fu¨r ein monodisperses System von Ketten der La¨nge N mit d = 3 und
βe = 0 ist
`2R
ξ2d
=
1
NR
+
(4pi)3
6
(cpRNR)
2u3 , (2.100)
mit der renormierten mitteleren Kettenla¨nge NR und der renormierte Kettenkon-
zentration cpR = cp`
3
R.
Wir fixieren nun die renormierte Kettenla¨nge wieder dadurch, dass wir sie auf
die Gro¨ße der relevanten La¨ngenskala setzen und erhalten dadurch als Bestim-
mungsgleichung fu¨r den Renormierungspunkt bei einem endlichen U¨berlapp
1 =
1
NR
+
(4pi)3
6
(cpRNR)
2u3 . (2.101)
Bei dieser Wahl des Renormierungspunkts haben wir den Einfluss der Zweier–
Kopplung vernachla¨ssigt. Das ist im trikritischen Bereich gerechtfertigt, da sie
dort nur als eine kleine Sto¨rung am fu¨hrenden Verhalten, das durch die Dreier–
Kopplung bestimmt wird, behandelt wird.
Im verdu¨nnten Limes cpR → 0 setzt diese Bedingung wieder NR auf 1. Fu¨r
endliche Konzentrationen cpR > 0 kann die Gleichung nur noch fu¨r NR > 1 erfu¨llt
werden. NR < 1 ist nicht erlaubt, weil dann die renormierte Segmentla¨nge gro¨ßer
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als der Gyrationsradius wa¨re. Aus der Definition des U¨berlapps im Θ-Bereich, der
durch (2.84b) in fu¨hrender Ordnung gegeben ist als
s˜ = cpR˜
3
0 = cpRN
3/2
R +O(u3) , (2.102)
erhalten wir durch die Wahl unseres Renormierungspunkts fu¨r die renormierte
Kettenla¨nge
NR = 1 +
(4pi)3
6
u3s˜
2 . (2.103)
Setzen wir das in die asymptotische Entwicklung von u3 (2.89) bzw. in den re-
summierten Ausdruck (2.90) ein, erhalten wir jeweils implizite Gleichungen fu¨r
den Fluss der renormierten Dreier–Kopplung als Funktion des U¨berlapps s˜. Mit
dem Ausdruck fu¨r die renormierte Zweier–Kopplung
ue = z˜ u
4/11
3 N
−1/2
R (1 +O(u3)) (2.104)
und die renormierte Segmentla¨nge
`2R =
R˜20
NR
exp
{
−8pi
99
u3 +
pi2
2
(
4376
9801
− 449
3267
pi2
)
u23 +O(u33)
}
(2.105)
ergibt das die Renormierungsgruppenabbildung fu¨r einen endlichen U¨berlapp.
2.4.5 Semidiluter Limes
Im semidiluten Limes, der gegeben ist durch N →∞ bei immer noch hinreichend
kleiner, konstant gehaltener Segmentkonzentration c = cpN  1, divergiert der
U¨berlapp s˜ → ∞. Das heißt, dass viele Ketten miteinander wechselwirken und
der Renormierungspunkt nur noch durch die Konzentrationsabha¨ngigkeit von ξd
bestimmt wird. In diesem Limes kann die 1 auf der rechten Seite von Gleichung
(2.103) vernachla¨ssigt werden und wir erhalten fu¨r das Verha¨ltnis Nsn/NR in den
Flussgleichungen von u3
Nsn
NR
=
6
(4pi)3
1
u3c˜2
, (2.106)
mit der Segmentkonzentrationsvariablen im Θ-Bereich
c˜ = cp`
3Nsn . (2.107)
Damit ergibt sich aus Gleichung (2.89) bzw. (2.90) der Fluss von u3 im semidiluten
Limes wiederum implizit als Funktion der Segmentkonzentration.
Fu¨r die renormierte Zweier–Kopplung im semidiluten Limes findet man mit
dieser Definition aus Gleichung (2.84a) in der bekannten fu¨hrenden Ordnung
ue =
(
6
(4pi)3
)1/2
seβe c˜
−1 u−3/223 . (2.108)
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Im semidiluten Limes ha¨ngen die Gro¨ßen somit nur noch von der Segmentkon-
zentration c˜ ab und nicht mehr von der dort divergierenden Kettenla¨nge. Die
Segmentkonzentration muss natu¨rlich weiterhin deutlich kleiner als 1 sein, damit
unsere loop–Entwicklung nicht zusammenbricht.
Der Bereich, in dem die trikritischen Effekte im semidiluten Limes dominieren,
kann ganz grob wieder durch die Forderung |ue| . u3 abgescha¨tzt werden, was
in niedrigster Ordnung auf eine Bedingung an die Segmentkonzentration in der
Form
se|βe|c˜−1 . u25/223 ∼ | ln c˜|−25/22 (2.109)
fu¨hrt. Den Θ-Punkt erreicht man im semidiluten Limes dann fu¨r β˜e = seβe = 0
bei verschwindender Segmentkonzentration c˜ → 0.
2.5 Thermodynamik
Mit den im vorhergehenden Abschnitt vorgestellten Ergebnissen la¨sst sich das
großkanonische Potential, was gleich dem osmotische Druck ist, in renormier-
ter tree–Na¨herung leicht bestimmen. Das bekannte Ergebnis fu¨r einen endlichen
U¨berlapp erhalten wir aus Gleichung (2.77) durch Umschreiben auf renormierte
Variablen und Einsetzen der Renormierungsgruppenabbildung
Π
cp
= 1 + P(z˜, s˜, u3) = 1 + (4pi)
3/2
4
z˜s˜u
4/11
3 +
(4pi)3
18
s˜2u3 , (2.110)
wa¨hrend er im semidiluten Limes u¨bergeht zu
`3Π = `3cpP(β˜e, c˜, u3) = (4pi)
3/2
4
β˜ec˜
2u
4/11
3 +
(4pi)3
18
c˜3u3 . (2.111)
Beide Ergebnisse sind in tree–Na¨herung unabha¨ngig von der Polydispersita¨t der
Lo¨sung.
Bei einem verschwindenden U¨berlapp geht die thermodynamische Skalenfunkti-
on gegen Null und der osmotische Druck ist dann gegeben durch das van’t Hoffsche
Gesetz Π
s˜→0−−→ cp. Bei einem konstanten, endlichen U¨berlapp muss am Θ-Punkt
(z˜ = 0, N →∞) aufgrund der Form des U¨berlapps in Gleichung (2.102) die Ket-
tenkonzentration gegen Null gehen. Deswegen verschwindet dort der osmotische
Druck Π
cp→0−−−→ 0.
Im semidiluten Limes (c = const, N → ∞) verschwindet der triviale Term
`3cp = `
3c/N in `3Π und die thermodynamische Skalenfunktion ist dort nur eine
Funktion von β˜e, c˜ und u3. Bei der Θ-Temperatur (β˜e = 0) ist bis auf logarithmi-
sche Korrekturen in u3 der osmotische Druck proportional zu c˜
3 und verschwindet
somit auch dort am Θ-Punkt
`3Π =
(4pi)3
18
c˜3u3 +O(1-loop) c˜→0−−→ 0 . (2.112)
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Das ist jeweils ein qualitativ ganz anderes Verhalten, als man aus der excluded–
volume–Theorie (β3 = 0) im Limes T → Θ (d. h. βe → 0) erha¨lt. An diesem trivia-
len Gaußschen Fixpunkt gilt Π
T→Θ−−−→ cp unabha¨ngig sowohl von der Kettenla¨nge
als auch von der Kettenkonzentration und verschwindet somit nicht.
Aus dem osmotischen Druck der Ketten in der Lo¨sung erha¨lt man den Zuwachs
der freien Energiedichte
f =
∆Fˆ
kBT Ω
=
∑
n
P (n)[cp µp(n)− Π] , (2.113)
wobei ∆Fˆ der Zuwachs an freier Energie durch die gelo¨sten Polymere im Vo-
lumen Ω ist. Aus der Gibbs–Duhem–Relation fu¨r das großkanonische Potential
erhalten wir fu¨r einen reversiblen, isothermen Prozess die A¨nderung des osmoti-
schen Drucks bei einer Variation des chemischen Potentials als
dΠ = cp dµ¯(cp) , (2.114)
mit dem u¨ber die Polydispersita¨t gemittelten chemischen Potential
µ¯(cp) =
∑
n
P (n)µp(n) . (2.115)
Um das chemische Potential zu bestimmen, betrachten wir die A¨nderung des os-
motischen Drucks bei einer infinitesimalen A¨nderung der Kettenkonzentration bei
festgehaltener Polydispersita¨tsverteilung. Dies fu¨hrt zu einer Differentialgleichung
fu¨r µ¯(cp)
∂
∂cp
[µ¯− P − ln cp] = P
cp
, (2.116)
in der wir den osmotischen Druck gema¨ß Gleichung (2.75) ersetzt haben durch
Π = cp(1 + P). Durch Aufintegrieren dieser Beziehung erhalten wir dann
µ¯(cp) = ln cp`
d + µ¯0 + P(z˜, s˜, u3, [p]) +
s˜∫
0
dt
t
P(z˜, t, u3, [p]) , (2.117)
mit der Integrationskonstante
µ¯0 = lim
cp→0
[µ¯(cp)− ln cp`d] , (2.118)
die im verdu¨nnten Limes bestimmt werden kann und nicht von der Kettenkon-
zentration abha¨ngt.
Durch Einsetzen von (2.115) und (2.117) in Gleichung (2.113) erhalten wir nun
den Zuwachs an freier Energiedichte als
f = cp

ln cp`3 + µ¯0 − 1 +
s˜∫
0
dt
t
P(z˜, t, u3, [p])

 . (2.119)
44
2.5 Thermodynamik
Mit der freien Energiedichte hat man im Prinzip auch alle weiteren thermody-
namischen Gro¨ßen gegeben, wie z.B. die Entropiedichte oder die innere Ener-
giedichte. Die Konzentrations- bzw. U¨berlappabha¨ngigkeit und im Besonderen
die Temperatur- und Polydispersita¨tsabha¨ngigkeit all dieser Gro¨ßen sind also be-
stimmt durch die thermodynamische Skalenfunktion.
Um nun das Phasenverhalten von Polymerlo¨sungen zu untersuchen, geben wir
den osmotischen Druck in tree–Na¨herung aus Gleichung (2.110) als Funktion des
U¨berlapps an
Π =
1
R˜30
(
s˜ +
(4pi)3/2
4
z˜u
4/11
3 s˜
2 +
(4pi)3
18
u3s˜
3
)
. (2.120)
Die Kru¨mmung von Π(z˜, s˜, u3) ist damit fu¨r hinreichend negatives z˜ nicht mehr
u¨berall konvex. Das bedeutet, dass in Abha¨ngigkeit von s˜ ∝ cp und z˜ ∝ βe(T )
eine Phasentrennung in eine polymerreiche Phase und eine polymerarme Phase
auftritt. Dieses kommt dadurch zustande, dass die in diesem Bereich attraktive
Zweier–Wechselwirkung nicht mehr durch die repulsive Dreier–Wechselwirkung
kompensiert werden kann. Fu¨r das System wird es dadurch gu¨nstiger, wenn ein
Teil der Ketten zu kollabieren beginnt, was zur Phasentrennung fu¨hrt.
Durch die u¨bliche Maxwell–Konstruktion ko¨nnen aus dem osmotischen Druck
in (2.120) die Entmischungskurven in tree-Na¨herung bestimmt werden. Im beson-
deren bekommt man die Entmischungspunkte (s˜cr(N), z˜cr(N)) durch den Sattel-
punkt des osmotischen Drucks. Dieser ist gegeben durch die Bedingungen
∂Π
∂s˜
∣∣∣∣
s˜cr,z˜cr
= 0 und
∂2Π
∂s˜2
∣∣∣∣
s˜cr,z˜cr
= 0 . (2.121)
Unter Vernachla¨ssigung der logarithmischen Abha¨ngigkeit von s˜ in u3 lassen sich
daraus die Entmischungspunkte in tree–Na¨herung leicht analytisch bestimmen.
Bei Beru¨cksichtigung der logarithmischen Korrekturen kann das Gleichungssy-
stem in (2.121) hingegen nur noch numerisch gelo¨st werden. Die so ermittelten
Entmischungspunkte bilden eine durch die Kettenla¨nge parametrisierte Linie, die
fu¨r N →∞ in den Θ-Punkt la¨uft.
Im semidiluten Limes kann nur eine Phasentrennung in eine polymerreiche
Phase mit Konzentration c˜∞ und das reine Lo¨sungsmittel mit c˜ = 0 bei einem
osmotischen Druck Π(β˜e,∞, c˜∞) = 0 auftreten. Wu¨rde man bei festgehaltener
Konzentration die Temperatur unter die Entmischungskurve absenken, wa¨re der
osmotische Druck negativ, d. h. das System wa¨re thermodynamisch instabil. Bei
weiterhin unendlich großem U¨berlapp muss somit ein derartiges System in eine
Phase aus reinem Lo¨sungsmittel und einer Phase mit ho¨herer Konzentration bei
Π(β˜e,∞, c˜∞) = Π(β˜e,∞, c˜ = 0) = 0 aufspalten. Die Entmischungskurve im semi-
diluten Limes ist somit gleich der Spinodalen des Systems aus unendlich langen
Ketten.
Setzen wir deswegen den osmotischen Druck in tree-Na¨herung aus (2.111) gleich
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Null
`3Π = 0 =
(4pi)3/2
4
β˜e,∞c˜2∞u
4/11
3 +
(4pi)3
18
c˜3∞u3 (2.122)
und lo¨sen diese Gleichung nach β˜e,∞ auf, so erhalten wir die Entmischungstem-
peratur als Funktion der Entmischungskonzentration
β˜e,∞(c˜∞) = −2(4pi)
3/2
9
u
7/11
3 c˜∞ . (2.123)
Diese Linie begrenzt den Bereich, in dem Phasentrennung fu¨r endliche Kettenla¨n-
gen u¨berhaupt auftreten kann. Oberhalb von ihr findet in unserem Modell keine
Phasentrennung statt. Unterhalb dieser Kurve tritt bei einem endlichen U¨berlapp
und hinreichend kleinen Temperaturen in Abha¨ngigkeit von der mittleren Ket-
tenla¨nge wieder eine Phasenseparation auf. Daraus resultiert qualitativ das in der
Einleitung in Abbildung 1.1 skizzierte Phasendiagramm. Quantitativ werden wir
es zusammen mit der 1-loop–Na¨herung in Abschnitt 3.2.3 auswerten.
Hier sind nun einige kritische Anmerkungen no¨tig. Zuna¨chst muss sicher gestellt
werden, dass unsere Entwicklung um den Gaußschen Fixpunkt u¨berhaupt die
Entmischungspunkte noch richtig beschreiben kann. Im Besonderen muss nach
wie vor |ue| . 1 sein, damit man die Zweier–Wechselwirkung noch als kleine
Sto¨rung am fu¨hrenden Verhalten, das durch die Dreier–Wechselwirkung gegeben
ist, betrachten kann.
Des Weiteren muss man noch beachten, dass es sich bei der tree–Na¨herung um
ein mean–field artiges Ergebnis handelt. Korrelationen innerhalb der Kette oder
zwischen unterschiedlichen Ketten sind dabei vollsta¨ndig vernachla¨ssigt. Diese
Korrelationen ko¨nnen zumindestens in der polymerarmen Phase das Bild auch
qualitativ vera¨ndern, da dort eine starke attraktive Zweier–Wechselwirkung nicht
mehr hinreichend abgeschirmt werden kann und somit zum Kollaps des Polymer-
kna¨uels fu¨hrt.
Letztendlich, und das ist sicherlich die bedeutendste Einschra¨nkung, ist unser
Modell gar nicht dazu geeignet, das kritische Verhalten der Phasentrennung zu
beschreiben. Bei dem kritischen Verhalten von Polymeren in einer homogenen
Lo¨sung (keine Phasentrennung) und beim Entmischen von Polymerlo¨sungen in
zwei Phasen verschiedener Konzentration handelt es sich um zwei unterschiedliche
kritische Pha¨nomene, die zu unterschiedlichen Universalita¨tsklassen geho¨ren und
durch jeweils andere Ordnungsparameter beschrieben werden. Der Ordnungspa-
rameter fu¨r die Entmischung ist durch die Konzentrationsdifferenz zwischen den
beiden Phasen gegeben und verschwindet am kritischen Entmischungspunkt. Der
Ordnungsparameter fu¨r Polymere in einer homogenen Lo¨sung ist hingegen be-
stimmt durch die Dichte der Polymerendpunkte (siehe dazu auch Diskussion in
[Gen79]). Er verschwindet am Θ-Punkt, da dort die Kettenkonzentration gegen
Null geht, wa¨hrend er am Entmischungspunkt endlich ist. Nur im Limes ver-
schwindender Kettenkonzentration und divergierender Kettenla¨nge geht die Linie
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der Entmischungspunkte, wie auch die Koexistenzkurve im semidiluten Limes
u¨ber in den trikritischen Θ-Punkt. Dort verschwinden dann auch die logarithmi-
schen Korrekturen und man findet, dass c˜∞ = 3 c˜cr ist. Beru¨cksichtigt man die lo-
garithmischen Korrekturen, so ist auch schon in tree-Na¨herung c˜∞ 6= 3 c˜cr. Selbst
fu¨r die la¨ngste von uns spa¨ter ausgewertete Kettenla¨nge snN = 10
6 ist immer
c˜∞ < 3 c˜cr. Das steht im Widerspruch zu den von Frauenkron und Grassberger
aus Simulationen gewonnenen Resultaten in [FG97], wo c˜∞ > 3 c˜cr vorrausgesagt
wird. Dieser Widerspruch kann seine Ursache darin haben, dass in unserem Mo-
dell die Entmischungspunkte nicht richtig beschrieben werden. Es ist aber auch
sehr fraglich, ob unser semidiluter Limes dem simulierten Verhalten von sehr lan-
gen Ketten in einem kleinen Volumen mit helikalen Randbedingungen in [Gra97]
entspricht.
Hinweisen mo¨chten wir hier noch auf Versuche, den Crossover vom trikritischen
Verhalten im Θ-Bereich zum kritischen Verhalten in der entmischten Phase unter
Beru¨cksichtigung des Kettenzusammenhangs zu beschreiben, wie sie z.B. von Sen-
gers et. al. unternommen wurden (siehe z.B. [PAS99] und [HASG02]). Sie betrach-
ten dazu eine Theorie, die ein entmischtes inhomogenes System beschreibt. Der
Entmischungspunkt ist dann ein kritischer Punkt, der zur Ising–Universalita¨ts-
klasse geho¨rt. Dieser geht im Limes T → Θ fu¨r divergierende Kettenla¨ngen u¨ber
in den trikritischen Θ-Punkt, der auch bei ihnen durch das Verhalten von nicht
wechselwirkenden Ketten im Limes N →∞ beschrieben wird. Sie na¨hern sich so-
mit dem Θ-Punkt aus der entmischten Phase und ko¨nnen deswegen experimentell
gemessene Entmischungskurven mit ihrer Theorie fitten. Das ist uns prinzipiell
nicht mo¨glich, da unsere Theorie eine homogene Polymerlo¨sung beschreibet. In
ihr sind die Entmischungspunkte nur Stellen im Phasendiagramm an denen die
homogene Lo¨sung beginnt thermodynamisch instabil zu werden.
Fu¨r unsere weiteren Betrachtungen bedeutet das, dass wir uns bei der Auswer-
tung des osmotischen Drucks auf den Bereich oberhalb der Entmischungspunkte
(s˜cr(N), z˜cr(N)) beschra¨nken. Die Entmischungspunkte selber werden allerdings
auch gerade noch durch unser Modell erfasst, da dort noch keine Phasentrennung
aufgetreten ist und deswegen keine Konzentrationsdifferenz in der Lo¨sung zur Be-
schreibung ihres Verhaltens beru¨cksichtigt werden muss. In welcher Beziehung sie
zu den Ising–kritischen Entmischungspunkten, wie sie z. B. aus der Theorie von
bina¨ren Flu¨ssigkeiten bekannt sind, stehen, ist eine offene Frage.
Dass die tree–Na¨herung auch noch die Eigenschaften von Polymerlo¨sungen in
der entmischten Phase zumindestens qualitativ gut beschreibt, liegt eben daran,
dass es ein mean–field–Ergebnis ist, in der jedes Segment nur mit der mittleren
Dichte, die durch die umgebenden Ketten erzeugt wird, wechselwirkt. Der Ket-
tenzusammenhang, und damit der Kollaps einer einzelnen Kette aufgrund ihrer
Wechselwirkung mit sich selbst, ist in dieser Formulierung nicht vorhanden. Die
Entmischung findet somit nicht durch den Kollaps von einzelnen Ketten statt,
sondern einfach dadurch, dass es fu¨r das System gu¨nstiger wird, Bereiche mit
unterschiedlichen mittleren Segmentkonzentrationen zu bilden. Deswegen kann
die tree–Na¨herung mittels einer Maxwell–Konstruktion auch fu¨r die entmischte
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Phase ausgewertet werden und liefert dort zumindestens qualitativ brauchbare
Ergebnisse.
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3 Osmotischer Druck in 1-loop
In diesem Kapitel werden wir den osmotischen Druck als Funktion der Kettenkon-
zentration in erster Ordnung in der loop–Entwicklung berechnen, um zu sehen,
welchen Einfluss Korrelationen zwischen den Segmenten der Ketten innerhalb ei-
nes irreduziblen Anteils auf die thermodynamischen Gro¨ßen und das Phasenver-
halten von Polymerlo¨sungen haben. Dazu mu¨ssen wir, wie wir in Abschnitt 2.3.3
gesehen haben, neben dem Beitrag aus dem ununterscheidbaren irreduziblen An-
teil K(0,0) auch noch die Anzahl der Zweipunktkontakte in einem irreduziblen
Anteil n
(2)
c,I in Ordnung 1-loop bestimmen. Der osmotische Druck ist dann als
Funktion des additiv renormierten chemischen Potentials µp(n, c) gegeben durch
Π[µp(n, c)] = K
(0,0) +
(4pi`2)d/2
2
β2c
2 +
(4pi`2)d
3
β3c
3 + (4pi`2)dβ3cn
(2)
c,I , (3.1)
wobei K(0,0) und n
(2)
c,I noch von µp(n, c) abha¨ngen. Um das chemische Poten-
tial in Π durch die Kettenkonzentration zu ersetzen, mu¨ssen wir auch noch die
Zustandsgleichung gema¨ß Gleichung (2.50) (d.h. K(0,1)) in der Ordnung 1-loop
bestimmen.
3.1 1-loop Sto¨rungstheorie
3.1.1 Zweipunktkontakte im irreduziblen Anteil
Die Diagramme zur Anzahl der Zweipunktkontakte n
(2)
c sind in Abbildung 2.8
dargestellt. Wie schon in Abschnitt 2.3.3 diskutiert, tragen nur die Diagramme
2.8(b) und 2.8(c) zur Anzahl der Zweipunktkontakte in einem irreduziblen Anteil
n
(2)
c,I bei.
Im Diagramm 2.8(b) besteht der irreduzible Anteil aus nur einer Polymerlinie
beliebiger Kettenla¨nge, auf der der markierte Vertex sitzt. Der Symmetriefaktor
ist σD = 2 und der Beitrag dieses Diagramms zu n
(2)
c,I ist
U1 = (4pi`
2)−d/2
∑
n
∑
0<j1<j2<n
∫
k
eµp(n,c)G0(k; j2 − j1) , (3.2)
wobei der markierte Vertex nur eine 1 liefert. Das chemische Potential ersetzen wir
in dieser Ordnung der loop–Entwicklung konsistent durch die Zustandsgleichung
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in 0-loop (2.51)
U1 =
∑
n
∑
0<j1<j2<n
cp(n)
∫
k
e−`
2k2(j2−j1)(1 +O(1-loop))
= (4pi`2)−d/2
∑
n
cp(n)
∑
0<j1<j2<n
(j2 − j1)−d/2 ,
(3.3)
dabei ist das k-Integral ein einfaches Gaußintegral. Die Summe u¨ber die Segmente
j1 und j2 la¨sst sich in einer asymptotischen Entwicklung auswerten (siehe [Sch99])
∑
0<j1<j2<n
(j2−j1)−d/2 = nζ(d/2)− 4
1− 2 n
1+
2 −ζ(d/2)−ζ(d/2−1)+O(n −12 ) ,
(3.4)
und die Summe u¨ber alle Kettenla¨ngen liefert die Polydispersita¨tsabha¨ngigkeit∑
n cp(n) = cp
∑
n P (n). Zusammengefasst erhalten wir also fu¨r diesen Beitrag zu
n
(2)
c,I
U1 = (4pi`
2)−d/2cp
[
Nζ(d/2)− 4
1− 2
∑
n
P (n)n
1+
2 − ζ(d/2)− ζ(d/2− 1)
+ O(n −12 )
]
. (3.5)
Bei dem anderen 1-loop–Diagramm 2.8(c) zu n
(2)
c,I ist ein Zweier–Vertex in dem
loop des abgeschirmten Vertex markiert. Dadurch sind auch zwei Polymerlinien
ausgezeichnet, u¨ber deren Kettenla¨ngen summiert werden muss. Der Symmetrie-
faktor diese Diagramms ist σD = 4 und wir erhalten als Beitrag zu den Zwei-
punktkontakten im irreduziblen Anteil
U2 =
∑
n1,n2
∑
0<j1<j2<n1
0<j3<j4<n2
cp(n1)cp(n2)
∫
k
u0(k, c)e
−`2k2(j2−j1)e−`
2k2(j4−j3)
· (1 +O(1-loop)) ,
(3.6)
wobei wir schon den abgeschirmten Vertex u˜0(k, c) und das chemische Potential
der beiden Ketten durch die entsprechenden 0-loop–Ergebnisse ersetzt haben.
Das k-Integral ist wegen der Impulsabha¨ngigkeit des abgeschirmten Vertex hier
kein einfaches Gaußintegral mehr, so dass wir als erstes die Summationen u¨ber die
Segmente und die Kettenla¨ngen ausfu¨hren mu¨ssen. Mit der Definition der Debye–
Funktion in Gleichung (2.56) und (2.61) und dem Ausdruck fu¨r den abgeschirmten
Vertex in 0-loop (2.57) erhalten wir im Kontinuumslimes bis auf Korrekturen der
Ordnung 1/N
U2 =
1
4
c2pN
4
∫
k
D2p(k
2`2N)
u0(c)
1 + u0(c)cNDp(k2`2N)
. (3.7)
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Da der Integrand nur noch von k2 abha¨ngt, transformieren wir das Integral auf
d-dimensionale Kugelkoordinaten. Der Winkelanteil liefert einen Faktor (4pi)
−d/2
Γ(d/2)
,
so dass wir diesen 1-loop–Beitrag zu n
(2)
c,I schreiben ko¨nnen als
U2 =
(4pi`2)−d/2
4Γ(d/2)
WcpN
2−d/2J2(W, [p]) (1 +O(1/N)) , (3.8)
mit dem verbleibenden loop–Integral
J2(W, [p]) =
∞∫
0
dx xd/2−1
D2p(x)
1 + WDp(x)
, (3.9)
welches von der Wechselwirkungsenergie W = u0(c)cN und der reduzierten Ket-
tenla¨ngenverteilungsfunktion p(n/N) abha¨ngig ist. In d = 3 ist das Integral wegen
der Asymptotik von Dp(x) (Gleichungen (2.63) und (2.64)) auch an der oberen
Grenze konvergent und kann durch Angabe einer konkreten Verteilungsfunktion
prinzipiell berechnet werden.
Zusammengefasst erhalten wir fu¨r den Beitrag zum osmotischen Druck aus
dem reduziblen Dreier–Vertex, der zwei irreduzible Anteile miteinander verbindet,
gema¨ß Gleichung (2.72) bis auf Korrekturen der Ordnung N
−1
2
(4pi`2)dβ3cn
(2)
c,I = (4pi`
2)dβ3cpN(U1 + U2) +O(2-loop)
= (4pi`2)d/2β3c
2
pN
[
Nζ(d/2)− 4
1− 2
∑
n
P (n)n
1+
2 − ζ(d/2)− ζ(d/2− 1)
+
1
4Γ(d/2)
WN
1+
2 J2(W, [p])
]
+O(2-loop) .
(3.10)
Der erste Term in den eckigen Klammern ergibt zusammen mit dem Beitrag aus
dem reduziblen Zweier–Vertex zwischen zwei irreduziblen Anteilen aus Gleichung
(2.68) die additiv renormierte Zweier–Wechselwirkung gema¨ß Gleichung (2.22).
Die Beitra¨ge aus den anderen ζ–Funktionen verschwinden im naiven Kontinu-
umslimes. Die Summe geht dabei bis auf Korrekturen der Ordnung 1/N u¨ber in
ein Integral
∑
n
P (n)n
1+
2
y= n
N−−−→ N 1+2
∞∫
0
dy p(y)y
1+
2 = N
1+
2 J3([p]) , (3.11)
so dass dieser Einkettenbeitrag aus der 1-loop–Korrektur zu n
(2)
c,I im Kontinuums-
limes nicht verschwindet. Außerdem wird auch noch in dem letzten Term von
(3.10) die Debye–Funktion in J2 durch ihre Form aus Gleichung (2.62) ersetzt.
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Damit erhalten wir fu¨r den osmotischen Druck aus (3.1) im naiven Kontinu-
umslimes
Π =K(0,0) +
(4pi`2)d/2
2
βec
2
pN
2 +
(4pi`2)d
3
β3c
3
pN
3
− (4pi`2)d/2 4
1− 2 β3c
2
pN
3+
2 J3([p]) +
(4pi`2)d/2
4Γ(d/2)
β3Wc
2
pN
3+
2 J2(W, [p])
+O(2-loop) ,
(3.12)
und mu¨ssen nun noch K(0,0) in 1-loop–Ordnung bestimmen. Allerdings verschwin-
det der 0-loop–Beitrag zu K(0,0) nicht. Deswegen beno¨tigen wir zuerst noch die Zu-
standsgleichung (d. h. K(0,1)(n)) in 1-loop–Ordnung, um den osmotischen Druck
konsistent durch die Konzentration ausdru¨cken zu ko¨nnen.
3.1.2 Zustandsgleichung
Die Diagramme der loop–Entwicklung von K (0,1)(n) mit einer Kette der La¨nge n
sind in den Abbildungen 2.4(b) und 2.5 dargestellt. Der 0-loop–Beitrag der Zu-
standsgleichung (2.50) ist in Gleichung (2.51) angegeben. Das 1-loop–Diagramm
liefert einen Beitrag von
−(4pi`2)−d/2eµp(n,c)
∫
k
u0(k, c)
∑
0<j1<j2<n
Go(k; j2 − j1) , (3.13)
wobei der Symmetriefaktor σD = 2 ist. Das Ausfu¨hren der Summationen fu¨hrt
bis auf Korrekturen der Ordnung 1/n auf die Debye–Funktion (siehe Gleichung
(2.56)) und wir erhalten daraus als Ausdruck fu¨r das chemische Potential
(4pi`2)−d/2eµp(n,c) = cp(n)
[
1 +
n2
2
∫
k
u0(k, c)D(k
2`2n) +O(2-loop)
]
. (3.14)
Das Impulsintegral divergiert an der oberen Grenze fu¨r d > 2 wie kd/2−1. Diese
Divergenz ist ein Einkettenbeitrag. Bei der weiteren Berechnung des osmotischen
Drucks zeigt sich, dass dieser Term durch den Einkettenbeitrag zu K (0,0) exakt
weggehoben wird. Wir ko¨nnen daher im Folgenden mit dem formalen Ausdruck
(3.14) arbeiten und mu¨ssen ihn nicht weiter regularisieren.
3.1.3 K(0,0)
Um den 1-loop–Beitrag zu K(0,0) zu bestimmen, mu¨ssen wir, da es weder eine
ausgezeichnete Wechselwirkung, noch eine ausgezeichnete Kette gibt, die Serie
von 1-loop–Diagrammen, wie sie in Abbildung 3.1 dargestellt ist, aufsummieren.
Ein vertexirreduzibles Diagramm mit einem Dreier–Vertex wa¨re, wie wir schon in
Abschnitt 2.3.2 diskutiert haben, von der Ordnung 2-loop und braucht deswegen
hier nicht betrachtet zu werden.
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= + + + · · ·
Abbildung 3.1: Die Serie von 1-loop–Diagrammen, die zu K (0,0) beitragen.
Offensichtlich sind alle Diagramme aus Elementen der Form
kk =
∫
k
∞∑
n=1
(4pi`2)−d/2eµp(n,c)
∑
0<j1<j2<n
G0(k, j2 − j1) (3.15)
zusammengesetzt. Im naiven Kontinuumslimes reduziert sich dieser Ausdruck
mit Hilfe der Zustandsgleichung in 0-loop aus (2.51) auf
∫
k
1/2cpN
2Dp(k
2`2N)
·(1 + O(1-loop)). Des Weiteren ist noch der Symmetriefaktor zu beachten, der
fu¨r ein Diagramm mit m Ketten σ
(m)
D = 2m betra¨gt. Hierbei beru¨cksichtigt die 2
die Spiegelsymmetrie und m die zyklischen Permutationen der Ketten. Da außer-
dem in jedem Diagramm genau so viele Vertices wie Polymerlinien vorkommen,
erhalten wir fu¨r den m-Kettenbeitrag
−1
2
∫
k
(−1)m+1
m
[
WDp(k
2`2N)
]m
, (3.16)
wobei wir wieder W = u0(c)cN eingefu¨hrt haben.
Der 1-loop–Beitrag zu K(0,0) ist dann gegeben als die Summe u¨ber die Anzahl
der Ketten in dem loop
−1
2
∫
k
∞∑
m=1
(−1)m+1
m
[
WDp(k
2`2N)
]m
= −1
2
∫
k
ln
[
1 + WDp(k
2`2N)
]
. (3.17)
Dieses Integral divergiert an der oberen Grenze in d > 2 wie kd/2−1, genauso
wie das Integral aus Gleichung (3.14) in dem 1-loop–Beitrag zur Zustandsglei-
chung. Setzt man nun diese Zustandsgleichung in den 0-loop–Beitrag zu K (0,0)
aus Gleichung (2.52) ein, so erha¨lt man
K(0,0) = cp +
1
2
∫
k
[
WDp(k
2`2N)
1 + WDp(k2`2N)
− ln [1 + WDp(k2`2N)]
]
+O(2-loop)
= cp +
1
2
(4pi`2)−d/2
Γ(d/2)
N−d/2
∞∫
0
dx xd/2−1
[
WDp(x)
1 + WDp(x)
− ln [1 + WDp(x)]
]
+O(2-loop) ,
(3.18)
wobei wir wieder, wie bei dem k-Integral in den Zweipunktkontakten, die Win-
kelintegration schon ausgefu¨hrt haben. In einer Entwicklung fu¨r kleine Konzentra-
tionen (d. h. kleines W ) fa¨llt der lineare Term heraus. Das ist der Grund, warum
das Integral nun konvergent fu¨r d < 4 ist.
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Mittels partieller Integration erhalten wir
K(0,0) = cp +
(4pi`2)−d/2
dΓ(d/2)
W 2N−d/2J1(W, [p]) +O(2-loop) , (3.19)
mit dem verbleibenden loop–Integral
J1(W, [p]) =
∞∫
0
dx xd/2
Dp(x)D
′
p(x)
(1 + WDp(x))
2 , (3.20)
wobei D′p(x) die Ableitung der Debye–Funktion Dp(x) nach ihrem Argument x
ist. Die Randterme beim partiellen Integrieren verschwinden und das Integral ist
weiterhin konvergent fu¨r d < 4. Man sieht nun direkt die Proportionalita¨t der
1-loop–Korrektur zu W 2 ∝ c2p. Das bedeutet, dass sie nur ein Beitrag aus der
Wechselwirkung von mehreren Ketten ist und keinen Beitrag aus der Wechsel-
wirkung der Kette mit sich selbst liefert. Diesen Beitrag mu¨sste man durch eine
geeignete additive Renormierung in u0(k, c) abspalten, wollte man die Zustands-
gleichung in (3.14) weiter auswerten.
3.1.4 Thermodynamische Skalenfunktion
Setzt man nun das Ergebnis fu¨r K(0,0) aus Gleichung (3.19) in die Gleichung fu¨r
den osmotischen Druck (3.12) ein, so erha¨lt man den dimensionsregularisierten
1-loop–Ausdruck fu¨r den osmotischen Druck als Funktion der Kettenkonzentra-
tion im naiven Kontinuumslimes Π = cp(1 + P), mit der thermodynamischen
Skalenfunktion in 1-loop–Na¨herung
P =(4pi`
2)d/2
2
cpN
2βe +
(4pi`2)d
3
c2pN
3β3 − (4pi`2)d/2 4
1− 2 cpN
3+
2 β3J3([p])
+
(4pi`2)d/2
4Γ(d/2)
cpN
3+
2 β3WJ2(W, [p]) +
(4pi`2)−d/2
dΓ(d/2)
1
cpN
3−
2
W 2J1(W, [p])
+O(2-loop) .
(3.21)
Die ersten beiden Terme sind die Beitra¨ge aus der tree–Na¨herung. Die anderen
drei Terme sind die 1-loop–Korrekturen. Der erste ist der 1-Kettenbeitrag, der
aus dem reduziblen Dreier–Vertex zwischen zwei irreduziblen Anteilen kommt.
Der zweite Term ist der Vielkettenbeitrag aus diesem Vertexschnitt. Beide sind
deswegen proportional zur Dreier–Wechselwirkung β3. Der letzte ist die 1-loop–
Korrektur zu K(0,0), die auch ein Vielkettenbeitrag ist. Im Limes cp → 0 ver-
schwindet auch der Wechselwirkungsparameter W der loop–Entwicklung und so-
mit geht auch P → 0, da die Integrale in diesem Limes endlich bleiben. Das van’t
Hoffsche Gesetz Π
cp→0−−−→ cp, eine exakte thermodynamische Beziehung, ist also
erfu¨llt.
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3.1.5 Renormierung
An der oberen kritischen Dimension d = 3 hat P in dieser Ordnung der loop–
Entwicklung keine Pole in  = 3 − d, genauso wie auch die Ergebnisse in erster
Ordnung Sto¨rungstheorie fu¨r normierte Gro¨ßen im verdu¨nnten Limes. Das bedeu-
tet, dass die Renormierung die Form der Gleichung (3.21) nicht a¨ndert. Es werden
nur alle unrenormierten Gro¨ßen durch ihre renormierten Gegenstu¨cke ersetzt. Wir
erhalten
PR =(4pi)
d/2
4
cpRN
2
Rue +
(4pi)d
18
c2pRN
3
Ru3 −
(4pi)d/2
3
2
1− 2 cpRN
3+
2
R u3J3([p])
+
(4pi)d/2
24Γ(d/2)
cpRN
3+
2
R u3WRJ2(WR, [p]) +
(4pi)−d/2
dΓ(d/2)
1
cpRN
3−
2
R
W 2RJ1(WR, [p])
+O(2-loop) ,
(3.22)
mit der renormierten Wechselwirkungsenergie
WR =
(4pi)(d/2)
2
cpRN
2
Rue +
(4pi)d
6
c2pRN
3
Ru3 . (3.23)
aus Gleichung (2.80). Daraus ergibt sich der osmotischen Druck ausgedru¨ckt durch
renormierte Variablen als
`dR ΠR = cpR(1 + PR(NR, cpR, ue, u3)) , (3.24)
mit der renormierten Kettenkonzentration cpR`
−d
R = cp.
3.2 Auswertung
3.2.1 Endlicher U¨berlapp
Fu¨r die weitere Auswertung der renormierten Ergebnisse setzen wir die Raumdi-
mension auf den Wert d = 3, bei dem wir die Renormierungsgruppenabbildung
aus Abschnitt 2.4.4 fu¨r die renormierten Variablen einsetzen ko¨nnen. Mit den
Gleichungen (2.102) und (2.104) erhalten wir fu¨r die thermodynamische Skalen-
funktion aus (3.22) in Abha¨ngigkeit vom U¨berlapp s˜
P(z˜, s˜, u3, [p]) =(4pi)
3/2
4
z˜s˜u
4/11
3 +
(4pi)3
18
s˜2u3 − 2(4pi)
3/2
3
s˜u3J3([p])
+
2pi
3
s˜u3WRJ2(WR, [p]) +
4
3(4pi)2
W 2R
s˜
J1(WR, [p])
+O(2-loop) ,
(3.25)
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mit der Wechselwirkungsenergie aus Gleichung (2.80)
WR =
(4pi)3/2
2
z˜s˜u
4/11
3 +
(4pi)3
6
s˜2u3 . (3.26)
Fu¨r den osmotischen Druck Π = cp(1 + P) = s˜R˜30 (1 + P) ergibt sich daraus
R˜30 Π =s˜
{
1 +
4
3(4pi)2
1
s˜
W 2RJ1(WR, [p])
}
+
(4pi)3/2
4
z˜s˜2u
4/11
3
+
(4pi)3
18
s˜3u3
{
1 +
1
s˜
[
− 12
(4pi)3/2
J3([p]) +
3
(4pi)2
WRJ2(WR, [p])
]}
.
(3.27)
In der ersten Zeile steht der Beitrag aus K (0,0) und in der zweiten der Beitrag
des reduziblen Zweier–Vertex zwischen zwei irreduziblen Anteilen, der vollsta¨ndig
durch die tree-Na¨herung bestimmt ist. In der letzten Zeile haben wir die Beitra¨ge
von den beiden Typen von reduziblen Dreier–Vertices zwischen den irreduziblen
Anteilen zusammengefasst. Der reduzible Dreier–Vertex, der nur zwei irreduzible
Anteile verbindet, liefert die 1-loop–Korrektur zu dem anderen Typ des reduziblen
Dreier–Vertex, der drei irreduzible Anteile verbindet und ein reiner 0-loop–Beitrag
ist.
Exponentielle Kettenla¨ngenverteilung
Um die Integrale in den 1-loop–Korrekturen weiter auswerten zu ko¨nnen, mu¨ssen
wir die reduzierte Kettenla¨ngenverteilungsfunktion vorgeben. Explizit lassen sich
die Integrale nur fu¨r eine exponentielle Kettenla¨ngenverteilung
p1(y) = e
−y (3.28)
bestimmen.
Fu¨r das Integral J3([p1]) aus Gleichung (3.11) erha¨lt man fu¨r  = 0
J3([p1]) =
∞∫
0
dy e−yy1/2 =
√
pi
2
. (3.29)
Fu¨r die beiden anderen Integrale beno¨tigen wir die u¨ber die Polydispersita¨t gemit-
telte Debye–Funktion Dp und ihre Ableitung D
′
p. Diese sind fu¨r eine exponentielle
Kettenla¨ngenverteilung mittels Gleichung (2.62) gegeben als
D1(x) =
2
1 + x
und D′1(x) = −
2
(1 + x)2
. (3.30)
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Eingesetzt in das Integral J2(WR, [p]) aus Gleichung (3.9) erhalten wir
J2(WR, [p1]) = 4
∞∫
0
dx
x1/2
(1 + x)(1 + 2WR + x)
= − 2pi
WR
[
1− (1 + 2WR)1/2
]
,
(3.31)
und genauso ergibt sich fu¨r das Integral J1(WR, [p]) aus Gleichung (3.20)
J1(WR, [p1]) = −4
∞∫
0
dx
x3/2
(1 + x)(1 + 2WR + x)2
= − pi
W 2R
[
1− (1−WR)(1 + 2WR)1/2
]
.
(3.32)
Setzen wir diese Ergebnisse in die thermodynamische Skalenfunktion aus Glei-
chung (3.25) bzw. den osmotischen Druck aus (3.27) ein, so erhalten wir fu¨r einen
endlichem U¨berlapp bei einer exponentiellen Kettenla¨ngenverteilung den explizi-
ten Ausdruck
R˜30 Π([p1]) = s˜
{
1− 1
12pi
1
s˜
[
1− (1−WR)(1 + 2WR)1/2
]}
+
(4pi)3/2
4
z˜s˜2u
4/11
3
+
(4pi)3
18
s˜3u3
{
1− 3
8pi
1
s˜
[
3− (1 + 2WR)1/2
]}
+O(2-loop) .
(3.33)
Die fu¨hrende Abha¨ngigkeit von WR in den Termen proportional zu J1 und J2
fa¨llt heraus. Entwickelt man fu¨r kleinen U¨berlapp in dem letzten Term die Wur-
zel in Potenzen von WR ∝ s˜, so sieht man, dass der gesamte Beitrag in fu¨hrender
Ordnung geht wie W 2R/s˜. Damit verschwindet wie erwartet die thermodynami-
sche Skalenfunktion in 1-loop bei exponentieller Kettenla¨ngenverteilung im Limes
s˜ → 0 unabha¨ngig von z˜ ∼ O(1).
Die 1-loop–Korrekturen sind fu¨r Wechselwirkungsenergien |WR| < 1/2 immer
negativ. Selbst fu¨r WR = 0, was außer am Θ-Punkt (z˜ = 0, N →∞) auch noch
bei z˜ = − (4pi)3/2
3
s˜u7/11 gegeben ist, ist der osmotische Druck in 1-loop kleiner als
die tree–Na¨herung. Als 1-loop–Korrektur bleibt dort nur noch der Einkettenbei-
trag aus den Zweipunktkontakten im irreduziblen Anteil u¨brig. Ferner respektiert
auch dieses Ergebnis im Limes verschwindenden U¨berlapps das van’t Hoffsche
Gesetz R˜30Π ∝ s˜+O(s˜2) bzw. Π ∝ cp +O(c2p), was sich auch schon daraus ergibt,
dass die thermodynamische Skalenfunktion P in diesem Limes verschwindet. Am
Θ-Punkt (z˜ = 0, N →∞) ist u3 = 0 und damit auch WR = 0, wodurch dort auch
bei konstantem U¨berlapp der osmotische Druck verschwindet (Π
T→Θ−−−→
N→∞
cp → 0).
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In Abbildung 3.2 sieht man, dass der osmotische Druck R˜30Π als Funktion des
U¨berlapps s˜ in 1-loop–Na¨herung immer kleiner ist als die tree–Na¨herung und mit
anwachsendem U¨berlapp immer weniger steil als diese ansteigt. Fu¨r z˜ = −0.5
flacht die Kurve im Bereich von s˜ ≈ 0.3 ab. Dort wird sich fu¨r noch tiefere Tem-
peraturen der Entmischungspunkt (Sattelpunkt im osmotischen Druck) fu¨r diese
Kettenla¨nge befinden. Der osmotische Druck fu¨r endlichen U¨berlapp im ther-
modynamischen Gleichgewicht kann also nicht negativ werden, da die homogene
Lo¨sung schon fu¨r ho¨here Temperaturen nicht mehr thermodynamisch stabil ist.
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Abbildung 3.2: Der osmotische Druck bei exponentieller Kettenla¨ngenverteilung
als Funktion des U¨berlapps fu¨r snN = 10
5 in tree- (gestrichelte
Kurven) und 1-loop–Na¨herung (durchgezogene Kurven).
Andere Kettenla¨ngenverteilungen
Um den Einfluss der Kettenla¨ngenverteilung auf das 1-loop–Ergebnis des osmo-
tischen Drucks bei endlichem U¨berlapp zu untersuchen, mu¨ssen wir die loop–
Integrale J1(W, [p]) (3.20), J2(W, [p]) (3.9) und J3([p]) (3.11) auch fu¨r andere Ver-
teilungsfunktionen bestimmen. Dabei haben wir uns auf die Schultz–Verteilungen
p2(y) = 4ye
−2y und p∞(y) = δ(1− y) mit y = n/N beschra¨nkt, die in Abbildung
2.6 dargestellt sind. Beide unterscheiden sich qualitativ von der exponentiellen
Kettenla¨ngenverteilung p1(y) = e
−y. Die reduzierte Verteilungsfunktion p2(y) ist
zwar immer noch eine sehr breite Verteilung, hat jedoch im Gegensatz zu p1(y) ihr
Maximum bei einer nicht verschwindenden Kettenla¨nge. Kurze Ketten n  N
werden wie n/N unterdru¨ckt und auch lange Ketten n  N kommen weniger
ha¨ufig vor als bei p1(y). Dabei hat p2(y) den Vorteil gegenu¨ber anderen redu-
zierten Verteilungsfunktionen mit σ > 1, dass sich auch die Integrale J1(W, [p2])
und J2(W, [p2]) mit einem Formelmanipulationsprogramm noch geschlossen aus-
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werten lassen. J3([pσ]) hingegen la¨sst sich fu¨r alle σ ≥ 1 explizit bestimmen. Fu¨r
den monodispersen Fall (p∞(y)), der das andere Extrem zu p1(y) ist, da hier nur
eine Kettenla¨nge n = N in der Lo¨sung vorkommt, ist J3([p∞]) = 1, wa¨hrend die
anderen Integrale nur noch numerisch bestimmt werden ko¨nnen.
In Abbildung 3.3 haben wir den osmotischen Druck als Funktion des U¨berlapps
fu¨r diese drei Kettenla¨ngenverteilungen dargestellt. Bei gegebenem U¨berlapp ist
der osmotische Druck fu¨r eine exponentielle Kettenla¨ngenverteilung immer gro¨ßer
als fu¨r eine weniger breite Verteilungsfunktion und bei einem monodispersen Sy-
stem ist er am geringsten. Der Polydispersita¨tseffekt ist aber offensichtlich fu¨r die
hier dargestellten Werte des U¨berlapps sehr klein.
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Abbildung 3.3: Der osmotische Druck fu¨r snN = 10
5 in 1-loop mit verschiedenen
Kettenla¨ngenverteilungen pσ(y) (durchgezogene Kurven von oben
nach unten: σ = 1 (exponentiell), σ = 2 und σ = ∞ (monodis-
pers)) im Vergleich mit der tree–Na¨herung (gestrichelte Kurven).
3.2.2 Semidiluter Limes
Im semidiluten Limes (c = const, N → ∞) erhalten wir den osmotischen Druck
in 1-loop–Na¨herung, indem wir in Gleichung (2.111) die renormierte thermody-
namische Skalenfunktion in 1-loop aus (3.22) einsetzen. Darin ersetzen wir dann
die renormierten Variablen mit Hilfe der Renormierungsgruppenabbildungen fu¨r
den semidiluten Limes ((2.107) und (2.108)) und erhalten damit den osmotischen
Druck als Funktion der Konzentrationsvariablen c˜ und der Temperaturvariablen
β˜e = seβe als
`3Π = `3cpPR(cpR, NR, ue, u3) = P˜(β˜e, c˜, u3) . (3.34)
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Der Einkettenbeitrag in der 1-loop–Korrektur zum reduziblen Dreier–Vertex
zwischen den irreduziblen Anteilen verschwindet im semidiluten Limes, da er geht
wie
`3cp cpRN
3/2
R J3([p]) =
`
`RN
1/2
R
c˜J3([p])
c˜=const−−−−→
NR→∞
0 . (3.35)
Auch der 0-loop–Beitrag aus K (0,0) = `3cp tra¨gt zu `
3Π im semidiluten Limes
nicht bei.
Des Weiteren divergiert im semidiluten Limes der U¨berlapp s˜ →∞ und somit
auch WR aus Gleichung (3.26). Die beiden loop–Integrale J1 in (3.20) und J2 in
(3.9) liefern somit nur einen Beitrag fu¨r Dp(x) → 0 (d. h. x →∞ wegen (2.64)),
da die u¨brigen Beitra¨ge im Integranden sonst wie W−2R bzw. W
−1
R unterdru¨ckt
werden. Durch Aufspalten der Integrale
∫∞
0
dx =
∫ a
0
dx+
∫∞
a
dx fu¨r 0  a  2WR
kann man deswegen den ersten Term vernachla¨ssigen. In dem zweiten Term kann
man nun die polydisperse Debye–Funktion Dp(x) und deren Ableitung D
′
p(x)
durch ihre Entwicklung fu¨r große Argumente aus Gleichung (2.64) ersetzen. Die
Integrale werden dadurch unabha¨ngig von der Polydispersita¨tsverteilung, so wie
man es im semidiluten Limes erwartet. Man erha¨lt dadurch fu¨r J1
J1(WR) = −4
∞∫
a
dx
x
1−
2
(x + 2WR)2
(1 +O(x−1))
WR→∞−−−−→ −4(2WR)− 1+2
∞∫
0
dx
x
1−
2
(1 + x)2
.
(3.36)
Das u¨brig gebliebene Integral ist eine Beta–Funktion und fu¨r  = 0 ist
J1(WR) = −pi
√
2
WR
. (3.37)
Genauso ergibt sich fu¨r das andere loop–Integral im semidiluten Limes
J2(WR) = 2pi
√
2
WR
. (3.38)
Setzt man diese Ergebnisse in die renormierte thermodynamische Skalenfunk-
tion ein, so erha¨lt man fu¨r den osmotischen Druck im semidiluten Limes in d = 3
`3Π =
(4pi)3/2
4
β˜ec˜
2u
4/11
3 +
(4pi)3
18
c˜3u3

1 + 3
4pi
√
2
(
W˜R
c˜3
)1/2
− 1
6pi
√
2
c˜3
(
W˜R
c˜3
)3/2
+O(2-loop) ,
(3.39)
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mit der renormierten Wechselwirkungsenergie im semidiluten Limes aus Glei-
chung (2.80)
W˜R = `
3cpWR =
(4pi)3/2
2
β˜ec˜
2u
4/11
3 +
(4pi)3
6
c˜3u3 . (3.40)
Diese muss immer positiv sein, damit die loop–Integrale und auch der osmotische
Druck reell sind. Das bedeutet, dass es in Abha¨ngigkeit von der Konzentration c˜
eine untere Schranke fu¨r die Temperaturvariable β˜e gibt
β˜e ≥ −(4pi)
3/2
3
c˜u
7/11
3 . (3.41)
Ist β˜e gleich dieser unteren Schranke, so ist W˜R = 0 und die 1-loop–Korrekturen
verschwinden. Bei dieser Temperatur ist der osmotische Druck gegeben durch die
tree–Na¨herung. Da die Spinodale fu¨r die tree–Na¨herung aus Gleichung (2.123)
aber oberhalb dieser Schranke liegt, ist bei W˜R = 0 der osmotische Druck ne-
gativ. Die 1-loop–Na¨herung ist im semidiluten Limes also auch in der Na¨he des
Phasenu¨bergangs noch sinnvoll.
Fu¨r β˜e(Θ) = 0 ist W˜R/c˜
3 nur noch logarithmisch u¨ber u3 von der Konzentration
abha¨ngig. Die beiden 1-loop–Korrekturen sind dann proportional zu c˜3u
3/2
3 , so
dass sich fu¨r den osmotischen Druck bei der Θ-Temperatur
`3Π =
(4pi)3
18
c˜3u3
[
1 +
√
pi
3
u
1/2
3
]
+O(2-loop) (3.42)
ergibt. Am Θ-Punkt a¨ndert sich somit das Verhalten von Π ∝ c˜3 fu¨r c˜ → 0 aus
der tree–Na¨herung durch die 1-loop–Korrekturen im semidiluten Limes nicht. In
der Na¨he des Θ-Punkts treten fu¨r β˜e = 0 zusa¨tzliche logarithmische Korrekturen
aus dem Term u
3/2
3 auf, die aber fu¨r c˜ → 0 schneller als das fu¨hrende Verhalten
aus der tree–Na¨herung verschwinden. Anders als fu¨r endlichen U¨berlapp erreichen
wir hier den Θ-Punkt, indem wir als erstes den Limes N → ∞ durchfu¨hren und
dann erst β˜e = 0 setzen. Das fu¨hrt zu diesem grundsa¨tzlich anderen Verhalten des
osmotischen Drucks, wie auch aller anderen thermodynamischen Observablen im
semidiluten Limes, in der Na¨he des Θ-Punkts.
In Abbildung 3.4 ist der osmotische Druck im semidiluten Limes fu¨r unter-
schiedliche Temperaturen in dem Konzentrationsbereich geplottet, in dem die
loop–Entwicklung verla¨ssliche Ergebnisse liefert. Fu¨r β˜e = 0.1 ist fu¨r diese c˜ die
tree–Na¨herung fast immer gro¨ßer als das 1-loop–Ergebnis. Das bedeutet, dass die
negative 1-loop–Korrektur aus K (0,0) fu¨r kleine Konzentrationen und positives
β˜e gro¨ßer ist als die positive aus dem reduziblen Dreier–Vertex, was man auch
leicht anhand von Gleichung (3.39) und (3.40) verifizieren kann. Erst fu¨r gro¨ße-
re Konzentrationen wird die 1-loop–Na¨herung auch fu¨r eine repulsive Zweier–
Wechselwirkung gro¨ßer als die tree–Na¨herung. Fu¨r β˜e < 0 ist hingegen der os-
motische Druck fu¨r kleine Konzentrationen negativ. Das bedeutet, dass hier die
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Abbildung 3.4: Der osmotische Druck im semidiluten Limes als Funktion von c˜
fu¨r β˜e = {0.1, 0,−0.1} (von oben nach unten). Die gestrichelten
Kurven stellen die tree–Na¨herung dar, wa¨hrend die durchgezoge-
nen die 1-loop–Ergebnisse zeigen.
homogene Lo¨sung thermodynamisch instabil ist und deswegen eine Phasentren-
nung in eine Phase ho¨herer Konzentration und eine Phase mit Konzentration
c˜ = 0 auftritt. Dieser Bereich ist deswegen in Abbildung 3.4 nicht dargestellt.
Das scheinbar qualitativ andere Verhalten des osmotischen Drucks im semidilu-
ten Limes im Vergleich zu seinem Verhalten bei endlichen U¨berlapp in Abbildung
3.2 bzw. 3.3 wird durch die unterschiedlichen aufgetragenen Variablen hervorge-
rufen. Plotten wir fu¨r einen endlichen U¨berlapp auch `3Π = R˜30Π/(Nsn)
3/2 u¨ber
c˜ = s˜/(Nsn)
1/2, so ist auch dort die tree–Na¨herung fu¨r kleine Konzentrationen
immer gro¨ßer als das 1-loop–Ergebnis und wird auch erst fu¨r gro¨ßere Konzentra-
tionen kleiner als dieses. Allerdings hat im semidiluten Bereich der osmotische
Druck fu¨r c˜ → 0 immer eine positive Steigung, so dass er auch fu¨r z˜ < 0 nicht
negativ werden kann, da vorher ein Sattelpunkt entsteht, bei dem der Entmi-
schungspunkt der homogenen Polymerlo¨sung liegt.
3.2.3 Entmischungskurven
Im vorigen Abschnitt haben wir gesehen, dass der osmotische Druck in 1-loop–
Na¨herung bei endlichem U¨berlapp von der reduzierten Polydispersita¨tsvertei-
lungsfunktion pσ(y) bzw. von der u¨ber die Polydispersita¨t gemittelten Debye–
Funktion abha¨ngt. Deswegen wollen wir nun die Entmischungspunkte fu¨r die dort
betrachteten Kettenla¨ngenverteilungen bestimmen und sie mit den von der Poly-
dispersita¨t unabha¨ngigen Ergebnissen fu¨r die tree–Na¨herung und im semidiluten
Limes vergleichen.
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Endlicher U¨berlapp
Die Bedingungen fu¨r die Entmischungspunkte der homogenen Polymerlo¨sung bei
einem endlichen U¨berlapp (s˜cr(N, [p]), z˜cr(N, [p])) in (2.121) lassen sich, wegen der
logarithmischen U¨berlappabha¨ngigkeit von u3(s˜, N), auch schon in tree–Na¨herung
nur noch numerisch auflo¨sen. Dazu fu¨hren wir eine neue Kettenla¨ngenvariable
N˜ = snN ein, um die Abha¨ngigkeit von der nicht universellen Integrationskon-
stante zu absorbieren. Diese geben wir bei der Bestimmung der Entmischungs-
punkte bei einem endlichen U¨berlapp vor. Den U¨berlapp s˜ und die resummierte
Dreier–Kopplung u3 fassen wir gema¨ß Gleichung (2.103) bzw. (2.90) als Funktion
der renormierten mittleren Kettenla¨nge NR auf, wa¨hrend z˜ = β˜eN˜
1/2 die Tempe-
raturvariable darstellt. Die Ableitungen des osmotischen Drucks nach dem U¨ber-
lapp in (2.121) ersetzen wir durch Ableitung nach der renormierten Kettenla¨nge.
Dieses Gleichungssystem liefert numerische Werte fu¨r (NR,cr(N˜ , [p]), z˜cr(N˜ , [p])),
aus denen wir die physikalisch interessanten Gro¨ßen
β˜e,cr = seβe,cr =
z˜cr
N˜1/2
(3.43)
und
s˜cr =
√
6
(4pi)3
NR,cr − 1
u3(N˜/NR,cr)
(3.44)
berechnen ko¨nnen. Den U¨berlapp s˜ haben wir dabei durch die Wahl des Re-
normierungspunkts in Gleichung (2.103) als Funktion des Parameters NR aus-
gedru¨ckt. β˜e ∝ T−ΘΘ ist die Temperaturvariable, die den relativen Abstand zur
Θ-Temperatur angibt. Die numerischen Ergebnisse fu¨r die so bestimmten Ent-
mischungspunkte in tree– und 1-loop–Na¨herung sind fu¨r neun ausgewa¨hlte Ket-
tenla¨ngen zwischen N˜ = 102 und N˜ = 106 in Abbildung 3.5 dargestellt. Die
berechneten Punkte bei gleicher Kettenla¨nge sind mit denselben Zahlen gekenn-
zeichnet. Die Punkte, die zu derselben Polydispersita¨tsverteilung geho¨ren, sind
dabei durch durchgezogene Geraden miteinander verbunden.
Qualitativ unterscheiden sich die Entmischungskurven kaum. Jedoch sind die
Entmischungspunkte aus unserem 1-loop–Ergebnis bei gleicher mittlerer Ket-
tenla¨nge im Vergleich zu denen in tree–Na¨herung deutlich hin zu kleinerem U¨ber-
lapp und fu¨r N˜ . 104 auch hin zu ho¨heren Temperaturen verschoben. Das war
zu erwarten, da durch die 1-loop–Korrekturen jetzt die Ketten mit sich selber
wechselwirken. Die Entmischung, die nun getrieben wird durch den Kollaps von
einzelnen Kna¨uelen, findet eher statt, als wenn jedes Segment nur mit der mitt-
leren Segmentdichte der Lo¨sung wechselwirken kann.
Zudem ist der Einfluss der Polydispersita¨t der Lo¨sung auf das 1-loop–Ergebnis
deutlich zu erkennen. Die Entmischungstemperatur a¨ndert sich in Abha¨ngigkeit
von der Kettenla¨ngenverteilung bei gleicher mittlerer Kettenla¨nge kaum. Der
U¨berlapp am Entmischungspunkt variiert hingegen stark. So entmischt die Lo¨sung
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Abbildung 3.5: Die Entmischungspunkte in Abha¨ngigkeit vom U¨berlapp fu¨r Ket-
tenla¨ngen snN = N˜ = {100, 150, 250, 500, 1000, 2500, 104,
105, 106} (durchnummeriert von 1 bis 9) in tree-Na¨herung (ge-
strichelte Linie) und 1-loop fu¨r σ = 1, σ = 2 und σ = ∞ (durch-
gezogene Linien von links nach rechts).
fu¨r N˜ . 105 bei vorgegebener mittlerer Kettenla¨nge und Temperatur bei exponen-
tieller Kettenla¨ngenverteilung schon bei kleinerem U¨berlapp als bei einer monodi-
spersen Kettenla¨ngenverteilung. Die Entmischungskurve fu¨r eine Lo¨sung, deren
Polydispersita¨tsverteilung durch eine Schultz–Verteilung mit σ = 2 beschrieben
wird, liegt zwischen diesen beiden Extremen und na¨hert sich fu¨r große mittle-
re Kettenla¨ngen an die Kurve bei exponentieller Kettenla¨ngenverteilung an. Eine
mo¨gliche Erkla¨rung fu¨r dieses Verhalten wa¨re, dass eine stark polydisperse Lo¨sung
mehr Mo¨glichkeiten hat, ihre freie Energie zu minimieren, da die Kettenla¨ngen-
verteilung in den beiden entmischten Phasen nicht festgelegt ist, sondern nur
die Polydispersita¨t der gesamten Lo¨sung vorgegeben wird. Die Anzahl der Frei-
heitsgrade der Lo¨sung ist somit fu¨r breitere Verteilungsfunktionen gro¨ßer, was zu
eine Entmischung schon bei kleineren Konzentrationen fu¨hren kann. Dabei wa¨re
es auch mo¨glich, dass die Phasentrennung in einem System mit vielen sehr un-
terschiedlich langen Ketten dadurch zustande kommt, dass die ku¨rzeren Ketten
schon bei kleinen Konzentrationen kollabieren, wa¨hrend die la¨ngeren Ketten noch
als ausgedehnte Kna¨uele in der Lo¨sung verbleiben ko¨nnen. Wollte man diese Si-
tuation genauer analytisch untersuchen, so fu¨hrt das auf Funktionalgleichungen
in der Polydispersita¨t der Untersysteme, die minimiert werden mu¨ssten, was ein
schwieriges Unterfangen ist und hier deswegen nicht weiter verfolgt werden soll.
Fu¨r große mittlere Kettenla¨ngen wa¨chst der U¨berlapp am Entmischungspunkt
immer sta¨rker an. In mean–field–Na¨herung und unter Vernachla¨ssigung der loga-
rithmischen Abha¨ngigkeit von u3(N˜ , s˜) erha¨lt man, dass s˜cr ∝ u−1/23 ist. Da am
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Abbildung 3.6: Die Entmischungspunkte in Abha¨ngigkeit der Segmentkonzen-
tration. Die Zuordnung der Kurven entspricht der in Abbildung
3.5.
Θ-Punkt die Dreier–Kopplung logarithmisch verschwindet, wu¨rde das bedeuten,
dass dort der U¨berlapp am Entmischungspunkt logarithmisch divergiert und sich
somit die dort unendlich langen Ketten bei verschwindender Segmentkonzentra-
tion c˜ sehr stark durchdringen. Auf Grund der impliziten, logarithmischen Form
von u3 im Semidiluten kann diese Situation jedoch im Rahmen unserer trikriti-
schen 1-loop–Na¨herung nicht weitergehend analytisch untersucht werden.
Um nun diese Entmischungspunkte bei einem endlichen U¨berlapp mit dem Pha-
sendiagramm aus Abbildung 1.1 vergleichen zu ko¨nnen, mu¨ssen wir den U¨berlapp
gema¨ß
c˜cr = `
3ccrsn =
s˜cr
N˜1/2
(3.45)
auf die Segmentkonzentration umrechnen, wie wir sie in Gleichung (2.107) fu¨r den
semidiluten Limes eingefu¨hrt haben. Sie entspricht dem Volumenanteil der Poly-
mere an dem Gesamtvolumen der Lo¨sung, wie es sonst ha¨ufig zur Beschreibung
von Polymerlo¨sungen benutzt wird. In Abbildung 3.6 erkennt man nun direkt,
dass die Entmischungspunkte fu¨r N˜ → ∞ in den Θ-Punkt bei c˜ = 0 und β˜e = 0
hineinlaufen. Die tree–Na¨herung liegt dabei zufa¨llig fast genau auf der Kurve zu
σ = 2, allerdings mit derselben Verschiebung hin zu kleineren Konzentrationen
und ho¨heren Temperaturen, wie wir sie auch schon in Abbildung 3.5 beobachten
konnten.
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Semidiluter Limes
Um die Entmischungskurve bzw. die Spinodale im semidiluten Limes zu bestim-
men, mu¨ssen wir, wie wir in Abschnitt 2.5 diskutiert haben, den osmotischen
Druck gleich Null setzen und nach β˜e,∞ auflo¨sen. Wie man auch schon an Abbil-
dung 3.4 erkennen kann, existiert unser 1-loop–Ergebnis auf der Spinodalen. Au-
ßerdem sind die 1-loop–Korrekturen zum osmotischen Druck am Entmischungs-
punkt (β˜e,∞, c˜∞) der tree-Na¨herung im semidiluten Limes positiv, was man leicht
durch Einsetzen des Ergebnisses fu¨r die Spinodale in tree-Na¨herung aus Glei-
chung (2.123) in die 1-loop–Korrekturen in (3.39) verifiziert. Das bedeutet, dass
die Spinodale im semidiluten Limes in 1-loop, im Vergleich zu dem Ergebnis in
tree-Na¨herung, hin zu kleineren Konzentrationen bzw. tieferen Temperaturen ver-
schoben wird.
Setzen wir jetzt WR aus Gleichung (3.40) in das 1-loop–Ergebnis fu¨r den osmo-
tischen Druck im semidiluten Limes aus Gleichung (3.39) ein und setzen dieses
gleich Null. Dadurch erhalten wir wegen des Terms proportional zu W
3/2
R eine ku-
bische Gleichung fu¨r β˜e,∞, deren Lo¨sungen man sich mittels eines Formelmanipu-
lationsprogramms beschaffen kann. Bei einer der drei Lo¨sungen ist β˜e,∞(c˜∞) ≥ 0,
und scheidet somit als mo¨gliche Entmischungskurve aus. Bei den anderen beiden
Lo¨sungen ist immer β˜e,∞(c˜∞) ≤ 0, wobei die eine immer u¨ber der tree-Na¨herung,
die andere immer unter der tree–Na¨herung liegt. Die letztere ist aufgrund der
Diskussion im vorherigen Absatz die gesuchte Spinodale im semidiluten Limes.
In Abbildung 3.7 haben wir diese zusammen mit dem Ergebnis fu¨r die tree–
Na¨herung und den Entmischungspunkten fu¨r einen endlichen U¨berlapp aus Ab-
bildung 3.6 geplottet. Es stellt das Phasendiagramm von Polymerlo¨sungen in
0-loop– und 1-loop–Na¨herung dar, soweit es uns in unserer trikritischen Theorie
zuga¨nglich ist. Daran wird deutlich, dass die Entmischungstemperatur im semi-
diluten Limes in 1-loop–Na¨herung schon fu¨r einen geringen Volumenanteil der
Polymere deutlich tiefer liegt als die der tree-Na¨herung und somit eine nicht zu
vernachla¨ssigende Korrektur fu¨r die Spinodale liefert. Ferner sieht man, dass das
unterschiedliche asymptotische Verhalten in der Na¨he des Θ-Punkts sich auch
deutlich in den Entmischungskurven niederschla¨gt. Fu¨r c˜ → 0 laufen die Entmi-
schungskurven mit unterschiedlichen Steigungen in den Θ-Punkt. Dadurch liegen
die Entmischungspunkte fu¨r endlichen U¨berlapp bei gleicher Konzentration im-
mer bei niedrigereren Temperaturen als im semidiluten Limes, unabha¨ngig von
der speziellen Kettenla¨ngenverteilung. Das muss allein schon deswegen so sein,
weil die Spinodale im semidiluten Limes das Gebiet, in dem eine Phasentrennung
u¨berhaupt auftreten kann, nach oben hin begrenzt.
Auch ist das Verha¨ltnis der Entmischungskonzentrationen c˜∞/c˜cr fu¨r alle Ket-
tenla¨ngenverteilungen kleiner als drei. Im Besonderen ist die Entmischungskurve
im monodispersen Fall, der in Simulationen typischerweise benutzt wird, deutlich
na¨her an dem 1-loop–Ergebnis im semidiluten Limes, was bedeutet, dass c˜∞/c˜cr
fu¨r die hier betrachteten Kettenla¨ngen deutlich kleiner als drei ist. Erst in unmit-
telbarer Na¨he zum Θ-Punkt (N →∞), wo sowohl die logarithmischen Korrektu-
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Abbildung 3.7: Die Entmischungskurven im semidiluten Limes in tree–Na¨herung
(gestrichelt) und 1-loop–Na¨herung (durchgezogen) im Vergleich
zu den Entmischungspunkten fu¨r endlichen U¨berlapp aus Abbil-
dung 3.6.
ren in den Wechselwirkungen als auch die 1-loop–Korrekturen vernachla¨ssigt wer-
den ko¨nnen, wird der von der mean–field–Theorie vorhergesagte Wert c˜∞/c˜cr = 3
erreicht. Dieser Kettenla¨ngenbereich ist jedoch sowohl im Experiment als auch in
Simulationen nicht zuga¨nglich.
Die Koexistenzkurven durch eine Maxwell–Konstruktion numerisch zu bestim-
men, wie es in der tree–Na¨herung durchaus praktikabel ist, war uns nicht mo¨glich.
Die Konzentration in der polymerarmen Phase ging bei dem Versuch in den Be-
reich β˜e < β˜e,cr vorzudringen abrupt gegen Null, so dass wir in unserer Nume-
rik kein ausgedehntes Zweiphasengebiet finden konnten. Eine mo¨gliche Erkla¨rung
fu¨r dieses Verhalten wa¨re, dass in der verdu¨nnten Phase die immer sta¨rker wer-
dende attraktive Zweier–Wechselwirkung zwischen den Monomeren einer Kette
nicht mehr genu¨gend abgeschirmt werden kann. Aufgrund des Fehlens einer hard–
core–Abstoßung in unserem Modell fallen die Kna¨uele dadurch sehr schnell auf
einen Punkt zusammen. Dieser vollkommen unphysikalische Vorgang kann zu dem
von uns beobachteten Verhalten der 1-loop-Na¨herung in der entmischten Phase
fu¨hren.
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Bis hierhin haben wir die Korrekturen erster Ordnung zu mean–field artigen Er-
gebnissen fu¨r Skalenfunktionen diskutiert. Von der Behandlung des excluded–
volume–Problems (T > Θ, n  1) ist bekannt, dass die in 1-loop–Ordnung
berechneten Skalenfunktionen, kombiniert mit einer guten Na¨herung fu¨r den Re-
normierungsgruppenfluss, eine Fu¨lle von Daten sehr gut wiedergeben. Experimen-
telle Daten von einer Genauigkeit, die es erlauben wu¨rde logarithmische Korrek-
turen bei der Θ-Temperatur zu identifizieren, liegen nicht vor. Doch wu¨rde man
zuna¨chst vermuten, dass die Sto¨rungstheorie erster Ordnung im Θ-Bereich eher
noch besser ist als im excluded–volume–Gebiet, da im excluded–volume–Limes
(T > Θ, n →∞) die relevante Kopplung gegen einen endlichen Fixpunkt strebt,
so dass die ho¨heren Terme der Sto¨rungsreihe prinzipiell nicht verschwinden. Hin-
gegen strebt die bei T = Θ einzig wesentliche Dreier–Kopplung asymptotisch
gegen Null, wenn auch nur logarithmisch. Die Sto¨rungstheorie erster Ordnung
ergibt im Limes langer Ketten die volle Korrektur zum Gaußschen Verhalten.
Dieses Bild wird jedoch durch eine Reihe von Beobachtungen getru¨bt. Ein um-
fangreicher Vergleich der in erster Ordnung berechneten Skalenfunktionen mit
Monte–Carlo–Daten fu¨r verschiedene in Simulationen langer Einzelketten gemes-
sene Gro¨ßen zeigt keine sehr befriedigende U¨bereinstimmung (siehe z.B. [GH95]
oder [HS99]) . Des weiteren liegt eine Berechnung des dritten Virialkoeffizienten
des osmotischen Drucks AΠ3 in zweiter Ordnung Sto¨rungstheorie aus [Sch99] vor:
AΠ3 = −2Ω2
Z(3)c (n, n, n)
(Z (1)(n))3 + 6(A
Π
2 )
2
= (4pi)3R˜60 e
− 8pi
33
u3+
pi2
2 (
4376
3267
− 449
1089
pi2)u23
(u3
3
+ 25.357 u23 − 2.865 z˜u15/113
)
.
(4.1)
In diesem Ausdruck repra¨sentiert der Exponentialfaktor die Renormierungsgrup-
penstruktur und die Klammer ist das Ergebnis der renormierten Sto¨rungsreihe
fu¨r die Skalenfunktion. Man sieht, dass der Koeffizient des Terms zweiter Ord-
nung (u23) den des linearen Terms um fast zwei Gro¨ßenordnungen u¨bertrifft. Der
lineare Term dominiert erst fu¨r u3(λ) . 10
−3. Geht man von einem Anfangs-
wert von u3(1) = O(1) aus, so erfordert dies unerreichbare Kettenla¨ngen der
Gro¨ßenordnung e1000. Hinzu kommt, dass mit wachsender Kettenla¨nge der Kon-
zentrationsbereich, in dem AΠ3 gemessen werden kann, wie N
−3/2 schrumpft. Das
Ergebnis (4.1) legt also nahe, dass das fu¨hrende logarithmische Verhalten von AΠ3
nie beobachtet werden kann.
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Bei dieser Sachlage erscheint es uns sinnvoll, die Korrekturen zweiter Ordnung
auch fu¨r andere Gro¨ßen zu berechnen. Ist das Verhalten der Sto¨rungsreihe von
AΠ3 ein Sonderfall, oder spiegelt es das typische Verhalten der Sto¨rungsreihen im
trikritischen Fall wieder? Diese Frage soll hier an Hand der Berechnung der Zu-
standssumme und des End–End–Abstands einer Einzelkette untersucht werden.
Die Berechnung wird bis zur zweiten Ordnung in den Kopplungen durchgefu¨hrt. In
diesem Zusammenhang sollten wir erwa¨hnen, dass auch fu¨r das excluded–volume–
Problem Rechnungen ho¨herer Ordnung nur fu¨r wenige Einzelkettenobservablen
durchgefu¨hrt worden sind. Die vielleicht wu¨nschenswerte Berechnung der zweiten
Ordnung der loop–Entwicklung fu¨r konzentrationsabha¨ngige Observablen erfor-
dert einen abschreckend hohen Aufwand.
4.1 Unrenormierte Sto¨rungsreihe
Im folgenden stellt es sich bei der Berechnung der Sto¨rungsreihe von R2e als
zweckma¨ßig heraus, die Zustandssumme der Einzelkette Z (1)(0, n) und den Bei-
trag zu R2e aus dem erzeugenden Funktional −∆pZ(1)(p, n)
∣∣∣
p≡0
getrennt zu be-
stimmen, da dann in zweiter Ordnung alle nicht trivialen Integrale u¨ber die Seg-
mentkoordinaten aus melonenfo¨rmigen Subdiagrammen kommen und somit vom
selben Typ sind. Diese ko¨nnen durch eine geschickte Transformation dimensions-
regularisiert in -Entwicklung analytisch ausgewertet werden.
Da wir die Integrale im naiven Kontinuumslimes der Ketten ausrechnen wer-
den, in dem die Terme zur additiven Renormierung von β2 aus Gleichung (2.22)
nicht auftreten, setzen wir von vornherein β2 = βe. Des Weiteren absorbieren
wir den Volumenfaktor Ω/(4pi`2)d/2, wie schon in Gleichung (2.12), sowohl im
erzeugenden Funktional des End–End–Abstands Z (1)(p, n) als auch in der Zu-
standssumme Z (1)(0, n). Da sich die Diagramme fu¨r Z (1)(0, n) und Z (1)(p, n) nur
dadurch unterscheiden, dass bei der Zustandssumme der a¨ußere Impuls p an den
Kettenenden verschwindet, wa¨hrend bei dem erzeugenden Funktional p 6= 0 ist,
haben wir sie nur einmal fu¨r ein allgemeines p dargestellt.
4.1.1 Z(1)(0, n)
Ordnung β2 und β3
Die Beitra¨ge zur Zustandssumme in erster Ordnung ergeben sich nach dem Aus-
fu¨hren der k-Integrationen aus Gleichung (2.18) im Kontinuumslimes als
Z(1)(0, n) = 1− βen2−d/2
∫
0<j1<j2<1
(j2 − j1)−d/2
− β3n3−d
∫
0<j1<j2<j3<1
(j2 − j1)−d/2(j3 − j2)−d/2 ,
(4.2)
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dabei haben wir die Kettenla¨nge aus dem Integral herausgeskalt. Schreibt man
die Integrale u¨ber die Segmente ji um auf Integrale u¨ber die Segmentabsta¨nde
si=ji+1 − ji, so lassen sich diese einfach ausfu¨hren und man erha¨lt den dimensi-
onsregularisierten Beitrag zur Einkettenzustandssumme als
Z(1)(0, n) = 1−βen2−d/2 4
(d− 2)(d− 4) −β3n
3−d 4
(d− 2)2
Γ2(2− d/2)
Γ(4− d) . (4.3)
Da wir kompliziertere Diagramme nur in -Entwicklung ausrechnen ko¨nnen, er-
setzen wir d durch 3−  und entwickeln in Potenzen von . Dabei ist βe von der
Ordnung 0 und β3 von der Ordnung 
1. Um also unser Ergebnis konsistent in
zweiter Ordnung Sto¨rungstheorie zu bekommen, mu¨ssten wir den Term propor-
tional zu βe bis Ordnung 
2 und den proportional zu β3 bis Ordnung  entwickeln.
Da wir aber am Ende unser renormiertes Ergebnis nur fu¨r d = 3 (also  = 0) aus-
werten wollen, brauchen wir den renormierten Ausdruck nur bis zur dort nicht
verschwindenden Ordnung 0 zu bestimmen. Dabei muss allerdings beru¨cksichtigt
werden, dass durch die Z-Faktoren aus (2.79) bei der Renormierung von β1e und
β13 auch Terme zweiter Ordnung in den renormierten Kopplungen entstehen, die
proportional zu −1 sind. Deswegen mu¨ssen die Beitra¨ge in erster Ordnung unre-
normierter Sto¨rungstheorie bis Ordnung 1 entwickelt werden, wa¨hrend in zweiter
Ordnung nur Terme bis zur Ordnung 0 beitragen. Die hier beno¨tigten dimensi-
onsregularisierten Beitra¨ge in erster Ordnung zur Zustandssumme einer Kette in
-Entwicklung sind somit
Z(1)(0, n) = 1+βen 12+ 2 4−β3n4pi(1+2−2 ln 2)+O(2; β2e , βeβ3, β23) . (4.4)
Ordnung β2e
In Abbildung 4.1 sind die Diagramme, die in Ordnung β2e auftreten, dargestellt.
Um die Struktur der einzelnen Diagramme deutlicher hervorzuheben, haben wir
zusa¨tzlich zu den Polymerdiagrammen auch noch die zusammengezogenen Dia-
gramme dargestellt. Diese erha¨lt man, indem die Vertices auf einen Punkt zusam-
mengezogen werden. Ein Punkt, an dem sich vier Linien treffen, entspricht dann
einer Zweipunktwechselwirkung und wird in der Feldtheorie ein Vierer–Vertex
genannt, wa¨hrend ein Sechser–Vertex einer Dreier–Wechselwirkung entspricht.
Z4 Z5 Z6
Abbildung 4.1: Diagramme zu Z (1)(p, n) in der Ordnung β2e .
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Faktorisieren die k-Integrationen, wie in Z4 und Z5, gegebenenfalls nach einer
geeigneten Variablensubstitution, so schla¨gt sich das in den zusammengezogenen
Diagrammen in einer Struktur des Typs nieder, die
”
tadpole“ oder
”
Blase“
genannt wird. Der Prototyp einer Blase ist der Beitrag zu Z (1)(p, n) in erster
Ordnung in βe. Fu¨r Diagramme, die nur aus solchen Strukturen bestehen, las-
sen sich auch die Integrationen u¨ber die Segmente in Dimensionsregularisierung
elementar ausfu¨hren. Skalt man die Kettenla¨ngenabha¨ngigkeit heraus, liefern sie
dann im wesentlichen nur Γ-Funktionen, die nur noch von der Raumdimension
abha¨ngen.
Fu¨r den Beitrag Z4 zur Zustandssumme Z (1)(0, n) ergibt sich so
Z4 = β
2
en
4−d
∫
0<j1<j2<j3<j4<1
(j2 − j1)−d/2(j4 − j3)−d/2
= β2en
1+ 4
(1− 2)(1 + )
Γ2(1
2
+ 
2
)
Γ(1 + )
= β2en
1+4pi(1 +O(1)) ,
(4.5)
wobei wir hier, wie oben diskutiert, nur Terme bis zur Ordnung 0 beru¨cksichtigt
haben. Ganz genauso erha¨lt man in dieser Ordnung fu¨r den Beitrag aus Z5 fu¨r
p = 0
Z5 = β
2
en
4−d
∫
0<j1<j2<j3<j4<1
(j2 − j1 + j4 − j3)−d/2(j3 − j2)−d/2
= −β2en1+
2
1− 2
Γ2(1
2
+ 
2
)
Γ(1 + )
= −β2en1+2pi(1 +O(1)) .
(4.6)
Einen ganz anderen Typus von Diagrammen stellt der noch verbleibende Bei-
trag Z6 zur Ordnung β
2
e dar. Bei ihm faktorisieren die Impulsintegrale nicht, was
sich in dem zusammengezogenen Diagramm in der Form einer so genannten
”
Me-
lone“ a¨ußert. Sie ist dadurch charakterisiert, dass zwei Vertices durch mehr
als zwei Linien miteinander verbunden sind. Entsprechend der Anzahl der Linien
in der Melone bezeichnet man das Diagramm Z6 auch als eine Dreier–Melone.
Mittels unserer Feynman–Regeln erha¨lt man fu¨r diesen Beitrag zu Z (1)(0, n)
Z6 = (4pi`
2)dβ2e
∑
0<j1<j2<j3<j4<n
∫
k1
e−`
2k21(j2−j1)
∫
k2
e−`
2k22(j4−j3)−`2(k1+k2)2(j3−j2) ,
(4.7)
was sich durch Ausmultiplizieren des gemischten Terms und quadratische Erga¨n-
zung im Exponenten wieder auf einfache Gaußintegrale zuru¨ckfu¨hren la¨sst. Im
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Kontinuumslimes ergibt sich daraus
Z6 = β
2
en
4−d
∫
0<j1<j2<j3<j4<1
[
(j3 − j1)(j4 − j2)− (j3 − j2)2
]−d/2
= β2en
4−d
∫
0<s1,s2,s3
Θ(1− s1 − s2 − s3) (1− s1 − s2 − s3)
[
(s1s2)
−d/2 + (s1s3)−d/2 + (s2s3)−d/2
]
= β2en
1+M3(0, 1) ,
(4.8)
dabei haben wir in dem ersten Schritt wieder das Integral auf die Segmentabsta¨nde
si = ji+1 − ji umgeschrieben und dabei die Sprungfunktion Θ(x) benutzt, um al-
le Integrale u¨ber die Segmentabsta¨nde bis ∞ an der oberen Grenze ausdehnen
zu ko¨nnen. In der letzten Zeile haben wir eine Bezeichnung fu¨r diesen Typ von
Mehrfachintegralen eingefu¨hrt
Mm(α, β) =
∞∫
0
(
m∏
i=1
dsi s
−d/2
i
)
Θ
(
1−
m∑
i=1
si
)(
1−
m∑
i=1
si
)β ( m∑
i=1
1
si
)−(α+d/2)
,
(4.9)
wie er bei allen weiteren Melonen–Diagrammen auch vorkommen wird. Der In-
dex m gibt dabei die Anzahl der Linien in der Melone an. Die Parameter α und
β sind fu¨r die bei uns in der Zustandssumme vorkommenden Melonen immer
α = 0 und β = 1, wa¨hrend sie bei den entsprechenden Beitra¨gen zu R2e aus
−∆pZ(1)(p, n)|p=0 auch die Werte α = 0 und β = 2 bzw. α = 1 und β = 1
annehmen werden. Alle diese Integrale lassen sich fu¨r m ≥ 3 dimensionsregula-
risiert in -Entwicklung analytisch ausrechnen. Die entsprechenden Rechnungen
sind im Anhang A zusammengefasst. Andere Strukturen als diese Melonen und
Blasen kommen in zweiter Ordnung Sto¨rungstheorie nicht vor, da sich mit nur
zwei Vertices keine anderen Diagramme konstruieren lassen. Erst in dritter Ord-
nung entstehen weitere neue Strukturen.
Mit dem Ergebnis fu¨r M3(0, 1) aus dem Anhang in Gleichung (A.26) erhalten
wir
Z6 = β
2
en
1+2pi
(
1

− 2 ln 3 +O(1)
)
(4.10)
und somit als Beitrag zur Zustandssumme der Einzelkette in Ordnung β2e
Z4 + Z5 + Z6 = β
2
en
1+2pi
(
1

+ 1− 2 ln 3 +O(1)
)
. (4.11)
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Ordnung βeβ3
Hier gibt es insgesamt zehn Mo¨glichkeiten einen Zweier–Vertex und einen Dreier–
Vertex auf einer Kette anzuordnen. Vier der Diagramme gehen durch Spiegelung
der Kette nicht ineinander u¨ber. Da sie aber denselben Beitrag liefern, brau-
chen sie nicht getrennt berechnet zu werden und sind deswegen mit einem
”
2×“
in Abbildung 4.2 gekennzeichnet. Ferner sieht man an den zusammengezogenen
Diagrammen, dass die Beitra¨ge aus Z10 und Z11 identisch sind, da es egal ist,
wo die Blasen an den Diagrammen ha¨ngen. Deswegen sind auch noch Z8 und Z9
identisch, so dass der Beitrag aus allen Diagrammen in der Ordnung βeβ3
2Z7 + 3Z8 + 4Z10 + 1Z12 (4.12)
ist.
2×
Z7
2×
Z8 Z9
2×
Z10
2×
Z11 Z12
Abbildung 4.2: Diagramme zu Z (1)(p, n) in der Ordnung βeβ3.
Bis auf Z10 ko¨nnen die Diagramme mit den bisher vorgestellten Methoden be-
rechnet werden, was im Anhang A.2.3 skizziert ist. Z10 stellt jedoch einen neuen
Diagrammtyp dar. Er besteht aus einer Dreier–Melone M3(0, 1) und einer einzel-
nen Blase. Die Segmentintegration u¨ber die Blase faktorisiert mit denen in der
Melone, wenn man aus den Integrationen der Melone (1 − s1) herausskalt. Man
erha¨lt dadurch nach den Impulsintegrationen
Z10 = βeβ3n
5−3d/2
∫
0<s1,s2,s3,s4
Θ
(
1−
4∑
i=1
si
)(
1−
4∑
i=1
si
)(
4∏
i=1
si
)−d/2( 4∑
i=2
1
si
)−d/2
= βeβ3n
5−3d/2M3(0, 1)
∫
0<s1
Θ(1− s1)(1− s1)4−ds−d/21 .
(4.13)
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Die s1-Integration liefert wieder Γ-Funktionen und mit dem Ergebnis fu¨r M3(0, 1)
aus (A.26) ist
Z10 = −βeβ3n 12+ 32 2
1− 
Γ(2 + )Γ(1
2
+ 
2
)
Γ(3
2
− 3
2
)
M3(0, 1)
= −βeβ3n 12+ 32 8pi
(
1

− 1 + 2 ln 2− 2 ln 3 +O(1)
) (4.14)
Zusammengefasst erhalten wir also fu¨r den Beitrag in der Ordnung βeβ3 zu
Z(1)(0, n) in -Entwicklung
2Z7 +3Z8 +4Z10 +1Z12 = βeβ3n
1
2
+ 3
2 64pi
(
−1

− 1
8
+ ln 3 +O(1)
)
. (4.15)
Ordnung β23
In dieser Ordnung mu¨ssen wir zwei Dreier–Vertices (j1 < j2 < j3 und j4 < j5 < j6)
auf der Kette anordnen. Da sie nicht voneinander unterscheidbar sind, ko¨nnen wir
voraussetzen, dass j1 < j4 sein muss, was auf insgesamt zehn unterschiedliche Po-
lymerdiagramme fu¨hrt. Diese sind in der Abbildung 4.3 dargestellt, wobei wir wie-
der die Beitra¨ge mit einem
”
2×“ gekennzeichnet haben, die durch Spiegelung der
Kette nicht in sich selber u¨bergehen. An den zusammengezogenen Diagrammen
sieht man, dass Z15 = Z16 = Z17 ist, so dass wir als Beitrag zur Zustandssumme
Z(1)(0, n) in Ordnung β23
1Z13 + 2Z14 + 4Z15 + 2Z18 + 1Z19 (4.16)
mit a¨ußerem Impuls p = 0 erhalten.
Alle diese Diagramme lassen sich mit der bisher vorgestellten Vorgehensweise
berechnen. Im Besonderen lassen sich die Segmentkoordinaten in Z13 und Z14
elementar ausintegrieren, wa¨hrend Z15 und Z18 jeweils in ein Produkt aus dem
Beitrag der Melone und den Beitra¨gen der Blasen zerfa¨llt. Die Ergebnisse fu¨r die
jeweiligen Diagramme sind auch im Anhang A.2.3 aufgefu¨hrt.
Zusammengefasst ist der Beitrag in der Ordnung β23 zu Z (1)(0, n) gegeben durch
1Z13 + 2Z14 + 4Z15 + 2Z18 + 1Z19
= β23n
22pi2
(
93
1

+ 478− 304 ln 2− 32 ln 3− 100 ln 5 +O(1)
)
,
(4.17)
und wir erhalten somit fu¨r die in  entwickelte, unrenormierte Zustandssumme
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Z13
2×
Z14 Z15
Z16
2×
Z17
2×
Z18
Z19
Abbildung 4.3: Diagramme zu Z (1)(p, n) in der Ordnung β23 .
einer Einzelkette der La¨nge n in der Ordnung O(β2e , βeβ3, β23)
Z(1)(0, n) = 1 + βen 12+ 2 4(1 +O(2))
− β3n4pi(1 + 2− 2 ln 2 +O(2))
+ β2en
1+2pi
(
1

+ 1− 2 ln 3 +O(1)
)
+ βeβ3n
1
2
+ 3
2 64pi
(
−1

− 1
8
+ ln 3 +O(1)
)
+ β23n
22pi2
(
93
1

+ 478− 304 ln 2− 32 ln 3− 100 ln 5 +O(1)
)
.
(4.18)
Die renormierte Form der Zustandssumme ist durch das Theorem der Renor-
mierbarkeit aus [Sch99] gegeben als
Z
(1)
R =
Zn
Z
e−σu
2
enR Z(1) , (4.19)
wobei noch die beiden zusa¨tzlichen Renormierungsfaktoren
Z(u3) = 1− pi
2
54
u23

+O(u33) (4.20)
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und
σ(u3) =
pi
2
+O(u3) (4.21)
beno¨tigt werden, um alle -Pole zu beseitigen. Der Renormierungsfaktor σ(u3) ist
eine Besonderheit unserer trikritischen Theorie mit der oberen kritischen Dimen-
sion dc = 3. Er absorbiert hier den -Pol proportional zu u
2
e aus dem Diagramm Z6
in Abbildung 4.1, der sich in normierten Observablen heraushebt. Das nach diesen
zusa¨tzlichen Subtraktion auch bei  = 0 endliche Ergebnis fu¨r die Zustandssumme
der Einzelkette am Renormierungspunkt nR = 1 in zweiter Ordnung Sto¨rungs-
theorie ist dann
Z(1) = 1+2 z˜u
4/11
3 −2.094 u3−1.881 z˜2u8/113 +16.313 z˜u15/113 +9.419 u23 . (4.22)
Dabei haben wir fu¨r die renormierte Zweier–Kopplung schon die Renormierungs-
gruppenabbildung in d = 3 fu¨r Einkettengro¨ßen ue = z˜u
4/11
3 aus Gleichung (2.93b)
eingesetzt und die Entwicklungskoeffizienten der Potenzreihe numerisch angege-
ben.
Bis auf den Term proportional zu z˜2u
8/11
3 haben die Korrekturen der zweiten
Ordnung deutlich gro¨ßere Vorfaktoren, als die der ersten Ordnung, wenn auch die
Situation nicht so drastisch ist wie bei dem dritten Virialkoeffizienten. Betrachtet
man allerdings die innere Energie einer Kette, die proportional zu der Anzahl der
Zweipunktkontakte n
(2)
c = − ∂∂βe ln Z(1) ist, so hat dort die Korrektur in zweiter
Ordnung aus dem Term proportional zu u
15/11
3 einen um fast eine Gro¨ßenordnung
gro¨ßeren Koeffizienten als das fu¨hrende Verhalten aus den Term proportional zu
u
4/11
3 und wird somit das Verhalten der inneren Energie im Θ-Bereich auch fu¨r
z˜ = 0 bei moderaten Kettenla¨ngen maßgeblich beeinflussen.
4.1.2 −∆pZ(1)(p, n)
∣∣∣
p≡0
Um nun den End–End–Abstand gema¨ß Gleichung (2.13) zu bekommen, mu¨ssen
wir wieder dieselben Diagramme wie fu¨r die Zustandssumme betrachten, diesmal
jedoch mit einem a¨ußeren Impuls p 6= 0. Durch zweimaliges Ableiten nach p an
der Stelle p = 0 erha¨lt man dann gema¨ß Gleichung (2.13) die negativen Beitra¨ge
aus dem jeweiligen Diagramm zu R2e. Die Diagramme Z12 und Z18 beinhalten nur
Melonen mit einer geraden Anzahl von Propagatoren. Da bei ihnen der a¨ußere
Impuls immer am selben Vertex hinein und auch wieder heraus fließt, kann man
die inneren Impulse ki vollsta¨ndig von dem a¨ußeren Impuls p entkoppeln. Dann
liefern die Ableitungen wegen
−∆pG0(p, s)
∣∣∣
p≡0
= 2d`2s (4.23)
nur einen Vorfaktor von 2d`2 mal der Summe der Segmentabsta¨nde von den Pro-
pagatoren, durch die ausschließlich der a¨ußere Impuls p fließt. Anders sieht es bei
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den Diagrammen Z6, Z10, Z11, Z15, Z16, Z17 und Z19 aus, die eine Melone mit einer
ungeraden Anzahl von Propagatoren enthalten. Dort kann man die inneren Im-
pulse nicht von dem a¨ußeren Impuls entkoppeln, da der a¨ußere Impuls durch die
Melone fließen muss. Wir werden sehen, dass wir dadurch jeweils einen weiteren
Beitrag erhalten, mit einem zusa¨tzlichen Faktor (
∑
i 1/si)
−1 vor dem jeweiligen
Term der Zustandssumme, wobei die si die Segmentla¨ngen der Propagatoren in
der Melone sind.
Im Folgenden werden wir die Beitra¨ge zu R˜2e(n) = −∆pZ(1)(p, n)
∣∣
p≡0 nach den
Impulsintegrationen und dem Ableiten nach p an der Stelle p = 0 angeben. Das
Ausintegrieren der inneren Impulse ist im Wesentlichen eine Fleißarbeit, da es
sich wieder ausschließlich um Gaußintegrale handelt und ist im Anhang A.2 fu¨r
die Melonenbeitra¨ge kurz skizziert. Das anschließende Ableiten nach p la¨sst sich
dann mit Gleichung (4.23) leicht erledigen. Die Auswertung der Segmentintegra-
tionen findet wie gehabt in Dimensionsregularisierung statt. Obwohl wir nun die
Diagramme fu¨r p 6= 0 betrachten, werde ich dieselbe Bezeichnung wie bei der
Einkettenzustandssumme fu¨r die jeweiligen Beitra¨ge aus den Abbildungen 4.1,
4.2 und 4.3 verwenden.
Ordnung βe, β3
Die Beitra¨ge in erster Ordnung fu¨r R2e haben wir schon in Abschnitt 2.1.3 berech-
net. Wertet man die Gleichung (2.19) im Kontinuumslimes aus, so erha¨lt man
R˜2e(n) = 2d`
2n
(
1 + βen
1
2
+ 
2
16
(1 + 2)(3 + )
− β3n 8
(1− )2
Γ2(1
2
+ 
2
)
Γ(2 + )
+O(β2e , βeβ3, β23)
)
.
(4.24)
Entwickeln wir diesen Ausdruck nun in Potenzen von , so erhalten wir in der von
uns zur Auswertung in d = 3 beno¨tigten Ordnung
R˜2e(n)
2d`2n
= 1 + βen
1
2
+ 
2 16
(
1
3
− 
9
)
− β3n8pi(1 + − 2 ln 2)) +O(2; β2e , βeβ3, β23) .
(4.25)
Ordnung β2e
In dem ersten Diagramm fließt der a¨ußere Impuls nicht durch s1 und s3 und somit
erhalten wir dafu¨r
Z4 = 2d`
2n5−dβ2e
∫
0<s1,s2,s3
Θ
(
1−
3∑
i=1
si
)(
1−
3∑
i=1
si
)
(1− s1 − s3)(s1s3)−d/2
= 2d`2nβ2en
1+ 12
(1− )2
Γ2(1
2
+ 2)
Γ(3 + )
(4.26)
= 2d`2nβ2en
1+6pi(1 +O(1)) .
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In dem na¨chsten Diagramm fließt der a¨ußere Impuls nicht durch s1, s2 und s3.
Allerdings fließt durch s1 und s3 derselbe innere Impuls und somit ist
Z5 = 2d`
2n5−dβ2e
∫
0<s1,s2,s3
Θ
(
1−
3∑
i=1
si
)(
1−
3∑
i=1
si
)2
((s1 + s3)s2)
−d/2
= −2d`2nβ2en1+
4
(1− )
Γ2(1
2
+ 2)
Γ(3 + )
= −2d`2nβ2en1+2pi(1 +O(1)) .
(4.27)
In dem Melonendiagramm muss der a¨ußere Impuls durch die Melone fließen. Aus
den Anha¨ngen A.1 und A.2.2 erhalten wir
Z6 = 2d`
2n5−dβ2e
∫
0<s1,s2,s3
Θ
(
1−
3∑
i=1
si
)(
1−
3∑
i=1
si
)(
3∏
i=1
si
)−d/2( 3∑
i=1
1
si
)−d/2
·
[(
1−
3∑
i=1
si
)
+
(
3∑
i=1
1
si
)−1]
= 2d`2nβ2en
1+(M3(0, 2) + M3(1, 1))
= 2d`2nβ2en
1+2pi
(
1

− 13
27
− 2 ln 3 +O(1)
)
.
(4.28)
Der Beitrag zum unnormierten End–End–Abstand in Ordnung β2e ist somit
gegeben durch
Z4 + Z5 + Z6 = 2d`
2nβ2en
1+2pi
(
1

+
41
27
− 2 ln 3 +O(1)
)
. (4.29)
Ordnung βeβ3 und β
2
3
Die Beitra¨ge der Diagramme in diesen Ordnungen ko¨nnen nun alle mit den bis-
her vorgestellten Methoden bestimmt werden. Die jeweiligen Ergebnisse sind im
Anhang A.2.4 aufgefu¨hrt. Zusammengefasst erha¨lt man daraus den Beitrag zu R˜2e
in der Ordnung βeβ3 als
2Z7+3Z8+4Z10+1Z12 = 2d`
2nβeβ3n
1
2
+ 3
2 256pi
(
− 1
3
+
133
648
+
1
3
ln 3 +O(1)
)
(4.30)
und in der Ordnung β23 als
1Z13 + 2Z14 + 4Z15 + 2Z18 + 1Z19 = 2d`
2n
× β23n24pi2
(
559
6
+
7997
27
− 304 ln 2− 32 ln 3− 302
3
ln 5 +O(1)
)
.
(4.31)
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Insgesamt ist somit der in  entwickelte, unnormierte End–End–Abstand R˜2e
einer Kette der La¨nge n in der Ordnung O(β2e , βeβ3, β23)
R˜2e(n)
2d`2n
= 1 + βen
1
2
+ 
2 16
(
1
3
− 
9
+O(2)
)
− β3n8pi(1 + − 2 ln 2 +O(2))
+ β2en
1+2pi
(
1

+
41
27
− 2 ln 3 +O(1)
)
+ βeβ3n
1
2
+ 3
2 256pi
(
− 1
3
+
133
648
+
1
3
ln 3 +O(1)
)
+ β23n
2 4pi2
(
559
6
+
7997
27
− 304 ln 2− 32 ln 3− 302
3
ln 5 +O(1)
)
.
(4.32)
4.2 End–End–Abstand
Mit Gleichung (2.13) ist der End–End–Abstand nun gegeben durch
R2e = 〈(rn − r0)2〉 = − 4p
Z(1)(p; n)
Z(1)(0; n)
∣∣∣∣
p≡0
=
R˜2e(n)
Z(1)(0; n) . (4.33)
Setzt man dort die sto¨rungstheoretischen Ergebnisse aus den Gleichungen (4.18)
und (4.32) ein und entwickelt die Zustandssumme (Z (1)(0; n))−1 in Potenzen der
Wechselwirkungen βe und β3 , so erha¨lt man als dimensionsregularisiertes Ergeb-
nis in zweiter Ordnung Sto¨rungstheorie
R2e
2d`2n
= 1 + βen
1
2
+ 
2
4
3
(
1− 4
3
 +O(2)
)
− β3n4pi(1− 2 ln 2 +O(2))
+ β2en
1+ 4
3
(
7pi
9
− 4 +O(1)
)
+ βeβ3n
1
2
+ 3
2
64pi
3
(
−1

+
1153
216
+ ln 3 +O(1)
)
+ β23n
2 4pi
2
3
(
140

+
1436
9
− 456 ln 2− 48 ln 3− 152 ln 5 +O(1)
)
.
(4.34)
Der -Pol in dem Term proportional zu β2en
1+ hebt sich durch die Normierung
heraus. Das muss so sein, da die Z-Faktoren zur Renormierung des End–End–
Abstands nur Potenzreihen in u3 sind. Durch unsere Renormierung von R
2
e im
Θ-Bereich wird deswegen nie ein neuer Term proportional zu u2e entstehen, der
den Pol ha¨tte heraus heben ko¨nnen.
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4.2.1 Renormierung und Auswertung
Aus der Definition des renormierten End–End–Abstands R2eR in Gleichung (2.96)
erhalten wir durch das Umschreiben auf renormierte Variablen gema¨ß (2.78) mit
den Z-Faktoren in minimaler Subtraktion in (2.79)
R2eR
2d`2R
= 1 +
2
3
ue − 2pi
3
u3 +
(
7pi
27
− 4
3
)
u2e +
2pi
9
(
865
27
+ 8 ln 3
)
ueu3
+
4pi2
9
(
359
27
− 16 ln 2− 4 ln 3− 38
3
ln 5
)
u23
+O(; u3e, u2eu3, ueu23, u33) .
(4.35)
Die einzige vorhandene La¨ngenskala `R haben wir dabei schon wie in Abschnitt
2.4.3 durch die Wahl des Renormierungspunkts nR = 1 fixiert, so dass die re-
normierte Segmentla¨nge von der Ordnung des Gyrationsradius `R ≈ Rg ist. Alle
noch verbliebenen -Pole heben sich durch die Renormierung heraus, so dass die-
ses renormierte Ergebnis auch an der oberen kritischen Dimension dc = 3 (d. h.
 = 0) endlich ist.
Setzen wir nun die Renormierungsgruppenabbildung im verdu¨nnten Limes aus
Gleichung (2.93) in unser Ergebnis aus (4.35) ein, so erhalten wir den Schwellfak-
tor des End–End–Abstands αe in zweiter Ordnung als
α2e =
R2e
6R˜20
= e
− 8pi
99
u3+
pi2
2
 
4376
9801
− 449pi2
3267 
u23
[
1 + 0.6667 z˜u
4/11
3 − 2.0944 u3
− 0.5188 z˜2u8/113 + 28.5019z˜u15/113 − 99.0238 u23
]
.
(4.36)
Der Ausdruck in der eckigen Klammer gibt die gesuchte Entwicklung der Skalen-
funktion von R2e in zweiter Ordnung Sto¨rungstheorie an. Die Entwicklungskoeffi-
zienten der Sto¨rungsreihe haben wir dabei als numerische Werte angegeben. Man
sieht dadurch sofort, dass der Koeffizient vor u23 grob um das 50-fache gro¨ßer ist
als der von u3, a¨hnlich wie schon bei dem dritten Virialkoeffizienten in Gleichung
(4.1). Genauso wie bei AΠ3 ist auch diese Reihe nicht resummierbar, da sie nicht
in Potenzen einer einzigen Kopplung ordnet und zudem, wenigstens bis in der von
uns hier ausgewerteten Ordnung, auch fu¨r z˜ = 0 nicht alternierend ist.
Fu¨r extrem lange Ketten nahe am Θ-Punkt liefert die erste Ordnung die fu¨hren-
den logarithmischen Korrekturen zum Gaußschen Verhalten, wa¨hrend die Kor-
rekturen der zweiten Ordnung dort klein sind. Fu¨r ku¨rzere Ketten hingegen do-
minieren die Beitra¨ge in zweiter Ordnung das Verhalten von R2e. Um uns diese
Lage zu verdeutlichen, setzen wir fu¨r die renormierte Dreier–Kopplung u3 den in
1/ lnn entwickelten asymptotischen Fluss aus Gleichung (2.93a) ein und erhalten
so den Schwellfaktor als Funktion der unrenormierten Kettenla¨nge n und des nicht
universellen Parameters z˜ = v˜n1/2 ∝ βen1/2, der die Temperaturabha¨ngigkeit be-
schreibt. In Abbildung 4.4 haben wir den so aus Gleichung (4.36) erhaltenen
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Abbildung 4.4: Der Schwellfaktor des End–End–Abstands in zweiter Ordnung
als Funktion von ln−1 n im Θ-Bereich mit den Parameterwerten
fu¨r v˜ = 0,±10−4,±10−3 wie in Abbildung 2.9 auf Seite 41. Das
Ergebnis in erster Ordnung fu¨r v˜ = 0 ist als gestrichelte Linie
dargestellt.
Schwellfaktor bei unterschiedlichen Temperaturen geplottet. Fu¨r v˜ 6= 0 sind die
Plots durch die Bedingung |z˜| ≤ 0.1 beschra¨nkt, so dass wir uns immer tief im
Θ–Bereich befinden.
Qualitativ unterscheidet sich dieses Bild nicht von dem Ergebnis in erster Ord-
nung aus Abbildung 2.9. Fu¨r T 6= Θ verlassen wir bei gro¨ßer werdenden Ket-
tenla¨ngen irgendwann den Gu¨ltigkeitsbereich unserer renormierten Sto¨rungsreihe.
Die Kurven biegen dabei nach oben ab, hin zu geschwollenen Polymerkna¨uelen
auf Grund der dort effektiv repulsiven Wechselwirkung, bzw. nach unten hin zu
kollabierten Polymerkugeln, durch die dort effektiv attraktive Wechselwirkung.
Allerdings ist der Beitrag der zweiter Ordnung (durchgezogene Linie) fu¨r Ket-
tenla¨ngen kleiner als ungefa¨hr n ≈ 106 eine deutliche Korrektur an dem Beitrag
in erster Ordnung (gestrichelte Linie) und dominiert das Verhalten von α2e fu¨r
noch ku¨rzere Ketten.
Die Situation stellt sich also so dar, dass fu¨r alle bisher in zweiter Ordnung
trikritischer, renormierter Sto¨rungstheorie ausgerechneten Gro¨ßen AΠ3 , Z
(1) und
R2e die Korrekturen in zweiter Ordnung zu den Skalenfunktionen fu¨r die in Si-
mulationen erreichbaren Kettenla¨ngen den dominierenden Beitrag liefern. Dieses
ist somit offensichtlich das typische Verhalten der Sto¨rungsreihe von Einzelket-
tengro¨ßen in unserer trikritischen Theorie. Weil zudem die Θ-Temperatur der
simulierten Modelle prinzipiell nicht a priori bekannt ist, ist es sehr fraglich, ob
ein physikalisch sinnvoller Fit der Sto¨rungsreihen an die Daten mit den in Monte–
Carlo–Simulationen erreichbaren Kettenla¨ngen u¨berhaupt mo¨glich ist.
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4.2.2 Vergleich mit Simulationen
Wir wollen nun trotz der oben beschriebenen Problematik beim Anpassen der
trikritischen Sto¨rungsreihen an Simulationsdaten den Einfluss der Terme aus der
zweiten Ordnung auf die vermutete Θ-Temperatur der simulierten Modelle un-
tersuchen. Dazu messen wir den End–End–Abstand in einem erweiterten Domb–
Joyce–Modell [DJ72] fu¨r schwach selbstvermeidende Zufallspfade auf einem drei-
dimensionalen, einfach kubischen Gitter mit derselben Methode, wie sie von Ha-
ger und Scha¨fer in [HS99] entwickelt wurde. Im folgenden werde ich nur auf die
Grundzu¨ge dieses Vorgehens eingehen. Fu¨r weitere Details und die technische
Umsetzung des Algorithmus verweise ich auf [Gra97] und [HS99].
Um ein Polymer mit n Segmenten zu modellieren, erzeugen wir Zufallspfade
aus n Schritten auf dem Gitter, mit der Einschra¨nkung, dass sie sich nicht di-
rekt zuru¨ckfalten du¨rfen. Diese sogenannten nonreversal–random–walks (NRW)
liefern bei der verwendeten Monte–Carlo–Methode geringer fluktuierende Ergeb-
nisse als reine Zufallspfade, mit denen sie aber in derselben Universalita¨tsklasse
liegen. Jeden Pfad der La¨nge n auf dem Gitter gewichten wir mit einem Faktor
Wn = (1 − p)m2(1 − q)m3 , wobei die Parameter p, q ∈] −∞, 1] sind und m2 die
Anzahl der Zweipunktkontakte bzw. m3 die der Dreipunktkontakte ist. Dabei
za¨hlen wir jeden m-Punktkontakt als m(m− 1)/2-fachen Zweipunktkontakt und
gleichzeitig auch noch als m(m− 1)(m− 2)/6-fachen Dreipunktkontakt. Die Zu-
standssumme einer Kette der La¨nge n auf dem Gitter ist dann gegeben durch die
Summe u¨ber alle mo¨glichen NRW–Konfigurationen mit n Segmenten gema¨ß
Z(n) =
∑
{NRW Konfig.}
Wn =
∑
{NRW Konfig.}
(1− p)m2(1− q)m3 . (4.37)
Die Parameter p und q charakterisieren die Zwei- bzw. Dreipunktwechselwirkung.
Fu¨r Werte gro¨ßer als Null ist die entsprechende Wechselwirkung repulsiv, fu¨r Wer-
te kleiner als Null ist sie attraktiv. Als Spezialfa¨lle erhalten wir fu¨r p = 0 = q
die Statistik reiner, ungewichteter Zufallspfade und fu¨r p = 1 die Statistik selbst-
vermeidender Zufallspfade. Fu¨r p ≥ 0, q = 0 beschreibt das Modell den vollen
crossover zwischen den nicht wechselwirkenden Polymeren am trivialen Gauß-
schen Fixpunkt und deren Verhalten am excluded–volume–Fixpunkt [GSS97].
Fu¨r die von uns durchgefu¨hrten Simulationen in der Na¨he des Θ-Punkts haben
wir immer q = 0.4 gesetzt, was einer abstoßenden Dreiteilchenwechselwirkung
entspricht. Die dadurch induzierte Zweiteilchenabstoßung kompensieren wir durch
eine anziehende Zweiteilchenwechselwirkung p < 0. Indem wir nun p variieren,
ist uns der gesamte Θ-Bereich zuga¨nglich. Diese Wahl von p und q stellt einen
Kompromiss dar. Zum einen wollen wir mo¨glichst nah am Gaußschen Fixpunkt
sein, um die logarithmischen Korrekturen beobachten zu ko¨nnen, zum anderen
mu¨ssen wir aber auch dafu¨r sorgen, dass wir messbare Abweichungen vom NRW–
Verhalten erhalten.
Um nun mittels Monte–Carlo–Simulationen Scha¨tzwerte fu¨r die Zustandssum-
me und die gewu¨nschten Observablen zu erhalten, erzeugen wir die Ketten auf
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Anzahl der Touren
ln(1− p)
die nmax erreicht haben
0.1005 3 729 262
0.101 3 724 240
0.10125 3 720 514
0.1015 3 714 532
0.10175 3 713 242
0.102 3 705 545
0.1025 3 698 947
0.103 3 689 340
Tabelle 4.1: Die Charakteristik der Simulationen fu¨r nmax = 10 000 in der Na¨he
der Θ-Temperatur bei jeweils 108 gestarteten Touren.
dem Gitter durch die von Grassberger entwickelte pruned–enriched–Rosenbluth–
Methode (PERM) [Gra97], in einer an unser Modell angepassten Version [HS99].
Wir ersetzen dabei die Rosenbluth–Methode [RR55] zum Erzeugen eines Zufalls-
pfads auf dem Gitter durch einfaches simple–sampling, da Pfade mit U¨berschnei-
dungen bei uns nicht verboten sind, sondern nur mit einem geringeren Gewicht
bestraft werden. Das Reinigen (pruning) verwirft dann Konfigurationen mit einem
niedrigen Gewicht, wa¨hrend das Anreichern (enriching) dafu¨r sorgt, dass Konfi-
gurationen mit einem hohen Gewicht geklont werden und anschließend separat
weiter aufgebaut werden. Das Gewicht der jeweiligen Konfigurationen muss da-
bei entsprechend angepasst werden. Durch geschickte Kriterien fu¨r das Reinigen
und Anreichern der Stichprobe wird erreicht, dass weder fast alle Rechenzeit fu¨r
Konfigurationen mit sehr geringem Gewicht aufgewendet wird, noch das Ergebnis
der Stichprobe durch wenige Konfigurationen mit sehr hohem Gewicht dominiert
wird. Der Algorithmus fu¨hrt dann eine diffusive Bewegung im Raum der Ket-
tenla¨ngen zwischen den reflektierenden Ra¨ndern bei n = 0 und einer maximalen
Kettenla¨nge nmax aus. Konfigurationen, die zwischen dem aufeinander folgenden
Erreichen der Kettenla¨nge n = 0 erzeugt werden, sind alle miteinander korre-
liert und werden als Tour bezeichnet. Somit ist die Anzahl der Touren, die die
maximale Kettenla¨nge nmax erreicht haben, ein gutes Maß fu¨r die Qualita¨t der
Stichprobe.
Wir haben nun in Simulationen fu¨r nmax = 10 000, in der Na¨he der fu¨r dieses
Modell vermuteten Θ-Temperatur, die Gro¨ße R2e/n gemessen. Im Unterschied zu
den Ergebnissen in [HS99] haben wir mehr unterschiedliche Werte fu¨r den Pa-
rameter p in der Na¨he T ≈ Θ untersucht und durch eine gro¨ßere Anzahl von
gestarteten Touren eine bessere Statistik unserer Ergebnisse erreicht. Die Cha-
rakteristik unserer Stichproben ist in der Tabelle 4.1 zusammengefasst.
Die so ermittelten Daten vergleichen wir mit unserem trikritischen Ergebnis fu¨r
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die Skalenfunktion von R2e aus Gleichung (4.35) bzw. (4.36) bei T = Θ (z˜ = 0)
R2e
n
= 6`2Z−1n
[
1− 2pi
3
u3 +
4pi2
9
(
359
27
− 16 ln 2− 4 ln 3− 38
3
ln 5
)
u23 +O(u33)
]
.
(4.38)
Fu¨r die mikroskopische Segmentla¨nge wa¨hlen wir `2 = 1/4 in Einheiten der Git-
terkonstante, was fu¨r große Kettenla¨ngen das bekannte fu¨hrende Verhalten eines
reinen NRW auf einem dreidimensionalen, einfach kubischen Gitter
R2e =
3
2
n(1 +O(1/n)) (4.39)
mit dem einer Gaußschen Kette R2e = 2d`
2n identifiziert. Fu¨r Z−1n setzen wir zum
einen das asymptotische Ergebnis aus den in der renormierten Dreier–Kopplung
entwickelten Flussgleichungen aus Gleichung (2.82b) ein und entwickeln dann die
Skalenfunktion vollsta¨ndig in Potenzen von u3
R2e
n
=
3
2
sn(u
(0)
3 )
[
1− 74pi
99
u3
+
4pi2
9
(
45500
3267
− 449pi
2
2904
− 16 ln 2− 4 ln 3− 38
3
ln 5
)
u23
+O(u33)
]
.
(4.40)
Mit dem universellen Ergebnis der in 1/ ln n entwickelten Dreier–Kopplung am
Renormierungspunkt nR = 1 aus Gleichung (2.93a) erhalten wir damit das asymp-
totische trikritische Verhalten von R2e/n am Θ-Punkt, das nur noch von der un-
renormierten Kettenla¨nge n und dem nicht universellen Faktor sn(u
(0)
3 ) abha¨ngt.
Zum anderen benutzen wir auch noch die resummierte Form des aufintegrierten
Z-Faktors Z−1n (u3) = Zm2(w¯R/5pi) aus Gleichung (36) und (37) in [HS99] zusam-
men mit dem resummierten Fluss von u3 aus (2.94), um die Struktur der Re-
normierungsgruppenabbildung mo¨glichst gut zu beru¨cksichtigen. Dadurch ha¨ngt
R2e/n außer von der Kettenla¨nge n auch noch von dem nicht universellen Startwert
des Flusses der renormierten Dreier–Kopplung 5piu
(0)
3 = w¯0 und der unbekannten
Funktion Z−1n (5piu
(0)
3 ) = Zm2(w¯0) ab, die wir beide als Fitparameter benutzen
ko¨nnen. Wie in [HS99] setzen wir im Folgenden Zm2(w¯0) = 1.0, was dort mit
w¯0 = 1.0 zu einem guten Fit fu¨r das Ergebnis in erster Ordnung an die dort
erzeugten Daten von R2e/n und R
2
g/n fu¨r ln(1− p) = 0.1010 fu¨hrt.
In Abbildung 4.5 sind die Daten aus unseren Simulationen mit den Parametern
aus der Tabelle 4.1 zusammen mit den Ergebnissen in erster und zweiter Ordnung
renormierter Sto¨rungstheorie geplottet. Die Daten sind das Bu¨ndel von Linien, die
von rechts hereinkommen und sich dann langsam auffa¨chern. Fu¨r gro¨ßere attrak-
tive Zweier–Wechselwirkung (untere Linien) erkennt man durch das allma¨hliche
85
4 Zweite Ordnung Sto¨rungstheorie
0 0.05 0.1 0.15 0.2 0.25 0.3
1.4
1.42
1.44
1.46
1.48
1.5
1.52
1.54
PSfrag replacements
1/ lnn
R
2 e
/n
Abbildung 4.5: Die Skalenfunktion des End–End–Abstands am Θ-Punkt (z˜ = 0),
gefittet an Simulationsdaten fu¨r die Parameter aus Tabelle 4.1.
Die fetten Kurven sind Fits an die Daten mit der resummier-
ten Form von u3 (gestrichelt: 1. Ordnung mit w¯0 = 1.1 an
ln(1− p) = 0.10125; durchgezogen: 2. Ordnung mit w¯0 = 0.47 an
ln(1−p) = 0.1015). Die du¨nnen Kurven zeigen das asymptotische
Verhalten gema¨ß Gleichung (4.40) mit sn(u
(0)
3 ) = 1.0 (gestrichelt:
1. Ordnung, durchgezogen: 2. Ordnung).
Abbiegen nach unten den sich abzeichnenden Kollaps der Kna¨uele bei noch la¨nge-
ren Ketten. Bei schwa¨cherer Zweier–Wechselwirkung hingegen haben die Kurven
die Tendenz nach oben hin abzuzweigen und in den excluded–volume–Bereich
u¨berzugehen, in dem das Polymerkna¨uel geschwollen ist. Dazwischen muss die
Θ-Temperatur liegen, die aber eine Eigenschaft des Modells im Limes n →∞ ist
und sich wegen der Beschra¨nkung unserer (und auch aller anderen) Simulationen
auf endliche, relativ kurze Ketten nicht direkt bestimmen la¨sst. Um einen Scha¨tz-
wert fu¨r den Parameter p bei T = Θ zu bekommen, kann man deswegen nur die
logarithmischen Korrekturen zum Gaußschen Verhalten aus dem Ergebnis unse-
rer trikritischen Sto¨rungsreihe an die Daten fu¨r die la¨ngsten, verfu¨gbaren Ketten
fitten.
Die beiden unteren, du¨nnen Kurven zeigen das asymptotische Verhalten der
Skalenfunktion R2e/n in erster (gestrichelte Linie) und zweiter Ordnung (durch-
gezogene Linie) aus Gleichung (4.40), wobei der nicht universelle Parameter will-
ku¨rlich auf sn = 1.0 gesetzt ist. Durch Anpassen von sn kann man diese Kurven
durchaus an die Daten fitten. Die dadurch jeweils fu¨r die erste bzw. zweite Ord-
nung ermittelten Werte des Parameter p bei der Θ-Temperatur des Gittermodells
unterscheiden sich deutlich voneinander, was an dem großen Koeffizienten des
Terms der Ordnung u23 in der Skalenfunktion liegt. Ein solcher Fit an die vorlie-
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genden Daten ist jedoch bedeutungslos, da nur das asymptotische Verhalten der
Skalenfunktion fu¨r n →∞ durch (4.40) richtig beschrieben wird. Die simulierten
Kettenla¨ngen sind dafu¨r allerdings viel zu kurz.
Die beiden fett dargestellten Kurven sind Fits der ersten bzw. zweiten Ordnung
aus Gleichung (4.38) an die Daten, mit den resummierten Ausdru¨cken fu¨r Z−1n (u3)
und u3. Die beste U¨bereinstimmung fu¨r Zm2(w¯0) = 1.0 erreichen wir fu¨r das Er-
gebnis in erster Ordnung mit w¯0 = 1.1 an die Daten zu ln(1 − p) = 0.10125.
Damit unterscheidet sich unser Ergebnis fu¨r die Skalenfunktion in erster Ord-
nung geringfu¨gig von dem in [HS99] (w¯0 = 1.0 an ln(1− p) = 0.1010 bei gleichem
Zm2(w¯0)), was wir auf die besserer Statistik unserer Daten und die zusa¨tzlich be-
trachteten Werte von p zuru¨ckfu¨hren. Fu¨r den Ausdruck in zweiter Ordnung ergibt
sich mit w¯0 = 0.47 die beste U¨bereinstimmung an die Daten zu ln(1−p) = 0.1015,
solange wir Z−1n = 1.0 belassen. Wir ko¨nnen das Ergebnis aber durch die Wahl von
w¯0 = 0.55 und Zm2(w¯0) = 1.007 auch an dieselben Daten wie die erste Ordnung
anpassen. Ein solcher Fit von einer Gro¨ße mit zwei unabha¨ngigen Fitparametern
ist jedoch bedeutungslos, solange wir die Konsistenz der Parameter nicht anhand
einer weiteren unabha¨ngigen Gro¨ße u¨berpru¨fen ko¨nnen. Daru¨ber hinaus ist auch
noch das asymptotische Verhalten fu¨r n →∞ der Fits in erster bzw. zweiter Ord-
nung aufgrund der unterschiedlichen nicht universellen Fitparameter verschieden.
Dieses asymptotische Verhalten ist jedoch bis auf einen nicht universellen Vor-
faktor eindeutig durch die asymptotische Form aus Gleichung (4.40) festgelegt
und darf nicht von der betrachteten Ordnung der Sto¨rungsreihe abha¨ngen. Die
großen Korrekturen in zweiter Ordnung machen jedoch deutlich gea¨nderte nicht
universelle Fitparameter no¨tig, um die Theorie an die Daten zu fitten, was zu
dem unterschiedlichen asymptoischen Verhalten fu¨hrt.
All das zeigt deutlich, dass es sehr problematisch ist, die Θ-Temperatur des
simulierten Gittermodells durch das Anpassen der logarithmischen Korrekturen
der trikritischen, renormierten Sto¨rungstheorie an die vorhandenen Monte–Carlo–
Daten zu bestimmen, da die simulierten Kettenla¨ngen dafu¨r einfach zu kurz sind.
Um unseren Fit fu¨r R2e/n trotzdem rechtfertigen zu ko¨nnen, mu¨sste man am
besten noch R2g in zweiter Ordnung in βe und β3 ausrechnen. Damit ha¨tte man
dann neben der Skalenfunktion R2g/n auch noch das universelle Verha¨ltnis R
2
e/R
2
g
in zweiter Ordnung zur Verfu¨gung, welches am Θ-Punkt neben der Kettenla¨nge
nur noch von der Startkopplung w¯0 des resummierten Flusses abha¨ngt. Diese
Rechnung sollte mit dem hier vorgestellten Vorgehen zwar im Prinzip mo¨glich
sein, es muss jedoch eine erheblich gro¨ßere Anzahl an Diagrammen ausgewertet
werden, die wahrscheinlich auch nicht alle explizit zuga¨nglich sind. Erst dann
ko¨nnte sich unsere Vermutung erha¨rten, dass trotz der relativ großen Koeffizienten
in den Beitra¨gen der Ordnung u23 in den Skalenfunktionen sich der Scha¨tzwert fu¨r
die Θ-Temperatur des Gittermodells nur wenig a¨ndert.
Zumindestens widerspricht die Datenlage nicht den Vorhersagen einer trikriti-
schen, renormierten Theorie von Polymere in der Na¨he des Θ-Punkts. Solange
aber nicht deutlich la¨ngere Ketten simuliert werden ko¨nnen und nicht noch wei-
tere in Simulationen messbare Gro¨ßen in zweiter Ordnung ausgerechnet worden
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sind, ist eine abschließende Bewertung der physikalischen Relevanz von Korrek-
turen in ho¨heren Ordnungen in den nicht resummierbaren Skalenfunktionen bei
endlichen Kettenla¨ngen nicht mo¨glich.
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Wir haben fu¨r unser Modell einer diskreten Kette mit Zwei- und Dreipunktwech-
selwirkungen an der oberen kritischen Dimension dc = 3 sowohl den osmotischen
Druck in 1-loop–Na¨herung als auch den End–End–Abstand und die Zustands-
summe einer Einzelkette in zweiter Ordnung renormierter Sto¨rungstheorie aus-
gerechnet. Bei einer schwachen, je nach Temperatur repulsiven oder attraktiven,
effektiven Zweipunktwechselwirkung und einer temperaturunabha¨ngigen, repul-
siven Dreipunktwechselwirkung zeigt dieses Modell trikritisches Verhalten in der
Na¨he des Θ-Punkts. Dieser wird im Limes divergierender Kettenla¨nge (n → ∞)
bei verschwindender effektiver Zweier–Kopplung (T = Θ) erreicht und ist der
Gaußsche Fixpunkt von nicht wechselwirkenden, unendlich langen Ketten in un-
serem Modell.
Bei dem osmotischen Druck haben wir eine von der Polydispersita¨t der Lo¨sung
abha¨ngige 1-loop–Korrektur zu der nur von der mittleren Kettenla¨nge abha¨ngi-
gen tree–Na¨herung gefunden. Anders als in [Dup82] ko¨nnen wir bei unserem
Vorgehen die Polydispersita¨tsverteilung bei der Auswertung unseres Ergebnis-
ses explizit vorgeben. Im semidiluten Bereich haben wir fu¨r eine exponentielle
Kettenla¨ngenverteilung den osmotischen Druck in 1-loop analytisch ausgerech-
net. Bei anderen Verteilungsfunktionen ist er uns im allgemeinen nur numerisch
zuga¨nglich. Wa¨hrend die 1-loop–Korrektur fu¨r gro¨ßer werdenden U¨berlapp im
Θ-Bereich nicht zu vernachla¨ssigen ist, ist der Einfluss der Polydispersita¨tsvertei-
lung auf den osmotische Druck in 1-loop sehr gering. Anders sieht die Situation
jedoch fu¨r die durch eine Maxwell–Konstruktion bestimmten Entmischungspunk-
te der Polymerlo¨sung aus. Fu¨r die in Experimenten und Simulationen erreichbaren
Kettenla¨ngen liefert der 1-loop–Beitrag eine deutliche Korrektur an der Entmi-
schungstemperatur und der Entmischungskonzentration. Zusa¨tzlich sind die Ent-
mischungspunkte bei gegebener mittlerer Kettenla¨nge in 1-loop auch noch von
der Polydispersita¨tsverteilung abha¨ngig. Bei fast gleicher Entmischungstempe-
ratur ist die Entmischungskonzentration fu¨r Lo¨sungen mit sehr unterschiedlich
langen Ketten, aber gleicher mittlerer Kettenla¨nge, hin zu kleineren Werten ver-
schoben (siehe Abbildung 3.6). Das hat uns zu der Vermutung veranlasst, dass die
ku¨rzeren Ketten eher kollabieren als die la¨ngeren und es dadurch fu¨r das System
schon bei geringeren Konzentrationen thermodynamisch gu¨nstiger wird, in zwei
Phasen mit unterschiedlicher Monomerdichte zu separieren.
Um diese Vermutung zu verifizieren, wa¨re es interessant, Simulationen fu¨r Sy-
steme unterschiedlicher Polydispersita¨t bei einem endlichen U¨berlapp in der Na¨he
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des Entmischungspunkt durchzufu¨hren. Im Besonderen ko¨nnte man sich ein Sy-
stem mit nur zwei sehr unterschiedlichen Kettenla¨ngen ansehen und daran u¨ber-
pru¨fen, ob die Entmischung durch den Kollaps der ku¨rzeren Ketten zustande
kommt. Das wa¨re zumindestens ein deutlicher Hinweis darauf, dass das der Me-
chanismus ist, der in den stark polydispersen Systemen zu einer Phasentrennung
schon bei kleineren Konzentrationen fu¨hrt. Alle uns bekannten Simulationen,
in denen die Entmischungspunkte bestimmt wurden, sind bisher nur fu¨r mon-
odisperse Systeme durchgefu¨hrt worden (siehe z.B. [FG97] oder [WMB96]) und
ko¨nnen somit keinen Hinweis auf dieses Verhalten liefern. Auch experimentelle
Daten sind immer fu¨r mo¨glichst monodisperse Systeme ermittelt worden (z.B. in
[XAS96], [DNK80] oder [NDK+78]) und beschra¨nken sich zudem auf die Bestim-
mung der Koexistenzkurven. Experimentelle Messungen des osmotischen Drucks
im Θ-Bereich oberhalb der Entmischungstemperatur als Funktion des U¨berlapps
in einer Genauigkeit, die die Identifikation von trikritischen Effekten ermo¨glicht,
sind uns ebenfalls nicht bekannt.
Im semidiluten Limes(N →∞, c = const.), in dem die Observablen nicht mehr
von der Polydispersita¨tsverteilung und der mittleren Kettenla¨nge, sondern nur
von der Monomerkonzentration und der Temperatur abha¨ngig sind, a¨ndert die
1-loop–Korrektur nichts an dem typischen trikritischen Verhalten von Π ∝ c˜3 am
Θ-Punkt (c˜ → 0). Fu¨r nicht verschwindende Konzentrationen stellt der 1-loop–
Beitrag jedoch eine nicht zu vernachla¨ssigende Korrektur am mean–field arti-
gen Verhalten dar. Das fu¨hrt dazu, dass die Entmischungskurve, die dort gleich
der Spinodalen ist, bei nicht verschwindenden Monomerkonzentrationen hin zu
kleineren Temperaturen verschoben wird. Deswegen ist das Verha¨ltnis der Ent-
mischungskonzentrationen von Systemen mit endlichem U¨berlapp zu denen im
semidiluten Limes bei gleicher Temperatur c˜∞/c˜cr ≤ 3, wa¨hrend in [FG97] auf
Grund von Simulationen c˜∞/c˜cr ≥ 3 vorhersagen wurde. Dabei ist es aber sehr
fraglich, ob das Verhalten einer einzelnen, langen Kette in einem relativ kleinen
Volumen, wie es in [FG97] und [Gra97] simuliert wurde, unserem semidiluten
Limes von sehr vielen, sich stark durchdringenden, unendlich langen Ketten ent-
spricht. Daru¨ber hinaus ist auch ungewiss, in welchem Bezug die von uns mittels
einer Maxwellkonstruktion gefundenen Entmischungspunkte, die den thermody-
namisch stabilen, homogenen Bereich unseres Modells begrenzen, zu den Ising–
kritischen Entmischungspunkten einer Theorie fu¨r die entmischte Phase stehen,
wie sie z. B. in [PAS99] entwickelt wird.
Soweit ergibt sich in erster Ordnung Sto¨rungstheorie ein in sich konsistentes
Bild von homogenen Polymerlo¨sungen in der Na¨he des Θ-Punkts. Am Θ-Punkt
(T = Θ, N → ∞) zeigen die Ketten mean–field artiges Verhalten mit logarith-
mischen Korrekturen fu¨r endliche Kettenla¨ngen. Fu¨r T 6= Θ sieht man in einem
schmalen Bereich den erwarteten U¨bergang hin zu kollabierten bzw. geschwolle-
nen Ketten, wobei aber der volle crossover durch unsere Theorie nicht beschrieben
werden kann. Der Vergleich von Experimenten und Simulationen mit den trikriti-
schen Ergebnissen stellt sich aber auf Grund der dort erreichbaren Kettenla¨ngen
als schwierig heraus. Wa¨hrend in [HS99] mittels resummierten Flussgleichungen
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an die Daten gefittet wurden, stellt unser Ergebnis fu¨r den End–End–Abstand und
die Einzelkettenzustandssumme in zweiter Ordnung trikritischer Sto¨rungstheorie
ein solches Vorgehen prinzipiell in Frage.
Wie schon in [Sch99] fu¨r den zweiten Virialkoeffizienten haben wir auch fu¨r den
End–End–Abstand und die Einzelkettenzustandssumme große Korrekturen in der
zweiten Ordnung der Dreierkopplung gefunden, die fu¨r die in Experimenten und
Simulationen erreichbaren Kettenla¨ngen das Verhalten der Gro¨ßen dominieren.
Wir gehen deswegen davon aus, dass es sich dabei um das typische Verhalten
der trikritischen, renormierten Sto¨rungsreihe fu¨r die Skalenfunktionen handelt.
Das macht jedoch ein sinnvolles Anpassen der Sto¨rungsentwicklung von trikri-
tischen Observablen an die verfu¨gbaren Daten unmo¨glich. Trotzdem haben wir
mit Hilfe des resummierten Flusses fu¨r u3 und Zn bei gea¨nderten nicht univer-
sellen Parametern einen Fit an unsere Simulationsdaten von R2e/n gefunden. An
dem Scha¨tzwert fu¨r die Θ-Temperatur des Gittermodells hat sich im Vergleich zu
dem Ergebnis fu¨r den Fit der erster Ordnung nur wenig vera¨ndert. Der dadurch
vorhergesagte asymptotische Wert von R2e/n am Θ-Punkt ist jedoch nicht mehr
derselbe. Um die Konsistenz unseres Fits der Skalenfunktion in zweiter Ordnung
mit zwei unabha¨ngigen Parametern zu u¨berpru¨fen, wa¨re es noch no¨tig, auch den
Gyrationsradius in zweiter Ordnung trikritischer, renormierter Sto¨rungstheorie
zu berechnen. Ob man dann dadurch jedoch einen besseren Scha¨tzwert fu¨r die
Θ-Temperatur des simulierten Gittermodells gefunden hat, ist aufgrund der Struk-
tur der Sto¨rungsreihe der Skalenfunktionen in zweiter Ordnung bei den bisher
erreichbaren Kettenla¨ngen keinesfalls gesichert.
Es wa¨re deswegen trotzdem noch interessant, weiter Einzelkettengro¨ßen in zwei-
ter Ordnung Sto¨rungstheorie zu berechnen, die auch in Simulationen zuga¨nglich
sind. Dazu bieten sich neben dem Gyrationsradius im Besonderen noch die Fluk-
tuationen der Zweipunktkontakte einer Kette
(n(2)c )
2 =
∂2
∂β2e
lnZ(1)(n) (5.1)
an. Die ersten Korrekturen zu (n
(2)
c )2 auch fu¨r T 6= Θ erhalten wir somit, wenn
wir fu¨r die Zustandssumme der Einzelkette noch die Terme in der Ordnung β3e
und β2eβ3 bestimmen. Da die meisten Diagramme in diesen Ordnungen wieder in
Melonen und Blasen zerfallen, sollte die Rechnung bis auf vielleicht einzelne ver-
bleibende Segmentintegrationen auch explizit durchfu¨hrbar sein. Dadurch ha¨tte
man dann gleichzeitig auch konsistent die ersten temperaturabha¨ngigen Korrek-
tur zur spezifischen Wa¨rme einer Kette
cv ∝ const. n(2)c + const. (n(2)c )2 (5.2)
gefunden, die in [GH95] in Simulationen gemessen worden ist. Auch ko¨nnte man
an diesem Ergebnis untersuchen, wie sich die Divergenz der spezifischen Wa¨rme
fu¨r n →∞ am Θ-Punkt in den trikritischen Bereich fu¨r T 6= Θ u¨bertra¨gt.
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Unabha¨ngig von dem Erfolg oder Misserfolg eines solchen Versuchs, weitere
Gro¨ßen in zweiter Ordnung renormierter, trikritischer Sto¨rungstheorie konsistent
an Simulationsdaten zu fitten, bleibt die Relevanz von ho¨heren Ordnungen fu¨r die
physikalischen Eigenschaften von Polymeren in der Na¨he des Θ-Punkts fraglich.
Der zur Zeit einzig sichere Standpunkt ist, dass im Limes divergierender Ket-
tenla¨ngen bei verschwindender, effektiver Zweier–Kopplung (d. h. T = Θ), sich
die Polymere Gaußsch verhalten und es in einem sehr schmalen Temperatur- und
Kettenla¨ngenbereich darum universelle, logarithmische Korrekturen gibt, die dort
auch fu¨r T 6= Θ hinreichend gut durch die erste Ordnung Sto¨rungstheorie beschrie-
ben werden. Das macht allerdings eine eindeutige Identifikation von trikritischen
Effekten bei den bisher und auch in Zukunft in Experimenten und Simulationen
erreichbaren Kettenla¨ngen unmo¨glich. Auch ein Renormierungsgruppenfluss in
ho¨herer Ordnung, wie er in [Hag02] berechnet worden ist, wird aufgrund der hier
gefunden Struktur der trikritischen, renormierten Sto¨rungsreihen fu¨r die Skalen-
funktionen von Einzelkettengro¨ßen diese Situation nicht verbessern ko¨nnen.
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A.1 Impulsintegrationen
Fu¨r eine Melone mit a¨ußerem Impuls p und m Propagatoren erhalten wir aus der
diagrammatischen Darstellung in Abbildung A.1 wegen der Impulserhaltung am
Vertex die folgende, allgemeine Struktur
(4pi`2)(m−1)d/2
∞∫
0
(
m∏
i=1
dsi
)
Θ
(
n−
m∑
i=1
si
)(
n−
m∑
i=1
si
)
G0
(
p; n−
m∑
i=1
si
)
·
(
m−1∏
i=1
∫
ki
)
G0(k1 + p; s1)
(
m−1∏
i=2
G0(ki−1 + ki + p; si)
)
G0(km−1 + p; sm) ,
(A.1)
wobei
∫
k
=
∫ +∞
−∞
ddk
2pi
und si = ji+1− ji der Segmentabstand des i-ten Propagators
in der Melone ist. Die Wechselwirkungssta¨rken habe ich weggelassen, da sie fu¨r
die weiteren Betrachtungen in diesem Abschnitt keine Rolle spielen. Der Faktor
G0(p; n −
∑
i si) ergibt sich aus den beiden Propagatoren, die an der Melone
ha¨ngen und der Faktor (n −∑i si) kommt aus der verbleibenden Segmentinte-
gration bei der Substitution auf Segmentabstandsvariablen. Mit
G0(k; s) = e
−`2k2s (A.2)
sind alle ki-Integrationen Gaußintegrale, die sich sukzessive berechnen lassen.
Eine Verallgemeinerung auf den reinen Melonenbeitrag, bei dem die anha¨ngen-
den Propagatoren durch a¨ußere Impulse ersetzt werden, ist leicht mo¨glich. Ich
habe mich hier auf diese Klasse von Melonendiagrammen beschra¨nkt, da nur sie
in unserer Sto¨rungstheorie in zweiter Ordnung vorkommen und die so gewonnenen
Ergebnisse direkt in die Rechnungen im na¨chsten Abschnitt u¨bergehen.
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m-mal
p
k1+k2
km−1
p
k1
k2+k3
(a) m gerade
m-mal
p
k1
k2+k3
p
k1+k2
p+km−1
(b) m ungerade
Abbildung A.1: Diagrammatische Struktur der Melonen aus m Propagatoren mit
a¨ußerem Impuls.
p = 0
Ist der a¨ußere Impuls p = 0, wie z. B. bei der Zustandssumme, ist mit G0(0; s) = 1
die (m− 1)-fache k-Integration gegeben durch
(
m−1∏
i=1
∫
ki
)
G0(k1; s1)
(
m−1∏
i=2
G0(ki−1 + ki; si)
)
G0(km−1; sm)
= (4pi`2)−(m−1)d/2
(
m∏
i=1
si
)−d/2( m∑
i=1
1
si
)−d/2
. (A.3)
Setzen wir das in (A.1) ein, so erhalten wir
∞∫
0
(
m∏
i=1
dsi
)
Θ
(
n−
m∑
i=1
si
)(
n−
m∑
i=1
si
)(
m∏
i=1
si
)−d/2 ( m∑
i=1
1
si
)−d/2
= n1+m+(m−1)d/2
∞∫
0
(
m∏
i=1
dsi s
−d/2
i
)
Θ
(
1−
m∑
i=1
si
)(
1−
m∑
i=1
si
)(
m∑
i=1
1
si
)−d/2
,
(A.4)
wobei wir im letzten Schritt noch die Kettenla¨nge herausgeskalt haben.
p 6= 0, m gerade
Ist bei nicht verschwindendem a¨ußeren Impuls die Anzahl der Propagatoren in
der Melone gerade, so sieht man schon an dem Diagramm in Abbildung A.1(a),
dass der a¨ußere Impuls gar nicht durch die Melone fließen muss. Substituieren
wir in Gleichung (A.1) jede zweite Impulsintegration gema¨ß ki + p → ki, so sind
94
A.1 Impulsintegrationen
alle k-Integrationen wieder unabha¨ngig von p. Mit Gleichung (A.3) erhalten wir
somit fu¨r diesen Typ von Melonendiagramm
∞∫
0
(
m∏
i=1
dsi s
−d/2
i
)
Θ
(
n−
m∑
i=1
si
)(
n−
m∑
i=1
si
)(
m∑
i=1
1
si
)−d/2
G0
(
p; n−
m∑
i=1
si
)
.
(A.5)
Den Beitrag zum unnormierten End–End–Abstand R˜2e erhalten wir durch die
Ableitung nach dem a¨ußeren Impuls an der Stelle p = 0. Mit Hilfe von Gleichung
(4.23) liefert dies nur noch einen weiteren Faktor n −∑i si, so dass der Beitrag
aus den Melonen mit gerader Anzahl von Propagatoren zu R˜2e gegeben ist durch
2d`2n2+m+(m−1)d/2
∞∫
0
(
m∏
i=1
dsis
−d/2
i
)
Θ
(
1−
m∑
i=1
si
)(
1−
m∑
i=1
si
)2( m∑
i=1
1
si
)−d/2
.
(A.6)
p 6= 0, m ungerade
Bei diesem Typ von Melonen muss der a¨ußere Impuls durch die Melone fließen, was
man auch schon an dem Diagramm in Abbildung A.1(b) erkennt. Substituieren
wir in (A.1) wieder jede zweite Impulsintegration gema¨ß ki + p → ki, so bleibt
eine k-Integrationen von p abha¨ngig. Alle k-Integrale bleiben Gaußintegrale und
wir erhalten analog zu (A.3)
(
m−1∏
i=1
∫
ki
)
G0(k1; s1)
(
m−1∏
i=2
G0(ki−1 + ki; si)
)
G0(km−1 + p; sm)
= (4pi`2)−(m−1)d/2
(
m∏
i=1
si
)−d/2( m∑
i=1
1
si
)−d/2
G0
(
p;
(
m∑
i=1
1
si
)−1)
,
(A.7)
wobei wir willku¨rlich den a¨ußeren Impuls durch den m-ten Propagator haben
fließen lassen.
Setzen wir dieses Ergebnis nun in (A.1) ein, so ko¨nnen wir die beiden noch
verbleibenden G0(p; s) gema¨ß
G0(p; s1) + G0(p; s2) = G0(p; s1 + s2) (A.8)
zusammenfassen und mit Hilfe von (4.23) die Ableitung nach p an der Stelle
p = 0 wieder einfach durchfu¨hren. Der Beitrag aus dieser ungeraden Melone zu
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dem jeweiligen Diagramm von R˜2e ist somit
2d`2n2+m+(m−1)d/2
∞∫
0
(
m∏
i=1
dsi s
−d/2
i
)
Θ
(
1−
m∑
i=1
si
)(
1−
m∑
i=1
si
)(
m∑
i=1
1
si
)−d/2
·
[(
1−
m∑
i=1
si
)
+
(
m∑
i=1
1
si
)−1]
.
(A.9)
A.2 Segmentintegrationen
Das allgemeine m-fache Segmentintegral, das in einem Melonen–Diagramm mit
m Linien in der Melone vorkommt, ist gegeben durch
Mm(α, β) =
∞∫
0
(
m∏
i=1
dsi s
−d/2
i
)
Θ
(
1−
m∑
i=1
si
)(
1−
m∑
i=1
si
)β ( m∑
i=1
1
si
)−(α+d/2)
,
(A.10)
wobei fu¨r die bei uns auftretenden Melonen die Parameter (α, β) nur in den
drei Kombinationen (0, 1), (0, 2) und (1, 1) vorkommen. An der oberen Grenze
ist das Integral harmlos, da wegen der Θ-Funktion die Integrationen auf si ≤ 1
beschra¨nkt sind. An der unteren Grenze muss jedoch m(1− d/2) + α + d/2 > 0
sein, damit die Integrale existieren. Das bedeutet, dass Mm(α, β) existiert und
analytisch ist fu¨r d < 2+2 1+α
m−1 , was in Dimensionsregularisierung (2 < d < 3) fu¨r
die auftretenden Werte von m ≥ 3 und α = {0, 1} immer gegeben ist.
Das Ziel ist es nun (A.10) so umzuschreiben, dass mo¨glichst viele Integra-
tionen faktorisieren. Dazu dru¨cken wir den letzten Term durch seine Laplace–
Transformierte(
m∑
i=1
1
si
)−(α+d/2)
=
∞∫
0
dq
Γ(α + d/2)
qα+d/2−1e−q
  m
i=1
1
si (α+d/2 > 0) (A.11)
aus, was fu¨r α ≥ 0 immer mo¨glich ist. Fu¨r den mittleren Ausdruck fu¨hren wir
eine weitere Integrationsvariable ein und erhalten dadurch
Θ
(
1−
m∑
i=1
si
)(
1−
m∑
i=1
si
)β
=
1∫
0
dt (1− t)β δ
(
t−
m∑
i=1
si
)
=
1∫
0
dt (1− t)β 2Re
∞∫
0
dk
2pi
eikt−ik
  m
i=1 si ,
(A.12)
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wobei wir im letzten Schritt die δ-Distribution durch ihre Fouriertransformierte
δ(x) =
+∞∫
−∞
dk
2pi
eikx = 2Re
+∞∫
0
dk
2pi
eikx (A.13)
ausgedru¨ckt haben. Setzt man das nun in Gleichung (A.10) ein und vertauscht
die Integrationen, was erlaubt ist, solange alle Integrale existieren, erha¨lt man
Mm(α, β) =
1
piΓ(α + d/2)
Re
1∫
0
dt (1− t)β
∞∫
0
dk eikt
∞∫
0
dq qα+d/2−1
∞∫
0
(
m∏
i=1
dsi s
−d/2
i
)
e
−   mi=1 qsi−ik
  m
i=1 si .
(A.14)
Die si-Integrationen faktorisieren jetzt bereits und durch Umskalen von si → si/q,
q → qk und k → kt faktorisieren auch die t- und k-Integrationen:
Mm(α, β) =
1
piΓ(α + d/2)
Re
1∫
0
dt (1− t)β tα− (m−1)2 (d−2)
∞∫
0
dk k−1−α+
(m−1)
2
(d−2) eik
∞∫
0
dq qα−
(m−1)
2
(d−2)

 ∞∫
0
ds s−d/2 e−iqs−
1
s


m
.
(A.15)
Das t-Integral ist eine Beta–Funktion und existiert fu¨r d < 2+2 1+α
m−1 und β > −1.
Das k-Integral entlang der positiven reellen Halbachse ersetzen wir nun durch
ein Integral entlang der positiven imagina¨ren Halbachse und schließen die Kontur
in der komplexen Ebene durch einen Viertelkreis mit dem Radius |k| zur reellen
positiven Halbachse. Im Limes |k| → ∞ verschwindet das Integral u¨ber den Vier-
telkreis fu¨r d < 2 + 2 2+α
m−1 . Das Integral entlang der imagina¨ren Halbachse wird
durch die Substitution k → ik = eipi/2k wieder zuru¨ck auf ein Integral entlang
der reellen positiven Halbachse gefu¨hrt. Genauso gehen wir bei dem q-Integral
vor, nur dass wir hier erst entlang der negativen imagina¨ren Halbachse integrie-
ren und dann die Substitution q → −iq = e−ipi/2q durchfu¨hren. Das Integral u¨ber
den Viertelkreis verschwindet dort fu¨r 2− 2 1−α
m−1 < d. Durch diese Substitutionen
erhalten wir als die einzigen noch komplexen Anteile Faktoren von eipi/2, die wir
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zusammengefasst vor die Integrale ziehen, so dass
Mm(α, β) =
1
piΓ(α + d/2)
Re
(
ei
pi
2
[(m−1)(d−2)−2α−1])
1∫
0
dt (1− t)β tα− (m−1)2 (d−2)
∞∫
0
dk k−1−α+
(m−1)
2
(d−2) e−k
∞∫
0
dq qα−
(m−1)
2
(d−2)

 ∞∫
0
ds s−d/2 e−qs−
1
s


m
(A.16)
ist. Das k-Integral existiert fu¨r 2 + 2 α
m−1 < d und ist dann gegeben durch eine
Γ-Funktion. Durch Auswerten des Realteils und Ersetzen der t- und k-Integrale
durch Γ-Funktionen erhalten wir abschließend
Mm(α, β) =
1
piΓ(α + d/2)
sin
(
pi m−1
2
(d− 2)− piα)
Γ(1 + β) Γ(1 + α− m−1
2
(d− 2))
Γ(2 + α + β − m−1
2
(d− 2)) Γ
(−α + m−1
2
(d− 2))
∞∫
0
dq qα−
(m−1)
2
(d−2) F m(q,−d/2) ,
(A.17)
mit dem Integral
F (q, γ) =
∞∫
0
ds sγe−qs−
1
s . (A.18)
Da alle durchgefu¨hrten Umformungen an Mm(α, β) analytisch sind, ist der Aus-
druck in (A.17) identisch mit dem Ausgangsintegral aus (A.10) und zwar fu¨r
2 + 2 α
m−1 < d < 2 + 2
1+α
m−1 und β > −1. Diese Bedingungen sind in Dimensions-
regularisierung (2 < d < 3) fu¨r fast alle bei uns auftretenden Integrale erfu¨llt.
Die einzige Ausnahme bildet M3(1, 1), das nur fu¨r 3 < d < 4 existiert. Diese
Einschra¨nkung kommt aus dem k-Integral in (A.16). Schaut man sich aber noch
einmal alle Umformungen an, so sieht man, dass sie auch fu¨r 3 < d < 4 existie-
ren. Wir erhalten also M3(1, 1) fu¨r 3 < d < 4 auch aus Gleichung (A.16) bzw.
(A.17) und ko¨nnen dieses Ergebnis durch partielle Integration bzgl. k bzw. durch
Umschreiben der Γ-Funktion analytisch auf 2 < d < 3 fortsetzen.
Bevor wir nun die einzelnen auftretenden Integrale betrachten, gebe ich noch
einige nu¨tzliche Eigenschaften der Funktion F (q, γ) an, die sich einfach durch
Einsetzen des Integralausdrucks beweisen lassen.
Rekursion:
F (q, γ) = q−1−γF (q,−2− γ) (A.19a)
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Ableitung:
∂
∂q
F (q, γ) = −F (q, 1 + γ) = −q−2−γF (q,−3− γ) (A.19b)
-Entwicklung:
F (q, a + b) = F (q, a) + bFˆ (q, a) +O(2) (a, b ∈   ) (A.19c)
mit Fˆ (q, a) =
∞∫
0
ds sa ln s e−qs−
1
s
Asymptotisches Verhalten:
lim
q→∞
qaF (q, γ) = 0 (∀ a < ∞) (A.19d)
Spezielle Werte:
F (0, γ) = Γ(−1− γ) (0 < −1− γ) (A.19e)
F (q,−3/2) = √pie−2√q (A.19f)
∞∫
0
dq F m(q,−3/2) = pi
m/2
2m2
(A.19g)
∞∫
0
dq
ln q√
q
F m(q,−3/2) = −2pi
m/2
m
(γEu + ln 2 + ln m) (A.19h)
mit γEu = −
∞∫
0
dx e−x ln x ≈ 0.5772 (Euler’sche Konstante)
A.2.1 Melonen zur Zustandssumme
Im Folgenden berechnen wir die auftretenden Integrale vom Typ Mm(α, β) in
Dimensionsregularisierung (2 < d < 3). Dazu mu¨ssen wir den verbleibenden
Integranden in Potenzen von  = 3− d entwickeln und deswegen vorher die Pole
in  fu¨r d = 3 herausziehen.
M3(0, 1)
Aus Gleichung (A.17) erhalten wir
M3(0, 1) =
sin(pi(d− 2))
pi
Γ(3− d)Γ(d− 2)
Γ(d/2)Γ(5− d)
∞∫
0
dq q2−dF 3(q,−d/2)
=
sin(pi)
pi(1 + )
Γ(1− )
Γ(3
2
− 
2
)
∞∫
0
dq q−1+F 3(q,−3
2
+ 
2
) .
(A.20)
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Das q-Integral hat einen Pol fu¨r  = 0. Um diesen herauszuziehen, integrieren wir
einmal partiell
∞∫
0
dq q−1+F 3(q,−3
2
+ 
2
) =
[
q

F 3(q,−3
2
+ 
2
)
]∞
0
−
∞∫
0
dq
q

∂
∂q
F 3(q,−3
2
+ 
2
)
(A.21)
und addieren zur Regularisierung
0 = −
[
1

F 3(q,−3
2
+ 
2
)
]∞
0
+
∞∫
0
dq
1

∂
∂q
F 3(q,−3
2
+ 
2
) (A.22)
auf der rechten Seite. Der Randterm verschwindet dann fu¨r q →∞ wegen (A.19d)
und ist fu¨r 0 <  < 1 mit (A.19e) gegeben durch eine Γ-Funktion. Die Ableitung
von F 3 unter dem Integral gema¨ß (A.19b) ergibt
∂
∂q
F 3(q,−3
2
+ 
2
) = 3F 2(q,−3
2
+ 
2
)F (q,−1
2
+ 
2
)
= 3F 2(q,−3
2
+ 
2
) q−
1
2
− 
2 F (q,−3
2
− 
2
)
(A.23)
und eingesetzt in den Integranden erhalten wir
∞∫
0
dq q−1+F 3(q,−3
2
+ 
2
)
=
1

Γ3(1
2
− 
2
) +
∞∫
0
dq 3
q − 1

F 2(q,−3
2
+ 
2
) q−
1
2
− 
2 F (q,−3
2
− 
2
) .
(A.24)
Entwickeln wir nun den Integranden in Potenzen von  bis zur Ordnung 0, so hebt
sich dort der -Pol weg, da q−1 =  ln q +O(2) ist. Terme ho¨herer Ordnung in 
brauchen wir nicht zu beru¨cksichtigen, da der Faktor vor dem Integral in M3(0, 1)
in fu¨hrender Ordnung auch proportional zu 0 ist. Mit der -Entwicklung von F
aus (A.19c) ist somit
∞∫
0
dq q−1+F 3(q,−3
2
+ 
2
) =
1

Γ3(1
2
− 
2
) + 3
∞∫
0
dq
ln q√
q
F 3(q,−3
2
) +O()
=
1

Γ3(1
2
− 
2
)− 2pi3/2(γEu + ln 2 + ln 3) +O() ,
(A.25)
wobei wir im letzten Schritt das q-Integral gema¨ß (A.19h) ausgewertet haben.
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Setzen wir dieses Ergebnis nun in den Ausdruck in Gleichung (A.20) ein und
entwickeln alle auftretenden Funktionen konsistent bis zu zur Ordnung 0, so
erhalten wir
M3(0, 1) = 2pi
1

− 4pi ln 3 +O(1) . (A.26)
Mit im Wesentlichen demselben Vorgehen kann man auch die anderen auftre-
tenden Integrale berechnen, die wir im Folgenden nur angeben werden.
M4(0, 1)
Der Ausdruck fu¨r M4(0, 1) ergibt sich als
M4(0, 1) = 2
cos
(
3
2
pi
)
pi(1 + 3)
Γ(1
2
− 3
2
)
Γ(3
2
− 
2
)
∞∫
0
dq q−
3
2
+ 3
2 F 4(q,−3
2
+ 
2
) . (A.27)
Auch dieses q-Integral hat wieder einen -Pol, den man durch zweifaches partielles
Integrieren herausziehen kann. Dadurch erha¨lt man genauso wie oben, dass
∞∫
0
dq q−
3
2
+ 3
2 F 4(q,−3
2
+ 
2
)
= − 8
1− 3
(
1

Γ3(1
2
− 
2
) Γ(1
2
+ 
2
)− 2pi2(γEu + 3 ln 2) +O(1)
)
(A.28)
ist und somit
M4(0, 1) = −32pi
(
1

+ 1− 2 ln 2 +O(1)
)
. (A.29)
M5(0, 1)
Dieses Integral ist gegeben durch
M5(0, 1) =
sin(2pi)
2pi
Γ(1− 2)
Γ(3
2
− 
2
)
∞∫
0
dq q−2+2 F 5(q,−3
2
+ 
2
) . (A.30)
Der -Pol im Vorfaktor hebt sich in -Entwicklung wieder heraus und mit
∞∫
0
dq q−2+2 F 5(q,−3
2
+ 
2
) =
10
(1− 2)(1− 3)
·
(
1
2
Γ5(1
2
− 
2
) +
4

Γ3(1
2
− 
2
) Γ2(1
2
+ 
2
) + 10pi5/2(γEu + ln 2 + ln 5) +O(1)
)
(A.31)
erhalten wir
M5(0, 1) = 90pi
2 1

+ 20pi2(27− 8 ln 2− 10 ln 5) +O(1) . (A.32)
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A.2.2 Melonen zum End–End–Abstand
Hier gibt es zwei Typen von Melonen in unseren Diagrammen. Bei den Melonen
mit ungerader Anzahl von Linien muss der a¨ußere Impuls durch die Melone flie-
ßen. Dadurch entstehen beim Auswerten dieser Diagramme jeweils zwei Integrale
(Mm(0, 2) und Mm(1, 1)). Bei gerader Anzahl von Linien in der Melone muss der
a¨ußere Impuls hingegen nicht durch die Melone fließen, und wir erhalten jeweils
nur ein Integral (Mm(0, 2)). Dabei sind die q-Integrale fu¨r α = 0 dieselben wie
bei der Zustandssumme, da sie unabha¨ngig von β sind. Bei Mm(0, 2) a¨ndert sich
somit nur der Vorfaktor. Die Integrale fu¨r α = 1 lassen sich wieder mit den im vo-
rigen Abschnitt vorgestellten Methoden dimensionsregularisiert in -Entwicklung
ausrechnen.
M3(0, 2)
Fu¨r dieses Integral erhalten wir
M3(0, 2) = 2
sin(pi)
pi(1 + )(2 + )
Γ(1− )
Γ(3
2
− 
2
)
∞∫
0
dq q−1+F 3(q,−3
2
+ 
2
) . (A.33)
Mit dem Ergebnis aus (A.25) fu¨r das q-Integral ist
M3(0, 2) = 2pi
1

− pi(1− 4 ln 3) +O(1) . (A.34)
M3(1, 1)
Aus (A.17) ergibt sich fu¨r dieses Integral
M3(1, 1) = − sin(pi)
pi(1 + )(2 + )
Γ(−)
Γ(5
2
− 
2
)
∞∫
0
dq qF 3(q,−3
2
+ 
2
) , (A.35)
was, wie wir schon bei der Diskussion von Gleichung (A.17) angemerkt haben,
fu¨r 2 < d < 3 (d. h.  > 0) wegen Γ(−) nicht existiert, da fu¨r diese Werte von
α = 1 und β = 1 das k-Integral nicht konvergiert. Wir hatten aber auch dort
bereits angemerkt, dass fu¨r 3 < d < 4 das umgeschriebene Integral fu¨r diese
Parameterwerte mit dem Ausgangsintegral u¨bereinstimmt und ko¨nnen deswegen
die Γ-Funktion analytisch von d > 3 durch Γ(−) = −1/ Γ(1 − ) auf d < 3
fortsetzen. Dieser -Pol hebt sich bei der Entwicklung des Sinus im Za¨hler heraus
und da auch das q-Integral endlich ist fu¨r  > 0 erhalten wir fu¨r 2 < d < 3
M3(1, 1) =
pi
27
+O(1) . (A.36)
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M3(0, 2) + M3(1, 1)
Fu¨r die Summe aus diesen beiden Integrale, wie sie in der Dreier–Melone mit
a¨ußerem Impuls vorkommt, ergibt sich
M3(0, 2) + M3(1, 1) = 2pi
(
1

− 13
27
− 2 ln 3 +O(1)
)
. (A.37)
M4(0, 2)
Durch die Vierer–Melone fließt kein a¨ußerer Impuls, so dass dort nur dieses eine
Integral auftritt
M4(0, 2) =
16
3pi
cos(3pi
2
)
(1− 2)(1 + 3)
Γ(1
2
− 3
2
)
Γ(1
2
− 
2
)
∞∫
0
dq q−
3
2
+ 3
2 F 4(q,−3
2
+ 
2
) . (A.38)
Mit demselben q-Integral wie bei M4(0, 1) in Gleichung (A.28) erhalten wir daraus
M4(0, 2) = −128
3
pi
(
1

− 2 ln 2 +O(1)
)
. (A.39)
M5(0, 2)
Fu¨r dieses Integral ergibt sich
M5(0, 2) =
sin(2pi)
pi(1 + 2)
Γ(1− 2)
Γ(3
2
− 
2
)
∞∫
0
dq q−2+2F 5(q,−3
2
+ 
2
)
= 180pi2
1

+ 80pi2(9− 4 ln 2− 5 ln 5) +O(1) ,
(A.40)
mit dem q-Integral aus Gleichung (A.31).
M5(1, 1)
Hierfu¨r finden wir
M5(1, 1) =
sin(2pi)
2pi(1 + 2)
Γ(1− 2)
Γ(5
2
− 
2
)
∞∫
0
dq q−1+2F 5(q,−3
2
+ 
2
) . (A.41)
Mit demselben Vorgehen wie bei den anderen q-Integralen ist
∞∫
0
dq q−1+2F 5(q,−3
2
+ 
2
) =
1
2
Γ5(1
2
− 
2
)−2pi5/2(γEu+ln 2+ln 5)+O(1) (A.42)
und wir erhalten somit
M5(1, 1) =
2
3
pi2
1

− 4
9
pi2(1− 6 ln 5) +O(1) . (A.43)
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M5(0, 2) + M5(1, 1)
Zusammengefasst ist also das Integral von der impulsdurchflossenen Fu¨nfer–Melone
gegeben durch
M5(0, 2)+M5(1, 1) =
542
3
pi2
1

+
4
9
pi2(1619−720 ln 2−906 ln 5)+O(1) . (A.44)
A.2.3 Diagramme zur Zustandssumme
Fu¨r die nicht im Haupttext aufgefu¨hrten Beitra¨ge zur Zustandssumme ergeben
sich in Dimensionsregularisierung die folgenden Ergebnisse in der fu¨r eine Aus-
wertung in d = 3 beno¨tigten Ordnung der -Entwicklung.
Ordnung βeβ3
Aus den Diagrammen in Abbildung 4.2 erha¨lt man fu¨r p = 0:
Z7 = βeβ3n
5−3d/2
∫
0<s1,s2,s3,s4
Θ
(
1−
4∑
i=1
si
)(
1−
4∑
i=1
si
)
(s1s2s4)
−d/2
= −βeβ3n 12+ 32 8
(1− )3
Γ(1
2
+ 
2
)
Γ3(3
2
+ 3
2
)
= −βeβ3n 12+ 32 16pi(1 +O(1)) ,
(A.45)
Z8 = βeβ3n
5−3d/2
∫
0<s1,s2,s3,s4
Θ
(
1−
4∑
i=1
si
)(
1−
4∑
i=1
si
)
(s1(s2 + s4)s3)
−d/2
= βeβ3n
1
2
+ 3
2
4
(1− )2
Γ3(1
2
+ 
2
)
Γ(3
2
+ 3
2
)
= βeβ3n
1
2
+ 3
2 8pi(1 +O(1))
(A.46)
und
Z12 = β
2
3n
5−3d/2
∫
0<s1,s2,s3,s4
Θ
(
1−
4∑
i=1
si
)(
1−
4∑
i=1
si
)(
4∏
i=1
si
)−d/2( 4∑
i=1
1
si
)−d/2
= βeβ3n
1
2
+ 3
2 M4(0, 1)
= −βeβ3n 12+ 32 32pi
(
1

+ 1− 2 ln 2 +O(1)
)
.
(A.47)
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Ordnung β23
Ebenso ergibt sich aus den Diagrammen in Abbildung 4.3 fu¨r p = 0:
Z13 = β
2
3n
6−2d
∫
0<s1,s2,s3,s4,s5
Θ
(
1−
5∑
i=1
si
)(
1−
5∑
i=1
si
)
(s1s2s4s5)
−d/2
= β23n
2 16
(1− )4
Γ4(1
2
+ 
2
)
Γ(1 + 2)
= β23n
216pi2(1 +O(1)) ,
(A.48)
Z14 = β
2
3n
6−2d
∫
0<s1,s2,s3,s4,s5
Θ
(
1−
5∑
i=1
si
)(
1−
5∑
i=1
si
)
(s1(s2 + s5)s3s4)
−d/2
= −β23n2
8
(1− )3
Γ4(1
2
+ 
2
)
Γ(1 + 2)
= −β23n28pi2(1 +O(1)) ,
(A.49)
Z15 = β
2
3n
6−2d
∫
0<s1,s2,s3,s4,s5
Θ
(
1−
5∑
i=1
si
)(
1−
5∑
i=1
si
)(
5∏
i=1
si
)−d/2( 4∑
i=2
1
si
)−d/2
= β23n
2 4
(1− )2
Γ2(1
2
+ 
2
)Γ(2 + )
Γ(1 + 2)
M3(0, 1)
= β23n
28pi2
(
1

+ 3− 2 ln 2− 2 ln 3 +O(1)
)
,
(A.50)
Z18 = β
2
3n
6−2d
∫
0<s1,s2,s3,s4,s5
Θ
(
1−
5∑
i=1
si
)(
1−
5∑
i=1
si
)(
5∏
i=1
si
)−d/2 ( 5∑
i=1
i6=4
1
si
)−d/2
= −β23n2
2
1− 
Γ(1
2
+ 
2
)Γ(3
2
+ 3
2
)
Γ(1 + 2)
M4(0, 1)
= β23n
232pi2
(
1

+ 5− 6 ln 2 +O(1)
)
(A.51)
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und
Z19 = β
2
3n
6−2d
∫
0<s1,s2,s3,s4,s5
Θ
(
1−
5∑
i=1
si
)(
1−
5∑
i=1
si
)(
5∏
i=1
si
)−d/2( 5∑
i=1
1
si
)−d/2
= β23n
2M5(0, 1)
= β23n
22pi2
(
45
1

+ 10(27− 8 ln 2− 10 ln 5) +O(1)
)
.
(A.52)
A.2.4 Diagramme zum End–End–Abstand
Genauso geben wir hier die Ergebnisse fu¨r die noch fehlenden Diagramme zum
End–End–Abstand an.
Ordnung βeβ3
Fu¨r die einzelnen Beitra¨ge in dieser Ordnung ergibt sich aus den Diagrammen in
Abbildung 4.2:
Z7 = 2d`
2n6−3d/2βeβ3
∫
0<s1,s2,s3,s4
Θ
(
1−
4∑
i=1
si
)(
1−
4∑
i=1
si
)
· (1− s1 − s2 − s4)(s1s2s4)−d/2
= −2d`2nβeβ3n 12+ 32 24
(1− )3
Γ3(1
2
+ 
2
)
Γ(5
2
+ 3
2
)
= −2d`2nβeβ3n 12+ 32 32pi(1 +O(1)) ,
(A.53)
Z8 = 2d`
2n6−3d/2βeβ3
∫
0<s1,s2,s3,s4
Θ
(
1−
4∑
i=1
si
)(
1−
4∑
i=1
si
)2
(s1(s2 + s4)s3)
−d/2
= 2d`2nβeβ3n
1
2
+ 3
2
8
(1− )2
Γ3(1
2
+ 
2
)
Γ(5
2
+ 3
2
)
= 2d`2nβeβ3n
1
2
+ 3
2 32pi
(
1
3
+O(1)
)
,
(A.54)
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A.2 Segmentintegrationen
Z10 = 2d`
2n6−3d/2βeβ3
∫
0<s1,s2,s3,s4
Θ
(
1−
4∑
i=1
si
)(
1−
4∑
i=1
si
)(
4∏
i=1
si
)−d/2
·
(
4∑
i=2
1
si
)−d/2 [(
1−
4∑
i=1
si
)
+
(
4∑
i=2
1
si
)−1]
= −2d`2nβeβ3n 12+ 32 2
(1− )
Γ(3 + )Γ(1
2
+ 
2
)
Γ(5
2
+ 3
2
)
(M3(0, 2) + M3(1, 1))
= −2d`2nβeβ3n 12+ 32 32pi
(
1
3
− 107
162
+
2
3
ln 2− 2
3
ln 3 +O(1)
)
(A.55)
und
Z12 = 2d`
2n6−3d/2βeβ3
∫
0<s1,s2,s3,s4
Θ
(
1−
4∑
i=1
si
)(
1−
4∑
i=1
si
)2( 4∏
i=1
si
)−d/2
·
(
4∑
i=1
1
si
)−d/2
= 2d`2nβeβ3n
1
2
+ 3
2 M4(0, 2)
= −2d`2nβeβ3n 12+ 32 128pi
(
1
3
− 2
3
ln 2 +O(1)
)
.
(A.56)
Ordnung β23
In dieser Ordnung erha¨lt man aus den Diagrammen in Abbildung 4.3:
Z13 = 2d`
2n7−2dβ23
∫
0<s1,s2,s3,s4,s5
Θ
(
1−
5∑
i=1
si
)(
1−
5∑
i=1
si
)
· (1− s1 − s2 − s4 − s5)(s1s2s4s5)−d/2
= 2d`2nβ23n
2 48
(1− )4
Γ4(1
2
+ 
2
)
Γ(2 + 2)
= 2d`2nβ23n
248pi2(1 +O(1)) ,
(A.57)
Z14 = 2d`
2n7−2dβ23
∫
0<s1,s2,s3,s4,s5
Θ
(
1−
5∑
i=1
si
)(
1−
5∑
i=1
si
)2
(s1(s2 + s5)s3s4)
−d/2
= −2d`2nβ23n2
16
(1− )3
Γ4(1
2
+ 
2
)
Γ(2 + 2)
= −2d`2nβ23n216pi2(1 +O(1)) ,
(A.58)
107
A Melonendiagramme
Z15 = 2d`
2n7−2dβ23
∫
0<s1,s2,s3,s4,s5
Θ
(
1−
5∑
i=1
si
)(
1−
5∑
i=1
si
)(
5∏
i=1
si
)−d/2
·
(
4∑
i=2
1
si
)−d/2 [(
1−
5∑
i=1
si
)
+
(
4∑
i=2
1
si
)−1]
= 2d`2nβ23n
2 4
(1− )2
Γ2(1
2
+ 
2
)Γ(3 + )
Γ(2 + 2)
(M3(0, 2) + M3(1, 1))
= 2d`2nβ23n
216pi2
(
1

+
55
54
− 2 ln 2− 2 ln 3 +O(1)
)
,
(A.59)
Z18 = 2d`
2n7−2dβ23
∫
0<s1,s2,s3,s4,s5
Θ
(
1−
5∑
i=1
si
)(
1−
5∑
i=1
si
)2( 5∏
i=1
si
)−d/2
·
(
5∑
i=1
i6=4
1
si
)−d/2
= −2d`2nβ23n2
2
1− 
Γ(1
2
+ 
2
)Γ(5
2
+ 3
2
)
Γ(2 + 2)
M4(0, 2)
= 2d`2nβ23n
264pi2
(
1

+ 3− 6 ln 2 +O(1)
)
(A.60)
und
Z19 = 2d`
2n6−2dβ23
∫
0<s1,s2,s3,s4,s5
Θ
(
1−
5∑
i=1
si
)(
1−
5∑
i=1
si
)(
5∏
i=1
si
)−d/2
·
(
5∑
i=1
1
si
)−d/2 [(
1−
5∑
i=1
si
)
+
(
5∑
i=1
1
si
)−1]
= 2d`2nβ23n
2(M5(0, 2) + M5(1, 1))
= 2d`2nβ23n
24pi2
(
271
6
+
1
9
(1619− 720 ln 2− 906 ln 5) +O(1)
)
.
(A.61)
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