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Abstract
Despite numerous attempts sought to provide empirical evi-
dence of adversarial regularization outperforming sole super-
vision, the theoretical understanding of such phenomena re-
mains elusive. In this study, we aim to resolve whether adver-
sarial regularization indeed performs better than sole supervi-
sion at a fundamental level. To bring this insight into fruition,
we study vanishing gradient issue, asymptotic iteration com-
plexity, gradient flow and provable convergence in the context
of sole supervision and adversarial regularization. The key in-
gredient is a theoretical justification supported by empirical
evidence of adversarial acceleration in gradient descent. In
addition, motivated by a recently introduced unit-wise capac-
ity based generalization bound, we analyze the generaliza-
tion error in adversarial framework. Guided by our observa-
tion, we cast doubts on the ability of this measure to explain
generalization. We therefore leave as open questions to ex-
plore new measures that can explain generalization behavior
in adversarial learning. Furthermore, we observe an intrigu-
ing phenomenon in the neural embedded vector space while
contrasting adversarial learning with sole supervision.
1 Introduction
At a fundamental level, we study the role of adversarial regu-
larization in supervised learning through the lens of theoreti-
cal justification. We intend to resolve the mystery of why su-
pervised learning with adversarial regularization accelerates
gradient updates as compared to sole supervision. In light of
deeper understanding, we explore several crucial properties
pertaining to adversarial acceleration in gradient descent.
Over the years several variants of gradient descent al-
gorithms have emerged. In various tasks, adaptive meth-
ods including Adagrad (Duchi, Hazan, and Singer 2011),
Adadelta (Zeiler 2012), RMSProp (Tieleman and Hinton
2012), ADAM (Kingma and Ba 2014), and NADAM (Dozat
2016) perform relatively better than classical gradient de-
scent. Of particular interest, stochastic version of gradient
descent, namely SGD with momentum has enjoyed great
success in neural network optimization. Its simplicity, supe-
rior performance (Wilson et al. 2017), and theoretical guar-
antees (Carmon et al. 2018) often provide an edge over other
contemporary learning algorithms in several tasks. For this
reason, we choose SGD as our primary learning algorithm
*Under Review
to foster smooth transition from recent analyses (Nagarajan
and Kolter 2017; Neyshabur et al. 2019). We argue that de-
spite superior performance, it suffers from vanishing gradi-
ent issue in near optimal region. In fact, this is mirrored by
poor practical performance when compared with adversar-
ial regularization as independently reported in copious lit-
erature (Denton et al. 2015; Wang and Gupta 2016; Ledig
et al. 2017; Rangnekar et al. 2017; Wang et al. 2018; Xue
et al. 2018; Xian et al. 2018). We identify the root cause of
this issue to be the primary objective function. Since these
methods rely on some form of gradients estimated from the
supervised objective, the issue of vanishing gradient inher-
ently resides in near optimal region.
In recent years, the research community has witnessed
pervasive use of Generative Adversarial Networks (GANs)
on a wide variety of complex tasks (Isola et al. 2017; Zhu
et al. 2017; Park et al. 2019; Karras, Laine, and Aila 2019).
Among many applications, some require generation of a par-
ticular sample subject to a conditional input. For this rea-
son, there has been a surge in designing conditional adver-
sarial networks (Mirza and Osindero 2014). In visual object
tracking via adversarial learning, Euclidean norm is used to
regulate the generation process so that the generated mask
falls within a small neighborhood of actual mask (Song et al.
2018). In photo-realistic image super resolution, Euclidean
or supremum norm is used to minimize the distance between
reconstructed and original image (Ledig et al. 2017; Wang
et al. 2018). In medical image segmentation, multi-scale L1-
loss with adversarial regularization is shown to outperform
sole supervision (Xue et al. 2018). In medical image analy-
sis, a 3d conditional GAN along with L1-distance is used to
super resolve CT scan imagery (Kudo et al. 2019).
Furthermore, Isola et al. use L1-loss as a supervision sig-
nal and adversarial regularization as a continuously evolving
loss function. Because GANs learn a loss that adapts to data,
they fairly solve multitude of tasks that would otherwise re-
quire hand-engineered loss. Xian et al. use adversarial loss
on top of pixel, style, and feature loss to restrict the gener-
ated images on a manifold of real data. Prior works on this
operate under the synonym conditional GAN where a con-
vex composition of pixel and adversarial loss is primarily
optimized (Mirza and Osindero 2014; Denton et al. 2015;
Wang and Gupta 2016). Karacan et al. use this technique
to efficiently generate images of outdoor scenes. Rout et al.
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combine spatial and Laplacian spectral channel attention in
regularized adversarial learning to synthesize high resolu-
tion images. Emami et al. coalesce spatial attention with
adversarial regularization and feature map loss to perform
image-to-image translation.
As per these prior and concurrent works (Rangnekar et al.
2017; Xue et al. 2018; Rout 2020; Dong et al. 2015; Henaff,
Canziani, and LeCun 2019; Sarmad, Lee, and Kim 2019),
it is understandable that supervised learning with adversar-
ial regularization boosts empirical performance. More im-
portantly, this behavior is consistent across a wide variety
of problems and network configurations. As much benefi-
cial as this has been so far, to our knowledge, the theoretical
understanding still remains relatively less explored. Aiming
to bridge this gap, we provide theoretical and empirical ev-
idence of better performance due to adversarial regulariza-
tion when compared with sole supervision.
2 Related Works
Adversarial Regularization The spectral and spa-
tial super resolution based on adversarial regulariza-
tion (Rangnekar et al. 2017; Rout 2020) is proven to achieve
faster convergence and better empirical risk compared to
purely supervised learning (Lanaras et al. 2018). Further,
Ledig et al. showed improvement in perceptual quality
of high resolution images in adversarial setting. Despite
superior empirical performance, the theoretical understand-
ing of such phenomena remains elusive. To this end, the
theoretical analysis suggests that there is a constant that
bounds the total empirical risk above (Xue et al. 2018). As
a result, this inhibits erroneous gradient estimation by the
discriminator that apparently improves perceptual quality.
However, these benign properties of loss surface do not
fully explain this phenomenon at a fundamental level. The
present account in this paper is intended to provide further
insights to this problem.
Apart from supervised and adversarial learning, the no-
tion of adversarial regularization has also been studied in
Reinforcement Learning (RL). Henaff, Canziani, and LeCun
use adversarial learning with expert regularization to learn a
predictive policy that allows to drive in simulated dense traf-
fic. Sarmad, Lee, and Kim use RL agent controlled GAN and
L2-distance between global feature vectors to convert noisy,
partial point cloud into high-fidelity data.
Accelerated Gradients The idea of accelerated training
has long been studied. An elegant line of research focuses on
variance reduction that aims to address stochastic and finite
sum problems by averaging the stochastic noise (Schmidt,
Le Roux, and Bach 2017; Zhou, Xu, and Gu 2018). Among
momentum based acceleration, much theoretical progress
has been made to accelerate any smooth convex optimiza-
tion (Nesterov 2012; Carmon et al. 2018). Further, many ef-
forts have been made towards changing the step size across
iterations based on estimated gradient norm (Duchi, Hazan,
and Singer 2011; Staib et al. 2019; Zhou et al. 2018). Ad-
versarial regularization is similar to these methods in a sense
that it offers acceleration in the near optimal region.
Minimax Optimization The seminal work of Neumann
in solving the problem of minimax optimization has been
a central part of game theory. Recently, a rapid increase in
interest is seen to study the intrinsic properties of minimax
problems. The increasing popularity owes in part to the dis-
covery of generative adversarial networks (Goodfellow et al.
2014). In this paper, to focus more on the empirical success
of adversarial regularization, we study a simple minimax op-
timization problem. However, we wish to allude some inter-
esting line of work by Lin, Jin, and Jordan; Lin et al.; Jin,
Netrapalli, and Jordan; Mertikopoulos, Papadimitriou, and
Piliouras in this direction that may encourage further inves-
tigation from algorithmic point of view. It will certainly be
useful to borrow some ideas from the vast literature of min-
imax optimization under less restrictive setting. Though it is
beyond the scope of this discussion, the definition of local
optimality by Jin, Netrapalli, and Jordan is likely to pave the
way for better understanding of minimax optimization, and
consequently adversarial regularization.
3 Preliminaries
Notations Let X ⊂ Rdx and Y ⊂ Rdy where dx and dy
denote input and output dimensions, respectively. The em-
pirical distributions of X and Y are denoted by PX and PY .
Given an input x ∈ X , f(θ;x) : Rdx → Rdy is a neural
network with rectified linear unit (ReLU) activation, com-
mon for both supervised and adversarial learning. Here, θ
denotes the trainable parameters of the generator, f(θ; .).
On the other hand, the discriminator, g(ψ; .) has trainable
parameters collected by ψ. The optimal values of these pa-
rameters are represented by θ∗ and ψ∗. For g : Rdy → R,
∇g denotes its gradient and ∇2g denotes its Hessian. Given
a vector x, ‖x‖ represents its Euclidean norm. Given a ma-
trix M , ‖M‖ and ‖M‖F denote its spectral and Frobenius
norm, respectively.
Definition 1. (L-Lipschitz) A function f is L-Lipschitz if
∀θ, ‖∇f(θ)‖ ≤ L.
Definition 2. (β-Smoothness) A function f is β-smooth if
∀θ, ∥∥∇2f(θ)∥∥ ≤ β
Problem Setup In Wasserstein GAN (WGAN) + Gradient
Penalty (GP), the generator cost function is given by
arg min
θ
−Ex∼PX [g (ψ; f (θ;x))] (1)
and the discriminator cost function,
arg min
ψ
Ex∼PX [g (ψ; f (θ;x))]− Ey∼PY [g (ψ; y)]
+ λGP Ez∼PZ
[
(‖∇zg (ψ; z)‖ − 1)2
]
.
(2)
Here, PZ represents the distribution over samples along the
line joining samples from real and generator distribution.
Unlike sole supervision, the mapping function fθ(.) in aug-
mented objective has access to a feedback signal from the
discriminator. Thus, the optimization in supervised learning
with adversarial regularization is carried out by
arg min
θ
E(x,y)∼P [l (f(θ;x); y)− g (ψ; f (θ;x))] . (3)
Here, P denotes the joint empirical distribution over X
and Y . The discriminator cost function remains identical to
Wasserstein discriminator as given by equation (2).
4 Theoretical Analysis
This section states the assumptions and their justifications
in the context of adversarial regularization. The theoretical
findings are intended to provide convincing reasons to mul-
titude of tasks that owe the benefits to adversarial training.
The technical overview begins with vanishing gradient issue
in the near optimal region. It then presents the main results
of this study. The bounds may appear weak to some read-
ers, but note that the goal of this study is not to provide a
tighter bound individually for sole supervision and adver-
sarial regularization. Rather, the goal is to understand the
role of adversarial regularization in supervised learning —
whether adversarial regularization helps tighten the existing
bounds in supervised learning literature. Thus, the emphasis
is on providing a theoretical justification to the practial suc-
cess of supervised learning with adversarial regularization.
Warm-Up: Mitigating Vanishing Gradient in Near
Optimal Region
The primary assumptions are stated as following.
Assumption 1. The mapping function f(θ;x) is L-
Lipschitz in θ.
Assumption 2. The loss function l(p; y), where p =
f(θ;x), is β-smooth in p.
Assumption 1 is a mild requirement that is easily satisfied
in near optimal region. Different from standard smoothness
in optimization, it is trivial to justify Assumption 2 by relat-
ing it to a quadratic loss function.
Lemma 1. Let Assumption 1 and Assumption 2 hold. If
‖θ − θ∗‖ ≤ , then ∥∥∇θE(x,y)∼P [l (f(θ;x); y)]∥∥ ≤ L2β.
Proof. This is a crucial result. So we sketch the proof as
following. Using Jensen’s inequality,∥∥∇θE(x,y)∼P [l (f(θ;x); y)]∥∥2
≤ E(x,y)∼P
[
‖∇θl (f(θ;x); y)‖2
]
≤ E(x,y)∼P
[
‖∇pl (p; y)∇θf(θ;x)‖2
]
,where p = f(θ;x)
≤ E(x,y)∼P
‖∇pl (p; y)‖2 ‖∇θf(θ;x)‖2︸ ︷︷ ︸
Cauchy-Schwarz inequality

≤ L2E(x,y)∼P
[
‖∇pl (p; y)‖2
]
Let p = f(θ;x) and q = f(θ∗; y). Using β-smoothness
and L-Lipschitz property, we get
‖∇pl (p; y)‖ − ‖∇ql (q; y)‖ ≤ ‖∇pl (p; y)−∇ql (q; y)‖
≤ β ‖p− q‖
≤ βL ‖θ − θ∗‖ .
Since ‖θ − θ∗‖ ≤ ,∥∥∇θE(x,y)∼P [l (f(θ;x); y)]∥∥2 ≤ L2E(x,y)∼P [(‖∇ql (q; y)‖+ Lβ)2] .
Upon substituting optimality condition, i.e., ‖∇ql (q; y)‖ =
0, the above expression simplifies to∥∥∇θE(x,y)∼P [l (f(θ;x); y)]∥∥ ≤ L2β.
This completes the proof of the theorem. 
Lemma 1 provides an upper bound on the expected gra-
dient over empirical distribution P in near optimal region.
As the intermediate iterates (θ) move closer to the optima
(θ∗), i.e.,  → 0, the gradient norm vanishes in expectation.
This essentially resonates with the intuitive understanding of
gradient descent. From another perspective, the issue of gra-
dient descent inherently resides in near optimal region. We
therefore ask a fundamental question: can we attain faster
convergence without having to loose any empirical risk ben-
efits? The following sections are intended to shed some light
in this direction.
Lemma 2. Suppose Assumption 1 holds. For a dif-
ferentiable discriminator g(ψ; y), if ‖g − g∗‖ ≤ δ,
where g∗ , g(ψ∗) denote optimal discriminator, then
‖−∇θEx∼PX [g (ψ; f (θ;x))]‖ ≤ Lδ.
Proof. Using similar arguments from Lemma 1,
‖−∇θEx∼PX [g (ψ; f (θ;x))]‖2
≤ Ex∼PX
[
‖∇θg (ψ; f (θ;x))‖2
]
≤ Ex∼PX
[
‖∇pg (ψ; p)‖2 ‖∇θf (θ;x)‖2
]
, where p = f (θ;x)
≤ L2Ex∼PX
[
‖∇pg (ψ; p)‖2
]
≤ L2Ex∼PX
[
(‖∇pg (ψ∗; p)‖+ δ)2
]
≤ L2δ2
Taking square root, ‖−∇θEx∼PX [g (ψ; f (θ;x))]‖ ≤ Lδ,
which finishes the proof. 
Lemma 2 indicates that the expected gradient of purely
adversarial generator does not produce erroneous gradients
in the near optimal region, suggesting well behaved compos-
ite empirical risk (Xue et al. 2018).
Theorem 1. Let us suppose Assumption 1 and As-
sumption 2 hold. If ‖θ − θ∗‖ ≤  and ‖g − g∗‖ ≤
δ, then
∥∥∇θE(x,y)∼P [l (f(θ;x); y)− g (ψ; f (θ;x))]∥∥ ≤(
L2β+ Lδ
)
.
Proof. By applying triangle inequality after simplification,∥∥∇θE(x,y)∼P [l (f(θ;x); y)− g (ψ; f (θ;x))]∥∥
≤ ∥∥∇θE(x,y)∼P [l (f(θ;x); y)]∥∥
+
∥∥−∇θE(x,y)∼P [(ψ; f (θ;x))]∥∥
≤ L2β+ Lδ (Lemma 1 and Lemma 2),
which completes the statement of the theorem. 
To focus more on the empirical success of adversarial
regularization, we study a simple convex-concave minimax
optimization problem. It will certainly be interesting to
borrow some ideas from the vast minimax optimization
literature in various other settings (Lin, Jin, and Jordan
2019; Lin et al. 2020; Jin, Netrapalli, and Jordan 2019;
Mertikopoulos, Papadimitriou, and Piliouras 2018). Ac-
cording to Theorem 1, the expected gradient of augmented
objective does not vanish in the near optimal region,
i.e., ‖∆θ‖ → Lδ as  → 0. In the current setting, the
estimated gradients of l(θ) and −g(θ) at any instant during
the optimization process are positively correlated. Thus,
the gradients of augmented objective is lower bounded
by
∥∥∇θE(x,y)∼P [l (f(θ;x); y)− g (ψ; f (θ;x))]∥∥ ≥∥∥∇θE(x,y)∼P [l (f(θ;x); y)]∥∥. The upper and lower bounds
of the intermediate iterates justify non-vanishing gradient in
near optimal region. Having proven the contribution of dis-
criminator in mitigating vanishing gradient, it seems natural
to wonder whether adversarial regularization improves the
iteration complexity.
Main Results: Asymptotic Iteration Complexity
In this section, we analyze global iteration complexity of
sole supervision and adversarial regularization (Zhang et al.
2019a; Carmon et al. 2019). The analysis is restricted to a
deterministic setting. For a sequence of parameters {θk}k∈N,
the complexity of a function l(θ) is defined as
T
({θk}k∈N , l) := inf {k ∈ N | ‖∇l (θk)‖ ≤ } .
For a given initialization θ0, risk function l and algorithm
Aφ, where φ denotes hyperparameters of training algorithm,
such as learning rate and momentum coefficient, Aφ [l, θ0]
denotes the sequence of iterates generated during training.
We compute iteration complexity of an algorithm class pa-
rameterized by p hyperparameters, A = {Aφ}φ∈Rp on a
function class,L as
N (A,L , ) := inf
Aφ∈A
sup
θ0∈{Rh×dx ,Rdy×h},l∈L
T (Aφ [l, θ0] , l) .
We derive the asymptotic bounds under a less restrictive set-
ting as introduced in (Zhang et al. 2019a). The new condition
is weaker than commonly used Lipschitz smoothness as-
sumption. Under this condition, the authors of (Zhang et al.
2019a) aim to resolve the mystery of why adaptive gradient
methods converge faster. We use this theoretical tool to study
the asymptotic convergence of sole supervision and adver-
sarial regularization in near optimal region. To circumvent
the tractability issues in non-convex optimization, we follow
the common practice of seeking an -stationary point, i.e.,
‖∇l (θ)‖ < . We start by analyzing the iteration complex-
ity of gradient descent with fixed step size. In this regard, we
build on the assumptions made in (Zhang et al. 2019a). To
put more succinctly, let us recall the assumptions.
Assumption 3. The loss l is lower bounded by l∗ > −∞.
Assumption 4. The function is twice differentiable.
Assumption 5. ((L0, L1)-Smoothness). The function is
(L0, L1)-smooth, i.e., there exist positive constants L0 and
L1 such that
∥∥∇2l (θ)∥∥ ≤ L0 + L1 ‖∇l (θ)‖.
Theorem 2. Suppose the functions in L satisfy As-
sumption 3, 4 and 5. Given  > 0, the iteration
complexity in sole supervision is upper bounded by
O
(
(l(θ0)−l∗)(L0+L1L2β)
2
)
.
Proof. Refer to Appendix C.
Corollary 1. Using first order Taylor series, the upper
bound in Theorem 2 becomes O
(
l(θ0)−l∗
h2
)
.
Proof. Refer to Appendix C.
Assumption 6. (Existence of useful gradients) For ar-
bitrarily small ζ > 0, the norm of the gradients
provided by discriminator is lower bounded by ζ, i.e.,
‖∇g (ψ; f (θ;x))‖ ≥ ζ.
Assumption 6 requires the discriminator to provide use-
ful gradients until convergence. It is a valid assumption in
convex-concave minimax optimization problems. Also, it is
trivial to prove this in the inner maximization loop under
concave setting. In other words, the stated assumptions are
mild, and derived from prior analyses for the sole purspose
of maintaining consistency with existing literature. Keeping
this in mind, we analyze the global iteration complexity in
adversarial setting.
Theorem 3. Suppose the functions inL satisfy Assump-
tion 3, 4 and 5. Given Assumption 6 holds,  > 0 and
δ ≤
√
2ζ
L , the iteration complexity in adversarial regular-
ization is upper bounded by O
(
(l(θ0)−l∗)(L0+L1L2β)
2+2ζ−L2δ2
)
.
Proof. Refer to Appendix C.
Corollary 2. Using first order Taylor series, the upper
bound in Theorem 3 becomes O
(
l(θ0)−l∗
h2+hζ
)
.
Proof. Refer to Appendix C. Since 2ζ − L2δ2 ≥ 0,
the supervised learning with adversarial regularization has
a tighter global iteration complexity compared to sole su-
pervision. In a simplified setup, one can easily verify this
hypothesis by using first order Taylor’s approximation as
given by Corollary 1 and 2. In this case, hζ > 0 ensures
tighter iteration complexity bound. This result is significant
because it improves the convergence rates from O ( 12 ) to
O
(
1
2+ζ
)
. Notice that for a too strong discriminator, As-
sumption 6 does not hold. For a too weak discriminator,
‖g − g∗‖ ≤ δ does not hold when δ is arbitrarily small.
In these cases, the generator does not receive useful gra-
dients from the discriminator to undergo accelerated train-
ing. However, for a sufficiently trained discriminator, i.e.,
‖g − g∗‖ ≤ δ ≤
√
2ζ
L , the adversarial acceleration is guar-
anteed. Notably, the empirical risk and iteration complexity
benefit from this provided the discriminator and the genera-
tor are trained alternatively as typically followed in practice.
Main Results: Sub-Optimality Gap
Here, we analyze the continuous time gradient flow in both
approaches. The sub-optimality gap of generator and dis-
criminator are defined by κ(t) = κ(θ(t)) := l (θ(t))− l (θ∗)
and pi(t) = pi(θ(t)) := g (θ∗) − g (θ(t)), respectively. In
adversarial setting, l(.) is a convex downward and g(.) is a
convex upward function. For clarity, we first analyze the gra-
dient flow in sole supervision using common theoretic tools
and then extend this analysis to adversarial regularization.
Theorem 4. In purely supervised learning, the sub-
optimality gap at the average over all iterates in a trajec-
tory of T time steps is upper bounded by O
(
‖θ(0)−θ∗‖2
2T
)
.
Proof. Refer to Appendix C.
Theorem 5. In supervised learning with adversarial reg-
ularization, the sub-optimality gap at the average over all
iterates in a trajectory of T time steps is upper bounded by
O
(
‖θ(0)− θ∗‖2
2T
− pi
(
1
T
∫ T
0
θ(t)dt
))
.
Proof. Refer to Appendix C.
According to Theorem 4 and 5, the distance to op-
timal solution decreases rapidly in augmented objec-
tive when compared with purely supervised objective.
Since sub-optimality gap is a non-negative quantity and
pi
(
1
T
∫ T
0
θ(t)dt
)
≥ 0, adversarial regularization has a
tighter sub-optimality gap. The tightness is controlled by the
sub-optimality gap of adversary, pi(.) at the average over all
iterates in the same trajectory. It is worth mentioning that the
sub-optimality gap in adversarial regularization is at least as
good as sole supervision which justifies the emprical gain in
practice. Also, these theorems do not require all iterates to
be within the tiny landscape of optimal empirical risk. The
genericness of these theorems provides further evidence of
empirical risk benefits in adversarial regularization.
Main Results: Provable Convergence
This section covers the convergence guarantee of the min-
imax adversarial training under strongly-convex-strongly-
concave and smooth nonconvex-nonconcave criteria. In this
regard, we assume finite α-moment of estimated stochas-
tic gradients as the unbounded variance has a profound im-
pact on optimization process (Lacoste-Julien, Schmidt, and
Bach 2012). At each iteration k = 1, . . . , T , we denote un-
biased stochastic gradient by gk = g(θk) := ∇l(θk, ξ) −
∇g(θk, ξ), where ξ represents stochasticity. Here, we ana-
lyze rates for global clipping. One may wish to analyze this
for coordinate-wise clipping (Zhang et al. 2019b).
Assumption 7. (Existence of α-moment) Suppose we
have access to gradients at each iteration. There exist pos-
itive real numbers α ∈ (1, 2] and G > 0, such that
E [‖g(θ)‖α] ≤ Gα for all θ.
Theorem 6. (Strongly-convex-strongly-concave conver-
gence) Suppose Assumption 7 holds. Let l (θk) , l (θk) −
g (θk) is a µ-strongly convex function. Let {θk} be the se-
quence of iterates obtained using global clipping on SGD
with zero momentum. Define the output to be k-weighted
combination of iterates: θ¯ =
∑T
k=1 kθk−1∑T
k=1 k
. If adaptive clip-
ping τk = Gk
1
αµ
1
α and step size ηk = 52µ(k+1) , then the
output iterate θ¯ satisfies
E
[
l
(
θ¯
)]− l (θ∗) ≤ O (G2 (µ (T + 1)) 2−2αα − (g (θ∗)− E [g (θ¯)])) .
Proof. Refer to Appendix C.
Observe that by eliminating adversary and setting α = 2,
we recover exactly the SGD rate, i.e., O
(
G2
µT
)
(Lacoste-
Julien, Schmidt, and Bach 2012). Thus, adversarial regular-
ization converges in strongly-convex-strongly-concave set-
ting. It is determined by the convergence of the inner maxi-
mization loop in minimax optimization.
Theorem 7. (Nonconvex-nonconcave convergence) Sup-
pose Assumption 3.1 and 3.2 hold. Let l (θk) , l (θk) −
g (θk) is a possible L-smooth function and {θk} be the
sequence of iterates obtained using global clipping on
SGD with zero momentum. Given constant clipping τk =
G (ηkL)
−1
α and constant step size ηk =
(
Rα0 L
2−2α
G2Tα
) 1
3α−2
,
where R0 = l(θ0)− l(θ∗), the sequence {θk} satisfies
1
T
T∑
k=1
E
[
‖∇l (θk−1)‖2
]
≤ O
(
G
2α
3α−2
(
R0L
T
) 2α−2
3α−2
− 1
T
T∑
k=1
E
[
‖∇g(θk−1)‖2
])
.
Proof. Refer to Appendix C.
By setting α = 2 and discarding adversarial acceleration,
we obtain the standard SGD rate, O
(
G√
T
)
. It is important
to heed the fact that adversarial regularization converges un-
der nonconvex-nonconcave criterion as well. To this end,
we have established that augmented objective is guaran-
teed to converge under strongly-convex-strongly-concave
and nonconvex-noncave criteria provided the assumptions
are satisfied. These guarantees provide more insights to
our understanding of adversarial training in practice. While
this paper studies minimax optimization under nonconvex-
smooth settings, it will be interesting to derive convergence
guarantees under nonconvex-nonsmooth setting.
Main Results: Generalization Error
Motivated by the role of over-parametrization in general-
ization (Neyshabur et al. 2017; Nagarajan and Kolter 2017;
Neyshabur et al. 2019), we study the generalization behavior
of adversarial regularization. We use Rademacher complex-
ity to get a bound on generalization error. Since it depends
on hypothesis class, we use a set of restricted parameters of
trained networks to get a tighter bound on generalization.
The restricted set of parameters is defined as
W = {(V,U) |V ∈ Rdy×h, U ∈ Rh×dx , ‖vi‖ ≤ αi,∥∥ui − u0i∥∥ ≤ βi} ,
where i = 1, 2, . . . , h. Here, vi ∈ Rdy and ui ∈ Rdx denote
vector representation of each neuron in the top layer and hid-
den layer, respectively. Thus, the restricted hypothesis class
becomes
FW = {V [Ux]+| (V,U) ∈ W} ,
where [.]+ represents ReLU activation. For any hypothesis
class F , let l o F denote the composition of loss function
and hypothesis class. The following bound holds for any f ∈
FW over m training samples with probability 1− δ.
E(x,y)∼D [l o f ] ≤ 1
m
m∑
i=1
l (f(x); y) + 2RS (l o FW) + 3
√
ln(2/δ)
2m
,
where RS(H) is the Rademacher complexity of a hypothe-
sis classH with respect to training set S.
RS (H) = 1
m
Eξi∈{±1}m
[
sup
f∈H
m∑
i=1
ξif(xi)
]
.
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Figure 1: Comparison of gradients — supervised (sup) and
augmented (aug) — in the hidden layer on MNIST. Adver-
sarial regularization mitigates vanishing gradient issue.
No. of Epochs
S
p
e
c
. 
N
o
rm
 o
f 
G
ra
d
V
2
5No. of Hidden Units: 2
5
No. of Epochs
2
10
10
No. of Hidden Units: 2
Figure 2: Comparison of gradients — supervised (sup) and
augmented (aug) — in the top layer on MNIST. Adversarial
regularization mitigates vanishing gradient issue.
Relative Generalization Error: We define relative gen-
eralization error as
egen,r =
(
E(x,y)∼D [l o f ]− 1
m
m∑
i=1
l (f(x); y)
)
×N∗.
To be consistent with Neyshabur et al. while studying
generalization, we assume l(f(θ;x); y) be a locally K-
Lipschitz function, i.e., given y ∈ Y , ‖∇l(f(θ;x); y)‖ ≤
K, ∀ θ. Using K-Lipschitz property of loss function l in
Lemma 9 of Neyshabur et al., one can easily prove that the
Rademacher complexity of l o FW is bounded as
RS (l o FW)
≤ 2K
√
dy
m
h∑
j=1
αj
(
βj ‖X‖F +
∥∥u0jX∥∥2)
≤ 2K
√
dy√
m
‖α‖2
‖β‖2
√√√√ 1
m
m∑
i=1
‖xi‖22 +
√√√√ 1
m
m∑
i=1
‖U0xi‖22
 .
Adapted to current setting, the generalization error becomes
O
(∥∥U0∥∥
2
‖V ‖F +
∥∥U − U0∥∥
F
‖V ‖F +
√
h
)
.
Next, we empirically verify the required assumptions and
corresponding theoretical results.
5 Experiments
Our experiments aim to answer the following questions1.
1While the preliminary observations are reported in the main
paper, additional experimental results are supplied in the appendix.
Figure 3: Comparison of optimal empirical risk on MNIST.
Adversarial regularization converges faster.
• How does adversarial regularization mitigate vanishing
gradients in the near optimal region?
• How does adversarial regularization accelerate training?
• How does adversarial regularization achieve tighter sub-
optimality gap?
• How does adversarial regularization converge under prac-
tical settings?
Results on MNIST
Figure 1 and 2 provide empirical evidence of the vanishing
gradient issue, and how adversarial regularization helps cir-
cumvent this. In all the experimented architectures, the spec-
tral norm of gradients estimated in purely supervised objec-
tive is smaller than adversarial learning. This is consistent
with the theoretical analyses in Section 4. The main reason
for such non-vanishing gradient is the feedback signal from
discriminator. Further, the rate of convergence is at least as
good as sole supervision, as marked by ? in Figure 1 and 2.
Figure 3 offers experimental support to better empirical
risk in adversarial setting. Here, we observe the significance
of near optimal region, i.e.,  with 32 hidden units. Since the
expressive power of such a network is very small in both ap-
proaches, evidently neither of those meets the convergence
criteria. However, as the capacity increases the supervised
cost, which is common in both approaches, guides them to a
tiny landscape around optimum and thereby, it satisfies the
assumptions of Theorem 1. It is to be noted that the tight-
ness of the reported bounds is asserted in the near optimal
region. This is evident from the stability of the Lipschitz
constant L over iterations as shown in Figure 1 and 2. Under
this circumstance, the optimal empirical risk in augmented
objective can be provably better than sole supervision as pre-
dicted by the proposed theorems. Figure 3 supports this the-
ory as augmented objective consistently achieves better per-
formance either by risk or by rate of convergence for net-
works with sufficient expressive power.
Furthermore, we compare the optimal empirical risk and
iteration complexity with different number of hidden units
in Figure 4. To better interpret the theorems, one can infer
from Figure 4 (a) that the value of  in Theorem 1 is ap-
proximately equal to 0.005. The number of epochs required
to find a first order stationary point in adversarial learning is
always less than or equal to supervised learning, which val-
idates our theorems. The value of  is more relevant to the
present body of analysis as it is a major part of the inverse
mapping in practical scenarios. Moreover, it is not hard to
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Figure 4: Comparison on MNIST. (a) Optimal empirical
risk. (b) Iteration Complexity. Adversarial regularization at-
tains tighter -stationary point at an optimal rate.
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Figure 5: Comparison on CIFAR10. (a) Optimal empirical
risk. (b) Iteration Complexity. Adversarial regularization at-
tains tighter -stationary point at an optimal rate.
estimate δ in some rare occurences where the mapping func-
tion is approximated by the discriminator.
Results on CIFAR10
These theorems also justify the experiments conducted on
CIFAR10 dataset. As shown in Figure 5, supervised learn-
ing with adversarial regularization performs better than sole
supervision both in terms of optimal empirical risk and iter-
ation complexity. Here,  is approximately equal to 0.06.
Results on Generalization Error
The generalization trend in sole supervision is shown in Fig-
ure 6(a) and 6(c). As per equation (4), the combined mea-
sure of Frobenius norm of top layer, i.e., ‖V ‖F and dis-
tance from initialization of hidden layer, i.e.,
∥∥U − U0∥∥
F
explains the generalization gap on MNIST and CIFAR10.
We verify this measure in our experimental setting and
study whether it can explain generalization in adversarial
learning. Note that adversarial learning and sole supervision
share exactly same mapping function (f ), learning algorithm
(SGD+momentum) and empirical data distribution (S). The
generalization bound, therefore, is expected to explain the
generalization error in adversarial learning with expert reg-
ularization. However, as shown in Figure 6(b) and 6(d), this
bound does not fully explain the generalization error ob-
served in adversarial learning.
In Figure 7, we observe that the relative generalization
error of adversarial regularization can be better than sole su-
pervision. This is feasible for a network with sufficient ex-
pressive power to achieve near optimal convergence.
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Figure 6: Generalization error on MNIST and CIFAR10.
Adversarial training requires new generalization bound.
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Figure 7: Relative generalization. (a) MNIST. (b) CIFAR10.
Augmented objective has better relative generalization error.
6 Discussion
In this study, we investigated the reason behind slow conver-
gence of purely supervised learning in near optimal region,
and how adversarial regularization circumvents this issue.
Further, we explored several crucial properties at this junc-
ture of understanding the role of adversarial regularization in
supervised learning. Particularly intriguing was the generic-
ness of these theorems around the central theme. To make
a fair assessment, standard theoretic tools were employed in
all the theorems. From theoretical perspective, the iteration
complexity, gradient flow, provable convergence guarantee,
and the analysis of generalization error provided further in-
sights to the empirical findings of adversarial regularization
as independently reported in previous works.
While these theoretical analyses provided several key in-
sights to better understand the practical success of adversar-
ial regularization, it is far from being conclusive. Moreover,
it paves the way for several open questions: (i) What ex-
plains the generalization behavior in adversarial learning?
(ii) Does adversarial regularization improve sample com-
plexity? In this paper, we do not explain generalization gap
and sample complexity. Nevertheless, it will be interesting
to understand the effect of implicit gradient estimation by
an adversary on these theoretic puzzles.
7 Broader Impact
In this paper, we primarily focused on understanding the
role of adversarial regularization in supervised learning. At
a fundamental level, we provided a theoretical justification
supported by empirical evidence to corroborate commonly
observed phenomena in practice. We believe this work does
not present any foreseable societal consequence.
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Figure 8: Comparison of gradient updates between supervised and augmented objective as observed in the hidden layer on
MNIST.
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Figure 9: Comparison of gradient updates between supervised and augmented objective as observed in the top layer on MNIST.
Appendix
A More Experiments
This section contains additional results and discussion to support the theoretical findings on sole supervision and adversarial
regularization.
Training Details
The majority of the experiments are conducted on two layer neural networks with ReLU activation function. For completeness
however, we experiment with practical neural network architectures. We do not use weight decay, dropout or normalization in
these networks. Experiments are conducted on MNIST and CIFAR10 datasets. We use SGD with momentum 0.9, batch size
64 and fixed learning rate of 0.01 for MNIST and CIFAR10. The convergence criterion is set to be mean square error of 0.001
for MNIST and 0.02 for CIFAR10. We train on both datasets for a maximum of 1000 epochs, or until convergence. In these
settings, 13 architectures with the number of hidden units (h) ranging from 23 to 215 are trained on both datasets. All parameters
are initialized from uniform distribution. The experiments are conducted on a Linux system with 64GB RAM and 2 x V100
gpus using PyTorch library.
Experimental Results
Results on MNIST As shown in Figure 8 and 9, the estimated gradient in SGD+momentum vanishes within the tiny landscape
of optimal empirical risk. Further, the adversarial regularization accelerates gradient updates and attains minimal empirical risk
compared to sole supervision. It is evident from Figure 10 where we observe this particular phenomenon across a wide variety
of architectures. One may argue that the difference in empirical risk is minimal. However, it is always better to discover a
first order stationary point relatively faster without having to loose any risk benefits. From another perspective, the notion of
multiple critical points in deep neural networks acts in favor of adversarial learning that allows faster convergence. It seems to
us as an interesting line of future work.
Results on CIFAR10 Similar to MNIST, we also observe vanishing gradient issue on CIFAR10, which is shown in Fig-
ure 11 and 12. Figure 13 illustrates how model capacity correlates with empirical risk and thereby, satisfies the assumption of
Theorem 1. Across a wide variety of architectures, observe that supervised learning with adversarial regularization can be bet-
ter than sole supervision both in terms of optimal empirical risk and iteration complexity as predicted by our theory. As shown
in Figure 13, though both methods start with almost same initial empirical risk, augmented objective traverses through a shorter
path and attains minimal risk upon convergence. The slight difference in error at the begining is mainly due to adversarial
acceleration in the first step itself.
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Figure 10: Comparison of optimal empirical risk on MNIST.
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Figure 11: Comparison of gradient updates between supervised and augmented objective as observed in the hidden layer on
CIFAR10.
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Figure 12: Comparison of gradient updates between supervised and augmented objective as observed in the top layer on
CIFAR10.
Results on Various Networks To study the impact of these findings on more realistic scenarios, we experiment on various
network configurations. As shown in Figure 14 and 15, the issue of vanishing gradient is persistent across these experimented
configurations. Furthermore, the discussion on adversarial acceleration is also supported by Figure 16. In addition, Table 1
shows that the proposed hypothesis: adversarial regularization achieves tighter -stationary point at an optimal rate holds under
practical circumstances. More specifically, we observe accelerated gradient updates not only in two layer ReLU networks, but
also in deep MLP with exponential linear activations, convolution layers, skip connections, dense connections, L1 regularized
networks, and L2 regularized networks. Thus, augmented objective owes its performance benefits to adversarial learning at a
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Figure 13: Comparison of optimal empirical risk on CIFAR10.
Table 1: Hypothesis Testing on Various Network Configurations
Architecture No. Layer Activation No. ResBlock No. DenseBlock No. EpochSup
No. Epoch
Aug Hypothesis
MLP-Deep 6 ELU 2 0 391 55 X
CNN-ResNet 6 ReLU 2 0 215 41 X
CNN-DenseNet 6 ReLU 2 1 163 39 X
CNN-DenseNet-L1 6 ReLU 2 1 1000 39 X
CNN-DenseNet-L2 6 ReLU 2 1 155 39 X
CNN-ResNet-AvgPool 6 ReLU 2 0 109 29 X
fundamental level.
B Omitted Main Results: Neural Topology
Implementation Details
In neural topology, we analyze the geometry of neurons present in the hidden and the top layer. Here, three different architectures
with 213, 214 and 215 hidden units are used to ensure sufficient expressive power. The core of our visualization is neural
interaction which is modelled by Affinity Propagation (AP) (Frey and Dueck 2006, 2007). Since each model has large number
of neurons in the hidden layer, we restrict our topological analysis to a fixed subset of 2048 neurons. Due to extreme time and
space complexity in AP, we first reduce the dimension of neurons in the hidden layer from Rdx (here, dx = 784) to R10 using
PCA and thereafter, to R2 using t-SNE (Maaten and Hinton 2008). In case of top layer, we directly apply t-SNE to map neurons
in Rdy to R2 (here, dy = 10). Note that the absolute units of x and y axes are not important in these neural topology diagrams.
NTA on MNIST
In the experiments with 214 hidden units, we observe emergence of evolutionary patterns in adversarial framework. As shown
in Figure 17, even though both systems are initialized with similar topology in weight space, the final topology in regularized
adversarial learning changes drastically. It is quite apparent from Figure 17(d), both in the hidden and the top layers, that
adversarially learned weights lie on a different geometrical surface compared to sole supervision. Particularly intriguing is
the self-organization tendency of these artificial neurons in a topological sense (Kohonen 1990). We observe this sparse self-
organization behavior on a wide variety of architectures. In all these configurations, adversarial learning tries to exploit sparsity
in data to reorganize neurons in neural embedded vector space.
In Figure 18 and 19, we also observe this drastic change in neural topology from initiation. The arguments are still supported
in another architecture with 215 hidden units on MNIST (Figure 18 and 19). Adversarial regularization exploits sparsity in data
distribution and neural embedded topological vector space, provided it exists. This suggests participation of a smaller subset
of neurons in achieving desired task. Vanishing gradient phenomenon, which we observed in both the layers, adds on to the
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Figure 14: Comparison of gradient updates between supervised and augmented objective as observed in the first layer on
MNIST. (a) Multi-Layer Perceptron. (b) Exponential Activation. (c) Residual Network. (d) Dense Network.
explanation of lacking evolutionary patterns in sole supervision. Figure 20 and 21 illustrate similar observations with 213 hidden
units on MNIST.
Further, we study the neural topology of other fixed subsets of neurons in a network with 213 hidden units as shown in
Figure 22 and 23. In this analysis, we focus on 4 subsets of 2048 neurons each sequentially. Since we repeatedly observe new
patterns even with random seeds, it ensures that the geometry of neural embedded vector space has indeed changed drastically.
Also, we analyze the topology of a randomly selected subset of 2048 neurons with 213 hidden units. As shown in Figure 24, the
final topology in adversarial learning does lie on a different manifold as compared to sole supervision. In addition, Figure 25
shows emergence of global pattern in adversarial learning due to more local interaction (Turing 1952).
Perturbation Sensitivity In Figure 26 and 27, we investigate the sensitivity of the topological diagrams to local perturbation.
The perturbation model considered here follows Gaussian distribution with mean and standard deviation same as that of the
fully trained weights. Here, the percentage perturbation corresponds to the fraction of the total energy in the weight vectors.
For conciseness, we study sensitivity in the top layer on MNIST with 213 hidden nodes. As shown in Figure 26 and 27, the
final topology retains sparse representation with low and moderate level Gaussian perturbation. However, we observe slight
reduction of sparsity with extreme perturbation as shown in Figure 27. These experimental results indicate that the sparse
nature of neural anatomy in augmented objective is not due to minor deviations from the neural anatomy of sole supervision.
Thus, there is a significant difference between the final topology of adversarial regularization and sole supervision in the neural
embedded vector space.
NTA on Over-Parameterization
It is well known that highly over-parameterized deep neural networks sprinkle the corresponding parametric space with lots of
good solutions. However, it is not fully understood how to reduce this dependency on over-parameterization while still achieve
required performance. In this paper, we illustrate this phenomenon using topological diagrams of fully trained networks. The
fact that all neurons in the weight space do not contribute equally to the main task highlights the existence of redundant neurons
in over-parameterized networks — though in a positive sense.
In Figure 28, we study the neural topology of a network which is trained on randomly labelled pairs of MNIST dataset. With
213 nodes in hidden layer, the augmented objective converges to 0.004 MSE after 1000 epochs. It is interesting to observe these
patterns even when trained on a randomly labelled dataset. This purportedly implies that adversarial training is the predominant
source that constitutes the basis of such pattern formation.
NTA on FashionMNIST
Additionally, the experiments on FashionMNIST demonstrate similar pattern formation on three different subsets as shown in
Figure 29 and 30.
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Figure 15: Comparison of gradient updates between supervised and augmented objective as observed in the last layer on
MNIST. (a) Multi-Layer Perceptron. (b) Exponential Activation. (c) Residual Network. (d) Dense Network.
Neural Anatomy
Since we believe all neurons lie on a common manifold due to single channel representation of input data, it makes more sense
to study their topology on single channel datasets, such as MNIST and FashionMNIST. However, there are several potential
improvements and extensions to the present account of neural topology analysis. A particularly interesting research direction
would be to design an experiment for multi-channel dataset, such as SVHN and CIFAR10. We believe that studying channel
specific topology might give insights to design better architectures. Also, it is worth unveiling whether there exist such patterns
in convolutional neural networks.
An interesting observation in most of these diagrams is the emergence of animal shaped patterns with central and assistant
nervous systems. Turing’s theory predicted that the emergence of patterns on the skin of an animal is due to chemical substances,
called morphogens reacting together and diffusing through tissues (Turing 1952). In the context of morhphogenesis, while one
reaction favors the growth of patterns, another tries to prohibit it. In the nascent state of understanding, this forms the chemical
basis of morphogenesis. To our surprise, the adversarial game between generator and discriminator also forms a similar basis
for the evolutionary pattern formation in neural topology, suggesting further research in this direction might prove beneficial.
The neural topology in adversarial regularization has essentially two components: a central nervous system/dense branch and
an assistant nervous system/narrow branch. The resemblance of dense branch with neural topology diagram in sole supervision
suggests that adversarial learning somehow exploits sparsity in over-parameterized neural networks. Furthermore, it provides
accelerated gradients in the optimization process. As it turns out, adversarial learning depends upon a very few primary process-
ing elements to efficiently perform the same task. It is however unclear at the moment the exact role of each of these individual
branches. It makes one wonder whether local neural interaction, which is believed to be the primary cause of such evolutionary
patterns, can help in reasoning, interpretability and designing efficient architectures upon further investigation.
To our knowledge, one can not at present hope to make progress in understanding the electrical, chemical and mechanical
properties of neurons in the fabric of space and time that influence the emergence of evolutionary patterns. It is hoped, however,
that the simplified architectures retained for discussion are those of greatest importance at this juncture. Thus, the present
account of the problem is vastly a simplification and an idealization of actual neural anatomy. It is intended to bridge the gap
between chemical basis of morphogenesis and an equivalent mathematical basis of neural topology.
C Technical Proofs
Proof of Theorem 2
We parameterize the path between θk and θk+1 as following:
γ(t) = tθk+1 + (1− t)θk∀t ∈ [0, 1]. (4)
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Figure 16: Comparison of optimal empirical risk on MNIST. (a) Multi-Layer Perceptron. (b) Exponential Activation. (c) Resid-
ual Network. (d) Dense Network.
By fixed step gradient descent, the iterate θk+1 = θk − hk∇l(θk). Using Taylor’s expansion,
l (θk+1) = l (θk) +∇l (θk) (θk+1 − θk) + 1
2
(θk+1 − θk)T ∇2l (θk) (θk+1 − θk)
= l (θk)− hk ‖∇l (θk)‖2 + 1
2
(θk+1 − θk)T ∇2l (θk) (θk+1 − θk) , (∵ θk+1 − θk = −hk∇l(θk)) .
(5)
Using Cauchy-Schwarz inequality and integrating over parameterized curve γ(t),
l (θk+1) ≤ l (θk)− hk ‖∇l (θk)‖2 + 1
2
‖(θk+1 − θk)‖
∥∥∇2l (θk) (θk+1 − θk)∥∥
≤ l (θk)− hk ‖∇l (θk)‖2 + 1
2
‖(θk+1 − θk)‖2
∫ 1
0
∥∥∇2l (γ(t))∥∥ dt. (6)
We know by Assumption 5 ∥∥∇2l (θ)∥∥ ≤ L0 + L1 ‖∇l (θ)‖ . (7)
Then using descent rule and arguments of Theorem 1, we obtain the following inequality:
l (θk+1) ≤ l (θk)− hk ‖∇l (θk)‖2 + h
2
k ‖∇l (θk)‖2
2
∫ 1
0
(L0 + L1 ‖∇l (γ(t))‖) dt
≤ l (θk)− hk ‖∇l (θk)‖2 + h
2
k ‖∇l (θk)‖2
2
∫ 1
0
(
L0 + L1L
2β
)
dt
≤ l (θk)− hk ‖∇l (θk)‖2 +
h2k ‖∇l (θk)‖2
(
L0 + L1L
2β
)
2
.
(8)
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Figure 17: NTA in hidden layer (left) and top layer (right). (a) Initial and (b) final topology in supervised learning. (c) Initial
and (d) final topology in adversarial learning.
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Figure 18: NTA in the hidden layer with 215 hidden units. (a) Initial and (b) final topology in supervised learning. (c) Initial
and (d) final topology in adversarial learning.
Let us choose hk = 1L0+L1L2β . Now,
l (θk+1) ≤ l (θk)− hk ‖∇l (θk)‖
2
2
≤ l (θk)− ‖∇l (θk)‖
2
2 (L0 + L1λM)
.
(9)
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Figure 19: NTA in the top layer with 215 hidden units. (a) Initial and (b) final topology in supervised learning. (c) Initial and
(d) final topology in adversarial learning.
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Figure 20: NTA in the hidden layer with 213 hidden units. (a) Initial and (b) final topology in supervised learning. (c) Initial
and (d) final topology in adversarial learning.
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Figure 21: NTA in the top layer with 213 hidden units. (a) Initial and (b) final topology in supervised learning. (c) Initial and
(d) final topology in adversarial learning.
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Figure 22: NTA in the hidden layer with 213 hidden units. (a) First subset (0-2048) (b) Second subset (2048-4096) (c) Third
subset (4096-6144) (d) Fourth subset (6144-8192) final topology in adversarial learning.
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Figure 23: NTA in the top layer with 213 hidden units. (a) First subset (0-2048) (b) Second subset (2048-4096) (c) Third subset
(4096-6144) (d) Fourth subset (6144-8192) final topology in adversarial learning.
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Figure 24: NTA of a random subset of 2048 neurons with 213 hidden units.(a) Hidden and (b) top layer topology in supervised
learning. (c) Hidden and (d) top layer topology in adversarial learning.
(a) (b)
(d)(c)
Figure 25: NTA of all 213 hidden units.(a) Hidden and (b) top layer final topology in supervised learning. (c) Hidden and (d)
top layer final topology in adversarial learning.
Assume that it takes T iterations to reach -stationary point, i.e.,  ≤ ‖∇l (θk)‖ for k ≤ T . By a telescopic sum over k,
T−1∑
k=0
l (θk+1)− l (θk) ≤ −T
2
2 (L0 + L1λM)
=⇒ T ≤ 2 (l(θ0)− l
∗)
(
L0 + L1L
2β
)
2
.
(10)
Therefore, we get
sup
θ0∈{Rh×dx ,Rdy×h},l∈L
T (Ah [l, θ0] , l) = O
(
(l(θ0)− l∗)
(
L0 + L1L
2β
)
2
)
(11)
which finishes the proof. 
Proof of Corollary 1
Using the arguments made in the proof of Theorem 2 and first-order Taylor’s expansion, we get
l (θk+1) = l (θk)− hk ‖∇l (θk)‖2
≤ l (θk)− hk2.
(12)
By telescopic sum,
T−1∑
k=0
l (θk+1)− l (θk) ≤ −Thk2
=⇒ T ≤ (l (θ0)− l
∗)
hk2
.
(13)
So,
sup
θ0∈{Rh×dx ,Rdy×h},l∈L
T (Ah [l, θ0] , l) = O
(
(l (θ0)− l∗)
h2
)
(14)
which finishes the proof. 
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Figure 26: NTA in the top layer with 213 hidden units. Comparison of sensitivity to low level Gaussian perturbation. Final
topology in supervised learning (left) and adversarial learning (right).
Proof of Theorem 3
Recall that the target function l(θ) remains identical in both settings except for additional cost of discriminator over generator
in augmented objective. In this setting, the parameters are updated as
θk+1 = θk − hk∇ (l (θk)− g (ψ; f (θk;x))) . (15)
Using Taylor’s expansion, the triangle and Cauchy-Schwarz inequality as in Appendix C, we obtain
l (θk+1) ≤ l (θk)− hk ‖∇l (θk)‖2 − hk ‖∇l (θk)‖ ‖∇g (ψ; f (θk;x))‖+ h
2
k ‖∇ (l (θk)− g (ψ; f (θk;x)))‖2
2
∫ 1
0
∥∥∇2l(γ(t))∥∥ dt.
(16)
By Assumption 5 and 6,
l (θk+1) ≤ l (θk)− hk ‖∇l (θk)‖2 − hk ‖∇l (θk)‖ ζ + h
2
k ‖∇l (θk)−∇g (ψ; f (θk;x))‖2
2
∫ 1
0
(L0 + L1 ‖∇l(γ(t))‖) dt.
(17)
Upon simplification using arguments of Appendix C and applying Minkowski’s inequality,
l (θk+1) ≤ l (θk)− hk ‖∇l (θk)‖2 − hk ‖∇l (θk)‖ ζ +
h2k
(
‖∇l (θk)‖2 + ‖∇g (ψ; f (θk;x))‖2
)
2
(L0 + L1λM) .
(18)
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Figure 27: NTA in the top layer with 213 hidden units. Comparison of sensitivity to moderate and extreme level Gaussian
perturbation. Final topology in supervised learning (left) and adversarial learning (right).
Using hk = 1L0+L1L2β , we get
l (θk+1) ≤ l (θk)− hk ‖∇l (θk)‖
2
2
− hk ‖∇l (θk)‖ ζ + hk ‖∇g (ψ; f (θk;x))‖
2
2
≤ l (θk)− hk ‖∇l (θk)‖
2
2
− hk ‖∇l (θk)‖ ζ + hkL
2δ2
2
, (from Lemma 2).
(19)
Assuming T iterations to reach -stationary point, i.e.,  ≤ ‖∇l (θk)‖ for k ≤ T . By a telescopic sum over k,
T−1∑
k=0
l (θk+1)− l (θk) ≤
−T (2 + 2ζ − L2δ2)
2 (L0 + L1L2β)
=⇒ T ≤ 2 (l(θ0)− l
∗)
(
L0 + L1L
2β
)
2 + 2ζ − L2δ2 .
(20)
Therefore, we obtain
sup
θ0∈{Rh×dx ,Rdy×h},l∈L
T (Ah [l, θ0] , l) = O
(
(l(θ0)− l∗) (L0 + L1λM)
2 + 2ζ − δ2M2
)
(21)
which finishes the proof. 
Figure 28: NTA in adversarial learning with 213 hidden units. Initial and final topology in hidden layer (first row) and top layer
(second row).
Proof of Corollary 2
Using the arguments made in the proof of Theorem 3 and first-order Taylor’s approximation, we get
l (θk+1) = l (θk)− hk ‖∇l (θk)‖2 − hk ‖∇l (θk)‖ ‖∇g (ψ; f (θk;x))‖
≤ l (θk)− hk2 − hkζ.
(22)
By telescopic sum,
T−1∑
k=0
l (θk+1)− l (θk) ≤ −Thk2 − Thkζ
=⇒ T ≤ (l (θ0)− l
∗)
hk2 + hkζ
.
(23)
Therefore,
sup
θ0∈{Rh×dx ,Rdy×h},l∈L
T (Ah [l, θ0] , l) = O
(
(l (θ0)− l∗)
h2 + hζ
)
(24)
which finishes the proof. 
Proof of Theorem 4
In sole supervision, the parameters are updated by dθ(t)dt = −∇l(θ(t)). We define distance to optimal solution as r2(t) =
1
2 ‖θ(t)− θ∗‖2. Now differentiating both sides, we get
dr2(t)
dt
=
〈
dθ(t)
dt
, θ(t)− θ∗
〉
= 〈−∇l(θ(t)), θ(t)− θ∗〉 .
(25)
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Figure 29: NTA in the hidden layer with 213 hidden units on FashionMNIST. (a) First subset (0-2048) (b) Second subset
(2048-4096) (c) Third subset (4096-6144) initial (left) and final (right) topology in adversarial learning.
Using convexity and integrating over all iterates in a trajectory of T time steps,
1
T
∫ T
0
dr2(t)
dt
dt ≤ 1
T
∫ T
0
−κ(t)dt
=⇒ 1
T
(
r2(T )− r2(0)) ≤ − 1
T
∫ T
0
κ(t)dt
=⇒ 1
T
∫ T
0
κ(θ(t))dt ≤ r
2(0)
T
.
(26)
By Jensen’s inequality,
κ
(
1
T
∫ T
0
θ(t)dt
)
≤ 1
T
∫ T
0
κ(θ(t))dt. (27)
Therefore, κ
(
1
T
∫ T
0
θ(t)dt
)
= O
(
‖θ(0)−θ∗‖2
2T
)
which finishes the proof. 
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Figure 30: NTA in the top layer with 213 hidden units on FashionMNIST. (a) First subset (0-2048) (b) Second subset (2048-
4096) (c) Third subset (4096-6144) initial (left) and final (right) topology in adversarial learning.
Proof of Theorem 5
In supervised learning with adversarial regularization, the parameters are updated by dθ(t)dt = −∇l(θ(t)) + ∇g(θ(t)). Using
arguments of Appendix C, we obtain
dr2(t)
dt
= 〈−∇l(θ(t)), θ(t)− θ∗〉+ 〈∇g(θ(t)), θ(t)− θ∗〉 . (28)
Since l(.) is a convex downward and g(.) is a convex upward function, we get
1
T
∫ T
0
dr2(t)
dt
dt ≤ − 1
T
∫ T
0
κ(t)dt− 1
T
∫ T
0
pi(t)dt
=⇒ 1
T
(
r2(T )− r2(0)) ≤ − 1
T
∫ T
0
κ(t)dt− 1
T
∫ T
0
pi(t)dt
=⇒ 1
T
∫ T
0
κ(θ(t))dt ≤ r
2(0)
T
− 1
T
∫ T
0
pi(θ(t))dt.
(29)
Now, using Jensen’s inequality on both κ(.) and pi(.)
κ
(
1
T
∫ T
0
θ(t)dt
)
= O
(
‖θ(0)− θ∗‖2
2T
− pi
(
1
T
∫ T
0
θ(t)dt
))
(30)
which finishes the proof. 
Proof of Theorem 6
For simplicity, let us denote the bias bk = E [gˆk]−∇l(θk).
‖θk − θ∗‖2 = ‖θk−1 − ηkgˆk−1 − θ∗‖2
= ‖θk−1 − θ∗‖2 − 2ηk〈θk−1 − θ∗, gˆk−1〉+ η2k ‖gˆk−1‖2
= ‖θk−1 − θ∗‖2 − 2ηk〈θk−1 − θ∗,∇l(θk−1)〉 − 2ηk〈θk−1 − θ∗, bk−1〉+ η2k ‖gˆk−1‖2
≤ ‖θk−1 − θ∗‖2 − 2ηk〈θk−1 − θ∗,∇l(θk−1)〉+ 2ηk ‖θk−1 − θ∗‖ ‖bk−1‖︸ ︷︷ ︸
By Cauchy-Schwarz inequality
+ η2k ‖gˆk−1‖2
≤ ‖θk−1 − θ∗‖2 − 2ηk〈θk−1 − θ∗,∇l(θk−1)〉+ ηk
(
‖θk−1 − θ∗‖2 + ‖bk−1‖2
)
︸ ︷︷ ︸
By AM-GM inequality
+ η2k ‖gˆk−1‖2
(31)
By µ-strong convexity, it is required that there exist positive constants µ such that for all (x, y), l(y) ≥ l(x) + 〈y−x,∇l(x)〉+
µ
2 ‖y − x‖2. Using strong-convexity at θk−1 and θ∗, we get
‖θk − θ∗‖2 ≤ ‖θk−1 − θ∗‖2 − 2ηk (l(θk−1)− l(θ∗))− ηkµ ‖θk−1 − θ∗‖2 + ηk
(
‖θk−1 − θ∗‖2 + ‖bk−1‖2
)
+ η2k ‖gˆk−1‖2
≤ ‖θk−1 − θ∗‖2 (1− ηkµ+ ηk)− 2ηk (l(θk−1)− l(θ∗)) + ηk ‖bk−1‖2 + η2k ‖gˆk−1‖2 .
(32)
Lemma 3. Suppose Assumption 7 holds for any g(θ) and α ∈ (1, 2]. With global clipping parameter τ ≥ 0, the variance
and bias of the estimator gˆ are upper bounded as:
E
[
‖gˆ(θ)‖2
]
≤ Gατ2−αand ‖E [gˆ(θ)]−∇l(θ) +∇g(θ)‖2 ≤ G2ατ2−2α. (33)
One can easily prove this using Lemma 2 of (Zhang et al. 2019b). Upon rearranging, taking expectation of both sides, and
using Lemma 3,
E [l(θk−1)]− l(θ∗) ≤ E
[(
η−1k − µ+ 1
2
)
‖θk−1 − θ∗‖2 − η
−1
k
2
‖θk − θ∗‖2
]
+
1
2
G2ατ2−2α +
ηk
2
Gατ2−α. (34)
Let us choose η
−1
k −µ+1
2 = k − 1 and
η−1k
2 = k + 1. After simplification, ηk =
5
2µ(k+1) . Now, substitute τk = Gk
1
αµ
1
α ,
ηk =
5
2µ(k+1) and multiply k both sides. Thus,
kE [l(θk−1)]− kl(θ∗) ≤ E
[
k(k − 1) ‖θk−1 − θ∗‖2 − k(k + 1) ‖θk − θ∗‖2
]
+
G2k
2−α
α µ
2−2α
α
2
[
5
2
(
k
k + 1
)
+ 1
]
. (35)
Since kk+1 < 1 for k = 1, . . . , T , we get
kE [l(θk−1)]− kl(θ∗) ≤ E
[
k(k − 1) ‖θk−1 − θ∗‖2 − k(k + 1) ‖θk − θ∗‖2
]
+
7G2k
2−α
α µ
2−2α
α
4
. (36)
Taking telescopic sum over k = 1, . . . , T , we obtain
T∑
k=1
kE [l(θk−1)]− l(θ∗)
T∑
k=1
k ≤ E
[
−T (T + 1) ‖θT − θ∗‖2
]
+
7G2µ
2−2α
α
4
T∑
k=1
k
2−α
α . (37)
Using
∑T
k=1 k
2−α
α ≤ ∫ T+1
0
k
2−α
α dk ≤ (T + 1) 2α ,
T∑
k=1
kE [l(θk−1)]− l(θ∗)T (T + 1)
2
≤ 7G
2µ
2−2α
α
4
(T + 1)
2
α . (38)
Now, dividing both sides by T (T+1)2 and using T
−1 ≤ 2(T + 1)−1 for T ≥ 1,∑T
k=1 kE [l(θk−1)]∑T
k=1 k
− l(θ∗) ≤ 7G2µ 2−2αα (T + 1) 2−2αα . (39)
By Jensen’s inequality,
E
[
l
(∑T
k=1 kθk−1∑T
k=1 k
)]
− l(θ∗) ≤ O
(
G2 (µ(T + 1))
2−2α
α
)
(40)
Substituting l (θ) = l (θ)− g (θ), we get
E
[
l
(
θ¯
)]− l(θ∗) ≤ O (G2 (µ(T + 1)) 2−2αα − (g (θ∗)− E [g (θ¯)])) , (41)
which finishes the proof. 
Proof of Theorem 7
The notations of l and bk follow from Appendix C. Using L-smooth property of l, we get
l (θk) ≤ l (θk−1) + 〈∇l (θk−1) , θk − θk−1〉+ L
2
‖θk − θk−1‖2
≤ l (θk−1) + 〈∇l (θk−1) ,−ηkgˆk−1〉+ η
2
kL
2
‖gˆk−1‖2
≤ l (θk−1)− ηk| ‖∇l(θk−1)‖2 − ηk〈∇l(θk−1), bk−1〉+ η
2
kL
2
‖gˆk−1‖2
≤ l (θk−1)− ηk| ‖∇l(θk−1)‖2 + ηk ‖∇l(θk−1)‖ ‖bk−1‖︸ ︷︷ ︸
By Cauchy-Schwarz inequality
+
η2kL
2
‖gˆk−1‖2
≤ l (θk−1)− ηk| ‖∇l(θk−1)‖2 + ηk
2
(
‖∇l(θk−1)‖2 + ‖ bk−1‖2
)
︸ ︷︷ ︸
By AM-GM inequality
+
η2kL
2
‖gˆk−1‖2
(42)
Taking expectation of both sides,
E [l(θk)− l(θk−1)] ≤ E
[−ηk
2
‖∇l(θk−1)‖2
]
+
ηk
2
G2ατ2−2α +
η2kL
2
Gατ2−α. (43)
Upon rearranging and taking telescopic sum over k = 1, . . . , T , we obtain
1
T
T∑
k=1
E
[
‖∇l(θk−1)‖2
]
≤ 2η
−1
k
2
(l(θ0)− l(θ∗)) +G2ατ2−2α + ηkLGατ2−α. (44)
By choosing τ = G (ηkL)
−1
α ,
1
T
T∑
k=1
E
[
‖∇l(θk−1)‖2
]
≤ 2η
−1
k R0
T
+ 2G2 (ηkL)
2α−2
α . (45)
Let us choose ηk =
(
Rα0 L
2−2α
G2Tα
) 1
3α−2
. Thus,
1
T
T∑
k=1
E
[
‖∇l(θk−1)‖2
]
≤ 4G 2α3α−2
(
R0L
T
) 2α−2
3α−2
(46)
Now, substituting l(θ) = l(θ)− g(θ), we get
1
T
T∑
k=1
E
[
‖∇l(θk−1)‖2 + ‖∇g(θk−1)‖2 − 2〈∇l(θk−1),∇g(θk−1)〉
]
≤ 4G 2α3α−2
(
R0L
T
) 2α−2
3α−2
. (47)
Since the gradients received from l(θ) and g(θ) are negatively correlated at any instant during the optimization process, the
above expression simplifies to
1
T
T∑
k=1
E
[
‖∇l(θk−1)‖2 + ‖∇g(θk−1)‖2 + 2 ‖∇l(θk−1)‖ ‖∇g(θk−1)‖
]
≤ 4G 2α3α−2
(
R0L
T
) 2α−2
3α−2
. (48)
Therefore,
1
T
T∑
k=1
E
[
‖∇l(θk−1)‖2
]
+
1
T
T∑
k=1
E
[
‖∇g(θk−1)‖2
]
≤ 4G 2α3α−2
(
R0L
T
) 2α−2
3α−2
. (49)
Upon simplification,
1
T
T∑
k=1
E
[
‖∇l(θk−1)‖2
]
≤ O
(
G
2α
3α−2
(
R0L
T
) 2α−2
3α−2
− 1
T
T∑
k=1
E
[
‖∇g(θk−1)‖2
])
(50)
which finishes the proof. 
