Abstract. We obtain some existence theorems for periodic solutions to several linear equations involving fractional Laplacian. We also prove that the lower bound of all periods for semilinear elliptic equations involving fractional Laplacian is not larger than some exact positive constant. Hamiltonian identity, Modica-type inequalities and an estimate of the energy for periodic solutions are also established.
Introduction
We first consider the following linear problem involving fractional Laplacian
where k, g are periodic functions with the same period T and k is bounded in R. Here (−∂ xx ) s , s ∈ (0, 1), denotes the usual fractional Laplace operator, a Fourier multiplier of symbol |ξ| 2s .
The fractional Laplace operator (−∆)
s can be defined as a Dirichletto-Neumann map for a so-called s-harmonic extension problem (see [5] ). Given a function φ(x), the solution Φ(x, y) of the following problem div(y a ∇Φ) = 0 in R , and C n,s is the constant which makes R n p s (x, y)dx = 1. Caffarelli and Silvestre in [5] proved that
+ , where ∂Φ ∂ν a := − lim y↓0 y a ∂Φ ∂y .
From (2) and the formula of s-Poisson kernel, we can easily deduce that the s-harmonic extension Ext(u)(x, y) of an odd (resp. even) periodic function u(x)(x ∈ R) is also odd (resp. even) and periodic with respect to the variable x with the same period as of u.
We will first establish several existence theorems of periodic solutions to linear problems relevant to (1) .
We also consider the following semilinear equation
Here the function F is a smooth double-well potential with wells at +1 and −1, namely, it satisfies
We also assume that F is nondecreasing in (−1, 0) and nonincreasing in (0, 1).
periodic problem admits nonconstant minimizer for any L > L 0 . Existence of periodic solutions to so-called pesudo-relativistic Schrödinger equations are also established in [2] and [3] .
We will obtain an exact upper bound value of T 0 by using Hopf bifurcation theory in section 3. Hamiltonian identity and Modica-type inequalities for periodic solutions of (3) will also be established in section 4. Finally in section 5 we will improve the estimate of the energy of periodic solutions to (3) in [9] . which yields the above desired inequality (8) . Therefore the trace operator is well defined.
Hence we have proved claim (7) . From now on, we denote the s-harmonic extension Ext(u) of u as U for simplicity of notation.
Set
We denote
Clearly we see that B µ (U, V ) = B µ (V, U), and there exists γ ≥ 0 such that
admits a unique weak periodic solution u := L −1
T . Moreover, the following estimate holds
Proof. We apply Riesz Representation Theorem to find a unique solution U ∈ H T of
. Consequently U(x, y) is the unique weak periodic solution (periodic with respect to the variable x) of
+ , which means that u(x) = U(x, 0) is the unique periodic solution of (9) . By (6)- (7), we have
We shall show the following Fredholm alternative. 
T , there exists a unique weak periodic solution u of Lu = g.
or else (ii)there exists a weak solution u ≡ 0 of
Furthermore, should (ii) hold, the dimension of the subspace N ⊂ L 2 T of weak solutions of (11) is finite. Finally, (10) has a weak solution if and only if g, v = 0, ∀v ∈ N .
Proof. Observe that (10) is equivalent to the problem
This equation can be written as 
has a unique solution u or else (ii) the equation
has nonzero solutions. Should assertion (i) hold, then u is the unique weak solution of (10). On the other hand, should assertion (ii) be valid, then necessarily γ = 0 and it is well known that the dimension of the space N of the solutions is finite. We check that (14) holds if and only if u is a weak solution of (11) .
Finally, we recall (13) has a solution if and only if
Therefore (10) has a weak solution if and only if g, v = 0 for any v ∈ N .
We now state the result regarding the associated eigenvalue problem. (
, the values of a nondecreasing sequence with λ j → +∞.
Proof. From Theorem 2.1 we know that (15) admits weak solutions for each g ∈ L
2
T when λ ≤ −γ. Hence we only need to consider λ > −γ. Assume also with no loss of generality that γ > 0.
According to the Fredholm alternative, (15) has a unique weak solution for each g ∈ L
T if and only if u ≡ 0 is the only weak solution of the homogeneous problem Lu = λu. This is in turn true if and only if u ≡ 0 is the only weak solution of
This holds exactly when
where, as in the proof of Theorem 2.2, we have set Au = γL
T is a bounded, linear compact operator. Now if u ≡ 0 is the only solution of (16), we know that γ γ + λ is not an eigenvalue of A.
Consequently we see (15) has a unique weak solution for each g ∈ L 2 T if and only if (17) holds.
In view of the collection of all eigenvalues of A, we know that it either comprises of a finite set or it only has an accumulative point zero. In the second case we see, according to (16) and the fact λ > −γ, that (15) has a unique weak solution for all g ∈ L Similar existence theorems can be found in [8] for Dirichlet boundary value problem in the standard Laplacian case.
lower bound of periods
The authors and Zhang in [9] obtained the existence of periodic solutions with any period T > T 0 to (3). However, the optimal value of T 0 was not determined in [9] . Denote T 0 := inf{T : (3) has periodic solutions with period T }, we will prove that T 0 ≤ 2π × λ 2 −F ′′ (0) 1 2s in this section by using Hopf bifurcation theory. Here λ 2 > 0 is the second eigenvalue of the following eigenvalue problem
We know that its first eigenvalue is zero and corresponding eigenfunctions are any constant-value functions. The eigenfunctions correspond to the other eigenvalues must change sign at least once in one period. So we may suppose that ϕ(0) = 0 in (18). The following lemma shows the simplicity property of all eigenvalues of (18).
Lemma 3.1. All nonzero eigenvalues of (18) are
. Moreover, they are all simple and the space of eigenfunctions of λ m+1 is span{ϕ m+1 (x)} = R sin(mx).
Proof. Suppose J α (y) and I α (y) are the second and first modified Bessel functions respectively, namely they are two linearly independent solutions to the modified Bessel's equation
It is well-known that
when α is not an integer. For m ∈ N, we set
where the parameters γ and µ will be determined later. Elementary computation shows that
We set γ = . Hence we can obtain J m (0) = 1, provided that the parameter µ be chosen as
. From (19)-(21), for any positive integer m, we can verify that the following limit exists and we denote it as
It can be calculate that
where
. Here we have used the fact s ∈ (0, 1). Hence
We want to point out that for the particular case s = Now we define
This and (18) give that Hence all non-zero eigenvalues of (18) are exactly λ m+1 (m = 1, 2, · · · ) and they are all simple. In fact, the space of eigenfunctions of the (m + 1)-eigenvalue λ m+1 is span{ϕ m+1 (x)} = R sin(mx), recalling that ϕ m+1 (0) = 0.
Similar arguements also lead to the following general proposition about eigenvalues and eigenfunctions for Schrodinger type operators involving fractional Laplacians. In particular, if λ m is simple, then λ s,m is simple.
Next we shall study the periodic solution of the nonlinear problem.
Theorem 3.2. Assume that F satisfies conditions (4)- (5) and
For simplicity, we write this equation as
We want to prove that (25) admits periodic solutions with period 2π for λ > λ 2 . If this is done, then we obtain periodic solutions of (3) with period T > 2π × 
Set functional
We define
We next show that λ 2 is a bifurcation point for G. To this end we need to prove that G u (λ 2 , 0) is a Fredholm map with one-dimensional kernel and index zero. Set 0) ). (λ 2 , 0) )} ⊥ , which yields codim(R) = 1. Observe that G uλ (λ 2 , 0) = −I, so G uλ (λ 2 , 0)ϕ 2 = −ϕ 2 ∈ R. From the classic bifurcation theory (see Theorem 1.7 in [6] ), we know that λ 2 is a bifurcation point for G.
By the Rabinowitz global bifurcation theorem( [11] ), either the bifurcating branch is unbounded, or it meets another eigenvalue λ m (m = 2) of the operator G u (λ, 0). We can rule out the latter case, so we conclude that the bifurcating branch is unbounded. Since F satisfies conditions (4)- (5), then any periodic solution u of (25) must have |u| < 1, hence we deduce that the first component λ in the bifurcating branch (λ, u) must increasing to positive infinity. This implies that there exists a periodic solution for λ > λ 2 Remark 3.1. 1). The other eigenvalues λ m+1 (m > 1) are also bifurcation points of G. Moreover, we can obtain the same result of Theorem 3.2, by dealing with these bifurcation points λ m+1 . The difference is that we need to prove that (25) admits periodic solutions with period 2). When s = 1, it is well-known that λ 2 = 1, so T 0 = 2π/ −F ′′ (0) (see [9] ). Furthermore, for the specific nonlinear function F (u) =
, we see that F ′′ (0) = −1, which yields T 0 = 2π (see [1] , chapter 5).
3). Furthermore if F satisfies F (3) (0) = 0 and F (4) (0) > 0, then any bifurcation points are supercritical locally.
Next we shall only specify the behavior of the bifurcating branch near (λ 2 , 0), since the other bifurcation points are similar.
Since codim(R) = 1, there exists a linear functional ς ∈ (L 2 2π,0 )
Hence we can define
, then by the condition F (3) (0) = 0, we have G uu (λ 2 , 0) = 0, which yields to
This eliminates the transcritical case, namely the first component λ in the bifurcating branch (λ, u) has only two possibilities: λ > λ 2 (supercritical) or λ < λ 2 (subcritical). We will show that it must be supercritical case.
Since G uλ (λ 2 , 0) = −I, we have
We also have
By the standard bifurcation theory (see Chapter 5, [1]), we obtain the supercriticality result.
Hamiltonian estimates
We will first establish Hamiltonian identity for periodic solutions of (3). Similar Hamiltonian identity can be found in [4] and [10] . Theorem 4.1. (Hamiltonian identity) Assume U is the s-harmonic extension of a periodic solution u of (3). Then for all x ∈ R we have
Proof. By Lemma 5.1 in [4] , we have +∞ 0 y a |∇U(x, y)| 2 dy < ∞. Hence lim y→+∞ y a U y (x, y)U x (x, y) = 0. We introduce the function
Regularity result (see Lemma 5.1 in [4] ) allows us to differentiate within the integral in the above equality to get
Note that (y a U y ) y + y a U xx = 0.
Using integration by parts, we have
Since U is the s-harmonic extension of solution u of (3), we have
Hence
which gives the result of this lemma.
To set up the following Modica-type inequalities, we assume that F satisfies (4)- (5) and is even.
The existence of an odd and periodic solution u(x) of (3) has been proved in [9] by using variational method. Indeed, an even and and periodic solution can also been shown to exist by using the same method. Different from [9] , now we consider the energy functional
in the admissible set
where Ω T := [0, T 2 ] × [0, +∞) and
Similarly as in [9] , we can find a minimizer U T of the energy J in Λ T , and prove that U T ≡ 0. Then we extend U T evenly (with respect to x) from Ω T to [− Then u is an even periodic solution of (3). A Hopf principle in [4] shows that U T (x, 0) = u(x) ∈ (−1, 1) and u ′ (x) < 0 in (0, T 2 ).
Theorem 4.2. (Modica-type inequalities) Assume U(x, y) is the sharmonic extension of an even periodic solution u(x) of (3). Then for every y ≥ 0 and all x ∈ R we have
whereĈ := sup x∈R {−F (u(x)) − C T } > 0 and C T is the constant given in Theorem 4.1.
Proof. We introduce the function
By the periodicity and even symmetry of U(x, y) (with respect to x), it suffices to prove (27) for every y ≥ 0 and all x ∈ [0, T 2 ]. Note that
, y) for any y ≥ 0, we havê
Hencev is not identically constant.
Owing to U x < 0 in (0, Note that the operator in the left hand side is uniformly elliptic with continuous coefficients in compact sets of (0, ) × (0, +∞). Sincev is not identically constant,v cannot achieve its maximum in any interior point of (0, The proof is complete.
Asymptotic behavior
The following results are established in [9] . , there exists T σ ≥ T 0 such that for any T > T σ , we have
where U T is the s-harmonic extension of u T .
Remark 5.1. From Theorem 3.1 we know that T 0 ≤ 2π × under the further condition F ′′ (0) < 0.
We recall the main idea for the proof of Proposition 5.1 in [9] . The s-harmonic extension U T of solution u T to (3) corresponds to energy functional
We denote the admissible set of the energy J as Λ T := {U : 0 ≤ U ≤ 1, U(0, y) = 0 = U( T 2 , y), ∀y ≥ 0, U ∈ H 1 (Ω T , y a )}, where the notations Ω T , H 1 (Ω T , y a ) are defined in (26). The existence of nontrivial minimizer U T of J in Λ T is obtained in [9] , togeter with the estimate (31).
Next we shall improve estimate (31) in Proposition 5.1. 
