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We demonstrate that Berry phases may greatly affect the dynamics of spin-orbit coupled Bose-
Einstein condensates. The effective model Hamiltonian under consideration is shown to be equivalent
to the E × ε Jahn-Teller model first introduced in molecular physics. The corresponding conical
intersection is identified and the Berry phase acquired for a wave packet encircling the intersection
studied. It is found that this phase manifests itself in the density profile of the condensate, making
it a directly measurable quantity via time-of-flight detection. Moreover, the non-Abelian gauge
structure of the system is addressed and we verify how it affects the dynamics.
PACS numbers: 03.75.Nt,03.65.Vf,71.70.Ej
I. INTRODUCTION
The realization of Bose-Einstein condensates [1]
opened a new door for the study of quantum phenom-
ena. Since then the field has seen a tremendous progress
in terms of trapping, cooling and manipulating atoms,
covering cold atoms in optical lattices [2], BCS-BEC
crossover [3] and multi-component Bose-Einstein con-
densates [4]. Moreover, it has been demonstrated both
theoretically [5, 6] and experimentally [7] that ultracold
multi-level atoms moving in spatially dependent laser
fields give rise to effective gauge potentials. Consider-
ing four-level atoms in a tripod setup, non-Abelian gauge
fields are achieved [8]. The idea of utilizing a four-level
atom with three degenerate ground states coupled to one
excited state to generate non-Abelian gauge potentials
dates back to the work of Unanyan and co-workers [9],
where however the effective magnetic fields arise from
time-dependence of the Hamiltonian rather than spa-
tial dependence. The particular system configuration of
Ref. [8] has turned out to be extremely rich, and a se-
ries of papers investigating various aspects of the model
have been published recently. Among these are, spin-
Hall effects [10], the Aharonov-Bohm effect [11], rela-
tivistic characteristics [12, 13], spin-echo phenomena of
trapped fermions [14], spin dynamics [15], expansion to
time-dependent laser fields [16], novel phases of the con-
densate [17], the structure of the energy spectrum [18],
and effective magnetic monopoles [19].
For certain laser arrangements, the energy dispersions
possess a point-degeneracy also termed conical intersec-
tion (CI) [20]. It is well known [21, 22] that apart from
the dynamical phase, encircling a CI renders a Berry
phase of the state vector [23]. Differing from typical
situations in molecular and chemical physics, here the
CI occurs in momentum and not in position space. As a
consequence, the Berry phase is more directly manifested
in the momentum wave function. Similar situations ap-
pear in graphene [24] and cold atoms in elaborate optical
lattice configurations [25].
In the current work, we consider a harmonically
trapped spinor Bose-Einstein condensate in the presence
of spatially dependent laser fields such that a CI is re-
covered in momentum space. By taking the harmonic
confinement of the condensate into account, the result-
ing Hamiltonian is equivalent to the E × ε Jahn-Teller
one [26], but with position and momentum interchanged.
Moreover, the non-linear terms arising from atom-atom
scattering are included. Such terms are absent in for ex-
ample CI-models in molecular physics [20, 27, 28]. Uti-
lizing numerical wave packet simulations, we thoroughly
discuss the Berry phase and how it affects the system
dynamics, both on a short and long time scale. It is
found that over longer time periods, the population of
the two phonon modes is swapped, and in particular, the
characteristics of this exchange mechanism depend on
the Berry phase. Various studies have been concerned
about Berry phases in Bose-Einstein condensates influ-
enced by slowly varying external fields [29, 30]. Con-
trary to these references, in the present model the Berry
phase shows up in the internal spinor dynamics as an ef-
fective spatially dependent gauge field, in analogy with
the Born-Oppenheimer scenario in molecular theory [21].
We note that Berry phases were as well considered in
Refs. [11, 13], but without taking into account for a trap-
ping potential nor atom-atom collisions. A harmonic
trapping potential causes the momentum wave packet
to spread, which has important consequences for its dy-
namics. In addition to investigating the consequences of
a non-zero Berry phase, we also study the non-Abelian
structure of the system. We show that one round-trip of
the CI clockwise or anti-clockwise brings about different
final states.
The paper is outlined as follows. In the next sec-
tion, the model system is introduced and the effective
Gross-Pitaevskii equation given. The equivalence with
the E × ε Jahn-Teller Hamiltonian is demonstrated and
we discuss the form of the momentum potential energy
surfaces. Section III is devoted to numerical simulations.
First, in Sec. III A, the short time evolution is consid-
2ered, the non-cyclic Berry phase [31] for the spinor state
is computed, the impact of the Berry phase on the wave
packet dynamics is clarified, and we show how a time-
of-flight measurement of the condensate would reveal the
presence of a Berry phase. The following Sec. III B deals
with the long time scale properties. A collapse-revival as
well as a swapping phenomena is found. The underlying
non-Abelian structure is envisaged in Sec. III C. Last we
finish with concluding remarks in Sec. IV.
II. MODEL SYSTEM
We begin by deriving the effective single atom Hamil-
tonian, and then turn to the many-body case by includ-
ing atom-atom scattering to obtain a mean field Gross-
Pitaevskii equation.
The setup is detailed in Fig. 1 (a). Three degenerate
meta stable Zeeman ground states are dipole coupled to
an excited state via three respective external lasers. Us-
ing the notations of the figure and imposing the rotating
wave approximation, the interaction Hamiltonian reads
HI = ~∆|0〉〈0|+ ~
(
Ω1|0〉〈1|+Ω2|0〉〈2|
+Ω3|0〉〈3|+ h.c.
)
, (1)
which defines the full Hamiltonian H = ~˜p 2/(2m) +HI ,
~˜p and m being the momentum and mass, respectively,
of the atom. The coupling strengths, being propor-
tional to the laser amplitudes, are parameterized as
Ω1 = Ωsin θ cosϕe
iS1 , Ω2 = Ωsin θ sinϕe
iS2 and Ω3 =
Ωcos θeiS3 with Ω =
√
|Ω1|2 + |Ω2|2 + |Ω3|2. Here, θ, ϕ
and Si are allowed to be spatially dependent. The in-
teraction part HI of the full Hamiltonian may be readily
diagonalized, rendering the eigenstates |w0〉, |w3〉, |u1〉,
and |u2〉, where in particular the two states
|u1〉 = 1√
2
( [
sinϕeipi/4 + cosθ cosϕe−ipi/4
]
e−iS13 |1〉
− [cosϕeipi/4 − cosθ sinϕe−ipi/4] e−iS23 |2〉
− sinθe−ipi/4|3〉
)
,
|u2〉 = 1√
2
( [
cosθ cosϕe−ipi/4 − sinϕeipi/4
]
e−iS13 |1〉
+
[
cosϕeipi/4 + cosθ sinϕe−ipi/4
]
e−iS23 |2〉
− sinθe−ipi/4|3〉
)
,
(2)
are degenerate with zero eigenvalue, and here Sij =
Si − Sj . These two states are termed dark states as they
do not couple to the excited state |0〉 via HI. Due to
the shifted energy of the remaining two states |w0〉 and
|w3〉 compared to |u1〉 and |u2〉, they can be adiabatically
2
FIG. 1: Atomic (a) and laser (b) configurations.
eliminated from the Hamiltonian provided that ∆ ≫ Ω,
ending up with an effective two-level problem for |u1〉 and
|u2〉.
Before writing down the resulting Hamiltonian we
specify the laser configurations [14], see Fig. 1 (b). First
we assume S1 = S2, S31 = mvsy˜/~ and ϕ = mvϕx˜/~
and θ ∈ [0, π] some constant. Two lasers, which govern
the coupling of |1〉 and |2〉 to |0〉, are propagating along
~k1 and ~k2 in the x˜y˜-plane, where the angle of intersec-
tion between them is ζ. In the x˜-direction, these two
lasers are standing waves, however mutually shifted in
phase by π/2, and propagating waves in the y˜-direction.
A third laser is a propagating wave along ~k3 in the y˜z˜-
plane, whose direction is determined by the angle ξ rel-
ative the y˜-axis. In terms of the angles ζ and ξ and the
wave numbers ki = |~ki| we have
S1 = S2 = k1y˜ cos(ζ/2),
S3 = k3y˜ cos ξ,
ϕ = 2k1x˜ sin(ζ/2).
(3)
After the adiabatic elimination, the effective single par-
ticle two-level Hamiltonian becomes [14]
Heff =
p˜2
2m
+ δ0σˆy − v˜0σˆxp˜x˜ − v˜1σˆy p˜y˜, (4)
where δ0 is an effective Zeeman splitting, v˜0 = vϕ cos θ,
v˜1 = vs sin
2 θ/2 and σˆi, with i = x, y, z are the Pauli
operators σˆx = |u1〉〈u2| + |u2〉〈u1|, σˆy = −i|u1〉〈u2| +
i|u2〉〈u1|, and σˆz = |u1〉〈u1|−|u2〉〈u2|. The p˜-dependence
of the last two terms originates from non-adiabatic cou-
plings [32], and we note that these do not include p˜z˜
and we may therefore factor out the z˜-dependence. The
spin-orbit coupling is on a Rashba-form [33], which has
been frequently studied in the context of semiconductor
quantum-dots [34, 35].
We will further add a harmonic trapping potential (as-
sociated with angular frequency ω) for the atoms. This
was in fact also done in Ref. [35]. However, for the con-
densate considered in this work, such a trapping poten-
tial is almost exclusively present in experiments, while
this is not the case for the electrons in semiconducting
quantum-dots of Ref. [35]. By properly Stark shifting
3the internal atomic states, individual trapping poten-
tials can be achieved. In particular, for certain constant
Stark shifts, the Zeeman splitting term in the Hamilto-
nian [11, 14] can be made to vanish, which we will assume
in the following. It should be mentioned that in order to
justify adiabatic elimination of the two dark states, once
the harmonic trapping potential has been included, one
should assume not only ∆≫ Ω, but also Ω≫ ω in order
to ensure the validity of the Born-Oppenheimer separa-
tion.
Imposing s-wave scattering between the atoms in terms
of the regular non-linear term gives a Gross-Pitaevskii
equation. Defining the spinor wave function
Ψ˜(x˜, y˜, t)=
[〈x˜, y˜|〈u1|Ψ˜(t)〉
〈x˜, y˜|〈u2|Ψ˜(t)〉
]
=
[
ψ˜1(x˜, y˜, t)
ψ˜2(x˜, y˜, t)
]
, (5)
where ψi(x˜, y˜, t) = 〈x˜, y˜|ψi(t)〉, i = 1, 2 and the nor-
malization reads
∫
dx˜dy˜|Ψ(x˜, y˜, t)|2 = 1, the Gross-
Pitaevskii equation takes the form
i~ ∂∂t Ψ˜(x˜, y˜, t)=
[
− ~22m
(
∂2
∂x˜2 +
∂2
∂y˜2
)
+ mω
2
2
(
x˜2 + y˜2
)
−i~v˜0σx ∂∂x˜ − i~v˜1σy ∂∂y˜
+Ψ˜†(x˜, y˜, t)gΨ˜(x˜, y˜, t)
]
Ψ˜(x˜, y˜, t),
(6)
where σi are the standard Pauli matrices acting on the
spinor space and
g =
[
g˜11 g˜12
g˜12 g˜22
]
(7)
is the matrix valued scattering amplitude. In general,
the scattering amplitudes g˜11, g˜22 and g˜12 can be differ-
ent. We will in the following assume g˜11 = g˜22 = g˜
and g˜12 = 0, a condition that is supposed to be approx-
imately achievable for a 87Rb condensate [6]. We have
numerically verified, using a non-zero g˜12 does not give
rise to any qualitative changes of our results. In terms
of physical quantities, g˜ = 4π~2Na/mV , where N is the
number of condensate atoms, V the effective volume and
a the s-wave scattering length. Attractive atom-atom in-
teraction is obtained for g˜ < 0 and repulsive for g˜ > 0.
Noteworthy is that the parameter g˜ may be tuned over a
wide range of values using Feshbach resonance techniques
[36].
The single particle Hamiltonian Eq. (4), once the har-
monic trapping potential has been included, is equiva-
lent to the E × ε Jahn-Teller one, which was first intro-
duced in molecular physics [26]. However, the canoni-
cal momentum and position variables are interchanged
in the original E × ε Hamiltonian. Mathematically this
is just a question of representations, but it has physical
consequences, for example in state preparation and mea-
surement. Another outcome of this is that the effect of
the Berry phase normally apparent in the physical state
Ψ˜(x˜, y˜, t) will instead manifest itself in the spinor wave
V(p)
p
x
p
y
~
~
~
~
~
FIG. 2: Effective APS corresponding to the Gross-Pitaevskii
equation (6). The conical intersection is located at the origin,
p˜x˜ = p˜y˜ = 0, where the two APS become degenerate. Here
we have v˜0 = v˜1.
function Φ˜(p˜x˜, p˜y˜, t) in the momentum representation, Φ˜
being related to Ψ˜ via the Fourier transform
Φ˜(p˜x˜, p˜y˜, t) =
∫
dx˜dy˜ e−i(x˜p˜x˜+y˜p˜y˜)/~Ψ˜(x˜, y˜, t). (8)
The phenomena we are studying are therefore more con-
veniently extracted by analyzing the problem in a mo-
mentum representation, and in particular in terms of an
effective momentum-dependent potential.
For this purpose we introduce the unitary adiabatic
transformation Uad = Uad(p˜x˜, p˜y˜) that diagonalizes the
spin-orbit term, namely
Uad
[
0 v˜0p˜x˜ − iv˜1p˜y˜
v˜0p˜x˜ + iv˜1p˜y˜ 0
]
U †ad
=
√
(v˜0p˜x˜)
2
+ (v˜1p˜y˜)
2
σz ≡ λσz.
(9)
This results in the effective adiabatic potential surfaces
(APS) in momentum space, defined as
V ±ad =
1
2m
(
p˜2x˜ + p˜
2
y˜
)± λ (10)
which conically intersect at p˜ = 0. Encircling the conical
intersection (CI) gives rise to a Berry phase [23], which,
indeed, is related to the gauge properties of the problem
[21, 28]. Figure 2 displays the APS in the polar symmet-
ric case in which v˜0 = v˜1. For v˜0 6= v˜1, on the other hand,
the polar symmetry is broken and the lowest APS pos-
sesses two local minima instead of the symmetric Mex-
ican hat sombrero shape. In what follows, we will only
consider the situation with v˜0 = v˜1 ≡ v˜, a condition that
can be met by adjusting the laser parameters. Thus, in
our simulations, the lower APS in momentum space has
the familiar sombrero structure.
4III. DYNAMICS
We numerically solve the Gross-Pitaevskii equation (6)
using the split-operator method [37]. First, we intro-
duce dimensionless variables scaled by the characteristic
length and energy given by l =
√
~/mω and Ec = ~ω,
respectively. The Gross-Pitaevskii equation then attains
the form
i ∂∂τΨ(x, y, τ)=
{
− 12
(
∂2
∂x2 +
∂2
∂y2
)
+ 12
(
x2 + y2
)
+v
[
0 −i ∂∂x − ∂∂y
−i ∂∂x + ∂∂y 0
]
+g
(|ψ1(x, y, τ)|2+|ψ2(x, y, τ)|2)
}
Ψ(x, y,τ),
(11)
where
x = x˜l , y =
y˜
l , τ = tω,
v = v˜Ec , g =
g˜
Ec
.
(12)
As initial spinor components, we take minimum uncer-
tainty Gaussians
ψi(x, y, 0) = ai
(
1
π∆2l
)1/2
e−i(px0x+py0y)
×e−
(x−x0)
2+(y−y0)
2
2∆2
l , (13)
where |ai|2, normalized as |a1|2+|a2|2 = 1, determine the
initial population in states |ui〉 (i = 1, 2), ∆l is the initial
wave packet width and x0, y0, px0 and py0 are initial
averages of positions and momentum. We will choose
∆l = 1, corresponding to the ground state width of the
oscillator potential 12 (x
2 + y2).
An advantage of utilizing the split-operator method is
that the time-dependent solution of the GP equation is
automatically obtained in both momentum and position
representation. As already pointed out, the effect of the
Berry phase is most easily extracted from the momentum
wave packets. More precisely, the split-operator method
makes use of the fact that for sufficiently short time steps
δτ , the time-evolution operator can be factorized into one
momentum-dependent and one spatially dependent part
Ψ(x, y, τ+δτ) = exp
{
−i
[
1
2
(
p2x+p
2
y
)
+vpxσx+vpyσy
]
δτ
}
×exp
{
−i
[
1
2
(
x2+y2
)
+ g|Ψ(x, y, τ)|2
]
δτ
}
×Ψ(x, y, τ),
(14)
in the limit δτ → 0. The first exponent multiplies
Ψ(x, y, τ), then the resulting wave packet is transformed
to momentum space via the fast Fourier algorithm and
the second exponent multiplies the momentum wave
packet. Finally, the inverse Fourier transform gives the
propagated state Ψ(x, y, τ + δτ). The time step δτ is
chosen such that contribution from the non-commuting
part, due to factorizing the time-evolution operator, can
be safely neglected.
A. Berry phase over short time periods
Let us first examine how the Berry phase of the spinor
part of the state behaves when the wave packet encircles
the origin (px, py) = (0, 0). We mainly consider the case
with no atom-atom scattering (g = 0), and only briefly
discuss the g 6= 0 case. The spinor state is given by the
reduced density operator
ρ(t) = P1(τ)|u1〉〈u1|+ P2(τ)|u2〉〈u2|
+C(τ)|u1〉〈u2|+ C∗(τ)|u2〉〈u1|, (15)
where Pi(τ) = 〈ψi(τ)|ψi(τ)〉, i = 1, 2, and C(τ) =
〈ψ1(τ)|ψ2(τ)〉 represent the populations and interfer-
ence, respectively, of the two dark states u1, u2. By
writing ρ(τ) on Bloch form, we identify the time de-
pendent Bloch vector r(τ) = (u(τ), v(τ), w(τ)) =
(2ReC(τ),−2ImC(τ), P1(τ) − P2(τ)). We choose an ini-
tial wave packet characterized by the parameters a1 =
−a2 = 1/
√
2, x0 = 0, y0 = −3, px0 = v = 4, and py0 = 0.
For this choice, the wave packet will predominantly pop-
ulate the lower APS and in particular since px0 = v it is
located at the minima of the sombrero [40, 41]. Moreover,
due to the non-zero y0 < 0, as time evolves it traverses
the sombrero minima clockwise. The motion of the Bloch
vector representing the spinor state is shown in the upper
panel of Fig. (3). Note that |r(0)| = 1 (pure state) since
|ψ1(0)〉 = |ψ2(0)〉 ≡ |ψ(0)〉, which implies that the initial
spinor wave function takes the product form |Ψ(0)〉 =
|ψ(0)〉 (|u1〉 − |u2〉) /
√
2. The Jahn-Teller coupling cre-
ates entanglement between the spinor and spatial degrees
of freedom when the wave packet evolves, which explains
why |r(τ)| varies. To compute the evolving Berry phase
γ(τ) for this effective non-unitary evolution of the spinor
subsystem we write the reduced density operator on spec-
tral form ρ(τ) =
∑2
k=1 λk(τ)|ϕk(τ)〉〈ϕk(τ)| and use [38]
γ(τ) = arg
[
2∑
k=1
√
λk(0)λk(τ)〈ϕk(0)|ϕk(τ)〉
×e−
R
τ
0
〈ϕk(τ
′)|ϕ˙k(τ
′)〉dτ ′
]
= arg [〈ϕ1(0)|ϕ1(τ)〉]
+i
∫ τ
0
〈ϕ1(τ ′)|ϕ˙1(τ ′)〉dτ ′, (16)
where the second equality follows from that ρ(0) is pure
(only one λk(0) is nonzero) and the assumption that
λ1(τ) is the largest eigenvalue over the relevant time in-
terval. Thus, the Berry phase in this case becomes the
5FIG. 3: Bloch vector and corresponding non-cyclic Berry
phase for the spinor subsystem with no atom-atom scattering
(g = 0). The initial state is characterized by the dimension-
less parameters a1 = −a2 = 1/
√
2, x0 = 0, y0 = −3, px0 = 4,
and py0 = 0.
standard non-cyclic geometric phase [31] for the eigen-
state of ρ(τ) with largest eigenvalue. Here, this phase
becomes − 12 times the solid angle Ωgc(τ) enclosed by
the path τ ′ 7→ n(τ ′) = r(τ ′)/|r(τ ′)| and the shortest
geodesics that connects its end-points n(0) and n(τ).
From the upper panel of Fig. 3 we see that Ωgc(τ) ≈ 0
for the first half of the path, and Ωgc(τ) ≈ 2π for the
second half. Thus, we expect γ(τ) = − 12Ωgc(τ) to make
a π-jump at half the period of the motion. This behavior
of the non-cyclic Berry phase in the E ⊗ ε Jahn-Teller
system has been examined in the literature [39] and is
verified in the lower panel of Fig. 3. Note the wiggles in
the vicinity of the phase jump which are caused by small
non-adiabatic effects in the wave packet motion.
To extract measurable effects of the non-zero Berry
phase we need the wave packet to self-interfere. To this
end, we assume as above a1 = −a2 = 1/
√
2, x0 = y0 =
py0 = 0, px0 = v, while now y0 = 0. Thus, the mo-
mentum wave packet has no initial velocity, so for zero
atom-atom scattering corresponding to g = 0, the wave
packet starts to spread around the minima of the som-
brero. We emphasize that this spreading takes place in
the momentum wave packet Φ, and is driven by the un-
certainty in the spatial coordinates. Thus, such spreading
is only possible since we consider a harmonically trapped
condensate, contrary to Refs. [11, 13] where no trapping
was taken into account. For positive g, the interaction
is repulsive which tends to increase the spreading of the
Ψ wave packet while slowing down the Φ wave packet
broadening. The opposite occurs for attractive interac-
tion. Consequently, no overall spreading in Φ takes place
if g is large and negative.
We assume a g such that for sufficiently long times, Φ
has spread noticeable compared to its initial state. Then,
after some time τcol, the wave packet has expanded a dis-
tance 2πρmin, where ρmin is the radii of the minima of the
sombrero. The wave packet tails will then start to over-
lap and cause a self-interference pattern. It was shown
in Ref. [41] that τcol = 2πv, a result which applies to the
present model in the absence of atom-atom interaction.
As the structure of the interference depends on the wave
packet phases, both the dynamical phase and the Berry
phase will be manifested in its shape.
In order to describe the effect of the Berry phase γ,
the dynamics rendered by the Gross-Pitaevskii equation
(11) will be compared with the dynamics of an adiabatic
Hamiltonian possessing the same lower APS but lacking
any Berry phase. As mentioned above, for the particular
choice of parameters, x0 = y0 = py0 = 0, px0 = v, ∆l = 1
and a1 = −a2 = 1/
√
2, the wave packet evolution takes
place essentially on the lower APS. We therefore make
a single surface approximation [42], writing an effective
Hamiltonian as
HS =
x2
2
+
y2
2
+ V −ad, (17)
which follows from the adiabatic transformation defined
in Eq. (9) and by ignoring the Berry vector potential
~A(~p) = (−py, px)/(2~p 2) as well as the Born-Huang scalar
potential 1/(8~p 2) [43, 44]. Ignoring ~A implies that no
Berry phase arises when the wave packet encircles the
CI at the origin in momentum space [41]. On the other
hand, the dynamical phases acquired in the two models
are almost identical, since the effect of the Born-Huang
potential is small for the type of evolution that is con-
sidered here. In order to identify the consequences of the
Berry phase on the characteristics of the two systems, it
is therefore convenient to analyze the wave packet evolu-
tion in the two respective models. Figure 4 depicts, for
g = 0 (a)-(f) and g 6= 0 (g)-(l), the momentum distribu-
tion
|Φ(px, py, τf )|2 = |φ1(px, py, τf )|2+|φ2(px, py, τf )|2 (18)
from our numerical propagation of the wave packet af-
ter a time τf = τcol when self-interference has been
clearly manifested. Similar figures were presented in
Refs. [40, 41] for different systems. The upper left and
lower plots are obtained from the full system evolution
governed by Eq. (11), while the upper right plots are
the results achieved using the single surface approxi-
mation (17). The effect of the Berry phase is evident;
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FIG. 4: Snapshots at times τ = τcol/2, 3τcol/4, τcol of the
momentum distribution Eq. (18) after the initial wave packet
has spread out around the minima of the sombrero poten-
tial. Upper left plot presents the result with a Berry phase
present and upper right one without it. Here, the dimension-
less parameters are v = 8, g = 0, and τcol = 16pi. The lower
plots (g)-(l) display the results from having a non-zero scat-
tering amplitude (g 6= 0), essentially affecting the rate of wave
packet broadening. Again, v = 8 and τcol = 16pi.
it is especially found that a node/antinode appears at
px < 0, py = 0 in the cases with/without Berry phase.
The location of this node/antinode persists throughout
the evolution. The total number of nodes/antinodes, on
the other hand, changes with time, which was demon-
strated in Ref. [41].
The wave packet spreading, as it evolves along the min-
ima of the sombrero, takes place relatively far from the
CI for the parameters of the above examples. In other
words, the dynamics is predominantly adiabatic. How-
ever, the concept of adiabaticity in non-linear systems is
highly non-trivial since the superposition principle and
orthonormality of quantum states are no longer appli-
cable [45]. As the strength of the non-linearity is in-
creased, the constraints for adiabatic evolution are in
general strengthened. This has been studied in numerous
papers, mainly focusing on various curve-crossing mod-
els [46, 47], but also on the Berry phase [48]. In the
current system and for the parameters considered, non-
linearity manifests itself in the characteristic time scales
rather than on the Berry phase effect. This is illustrated
in Fig. 4 (g)-(l) where the Berry phase induced node at
px < 0, py = 0 is invariant. The number of nodes, how-
ever, depends on the non-linearity coefficient g, and con-
sequently the characteristic times are g-dependent. This
result may be taken as further evidence of the conjec-
tured robustness of Berry phase effects to various kinds
of errors and therefore of the potential utility of such
phases in the implementation of robust quantum com-
puters [49]. The persistence of the Berry phase effect
due to non-linearity was also demonstrated in the model
of Ref. [30]. We should point out that in other situations
than the one considered in this work, namely when the
wave packet dynamics takes place at the CI, the effect of
the non-linearity is supposed to become important. It is
known that non-linearity of the periodic Gross-Pitaevskii
equation can bring about loops at the Brillouin center
and at its edges [47], and similar loops might be formed
at the CI. This, however, goes beyond the scope of this
work.
To experimentally extract the impact of the Berry
phase, a time-of-flight measurement can be implemented
by switching off the trapping potential and the external
lasers to let the condensate ballistically evolve before de-
tecting it. In Fig. 5 we show an example of such a ballistic
expansion of the wave packet distributions |Ψ(x, y, τ)|2
after it has been released from the trap. The param-
eters are the same as in Fig. 4 (a)-(f) and the release
time τr = τcol = 16π corresponds to Fig. 4 (c) and
(f). The form of the momentum distributions, as shown
in Fig. 4 (c) and (f), are clearly embodied in the posi-
tion distribution. Assuming a typical trapping potential
frequency ω/2π = 40 Hz, the characteristic time scale
is 4 ms. Hence, the time-of-flight of Fig. 5 is around
10 ms. This is of the same order as in common time-
of-flight measurements of condensates in optical lattices
[50]. Moreover, the interaction times of Fig. 4 are of the
order of 50-100 ms for this particular trapping potential
frequency. Quantum phase diffusion of the condensate
[51], arising from quantum fluctuations beyond the mean
field description, will most likely decrease the visibility of
the interference pattern. However, phase coherence of 50
ms has been observed experimentally [52], and at these
time scales the Berry phase has already been manifested
in the interference pattern.
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FIG. 5: The position distributions after ballistic expansion.
As in Fig. 4, the left and right plots represent the results with
and without a Berry phase. The dimensionless parameters are
the same as in Fig. 4 (a)-(f), and the time-of-flight duration
is τtof = pi.
B. Impact of the Berry phase over long times
The time scale τcol for self-interference of the wave
packet to be established, characterizes a collapse period.
For longer time periods, the number of wave packet max-
ima/minima of Fig. 4 decrease to finally a single maxi-
mum is recovered signaling a full or half revival [41, 53].
The formation of the wave packet maxima/minima is in-
deed highly dependent on the Berry phase. To verify
this, we define the number of phonon excitations in the
two modes
ni ≡ 〈p
2
i 〉
2
+
〈i2〉
2
, i = x, y. (19)
This quantity is depicted in Fig. 6, where the upper three
plots are found using the full Hamiltonian Eq. (11) and
the corresponding single surface results are presented in
the lower three plots. In (a) and (d) g = 0.25, in (b)
and (e) g = 0 and finally in (c) and (f) g = −0.25. In-
terestingly, at around τ ≈ 200 the population is swapped
between the two phonon modes in the case of Berry phase
(a)-(c) but not when the Berry phase is absent (d)-(f). At
times τ ≈ 400 does a half revival occur [41]. The figure
also gives a measure on how the non-linear interaction
affects the time scales: positive g increases while nega-
tive g decreases the time periods over which the system
characteristics are established.
C. Non-Abelian manifestation
We note that the Hamiltonian of Eq. (11) can be writ-
ten, for g = 0, as
Heff =
(
~p− ~A
)2
2
+
(
x2 + y2
)
2
, (20)
where ~p = (px, py) and ~A = (Ax, Ay) = v(σx,σy). The
gauge vector potential ~A has a matrix form due to the
FIG. 6: The average number of phonon excitations ni i = x
(black curve) and i = y (gray curve) as a function of time
with (a)-(c) and without (d)-(f) Berry phase. Here g = 0.25
(a) and (d), g = 0 (b) and (e) and g = −0.25 (c) and (f). The
rest of the dimensionless parameters are as in Fig. 4.
internal two-level structure of our system. The fact that
[Ax, Ay] 6= 0 implies that the gauge field has a non-
Abelian character. As pointed out in Ref. [11], encir-
cling the CI clockwise or anti-clockwise is supposed to
bring about different system evolution despite the po-
lar symmetry of the system. More precisely, after one
round-trip of the CI, the populations Pi(τ) of the two
degenerate dark states |ui〉 (i = 1, 2) depend on the di-
rection the wave packet traversed the minima of the som-
brero. We demonstrate this in Fig. 7 by displaying the
time evolution of the populations for approximately one
round-trip clockwise (a) or anti-clockwise (b). We find
that the progression of P1(τ) and P2(τ) is interchanged
between clockwise or anti-clockwise wave packet evolu-
tion, and therefore revealing the underlying non-Abelian
structure. From the right plots, zooming in on the short
time evolution, it is clear that the initial population is
equally balanced between the two internal states, i.e.,
|a1|2 = |a2|2 = 1/2.
8FIG. 7: Populations Pi(τ ) of the dark states |ui〉 for clockwise
and anti-clockwise evolution of the wave packet around the CI.
Solid lines show the population of the state |u2〉 and dashed
lines the population of |u1〉. The figures to the right display
the short time behavior, which evidence that initially both
internal states are equally populated P1(0) = P2(0) = 1/2.
The initial state are as in the previous figures (px0 = v, ∆l = 1
and a1 = −a2 = 1/
√
2) and y0 = 3 (a) or y0 = −3 (b). The
other dimensionless parameters are g = 0 and v = 4.
IV. CONCLUSIONS
We have analyzed a spin-orbit coupled BEC system,
emphasizing on the Berry phase and non-Abelian gauge
structures and their importance for the dynamics. We
have demonstrated that the non-Abelian structure as-
sociated with the center of mass position of the atoms
is mirrored in the momentum space wave packet inter-
ference as a Berry phase. This Berry phase has been
computed and its effect has been identified by comparing
the dynamics of the full system with one possessing the
same adiabatic potential energy surface but lacking the
Berry phase. A time-of-flight measurement would there-
fore directly bring out the presence of such a phase. Over
longer time periods, a periodic Berry phase dependent in-
terchange of excitations between the x and y directions
was demonstrated. We have also shown how the non-
Abelian aspect of the model system is manifested in the
wave packet dynamics in position space by propagating
in different directions around the CI.
It is worth mentioning that the results are not re-
stricted to a spin-orbit coupled BEC, but can equally
well be applied to single trapped ions [54]. Using the
same laser and atomic configurations, the dynamics is
governed by Eq. (11) letting g → 0. Berry phases have
been discussed in such systems [55], but those settings
are different from the one considered here.
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