Most existing methods for estimation of cyclic yield stress and cyclic Ramberg-Osgood stress-strain parameters of steels from their monotonic properties were developed on relatively modest number of material datasets and without considerations of the particularities of different steel subgroups formed according to their chemical composition (unalloyed, low-alloy, and high-alloy steels) or delivery, i.e., testing condition. Furthermore, some methods were evaluated using the same datasets that were used for their development. In this paper, a comprehensive statistical analysis and evaluation of existing estimation methods were performed using an independent set of experimental material data compriseding 116 steels. Results of performed statistical analyses reveal that statistically significant differences exist among unalloyed, low-alloy, and high-alloy steels regarding their cyclic yield stress and cyclic Ramberg-Osgood stress-strain parameters. Therefore, estimation methods were evaluated separately for mentioned steel subgroups in order to more precisely determine their applicability for the estimation of cyclic behavior of steels belonging to individual subgroups. Evaluations revealed that considering all steels as a single group results in averaging and that subgroups should be treated independently. Based on results of performed statistical analysis, guidelines are provided for identification and selection of suitable methods to be applied for the estimation of cyclic stress-strain parameters of steels.
Introduction
Development of computer technology and CAE software solutions have enabled performing complex simulations of material and product behavior under cyclic loading and fatigue life determination already during early stages of product development process. In recent years, rapid increases in computing power and availability of distributed and cloud-based resources have been seen. Within short time frame, complex simulations can be run for multiple materials. An example of these are strain-based, i.e., local strain-life fatigue, analyses which have been widely adopted in automotive, aeronautic, and power industry for fatigue life predictions of highly-loaded steel and aluminium components [1, 2] . In order to perform these analyses, both cyclic stress-strain and strain-life fatigue curves and parameters that define them must be known. Well-accepted and widely used representation of stress-strain response of the majority of metallic materials is the cyclic Ramberg-Osgood (R-O) equation [3, 4] :
For determination of lifetime in both low-cycle and high-cycle regime, Coffin-Manson-Basquin (C-M-B) [4, 5] approach is applied:
In Equations (1) and (2) ∆ε, ∆ε e and ∆ε p are true total, elastic and plastic strain ranges, respectively, ∆σ is true stress range, E is Young's modulus, K is cyclic strength coefficient, and n is cyclic strain hardening exponent. Furthermore, σ f , ε f , b and c are fatigue strength and ductility parameters obtained from fully reversed tension-compression fatigue tests.
Cyclic R-O and C-M-B parameters obtained through material testing are most accurate, but are very often unavailable due to long time and high costs associated with experimental characterization. Existing test results which are available in literature and materials databases often do not sufficiently correspond to the actual material under consideration. Hence, it has become common practice to estimate cyclic R-O and C-M-B parameters of the material from its monotonic properties early during product development. For estimation of C-M-B fatigue parameters from monotonic properties of materials, many methods have been developed [5] [6] [7] [8] and evaluated in literature [9] . To the contrary, for estimation of cyclic R-O parameters of materials, only a limited number of methods are proposed [10] [11] [12] [13] . For estimations of cyclic yield stress R e and R-O parameters (K and n ) various monotonic properties and their combinations are used, with ultimate strength R m and yield stress R e being the most common since they are readily available. Detailed overview of monotonic properties used for estimation of cyclic parameters of metallic materials and systematic study of their relevance for estimation purposes is provided in [14] .
No independent and systematic evaluations of these methods can be found in the literature, the only ones available being those performed in respective papers where methods were proposed.
The main aim of this paper is to provide detailed analysis and evaluation of existing methods for estimation of cyclic yield stress R e and cyclic stress-strain parameters K and n from monotonic properties. For this purpose, a large and independent set of material data was collected from relevant sources. Since previous investigations [15] [16] [17] confirmed that dividing steels into different subgroups might improve estimation accuracy, this will also be taken into consideration. One-way Analysis of Variance (one-way ANOVA) and post hoc Tukey's test will be performed in order to check whether individual steel groups are statistically different regarding their cyclic parameters R e , K and n . If such differences are confirmed to exist, in addition to evaluation of existing methods for all steels together, partial evaluations for each steel subgroup will be performed as well.
Overview of Existing Methods for Estimation of Cyclic Stress-Strain Parameters

Methods for Estimation of Cyclic Yield Stress R e
Li et al. [11] originally proposed estimation of cyclic yield stress R e of steels from ultimate strength R m and reduction of area at fracture RA. Equation (3) was developed using monotonic and cyclic properties of 27, mostly unalloyed and low-alloy steels:
Evaluation of proposed expression is performed on the same data used for developing the method, and is reported that estimated values of R e deviate at most 14% from their experimental counterparts.
Lopez and Fatemi [12] developed a number of relationships between Brinell hardness (HB or monotonic properties and cyclic yield stress R e of steels. These were developed and validated on a relatively large number of steels consisting mostly of unalloyed and low-alloy steels, covering a wide variation of chemical composition and mechanical properties, with ultimate stress R m ranging from 279 to 2450 MPa and hardness from 80 to 595 HB. Materials were divided according to ultimate strength to yield stress ratio R m /R e , since it was shown that such division improves the accuracy of cyclic parameters estimation. Ratio R m /R e was originally proposed by Smith et al. [18] to be used for prediction of cyclic behavior (hardening, softening, stable behavior) of materials. Correspondingly, authors proposed a number of separate expressions for estimation of R e depending on value of R m /R e of which the most successful ones are: Additionally, single expression for all steels, regardless of the value of R m /R e is also proposed:
Values of coefficient of determination R 2 for expressions (4a), (4b) and (5) were 0.88, 0.99, and 0.94 respectively. Evaluation was performed on a single dataset comprising data used for developing expressions and additional data (all together 121 materials, mostly unalloyed and low-alloy steels). It was established that 84% of estimated values of R e from yield stress R e (Equations (4a) and (4b)) deviate up to ±20% from experimental values while 79% of values of R e estimated from ultimate strength R m (Equation (5)) deviated up to ±20% from experimental values.
Motivated by findings from [12] that Equation (3) always underestimates cyclic yield stress R e when experimental value of R e exceeds 900 MPa, Li et al. [13] recently modified Equation (3) to:
resulting in rather high coefficient of determination R 2 = 0.961. Analysis was performed on the majority of data used in [12] . For evaluation, data used for developing Equation (6) was complemented with additional data. Results showed that most values of R e estimated from Equation (6) deviate up to 20% from their experiment-based counterparts. It must be noted that [11] and [13] suggest that values of true fracture strength σ f can be calculated using the expression:
which is recognizable as first part of Equations (3) and (6) . However, a well-known approximation of the relationship between ultimate strength R m and true fracture stress σ f , recommended by Manson [5, 9] is:
Therefore, caution is advised when applying expressions (3) and (6) for estimation of not only cyclic yield stress R e , but also cyclic parameters K and n that will be discussed later in Section 2.2.
Methods for Estimation of Cyclic Parameters K and n
Zhang et al. [10] proposed several equations for estimation of K and n based on 22 steels, aluminium (Al), and titanium (Ti) alloys. For this purpose, materials were divided by value of so-called new fracture ductility parameter α:
proposed in [19] . Expressions were proposed for estimation of K and n , Equation (10) through Equation (11c), when strength coefficient K and strain hardening exponent n are available:
and Equation (12a) through Equation (13c) when K and n are not available:
For both methods, parameter β = 1 for σ f /R p0.2 < 1.6 and β = −1 for σ f /R p0.2 > 1.6. As most successful expressions authors proposed estimation of K based on strength coefficient K (Equation (10) ) and estimation of n based on ultimate strength R m , yield stress R e , true fracture stress σ f and strain hardening exponent n (Equation (13a) through Equation (13c), depending on value of α). For steels, values of K and n estimated in such a way deviated up to 27% and 34%, respectively, from their experiment-based counterparts. Data tables with percentage deviation for aluminium and titanium alloys suggest even larger deviations of estimates of n (up to 65%). They also suggested that, for stress amplitudes ∆σ/2 calculated from estimated values of K and n , besides percentage deviation of particular parameter, sign of deviation is also significant. If sign of deviations of K and n is the same, calculated and experimental cyclic stress-strain curves are in good agreement.
In [12] , besides expressions for estimation of R e , Lopez and Fatemi developed several relationships between Brinell hardness HB or monotonic properties and cyclic parameters K and n of steels. Steels are divided into two subgroups according to the value of the R m /R e ratio (as was the case for estimation of cyclic yield stress R e ) and different expressions are proposed accordingly. Equations (14a) and (14b) are denoted as most successful: Lopez and Fatemi [12] proposed additional expression for estimation of n valid for all steels: n = −0.33(R e /R m ) + 0.40 (16) for which R 2 obtained was 0.79. Percentage of values of n estimated from Equation (16) that deviated up to ±20% from experimental values was 68%. Both methods proposed in [12] for estimation of n provide reasonably good results, so in further evaluations in this paper, both methods will be taken into account: first using Equation (14a) through Equation (15b), and second using Equations (14a), (14b) and (16) .
Li et al. [13] proposed expressions for estimation of cyclic parameters K and n :
where R e is estimated using Equation (6) . However, Equations (17) and (18) can be used only when either K or n are available, so in the same paper an alternative method for estimation of these parameters was proposed. Cyclic strength coefficient K should be estimated using Equations (19a), (19b) or (19c) first, then cyclic strain hardening n exponent is calculated from estimated values of K .
Equation (19a) through Equation (19c), when used in combination with Equation (18), yielded reasonable results with most of estimated values of K deviating up to ±20% from experimental values. Obtained coefficients of determination R 2 for Equation (19a) through Equation (19c) decrease with higher values of R m /R e , which is in accordance with findings from [12] . R 2 obtained for steels with R m /R e ≤ 1.2 is 0.921, while for steels with 1.2 < R m /R e < 1.4 and R m /R e ≥ 1.4 coefficients of determination are R 2 = 0.813 and R 2 = 0.712, respectively. Again, caution is advised when using Equation (18) due to the suggested way of estimating R e that was already discussed at the end of Section 2.1.
Conclusions
A review of methods for estimation cyclic parameters shows that sets of material data on which most of them were developed and evaluated differ significantly regarding their size and material groups included. In this sense, they can still be considered adequate with the exception of expressions for estimation of K and n proposed in [10] which were developed using a quite small and heterogeneous set of material data (22 datasets for steels, aluminium and titanium alloys) and expression for estimation of R e proposed in [10] which was developed using only 27 steel datasets.
In an attempt to further improve estimation accuracy, most methods address steels separately from other kinds of metallic materials [11] [12] [13] and all methods divide materials into separate subgroups using different criteria [10, 12, 13] . For this purpose, Zhang et al. [10] used new fracture ductility parameter α that was originally developed to predict materials' cyclic behavior [10, 19] . Lopez and Fatemi [12] and Li et al. [13] divided steels into two, i.e., three subgroups according to the ratio of ultimate strength to yield stress R m /R e .
Lack of general consensus regarding the treatment of individual material subgroups as well as different methodologies for evaluation of estimation methods implemented in their respective papers makes comparison of their performance quite difficult. In order to determine which estimation method is most suitable for estimation of cyclic parameters of steels, systematic and consistent evaluation of presented methods will be performed on an independent set of material data.
Different delivery, i.e., testing conditions of material, can be obtained for example through different processing method or heat treatment and this can strongly impact both monotonic and cyclic/fatigue material properties and behavior [5, 20] . This is an important aspect which none of the discussed methods takes into account directly. One of the possible reasons is a multitude of conditions of steel materials which were used for development of these methods, particularly in [12, 13] . For certain materials, such information, even if available, was of a rather general nature (for example heat treated, modified, etc.).
In practice, steels are commonly divided according to the content of alloying elements into unalloyed, low-alloy and high-alloy steels. Already Baümel and Seeger [6] considered unalloyed and low-alloy steels separately from other metallic materials when they developed Uniform Material Law for estimation of C-M-B parameters. Hatscher et al. [8] also mentioned the prospect of such division for estimation of fatigue C-M-B parameters. Results of detailed analysis performed on a large number of material data done by Basan et al. [15] showed that there is statistically significant difference among individual C-M-B fatigue parameters as well as strain-life behavior (∆ε-2N f relationships) of unalloyed, low-alloy and high-alloy steels. Also, preliminary investigations on cyclic parameters in [16, 17] showed that dividing steels by alloying content could result in more accurate estimations of cyclic parameters and hence, more accurate estimations of cyclic stress-strain curves of materials.
For that reason, statistical analysis of steel subgroups (unalloyed, low-alloy and high-alloy steels) will be performed in order to determine if their cyclic parameters differ significantly. If confirmed, individual steel subgroups will be taken into account during evaluation and comparison of estimation methods.
Methods and Data
Methods for Statistical Analysis
To test whether statistically significant differences exist among experimental data for cyclic yield stress R e and cyclic stress-strain parameters K and n of unalloyed, low-alloy and high-alloy steels, one-way Analysis of Variance (one-way ANOVA) is performed. One-way ANOVA is a technique that provides a statistical test of whether or not means of several (typically three or more) groups are all equal. If results obtained by one-way ANOVA show that statistically significant difference exists between cyclic parameters of analyzed groups, post hoc analysis by Tukey's multiple comparison method will be performed in order to determine pairwise differences between groups. Significance level α for one-way ANOVA is set to 0.05, while overall significance (family error rate) in Tukey's multiple comparison test is set to 0.05 to counter type I error for a series of comparisons. Procedure for both one-way ANOVA and Tukey's multiple comparison test are given in [21] . Statistical analyses were performed in statistical package MINITAB [22] .
To evaluate predictive accuracy of estimation methods and to facilitate their comparison, deviations of estimated values from their experimentally obtained counterparts were used as relevant indicators. Deviations up to ±10, ±20 and ±30% were used as in [12, 13] to facilitate comparison with results reported there. Instead of directly comparing estimated Ramberg-Osgood parameters K and n to their experiment-based counterparts as in [12, 13] , much more useful information regarding the predictive accuracy of these methods can be obtained by comparing values of stress amplitudes ∆σ/2, i.e., points on cyclic stress-strain curves as in [10, 16, 17] . Therefore, values of stress amplitudes ∆σ/2 were calculated using experimental values of K and n and their estimations for series of total strain amplitudes ∆ε/2: 0.1, 0.2, 1 and 2%.
Data to Be Analyzed
Experimental data for three representative groups of steels: unalloyed (UA), low-alloy (LA) and high-alloy (HA) steels from [6] and [23] were obtained through the MATDAT Materials Properties Database [24] . Only results of strain-controlled, fully reversed (R = −1) axial cyclic tests performed in the air at room temperature were considered. Furthermore, only data for materials tested at more than four different strain amplitudes and at range of total strain amplitudes larger than 0.4% were used in the analysis.
Only datasets that contained all experimental values of monotonic properties needed for estimation of cyclic parameters by each method were used. An exception was made with the high-alloy steel group. Since most datasets did not contain values of true fracture stress σ f which is necessary for calculation of parameters by Zhang et al. method [10] , values were calculated by their relationship between ultimate strength R m and true fracture strain ε f , according to Equation (8) . Also, if a dataset contained only reduction of area at fracture RA, true fracture strain ε f was calculated by the relationship between these two properties:
In total, 34 unalloyed steels, 47 low-alloy steels and 35 high-alloy steel datasets were available for analysis. Wide variety of conditions resulting from different processing and heat treatment were present in materials used for statistical analysis and evaluation of existing methods. This is consistent with datasets used for development of methods in their respective papers.
Detailed material data are given in Appendix A in Tables A1-A3 . Data used for statistical analysis in [14] were complemented with values of true fracture strain ε f . Additionally, data for high-alloy steels were complemented with values of true fracture stress σ f , strength coefficient K and strain hardening exponent n since those are required so that evaluations of particular existing methods could be performed.
Analysis and Results
Results of One-Way ANOVA and Tukey's Multiple Comparison Test
Performing one-way ANOVA for three cyclic parameters (R e , K and n ) of unalloyed, lowand high-alloy steel subgroups showed that statistically significant differences exist between steel subgroups regarding cyclic yield stress R e (F(2, 113) = 32.25; p < 0.05), cyclic strength coefficient K (F(2, 113) = 22.61; p < 0.05), and cyclic strain hardening exponent n (F(2, 113) = 72.00; p < 0.05).
Since steel subgroups were confirmed to be significantly different regarding their cyclic parameters R e , K and n , post hoc Tukey's test was performed to determine which subgroups are mutually different. Results showed that unalloyed and low-alloy steels as well as low-alloy and high-alloy steels differ significantly regarding the cyclic yield stress R e . No such difference was determined between unalloyed and high-alloy steels. Statistically significant difference was also found for cyclic strength coefficient K of unalloyed and high-alloy steels, as well as low-alloy and high-alloy steels, while no such difference was found between unalloyed and low-alloy steels. Cyclic strain hardening exponent n differs between pairs of all three groups.
Evaluation of Methods for Estimation of Cyclic Yield
Stress R e and Ramberg-Osgood Parameters K and n of Steels Since unalloyed, low-alloy and high-alloy steels subgroups were proved to be significantly different, steel subgroups will be considered separately for evaluation of estimation methods. Evaluation will also be made for all steels as a single group to check for differences between results of analyses performed on individual subgroups and to enable comparison and determination of potential discrepancies with results reported in original papers.
Methods for estimation of cyclic yield stress R e and R-O parameters K and n of steels whose predictive accuracy will be evaluated are listed in Table 1 . For every material, expressions for estimation of cyclic yield stress R e and R-O parameters K and n will be used according to ranges defining the applicability of the models regarding criteria for grouping of materials in original papers (new fracture ductility coefficient α, ultimate strength to yield stress ratio R m /R e ).
Evaluation of Methods for Estimation of Cyclic Yield Stress R e
Percentages of values of R e estimated according to selected methods ( Table 1 ) that deviate up to 10%, 20% and up to 30% from experiment-based values were calculated and are given in diagrams on Figure 1 . estimation of cyclic yield stress Re′ and R-O parameters K′ and n′ will be used according to ranges defining the applicability of the models regarding criteria for grouping of materials in original papers (new fracture ductility coefficient α, ultimate strength to yield stress ratio Rm/Re).
Evaluation of Methods for Estimation of Cyclic Yield Stress Re′
Percentages of values of Re′ estimated according to selected methods ( Table 1 ) that deviate up to 10%, 20% and up to 30% from experiment-based values were calculated and are given in diagrams on Figure 1 . Reasonable results are obtained for All steels group with about 70%-80% of data deviating up to 20% from their experimental counterparts for each method.
For unalloyed steels, for each method about 80%-90% of estimates of cyclic yield stress Re′ deviate up to 20%, while all estimates fall within ±30% deviation from corresponding experimental values. Highest percentage of data that deviate only up to 10% is obtained by Lopez and Fatemi 2 (about 70%).
For low-alloy steels, results obtained using any of the three selected methods were even more accurate than for unalloyed steels. Best results for estimation of Re′ of low-alloy steels are obtained using Lopez and Fatemi 1 method, for which all estimates deviate 20% or less from their experimentbased counterparts. Reasonable results are obtained for All steels group with about 70%-80% of data deviating up to 20% from their experimental counterparts for each method.
For unalloyed steels, for each method about 80%-90% of estimates of cyclic yield stress R e deviate up to 20%, while all estimates fall within ±30% deviation from corresponding experimental values. Highest percentage of data that deviate only up to 10% is obtained by Lopez and Fatemi 2 (about 70%).
For low-alloy steels, results obtained using any of the three selected methods were even more accurate than for unalloyed steels. Best results for estimation of R e of low-alloy steels are obtained using Lopez and Fatemi 1 method, for which all estimates deviate 20% or less from their experiment-based counterparts.
As for high-alloy steels, no method proved to be sufficiently accurate. Lopez and Fatemi 1 provides reasonable results with about 70% of estimated data deviating up to 20%, although 20% of data deviate more than 30% from experimental values. Estimations made by other two methods result with less than 50% of estimates deviating below 30% from experimental values (below 40% by Li et al.).
Evaluation of Methods for Estimation of Ramberg-Osgood Parameters K and n of Steels
As was explained in Section 3.1, accuracy of estimates of Ramberg-Osgood parameters K and n will be determined by evaluating values of stress amplitudes ∆σ/2 calculated using estimated K and n opposed to those obtained using experimental values of those parameters.
Percentages of estimated values of ∆σ/2 as calculated by selected methods ( Table 1 ) that deviate up to 10%, 20% and up to 30% from experiment-based values are given in Figure 2 .
As for high-alloy steels, no method proved to be sufficiently accurate. Lopez 
Evaluation of Methods for Estimation of Ramberg-Osgood Parameters K′ and n′ of Steels
As was explained in Section 3.1, accuracy of estimates of Ramberg-Osgood parameters K′ and n′ will be determined by evaluating values of stress amplitudes Δσ/2 calculated using estimated K′ and n′ opposed to those obtained using experimental values of those parameters.
Percentages of estimated values of Δσ/2 as calculated by selected methods ( Table 1 ) that deviate up to 10%, 20% and up to 30% from experiment-based values are given in Figure 2 . The same methods yield even better results for low-alloy steels, with more than 80% of data deviating up to 10% from experiment-based counterparts. Although somewhat less accurate than previous two, Lopez and Fatemi 2 method also provides very good results for estimation of Δσ/2 of low-alloy steels.
Both methods by Zhang et al. gave significantly inferior results for both unalloyed and low-alloy steel subgroups. For unalloyed steels, by either method, only about 50% of data deviate 20% or less from experimental values, while about one-third of data deviate more than 30% from corresponding experimental values. Results are somewhat better for low-alloy steels, with a higher percentage of data deviating 20% or less from experimental values (about 65%). Still, only 75% of estimates obtained using both methods by Zhang et al. deviate less than 30% from experimental values.
As for high-alloy steels, no method provided estimates on the level of accuracy observed for unalloyed and low-alloy steels. Results obtained using either method by Lopez and Results obtained using Lopez and Fatemi 1 and Li et al. method for estimation of K and n both provide very good results for estimation of stress amplitudes ∆σ/2 of unalloyed steels, with over 90% of data deviating 20% or less from experimental values. For both methods, all estimates of ∆σ/2 for unalloyed steels fall within ±30% deviation from experimental values, with Li et al. method providing as much as 75% of data within ±10% deviation.
The same methods yield even better results for low-alloy steels, with more than 80% of data deviating up to 10% from experiment-based counterparts. Although somewhat less accurate than previous two, Lopez and Fatemi 2 method also provides very good results for estimation of ∆σ/2 of low-alloy steels.
As for high-alloy steels, no method provided estimates on the level of accuracy observed for unalloyed and low-alloy steels. Results obtained using either method by Lopez and Fatemi are the most acceptable, with around 75% of values estimated using Lopez and Fatemi 1 deviating less than 20%. Estimations by Li et al. resulted in more than 35% of data deviating more than 30% from experimental values, while the most inaccurate results were obtained by either of Zhang et al. methods. More than half of the estimates obtained by these methods deviate at least 30% from corresponding experimental values.
Overall evaluation for all steels provided averaged results as was the case for estimates of R e . Lopez and Fatemi 1 method is the most accurate while both Zhang et al. methods are least successful, as was the case for individual steel subgroups.
Discussion
Estimation methods investigated in this paper were developed on datasets comprising all steels [11] [12] [13] , and even some other groups of metallic materials (steels, aluminium and titanium alloys) [10] . However, in order to improve accuracy of estimations, most methods propose some criterion for grouping of materials. In [12, 13] authors divided steels by rather easily available R m /R e ratio. In [10] , grouping criteria used was the new fracture ductility parameter α, which is cumbersome to use since true fracture stress ε f or reduction of area RA needed for its calculation are often unavailable.
Much more usable, and often encountered in practice, is division of steels by their alloying content into unalloyed, low-alloy and high-alloy steels. It was shown in [6, 8, [15] [16] [17] that dividing steels in this manner contributes to improvement of estimations of steel behavior from monotonic properties of steels. Results of analysis performed in Section 4.1 confirmed that statistically significant differences exist between cyclic yield stress R e and cyclic parameters K and n of mentioned group of steels. According to these findings, authors propose evaluation of existing methods for estimation of R e , K and n to be performed for each group individually, in addition to all steels together.
For estimation of R e , K and n of both unalloyed and low-alloy steels, methods by Lopez and Fatemi [12] , and by Li et al. [13] provide very good results. However, estimations for high-alloy steels are notably worse, especially those obtained using the Li et al. method which is not surprising since both methods are developed on the same set of data, consisting mostly of unalloyed and low-alloy steels.
Values of K and n estimated with two methods developed by Zhang et al. [10] , are generally unsatisfactory and provide poor results for all steel subgroups, especially high-alloy steels. This can be attributed to the fact that methods were developed on a modest number (22) of heterogeneous data (steels, aluminium and titanium alloys). Another drawback of methods proposed by Zhang et al. are intricate expressions requiring monotonic properties which are often unavailable, especially during the early stages of product development.
Evaluations of existing methods in original references are performed for all materials together. Also, in some cases, evaluation of existing methods is performed on the same sets of data that were used for development of the method-a practice which can be considered less than objective.
Results of evaluations strongly depend on structure and amount of data available. Proposed consideration of individual subgroups provides valuable additional information. Figure 3 shows that, although methods by Lopez and Fatemi and Li et al. are suitable for all steels, individual results for unalloyed and low-alloy steels are even better.
Overall evaluation for all steels provided averaged results as was the case for estimates of Re′. Lopez and Fatemi 1 method is the most accurate while both Zhang et al. methods are least successful, as was the case for individual steel subgroups.
Estimation methods investigated in this paper were developed on datasets comprising all steels [11] [12] [13] , and even some other groups of metallic materials (steels, aluminium and titanium alloys) [10] . However, in order to improve accuracy of estimations, most methods propose some criterion for grouping of materials. In [12, 13] authors divided steels by rather easily available Rm/Re ratio. In [10] , grouping criteria used was the new fracture ductility parameter α, which is cumbersome to use since true fracture stress εf or reduction of area RA needed for its calculation are often unavailable.
Much more usable, and often encountered in practice, is division of steels by their alloying content into unalloyed, low-alloy and high-alloy steels. It was shown in [6, 8, [15] [16] [17] that dividing steels in this manner contributes to improvement of estimations of steel behavior from monotonic properties of steels. Results of analysis performed in Section 4.1 confirmed that statistically significant differences exist between cyclic yield stress Re′ and cyclic parameters K′ and n′ of mentioned group of steels. According to these findings, authors propose evaluation of existing methods for estimation of Re′, K′ and n′ to be performed for each group individually, in addition to all steels together.
For estimation of Re′, K′ and n′ of both unalloyed and low-alloy steels, methods by Lopez and Fatemi [12] , and by Li et al. [13] provide very good results. However, estimations for high-alloy steels are notably worse, especially those obtained using the Li et al. method which is not surprising since both methods are developed on the same set of data, consisting mostly of unalloyed and low-alloy steels.
Values of K′ and n′ estimated with two methods developed by Zhang et al. [10] , are generally unsatisfactory and provide poor results for all steel subgroups, especially high-alloy steels. This can be attributed to the fact that methods were developed on a modest number (22) of heterogeneous data (steels, aluminium and titanium alloys). Another drawback of methods proposed by Zhang et al. are intricate expressions requiring monotonic properties which are often unavailable, especially during the early stages of product development.
Results of evaluations strongly depend on structure and amount of data available. Proposed consideration of individual subgroups provides valuable additional information. Figure 3 shows that, although methods by Lopez and Fatemi and Li et al. are suitable for all steels, individual results for unalloyed and low-alloy steels are even better. As mentioned earlier, this was expected since the similar set of data, consisting of mostly unalloyed and low-alloy steels, was used in both papers. If only results for all steels group were observed, information about lower accuracy for high-alloy steels would go unnoticed, particularly for the method by Li et al. This example shows how evaluations of estimation methods performed for all steels together could be misinterpreted due to averaging. Table 2 provides recommended methods for estimation of cyclic parameters of each group of steels, noting that great care is advised when estimating cyclic parameters of high-alloy steels. Ordinal number preceding the method indicates suggested selection priority. In cases where multiple methods are given without order simpler methods requiring a smaller number of monotonic properties (such as methods by Lopez and Fatemi) might be preferred. Table 2 . Recommended methods for estimation of cyclic yield stress R e and cyclic parameters K and n of steels.
Steel Subgroup
Estimation of R e Estimation of ∆σ/2 (K , n ) 
Conclusions
Available methods for estimation of cyclic yield stress R e and cyclic stress-strain parameters K and n of steels and their applicability to individual steel subgroups and to steels as a general group were studied. A large, independent set of steel data was collected in order to perform the study as it was shown that number and type of materials used for development of estimation methods have significant influence on their performance and evaluation results. Statistically significant differences were determined to exist among unalloyed, low-alloy and high-alloy steels regarding their cyclic stress-strain behavior and parameters. Such division of steels based on their content of alloying elements is also commonly encountered in practice, so it was used for performed evaluation of studied estimation methods.
Comparison of values of stress amplitudes ∆σ/2 calculated using experimental and estimated cyclic parameters (K and n ) is proposed as a more suitable criterion for evaluation instead of direct comparison of corresponding individual cyclic parameters R e , K and n .
Having all steels in a single group for evaluation purposes causes significant averaging of the results so unalloyed, low-alloy and high-alloy steels were treated separately. Considerable differences were determined in accuracy and applicability of different methods for different steel subgroups.
For estimations of R e of unalloyed and low-alloy steels methods proposed by Li et al. and Lopez and Fatemi were found to provide very good results, while for high-alloy steels, only the method dividing steels by R e /R m ratio proposed by Lopez and Fatemi provides reasonably accurate estimates. The method for estimations of K and n of unalloyed steels proposed by Li et al. gives the best estimates followed closely by the Lopez and Fatemi method which considers the R e /R m ratio. For low-alloy steels, both methods by Lopez and Fatemi and the method by Li et al. provide excellent results. Of all methods, only the method proposed by Lopez and Fatemi considering the R e /R m ratio can be considered for use with the high-alloy steels group.
Estimation accuracy of all studied methods for R e , K and n was notably lower for high-alloy steels in comparison to other two subgroups, which can be attributed to the fact that high-alloy steels were found to be underrepresented in material datasets used for development of estimation methods. 
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Appendix A
Detailed material data used for analysis in this paper are given in Tables A1-A3 . Table A1 . Monotonic and cyclic properties for unalloyed steels [6, 23, 24] .
Material Designation
Monotonic Properties Cyclic Parameters 
