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CHAPTER I
INTRODUCTION, BACKGROUND AND MOTIVATION

1.1 LATIN AMERICAN FOREIGN EXCHANGE MARKETS

In the past few years, Latin American and the Caribbean countries have strived to
assume a different economic position within the world economy. Before the 1990s, Latin
American economies were characterized as closed economies, that is, countries with
multiple trade barriers and foreign capital controls. But, since the 1990s, these countries
have become more open in terms of trade and financial flows. This movement toward
economic openness has also led to some intraregional convergence in terms of
macroeconomic policies and to an increased interdependence of both trade and financial
markets within the Latin American region.1
This interdependence can be corroborated with numbers. For example, with respect
to trade, intra-regional exports within the Latin American region have increased from
23.3% of total trade in 1990 to 32.1% of total trade in 2003. As of 2003-2004, some of
these countries have intraregional exports that account for more than 40% of their total
exports. This is the case of Bolivia (65.2%), Guatemala (53%), Nicaragua (43.8%),
Paraguay (64.7%) and Uruguay (40.8%) (Data Source: Economic Commission for Latin
American countries (ECLAC) and United Nations Commodity and Trade Statistics
Database (U.N. Comtrade), 2005).

1 See Calderon and Schmidt-Hebbel (2003) and Edwards (2003) for a comprehensive examination o f the
economic performance and financial integration o f Latin American countries in the last decade.
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Moreover, since the early 1980s, there have been efforts to consolidate regional and
sub-regional common markets and trade areas. An example is the recent approval of the
Central American Free Trade Agreement (CAFTA) by the U.S. Congress.2 Other
examples are the Latin American Integration Association (LAIA, founded in 1980), the
Mercosur (in 1991), the Andean Group (in 1993), and the Group of Three (G3 in 1994).3
In terms of regional integration, the role of the foreign exchange markets in Latin
America has been different from the European experience. In the process of consolidating
an effective economic union, several European countries had tried to achieve
convergence in terms of macroeconomic variables, including the exchange rate. Such is
the case of the European Monetary System (EMS). The EMS required that most nations
of the European Union (EU) link their currencies to prevent large fluctuations relative to
one another. The EMS was organized in 1979 to stabilize foreign exchange and counter
high inflation among members. Although its end was abrupt, the EMS allowed some of
the synchronization required for the subsequent introduction of the Euro.
The Latin American experience is different from the case of the EU. Exchange rate
systems in Latin America experienced enormous changes over the last decades. Most
countries have followed their own systems of exchange rates, and the choice of exchange
rate systems has been responsive to idiosyncratic, national and international factors that
affected each individual country (Piragic & Jameson, 2005). During the 1980s and early

2 CAFTA was approved in July 2005 and signed into law on August 2, 2005. It is a comprehensive trade
agreement between Costa Rica, the Dominican Republic, El Salvador, Guatemala, Honduras, Nicaragua,
and the United States. CAFTA aims to reduce barriers to trade among the signers o f the agreement. It also
requires reforms o f the domestic legal and business environment for the Central American and Caribbean
countries.
3 The trade areas along with their respective membership are as follows: LAIA: Argentina, Bolivia, Brazil,
Chile, Colombia, Cuba, Ecuador, Mexico, Paraguay, Peru, Uruguay, and Venezuela. Mercosur: Argentina,
Brazil, Paraguay and Uruguay. Andean Group: Bolivia, Chile, Colombia, Peru and Venezuela. G3: Mexico,
Colombia and Venezuela.

2
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1990s, most countries assumed intermediate exchange rate systems (see Figure l.l).4
These peg systems were introduced as a long-run measure to reduce the high inflation
levels that existed. In fact, in various countries, these systems were effective in lowering
inflation rates. However, these intermediate regimes were found to be more prone to
crises and the cost of reducing inflation translated into greater sensitivity to real shocks
and increased output volatility (see Berg, et ah, 2002 and Levi-Yeyati, 2005).

Figure 1.1- Exchange Rate Regimes in Latin America
a) 1980s and early 1990s
b) late 1990s and early 2000s
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4 All modalities o f pegs were introduced: soft pegs, crawling pegs, crawling bands, etc.
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Since the mid and late 1990s there has been a movement in Latin America to either
completely fixed or floating exchange rate systems. By 2001, Latin American countries
had either adopted the U.S. dollar as a legal tender or instituted a floating exchange rate
regime often combined with an inflation target.5 This pattern is what is called “the bipolar
view” or “two-comer solution.” It is a bipolar consensus that either floating exchange
rates or hard peg systems (such as dollarization or currency boards) are the road to
international stability (Fisher, 2001; Piragic & Jameson, 2005).
In general, smaller economies have adopted the U.S. dollar as the own currency
(such is the case of El Salvador in the year 2001 and Ecuador in the year 2000). Larger
economies such as Mexico, Brazil, Chile, Colombia, and Peru have adopted floating
exchange rates.6 Moreover, the movement of the world economy toward financial
globalization demonstrated that these new trends were at odds with intermediate
exchange rate systems (Levi-Yeyati, 2005). Table 1.1 summarizes the evolution of
exchange rate systems in Latin America from 1985 to 2002.7
It is often thought and argued that many of these Latin American countries have
sacrificed exchange rate stability by adopting floating exchange rate regimes. Therefore,
the question of whether volatility hinders economic activity has become more than

5 Most o f the countries that have adopted flexible exchange rate systems have done so by committing to
inflation targeting programs: Chile- in 1991, Peru in 1994, and Colombia, Brazil and Mexico in 1999
(Calderon & Schmidt-Hebbel, 2003). These programs require minimum foreign exchange market
intervention. According to Fisher (2001), inflation targeting appears to be the center o f a new consensus
built out o f a number o f factors: i) Previous experience (frustration with exchange rate anchors); ii)
Institutional developments (inflation awareness) and iii) A commitment o f reduction in inflation (see
Fisher, 2001).
6 Only Argentina was different from these other economies. In 1991 Argentina adopted a currency board
guaranteeing full convertibility between pesos and dollars. The intermediation was increasingly
denominated in dollars until the demise o f the regime in late 2001.
7 As reported by Collins (1996) in 1978, 73% o f these countries maintained pegged exchange rates relative
to the U.S. dollar. During the mid 1990s, this percentage had fallen to 23%. Overall, the number o f
countries with intermediate regimes has declined from 17 countries in 1997 to 5 in 2002. The number o f
countries with floats increased from two in 1997 to 13 in 2002 (see Calderon & Schmidt-Hebbel, 2003).

4
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relevant. On the other hand, it is frequently argued that Latin American countries do not
seem to be a perfect fit for a common currency. The argument often made is that a
common currency would not be a straightforward option because each country faces
different and diverse economic shocks.8 As a result, these countries continue to face the
problem of finding a viable e-xchange rate regime. In this context new questions arise and,
although there is an effort in the region to achieve more trade and financial convergence,
the role that the exchange rate plays, still remains unanswered.

Table 1.1 - Latin American Exchange Rate Systems: 1980s, 1990s and 2000s
Argentina
Bolivia
Brazil
Chile
Colombia
Ecuador
Paraguay
Peru
Uruguay
Venezuela
Costa Rica
El Salvador
Guatemala
Honduras
Mexico
Nicaragua
Panama

1985

1990

2002

Intermediate
Float
Intermediate
Intermediate
Intermediate
Intermediate
Intermediate
Intermediate
Float
Intermediate
Intermediate
Intermediate
Intermediate
Float
Intermediate
Intermediate
Hard Peg

Float
Intermediate
Intermediate
Intermediate
Intermediate
Intermediate
Float
Float
Intermediate
Float
Intermediate
Intermediate
Float
Intermediate
Intermediate
Intermediate
Hard Peg

Float
Intermediate
Float
Float
Float
Hard Peg
Float
Float
Float
Float
Intermediate
Hard Peg
Float
Intermediate
Float
Intermediate
Hard Peg

Monetary Policy Target (2002)
-

Exchange rate
Inflation Rate
Inflation Rate
Inflation Rate
Exchange rate
-

Monetary Aggregate
Monetary Aggregate
-

Exchange rate
Exchange rate
-

Exchange rate
Inflation Rate
Exchange rate
Exchange rate

Source: IMF, Annual Report on Exchange Arrangements and Exchange Restrictions, 1985-2002 and Berg,
et al. (2003).

8 For a deeper discussion on dollarization in Latin America see Altig and Humpage (1999), Calvo (2001),
Corbo (2003), Hailwood et al. (2001), Helleiner (2003), Jameson (2003), Mishkin and Savastano (2001),
Savastano (1996) and Salvatore (2003).
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In this dissertation, rather than making an assessment of the appropriate exchange
rate regime, we hope to understand some of the dynamics of the foreign exchange market
in Latin America, how exchange rates are related among countries, and their impact on
economic activity.9 In order to understand these issues, we strive for two goals. The first
goal is to study the dynamics, linkages and interactions across foreign exchange markets
in Latin America. The second goal is to explore how the exchange rate and exchange rate
volatility (uncertainty) impact capital inflows in the form of foreign direct investment
(FDI).

1.2 FOREIGN EXCHANGE MARKETS: DYNAMICS, LINKAGES AND
COMOVEMENTS

During the 1990s Latin America has become a more globalized region. There have
been many efforts in pursuing trade and financial integration both at the regional level
and in the world economy. Moreover, most countries have emphasized the importance of
attracting capital inflows as a source of external financing. However, even if openness to
trade and capital flows promote well-known economic benefits, they also increase the
vulnerability of a country to international shocks. In a region where integration is
substantial, the need to study comovements among macroeconomic variables and to
monitor international economic development is crucial.

9 Whether there is an appropriate exchange rate regime for each or all countries, and whether such
arrangements make sense depends on the patterns o f trade, the similarity o f the business cycles in the
different countries, financial factors, and political and institutional considerations. These issues, although
interesting, are not addressed in this dissertation (see Berg, et al., 2003 and Escaith et al., 2002 for a
discussion in this literature).

6
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More regional economic integration calls for policy coordination among national
authorities to handle external shocks. Economic integration includes not only trade
relationships but also comovements in economic indicators. Policy coordination can be
guided particularly by the study of comovements in macroeconomic variables. The
existence of comovements refers to the existence of common short- and long- run
patterns in aggregate economic behavior across countries (see Loayza et al., 1999). So
far, there is substantial research on international and regional comovements of
macroeconomic variables for more developed countries, and for the case of the European
Union. On the other hand, there is some research on macroeconomic comovements in
Latin American countries. However, not much research has been devoted for the specific
case of the foreign exchange market.
One particular policy that can be guided by the results of these types of studies is
exchange rate coordination, to the extent that if countries are largely affected by common
shocks, having a single currency could be an appropriate policy (see Loayza et al., 1999).
Even though Latin America is under a bipolar position in terms of exchange rate regimes,
the choice of exchange rate regimes is still under continued investigation. Moreover,
investors in the region may be interested in the study on comovements as it represents
opportunities for the assessment of risk. Thus, the study of comovements, linkages and
dynamics across foreign exchange markets in Latin America continues to be warranted.
In this dissertation, one of our goals is to study macroeconomic comovements,
linkages and dynamics in the form of common features. We specifically address this issue
by empirically assessing the existence of common features across the Latin American
foreign exchange market (common trends and common volatility).
7
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1.3 FOREIGN DIRECT INVESTMENT PATTERNS, U.S. FDI AND THE FOREIGN
EXCHANGE MARKETS IN LATIN AMERICA

The increasing openness of the world economy has led not only to expanded trade,
but also to significant increases in FDI in both developed and developing countries. Over
the years, there has been a significant increase in inward FDI in developing countries.
Moreover, the current level of FDI is likely to continue and to possibly increase as
multinational corporations look for new markets and profitable opportunities to serve or
produce abroad.
For many years, the International Monetary Fund (IMF), the World Bank and other
international institutions have advised policy makers in Latin America to implement
market liberalization in order to attract FDI. In the year 1990, FDI accounted for 10
percent of the region’s GDP, but in the year 2005 it accounted for 23 percent of the GDP.
According to preliminary estimates from the ECLAC and U.N. Comtrade, FDI grew by
4.3 percent to $47.3 billion from 2004 to 2005 (even accounting for the large drop
observed due to the late 1990s financial crisis). Figure 1.2 displays the patterns of FDI
inflows by region within Latin America.
The role of U.S. FDI inflows into Latin America has been of importance. Over
recent years the U.S. has been, and remains, the main source of inward FDI into Latin
America with approximately 62 percent of the total. According to the U.S. Bureau of
Economic Analysis (BEA 2002, 2001), in comparative terms, Latin America now
receives more U.S. FDI than any other developing region, including Asia. Since 1982
governments in the region have lifted controls on FDI, reduced or eliminated trade
8
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barriers, and privatized state owned enterprises; therefore, the importance of U.S. FDI for
the region is likely to keep increasing.

Figure 1.2 - Foreign Direct Investment Flows to Latin America (1970-2004)
(millions of dollars)
120 000 ,
100 000 -

80 000 60 000 40 000 20 000

-

-

20 000

Latin America and the Caribbean
—H— Central America

South America
—M—The Caribbean

Source: FDI Inflows, by Host Region and Economy (1970 - 2004) UNCTAD, 2005.

Moreover, as stated in Tuman and Emmert (2003), there is an increasing structural
dependence of the region on FDI. Market oriented reforms in Latin America have relied
upon private direct investment as a substitute for public finance in order to generate
economic dynamism and employment. As a result, the investment decisions of
international investors may have a potentially important impact on the domestic economy
and political performance of the region. Consequently, a thorough understanding of the

9
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determinants of FDI inflows into developing countries remains an important topic of
research.
There are a number of papers that attempt to discern the determinants of FDI flows
into Latin American countries (see Baer & Miles, 2001; De Mello & Fukasaku, 2003;
Goldberg & Klein, 1997; Levy-Yeyati et al., 2006; Trevin'o & Mixon, 2004 and Tuman &
Emmert, 1999, 2003). However, the effect of both the exchange rate and exchange rate
uncertainty on overseas investments flowing into Latin America has not been well
researched. It remains important to provide more information and to understand the role,
the source and the properties of exchange rate uncertainty as a determinant of the cross
national patterns of FDI.
Previous work on the determinants of U.S. FDI flows into Latin America have
indicated that important determinants of FDI inflows are market size, openness to trade,
workers skill levels (education), political stability and enforcement of property rights (see
Tuman & Emmert, 2003). Also, Levy-Yeyati et al. (2006) has shown the importance of
external factors such as developed countries interest rates and business cycles in
determining the amount of FDI inflows. Macroeconomic uncertainty has also played a
big role as Latin American countries are characterized by a high degree of
macroeconomic and political uncertainty.
One type of uncertainty that affects the investment decision is uncertainty about the
future value of the exchange rate. Constant fluctuations in the real exchange rate,
currency instability and the recent movements toward flexible exchange rate systems in
developing countries have renewed interest in the impact of exchange rate fluctuations
and exchange rate uncertainty on real economy activity. Moreover, real exchange rates
10
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have historically been very volatile in Latin America. Edwards (1998a) has shown that, in
comparative terms, real exchange rate variability has been greater in Latin America than
in almost any other part of the world.
A number of papers have analyzed the impact of Latin American countries’
exchange rates or exchange rate volatility (uncertainty) on trade (see Esquivel and
Larrain, 2002; Frieden et al., 2000, Goldberg & Klein, 1997), domestic investment (see
Serven, 1998, 2002), and worker remittances (see Higgins, et al., 2004). However, an
area that has not received much attention is the impact of exchange rate and exchange
rate uncertainty (volatility) on FDI inflows into Latin America (see Benassy-Quere et al.,
2001 and Goldberg & Klein, 1997 for a few exceptions).
Traditional economic theory suggests that if changes in exchange rates only affect
prices, thus satisfying real purchasing power parity (PPP), then exchange rate movements
would have a small effect. Yet, for Latin American countries, there is empirical evidence
that PPP does not hold (see Breitung & Candelon, 2005; Diamandis, 2003). Multinational
corporations operate in different currency units and may be affected by exchange rate
movements and exchange rate uncertainty, thus exchange rate changes can affect the
competitiveness of firms that operate abroad. Moreover, exchange rate fluctuations can
complicate investment decisions by making unpredictable the absolute and relative
profitability in the traded versus the non-traded sector, as well as the cost of new capital
goods with high import contents.
The high degree of volatility and uncertainty of exchange rate movements during
the last decade in Latin America may have affected firms’ decisions as to where to
produce, as well as their profits. Consequently, exchange rate volatility may create
11
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problems and opportunities for international firms. Firms would need to manage the risk
inherent in volatile exchange rates or, on the other hand, if there is increased uncertainty
they can shift production to lower risk location facilities (Cushman, 1985, 1988; Kogut &
Kulatilaka, 1994; Sung & Lapan, 2000).
Theoretically, both the level and the variability of exchange rates can have an
impact on the level of investment. The level of the exchange rate affects FDI in a number
of ways, depending on the destination of the goods produced. If the investor wants to
produce for the local market, an appreciation of the local currency increases FDI inflows
by increasing the purchasing power of local consumers. On the other hand, a depreciation
in the real exchange rate of the recipient country increases FDI by reducing the cost of
capital. Yet, empirically, the impact of exchange rate changes and its uncertainty on the
level of foreign investment is far from settled. One of the goals in this dissertation is to
discuss this issue and to provide empirical evidence on the effects of exchange rate
uncertainty on the patterns of U.S. investment into Latin America.

1.4 DISSERTATION OVERVIEW

This dissertation has two goals: first, to discover linkages and dynamics across the
foreign exchange market in Latin America and second, to explore how uncertainty
impacts U.S. direct investment into Latin America. In order to study interactions among
the Latin American markets, I focus on the level of the currency and a measure of its
volatility, I test for first and second order common features (common stochastic trends
and common volatility). To explore how uncertainty affects real variables, I focus on the
12
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impact of short- and long-run exchange rate uncertainty on U.S. FDI inflows into the
region. Exchange rate uncertainty is decomposed into a permanent and a transitory
component in order to capture short- and long-run uncertainty.
In the second and third Chapters of this dissertation, I investigate linkages and the
volatility process across Latin American currencies. This is achieved by testing for firstand second-order common features. Common features in exchange rates arise when the
series exhibit comovements, i.e. when they are generated by common factors. Evidence
of common features in the foreign exchange markets has substantial implications. From a
macroeconomic perspective, they are indicators of a movement towards financial
linkages and financial integration. From the point of view of investors, such behavior has
implications in terms of the assessment of risk and the development of derivative trading
strategies. Evidence of two types of common features are sought: common stochastic
trends and common autoregressive conditional heteroscedastic (ARCH) factors.
Cointegration analysis is the methodology used in the second Chapter. We use both
the Johansen (1991, 1995) and Gregory and Hansen (1996) cointegration tests. The
existence of common stochastic trends is interpreted as evidence of an integrated regional
foreign exchange market. Cointegration patterns are analyzed across countries, across
different trade areas and over different periods of time. My intent is to identify the degree
of nominal convergence and integration among these countries in terms of their foreign
exchange markets.
In the third Chapter I test for the existence of a common volatility process using a
factor ARCH model and the Engle and Kozicki (1993) methodology. This approach
refers to the idea that volatility movements across currencies are driven by common
13
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factors (e.g. oil prices, policy coordination, etc.) If common volatility exists, we can
conclude that the manner in which the currencies evolve is closely related.
The evidence suggests a pattern of integration among Latin American countries and
across some subregional areas. In particular, most countries’ currencies are cointegrated
with the Brazilian real. Thus the real is a currency that holds important information about
other currencies’ performance in Latin America. In terms of the volatility dynamics,
while most currencies display evidence of time-varying variance, the volatility
movements in Latin American foreign exchange markets seem to be mainly country
specific. It is found that in only a few markets there exists evidence of common volatility.
Finally, after studying the integration and degree of common volatility among Latin
American foreign exchange markets, in the fourth Chapter I analyze the real effects of
uncertainty generated by the volatility of exchange rates. The impact of short- and longrun uncertainty on foreign direct investment is examined. Following Engle and Lee
(1999), exchange rate volatility is decomposed into a transitory (short-run) and a
permanent (long-run) component. I control for other foreign investment determinants.
The results help to inform us on the common strategy of relying on foreign direct
investment as a channel for a stable source of financing and the promotion of growth.
A concluding Chapter analyzes the results of the dissertation and puts into
perspective our findings regarding the contribution of various policies on growth and
stability.
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CHAPTER II
FOREIGN EXCHANGE MARKET INTEGRATION AND COMMON STOCHASTIC
TRENDS IN LATIN AMERICA

2.1 INTRODUCTION

Economic integration among Latin American countries has been increasing during
recent years, an outgrowth of the successful negotiation of a number of subregional trade
agreements (e.g. LAIA, Mercosur, G3, and more recently, CAFTA). Increased trade and
financial integration may have increased the transmission of currency movements and
shocks across countries. As a result, it is important to understand the stochastic
properties, the dynamics, and the relationships among Latin American currencies. In this
Chapter we examine these issues by testing for cointegration among exchange rates in
Latin America.
Finding evidence of cointegration reveals intracurrency linkages; it means that
some common driving fundamentals determine the long-run movements in the group of
exchange rates. Knowing that there is cointegration among exchange rates points to
financial integration in the region. It also implies that cross-hedging policies based on
derivatives can be developed. On the other hand, rejecting cointegration means that the
currencies respond to their own particular set of fundamentals or forcing variables
(Baillie & Bollerslev, 1989a). In this study, our results indicate that there is no conclusive
evidence of cointegration among all currencies in Latin America. However, most
exchange rates are cointegrated with the Brazilian real. Thus, exchange rates in Latin
America are tied into a long-run equilibrium relationship with the Brazilian real.

15
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Accordingly, the real contains important information on the foreign exchange market
performance of the region.
There is a broad literature on cointegration in the foreign exchange markets. In
general, the purpose of testing for cointegration is to ascertain if there is a common force
that determines the long-run movements in a group of exchange rates. Most of this
literature relates to the case of developed or industrialized countries (see Baillie &
Bollerslev, 1989a, 1994; Diebold et al., 1994; Hakkio & Rush, 1989,1991; Jeon & Lee,
2002; McDonald & Taylor, 1989). Overall, these techniques along with the use of high
frequency data have not been applied to Latin America. Moreover, although there is
significant research on financial integration in Latin America, the economic question of
whether exchange rates in the region are tied by long-run equilibrium has not been
previously addressed.10
The analysis of cointegration among exchange rates in Latin America is of
importance for cross-border investors, multinational firms, central banks, and foreign
exchange market participants. Identifying the currencies driving the long-run equilibrium
in the region is of interest to investors and market participants because it has implications
for the possibilities of cross-country hedging of foreign exchange risk. Thus, the finding
10 A paper by Diamandis and Drakos 120051 used cointegration techniques to investigate the long-run
dynamics o f official and black market exchange rates in Latin America during the period 1973-1993. A
few papers have addressed the issue o f cointegration among stock markets in Latin America. For example,
Choudri (19971 uses cointegration analysis to test for a long-run relationship between stock indices in six
Latin American stock markets for the 1989-1993 period. His findings reveal that stock market indices from
Argentina, Brazil, Chile, Colombia, Mexico and Venezuela are altogether tied to a long-run equilibrium
relationship. Seabra (20011 tests for cointegration between two stock indices from the Mercosur, the
Japanese Nikkei, and the U.S. Dow Jones for the 1990-2000 period. His findings reveal that two main
stock markets in Latin America (Argentine Merval and Brazilian Ibovespa) do not share a common trend.
On the other hand, both o f these markets have a long-run equilibrium relationship with the U.S. Dow Jones.
Finally, Femandez-Serrano and Sosvilla-Rivero (20031 examine the linkages between the U.S. and Latin
American stock markets during the 1995-2002 period using cointegration techniques that allow for
structural breaks. Their findings reveal that there is cointegration between the Argentinean, Chilean and
Venezuelan stock markets after the 1998 financial turmoil and between the Brazilian and Mexican markets
before that period. In general, their results are contingent to periods after financial crisis.

16
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that these currencies are cointegrated could be useful information for the creation of
cross-hedging policies based on derivatives (e.g. FX swaps). In addition, it can shed light
on the likely impacts of more trade and financial integration. By investigating such cross
country relationships, we also contribute to the literature on the properties of exchange
rates and increase our understanding of financial integration as it pertains to the foreign
exchange market.11
In this study, tests for cointegration are conducted using the techniques developed
by Johansen (1991, 1995) and Gregory and Hansen (1996). We use the Johansen (1991,
1995) method of estimation to test for bivariate cointegration and cointegration in the
entire set of countries’ currencies over the 1994-2005 period. In addition, we group Latin
American currencies according to existing trade agreements. Understanding the
relationship between the currencies in these trade blocs is of interest given the U.S.
Congress recent approval of CAFTA.
We also analyze two subperiods in order to account for different events during this
period of time. The first subperiod is 1994-2000, and the second is 2001-2005. We chose
to conduct separate analysis for the 1994-2000 period because there were several
financial crises in the region, and many of the currencies were under considerable
pressure due the crises and the stop and go of capital inflows (see Edwards, 2005).
Moreover, during the year 1999, two countries (Chile and Colombia) allowed their
currencies to be completely flexible and announced their intentions to not intervene in the
foreign exchange market. Thus, we analyze the whole period and these two subperiods to

11 Moreover, several currency and financial crises have taken place during the last decade (Mexico 1994,
Brazil 1998, and Argentina 2001, Venezuela, 2002 and Uruguay, 2002 (see Edwards, 2003)). These crises
have prompted economists to question whether extreme currency movements are more likely to result due
to contagion within regions.
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track whether patterns in the cointegrating relationships changed over the time period
considered. Additionally, we use Gregory and Hansen’s (1996) residual-based
cointegration test. This test allows testing for cointegration in the presence of structural
breaks or changes in regimes. This way, instead of determining an ad-hoc date for
structural shifts, we can identify from the data a specific time in which the changes took
place and whether cointegration is still present.
The Chapter is organized as follows. Following this introduction, Section 2.2
briefly discusses the relevant literature on common stochastic trends in foreign exchange
markets. Section 2.3 describes the data and reports a preliminary data analysis. In Section
2.4 we discuss the econometric methodology and we use daily and weekly data, for the
1994-2005 period, to test for cointegration in the foreign exchange market. We focus on
this last decade as many countries in Latin America have moved towards a more flexible
system of exchange rates. Section 2.5 presents an overview of the results; finally, Section
2.6 presents a summary and concluding remarks.

2.2 RELATED LITERATURE

The literature on the existence of common stochastic trends among nominal
exchange rates has focused mainly on major world currencies. For the most part there
have been different interpretations about the existence of cointegration among a system
of exchange rates. In general, the standard interpretation of cointegration in foreign
exchange markets is in regard to the implications for the market efficiency debate. If
markets are efficient, there should be no cointegration among currencies. Any evidence of

18
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cointegration implies Granger causality running in at least one direction. This implies that
economic agents can take advantage of such information to make riskless profits,
violating the principle of efficient markets12 (see Baillie & Bollerslev, 1989a, 1994;
Copeland, 1991; Diebold et al., 1994; Hakkio & Rush, 1989, 1991; Lajaunie et ah, 1995,
1996 and McDonald & Taylor, 1989).13
Some studies have further argued that cointegration implies a weak form of
inefficiency in the foreign exchange markets due to the existence of currency crisis (see
Aroskar et al., 2004; Aroskar & Swanson, 2002 and Jeon & Seo, 2003). The most recent
interpretation of cointegration is in regard to financial convergence and international
policy coordination. In an integrated world, asset prices would be expected to have longrun relationships (i.e. share common stochastic trends). Financial convergence results in a
path of long-run equilibrium among economic variables such as the exchange rates.
Hence, a finding of cointegration would imply financial convergence due to existent
policy agreements (Aggarwal & Mougoue, 1998; Haug et al., 2000; Jeon & Lee, 2002;
Lajaunie et al., 1995 and Rangvid & Sorensen, 2002).14

12 If two exchange rates (A and B) are cointegrated, each market contains information on the common
stochastic trends, which tie the exchange rates together. This means that the predictability o f say exchange
rate A (or B) can be enhanced by using information that is contained in exchange rate B (or A).
13 In general, the results in this literature are mixed. Baillie and Bollerslev (1989al argue that evidence of
cointegration can be regarded not only as a violation o f market efficiency but also as indirect evidence o f
the existence o f a time-varying risk premium. They further argue, in Baillie and Bollerslev. 1994. that
cointegration among exchange rates possesses long-memory behavior, described as fractional
cointegration. McDonald and Taylor (1989) study the Australian dollar, Belgian franc, The Danish krone,
the French franc, the German mark, the Italian lira, the Dutch guilder, the Canadian dollar, the Japanese
yen and the British pound for the 1973—1985 period to test for market inefficiency using the Engle and
Granger (1987) cointegration test. They do not find evidence o f cointegration. Hakkio and Rush (1989) use
the spot and forward currencies o f the German mark and the British pound for the 1975-1986 period and
they were unable to reject the cointegration hypothesis. Copeland (19911 finds that daily spot values o f the
British pound, the German mark, the Japanese yen and the Swiss franc against the U.S. dollar do not have a
cointegration relationship, therefore claiming market efficiency.
14 Lajaunie et al. (19951 through the use o f the Johansen (1991) and Phillips and Ouliaris (1990)
cointegration procedure, find evidence o f an integrated global foreign exchange market for the British
pound, German mark, Canadian dollar and Japanese yen for the 1986-1991 period.
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Aroskar et al. (2004) investigates whether market efficiency was affected by the
1992 European financial crisis. They argue that the finding of cointegration among
currencies could mean one of the following: i) market inefficiency, ii) the existence of a
risk premium or iii) the common policy guidelines dictated by the EMS members. Using
daily data for the British pound, Italian lira, German mark and the French franc for the
1990-1999 period, they find that there is cointegration for all three periods: pre-crisis,
crisis and post-crisis.
The implication of cointegration in terms of policy coordination was also recently
addressed by Jeon and Lee (2002). Using weekly data, they test for cointegration among
the G7 foreign exchange markets for the 1973-1996 period. They argue market
efficiency may not exist in foreign exchange markets due to different agreements of
policy coordination such as the Plaza Agreement (1985) and the Louvre Accord (1987).
Their findings indicate that the G7 countries’ exchange rates are cointegrated during the
period between the Plaza agreement and the Louvre accord. Thus concluding that
cointegration might be the result of international policy coordination.
Most of the literature and empirical evidence on cointegration in the foreign
exchange markets is focused on developed countries. Both the economic question and the
econometric techniques have not been as extensively researched for the case of
developing countries. Some exceptions are Aggarwal and Mougoue (1998), Belkacem, et
al. (2005), Diamandis and Drakos (2005) and Masih and Masih (1996).
Diamandis and Drakos (2005) study the long-run dynamics of official and blackmarket exchange rates in Latin America. For the 1971-1993 period, they are able to
statistically identify a long-run relationship between the official and black markets of
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Argentina, Brazil, Chile and Mexico. Masih and Masih (1996) uses daily data for the
1984-1991 period to test for cointegration among the Malaysian ringgit spot exchange
rate and seven other currencies (Japanese yen, British pound, German mark, Swiss franc,
Singapore dollar and Hong Kong dollar). Their findings indicate that the ringgit is
cointegrated with the system of developed countries’ currencies.
Aggarwal and Mougoue (1998) on the other hand, investigate the stochastic
properties of several Asian currencies and tests whether the two sets of Asian currencies
are cointegrated among themselves and in relation to the Japanese yen.15 They use daily
data to test for cointegration in a set of Asian currencies during the 1983-1992 period.
Their results indicate that the Japanese yen is cointegrated with both sets of currencies
thus indicating nascent yen blocs in Asia.
Finally, the empirical evidence on cointegration in exchange rates is mixed. It has
been argued that this mixed evidence is due to the statistical properties of the tests used,
the period of study, or the existence of structural breaks. Some studies have directed the
focus to the existence of fractional cointegration. Most cointegration tests assume that all
the elements of a vector are I[l] processes, while the cointegrating equation is presumed
to be I[0]. It has been claimed that exchange rates might not be cointegrated but instead
may have a long memory-generating process, thus being fractionally cointegrated. In this
case, the error correction term need not be consistent with an I[0] process because it
responds more slo w ly to shocks. Thus, deviations from the equilibrium are more

persistent (see Baillie & Bollerslev, 1994; Belkacem, et al., 2005; Gil-Alana, 2003 and

15 These two sets o f currencies are from the Asian Tiger countries, Honk Kong, South Korea, Singapore,
Taiwan and currencies o f the ASEAN (Association o f Southeast Asian Nations), Malaysia, Philippines,
Taiwan and Singapore.
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Pan & Liu, 1999 among others). Other studies have argued that mixed results in testing
for market efficiency are due to the existence of structural breaks.
In this Chapter, we contribute to the literature by using high frequency data on the
Latin American foreign exchange market. Furthermore, we use two tests for
cointegration: the Johansen (1991, 1995) cointegration test and the Gregory and Hansen
(1996) test for cointegration in models with regime shifts. The Gregory and Hansen
(1996) test allows us to identify whether there is cointegration in the presence of
structural shifts. Furthermore, this test also allows us to determine the specific time in
which the shifts took place.

2.3 DATA AND STATIONARITY PROPERTIES

In this Chapter, we use data for fourteen Latin-American currencies. The sample
period begins with January 3, 1994, and ends with February 8, 2005, for a total of 2,897
daily and 578 weekly observations. The data corresponds to the closing bid and is
obtained from Bloomberg’s database and from some of the countries’ central banks.16
The sample contains the currencies of Argentina, Bolivia, Brazil, Colombia, Chile, Costa
Rica, Dominican Republic, Guatemala, Mexico, Nicaragua, Paraguay, Peru, Uruguay,
and, Venezuela, all vis-a-vis the U.S. dollar.17

16 All data series came from B loom berg’s Database except the Bolivian bolivariano, the Costa Rican colon,
the Nicaraguan cordoba, and the Dominican Republic peso, which were obtained from their own Central
Banks. Daily data corresponds to five days a week (weekends are excluded). Missing observations due to
holidays were replaced with the observation from the previous day. In total, about 46 replacements were
made for most countries.
17 The names o f the currencies that we use in this study are: Argentinean peso, Bolivian bolivariano,
Brazilian real, Colombian peso, Chilean peso, Costa Rican colon, Guatemalan quetzal, Mexican peso,
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A frequent debate in the economics literature has revolved around whether certain
macroeconomic variables contain unit roots. That is, whether they are stationary in levels
or not. A consistent finding is that both nominal and real exchange rates are found to be
I[l], or difference stationary. 18 Cointegration tests are usually performed on nonstationary
or I[l] variables. Therefore, before analyzing cointegration patterns in Latin American
foreign exchange markets, we check the stationarity properties of the exchange rates in
log-levels.
To distinguish the appropriate order of integration of the series, we check for the
presence of unit roots. We conduct a battery of tests on the log of exchange rates: the
augmented Dickey-Fuller (ADF, 1979, 1981), the Elliot, et al. (1996) GLS detrended
Dickey-Fuller (DFGLS), and the Kwiatkowski et al. (KPSS, 1992) tests. The first
difference of the series was also used to test for higher orders of integration. The ADF
and DFGLS are tests under the null hypothesis that the series follows a unit root process
against the one-sided alternative of stationarity. For the KPSS test the series is assumed
to be trend-stationary under the null hypothesis.
The results for daily and weekly observations are presented in Table 2.1. As
frequently found for nominal exchange rates, using the ADF and DFGLS tests, we fail to
reject the null hypothesis of a random walk for most of the exchange rates in our sample.
We also reject the null hypothesis of stationarity for all currencies using the KPSS test.

Nicaraguan cordoba, Paraguayan guarani, Peruvian new sol, Dominican Republic peso, Uruguayan peso,
and the Venezuelan bolivar.
18 This debate remains pretty much settled in that exchange rates follow a random walk. However, such a
statistical property is not necessarily true for some emerging market currencies. In emerging markets, some
currencies are found to have different stochastic properties, thus this investigation remains warranted (see
Diamandis & Drakos, 2005 and Speight & McMillan, 2001).
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Table 2.1 - Stationarity Properties of Daily and Weekly Log of Exchange Rates (1994-2005)
AD F
DFGLS
KPSS
Lags
Trend
Lags
No Trend
Lags
Trend
Lass
No Trend
Countrv
24
24
4.48
Argentina (d)
-1.61
24
24
-1.16
0.25
-0.38
-2.29
12
2.07
Argentina (w)
12
-1.04
12
-1.86
12
-0.57
Brazil (d)
-2.50
0.77
17
3
-4.06*
17
-0.58
17
6.01
Brazil (w)
4
6
0.51
6
3.13
-3.39*
6
0.17
-0.80
24
1.94
24
Bolivia (d)
-1.73
9
9
-1.31
6.80
-0.01
4
4
2.89
Bolivia (w)
-1.41
4
4
-1.14
7.60
-8.97*
2
Chile (d)
-0.88
2
2 '
-0.88
2
0.20
6.16
-0.76
-0.93
0
2.82
Chile (w)
2
-0.75
0
-0.86
0
0.13
0
1.21
2
2
0.21
0
2.54
6.70
Colombia (d)
-1.56
4
0.56
2
4
4
1.28
3.07
Colombia (w)
-1.45
-0.88
22
6.76
Costa Rica (d)
-0.43
22
-2.44
-0.61
22
0.79
22
14
-2.46
14
3.11
Costa Rica (w)
14
-2.81**
14
-2.18
-0.28
-2.09
2
2
6.32
Guatemala (d)
1
0.32
2
0.97
2.08
-2.10
1
1
2.90
Guatemala (w)
1
0.23
0
-1.06
1.59
-2.96
27
0.86
27
4.60
Mexico (d)
27
-3.21**
27
-0.71
0.84
1
2.17
Mexico (w)
-2.75
1
1
-0.71
1
-3.21**
-2 29 ***
-1.80
11
24
-0.78
25
6.71
Nicaragua (d)
25
-2.20
2
2
-0.88
3.09
Nicaragua (w)
-1.91
2
-2.22
2
-2.45
-1.74
6.66
Paraguay (d)
3
3
-1.12
3
3.11
3
0.01
3.14
0
3.05
Paraguay (w)
-1.69
0
0.02
0
-1.10
0
6.04
1.04
0.59
3
1.56
3
Peru (d)
3
-2.36
3
1.24
0
2.77
0.77
0
0
0.35
0
Peru (w)
-2.19
2
-1.67
2
2
-1.41
2
0.59
4.85
Dominican Republic (d)
-0.51
0.67
0
2.23
Dominican Republic (w)
-1.53
2
-1.29
0
0
-0.43
24
-1.41
24
24
24
1.94
6.33
Uruguay (d)
-1.47
-1.31
-1.87
1.31
7
2.92
Uruguay (w)
7
-1.39
6
-1.78
7
2.11
0
-1.41
0
6.15
Venezuela (d)
-2.51
1
-1.68
0
0
2.86
Venezuela (w)
-2.50
0
-1.68
0
-1.44
0
2.03
Note: *, ** and *** indicate 1%, 5% and 10% significance. Daily results are indicated by (d), while (w) are weekly. The choice o f the optimal lag
length for the ADF and DFGLS tests is determined by the Schwartz information criteria (SIC) -2(1/T) + 2klog(T)/T. We use MacKinnon (1991) lower
tail critical values and p-values for the ADF and the DGLS (No constant case). On the other hand, ERS (1996, Table 1, p.825) critical values are used
for DFGLS in which a constant and trend are included. The KPSS test differs from the previous tests in that the series is assumed to be trend-stationary
under the null. The reported critical values for this LM test statistic are based upon the asymptotic results presented in KPSS (1992) (Table 1, p. 166).

Most currencies in our sample are stationary in first differences (I[l]), only two
currencies are found to be integrated of order two (I[2j).
If we do not allow a trend in the ADF specification, we reject the null hypothesis of
a unit root for the Brazilian real and the Mexican peso. However, both are differencestationary for the ADF trend specification. Also, the examination of the time plots of all
currencies indicates that they are clearly nonstationary in levels, and this result is
corroborated by the DFGLS and KPSS test (see Figure 2.1 for time plots of the
currencies).
The KPSS test is able to identify that all series are not stationary in levels, while the
null of stationarity is not rejected for the logarithmic difference of exchange rates. The
Costa Rican and Nicaraguan currencies have two unit roots (I[2j) and therefore are
excluded from subsequent analysis. In summary, with the exception of these last two
exchange rates, all currencies in our samples have one unit root.

2.4 METHODOLOGY AND ESTIMATION RESULTS

In this Chapter we test for cointegration in Latin American currencies using the
Johansen (1991, 1995) methodology and the Gregory and Hansen (1996) test for
cointegration with a regime shift.

We use the Johansen (1991, 1995) method of

estimation to test for bivariate cointegration and cointegration in the entire set of
countries over the 1994-2005 period. In addition, we group Latin American currencies
according to existing trade agreements (i.e. Mercosur, Andean group, LAIA, G3,
CAFTA) and test for cointegration among the various groups.
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Figure 2.1 - Log of Nominal Exchange Rates in Latin American Countries
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After examining the multivariate systems for the currencies, we further divide the
sample of currencies into two subsamples (similar approaches have been undertaken by
Aroskar et al., 2004; Aroskar & Swanson, 2002 and Jeon & Lee, 2002). The first
subsample is for the period 1994—2000. During this period there were several financial
crises and most economies and their currencies were subject to speculative attacks.19 The
second subsample is for the 2001-2005 period. Although there still was some foreign
exchange pressure and financial instability in a few countries, during the latter period
there appeared to be fewer shocks and most countries had already declared flexible
exchange rate systems.

9 fl

In order to further account for structural changes without the need for splitting the
sample, we use the Gregory and Hansen (1996) residual-based cointegration test. This
technique allows to test for cointegration and to incorporate structural shifts in the
19 From 1994 to 2000, Latin America suffered from a number o f economic crises. In 1994, Mexico was
subjected to an economic crisis that affected other countries in the region. On the other hand, the EastAsian financial crisis in 1997 spilled over into Brazil in the following year and soon enveloped the whole
Latin American region. Moreover, some o f the countries introduced changes in their exchange rate systems
(i.e. Chile and Colombia).
20 These two periods were chosen ad hoc on the basis that the crisis periods in most countries happened
before the year 2001. Argentina is omitted from the 1994-2000 period since the Argentinean peso was
pegged to the U.S. dollar for most o f this period.
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cointegration relationship. This way, instead of determining an ad-hoc date for a
structural shift, we can identify, from the data, a specific time in which the changes took
place and determine whether cointegration is still present.

2.4.1 Johansen Cointegration Test
Johansen (1991, 1995) provides a multivariate cointegration test procedure which
allows one to explicitly test for the number of cointegrating vectors, accordingly the
number of common stochastic trends which tie a set of the unit root, nonstationary
economic variables. Following Johansen’ specification, we fit vector autoregression
(VAR) systems of the currencies in levels to first specify the lag length to be considered
in the cointegration test.
y t

=

(2.1)

A y i -i + - - + 4 p y t_ p + B x t + s t

Where yt is a k vector of non-stationary I[l] exchangerates, xt is a vector of
deterministic variables, and et is a vector of innovations. ThisVARspecification can be
re-written as:
p -i

Ay, = ny,_, +... + ^ TiAyt i + Bxt + £t

(2.2)

;= i

Where

n = £ 4 - 1,
/= i

r, = - 1 L Aj

(2 -3)

j= i+i

If n has reduced rank r < k, then there exist k x r matrices a and P each with rank r
such that IT = «/?' and (3'yt is I[0] (as stated by the Granger representation theorem).
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Johansen’s method is to estimate the II matrix from an unrestricted VAR and to test
whether we can reject the restrictions implied by the reduced rank of Id (see Enders,
2004).21
For our purpose, we consider two of the five deterministic cases considered by
Johansen (1995): 22
1. The level data y t have linear trends but the cointegrating equations have
only intercepts.
H x( r )

: Ylyt_x + B x , = a(/3'yt_x+ p

0)

+ a±y0

2. The level data yt and the cointegrating equations have linear trends.
H x( r )

: n yt_x +

Bxt

=

a { p ' y t _ x + p 0 + p xt )

+

a j 0

In general, we test the null hypothesis of whether a system of exchange rates
contains from r — 0 up to r = k-1 number of stochastic trends, where k is the number of
currencies in the system. For the interpretation of the empirical results, we claim
“complete” convergence among a set of k countries if we find k-1 cointegrating vectors.
Otherwise, if r is found to be in the interval 0<r<k-l, we say that only “partial”
convergence has been achieved (see Enders, 2004).
We test for a cointegrating relationship based on Johansen’s maximum eigenvalue,
(^Max), and trace statistics, (famce)- The trace statistic tests the null hypothesis of r
cointegrating relations against the alternative of k cointegrating relations, where k is the
21 More details o f the methodology can be found at Enders (2004, Chapter 6) and Hamilton (1994).
22 The terms associated with OC± are the deterministic terms that exist outside the cointegrating relations.
On the other hand, the asymptotic distributions o f the test depend on the assumptions made with respect to
deterministic trends. Thus it is necessary to make an assumption regarding the trend underlying the data. In
this study, we choose to allow for a linear determinist trend in the data (see Figure 2.1) and we allow for an
intercept in the cointegrating equation.
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number of endogenous variables, for r = 0,1,...,k-1. The trace statistic for the null
k

hypothesis of r cointegrating relations is computed as: ATrace= - T £ lo g (l - A, ) , where X
i= r +

is

the

i-th

largest

eigenvalue.

The

maximum

1

eigenvalue

statistics

is:

A;V/(Ja= -7Tog(l - A,.+1) . As mentioned above, we carried out our testing analysis, allowing
for both an intercept and an intercept and trend in the cointegrating equation.
We first fitted VAR systems of the currencies in levels to specify the adequate lag
length to be considered for the cointegration test. Our choice of lag was dictated by the
minimization of the Akaike information criteria (AIC) and we included exogenous day of
the week dummy variables into the VAR systems in order to further ensure that the
specifications had white noise residuals. Table 2.2 displays the information on the
cointegration tests for the region during the whole period and for the two subperiods.
These two periods are separated to investigate whether the different financial crisis in the
region affected foreign exchange market cointegration patterns.
At the 5% level of significance, the results for daily data indicate that for eleven
countries (Costa Rica and Nicaragua are excluded in all tests since they did not have the
same order of integration as the other countries in this study), there is evidence of partial
cointegration.23 Results hold for both sub-periods. We also conduct a series of bivariate
cointegration tests (Table 2.3). The results indicate that, for the whole period, most
currencies are cointegrated with the Brazilian exchange rate (Brazilian real). This
relationship holds for the 1994-2000 period. However, after the year 2001 these
cointegration relationships with Brazil disappear.
23 In this case, r was found to be in the interval 0<r<k-l. This is, there is a small number o f stochastic
trends compared to the number o f currencies in the system. Thus we say that only “partial” convergence
has been achieved (see Enders, 2004).
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Table 2.2 - Daily Estimates: Unrestricted Cointegration Test Maximum Eigenvalue and
Trace Statistics
Period
Ho: No. o f CE
1994-2005

1994-2000

2001-2005

None
At most 1
At most 2
At most 3
At most 4
At most 5
At most 6
At most 7
At most 8
At most 9
At most 10
None
At most 1
At most 2
At most 3
At most 4
At most 5
At most 6
At most 7
At most 8
At most 9
At most 10
None
At most 1
At most 2
At most 3
At most 4
At most 5
At most 6
At most 7
At most 8
At most 9
At most 10
At most 11

^Trace
With Trend
555.08 *
370.74 *
250.58 *
176.48
123.96
91.71
64.19
41.81
26.94
15.52
6.22
477.92 *
332.73 *
218.28
163.04
113.35
78.157
55.26
37.77
23.09
12.17
4.656
429.77 *
334.78 *
254.28
• 201.77
155.23
116.76
89.02
64.90
46.53
29.74
17.62
8.08

^max
Without
Trend
451.20 *
279.44 *
185.48 *
132.77
100.52
72.86
47.49
31.59
20.09
10.71
4.25
409.73 *
266.20 *
190.49
135.79
86.88
61.37
38.56
23.73
12.33
4.69
0.02
376.01 *
283.47
221.91
171.37
129.14
94.88
70.07
49.15
31.05
18.62
9.08
0.88

With Trend
184.34 *
120.16 *
74.10*
52.52
32.25
27.52
22.39
14.87
11.42
9.29
6.22
145.19 *
114.45 *
55.23
49.69
35.20
22.90
17.48
14.68
10.92
7.51
4.66
94.98 *
80.51 *
52.51
46.54
38.47
27.74
24.12
18.37
16.79
12.12
9.54
8.08

Without
Trend
184.34 *
120.16 *
74.10 *
52.52
32.25
27.52
22.39
14.87
11.42
9.29
6.22 '
143.52 *
75.71 *
54.69
48.91
25.51
22.81
14.83
11.39
7.64
4.66
0.02
92.54 *
61.57
50.53
42.23
34.26
24.80
20.92
18.11
12.43
9.540
8.19
0.88

Note: * indicates 5% level o f significance. No. o f CE is the number of cointegrating equations. This Table
presents the results for eleven currencies. The number o f lags was determined from a VAR specification (in
levels) with the property o f white noise residuals. We used the AIC criterion to determine the number o f lags.
The lags were 4, 4 and 4. The (nonstandard) critical values are taken from Osterwald-Lenum (1992). Costa
Rica and Nicaragua currencies are excluded from the analysis as they do not have the same order o f
integration. Argentina is excluded from the sample in 1994-2000 and 1994-2005. For most o f the sample
Argentinean peso was pegged to the U.S. dollar therefore including it in the test would not give useful
information in terms o f the long-run relationship.

31

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

Table 2.3 - Bivariate Daily Estimates for Unrestricted Cointegration Rank Test
Period

Brazil

Bolivia Chile Colombia Guatemala Mexico Paraguay Peru

Dom
Uruguay Argentina
Rep

1994-2005 Brazil
Bolivia

47.02 *

Chile

61.38 *

23.71

Colombia

57.12 *

19.11

12.96

Guatemala 52.10*

20.74

13.83

14.32

Mexico

49.79 *

18.75

14.94

18.50

19.92

Paraguay

59.54 *

16.15

15.23

7.77

14.46

18.90

Peru

41.49 *

16.02

21.19

23.03

20.70

25.35

D. Repub.

41.30 *

25.38

14.40

18.63

11.47

15.50

Uruguay
Venezuela

28.63 *

15.71

16.40

6.89

22.03

16.44

22.00

12.59 20.53

52.33

18.54

8.04

13.86

15.97

22.60

12.17

24.46 10.27

47.79 *
61.44 *

20.57

—

—

13.03

—

28.52 * 13.83

—

—

13.46

1994-2000 Brazil
Bolivia
Chile

Colombia 52.01 * 28.81 *
Guatemala 47.04 * 19.84
Mexico
51.21 * 12.59
Paraguay
52.12 * 18.80

19.49
15.40

13.97

23.03
16.48

25.87
19.17

17.08
15.73

10.19

Peru

71.89 *

19.08

11.36

11.42

15.32

10.19

D. Repub

53.43 *

7.11

7.52

15.35

9.14

16.53

22.14 *

17.71

11.64 14.77

7.11

14.36

20.24

17.14 9.34

Uruguay
Venezuela
2001-2005 Brazil

19.87

16.43 14.40
14.28
73.61 * 32.93 * 32.8 * 25.93 *
47.67 * 14.62 14.11 34.13 *

—

—

—

—

—

37.62 *
14.21

Bolivia

22.13

Chile

25.87

17.79

Colombia

12.83

21.59

Guatemala
Mexico

12.24

18.40

Paraguay

18.23

18.89

Peru

21.83

D. Repub
Uruguay
Venezuela

18.60

18.16
12.30
15.33

15.11
26.28 * 20.61

28.63 *
15.44

27.86 *

—

13.63

15.79

19.13
11.32

14.89

16.16

14.54

16.50
10.45

10.75

14.71

10.23

8.59

16.58

9.31

14.33

6.55

11.78

15.44

9.27

19.85
23.84

23.30

15.74

11.10 14.64

12.93

24.48
18.26

17.78

16.99

25.49
33.99 *

15.90

23.63

20.33

17.07 9.39

28.14 *

—

16.89

—

14.50

—

—

6.15
32.11*
37.39 * 38.90 *

Note: * indicates 5% level o f significance. We test the alternative hypothesis o f at most one cointegrating vector. Results
are based on the maximum eigenvalue statistic. The AIC criterion is used to determine the lag length for the VAR model.
The maximum lag length considered up to 12 lags. The (nonstandard) critical values are taken from Osterwald-Lenum
(1992). Costa Rica and Nicaragua currencies are excluded from the analysis, as they do not have the same order o f
integration. Argentina is excluded from the sample in 1994-2000 and 1994-2005. For most o f the sample Argentinean
peso was pegged to the U.S. dollar, therefore including it in the test would not give useful information in terms o f the
long-run relationships.
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On the other hand, Uruguay’s currency is cointegrated with most currencies during
the 1994-2000 period; after that period such relationships are maintained with Argentina,
and Venezuela only. We performed cointegration analysis for weekly data and again we
find evidence of partial cointegration for the system of eleven countries as indicated by
both the maximum eigenvalue and trace statistics (Table 2.4). Due to the limited number
of observations in weekly data, we do not discriminate among different periods. Bivariate
cointegration tests (Table 2.5) reveal, once again, that the Brazilian real is cointegrated
with most of the currencies in our sample.
In order to address the issue of regional integration with more detail, in Tables 2.6
and 2.7 we report the results for daily and weekly data for the currencies in the region
according to economic group or trade areas (i.e. Mercosur, G3, CAFTA, and LAIA). The
results indicate that there is evidence of partial cointegration for the Mercosur area. When
we include both Chile and Bolivia (which later joined the Mercosur area), the result of
partial cointegration continues to hold. Similar results were obtained for the LAIA region,
the Andean community and the countries from the CAFTA. However, for the G3
(Venezuela, Colombia, and Mexico), both test statistics indicated no cointegration. These
results hold even when we analyze weekly data.
In general, from these results, there is evidence of partial cointegration among Latin
American currencies (few number of cointegrating equations), and a noticeable pattern of
cointegration is found for some of the subregional trade areas. The analysis of subperiods
indicates that during the 1994-2000 period, Latin American currencies are cointegrated.
Most of them are cointegrated with the Brazilian real. Thus, we find the Brazilian real to
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Table 2.4 - Weekly Estimates: Unrestricted Cointegration Rank Test (1994-2005)
Ho:
No. o f CE(s)
None
At most 1
At most 2
At most 3
At most 4
At most 5
At most 6
At most 7
At most 8
At most 9
At most 10

^Trace
With Trend
541.27 *
408.38 *
298.70 *
237.43 *
179.92
129.45
94.23
65.12
43.36
28.10
14.51

^max
Without Trend
470.83 *
339.15 *
243.50 *
185.33
134.75
98.25
67.36
45.14
29.88
16.27
8.16

With Trend
132.88 *
109.68 *
61.27
57.52
50.46
35.23
29.11
21.76
15.26
13.59
7.98

Without Trend
131.68 *
95.64 *
58.17
50.58
36.50
30.89
22.22
15.26
13.61
8.11
6.59

Note: * significant at the 5% level. No. o f CE is the number o f cointegrating equations. Argentina, Nicaragua
and Costa Rica are not included. The AIC criterion is used to determine the lag length for the VAR model.
The maximum lag length considered is up to 12 lags. The lags were 4 for the no trend specification and 2 for
the trend specification. The (nonstandard) critical values are taken from Osterwald-Lenum (1992).

Table 2.5 - Bivariate Weekly Estimates for Unrestricted Cointegration Rank Test
Argentina
Argentina

Brazil

Bolivia Chile Colomb. Guaem. Mexico Paraguay Peru

Uruguay Venezuela

—

Brazil

21.61*

Bolivia
Chile

4.22

41.40 *

7.90

54.83 *

12.36

Colombia
Guatemala

2.96
6.88

48.26 *
39.68 *

9.20
9.21

7.64
8.24

10.44

Mexico
Paraguay

13.25
4.34

20.28 *

12.81

13.27

12.70

14.19

53.92*

9.55

7.55

4.33

7.12

13.38

Peru

6.97

28.97 *

7.57

9.00

11.13

10.71

11.91

7.67

D. Republic

8.06

19.06

12.06

7.28

4.72

12.85

14.98

7.57

15.67 *

30.46 *

7.52

6.68
8.87

3.81

11.88 14.23

9.85

6.73 10.42

—

9.06

21.03 *

9.50

5.84

5.62

9.37

13.53

7.96

6.24 5.88

10.39

Uruguay
Venezuela

—

—
—

—
—

—
—

—

—

Note: * significant at the 5% level. Results are based on the maximum eigenvalue statistic The AIC criterion is
used to determine the lag length for the VAR model. The maximum lag length considered up to 12 lags. The
(nonstandard) critical values are taken from Osterwald-Lenum (1992).
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be the one currency maintaining a long-run equilibrium with other currencies in Latin
America during the 1990s. However, after the year 2000 these relationships disappear.
These results are indicative of two things. First, cointegration patterns in the region
and among trade areas support the idea that Latin American countries displayed some
degree of nominal convergence in their foreign exchange markets. However, after the
year 2000, there is no evidence of cointegration. There are three possible explanations.
First, after the year 2000, many of these countries opted for less central bank intervention
in terms of foreign exchange due to their movements towards inflation targeting
programs (see Edwards, 2002; Fisher, 2001).24 Second, it might be an indication that,
because currency markets are becoming more liberalized, either they are becoming more
efficient or the currencies are responding to their own set of fundamentals. Finally, it
might be that the existence of structural breaks, or changes in regime, obscures the results
once these changes have happened.

24 Edwards (2002) argues that even though there is a “fear o f floating”, these countries do behave like
floaters. Moreover, he argues for the case that there is no country in the world that is a clean floater and that
limited intervention is a practice o f “optimal flotation.”

35

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

Table 2.6 - Daily Estimates for the Cointegration Test by Trade Areas (1994-2005)
^ T ra ce

Mercosur

Mercosur
and Chile

Mercosur,
Chile and
Bolivia

G3

LAIA
Area

Andean
Group
CAFTA

Ho: No. o f
CE(s)
None
At most 1
At most 2
At most 3
None
At most 1
At most 2
At most 3
At most 4
None
At most 1
At most 2
At most 3
At most 4
At most 5
None
At most 1
At most 2
None
At most 1
At most 2
At most 3
At most 4
At most 5
At most 6
At most 7
At most 8
At most 9
None
At most 1
At most 2
At most 3
None
At most 1
At most 2

Lags
4

8

2

2

2

4

6

With
Trend
185.73 *
61.43*
23.51
4.23
193.44*
80.41 *
34.02
10.25
2.48
312.28*
97.84*
48.85*
19.63
9.72
3.52
26.65
13.44
1.85
616.19*
368.92*
235.14*
154.41 *
104.35
68.42
43.11
25.09
11.52
4.33
62.29
31.93
21.86
13.47
20.63
7.70
3.47

Without
Trend
165.71 *
41.36 *
8.26
0.28
208.55 *
59.18 *
21.99
11.40
2.95
233.91 *
83.05 *
43.17
17.40
8.52
2.97
27.32
13.82
. 1.93
415.52 *
238.38 *
158.49
106.33
69.95
48.13
30.69
16.51
9.07
3.38
50.69 *
21.50
12.03
4.57
1635.80 *
9.46
3.30

^m ax

With Trend

Without Trend

124.30 *
37.91 *
19.28
4.23
113.03*
46.38 *
23.77
7.78
2.48
214.43a
48 .9 9 a
29.21a
9.91
6.20
3.52
13.19
11.59
1.85
247.27 *
133.78*
80.73 *
50.06
35.93
25.31
18.02
13.57
7.19
4.33
30.36
10.07
8.38
7.46
12.93
4.23
3.473

124.35 *
33.10 *
7.97
0.28
149.37 *
37.19*
10.59
8.45
2.95
150.87 *
39.88*
25.78
8.87
5.55
2.97
13.50
11.89
1.93
177.19 *
79.828 *
52.17
36.37
21.83
17.44
14.18
7.44
5.70
3.38
29.19 *
9.47
7.46
4.57
1626.34 *
6.15
3.30

Note: * significant at the 5% level. No. o f CE is the number o f cointegrating equations. The AIC criterion
is used to determine the lag length for the VAR model. The maximum lag length considered is up to 12
lags. The (nonstandard) critical values are taken from Osterwald-Lenum (1992)
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Table 2.7 - Weekly Estimates for the Cointegration Test by Trade Areas (1994-2005)
^T ra ce

Mercosur

Mercosur and
Chile

Mercosur, Chile
and Bolivia

G3

LAIA Area

Andean Group

Ho: No. ofC Efs)

Lags

None
At most 1
At most 2
At most 3
None
At most 1
At most 2
At most 3
At most 4
None
At most 1
At most 2
At most 3
At most 4
At most 5
None
At most 1
At most 2
None
At most 1
At most 2
At most 3
At most 4
At most 5
At most 6
At most 7
At most 8
At most 9
None
At most 1
At most 2
At most 3

2

4

2

2

6

4

With
Trend
91.80*
32.48 *
9.29
0.18
120.90 *
55.57 *
23.58
11.83
0.95
141.97*
75.87*
41.96
21.17
9.14
0.58
24.37
10.12
2.29
302.56*
212.08*
152.51
118.98
89.07
63.41
42.56
26.28
14.90
5.93
82.55
57.17
36.72
21.32

2 m ax

Without
Trend
137.88 *
64.09 *
26.46 *
3.74
148.34 *
57.72 *
19.55
9.26
1.43
212.59*
117.17*
58.34
31.06
11.88
3.28
29.11
14.34
4.32
393.97 *
269.22 *
195.49 *
144.07
99.37
66.35
43.50
28.03
14.51
5.99
71.31 *
50.12 *
34.72 *
19.66

With
Trend
59.32 *
23.19 *
9.12
0.18
65.33 *
31.99 *
11.75
10.88
0.95
66.10 *
33.91 *
20.79
12.03
8.55
0.58
14.25
7.83
2.29
90.49
59.57
33.53
29.91
25.66
20.85
16.28
11.39
8.97
5.93
25.38
20.45
15.40
14.28

Without
Trend
73.79 *
37.64 *
22.72 *
3.74
90.63 *
38.17*
10.29
7.84
1.43
95.42 *
58.83*
27.28
19.19
8.59
3.28
14.77
10.02
4.32
124.75 *
73.72 *
51.42
44.70
33.02
22.85
15.47
13.52
8.51
5.99
21.19
15,40
15.05
12.62

Note: * significant at the 5% level. No. o f CE is the number o f cointegrating equations. The AIC criterion
is used to determine the lag length for the VAR model. The maximum lag length considered is up to 12
lags. The (nonstandard) critical values are taken from Osterwald-Lenum (1992)
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2.4.2 Gregory and Hansen Residual-Based Cointegration Test

In the previous section we found that most currencies are tied in a long-run
equilibrium relationship with the Brazilian real. Although this relationship breaks down
after the year 2000, it may be that the currencies are cointegrated over the whole period
of time and that what we see as a break down in the relationship is really only a shift to a
“new” long-run equilibrium relationship. Therefore, in this study we account for the
existence of structural breaks and/or regime shifts and test whether cointegration is still
maintained by using the test proposed by Gregory and Hansen (1996).
The Gregory and Hansen (1996) test is a residual-based cointegration test for
models of regime shifts where the timing of the regime shift is not known a-priori but is
determined from the data. It assumes the null hypothesis of no cointegration against the
alternative hypothesis of cointegration with a single structural break of unknown timing.
The timing of the structural break under the alternative hypothesis is estimated
endogenously. In this Chapter we follow the modification of the ADF statistic (ADF*).25
In general, the test allows for three alternative models accommodating changes in the
parameters of the cointegration vector under the alternative. Thus the regime shift
depends on whether the shift affects the intercept or the slope, and whether the trend is
included in the cointegrating regression.
The first model is a “level shift model.” This type of model allows for a shift in the
intercept (C) only:
t = \,...n.

(2.4)

25 Gregory and Hansen (1996) propose three tests: an extension o f the ADF statistic and o f both the z a ,
and Z t test statistics proposed by Phillips (1987). In this study we use the extension to the ADF statistics
defined as

ADF* = inf AFD{t)
ret
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In this model, there is a level shift in the cointegration relationship. There is a
change in the intercept //, where ut represents the intercept before the shift and jl2
represents the shift in the intercept at the time of the shift.
The second model allows for a trend in the data and restricts the shift only to the
change in level with a trend (C/T):
t=

Ti - M\ + Lh<Pn + fit+ oc' y2t + et,

(2.5)

The most general specification allows for changes both in the intercept and slope of
the cointegration vector (C/S):
y u- jix + fi2(pn + a xy xt + a 2y 2t(pn +et,

t - !,...«.

( 2 .6)

Thus this third model corresponds to a full break. The slope of the vector is allowed
to change as well. Here, a { denotes the cointegration slope coefficient before the regime
shift, and a 2 denotes the change in the slope coefficients (see Gregory and Hansen,
1996).
The structural change is represented by a dummy variable of the following form:
(2.7)
Where r e (0,1) is an unknown parameter denoting the timing of the change point.
The dummy variable allows testing for a structural break or regime shift. The trimming
interval as proposed by Gregory and Hansen (1996) is usually taken to be (0.15n, 0.85n).
Thus, the models (2.4) to (2.6) are estimated sequentially over different lags with the
breakpoint changing over the interval r e (0.15n,0.85n).
Under the null hypothesis we expect non-stationarity of the residuals and it is
checked by the ADF* test. The ADF* is calculated by regressing Aet upon et_Xr Aet_Xr...
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ket_kr for some truncation lag k. Setting the test statistic to the smallest value of the
ADF* statistic across all possible break points in the sequence, the value that constitutes
the strongest evidence against the null hypothesis of cointegration is selected. Thus, the
break point is determined by finding the minimum value of the ADF* test. In Figure 2.2
we graph the ADF* (x) using daily data for the C/S model over the truncated sample for
the case of Brazil and Chile. The figure provides evidence of a well-defined single
minimum for the test. We reject the null hypothesis of no cointegration with a breakpoint
for the C/S test with f =0.45 (1999:1).

Figure 2.2 - Gregory and Hansen Cointegration Test
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From the Johansen (1991, 1995) testing analysis we found the Brazilian real to be
the main currency cointegrated with other currencies in the region. The results indicated
that these relationships held for the 1994—2000 period but not for the 2000-2001 period.
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In order to obtain more insights into these relationships, we apply the Gregory and
Hansen (1996) residual based cointegration test.
In particular, we consider cases where the intercept and/or slope coefficients have a
single break of unknown timing. The results presented in Tables 2.8 and 2.9 are the
values for the ADF* statistic for the null hypothesis of no cointegration. The number of
lags was chosen using AIC. Rejecting the null hypothesis implies that there is
cointegration in the presence of a structural break. Following the results of the previous
section, we test for bivariate cointegration of all countries’ currencies with respect to the
Brazilian real. The Brazilian real was found to be cointegrated with most currencies;
however these relationships disappear after the year 2000.
In order to shed further light on the relationship of Latin American currencies with
the Brazilian real, we incorporate this test to allow for the presence of structural breaks.
The test allows us to identify if the absence of cointegration indicated by Johansen (1991,
1995) cointegration test after the year 2000 was obscured by the presence of structural
breaks. The results for both daily and weekly data indicate that for all countries, except
Argentina, there is evidence of a long-run equilibrium relationship with the Brazilian real.
For most countries, the break was found in 1999 thus being consistent with our
selection for splitting the sample. These results are in line with the results obtained from
the Johansen cointegration test. However, we find that by accounting for the presence of
structural breaks, there is still evidence of cointegration among these currencies with the
Brazilian real, thus reinforcing the conclusion that the Brazilian real plays a key role in
the foreign exchange market in Latin America.
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Table 2.8 - Gregory and Hansen Cointegration Test: Daily Data (1994-2005)

Brazil - Argentina
Brazil - Bolivia
Brazil - Chile
Brazil - Colombia
Brazil —Guatemala
Brazil —Mexico
Brazil - Paraguay
Brazil - Peru
Brazil - Dom. Rep.
Brazil - Uruguay
Brazil - Venezuela

Constant (C)
ADF*
Breakpoint
-3.81
(0.83) 2003 1
-9.2 *
(0.45) 1999 1
-10.5 *
(0.45) 1999 1
-8.39 *
(0.65) 2001 5
-10.1 *
(0.45) 1999 1
-5.74 *
(0.45) 1999 1
-10.2 *
(0.45) 1999 1
-8.21 *
(0.65) 2001 5
-9.02 *
(0.45) 1999 1
-9.49 *
(0.45) 1999 1
-7.75 *
(0.45) 1999 1

Trend (C/T)
ADF*
Breakpoint
-3.91
(0.82) 1999: 1
-8.22 *
(0.45) 1999: 1
-8.34 *
(0.45) 1999: 1
-8.07 *
(0.45) 1999: 1
-7.59 *
(0.45) 1999: 1
-6.89 *
(0.45) 1999: 1
-8.27 *
(0.45) 1999: 1
-7.69 *
(0.65) 2001: 5
-7.48 *
(0.83) 2003:4
-9.19 *
(0.45) 1999: 1
-7.96 *
(0.45) 1999: 1

Full Break (C/S)
ADF*
Break point
-3.69
(0.94) 2003: 1
-8.31 *
(0.83) 2003: 1
-10.7 *
(0.45)2001: 5
-8.39 *
(0.65) 1999: 1
-9.72’*
(0.45) 1999: 1
-6.28 *
(0.45) 1999: 1
-8.93 *
(0.45) 1999: 1
-8.21 *
(0.65) 2001: 5
-7.81 *
(0.72) 2002: 11
-7.99 *
(0.45) 1999: 1
-7.69 *
(0.45) 1999: 1

Note: * denotes significance at the 1% level. The null hypothesis indicates no cointegration against the
alternative o f cointegration in the presence o f a regime shift. Lag length was selected with the AIC with a
maximum o f 12 lags. The critical values for the constant, the trend and the full break specification are
respectively are as follows: (C) 1% -5.13 and 5% -4.61; (C/T) 1% -5.45 and 5% -4.99 and, (C/S) 1% -5.47 and
5% -4.95. The critical values are obtained from Gregory and Hansen (1996, pp. 109).

Table 2.9 - Gregory and Hansen Cointegration Test: Weekly Data (1994—2005)

ADF*
-4.36
-6.01 *
-5.82 *
-6.22 *
-5.31 *
-5.59 *
-5.77 *
-5.72 *
-6.01 *
-6.01 *
-5.83 *

Trend (C/T)
Breakpoint
(0.78) 2002: 5
(0.84) 2003: 6
(0.43) 1998: 10
(0.40) 1997: 9
(0.84) 2003: 6
(0.48) 1999: 5
(0.84) 2003: 6
(0.67) 2001: 6
(0.84) 2003: 6
(0.45) 1998: 11
(0.43) 1999: 4

Full Break (C/S)
ADF*
Breakpoint
-3.56
(0.96) 2004: 1
-6.58 *
(0.84) 2003:5
(0.44) 1998: 12
-6.52 *
(0.67) 2001:6
-7.87 *
(0.44) 1998: 12
-5.57 *
(0.48) 1999: 5
-6.93 *
(0.84) 2003: 5
-6.74 *
(0.68) 2001: 8
-6.69 *
(0.81) 2003: 1
-6.58 *
(0.44) 1998: 1
-7.18 *
(0.45) 1999: 2

l
-4
kO
*

Brazil - Argentina
Brazil - Bolivia
Brazil - Chile
Brazil - Colombia
Brazil - Guatemala
Brazil - Mexico
Brazil —Paraguay
Brazil - Peru
Brazil - Dom. Rep.
Brazil - Uruguay
Brazil - Venezuela

Constant (C)
ADF*
Breakpoint
-2.92
(0.87) 2003: 1
-6.69 *
(0.44) 1998: 12
-7.12 *
(0.44) 1998: 12
-6.52 *
(0.67) 2001: 6
-7.98 *
(0.44) 1998: 12
-5.35 *
(0.48) 1999: 5
-7.68 *
(0.44) 1998: 12
-6.24 *
(0.67) 2001: 7
-5.76 *
(0.46) 1999: 3
-6.69 *
(0.44) 1998: 12
-7.12 *
(0.44) 1999: 2

Note: * denotes significance at the 1% level. The null hypothesis indicates no cointegration against the
alternative o f cointegration in the presence o f a regime shift. Lags selected by the AIC with a maximum o f 12
lags. The critical values for the constant, the trend and the full break specification are respectively are as
follows: (C) 1% -5.13 and 5% -4.61; (C/T) 1% -5.45 and 5% -4.99 and (C/S) 1% -5.47 and 5% -4.95. The
critical values are obtained from Gregory and Hansen (1996, pp. 109).
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The result that the Argentinean peso and the Brazilian real do not share a common
trend is surprising given the strong economic and financial ties of both countries.
However, such result, although surprising, is not new. Seabra (2001), tested for
cointegration among the stock market for these two countries and found that, although
both stock markets are cointegrated with others, both the Argentinean Merval and
Brazilian Ibovespa do not share a common trend. Similarly, Loayza et al. (1999) finds
that the business cycle and business cycle by sectors from Brazil show little
comovements with the Argentinean cycles in the long-run. Finally, we find that the
Argentinean peso and the Brazilian real do not share a common trend.

2.5 OVERVIEW OF THE RESULTS

In this Chapter we used both the Johansen (1991, 1995) and the Gregory and
Hansen (1996) cointegration tests to identify the existence of common stochastic trends
across the Latin American foreign exchange market. The obtained results indicated that
there is evidence of cointegration for Latin American foreign exchange markets. These
results were maintained across periods of time (crisis and post-crisis) and for economic
groups or trade areas. Specifically, the results hold for the Mercosur, and LAIA but not
the G3. On the other hand, the results were indicative of partial cointegration. This is, r
was found to be in the interval 0<r<k-l.
We also tested for bivariate cointegration along the whole period and within sub
periods. Most currencies are found to share a long-run equilibrium relationship with the
Brazilian real. Moreover, according to the Johansen (1991, 1995) test, the results hold for
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the 1994-2000 period but not afterwards. To reconcile these results by allowing the
presence of structural breaks or regime shifts in the cointegration analysis, we used
Gregory and Hansen (1996) residual-based cointegration test. The results were indicative
that Latin American currencies are cointegrated over the whole period of time with the
real. Moreover, approximately between 1999 and 2002, there was a shift to a new “longrun” equilibrium relationship.

2.6 SUMMARY AND CONCLUDING REMARKS

Recent movements towards economic and policy convergence among Latin
American countries, and the interdependence created due to the efforts in achieving trade
and financial integration, are the main motivation for this dissertation. Such a situation
invites us to question and inquire about the role of exchange rates. Very little is known
about the characteristics of high frequency exchange rate data in Latin America. Thus, in
this Chapter, we contribute to the knowledge about Latin American nominal exchange
rates by studying their stochastic properties and long-run equilibrium relationship.
We investigate the dynamics among Latin American countries in terms of foreign
exchange market integration using daily and weekly data for the 1994—2005 period. First,
we examined the stochastic properties of Latin American exchange rates. Previously
found stochastic properties of major exchange rates, already documented in the literature,
are also found for Latin America. Specifically, we find that an important regularity is that
most exchange rates have unit roots and are stationary in first differences. Only two
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currencies did not fit this stylized fact for exchange rates: the Nicaraguan lempira, and
the Costa Rican colon.
The analysis of cointegration was carried out using the Johansen (1991, 1995) and
Gregory and Hansen (1996) methodologies. We tested cointegration based on Johansen’s
trace and maximum eigenvalue statistics. There was evidence of partial cointegration for
Latin American currencies for both daily and weekly data. This means, that there are not
many cointegrating equations tying the exchange rates in Latin America. Furthermore,
bivariate cointegration tests were conducted and revealed that the Brazilian real might
have been the one currency driving the long-run equilibrium among Latin American
currencies.
However, when splitting the samples to separate the possible effects of currency
and financial crisis that overcame the region, we found that, using the Johansen (1991,
1995) test, the cointegration of most countries with Brazil was present during the first
subperiod (1994-2000) but this was not the case for the second subperiod (2001-2005).
These results were contrasted with the Gregory and Hansen (1996) cointegration test. The
analysis was conducted for the whole period allowing the presence of structural breaks
and we found that Latin American currencies do have a long-run equilibrium relationship
in relation with the Brazilian real even in the presence of structural breaks or regime
shifts.
Cointegration was also tested using subsamples as defined by trade areas (i.e.
Mercosur, G3, Andean Community, LAIA, CAFTA). Evidence of cointegration was
found for both Mercosur and LAIA groups. On the other hand, partial evidence of
cointegration was found for the G3 and Andean community. These results are in line with
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those of Escaith et al. (2002). Using a different set of economic variables, Escaith et al.
(2002) finds that economic and financial integration among countries in Latin America is
more evident at the subregional level, particularly in the Mercosur.
The finding that most of the currencies are cointegrated with the Brazilian real
implies that the behavior of Brazil’s currency may contain useful information about the
long-run path of the other currencies in the region. Moreover, Brazil is also one of the
largest economies in Latin America; thus, investors would benefit from following the
market performance of the Brazilian economy as one of the indicators of the performance
of other economies in the region.
Finally, a last implication of this study refers to the properties of the cointegration
test. It is found that evidence of cointegration might depend upon the period of study
when using the well-known Johansen (1995, 1995) cointegration test. Therefore, it seems
important to account for the presence of structural breaks when such breaks are thought
to be present. In our case, the Gregory and Hansen (1996) allowed us to conclude that the
Brazilian real has a long-run equilibrium with the other currencies in the region even after
the dramatic devaluation of the currency in 1999.
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CHAPTER III

COMMON VOLATILITY ACROSS THE LATIN AMERICAN FOREIGN
EXCHANGE MARKET

3.1 INTRODUCTION
Since the 1990s, Latin American and Caribbean countries have implemented a
series of significant policy changes and structural reforms. Such reforms, mandated by
the International Monetary Fund (IMF), included drastic fiscal restraints, financial and
trade liberalization, deregulation of government-owned firms, and liberalization of
exchange rate regimes.26 Although macroeconomic policy coordination was not
formalized as an agenda, these changes have led to convergence in macroeconomic
policies and to an increase in the interdependence of both trade and financial markets. As
a result, economic policies and developments in one country can impact the whole
region.
Take, for example, the case of exchange rates. Exchange rate movements in one
country can affect sales, profit forecasts, capital budgeting plans, and the value of
international investments in a whole host of countries that trade with one another.
Therefore, exchange rate developments in one country can significantly impact the
region’s economic stability. In this Chapter, we contribute to the literature on the
properties of exchange rates in Latin America. We increase our understanding of
financial integration in Latin America by investigating the dynamics and cross-country
relationships among currencies in the region. In order to study such interactions, we focus
26 Many o f these reforms date back to the 1980s. Others were included in the Washington consensus (1990)
as a response for the financial crises that the region underwent in the 1980s. For more detail on this
negotiations see Edwards (1998b).
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on the common volatility process of Latin American exchange rates. Thus, we analyze
whether there are common factors that drive volatility across these countries’ foreign
exchange markets.
The vast majority of studies explaining the cross-country dynamics of exchange rate
volatility focus on the world’s major currencies. However, few studies focus on whether
there are common volatility processes driving the foreign exchange market in emerging
economies. In this Chapter, we test for linkages among markets in terms of the second
moments of the exchange rates for a group of emerging economies. This approach refers
to the idea that volatility movements across currencies are driven by common factors
(e.g. oil prices, policy coordination). The existence of common volatility indicates that
the manner in which the currencies evolve is closely related.
Information about a common volatility process is useful in order to assess the extent
of currency risks taken by investors within and outside the region. Furthermore,
identifying a common volatility process is of interest because, in the past few years, there
has been an effort to consolidate and increase the market for derivative trading in Latin
America.

97

There are already several securities exchanges in the region that trade

derivative contracts and over-the-counter derivative markets are emerging domestically.
Any risk reduction through the identification of intracurrency relationships would be
beneficial. Thus, the finding that these currencies have a common volatility process could
be useful information for the creation of cross-hedging policies based on derivatives (e.g.,
FX swaps).

27 The largest derivatives exchanges in the region are located in Argentina (Mercado a Termino o f Buenos
Aires [MATBA], Mercado a Termino o f Rosario [ROFEX]); Brazil (Bolsa de Mercadorias y Futures
[BM&F], BOVESPA index); and Mexico (Mexican market for derivatives [MexDer]). In addition, overthe-counter (OTC) exchange derivative markets exist in Chile and Peru.

48

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

Moreover, there is a widespread view that financial markets tend to treat Latin
American countries as one bloc. If there is evidence that Latin American countries are
routinely hit by a large, common financial shock one might speculate that monetary and
exchange rate policies should react in a similar way (Berg et al., 2002). Thus, the study of
common volatility processes could indicate the likelihood of “contagion” in these
markets.
There are not many previous studies on the properties of high frequency exchange
rates in Latin America. Some studies have addressed the study of regional comovements
in macroeconomic variables (Edwards & Susmel, 2003; Escaith, 2002; Hecq, 2002;
Loayza, 1999 among others). On the other hand, most studies in the area of exchange
rates have focused on some of the properties of the real exchange rates and in the
discussion about the appropriate exchange rate regime (see Collins, 1996; Piragic &
Jameson, 2005; and most of the work of Sebastian Edwards and Guillermo Calvo).
Studying volatility dynamics among Latin American countries is important because
volatility can impose economic costs on agents in the market. We focus on volatility
because it deals with the uncertainty about the exchange rate. Though the empirical
evidence is not conclusive, it is known that economic agents bear higher transactions
costs given the possibilities of unanticipated movements in the exchange rates.
Based on a factor ARCH model, we investigate the existence of common factors
driving intracurrency variability using an application of Engle and Kozicki’s (1993)
common features methodology. This methodology is a generalization of the concept of
cointegration. The idea of the methodology is that a feature is shared by two series if they
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exhibit the feature individually, and if there is a linear combination of the two series that
does not exhibit the feature.
Given that the feature of interest is the existence of common ARCH, we first test
each currency for time-dependent variance. Then we form bivariate portfolios and test
them for common volatility. Under the null hypothesis of common volatility, making use
of a generalized method of moments (GMM) type of estimation, we look for a parameter
(A.) that minimizes the Lagrange multiplier (LM) statistic for each of the portfolios. To
the best of our knowledge, only three papers have tested for a common volatility process
among exchange rates (Alexander, 1995a; Farrell, 2001 and Funke & Hall, 1995), and
none have used data for Latin America.
The Chapter is organized as follows. Following this introduction, Section 3.2
discusses the relevant literature on common features. Section 3.3 discusses the theoretical
background and econometric methodology. In Section 3.4 we describe the data and the
stochastic properties of the exchange rates in Latin America. In Section 3.5 we use daily
and weekly data for the 1994-2005 period to test for common volatility processes among
foreign exchange markets in Latin America. Section 3.6 presents a summary and
concluding remarks.
The results of this Chapter indicate that while most currencies display evidence of
time-varying variance, the volatility movements in Latin American foreign exchange
markets seems to be mainly country specific. It is found that only a few markets show
evidence of a common volatility process.
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3.2 RELEVANT LITERATURE

The research on common features was bom out of an academic interest to analyze,
within a multivariate framework, whether time-series variables shared certain features.
Engle and Kozicki (1993) generalized the concept of cointegration and developed a
statistical test for the hypothesis that a feature of one series is common to other series.
Such a feature would be common if there is a linear combination of the series for which
the feature no longer exists.
The idea of common features is derived from the concept of cointegration,
developed by Granger (1981) and Engle and Granger (1987). As discussed in Chapter 2,
cointegration is a cofeature test for two or more series, which individually are not
stationary but for which a linear combination is stationary. Following the developments
in cointegration, interesting applications of the common feature methodology of Engle
and Kozicki (1993) have been undertaken. The test has been applied to identify the
common presence of features such as seasonal components, non-linearities, serial
correlation, structural breaks, kurtosis, skewness, and seasonality.

9R

For example, in the

area of business cycles, the test has been used to identify common cycles, cycle
codependence, common autocorrelation, and the degree of business cycle integration.
Applications of common feature testing for Latin America have been carried by
Hecq (2002). His study applies three common cyclical feature models for analyzing
business cycle comovements among real GDP of five Latin American countries: Brazil,

28 For a more complete literature review on different applications o f the testing procedure, see the special
edition o f the Journal o f Business and Economics Statistics, 11 (1993), which covers theoretical and
empirical advances on common features. Also, the topic has been covered in a special issue from the
Journal o f Econometrics, 132, 1 (2006).
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Argentina, Mexico, Peru and Chile. His findings indicate that business cycles of these
countries are strongly related and share long- and short-run propagation mechanisms
during the 1950-1990 period.
Another interesting feature that time series usually display is time-varying variance.
Hence, the common feature methodology has also been extended to test for the presence
of common ARCH. In international finance, the common ARCH test has been used to
analyze the existence of common volatility in stock markets, bond markets and in the
interest rate term structure for a number of countries (see Alexander 1995b; Arshanapalli
& Doukas, 1994; Arshanapalli et al., 1997; Beliu, 2005; Booth et al., 1996; Booth & Tse,
1996; Engle & Marcucci, 2006; Engle & Susmel, 1993; Tse and Booth , 1996 and So et
al., 1997).29
Applications for the foreign exchange markets have been undertaken by Alexander
(1995a), Funke and Hall (1995), and Farrel (2001). Alexander (1995a) uses daily and
weekly data on nominal U.S. dollar and German mark returns (with respect to several
29 Alexander ('1995b') tests for common volatility and cointegration in international bond and equity
markets. The countries bond and equity markets are from Canada, France, Germany, Japan, the
Netherlands, UK and the U.S. for the 1987-1993 period. She finds that the evidence o f common features is
stronger across countries than across assets. Arshanapalli et al. (1997). tests for a common volatility
process among security prices for the U.S., Europe and the Pacific Rim capital markets. They find evidence
that the world capital markets are related through their second moments, implying a world common timevarying variance. Beliu (2005) uses the common volatility methodology to test for financial integration
across international bond market returns. Her findings indicate that for the 1989-2004 period, Austria,
France, Germany and Netherlands create a regional group o f bond markets that are fully integrated. The
U.S. bond returns show no ARCH effects when regressed against any o f the bond returns. On the other
hand, U.K. bond returns do not share a common volatility process with other international bond returns.
These results indicate lack o f a fully integrated process between the U.K. and other European bond
markets. Booth et al. (19961 investigate whether the U.S., U.K., and Japanese stock index future markets
have a similar volatility process using the common volatility methodology. Their results indicate that for
the 1988-1991 period, these three markets share a common factor generating volatilities among markets.
Booth and Tse (19961 uses the U.S. Treasury bill and Eurodollar futures for the 1982-1994 period to test
for common volatility and volatility spillovers. His findings reveal there is no common volatility but
significant spillovers from the Treasury bill rate. Finally, Engle and Susmel (1993) investigate common
volatility across international stock markets for the 1980-1990 period. Their results indicate that there is a
relationship among the second moment o f two groups o f stock market returns. The first group is composed
by Belgium, Germany, Norway and Sweden. The second group is composed by Australia, Honk Kong,
Singapore, and Malaysia.
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major currencies) to test for common ARCH factors. Her findings indicate strong
evidence of a common ARCH factor only in the British sterling/U.S. dollar and Japanese
yen/U.S. dollar weekly returns. No common ARCH is found in any of the German mark
returns. The volatility comovements among the yen and the sterling were found to be in
opposite directions. Furthermore, there is evidence that the volatility dynamics in the
sterling and yen are important determinants of future volatility in the other currencies.
Funke and Hall (1995) test for common volatility in the sterling/deutschmark, the
British sterling/U.S. dollar and the German mark/ U.S. dollar exchange rates. They find
strong evidence that a common underlying process drives the volatility of the British
sterling/U.S. dollar and the German mark/ U.S. dollar. In contrast, they find that the cross
rate between the sterling and the German mark has nothing in common with the cross
rates against the U.S. dollar. They further argue that in foreign exchange markets,
convergence in second moments may take place more rapidly than convergence in first
moments, and that the underlying shocks affecting the European currency markets have
more in common than one might suppose by looking at movements in the level of
exchange rates.
Finally, Farrell (2001) tests for a common volatility process in South Africa’s dual
exchange rate system and for the presence of volatility spillovers. His findings indicate
no evidence of common volatility in the dual foreign exchange market of South Africa.
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3.3 THEORY AND ECONOMETRIC METHODOLOGY

The theoretical and econometric developments on cointegration have been widely
applied in the literature. In contrast, the concept of common volatility is less known and
its applications less common. Some of the most important applications of the common
feature methodology in foreign exchange markets is the analysis of volatility
comovements. In this case, we can identify the direction of volatility comovements when
responding to a common factor therefore, the analysis can highlight whether an
individual can offset the risk from a position in one currency by taking a position in
another (across market risk diversification.) This hedging could be possible if the
exchange rates share some common volatility. In this context, an investor could diversify
by forming time invariant variance portfolios.

Additionally, the amount and types of

existing common features are indicators of the degree of market integration.
The common volatility approach to the common feature testing is based on factorARCH structure models such as those proposed by Engle (1987) and Diebold and
Nerlove (1989). In this type of model, asset prices are driven by a small number of latent
variables, called factors, and by idiosyncratic disturbances. The latent variables have
specific characteristics or features that influence the observables and give them this

30 We can have an intuitive and very simplified example o f volatility hedging before we present the
complete theoretical equations. Assume that you have two currencies A and B. The currency returns
offered by A in three periods are [2, 4, 6] and for B they are [6, 4, 2], It can be observed that when the
currency return o f one o f the assets increases by 2, the other one decreases by 2. A portfolio that splits
assets between the two currencies (C) will have currency returns [4, 4, 4], Then, taking squared currency
returns as a proxy o f the realized volatility, the volatility o f a portfolio composed only by A would be [4,
16, 36] a total volatility o f 56. For B the square currency returns are [36, 16, 4] and the total volatility 56.
For C the squared currency returns [16, 16, 16] for a total volatility of 48. In this case, it is shown that by
diversifying in currencies A and B, risk can be reduced and the risk is not changing from one period to the
other. O f course, in real life data the story is a lot more complicated but the same intuition holds.
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feature. This specification allows for a more tractable system of smaller dimension
(Engle and Marcucci, 2002).
Following the application of Engle and Susmel (1993) to stock markets, we can also
construct a simple factor model for currency returns. Suppose that returns on assets
denominated in two Latin American currencies, denoted by xu and X2t, are generated as
follows:
xu

Pu

—

CN

. * 2 1 .

(2*1)

(2x1)

+ ^lt
_e2t _

(2x1)

where
X"
_^2t

=

>1,'
X ( lx l)
CN

_ (2x1)

+

(2x1)

ult
_u2l_

(2x1)

or again, in a more compact fashion:
xt = p t +£t

(3.1)

et = r f t + u,

( 3 .2)

Here, xt is a vector of observed currency returns, and p t is the vector of time
varying risk premia on the portfolio. The vector of unexpected components of the returns
( e t ) has two parts, an idiosyncratic country risk component (ut ) and a common factor
component (IX)- We assume one common factor f t . The factor loadings are specified
by T (the sign and size of the effect that the factor has on the currency return). The
expectation of the common future factor and idiosyncratic country risk is zero. That is:
El_x{ft) = Et_x{u<) = 0

(3-3)

and
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E,_,(fK> = 0, £ ,_ ,(/) = v;'

(3.4)

E ,-\ 0,0 = £2
,

Where, as in Diebold and Nerlove (1989), we impose the restriction that the
variance of the idiosyncratic factor is held constant over time ( Q,t = Q ). Now, if p t = 0,
the conditional variance of the portfolio returns can be expressed as:
K -i

(x<) =

K - i (.P t

+

e , )

=

K -i (£ t

)

= KM(iy( + «f) = Vt_](Tfl) + V(ut)
= m r* + Q

(3.5)

This model, based on arbitrage pricing theory (APT), assumes that the factor
follows an ARCH process. The methodology for common volatility is based on the result
that two stationary autoregressive conditional heteroscedastic time series have a common
ARCH factor if and only if there exists a “no-ARCH” linear combination. The factor
model specifies a covariance matrix having the property of a linear combination with “no
ARCH.” That is, there is a linear combination of the two series that does not display
conditional heteroscedasticity. Now, suppose that xu and x2t have the following
properties:
*i, = fu + Vi, where f u / I t ~ d (0, h f )

(3.6)

and
* 2, = f 2, + lit where f 2t / I t ~ d (0, k, )

(3.7)

Where I t denotes the information set available to economic agents at time t and
rju and rj2t are mutually independent homoscedastic error components (the idiosyncratic
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components). Also, both h] and k] are time varying and follow an ARCH process.
Now, consider a portfolio;;, (A) = xu + hc2t. The variance of this portfolio is:

Vt (y, (A)) = h) + A2kf + 2 ACov, ( /„ , f 2t) + (cr’+A2<ra2)

(3.8)

where ( a \ + A 2crl) is constant. The variance of this portfolio Vt(y t (A)) would not display
ARCH if and only if f u =-Af2t. In this case hf = X2kf and Covt (/„ , f 2l) = - X k t2 , in
which case xu and x2t have the common ARCH factor f 2t.
An investor with assets denominated in currency xu and x2l could hedge her/his
investment if both currencies share a common volatility process. In this case, she/he
reduces the risk of her/his portfolio to Vt { y t (A)) = (oy+A2^ ) . Thus xu and x2t could be
combined in proportion (1,A) for effective hedging of volatility. The scale factor A
would be interpreted as the relative weight in a risk-minimizing portfolio. From a more
general point of view, if both currencies share a common volatility process, it is also an
indicator of integration among the countries. These two countries are responding
simultaneously to factors that cause volatility in their foreign exchange market.
The sign of A determines the relationship between the currency returns
corresponding to a common conditionally heteroscedastic factor. A negative A, suggests
that changes in the volatility process are generally in the same direction. On the other
hand, if the changes are in opposite directions, a positive coefficient allows the individual
fluctuations to offset one another (see Alexander, 1995a).

57

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

The application of the common volatility methodology implies that we need to
identify the presence of ARCH in the second moment of each series and find linear
combinations that do not have ARCH. Following the literature on common ARCH, we
conduct the test in four steps. The first step is to test for univariate ARCH factors in each
currency return. We use squared currency returns (xt ) as a proxy of the realized
volatility.31 We estimate Engle’s (1982) LM test, which is distributed as yj with degrees
of freedom equal to the number of over-identifying restrictions. Each squared currency
return is regressed on a constant and lags of its own. We test the null hypothesis of “no
ARCH” and the critical value is obtained by multiplying the uncentered R2 by the sample
size T (TR2).
In the second step, we conduct a multivariate ARCH test for all squared currency
returns. This multivariate ARCH test is conducted by regressing each squared currency
return on a constant, and two information sets containing their own lags and lags of other
squared currency returns. The first information set contains data for North America,
Central America and the Caribbean (MARCH-NC), and the other contains lags of South
American countries (MARCH-SA.)32 The idea of this second test is to identify whether
other currencies in the region are able to explain the volatility process in each country.
From steps one and two, we take all series that are found to have significant ARCH
and include them in the common volatility test. Series with “no ARCH” are not included
in the test. Including series with no ARCH effect could be misleading in several ways.

31 This section focuses on the volatility process o f the exchange rates and therefore does not model the
mean o f the process. Rather, the section uses the squared returns as a proxy o f volatility. The financial
literature has focused recently on high-frequency returns between period t—1 and t to obtain a consistent
estimator o f volatility for time t (by squaring the returns). This measure o f volatility is what is known as
“realized volatility” (see Anderson & Vahid, 2005).
32 MARCH-NCA contains lags o f Mexico, Guatemala, and the Dominican Republic. On the other hand,
MARCH-SA contains lags o f Argentina, Bolivia, Brazil, Chile, Colombia, Paraguay, Peru, and Uruguay.
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When testing for common volatility we are testing for the null hypothesis of “common
volatility” or “no ARCH” in a linear combination of two currency returns. Thus, if one of
the series does not have a time-dependent variance (“no ARCH”), then a linear
combination with another series that possesses the ARCH feature might give misleading
results. This combination might yield a critical value that implies a failure to reject the
null hypothesis and incorrectly conclude that both series have common volatility. This
situation also holds for the case in which both series, individually, do not have ARCH.33
In the third step, we take all those series for which we obtained significant ARCH
and form bivariate portfolios of the form yt (A) = xu + Ax2l. Following Engle and Kozicki
(1993), we regress the squared portfolio on a constant and a multivariate information set
Zt that contains lags of each squared currency return and lagged cross products of both
currency returns.34 Here we are testing for the null hypothesis of common ARCH. To find
such portfolios, we minimize the TR2 obtained from the auxiliary regression over the
scale factor X (cofeature parameter). This is a GMM (Hansen 1982) type of estimation,
which follows a % distribution with degrees of freedom equal to the number of over
identifying restrictions.
The minimization is conducted through a quasi-Newton optimization method,
BFGS, and through a grid search with inclusive bounds for X of -100 and 100 and in a

33 From Engle and Kozicki (1993), three axioms follow the common feature methodology: i) If x ,t has
(does not have) the feature, then axlt with aVO will have (not have) the feature; ii) If neither x lt nor x2, have
the feature, then a linear combination o f them will not have the feature; and finally, iii) if x lt does not have
the feature and x2t does have the feature, then y = x lt + x2t will have the feature.
34 The criterion to determine the optimal number o f lags is not formally specified in the literature. However,
in this study we follow the convention by using four lags o f currency 1, four lags o f currency 2, and four
lags o f cross products.

59

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

0.01 sequence.35 We expanded the interval for the grid search whenever the minimization
resulted in X equaling one of the bounds. In Figure 3.1 we show the case of a bivariate
portfolio consisting of the Chilean peso and Colombian peso, where Chile’s coefficient
was normalized to be one.

Figure 3.1 - LM Statistics: TR2 Minimization over X
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Whenever the minimum TR2 exceeds the critical value, we reject the null
hypothesis of common volatility. Conversely, when we fail to reject the null hypothesis
we conclude that the portfolio no longer displays ARCH and that the currency returns
share a common volatility process. From this step we identify all portfolios that are not
correlated in the squares with any information included in Zt. Such portfolios are the
candidates to be “no ARCH” portfolios, or portfolios that share a common ARCH factor.
However, for robustness, we conduct a fourth step. In this last step the portfolios that
35 BFGS stands for Broyden-Fletcher Goldfarb—Shanno. Both methods were used as a check for
robustness. The results using the two methods did not differ much; both led to similar conclusions. The grid
search helped to determine if the minimum was well defined. In fact, when looking at all combination o f
currencies, we find that, in general, although the shapes o f the functions are not globally convex, the
minimum is well defined, as previously demonstrated by Engle and Kozicki (1993).
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share common volatility need to pass new univariate and multivariate ARCH tests. These
new tests consist of regressing the optimal portfolios (given A.) on their own lags and on
lags of other countries. Remaining ARCH in the portfolios can be an indication of no
common.volatility.

3.4 DATA DESCRIPTION AND DESCRIPTIVE STATISTICS

3.4.1

Data Description
In this Chapter, we use data for twelve Latin-American currencies.36 The sample

period begins in January 3, 1994, and ends in February 8, 2005, for a total of 2,897 daily
and 578 weekly observations. The data corresponds to the closing bid and is obtained
from Bloomberg’s database and from some of the countries’ central banks. The sample
contains the currencies of Argentina,

Bolivia, Brazil, Colombia, Chile, Guatemala,

Mexico, Paraguay, Peru, Dominican Republic, Uruguay and, Venezuela, all vis-a-vis the
U.S. dollar. The first differences of the logarithm of the nominal exchange rates are used
as currency returns.

-50

The use of daily and weekly data is typical in this literature. Weekly data are often
included to avoid the noisiness typically encountered in daily data and to avoid the
“weekend effect.” It also eliminates nonsynchronous trading and problems of short-term

36 Costa Rica and Nicaragua are excluded because the currency returns are not stationary.
37 The sample for Argentina starts in 2001 because before 2001, its currency was pegged to the U.S. dollar.
38 We use nominal exchange rates rather than real exchange rates given that we are using daily and weekly
data for which data in real exchange rates are not available. Also, using real exchange rates would have
different implications for the conclusions derived from the tests. The log o f the nominal exchange rates is
expressed in foreign currency received for one U.S. dollar. For the returns we use x, = [log (et) - log (et_
i)]*100 where e, is the exchange rate in day t and x, denotes daily currency return. The validity o f this firstdifference transformation in rendering the underlying series stationary is confirmed in Chapter 2 by the
results o f unit rood tests for non-stationarity using the ADF, DF-GLS and KPSS tests.
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correlation.

It is rather common to find weekly estimates based on Wednesday reports

or using an average from “Thursday to Thursday” in which weekend data is excluded.
We use both measures in our estimation. Because of space considerations and because the
results do not change considerably, we only present the results based on Wednesday
reports.
The focus of this Chapter is on data corresponding to the last decade because,
during this period, the currencies of the sample have gradually moved towards more
flexible exchange rate systems (i.e. Brazil, Chile, Colombia, Mexico, Peru). It is also
important to note that the data on exchange rates used in this study pertains to the official
market. For some currencies, there still might be significant foreign exchange traded in
parallel markets, which coexist with the official market.

3.4.2

Univariate Descriptive Statistics
Daily and weekly univariate statistics for the currency returns are provided in Table

3.1. When examining both daily and weekly data, the highest values, in terms of standard
deviations, are those of Argentina, Brazil, Mexico, Dominican Republic, and Venezuela.
In general, all the series appear to be better characterized as leptokurtic or “fat tailed,”
which is a common characteristic found in speculative prices and financial returns. The
presence of fat tails indicates that the series possibly either have infinite variances or
volatility clustering. Therefore, volatility measures might be inadequately specified using

39 Baillie and Bollerslev (1989b) find that, for six major currencies, Monday prices still reflected the
accumulation o f news that occurred since the market closed on Friday. In these cases one can just control
using “day-of-the-week” dummies or aggregating daily data into weekly data. The latter is the procedure
we follow.
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the estimated variance, thus the importance of conditional measures of risk and volatility
such as those provided by ARCH and GARCH estimates (Fofack & Nolan, 2001; Pozo &
Amuedo-Dorantes, 2003).
The most notable cases of leptokurtosis were those of Argentina, Bolivia, Mexico,
Paraguay, and Venezuela. The Ljung-Box (LB) statistic is an autocorrelation test that
follows a %2 distribution with q degrees of freedom (where q equals 6 and 12). The LB
statistic suggests significant autocorrelation, which in turn also suggests evidence for a
time varying variance.
The skewness parameter of the distribution of exchange rates is of importance
because it can capture the presence of a small number of large movements in any
direction. If there is a case in which the exchange rates were subject to a single, unusually
large, depreciation during a particular period, this would appear in the skewness of the
distribution during that period. A positive value of skewness indicates the presence of a
few relatively large devaluations during the period while a negative value indicates a few
large appreciations.
The fact that most currencies in our sample have a positive skewness reflects the
tendency in these countries towards policies oriented toward devaluation. Argentina,
Mexico, Paraguay, and Venezuela display the most pronounced assymmetries. Paraguay
is skewed to the left, while the Venezuelan currency has high positive skewness
coefficient. As indicated by the Jarque-Bera statistic (JB), the null hypothesis of
normality was rejected for most currency returns and, therefore, the unconditional
distribution for all currency returns is non-normal.
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In accordance with the literature on exchange rates, Latin American currency
returns are characterized by asymmetric non-normal unconditional distributions, and they
exhibit higher probability in the tails relative to the normal distribution. Furthermore, the
effect of increasing the length of the sampling interval results in a reduction in kurtosis
(see Baillie & Bollerslev, 1989b and Boothe & Glassman; 1987).

Table 3.1 - Summary Statistics for Daily and Weekly Currency Returns (1994—2005)
Country
Argentina (d)
Argentina (w)
Bolivia (d)
Bolivia (w)
Brazil (d)
Brazil (w)
Chile (d)
Chile (w)
Colombia (d)
Colombia (w)
Guatemala (d)
Guatemala (w)
Mexico (d)
Mexico (w)
Paraguay (d)
Paraguay (w)
Peru (d)
Peru (w)
D. Republic (d)
D. Republic (w)
Uruguay (d)
Uruguay (w)
Venezuela (d)
Venezuela (w)

M ean
0.037**
0.002**
0.020**
0.001*
0.107*
0.005*
0.011
0.0005*
0.037*
0.002*
0.010*
0.0005*
0.044**
0.002*
0.043*
0.002*
0.014*
0.0007*
0.023
0.002
0.059*
0.003*
0.099*
0.005*

Std. Dev.
1.054
0.024
0.005
0.006
0.977
0.028
0.470
0.010
0.476
0.010
0.205
0.005
1.032
0.019
0.727
0.012
0.287
0.006
1.028
0.023
0.010
0.016
1.736
0.038

Skewness
14.63*
10.36*
2.11*
0.56*
0.31*
1.64*
0.03*
-0.08
1.03*
0.62*
0 .14*
0.76*
1.62*
4.60*
-2.78*
0.82*
0.99*
0.30*
0.59*
0.77*
0.83*
0.09
20.40*
8.883*

Kurtosis
444.16*
154.58*
230.97*
200.59*
24.1*
13.88*
7.22*
5.36*
15.88*
5.84*
18.30*
8.28*
102.35*
43.62*
139.72*
13.73*
45.31*
11.04*
49.68*
27.52*
77.36*
27.38*
619.65*
113.04*

LB
115.71*
57.22*
360.84*
152.57*
383.12*
341.59*
31.78*
28.33*
5.57*
40.35*
147.95*
20.22*
83.123*
46.21*
79.79*
24.15*
75.63*
17.89*
106.5*
14.04**
252.04*
44.88*
10.08
5.44

LB S
44.20*
27.41*
348.75*
142.97*
1341.9*
411.07*
374.95*
30.70*
229.69*
38.92*
124.37*
20.35*
1172.9*
124.56*
185.75*
190.77*
451.92*
122.15*
839.66*
84.01*
1135.4*
652.2*
0.048*
0.059*

JB
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000

Note: *, ** and *** indicate 1%, 5% and 10% significance level. Currency returns are the % change in the log
o f exchange rates. Daily data is denoted by (d) and (w) refers to weekly data. LB is the Ljung Box test for serial
correlation with 6 lags. LBS refer to the Ljung Box-Squared. Jarque-Bera Statistic, JB, reports the p-values for
the test against the null hypothesis o f a normal distribution. Under the assumption o f normality, their asymptotic
distribution is s~N(0, 6/T) and k~N(0,24/T).
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3.5 COMMON VOLATILITY IN THE FOREIGN EXCHANGE MARKET

In this section we apply the common features methodology developed by Engle and
Kozicki (1993) to test for the existence of common volatility in Latin American foreign
exchange markets. The idea of the common-feature methodology is that if we have two
series and each displays time-varying volatility, we can find a linear combination of the
two series that does not display time-varying volatility. In this case, by finding such a
combination we are offsetting any ARCH factor and reducing the portfolio’s risk.
Furthermore, say we find a factor X that gives us a “no ARCH” portfolio. A
negative X means that the volatility process goes in the same direction and that timedependant volatility is offset with a proportionate combination (1, X). Hence, two
conclusions are derived: first, a factor X that provides suggestions for risk reduction in
portfolio formation, and second, the response and direction of the volatility process in the
two countries’ currencies when affected by common shocks.
3.5.1

Daily Results
In testing for common volatility, we first explore the presence of ARCH factors in

each currency return. To test for ARCH, we use a version of Engle’s (1982) LM tests for
the null hypothesis of “no ARCH.” To conduct the LM test, each return series is squared
and used as an approximation for each country’s realized volatility. The squared returns
are regressed against a constant and lags of itself. We use 1 to 4, 8, and 12 lags because
increasing the lag length can capture the GARCH effects (Alexander, 1995a).
The results of univariate ARCH tests are reported in Table 3.2. The Table reports
the TR statistics for the null hypothesis of no ARCH. The results strongly reveal the
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presence of time-varying volatility for each of the currencies except for the Venezuelan
Bolivar. Increasing the lag used in univariate ARCH tests does not increase the
significance of the effect for Venezuela. The TR2 results for Argentina are small. Yet,
they are significant so as to reject the null hypothesis of “no ARCH.”
In the second step, we take all currency returns for which the LM test indicates the
presence of ARCH and subject them to a multivariate ARCH test. The test is constructed
by conducting a regression of each squared currency return on a constant and a
multivariate information set. This information set contains lags of the squared return and
squared returns of other countries’ currencies. We use the two sets of information defined
earlier in the text: MARCH-NCA and MARCH-SA. The goal is to find out if introducing
other currencies as explanatory variables can capture ARCH.
The results are reported on the last four columns of Table 3.2. F-values obtained
from a Wald test for the significance of exogenous variables are reported in parentheses.
Whenever a currency increases the explanatory power of the test for other currencies, it
suggests that it is a useful instrument for detecting ARCH. For most countries, except
Venezuela, other Latin American countries help to explain the volatility process. In the
case of Argentina, South American countries are helpful in detecting ARCH, while North
and Central American countries are not. It is worth noting that the power of the test
increases when we include other currencies for Colombia and Chile. Also, in the case of
the Paraguayan currency, the Brazilian and Uruguayan currencies are helpful in detecting
ARCH.40

40 We also conducted bivariate ARCH tests, but the results are not presented due to space constraints. The
results are in line with the conclusions obtained from the MARCH test.
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Table 3.2 - TR2 Statistics: ARCH Test of Daily Dollar Return (1994-2005)
ARC H Test
Squared
Returns

ARCH (1)

ARC H (2)

ARC H (3)

ARC H (4)

ARC H (8)

ARC H (12)

Argentina

12.90*

13.25*

40.67*

40.67**

48.03*

86.81*

Bolivia

380.61*

529.38*

689.30*

697.82*

751.12*

833.28*

Brazil

269.58*

293.38*

309.59*

309.49*

310.43*

310.07*

Chile

453.01*

488.80*

511.01*

519.72*

534.87*

546.64*

Colombia

175.42*

222.48*

244.42*

253.43*

265.59*

271.65*

Guatemala

206.06*

212.07*

215.51*

220.54*

241.10*

245.26*

Mexico

165.47*

554.81*

563.33*

629.15*

633.31*

667.34*

Paraguay

154.42*

159.10*

166.60*

166.56*

179.08*

179.42*

Peru

90.83*

109.11*

467.04*

471.26*

526.79*

539.23*

Dom. Republic

624.17*

625.34*

627.15*

635.68*

640.47*

646.10*

Uruguay

151.35*

609.74*

644.07*

644.28*

833.50*

880.91*

Venezuela

4 7i**

4.71

4.71

4.71

4.75

4.78

Multivariate AR C H (MARCH)
MARCHMARCHMARCH- MARCHNCA,(1)
NCA (2)
SA (1)
SA (2)
6.67
14.28
15.70*
16.67
(3.35)*
(2.89)***
(1.66)
(6.81)*
293.74*
. 12.83*
270.38*
294.38*
(31.34)*
(1-17)
(4.17)*
(20.18)*
406.06*
122.57*
530.38*
886.52*
(29.38)*
(16.48)*
(50.67)*
(2.53)
516.03*
405*
551.30*
571.73*
(158.06)*
(103.41)*
(76.31)*
(42.98)*
232.96*
181.30*
279.30*
291.39*
(17.34)*
(71.90)*
(45.00)*
(26 .68)*
207.45*
213.78*
176.52*
180.62*
(12.59)*
(50.28)*
(31.65)*
(20.58)*
666.84*
165.71*
555.21*
166.70*
(8.61)*
(8.02)*
(4.96)*
(10.31)*
159.49*
185.79*
424.56*
21.15*
(2.42)*
(13.70)*
(8.53)*
(6.49)*
109.52*
98.66*
118.29*
65.47*
(14.69)*
(8.82)*
(23.07)*
(11.08)*
628.42*
624.50*
625.97*
120.77*
(12.96)*
(4.88)*
(21.00)*
(8.67)*
610.30*
164.07*
627.15*
36.68*
(8.54)*
(7.86)*
(3.37)*
(13.58)*
5.05
5.86
4.8
5.01
(2.47)***
(1.50)
(1.82)
(1.34)

5% Conf. Value for
3.84
5.99
9.49
9.49
15.51
26.30
7.81
15.51
21.03
15.51
tr 2( / ;
Note: *,**, *** indicate 1%, 5% and 10% significance level. These are the TR critical value for the null hypothesis of no ARCH. The TR statistic for the
ARCH test is generated from regressing the squared currency return on a constant and lags o f own squares. The test distribution is %2 with degrees o f freedom p =
1, 2, 3, 4, 8 and 12. (i.e. ARCH(l) indicates univariate ARCH with one lag). MARCH is an ARCH test with a multivariate information set. MARCH-NCA
contains lags o f Mexico, Guatemala and the Dominican Rep. On the other hand MARCH-SA contains lags o f the returns of Argentina, Bolivia, Brazil, Chile,
Colombia, Paraguay, Peru and Uruguay. The numbers in parenthesis give the Wald test statistic for the significance o f exogenous variables.

The test for common volatility is conducted for all possible bivariate portfolios.
Venezuela is excluded from the analysis because of the absence of time-varying variance.
In the absence of ARCH, there should not be common ARCH. Not a single common
ARCH is found when testing common volatility for the whole period (1994-2005). Next,
in order to investigate the possible effects of including and excluding crisis periods, we
divide the sample into two subperiods (1994-2001 and 2001-2005).41 We do not find
evidence of common volatility during the earlier period. However, in the second
subsample (2000-2005), we were able to find portfolios possibly sharing common
volatility. Table 3.3 shows the results of testing for “common volatility” in daily data for
the 2000-2005 period where the TR2 is minimized over X. Most pairs of countries
possibly sharing common volatility were in relation to the Mercosur countries and
Colombia (see Table 3.3).
As mentioned previously in the Chapter, as means of robustness and to ensure that
these “no ARCH” portfolios indeed share a common conditional time-dependent
volatility process, we subject them to new univariate and multivariate ARCH tests. These
new tests are as follows: first, for the univariate test we conduct a regression of the
optimal portfolio (given by X) on a constant and its own lags; then, in addition to the own
lags, we include lags of other countries’ squared currency returns. If the portfolio passes
these univariate and multivariate ARCH tests, and no further evidence of ARCH is
evident, we can safely deduce that a “no-ARCH” portfolio exists and that the two
countries share a common volatility process (with scale factor X) in their foreign
exchange markets.
41 All currencies except Venezuela displayed time-varying variance for both periods. Argentina is not
included in the analysis for 1994 to 2000 because it was pegged to the U.S. dollar for most o f this period.
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Table 3.3 - Common ARCH Feature Test for Daily Data (2001-2005)
Countries

Min TR2

X

ARCH (4)

MARCHN C A (1)

MARCHSA(1)

Bolivia/Brazil

3.76

-0.6

101.51*

115.38*

105.05*

Brazil/Chile

0.61

0.01

247.35*

257.26*

264.68*

Brazil/Colombia

1.10

0.2

258.97*

261.05*

262.31*

Brazil/Paraguay

2.02

-0.17

270.35*

272.71*

271.37*

Brazil/Uruguay

1.62

0.04

241.37*

243.78*

246.74*

Chile/Paraguay

10.88

1.51

41.48*

42.01*

49.42*

203.28*

203.64*

244.75*

Chile/Uruguay

11.40

-1.94

Colombia/Paraguay

2.87

-0.47

182*

182.39*

183.45*

Paraguay/Uruguay

0.84

0.18

62.78*

63.16*

73.00*

5% Confidence V alue for TR2(j(’)

21.03

9.49

15.51

21.03

Note: * Significant at the 5% level. Results are the minimum TR2 o f the regression o f y(X) = (xi, + Xx2t)2
on a constant and a multivariate information set Zt (following Engle and Susmel (1991) we use four lags o f
each currency (xlt and x2t), and four lags o f cross products (x!t * x2t)). MARCH-NCA contains one lag for
the currency returns o f Mexico, Guatemala and the Dominican Republic. On the other hand, MARCH-SA
contains one lag for Argentina, Bolivia, Brazil, Chile, Colombia, Paraguay, Peru and Uruguay.

The last two columns in Table 3.3 display the results on these two new tests. Both
tests indicate that there is still time-varying variance for all of the portfolios. Therefore,
for daily data, there is lack of evidence of a common volatility process in terms of the
foreign exchange markets. A common explanation for the lack of common ARCH in
daily data is that daily data might be too noisy to detect any common feature (see
Alexander, 1995a,b and Engle & Susmel, 1993).

3.5.2

Weekly Results
We also make use of a sample of weekly data. The use of weekly data allows us to

avoid the noisiness typically encountered in daily data. In this sample, the null hypothesis
of “no ARCH” is rejected for most of the currency returns at the 5% level of confidence
(see Table 3.4). Thus, most currencies pass the first test and are included in the test for
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common volatility. The last four panels present the estimates of the multivariate test. The
Venezuelan Bolivar did not pass any of the tests. As a result, this currency is not included
in the tests for common volatility.
A graphical analysis is presented in Figure 3.2 in which the annualized volatility
plots for all currency returns are reported. These are obtained from the GARCH (1,1)
estimations reported in Table 3.5. The reported quasi-maximum likelihood estimates of
univariate generalized autoregressive conditional heteroscedastic GARCH models are of
the form xit =f{xt;fi) + nh where, utly/t_i ~D(0, ht2 ).42 In Figure 3.3 we display the squared
currency returns.
Table 3.6 contains information on all of the portfolios that passed the test for
common volatility. Most of the portfolios that passed the test were in relation to
Argentina, Chile, Colombia, and Guatemala. We subject each of these portfolios to
another univariate and multivariate ARCH test to confirm that they indeed share a
common conditional time-dependent volatility process. The last two columns in Table 3.6
display the results of these two new tests.
Both tests indicate that most portfolios still display time-varying variance;
therefore, these portfolios do not share a common volatility process. However, three
markets seem to be related through their second moments: Argentina-Uruguay, ChileColombia, and Colombia-Guatemala. The portfolio of Argentina and Uruguay displayed
common conditional variance with a factor X = 0.84. This suggests that the movements
on the conditional volatility of both currencies are in opposite directions. The

42 We specify the mean equation as either an AR(1) process or as having a constant mean. We want to
concentrate mainly on the variance process. The error term (u,) follows, conditional on
a normal
distribution and the conditional errors have zero mean and time-varying variance, A,2.
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coefficient for Colombia and Guatemala was 0.34, also indicating that the movements of
both conditional volatilities are in opposite directions. Finally, Chile and Colombia share
a common ARCH factor with a negative X (-0.67), thus it moves in a similar direction,
which weakens and strengthens in the same fashion.
The results of common volatility as indication of financial linkages are warranted
for the case of Argentina and Uruguay. These two economies are highly integrated both
financially and in terms of trade, as they are part of the Mercosur. On the other hand,
Chile and Colombia have followed similar macroeconomic policies. They both are
inflation targeters and they have followed similar exchange rate regimes. Finally, the
rational behind the results for Colombia and Guatemala is not completely intuitive.
However, these two countries have significant trade linkages that might explain the
existence of common volatility.
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Table 3.4 - TR2 Statistics: ARCH Test of Weekly Dollar Returns (1994-2005)
Squared
Returns

ARCH (1)

ARCH (2)

ARC H (3)

AR C H (4)

ARCH (8)

ARCH (12)

Argentina

29.71*

29.90*

29.86*

30.17*

30.57*

56.71*

Bolivia

144.23*

188.69*

211.04*

224.11*

243.23*

246.97*

Brazil

233.79*

233.59*

234.51*

232.73

249.84*

241.43*

Chile

108.94*

110.10*

117.77*

118.20*

133.99*

134.62*

Colombia

102.79*

108.53*

112.22*

113.07*

118.21*

118.64*

Guatemala

83.15*

83.10 *

83.09*

83.37*

87.68*

88.41*

Mexico

114.25*

120.10*

129.80*

130.12*

145.95*

194.66*

Paraguay

106.03*

116.00*

123.36*

125.93*

134.02*

143.60*

Peru

141.83*

142.84*

148.16*

147.92*

148.27*

151.44*

D. Republic

48.62 *

48.65*

58.40*

65.97*

74.33*

90.73*

Uruguay

187.98*

200.44*

200.25*

217.27*

272.41*

289.80*

Venezuela

5.08*

5.08

5.10

5.11

5.17

5.28

3.84

5.99

7.81

9.49

15.51

21.03

5% C. Value
(/)

MARCHNCA (1)
3.93
(1.44)
3.23
(0.76)
41.69*
(12.32)*
110*
(34.09)*
96.11*
(29.26)*
84.01*
(22.59)*
114.56*
(4.83)*
44.47*
(15.78)*
58.25*
(16.84)*
49.31*
(8.35)*
23.32*
(8.91)*
5.15
(2.29)***
7.81

MARCHNCA (2)
4.07
(1.12)
3.67
(0.60)
42.27*
(7.72)*
128.3*
(21.72)*
97.12*
(17.24)*
84.49*
(9.71)*
120.3*
(2.80)*
44.72*
(9.51)*
63.95*
(12.04)*
49.70*
(4.57)*
23.49*
(5.90)*
5.42
(1.37)
12.59

MARCHSA (1)
31.25 *
(0.69)
146.3*
(0.65)
242*
(2.83)*
117.21*
(14.46)*
106.28*
(17.05)*
73.36*
(15.05)*
37.70*
(3.68)*
111.6*
(4.43)*
149.19*
(9.26)*
58.74*
(3.83)*
200.99*
(1.70)***
5.36
(2.41)*
16.92

MARCHNCA (2)
31.89*
(0.69)
121.26*
(0.54)
252.43*
(2,65)*
121.46*
(8.19)*
130.72*
(8.38)*
82.53*
(7.70)*
39.89*
(2.65)*
128.60*
(2.35)*
159*
(2.92)*
60.92*
(2.25)*
229.92*
(1.99)*
6.15*
(1.17)
28.87

Note: * indicate significance at the 5% level. These are the TR2 critical value for the null hypothesis o f no ARCH. The TR2 statistic for the ARCH test is
generated from regressing the squared currency return on a constant and lags o f own squares. The test distribution is %2 with degrees o f freedom p = 1, 2, 3,
4, 8 and 12. (i.e. ARCH(l) indicates univariate ARCH with one lag) The MARCH is an ARCH test with a multivariate information set. The test is conducted
by regressing the squared currency return (row), on a constant, lag o f its own and lags o f other currency returns. MARCH-NCA contains lags of the
currency returns from Mexico, Guatemala and the Dominican Republic. On the other hand, MARCH-SA contains lags of Argentina, Bolivia, Brazil, Chile,
Colombia, Paraguay, Peru and Uruguay. The numbers in parenthesis give the Wald test statistic for the significance o f exogenous variables.

Table 3.5 - Univariate GARCH (1,1) Estimates of the First Log Difference of Exchange
Rates
a„
Argentina
Bolivia
Brazil
Chile
Colombia
Guatemala
Mexico
Paraguay
Peru
Dom. Rep.
Uruguay

0.0007
(0.0007)
0.100*
(0.012)
0.0015*
(0.0005)
0.037
(0.037)
0.079*
(0.038)
0.00015
(0.0002)
0.147*
(0.061)
0.081*
(0.017)
0.018
(0.020)
0.055*
(0.024)
0.327*
(0.020)

Cti

0.016
(0.169)
0.234*
(0.057)
0.083***
(0.043)
0.074
(0.048)
0.131*
(0.055)
0.062
(0.059)
0.211*
(0.075)
0.157*
(0.045)
0.114***
(0.065)

a?

0.085***
(0.049)
0.119*
(0.048)

CO

a

5.07e-05
(3.58e-05)
-0.0009
(0.007)
1.24e-05
(1.14e-05)
0.013***
(0.008)
0.175*
(0.034)
1.35e-06*
(5.33e-07)
0.568
(0.626)
0.003* a
(0.002)
0.057*a
(0.015)
0.002
(0.003)
0.010*
(0.006)

0.036
(0.039)
0.663*
(0.483)
0.283*
(0.084)
0.104*
(0.033)
0.382*
(0.065)
0.169*
(0.048)
0.160
(0.162)
0.597*
(0.143)
0.524*
(0.154)
0.250*
(0.072)
0.677*
(0.183)

0.878*
(0.049)
0.715*
(0.017)
0.726*
(0.051)
0.894*
(0.032)
0.514*
(0.064)
0.789*
(0.059)
0.619*
(0.293)
0.684*
(0.049)
0.389*
(0.095)
0.850*
(0.055)
0.628*
(0.040)

Wald Test
H„: a+/3=1
11.4
4.24**
2.86*
1.98
2.81***
1.11
2.20***
1.68
2.62***
5.84*
1.25

Note: *, **, *** indicate 1%, 5% and 10% significance level. Numbers in parenthesis are the robust standard
errors due to Bollerslev and Wooldridge (1992). The reported quasi-maximum likelihood estimates o f univariate
generalized autoregressive conditional heteroscedastic GARCH models are o f the form xit = f (x,; 13) + ut, where,
wtyt-i ~N(0, ht2). We specify the mean equation as either an AR (1), an AR(2) process or having a constant mean.
We want to concentrate mainly on the variance process.
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Table 3.6 - Common ARCH Feature Test for Weekly Data (1994-2005)
Countries

Min TR2

X

Argentina Brazil

Chile

Colombia Paraguay

Uruguay

5.77

9.05

5.59

12.07*

6.11
18.49*
27.27*

5.87

18.13*
26.88*

21.50*
30.12*

18.31*
27.15*

26.78*

-0.05

10.82

13.68

12.12

30.61*

13.97

-0.67

2.01

3.16
12.58

15.35
31.22*

3.27
12.18

14.09

12.33

14.19

3.25
10.99
14.14

32.28*

14.97

16.04*

14.25

8.53
14.74

8.19
13.61

25.01*

0.01

5.46
11.89*

32.37*

8.09
14.77

10.07
15.62

8.21
14.70

4.15
13.64*

5.06

6.09

6.58

5.30

7.47

5.97

A r g e n tin a / U ruguay

9.11

0.84

5.43

Argentina/Colombia
Argentina/Guatemala

6.08
16.08

0.25
0.08

Chile/Brazil

15.36

C hile/C olom bia
Chile/Guatemala

8.86
16.37

-0.38

Chile/Paraguay

15.31

0.06

9.40
12.11*

Chile/Peru

10.83
14.16

-0.7

Chile/Uruguay

MARCH (4)

ARCH (4)

3.01

6.47

18.04*

18.10*
26.88*

14.35
3.72

13.01
3.23

C olom bia/G uatem ala
Colombia/Dominican Republic

13.68
18.83

0.34
-0.2

16.89*

14.26

16.18*

19.25*

20.90*

31.02*

Guatemala/Paraguay

20.18

-0.09

15.43*

15.52*

17.47*

16.99*

16.91*

17.22*

23.68*

Guatemala/Peru
Guatemala/Dominican Republic

18.53

0.19

21.82*

22.108*

23.90*

23.05*

23.51*

24.18*

28.89*

17.58

0.07

10.59

10.93

13.38

13.20

12.24

13.02

15.91*

5% Confidence Value

21.03

9.49

15.51

Note: * Significant at the 5% level. Results are the minimum TR2 o f the regression o f y(A) = (xit + tat2t)2 on a constant and a multivariate
information set Zt (four lags o f each currency (xit and x2t), and four lags o f cross products (xlt * x2t))- Venezuela is excluded from the sample, as it
does not display ARCH. ARCH (4) is referred to an ARCH test o f the portfolio y(k) on four own lags. The MARCH test (multivariate) additionally
includes four lags o f other currencies that might contain some explanatory power about the volatility process.
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Figure 3.2 - Conditional Volatility of Weekly Currencies (1994 - 2005)

6

o

8
o

CO

o

cm

p

3

S

o

o

o

5

£B.

&

I

fi

3

O
o

p

00

p

xf

CO

o

p

CM
O

O

o

o

p

o

o

o

|
B
O

B

U
s
8

s

2

eu

o

«

o

o

O

M-

CM

O

p

o

O

p

Z

a

;b

£
£

3

o

o

r~p

M
O p

o

o

o

o

75

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

o

o

o

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

Figure 3.3 - Squared Currency Returns of Latin American Currencies (1994 - 2005)
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3.6 SUMMARY AND CONCLUDING REMARKS

In this Chapter, we investigate the dynamics among Latin American countries in
terms of foreign exchange market integration and volatility comovements using daily and
weekly data for the 1994-2005 period. First, we examined time series properties of Latin
American exchange rates. Several characteristic properties of major exchange rates,
already documented in the literature, are also found for Latin America. Specifically, we
find that at daily and weekly frequency, the exchange rates have an asymmetric non
normal distribution with higher probability in the tails relative to the normal distribution.
Moreover, the presence of leptokurtosis is an important feature to recognize when
assessing different measures of volatility.
In order to understand any common volatility process in the foreign exchange
market, we made use of a factor ARCH model to test for common volatility. The test for
common volatility was carried out using an application of Engle and Kozicki’s (1993)
common features methodology. First, we tested each currency for time-dependent
variance. Then we formed bivariate portfolios and tested them for a common volatility
process. We found that most of the currencies (with the exception of Venezuela)
displayed time-varying variance. The absence of time varying variance in Venezuela
might be a result of their foreign exchange practices.
In the last eight years, different exchange rate regimes have been applied in
Venezuela: crawling band (1996-2001), free floating (2002) and, since 2003, capital
controls with a semi-fixed exchange rate. In December of 2002, capital controls were
implemented to prevent the depletion of international reserves as a result of the disruption
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of oil activity. Under the current system, the administrative office of the Central Bank is
in charge of regulating and managing the use of foreign currency. The Central Bank of
Venezuela fixes a monthly allocation of foreign currency, purchases foreign currency
from residents, and sells foreign currency to the public and private sectors are subject to
approval (Giner & Mendoza, 2003).
The results from daily and weekly data indicate that with a few exceptions,
exchange rates in Latin America do not share a common volatility process.

Thus, most

countries’ currency time-varying variance has not been driven contemporaneously by
factors common to other currencies’ volatility. It also may be that the common factors are
too small (so as not to be detected) relative to the idiosyncratic components. In particular,
only a common volatility process was found at the weekly frequency for ArgentinaUruguay, Chile-Colombia, and Colombia-Guatemala. These results, compared to those
obtained in Chapter 2, indicate that there is more convergence inlevels. While most
countries share common stochastic trends with the Brazilian real, only a few pair of
countries’ currencies are related through their variances.
For financial variables, these results are not far from what has been found in the
literature. For example, in the case of interest rates, Edwards and Susmel (2003) find that,
during the 1990s, there is weak evidence of volatility comovements in interest rates
across Latin American countries, and they do not support the existence of contagion.
Also, Berg et al. (2002) and Berg, et al. (2003) find that the degree of comovements of
several financial variables, including the exchange rates, is not higher among Latin
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American countries than it is among emerging markets.43 Finally Verma and Ozuna
(2004), show that currency risk is an important source of risk in Latin America.
Moreover, when study responsiveness of the stock markets to macroeconomic
performance in the region, they find that changes in macroeconomic variables of one
Latin American country do not affect equity markets in the others.
Our findings have several implications. We tried to uncover common factors
affecting the volatility behavior, but the variances seemed to be mostly country specific.
We could not uncover region specific sources of variations. Therefore, intracurrency
diversification within the region is not a straightforward strategy for portfolio risk
reductions, and further analysis regarding properties of high frequency exchange rate data
for Latin America must be carried out. On the other hand, this weak evidence of common
volatility could be stemming from a variety of situations: i) capital controls may insulate
countries from regional factors; ii) the significant foreign exchange traded in the black
markets may limit findings of common volatility. It is possible that common volatility is
more likely to be observed the black rather than in the official markets.
Moreover, the level of unofficial dollarization in some of these countries is
relatively high. Foreign currency-denominated bank deposits are large, particularly in
Bolivia, Peru, and, Uruguay (92.5, 78.2, and 84.2 percentage share, respectively, of total
deposits in the year 2000, Berg et al., 2002). Also, most countries with binding
restrictions on onshore dollar deposits have a high degree of offshore deposits as a share
of total deposits (such is the case of Brazil, Colombia, and Venezuela). Informal
dollarization might prevent us from observing common volatility in the official markets.
43 This conclusion was based on Berg, et al. (2003) cross-country correlations analysis o f the interest rate
spreads vis a vis U.S. government bonds on Latin American markets government bonds issued in U.S.
dollars, forward exchange rates and the market pressures on the exchange rate.
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A final implication of our findings is related to the model. It might be that, in fact,
the idiosyncratic volatility component of each country’s currency is time varying, thus
violating the assumptions of the model. Common ARCH factors may exist, but individual
ARCH factors may also exist dominating the volatility plot. Likewise, currencies might
indeed respond to common volatility factors but with different lag responses (different
timing), and this is not captured in the Engle and Kozicki (1993) test.44

44 Ericcson (1993) pointed out two methodological problems with the “common feature.” The first concerns
the dating o f the series. The observed presence o f a common feature is sensitive to the relative lag between
the variables involved. Thus, if the relative lag is not correctly specified, the test might reject the existence
o f a cofeature even if it exists. The second limitation concerns the restrictive hypothesis about cofeatures
due to their bivariate nature. Placing the common ARCH hypothesis in a bivariate context may be too
restrictive.
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CHAPTER IV

FOREIGN EXCHANGE MARKETS AND THE PATTERN OF U.S. DIRECT
INVESTMENT INTO LATIN AMERICA

4.1 INTRODUCTION

The study of the determinants of FDI is a highly debated topic. For developing
countries, FDI is often seen as a more stable source of financing than portfolio
investment. Moreover, while short-run portfolio investment is seen as potentially harmful
for the economy, the nature of FDI is seen as a better possibility for economic growth and
prosperity.45 FDI is generally motivated by a firm’s long-term prospects for making
profits in production activities; thus, its long-term nature allows growth enhancement via
capital accumulation and technological spillovers. In this context, identifying strategies
for attracting FDI has become a major task in most developing nations (see Baer & Miles,
2001; Benassy-Quere et al., 2001; Goldberg & Klein, 1997; Levy-Yeyati et al., 2006 and
Urata & Kawai, 2000).
In the last decade, the importance of FDI for Latin America has increased
dramatically. In the year 1990 FDI accounted for 10 percent of the region’s GDP, but in
the year 2005 FDI accounted for 23 percent. According to estimates from the ECLAC
and U.N. Comtrade, FDI grew by 4.3 percent to $47.3 billions from 2004 to 2005.

45 Calderon and Schmidt-Hebbel (2003) provide evidence that portfolio equity and debt flows do not
impact growth while FDI is the only major category o f capital inflows that is relevant for long-term growth
in Latin America. Also, see Lipsey (2001) and Borensztein et al. (1999). In addition, the research on shortrun capital flows and its consequences for economic performance has been documented by Calvo et al.
(1993), Calvo (1999), and Edwards (1998b, 2004, 2005) in the so-called literature o f “sudden stops.” See
also, Izquierdo (2002), Hutchison and Ilan (2006), Guidotti et al. (2004), Taylor (2003).
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Furthermore, the U.S. remains the main source of inward FDI into Latin America with
approximately 62 percent of the total.
In particular, an area that continues relatively unexplored for Latin America is the
role of the exchange rate as a strategy for attracting FDI. Smaller economies have moved
towards hard pegs in the form of dollarization. Given that dollarization is a relatively new
strategy, the effect of such on FDI inflows remains to be seen. On the other hand, there
has been a movement of larger economies (the main recipients of FDI) towards flexible
exchange rate systems. This trend, along with the persistent fluctuations in the real
exchange rates, have generated renewed interest in studying the impact of exchange rate
changes and exchange rate uncertainty on international inflows including portfolio
investment, worker remittances, and inward FDI.
In this Chapter, our goal is to investigate how exchange rate changes and exchange
rate uncertainty affect U.S. direct investment flows into Latin America. To this end, we
use data on U.S. direct investment into seven Latin American countries (Argentina,
Brazil, Chile, Colombia, Mexico, Peru and Venezuela) for a period of eleven years
(1994-2005).46 In addition to currency returns and exchange rate uncertainty, we include
U.S. GDP growth, host country47 GDP growth and other control variables (e.g. openness,
inflation, exchange rate regimes) as determinants of FDI.
Though there are many studies that have examined the relationship between FDI
and the foreign exchange market, few empirical studies consider the specific

46 These seven economies account for 85% o f the inward FDI in the region. Moreover, they receive 97% o f
the flows going to the Latin American Integration Association (LAIA) countries. The U.S. is the main
source o f FDI flows into Latin America (ECLAC, 2000).
47 Host country refers to the destination country o f FDI (e.g. Mexico).
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characteristics of developing countries.

AR

We intend to fill this gap by testing empirically

whether the patterns of direct investment from the U.S. to Latin American countries
respond to variations in the level of the exchange rate and exchange rate uncertainty.
There is a lot of discussion on how to measure or proxy the concept of uncertainty
(see Carruth el al., 2000) therefore, our study further contributes to the literature by
examining different proxies for exchange rate uncertainty. We use conditional (GARCH
models) and unconditional (rolling variances) measures of exchange rate uncertainty.
This way we can estimate whether the results are robust to different specifications.
Moreover, we decompose exchange rate uncertainty into a temporary and a permanent
component using the CGARCH methodology proposed by Engle and Lee (1999).49 This
decomposition allows us to capture the volatility of exchange rates that responds to a very
short-run international business cycle and short-term capital flows (see Black &
McMillan, 2004 and Byrne & Davis, 2005).
Following this introduction, the rest of the Chapter is organized as follows. Section
4.2 presents the background and relevant literature. Section 4.3 is a brief description of
the nature of FDI inflows into Latin America. Sections 4.4 and 4.5 present the data and
the methodology. In Section 4.6, we tests for the effects of the exchange rate and its
uncertainty on U.S. direct investment into Latin American countries. Section 4.7 presents
an overview of the results. Conclusions and a summary of the results are in Section 4.8.

48 For the case o f Latin America, only two studies have addressed this topic: Goldberg and Klein (1997) for
the 1979-1995 period and Esquivel and Larrain (2002) for 1980-1990. However, these studies do not take
into account the specific impact o f exchange rate uncertainty. For other regions see Benassy-Quere et al.
(2001), Eaton & Tamura (1994), Goldberg & Klein (1997), Kohsaka (1996), Lemi & Asefa, (2003) and
Sazanami, et al. (2003).
49 Many authors have been assessing the relative importance o f the permanent versus transitory components
in exchange rates (see Baxter, 1994; Black and McMillan, 2003; Cumby and Huizinga, 1990; and
McDonald and Swagel, 1998).
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4.2 BACKGROUND AND RELEVANT LITERATURE

There have been three strands of the theoretical literature on FDI and exchange
rates. First, the traditional view, argues that in the presence of perfect capital mobility and
free access to international capital, FDI is not, in any way, related to the foreign exchange
market. Second, the wealth position hypothesis, relates FDI to the foreign exchange
markets through the relative wealth of the two countries. In such cases, a depreciation of
the foreign currency increases the relative wealth of the investing country and makes it
profitable to invest offshore. Lastly, the third view, the relative labor cost hypothesis,
indicates that the exchange rate affects FDI through relative labor costs. Therefore a
foreign country with a depreciating currency represents an opportunity for lower labor
costs. In this scenario, FDI represents capital seeking relatively cheap labor.50
The ‘traditional view’ studies on FDI have disregarded the role of the exchange rate
as a determinant of foreign acquisitions, asserting that exchange rate levels should not
affect investment incentives. The argument suggests that in a world with mobile capital,
expected returns on all international assets should be equal (see Caves, 1982; Hymer,
1990; Kindleberger, 1969; and Vernon, 1966. Also, Froot & Stein, 1991 for a revision in
this literature). The usual implications of economic models of this sort indicate that the
individual components of the capital account are not connected to exchange rates.
Because these models rely on the assumption of perfect capital mobility and all investors

50 Besides analyzing the channels through which exchange rates affect FDI, some o f these studies have also
suggested that not only the channel is relevant, but also the type o f FDI flow (See Blonnigen, 1997).
Furthermore, among the theories explaining the occurrence o f FDI, there is the “OLI” theory o f Dunning
(1995, 2001) which emphasizes three motives for FDI: “Ownership”, “Location specific variables” and
“Internalization.” Among the location specific variables we find all economic variables that determine the
“Market potential.” According to this theory, FDI will occur in countries with high real GDP growth, low
inflation, stable exchange rates and membership in trade areas.
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have access to the same international capital market, it is argued that it makes no
difference how the acquisition is financed. Thus early theories stipulate that FDI occurs
not because of cost of capital differences but because certain domestic assets are worth
more under foreign control (e.g. the foreign company may be more efficient in managing
those assets).51
Despite the assertions of the traditional view, some studies have directed attention
to the possible effects of depreciations and appreciations of the real exchange rates on the
location of domestic and international investment flows. These studies argue that there
are different channels through which exchange rates can affect FDI flows. Quite often the
results, both theoretical and empirical, indicate that indeed this relationship exists.
Froot and Stein (1991) proposed ‘relative wealth’ as a link between FDI and
exchange rates. For the case of the U.S., they argue that a depreciation of the dollar
increases the relative wealth position of foreigners and hence lowers their relative cost of
capital. Thus, currency movements impact the relative wealth across countries. In the
presence of imperfect information, firms with more assets in an appreciating currency
experience a relative wealth gain. On the other hand, a weak currency makes certain
assets cheap to foreigners, who hold their wealth in foreign currency. In the presence of
capital market imperfection and information asymmetry, real depreciations favor foreign
purchasers of domestic assets and this is associated with an increase in inward FDI.
Cushman (1985, 1988) proposes a second channel through which exchange rates
affect FDI. Production costs are influenced by factors such as the real exchange rate, so
this channel focuses on the effects that currency movements have on relative labor costs.
51 This traditional view also argues that if the exchange rate follows a random walk, and the asset’s
purchase price and the return on an asset are in the same currency, the relative valuation o f domestic versus
foreign firms for an asset will remain unchanged.
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A real depreciation of the host country currency lowers the cost of FDI as it lowers the
wage and production costs. Thus, a depreciation of the host country currency is
associated with an increase in inward FDI. In such a framework, investors pay attention
to the real exchange rate as an indicator of production costs abroad and FDI represents
capital seeking low cost labor facilities.

c'y

Both the relative wealth hypothesis and the relative cost hypothesis find that
depreciations of the host country currency boost inward FDI. However, Klein and
Rosengren (1994) examine empirically through which channel the real exchange rate
affects FDI into the U.S. They try to discern whether it is a relative wealth channel or a
relative wage effect. Using different measures of inward U.S. FDI from seven industrial
countries for the period 1979 to 1991, their empirical results support the relative wealth
hypothesis, but not the cost-of-labor hypothesis for the U.S. economy.
In general, most studies find that a depreciation of the host country currency results
in an increase in inward FDI (see Amuedo-Dorantes & Pozo, 2001; Bayoumi &
Lipworth, 1998; Blonnigen, 1997; Cushman, 1988; Froot & Stein, 1991; Kiyota & Urata,
2004; Klein & Rosengren, 1994 and Sazanami, et al., 2003). Only a handful of empirical
studies have found a different relationship (appreciations of the host country currency
causing increase in inward FDI), or a statistically insignificant relationship (see Campa,
1993; Goldberg & Kolstad, 1995; Goldberg & Klein, 1997).
A relatively recent theoretical literature has focused on the work of Dixit (1989),
and Dixit and Pindyck (1994), which stresses the role played by uncertainty in shaping

52 Moreover, it is argued that an input such as labor is priced in local currency, therefore due to institutional
and regulatory factors; wages do not comply with the law o f one price. Short-term wage movements tend to
be independent o f short-term movements in the exchange rate; the law o f one price frequently is violated.
Thus, shocks and misalignments are transmitted and influence investment (Kogut & Kulatilaka, 1994).
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investment decisions. This literature suggests that the combination of the irreversible
nature of investment, uncertainty about the future benefits and costs of the investment
project, and flexibility about investment timing, may cause a “wait and see” attitude in
making investment decisions. The idea is that uncertainty is important because investors
necessarily look into the future before undertaking any investments. Therefore,
investment behavior will be responsive to the degree of investment uncertainty about
future prices, rates of return, and economic conditions (see Dixit & Pindyck, 1994).
Accordingly, more recent empirical literature has shifted to the possible effects of
volatility and real exchange rate uncertainty on investment and FDI. Yet, there is no
consensus about the real effects. On one hand, part of the literature argues that there is a
direct relationship and that exchange rate uncertainty may increase or decrease FDI.
Decreases are related to uncertainty discouraging the realization of the investment
(Amuedo-Dorantes & Pozo, 2001; Benassy-Quere, et al., 2001; Campa, 1993; Jeanneret,
2005; Kiyota & Urata, 2004; MacDermott, 2005a, 2005b Serven, 1998, 2002, and Urata
& Kawai, 2000). On the other hand, exchange rate uncertainty may increase FDI as firms
attempt to reduce exposure to demand fluctuations due to changing terms of trade
(Cushman, 1985, 1988; Goldberg & Kolstad, 1995; Grubert and Mutti, 1991; Kogut and
Chang, 1996; Kogut & Kulatilaka, 1994; Swenson, 1994 and Sung & Lapan, 2000).
Other papers have argued that this relationship is not significant (Bailey & Tavlas, 1988).
M ost studies in this literature review considered the case

of developed countries.

Also, in general, the empirical studies of FDI into developing countries mostly document
directional patterns that are drawn from country characteristics (see Baer & Miles, 2001;
De Mello & Fukasaku, 2000, 2003 and Tuman & Emmert, 1999, 2003 for the case of
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Latin America). A smaller number of papers analyze theoretically or empirically the role
of the exchange rate and/or exchange rate uncertainty in determining FDI inflows into
developing nations.
In terms of developing countries, the role of exchange rates and exchange rate
uncertainty remain as an empirical question. It has been argued that for these countries,
the most important channel is relative cost. If FDI flows into developing countries are
factor seeking (e.g. companies looking for low cost labor or vertical FDI) we expect
changes in the exchange rate to have an impact on FDI. Exchange rates would affect the
relative wage between the two countries affecting the relative cost of production
(Goldberg & Klein 1997). Thus a depreciation of the real exchange rate reduces the cost
of domestic labor (and other productive inputs) relative to foreign production costs.
Moreover, the depreciation increases labor demand and employment, thereby raising the
returns on capital.
On the other hand, it could be argued that the relative wealth hypothesis may hold.
In this case, a depreciation of the host country currency implies that the investments
made in the host country would be cheaper for foreign investors. This would be specially
true for the case of privatization. Over the last decade, in Latin American and other
emerging countries, FDI inflows have taken the form of privatization (of state owned and
private companies). Therefore, an undervalued host country currency would allow
investors to invest in relatively more inexpensive acquisitions.
Additionally, the impact of exchange rates on FDI also depends on the destination
of the goods produced. If the investor wants to produce for the local market, an
appreciation of the local currency increases FDI inflows by increasing the purchasing
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power of local consumers. But if FDI is intended for re-exporting the goods produced,
then a depreciation of the real exchange rate of the recipient country increases FDI by
reducing the cost of capital and increasing the returns.
For the case of exchange rate uncertainty and its impact on FDI inflows into
developing countries, either a positive or negative effect could be possible. In the
literature it has been argued that if the purpose of FDI is to diversify location of
production (increase market share) and to have the option of production flexibility, then a
positive relationship between uncertainty and FDI could be expected. On the other hand,
if the purpose of FDI were either to serve other markets or bring production back to the
home country, a negative relationship between FDI and exchange rate uncertainty would
arise. A high degree of uncertainty would deter companies from making the initial
investment in developing countries.

4.3 FDI INFLOWS INTO LATIN AMERICA: AN OVERVIEW

Latin American countries have had a common policy goal in terms of foreign
capital inflows: to attract foreign direct investment. To achieve this goal, most countries
have instituted market friendly reforms, lifting controls on FDI, eliminating trade barriers
and privatizing state owned enterprises. Following these efforts, in the 1990s, FDI
became the largest single source of external financing for developing economies (Trevino
& Nixon, 2004). Moreover, the ECLAC and the United Nations, continuously research
the nature and sources of FDI in order to figure out strategies to attract more quality and
quantity foreign investment into the region (ECLAC, 2005).
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In general, FDI in the Latin American region has reached the larger economies:
Brazil, Argentina, Chile, Colombia, Mexico and Peru (see Table 4.1 for net FDI inflows
in 2005). Historically, FDI has been concentrated in manufacturing activities to supply
domestic markets. Recently, FDI has also started flowing to non-tradable service
activities (such as telecommunication, energy, transport and banking) and activities
relating to the exploitations of natural resources (before held under state control). In the
case of manufacturing, FDI flows have been directed mainly to countries with large
domestic markets (Brazil, Mexico and Argentina) or countries that serve as export
platforms (Mexico) (UNCTAD, 2005).

Table - 4.1 Main Recipients of FDI in Latin America and the Caribbean (2005)
(billions of dollars)
Year 2004

Year 2005

Mexico

18.244

17.805

Brazil

18.146

15.066

Colombia

3.117

10.192

Chile

7.173

7.209

Argentina

4.274

4.662

Venezuela

1.518

2.957

Peru

1.816

2.519

Source: ECLAC, 2006.

For example, inflows to Brazil have been concentrated in various manufacturing
industries, and especially in the transportation equipment sector which represents an
important part of Brazilian exports to the United States (Goldberg and Klein, 1997). FDI
into Argentina is concentrated in foodstuffs and other manufacturing industries also
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paralleling the composition of Argentinean exports to the U.S. On the other hand, Mexico
has attracted funds into Greenfield manufacturing areas such as autos, machinery and
equipment, and chemicals (Goldberg and Klein, 1997).
During the decade of the 1990s, FDI flows have also changed in nature. In the early
1990s FDI took the form of privatizations and after 1993 it has also been flowing to the
private sector through the acquisition of local private companies, private assets and
investment in new assets.

According to the report by the UNCTAD (2005), the

purchase of existing assets has been one the methods most commonly used by foreign
investors in the region.
Given the nature of the FDI inflows into Latin America, the importance of studying
the role of the exchange rate as a determinant of FDI and as policy strategy to attract
more investment is warranted. FDI into Latin America flows to the manufacturing sector
and has served as export platforms. Also, there has been a significant percentage of these
inflows trying to acquire market share. Given that there could possibly be different
channels through which such impacts takes place, the relationship between FDI and the
foreign exchange market is an empirical question. In the remainder of this paper, we
describe the data, methodology and results.

53 During the 1990-1993 period, 63% o f all FDI inflows into Latin America came in the form o f
privatizations (see Baer and Miles, 2001). For example, privatizations in Brazil, attracted $65.8 billion
dollars between 1991 and 1998.
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4.4 DATA DESCRIPTION

The data set used in this Chapter consists of a balanced panel of quarterly
observations for the 1994:1 to 2005:1 period. The countries in the panel are Argentina,
Brazil, Chile, Colombia, Mexico, Peru and Venezuela. These countries account for over
85% of the incoming FDI into Latin America. We use the data on FDI reported by the
Bureau of Economic Analysis (BEA) of the U.S. Department of Commerce.54 It is
derived from the statistics of the balance of payments and direct investment position data,
and corresponds to U.S. direct investment disaggregated by host country. Following a
standard procedure in the literature, we scale nominal FDI by the nominal GDP of each
country. This variable is what we use as our benchmark dependent variable.55
Using GDP as a deflator controls for both the size of each economy and changes in
the price level. We use each country’s GDP rather than U.S. GDP as a deflator because
we want to control for changes in each of the economies under investigation that are not
controlled by the set of independent variables that we use and describe next. It also
controls for the tendency of U.S. FDI to concentrate in larger economies. U.S. GDP and
Latin American countries’ GDP are obtained from the IMF-International Financial
Statistics CD-ROM.

54 FDI is commonly defined as the acquisition and ownership o f at least 10% o f an asset by a foreign
investor. FDI comprises three components: new equity from the parent company to the subsidiary,
reinvested profits o f the subsidiary, and long- and short-term net loans from the parent to the subsidiary.
55 There are several issues that need to be considered when working with FDI as a dependent variable. The
reason lies in the fact that FDI data usually contains many zeros or negative values, therefore the usual
practice o f taking the log o f FDI is not appropriate. The literature deals with this issue in a number o f ways.
See Levy-Yeyati et al. (2006) for a brief documentation o f the issue. In this paper we construct the FDI to
GDP shares by taking current GDP values denominated in local currency and converting them into U.S.
dollars using the market exchange rate (available from IMF Financial Statistics).
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We use the real rather than the nominal exchange rate, since uncertain price levels
as well as exchange rates are relevant for long-term investments. All real exchange rates
used in this Chapter are bilateral exchange rates vis-a-vis the U.S. dollar. They are
constructed as the ratio of prices in the United States relative to national prices,
multiplied by the nominal exchange rate:
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Thus, an increase in the real exchange rate index would indicate an appreciation of
the U.S. dollar. On the other hand, a decrease indicates a depreciation. Both, the nominal
exchange rate and the consumer price index used to construct our real exchange rate
variable are also obtained from the International Financial Statistics CD-ROM.
As control variables we also include openness to trade, inflation and a dummy
variable to account for changes in the exchange rate system.56 The measure of openness
is constructed as the ratio of total trade (exports plus imports) by GDP, and the log
difference of the GDP deflator is used as a proxy of inflation. The data source for both
openness and inflation is the International Financial Statistics CD-ROM.57 Lastly; we
constructed the dummy variable by following the classification of Levy-Yeyati and

56 As means o f robustness, we also included another measure o f wealth in the United States. That is, we
include the SP500 as a measure o f U.S. wealth. Also, since FDI is most often thought to be a long-run
investment; we proxied the cost o f capital (the interest rate in the U.S.) with the Triple A 10- year bond
rate. Neither o f these two variables was significant or changed the results dramatically, therefore the results
are not presented.
57 All data, except the nominal exchange rate and the U.S. interest rates, are seasonal adjusted. See the
appendix for more explanatory information on data procedures and sources.
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Sturzenegger (2005). It takes a value of one for times in which the exchange rate was
pegged to the U.S. dollar and zero otherwise.
Previous studies have revealed that openness to trade can be an important
determinant of FDI. This is true for companies that seek to shift labor-intensive
assemblies to their foreign subsidiaries, and then export finished products to other
countries or back to the parent firm (Tuman & Emmert, 2003).

CO

Likewise, inflation has

also been thought to be another important determinant for FDI. A high rate of inflation is
a sign of economic instability and of host government’s inability to maintain expedient
monetary policy. Moreover, FDI might not take place in high inflation countries because
high inflation creates uncertainty regarding the net present value of long-term
investments (Trevino & Mixon, 2004).
Finally, a dummy variable is constructed to account for periods in which the
exchange rate was fixed (pegged to the U.S. dollar). The U.S. dollar peg system may
potentially reduce uncertainty, creating a favorable FDI environment. Thus, the idea of
using this dummy is to test whether having a pegged currency facilitates transaction costs
and thus facilitates the entry of foreign investment into the host country.

4.5 METHODOLOGY AND ECONOMETRIC SPECIFICATION

The impact of exchange rates and exchange rate uncertainty on FDI is estimated
using a fixed effects model. Through the use of a fixed effects model, we are able to

58 Openness is important for firms that wish to establish export platforms in the recipient countries. They
must be able to import inputs and capital goods from the home market o f the parent firm at minimal tariff
costs.
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control for specific time invariant characteristics of each country. While it is possible to
use simple pooled regression models, it might not be optimal. The estimates of the
coefficients derived from the regression may be subject to omitted variable bias. With a
panel data fixed effects model, it is possible to control for some types of omitted
variables even without observing them.
We may have reasons to believe that some omitted variables may be uncorrelated
with our independent variables. Thus, we could think about the possibilities of using
random effects models. The core difference between fixed and random effect models lies
in the role of dummies. If the dummies are considered as a part of the intercept, it is a
fixed effect model. In a random effects model, the dummies act as an error term. The
random effects model estimates variance components for groups and errors assuming the
same intercept and slopes. The difference among groups (or time periods) lies in the
variance of the error term.
The choice of a fixed effects model over a random effect or a pooled regression was
made on the basis of two statistical tests. The first test is an F-test to determine whether
the fixed effect specification is more appropriate than a pooled specification. A second
test, Hausman (1978), is a test for the correlation and allows us to determine whether a
fixed effect model is more appropriate than a random effect model. It is important to note
the problems that might arise when using the incorrect model. The worst-case scenario
involves estimating a random effects model when the true model is a fixed effects model.
In this case, we violate the Gauss-Markov assumptions, and the estimates are
inconsistent.
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The F-test is a test under the null hypothesis of a pooled specification. We restrict
the intercept to be equal across observations. The alternative hypothesis indicates that at
least one of the cross-sections is different. Thus, rejection of the null hypothesis indicates
the feasibility of least squares dummy variable (fixed effect) unrestricted model. The
Hausman specification test is a test for specifying whether a random or a fixed effect
model is more appropriate. Under the null hypothesis, the Hausman test assumes no
correlation among the intercept and the independent variables. Thus, under the null
hypothesis we assume the correctness of a random effects model.
In this Chapter, both the Hausman and the F-test indicated the feasibility and
appropriateness of the use of a fixed effects model. The results are reported in each of the
Tables in section 4.5. In general, we found evidence to reject the null hypothesis for both
the F- and Hausman tests. Therefore, the specification of the equation to be estimated is
as follows:
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Where FDImeXiUSit is a measure of investment activity to the host country (e.g.
Mexico) from the source country (the U.S.), in year t. GDPmex t and U.S. GDPt represent
economic growth for the host and source country. RER is the exchange rate and
V°lmex, is the measure of uncertainty (volatility) in the exchange rate. In equation (4.1)
volatility (Volmext) will take different forms to evaluate the robustness of the impact
depending on different measures. Finally, Z mext is a set of control variables that include

96

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

openness to trade ( Openmext), inflation in the host country ( Infmext) and a dummy
variable ( DPeg ) for times in which the exchange rate was pegged to the U.S. dollar.

4.6 ESTIMATION RESULTS

The literature on exchange rates has identified several approaches for proxying
the concept of exchange rate uncertainty. Initial approaches dealt with the problem of
variability or volatility of the exchange rates. It was often assumed that unconditional
measures of volatility such as the variance or rolling variance intrinsically contained the
notion of uncertainty. On the other hand, as the econometric techniques and data
availability (longer time spans and higher frequencies) have evolved, there have been
attempts to extract the concept of uncertainty out of the volatility; as in the case of
conditional measures obtained through the use of GARCH models.
In general, the future behavior of an economic variable is uncertain because the
probability of future events cannot be accounted for, or determined, a priori.59 The
economic environment tomorrow is not known today even if one holds information about
past performance. Hence, future volatility of an economic variable is seen as a stochastic
process that evolves over time with a random and a deterministic component. The
uncertainty of an economic variable can then be better defined as the unpredictable
portion of its volatility (see Carruth et al., 2001; Crawford & Kasumovich, 1996; and
Elsayed, 2003 for discussions in this regard).

59 The literature distinguishes between risk and uncertainty. Risk occurs when the outcome is unknown, but
the probabilities o f all outcomes are known or estimable. In a risky event, an explicit probability can be
assigned. Uncertainty on the other hand refers to a situation where probabilities are unknown (Hauser,
2005).
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Different methods have often been used to proxy exchange rate volatility. Two
typical measures are rolling variances, or the variance of the squared error from ARMA
processes. In general, we refer to these measures as unconditional measures. More
recently, the literature has shifted to the use of conditional measures of volatility such as
the ARCH and GARCH processes. In these models, the conditional variance of the error
process is allowed to be time varying.
It is often argued that unconditional measures of volatility should be a good
measure of total volatility because they include both, expected and unexpected volatility
(Goldberg and Kolstad, 1995). On the other hand, if the study of interest is related to the
concept of uncertainty, the conditional variance should be a better measure because it
captures the unexpected volatility (Crawford & Kasumovich, 1996).
In this study, we use three different approaches to proxy exchange rate
uncertainty. First, we use what has been a standard procedure in the literature: an
unconditional measure of volatility, the variance of the exchange rate returns (<r2).
Second, we estimate a standard GARCH measure of conditional volatility ( ht ). As we
will argue, this GARCH estimate may be a better proxy for the uncertainty in the foreign
exchange market. Finally, we use the CGARCH model to decompose volatility into a
permanent ( qt) and a transitory component (tt).
Following Equation (4.1) we report different specifications with alternative
measures o f exchange rate volatility (uncertainty). W e further report the results including

lagged uncertainty in the specification. The decision to invest abroad requires time. Thus,
the amount of FDI investment at time t may be affected by the variables before time t.
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Therefore, both, conditional and unconditional volatility measures are also used in the
estimation based on information up to time t-1.
Sections 4.6.1 through 4.6.3 report the cross-section fixed effects estimated
generalized least squares (GLS) regressions. Throughout the estimations, we use crosssection GLS weights and coefficient standard errors that are robust to within crosssection residual correlation and heteroscedasticity. Given that we are working with
countries of different sizes and characteristics, cross-section weights are given.
In Section 4.6.1 we use a standard unconditional variance, (cr2), as a volatility
measure, while in Section 4.6.2 we employ the uncertainty measure derived from a
GARCH model specification, (ht ). In Section 4.6.3 we incorporate measures of
uncertainty by decomposing conditional variance into a transitory (short-run) component
and a time varying permanent (long-run) component. Finally, Section 4.7 gives an
overview of the results on exchange rate uncertainty and all the other control variables.

4.6.1 Unconditional Measures of Volatility
Investors are often uncertain about the future of the exchange rate. Therefore, the
exchange rate is a variable in the information set of investors as it influences the returns
to investment. A standard approach in the literature has been to proxy foreign exchange
risk by computing the unconditional variance of exchange rate returns. The unconditional
variance is computed using a conventional variance formula (a time-invariant measure of
the average of the squared deviation from the mean). In order to obtain a time series of
volatility (a historical measure), the usual procedure has been to use a rolling variance (or
standard deviation) of the series with a pre-determined rolling window.
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In this Chapter, our measure of unconditional volatility is obtained as the rolling
variance of the squared currency returns. This bilateral measure of historical exchange
rate volatility has been a benchmark in the literature.60 It is computed with a shifting
window of 12 months as indicated in Equation (4.2):

(4.2)

Where:
st is the change in the natural logarithm of the real exchange rate.
s t is the mean of st
K = 12 is the number of months taken into account; AT—1 = 11, represents the
number of degrees of freedom and n is the number of observations in a year.61

The results of the estimation with this unconditional measure of exchange rate
uncertainty are presented in Table 4.2. The results indicate that the coefficient on
volatility is negative, although not statistically significant. This indicates that increases in
total volatility of the exchange rate decrease FDI flows. The sign is consistent with
previous studies that have made use of this estimated measure. Moreover, the lack of
significance of this kind of measure has also been previously reported (see Bailey &
Tavlas, 1988; Benassy-Quere et ah, 2001; Campa, 1993; Jeanneret, 2005; and
MacDermott, 2005a, 2005b).

60 Goldberg (1993, 1995) and Aizenman & Marion (1993, 1999) have followed similar procedures.
61 We use 12 months following what is typical in the literature. Usually is expected that the results should
be robust to longer or shorter horizons, however since we are working with monthly data, 12 should be a
good approximation.
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Table 4.2 - The Impact of Exchange Rate and Exchange Rate Uncertainty on FDI Using
Unconditional Measures of Exchange Rate Uncertainty
Variable

RER

VOL ( a 2)

V O L ( cj2(-1)

Constant

0.0038 *
(0.0018)

0.0039 **
(0.0018)

0.0038 **
(0.0018)

Dummy Variable ( DP e g )

0.0024 *
(0.0007)

0.0022 *
(0.0006)

0.0024 *
(0.0007)

GDP Growth (GDPG)

-4.1E-07 ***
(2.4E-07)

-4.8E-07 ***
(2.9E-07)

-4.1E-07 **
(2.5E-07)

GDP Growth in the U.S. (GDP(U.S.))

7.8E-07 **
(3.4E-07)

7.3E-07 **
(3.3E-07)

7.8E-07 **
(3.3E-07)

Inflation (Inf)

-l.E-05
(1.7E-05)

-9.9E-06
(1.7E-05)

-IE-05
(1.7E-05)

Openness (Open)

0.0031
(0.0044)

0.0063
(0.0066)

0.0031
(0.0050)

RER

1.4E-06
(6.2E-06)

1.4E-06
(6.3E-06)

1.4E-06
(6.2E-06)

-0.0345
(0.0471)

-0.0018
(0.0369)

50.42 *

42.44 *

44.51 *

12.19**

11.76 ***

11.26 ***

301
7
0.157
0.122
4.481 *

301
7
0.159
0.121
4.179*

301
7
0.1571
0.1189
4.1158

J
<7
F-test for Cross Section
vs. Fixed Effect
Hausmann T est
(%2(k-l))
Observations
Countries
R Squared
Adj R-Squared
F-Statistic

Note: *, ** and *** indicate significance at the 1%, 5% and 10% respectively. Standard errors are in
parenthesis. White cross-section standard errors and covariance (d.f. corrected).
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Although, when compared to other alternatives, it is often claimed that this measure
of volatility is a better measure of total variability, its use is often criticized. Based on an
extensive literature review, Carruth et al. (2000) documents that these types of measures
tend to provide little additional explanation of aggregate investment. The main objection
is that even if the measure captures the variability of the series, part of that total
variability is predictable. In this way, increases in long-run variability that have been
previously announced or expected are highly predictable (such as a policy changes).
Thus, a variable may be very volatile, but for an economic agent, it may be predictable
and possible to forecast. A second criticism is that the range of moving average (or
rolling window) is specified in an ad-hoc manner by the researcher.
To over-come these criticisms, economic research in this area has moved toward
obtaining the variance of the unpredictable component of the series. This is obtained by
first specifying a stochastic process for the series. That is, by developing a forecasting
equation for the exchange rate (based on an information set). The forecasting equation is
estimated to obtain the residuals, and the uncertainty measure is computed as the variance
of the estimated residuals. The stochastic process that generates the predictable
component can be any ARMA(p,q) model. In general, applying this method requires the
correct information set to model the predictable component.
More recently, the literature has shifted towards the use of ARCH and GARCH
measures to model the concept of uncertainty. In contrast to the ad-hoc measures of
uncertainty such as rolling variances, the ARCH/GARCH approach to estimating
uncertainty is obtained on the basis of an estimated econometric model. It is often
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observed that this method would capture volatility in each period more accurately
(Amuedo-Dorantes & Pozo, 2000).

4.6.2 Conditional Measures of Volatility: A Proxy to Uncertainty
It is claimed that the use of ARCH and GARCH models is presumed to capture risk
in each period more accurately because they have the advantage of not giving equal
weight to correlated shocks and single large outliers. It also allows us to capture several
characteristics or stylized facts of the data (e.g. thick tails for the unconditional
distribution, time varying variance, volatility clustering and serially uncorrelated
movements). The ARCH model, proposed by Engle (1982) and generalized (GARCH) by
Bollerslev (1986), characterizes the distribution of the stochastic error et conditional on
the realized values of the set of variables that may include lagged values of the
conditional variance.
We can consider a simple GARCH (p, q) process for yt, where f (xt; 13) refers to the
conditional mean, xt is a vector of explanatory variables that may include lagged yt’s, 13is
a Mxl vector of parameters,

is the information set that contains all the information

available through time t-1, and et is the error term which follows, conditional on \j/t_i, a
normal distribution.62 The conditional errors have zero mean and time varying variance,
ht . The conditional variance follows a GARCH process as in (4.3').
Yt = f(xt; 13) + et etA|/t-i ~D(0, ht2)

(4.3)

hf =

(4-3')

+ X «,•£/_/ + X M - / >
1= 1

M

62 As a conditional distribution, the normal distribution was the one originally proposed. Other distributions
used in the literature are the Student-t and the Generalized Error Distribution (GED).
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The conditional variance, hf the proxy for uncertainty, is the one period ahead
forecast variance based on past information. It is a function of three terms: the mean level
of volatility a 0, the ARCH63 term e]^ and the GARCH term hf_r To ensure a welldefined process, all the parameters in the infinite order AR representation must lie outside
the unit circle. For a GARCH (1,1) process, this will be the case if a, and /?, are non
negative. It is also required that CTj+yS, < 1 for covariance stationarity.
In order to construct the GARCH measures of volatility, we first proceed to
determine stationarity of the series. We perform augmented Dickey Fuller (ADF), the
Elliot, et al. (1996) GLS detrended Dickey-Fuller (DFGLS), and Kwiatkowski et al.
(1992) (KPSS) tests for unit roots on the log of each country’s monthly real exchange
rate. Monthly data is used in order to capture more observations over the time span
analyzed in this study. Table 4.3 displays the results for each of the series and indicates
that all the exchange rates used in this study have unit root in levels whilst they are
difference stationary.
In order to construct the GARCH measures of uncertainty, the model for the mean
of each series is specified with an ARIMA model. Each ARIMA model is selected using
traditional Box-Jenkins (1976) methodology. The ARIMA model for the mean each
country’s real exchange rate series, together with the GARCH model for the conditional
variance of the real exchange rate, are reported in Table 4.4.64

63 The ARCH term is the lag o f squared errors from the mean equation or news about volatility from the
previous period.
64 Most empirical work finds that GARCH (1,1) adequately represents the conditional variance (see
Bollerslev, Chou, & Kroner, 1992). In cases where the GARCH (1,1) does not fit the series well, ARCH(l)
is often adequate.

104

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

Table 4.3 - Stationarity Properties of Monthly Log of Exchange Rates (1994-2005)

Trend
Argentina
Brazil
Chile
Colombia
Mexico
Peru
Venezuela

-3.17*
-1.43
-1.98
-1.55
-2.45
-2.25
-1.83

ADF
No
Trend
-1.62
-2.05
-1.36
-1.55
-2.49
-3.87 **
-1.69

D iff

Trend

-12.01 *
-12.63 *
-10.91 *
-9.42 *
-8.36 *
-5.69 *
-13.12 *

-1.05
-0.73
-1.13
-1.05
-1.69
-1.40
-0.80

DFGLS
No
Trend
-1.28
-2.04
-1.23
-1.36
-2.39
-4.23 *
-1.68

KPSS
D iff

Trend

-2.55 **
-8.11 *
-10.89*
-9.43 *
-8.31 *
-5.47 *
-1302 *

0.35 *
0.25 *
0.35 *
0.35 *
0.13 **
0.90*
0.26*

No
Trend
0.77 *
1.08 *
0.64 **
0.36 *
0.31**
0.19 **
1.04*

Note: *, ** and *** indicate significance at the 1%, 5% and 10% respectively. Critical values are obtained
from McKinnon (1996). The null hypothesis o f a unit root process is tested for the ADF and DFGLS tests.
The KPSS tests the null hypothesis that the series is stationary. The number o f lags is selected through the
Swartz Information Criteria (SIC)

To ensure stationarity of the dependant variable, each model is estimated on the
first difference of the log of the exchange rate. As the Q - statistics in Table 4.4 show,
autoregressive models of the first difference of real exchange rates produce white noise
residuals. An examination of the Q - statistics in Table 4.4 indicate that each estimated
model produces a white noise series for the squared residual series. From these models
we obtained the series of exchange rate uncertainty (h2t). The monthly measures are
aggregated to produce quarterly series that further enter into the fixed effect model. A
plot of h], for each country in our study, is shown in Figure 4.1.
Table 4.5 contains the estimates of a conditional measure of exchange rate
uncertainty ( h]) constructed via a baseline G/ARCH model. These estimation results
were indicative of a negative and significant impact of uncertainty on FDI flows (such
results are in line with the results by Amuedo-Dorantes & Pozo, 2000 and Jeanneret,
2005 who also used conditional measures of uncertainty for other countries). The
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significance of the results, reveal to a greater extent the power of the GARCH models to
capture significant results in the investment-uncertainty relationship. 65
Recently, there have been some studies that have suggested that the nature of
uncertainty matters. Thus there has been an interest in decomposing uncertainty into a
temporary (or short-run) and a permanent (or long-run) component. In the next section of
this study, we also focus on the decomposition of the second moment of the exchange
rate into a temporary and transitory component and assess their impact on FDI flows into
Latin America.

65 To explore the possibility o f a nonlinear relationship o f the variables, the square terms o f these
uncertainty proxies were also used in the model. These results, not reported here, were almost identical to
the reported results in Table 4.5.
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Table 4.4 - Estimated G/ARCH Models of the Log Difference of Monthly Exchange Rates (1994-2005)
A R - G/ARCH Estimates
Q(12)

Q2(12)

0.544 *
(0.134)

7.92

0.99

0.358 *
(0.130)

0.901
(0.07) *

7.59

1.22

2.57 e-05
(2.94e-.5)

0.075 **
(0.041)

0.872 *
(0.091)

11.73

8.08

9.21 e-05 *
(2.01e-05)

1.699 *
(0.568)

8.50

7.20

0.0003
(0.0003)

0.026
(0.060)

0.810 *
(0.092)

14.21

1.94

2.00e-05 ***
(1.18e-05)

0.339 **
(0.132)

0.513 *
(0.156)

11.60

7.99

0.0005 **
(0.0002)

2.09 **
(0.978)

6.42

2.52

C

AR (1)

AR (2)

MA(1)

w

a,

A

Argentina

0.001
(0.02)

-0.281 **
(0.129)

...

0.55 *
(0.199)

0.0003
(0.0003)

0.298
(0.230)

Brazil

0.003
(0.002)

0.419 *
(0.075)

-0.149 **
(0.06)

—

0.0001
(8.41e-5)

Chile

-0.007
(0.001)

0.241 *
(0.073)

-0.114
(0.081)

Colombia

-0.002 *
(0.0009)

0.107 **
(0.047)

-0.073 **
(0.029)

Mexico

-0.0006
(0.002)

-0.0296
(0.093)

—

Peru

-0.0005
(0.001)

0.340 *
(0.087)

Venezuela

-0.003
(0.002)

0.062
(0.079)

-0.108 *
(0.035)

—

—

—

Note: *, ** and *** indicate 1%, 5% and 10% significance level. Numbers in parenthesis are Bollerslev and Wooldridge (1992) robust
standard errors. The reported quasi-maximum likelihood estimates o f univariate generalized autoregressive conditional heteroscedastic
GARCH models are of the form yjt = f (xt; 6) + e„ where, etA|/t_i ~N(0, h,2). We specify the mean equation as an AR, MA or ARMA
process with serially uncorrelated residuals. Q-statistic represents the Ljung-Box Q-statistic for the residuals, while Q2-statistic
represents the Ljung-Box Q-statistic for the squared residuals.

Table 4.5 - The Impact of Exchange Rate and Exchange Rate Uncertainty on FDI Using
Conditional Measures of Exchange Rate Uncertainty (GARCH)
Variable

RER

GARCH ( ht )

GARCH (/*,_,)

Constant

0.0038*
(0.0018)

0.0035**
(0.0019)

0.0036**
(0.0018)

Dummy Variable {DPeg )

0.0024*
(0.0007)

0.0021*
(0.0006)

0.0022*
(0.0006)

GDP Growth (GDPG)

-4.1e-07***
(2.4e-07)

-5.6e-07**
(2.8e-07)

-4.4e-07***
(2.5e-07)

GDP Growth in the U.S. (GDP(U.S.))

7.8e-07**
(3.4e-07)

7.1e-07**
(3.4e-07)

7.4e-07**
(3.4e-07)

Inflation (Inf)

-l.e-05
(1.7e-05)

-8.5e-06
(1.7e-05)

-le-05
(1.4e-05)

Openness (Open)

0.0031
(0.0044)

0.0157
(0.0103)

0.0101
(0.0081)

RER

1.4e-06
(6.2e-06)

1.5e-06
(6.2e-06)

1.9e-06
(6.3e-06)

-0.1216*
(0.0461)

-0.0765***
(0.0407)

50.42*

40.38*

50.16*

12.19**

12.30***

12.30***

301
7
0.157
0.122
4.481*

301
7
0.173
0.135
4.612*

301
7
0.1639
0.1260
4.3279

GARCH ( ht )
F-test for Cross Section vs. Fixed
Effect
Hausmann Test
(%2(k-l))
Observations
Countries
R Squared
Adj R-Squared
F-Statistic

—

Note: *, ** and *** indicate 1%, 5% and 10% significance level. Standard errors are in parenthesis. White
cross-section standard errors & covariance (d.f. corrected)
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Figure 4.1 - Estimated Conditional Variance of Currency Returns
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4.6.3 Transitory vs. Permanent Uncertainty: CGARCH Model Specification
Investors are often concerned with future expected profits. They would prefer to
invest in a country where due to stable exchange rates their expected profits are less
volatile. Exchange rate volatility may lead investors to temporarily postpone the decision
to invest abroad. Moreover, for investors it is important to distinguish short-term
exchange rate volatility. Under short-term volatility, a risk-averse agent would delay
investments because firms are unlikely to be capable of adjusting factors in the short-run
(see Goldberg and Kolstad, 1995).
In this Chapter, we consider the impact of exchange rate uncertainty on FDI, but we
also attempt to distinguish among sources of exchange rate uncertainty. That is, whether
uncertainty is persistent or not. Several arguments can be made for why is it important to
consider exchange rate uncertainty and to further decompose it into short- and long-run
components. To this extent, previous literature has emphasized the importance of the
source of uncertainty (volatility) on investment arguing that the short-run component may
reflect the transitory (or high frequency) shocks and thus lead investors to postpone the
decision to invest (see Baum et al., 2001; Byrne & Davis, 2005; Chadna & Samo, 2002
and Sung & Lapan, 2000). On the other hand, others have argued that the impact is in the
other direction. To this extent, short-term exchange rate variability increases the share of
FDI offshore (Goldberg and Kolstad, 1995). Thus, the evidence suggests that long and
short term components matter.
Goldberg and Kolstad (1995) use data for the 1978-1991 period to test the impact
of short-term volatility on the patterns of bilateral FDI. Their results, both theoretical and
empirical, show that short-term exchange rate variability has a positive impact on FDI.
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Their arguments imply that under risk aversion among producers, investors will expand
the share of investment resources located offshore.
On the other hand, Byrne and Davis (2005) argue that investment is broadly
maintained if there are shifts in permanent volatility, while in the case of temporary
volatility there may be inertia and a fall in investment. A point that is made by the authors
is that in most cases firms have a better idea of the permanent component and therefore
can insure against this type of volatility (it is easier to hedge). However, sporadic shocks,
which constitute temporary uncertainty, are not expected and usually not accounted for in
the investment decision-making. They find that domestic investment in the G7 countries
is affected by the short-run uncertainty and not by the permanent component.
Sung and Lapan (2000) argue that the transitory and permanent components of
uncertainty matter for FDI because of the presence of sunk costs. If sunk costs must be
incurred to enter the market, the transitory exchange rate movements may have a
permanent effect. Baum et al. (2001) make the argument in terms of the firms’ profits.
They argue that firms do care about the source of volatility. They will base the
investment decision on the effect of macroeconomic uncertainty on profit volatility.
Hence, there is an unambiguous result that a rise in volatility of the permanent
component will boost profit volatility (firms act to take advantage of related permanent
shifts in the exchange rate) while a rise in temporary volatility will dampen it (as firms
become more conservative under heightened uncertainty). Finally, Chadna and Samo
(2002) empirically show a differential impact from long- and short-run uncertainty in
prices on aggregate investment. Specifically, they find that short-run uncertainty in the
price level is more important in determining real activity than long- run uncertainty.
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In general, the results are mixed but tend to favor the conclusion that temporary
volatility will deter FDI. Then again, the question often encountered is, how should we
proxy the permanent and temporary measures of uncertainty? Some papers, such as
Chadna and Samo (2002), have used a Kalman filter to obtain both the temporary and
permanent component. Other papers rely on deviations or exchange rate misalignments
from an estimated long-run equilibrium exchange rate. A recent approach is an extension
of the basic GARCH model, the components GARCH (CGARCH) model of Engle and
Lee (1999).
The components GARCH model offers a method for decomposing conditional
volatility into a time-varying trend (a permanent component) and deviations from that
trend (the transitory component). The long memory behavior of the volatility process is
described as the sum of two conventional models where one has nearly a unit root, and
the other has a more rapid decay (see Black & McMillan, 2004; Engle & Lee, 1999).
The CGARCH model makes use of a GARCH specification model to decompose
the conditional volatility into a long-run time-varying trend component and a short-run
transitory component (deviations from that trend). The main difference between a
GARCH model and a CGARCH model is that, provided that volatility is not integrated,
in a GARCH model shocks decay towards the unconditional variance, while in a
CGARCH specification, shocks to the transitory component revert to the trend.
Following Bollerslev (1986), the forecast of the conditional variance from a
GARCH (1,1) specification converges to the constant unconditional variance o 2, such
that the GARCH (1,1) specification can be alternatively expressed as in Equation (4.4).
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The last two terms in the final expression have an expected value of zero, such that
hf also converges to the unconditional variance.
h2 = (1 - a, - (3)o2 + oclet_] + P,h2_x
= a 2 + a x(el, - a 2) +Px(h lx - a 2)

(4.4)

Engle and Lee (1999) extend the model to allow the possibility that volatility is not
constant in the long run. Therefore, they propose replacing the constant unconditional
variance (a2) with a time-varying permanent component (qt) to represent long-run
volatility as:
h f = q + a, (el, - qt_x) + f t (hi, - q t_x)

(4.5)

q, = w + pql_ ,+ ^ )(e l,-h ll)

(4.6)

Where the permanent component (q,) is a function of a constant (co) and
autoregressive root (p).

The forecasting error (et —ht ) serves as the driving force for

the time-dependent movement of the permanent component. It has zero expected value,
by definition of the conditional variance. On the other hand, (h2 - q t), defines the
transitory component (tt) of the conditional variance. The forecast of the transitory
component (h l k - q t+k) eventually converges to zero as the forecasting horizon is
extended. Thus, given that the forecasting horizon is large enough, there will be no
difference between the conditional variance and the trend in the long-run thereby being
the motivation for qt being called permanent component.

66 The original model defines the permanent component as a unit root process (p= l). However, Engle and
Lee (1999) extend the model to a more general specification in which they allow the permanent component
to be a non-unit root process.
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From the system specification, we have that cq quantifies the initial impact of a
shock to the transitory component and /?, and indicates the degree of memory in the
transitory component. The sum of cq and /?, provides a measure of transitory shock
persistence. The initial effect of a shock to the permanent component is given by 0,
while the autoregressive root, p , measures the persistence. When 0<eq + /?,<1, short run
volatility converges to its mean of zero, while if 0<p<l the long-run component
converges to its mean of cq /(I - p ) .
As the forecasting horizon extends, the trend dominates the forecast of the
conditional variance and the transitory component decays faster than the trend (this is if
p> (cq + /?,)). Therefore, the conditional variance will eventually converge to a constant,
given that qt is stationary. While the GARCH (1,1) model is covariance stationary if
(eq + /f, <1), the CGARCH model requires that (cq /?, )(l-p)+p<l, which is achieved if
p<l and (cq + /?, )<1. Thus, covariance stationarity of the conditional variance is achieved
if the permanent component and the transitory component are both covariance stationary.
The non-negativity condition is achieved so long qt is non-negative over time.67
Temporary volatility, in these investment equations, can be viewed as generating
uncertainty about future exchange rates, which may relate in turn to short-term
speculative pressures. On the other hand, permanent volatility characterizes periods of
change in the exchange rate required by fundamental macroeconomic adjustments. Table

67 This is

satisfied

w>0,cq

0, f5x > 0 > 0,1 > p > (cq

>

by

the

necessary

and

sufficient

+ /? ,) >

0.

conditions

p< l

and

( Cq + /?, )<1

or

See Engle and Lee (1999) for more detailed

explanation o f stationarity and non-negativity conditions. Also note that the component model reduces to
the GARCH(1,1) if either

eq

= /?, =

0, orp

=

0 = 0.
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4.6 contains the estimated CGARCH models for each of the exchange rates. Here,
following Byrne and Davis (2005), we also use exchange rates in monthly frequency to
obtain the uncertainty measures and later aggregate them into quarterly frequency.
The conditional variance specification is estimated with most parameters
significant and positive. Trend persistence is very high, at or over 0.8 for most countries’
currencies. This suggests that these countries’ exchange rates can also be identified as
integrated processes. Transitory volatility is also high. Finally, residual diagnosis
indicates that each estimated model produces a white noise series for the squared residual
series.
To illustrate, the difference among components, in Figure 4.2 we illustrate the
conditional variance versus the permanent component and Figure 4.3 illustrates the
transitory component. These Figures provide the basis of testing the effects of permanent
and transitory volatility on investment. The permanent component approximates to a
moving average of the GARCH estimates. On the other hand, the temporary component
tracks much of the variations of the GARCH estimates.
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Table 4.6 - Components GARCH Estimates for Real Exchange Rates
Permanent
O o)

Permanent
p = [ q - a Q]

Permanent
ARCH - GARCH [ (p ]

Transitory
ARCH -q [a,]

Transitory
GARCH - q [/? ,]

Argentina

-0.003
(0.006)

1.00 *
(0.0015)

0.338 *
(0.045)

-0.0364
(0.054)

Brazil

0.0013 **
(0.0005)

0.898 *
(0.134)

-0.0656
(0.265)

Chile

0.0005 *
(0.0001)

0.958 *
(0.054)

Colombia

0.0133
(0.208)

Mexico

Q(12)

Q2(12)

0.655 *
(0.211)

0.29

0.08

0.315
(0.267)

0.363 *
(0.133)

7.36

0.75

0.074 **
(0.037)

-0.141*
(0.042)

-0.344 *
(0.368)

13.30

4.97

0.998 *
(0.020)

0.0453
(0.203)

0.706 **
(0.413)

0.117
(0.148)

13.31

2.66

0.009
(0.004)

0.995 *
(0.017)

-0.025
(0.053)

0.057
(0.035)

0.851 *
(0.089)

9.13

0.76

Peru

0.0006 *
(2.96e-05)

0.938 *
(0.022)

-0.128
(0.093)

0.118
(0.072)

0.761 *
(0.070)

11.40

13.17

Venezuela

0.0001 ***
(8.19e-05)

0.940 *
(0.026)

0.052
(0.035)

0.508 *
(0.077)

0.242 *
(0.064)

J.oZ)

O. Q
L
yQ
y

Note: *, ** and *** indicate significance at the 1%, 5% and 10% respectively. Numbers in parenthesis are Bollerslev and Wooldridge (1992) robust standard
errors. The mean equation is specified as an AR, MA or ARMA process. Q-statistic represents the Ljung-Box Q-statistic for the residuals, while Q2-statistic
represents the Ljung-Box Q-statistic for the squared residuals.

Figure 4.2 - Estimated Conditional Variance and Permanent Component of Chile
0.0012
0.001

0.0008
0.0006
0.0004
0.0002

0

"TTTTTTrrriiTffII'l'it'l'n'l'riT'lr'MI'n11j11rTTTrrnTriTrr'i'TTTrTTTrlTTTrnTrnTnTi-r-nrrTl'VTril nnri111n1111iiliri'i'mrnvtti'i'I'IllIi'iuII'TrrnTnTlTTnuIui'i'i1111nTrmTi'rrTT'l'n’rn'T'ivi

1990M04 1991M12 1993M08 1995M04 1996M12 1998M08 2000M04 2001M12 2003M08 2005MO'

Permanent

Conditional Variance

Figure 4.3 - Estimated Transitory Component of Chile
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We individually estimate the effect of each of the components on FDI. The results
are reported in Tables 4.7 and 4.8. The results indicate a positive relationship between
FDI and the temporary component of exchange rate uncertainty. Previous work has found
that exchange rate uncertainty may exert a positive effect on FDI. In this case, the
argument has been that a positive relationship may exist if the purpose of FDI is to
diversity location of production or to have the option of production flexibility. Also, this
positive relationship may be the result of firms attempting to reduce exposure to demand
fluctuations due to changing terms of trade (Cushman, 1985, 1988; Goldberg & Kolstad,
1995; Kogut & Kulatilaka, 1994 and Sung & Lapan, 2000).
On the other hand, the estimated results indicate that the permanent component of
uncertainty (or long-run uncertainty) has a negative effect on the flows of U.S.
investment into Latin American countries. This result is generally based on the
assumption that the purpose of FDI is either to serve other markets or bring production
back to the home country. These results are more in line of what is found for developing
economies (see Benassy-Quere, et ah, 2001; Jeanneret, 2005; Serven, 1998, 2002;
MacDermott, 2005a, 2005b and Urata & Kawai, 2000).
Finally, we get the estimates with both the temporary and the permanent
components together in the same specification. These results are free of the possible
specification bias (that the two previous models might have suffered.) We found that the
permanent (or long-run) component of exchange rate uncertainty has a negative impact
on FDI. On the other hand, the temporary component still has a positive impact but the
results are not statistically significant.
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Table 4.7 - The Impact of Exchange Rate and Exchange Rate Uncertainty on FDI Using
Permanent and Temporary Components of Exchange Rate Uncertainty
V ariable

Temporary (t)

Permanent (q)

Temporary (t) +
Permanent (q)

Constant

0.0039 **
(0.0018)

0.0038 *
(0.0018)

0.0039 *
(0.001839)

D um m y V ariable ( DP eg )

0.0023 *
(0.0007)

0.0020 *

0.0020

(0.0006)

(0.0007)

G DP Growth (G D PG )

-1.7E-07
(2.6E-07)

-5E-07 **
(2.6E-07)

-4.2E-07
(3.1E-07)

GDP G rowth in the U .S . (G D P (U .S.))

8.8E-07 *
(3.2E-07)

7.3E-07 **
(3.2E-07)

7.8E-07 *
(3.1E-07)

Inflation (Inf)

-1.2E-05
(1.8E-05)

-7.6E-06
(1.7E-05)

-8.9E-06
(1.7E-05)

O penness (Open)

-0.0002
(0.0042)

0.0142 **
(0.0080)

0.0108
(0.0090)

R ER

1.8E-06
(6.3E-06)

5.3E-07
(6E-06)

8.8E-07
(6.1E-06)

Temporary (t)

0.2484 *
(0.0940)

Permanent (q)
F-test for Cross Section vs. F ixed
Effect
Hausm ann Test
(% 2(k-l))
O bservations
Countries
R Squared
Adj R-Squared
F-Statistic

—

—

-0.0928 *
(0.0318)

0.0724
(0.1256)
-0.0758 **
(0.0385)

58.20 *

50.63 *

45.40 *

15.23 **

11.05 ***

11.74 ***

301
7
0.166
0.128
4.401

301
7
0.187
0.150
4.401

301
7
0.182
0.142
4.543

Note: *, ** and *** indicate significance at the 1%, 5% and 10% respectively. Standard errors are in
parenthesis. White cross-section standard errors & covariance (d.f. corrected)
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Table 4.8 - The Impact of Exchange Rate and Exchange Rate Uncertainty on FDI Using
Lagged Permanent and Temporary Components of Exchange Rate Uncertainty
Variable

Temporary (tt_i)

Permanent (qt_i)

Temporary (t,.,) +
Permanent (q,.,)

Constant

0.0041**
(0.0018)

0.0037**
(0.0018)

0.0039**
(0.0019)

D um m y V ariable ( DP eg )

0.0024*
(0.0006)

0.0019*
(0.0006)

0.0021*
(0.0006)

G D P Growth (G D PG )

-4.9E-07**
(2.4E-07)

-5.9E-07**
(2.7E-07)

-5.7E-07
**(2.6E-07)

GDP Growth in the U .S . (G D P (U .S .»

8.6E-07*
(2.9E-07)

6.8E-07**
(3.1E-07)

7.7E-07*
(2.8E-07)

Inflation (Inf)

-7.5E-06
(1.8E-05)

-6.1E-06
(1.8E-05)

-5.7E-06
(1.7E-05)

0.0010
(0.0048)

0.0178***
(0.0102)

0.0104
(0.0099)

R ER

-1.5E-07
(6.1E-06)

3.4E-08
(6E-06)

5.7E-07
(6E-06)

Temporary (tt_i)

0.3704*
(0.1072)

O penness (O pen)

Permanent (qt_0
F-test for Cross Section vs. F ixed
httect
O bservations
Countries
R Squared
Adj R-Squared
F-Statistic

6/ . l l

...
*

301
7
0.2013
0.1651
5.5648

0.2632
(0.1403)
-0.1084*
(0.0334)
_
51.43 *

-0.0693***
(0.0403)
.
67.60 *

301
7
0.1916
0.1549
5.2323

301
7
0.2143
0.1758
5.5728

Note: *, ** and *** indicate significance at the 1%, 5% and 10% respectively. Standard errors are in
parenthesis. White cross-section standard errors & covariance (d.f. corrected)
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4.7 OVERVIEW OF THE RESULTS

The different specifications for exchange rate uncertainty and their impacts on
FDI are summarized in Table 4.9. In general, most of our measures of uncertainty
(volatility) in the foreign exchange market have negative and statistically significant
coefficients across models. Moreover, it is the permanent component of exchange rate
uncertainty and not the transitory that deters foreign investment inflows.

Table 4.9 - Different Specifications and Summary of the Results
M odel Specification

FDIm

= f(GDPmext,U.S.GDP!,ERmexsnZmexl)

Results
Depreciation
(Positive)

FDImex,us,t = f{p D P mex>t, U.S.GDP' , ERmexs l , <J2mex,S,t, Z mext)

N egative (not
significant)

FDI„,ex,,.j = f{GDP mex4, U.S.GDPt, ERmexs t, hmexs l , Z mext )

N egative
(significant)

FDIn,ex,, j = f{GDPmext, U.S.GDPt, ERmexs t, tmexs t, Z mexJ)

Positive
(significant)

= f(G DP mexJ, U.S.GDPt , ERmexs t, qmexsJ, Z mext )

N egative
(significant)

F D I m e x ,t ls ,<

F D I m e x ,u s j

= f(GDP mexJ, U.S.GDPt, ERmexs t, qmexs t, tmexs t, Z mex4)

Temporary:
positive.
Permanent:
negative.

The obtained results support the hypothesis that a depreciation of the host country
real exchange rate increases the inflows of FDI. This result, although not significant, was
sustained across model specifications. Such results support previous findings in the
literature for other regions and countries (see Amuedo-Dorantes & Pozo, 2000;

121

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

Blonnigen, 1997; Cushman, 1988; Froot & Stein, 1991; Kiyota & Urata, 2004 and Klein
& Rosengren, 1994).
In general, all the estimations coincide with a negative coefficient on host country
GDP growth. The result is sustained across specifications (although it was not significant
in two cases). This result reconciles with the relative wealth hypothesis. Thus, increases
in the host country GDP leads to a decrease in the flows of FDI. Conversely, U.S. GDP
growth has a positive sign (and significant across specifications) indicating that increases
in U.S.’s income coincide with increases in U.S. direct investment flows into Latin
American countries.
It is also important to note the results for DP eg. DPeg is a dummy variable
intended to account for the periods of fixed exchange rate regimes. This proxy was
constructed by giving a value of 1 to the periods in which, according to the classification
by Levy-Yeyati and Sturgenegger (2005), the country had a fixed exchange rate regime.
The sign of DPegis positive and is significant at the 1% level across specifications. This
indicates that fixity of the currencies to the dollar facilitated incoming U.S. FDI This
result is in line with the findings by Benassy-Quere et al. (2001) for a panel of 46
developing countries and Goldberg and Klein (1999) for South East Asian countries.
Also, Trevino and Mixon (2004) had claimed that FDI that flowed into Argentina, was in
part facilitated by their currency board (the convertibility law).68

68 Kiyota and Urata (2004), find that for Japanese investors, the U.S. dollar peg system has some positive
impact on FDI. However, they find that this result is only consistent for specific industries. For some
industries, the impact o f a pegged currency is negative.
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Finally, neither openness nor inflation were significant. However, we obtained the
expected signs. According to the sign, the inflation rate has a negative effect on FDI
inflows and openness to trade has a positive impact.

4.8 SUMMARY AND CONCLUDING REMARKS

Over the years, Latin American countries have instituted market friendly reforms in
order to attract FDI. Moreover, previous literature has empirically proven the benefits of
attracting FDI as a source of economic growth (see Calderon and Schmidt-Hebbel, 2003.)
In this context, identifying the determinants of FDI becomes, not only an academic
question but a topic in the arena of policy-making. In this Chapter, our goal was to
investigate the impact of exchange rate changes and exchange rate uncertainty on U.S.
direct investment flows into Latin America. To this end, we used data on U.S. direct
investment into seven Latin American countries (Argentina, Brazil, Chile, Colombia,
Mexico, Peru and Venezuela) for a period of eleven years (1994-2005). In addition to
currency returns and exchange rate uncertainty we include U.S. GDP growth, host
country GDP growth and other control variables such as openness and inflation as
determinants of FDI.
The results of this study have important economic policy implications. These seven
economies receive 97% of the flows going to the Latin American Integration Association
(LAIA) countries, which account for over 85% of the total. Moreover, the U.S. is the
main source of FDI flows into Latin America (ECLAC, 2000). Changes in the patterns of
U.S. investment into these countries can potentially bring about important changes into
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the region. Thus accounting for determinants of FDI such as the exchange rates and
exchange rate uncertainty is of relevance.
We used a battery of measures to proxy exchange rate uncertainty. First, we used an
unconditional measure of volatility. Such a measure is believed to better capture total
variability (predicted and unpredictable components). We also used conditional variances
from both G/ARCH models (as a baseline measure of uncertainty) and CGARCH
models. The CGARCH estimation allows us to decompose the measure of uncertainty
into a permanent (short-run) and temporary (long-run) component. Finally, a negative
effect across specifications was found, in general, indicating that U.S. investors are often
discouraged by exchange rate uncertainty.
Although uncertainty cannot be eliminated, it may be that exchange rate uncertainty
(and its costs) could be minimized. The conclusions of this study therefore indicate that
stabilization of currency should be attained as a measure to promote FDI. On the other
hand, this study opens room to new research and questions. First, the nature and purpose
of FDI differs greatly across industry and motives. While some countries receive FDI to
serve the local markets, others are being used as export platforms. This even differs
within and across industries. Therefore, when more data becomes available, it comes as a
natural future extension of this study to investigate the effects of exchange rate and
exchange rate uncertainty at the industry level.
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4.9 DATA APPENDIX

Foreign Direct Investment (FDI)
FDI data for all countries is obtained from the Bureau of Economic Analysis (BEA)
and the U.S. Department of Commerce. It comes from the statistics corresponding to U.S.
Direct Investment Abroad: Balance of Payments and Direct Investment Position Data.
This data accounts for the U.S. Capital outflows to foreign countries in quarterly basis.
The data is given in millions of dollars.

Gross Domestic Product
Obtained from the IMF-International Financial Statistics CD-ROM. Given in national
currency (millions). Codes of the IFS CDROM are as follows: Argentina,
Line21399B..ZF..., Brazil, Line 22399B..ZF..., Chile, Line 22899B..ZF..., Colombia,
Line 23399B..ZF..., Mexico (billions), Line 27399B.CZF..., Peru, Line 29399B..ZF...
When scaling FDI by GDP, GDP is converted in dollars by multiplying it by the nominal
exchange rate of each country vis a vis the U.S. dollar.

Nominal Exchange Rates
The nominal exchange rate is obtained from the IMF/IFS CD-ROM. It is defined as
national currency per U.S. dollar. We used the official rate. Codes of the IFS CD-ROM
are as follows: Argentina, line 213..AF.ZF..., Brazil, Line 223..AF.ZF..., Chile, Line
228..AF.ZF..., Colombia,

line 233..AF.ZF..., Mexico, line 273..AF.ZF..., Peru, line

293..AF.ZF...,Venezuela, line 299..AF.ZF....
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Consumer Price Index
The consumer price index (CPI) for'all Latin American countries is obtained from the
IMF/IFS CD-ROM. It is an index corresponding to the definition of core prices as
defined by each country. The CPI for the U.S. is obtained from the Federal Reserve Bank
of Saint Louis (FRED). Codes of the IFS CD-ROM are as follows: Argentina, line
21364...ZF..., Brazil, line 22364...ZF..., Chile, line 22864...ZF..., Colombia, line
23364...ZF.., Mexico, line 27364...ZF..., Peru, line 29364...ZF..., Venezuela, line
29964...ZF....

Real Exchange Rates
The real exchange rate is constructed as the ratio of national prices multiplied by the
nominal exchange rate. Thus, an increase in the real exchange rate would indicate a
depreciation of the Mexican currency. On the other hand, a decrease indicates an
appreciation.
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CHAPTER V

CONCLUSIONS AND FINAL REMARKS

The purpose of this dissertation was to study two issues concerning the foreign
exchange markets in Latin America. First, we analyzed the dynamics, linkages and
comovements among the currencies in the region by testing for first and second order
common features (common stochastic trends and common volatility). Second, we
examined the impact of the real exchange rate and exchange rate uncertainty on U.S. FDI
into Latin America. The analysis was conducted using data for the 1994-2005 period.
This is an interesting era given that during this time period most countries in the region
have moved towards either flexible exchange rate regimes or hard pegs in the form of
dollarization.
In Chapter 1, we present an introduction to the foreign exchange markets in Latin
America and provide an overview of the dissertation. In general, we discuss the
movement of Latin American countries to an era of more economic openness and
financial integration during the mid and late 1990s. Likewise, we discuss the current
trend that exists in the region, to adopt either a completely fixed or a floating exchange
rate system. In addition, we stress the importance of studying comovements and linkages
in the Latin American foreign exchange markets during the present era and the
importance of assessing the impact of exchange rate changes and exchange rate
uncertainty on capital inflows in the form of FDI.
In Chapters 2 and 3 we examine linkages and comovements across the Latin
American foreign exchange markets in the form of common features. In Chapter 2, we
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contribute to the literature by focusing on the level of the currencies and testing for
common stochastic trends. To this end, we used high frequency data (weekly and daily)
and we further examined the stochastic properties of Latin American exchange rates.
Our findings revealed that most exchange rates have unit roots and are stationary in
first differences. Only two currencies did not fit this stylized fact: the Nicaraguan
lempira, and the Costa Rican colon. The study of common stochastic trends was carried
out using the Johansen (1991, 1995) cointegration test. Also, to further account for the
possible existence of structural breaks and/or changes in regime, we used the Gregory
and Hansen (1996) residual-cointegration test. This test allows us to identify from the
data a specific time in which the cointegration relationships broke down and whether
cointegration is still present.
The results revealed evidence among cointegration for Latin American currencies.
Also, evidence of cointegration was found for both Mercosur and LAIA groups.
However, there is no substantial evidence of cointegration for the G3 and the Andean
community. In addition, bivariate cointegration tests revealed that Latin American
currencies have a long-run equilibrium relationship with respect to the Brazilian real,
even in the presence of structural breaks. The finding that most of the currencies are
cointegrated with the Brazilian real implies that the behavior of Brazil’s currency may
contain useful information about the long-run path of the other currencies in the region.
An important implication of this study refers to the properties of the cointegration
test. It is found that evidence of cointegration might depend upon the period of study.
Therefore, it seems important to account for the presence of structural breaks when such
breaks are thought to be present. In our case, the Gregory and Hansen (1996) allowed uS
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to conclude that the Brazilian real has a long-run equilibrium with the other currencies in
the region even after the dramatic devaluation of the currency in 1999.
In Chapter 3, we investigate the dynamics among Latin American countries in terms
of foreign exchange market integration and volatility comovements using daily and
weekly data for the 1994-2005 period. Several characteristic properties of major
exchange rates were also found for Latin America. Specifically, we find that at daily and
weekly frequency, exchange rates in the region have asymmetric, non-normal
distributions. Moreover, the presence of leptokurtosis is an important feature to recognize
when assessing different measures of volatility.
In Chapter 3 our main contribution to the literature lies in investigating the
dynamics and comovements in Latin American countries exchange rates in term of their
second moments. Particularly, we studied the existence of a common volatility process by
using a factor ARCH model and the Engle and Kozicki (1993) methodology. The results
suggest that most currencies display evidence of time-varying variance with Venezuela
the sole exception. Furthermore, the volatility movements in the foreign exchange
markets seems to be mainly country specific.
We found evidence of common volatility in only a few markets. In particular,
common volatility was found at the weekly frequency for Argentina-Uruguay, ChileColombia, and Colombia-Guatemala. These results, compared to those obtained in
Chapter 2, indicate that there is more convergence in levels. While most countries share
common stochastic trends with the Brazilian real, only a few countries’ currencies are
related through their second moments. This weak evidence of common volatility could
be stemming from a variety of situations: i) capital controls may insulate countries from
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regional factors; ii) the significant foreign exchange traded in the black markets may limit
findings of common volatility. It is possible that common volatility is more likely to be
observed in the black rather than in the official markets, iii) it also may be an indication
of “fear of floating.” Empirical evidence on industrialized countries has shown that in a
flexible exchange rate world, currencies are more related trough their second moments
(see Alexander, 1995 and Funke and Flail, 1995).
Also, it might be an indication of “fear of floating.” Empirical evidence on
industrialized countries has shown that in a flexible exchange rate world, currencies are
related through their second moments (see Alexander, 1995 and Funke and Hall, 1995).
Although most of the countries are self declared more liberalized, it might be the case
that this foreign exchange markets still account with some significant intervention.
Finally, in Chapter 4, we study the effects of exchange rate market performance on
FDI inflows from the U.S. into Latin America. Analyzing the impact of the foreign
exchange market with respect to this type of capital inflows is of importance given that
there is evidence in the literature that, in Latin America, the composition of foreign
capital inflows matter for growth. Specifically, FDI is the most important inflow
contributing to economic performance (Calderon and Schmidt-Hebbel, 2003).
The issue of whether exchange rate uncertainty is important or not is interesting
because it can highlight the benefits of stabilizing a currency as an objective in policy
making. We assessed, against a baseline unconditional measure of volatility (rolling
variance) and the conditional GARCH model results, evidence of differential impact on
investment of temporary and permanent components of exchange rate uncertainty using
the component GARCH (CGARCH) model (Engle and Lee, 1999).
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While controlling for other foreign investment determinants, the results indicated
that foreign investment responds to variations in the exchange rate. Depreciations are
related to increases in FDI while exchange rate uncertainty proves detrimental for FDI
inflows. In general, most of our measures of uncertainty in the foreign exchange market
have negative and statistically significant coefficients. Finally, based on Levy-Yeyati and
Sturzenegger (2005) classification, we included a dummy variable to account for the
periods of fixed exchange rate regimes (particularly, the hard pegs in Argentina and
Brazil). These results further reveal the importance of currency stability as a strategy to
attract FDI.
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