Proofs by induction are important in many computer science and arti cial intelligence applications, in particular, in program veri cation and speci cation systems. We present a new method to prove (and disprove) automatically inductive properties. Given a set of axioms, a well-suited induction scheme is constructed automatically. We call such an induction scheme a test set. Then, for proving a property, we just instantiate it with terms from the test set and apply pure algebraic simpli cation to the result. This method needs no completion and explicit induction. However it retains their positive features, namely, the completeness of the former and the robustness of the latter. It has been implemented in the theorem-prover SPIKE 1 .
Introduction

Motivation
Inductive reasoning is simply a method of performing inferences in domains where there exists a well-founded relation on the objects. It is fundamental when proving properties of numbers, data-structures, or programs axiomatised by a set of equations and or conditional axioms. The use of conditional axioms as de nitions is well known in Computer Science, since programs in logical or functional style and datastructures can be expressed in this framework. As opposed to deductive theorems, inductive theorems are usually valid only in some particular models of the axioms. For instance, Herbrand models or initial models t nicely with the semantics of data-type speci cations, logic and functional programming.
As a classical example, consider the data-structure of nonnegative integers built up using the 0 and S function symbols. Every element of this structure can be represented by a variable-free (ground) term that involves 0 and S only. Suppose now we de ne the addition operation + by the following axioms:
x + 0 = x x + S(y) = S(x + y) 1 Clearly, adding two integers, using the above equations, yields a nonnegative integer. For instance, S(S(S(0)))+S(S(0)) equates to S(S(S(S(S(0))))) by deductive reasoning: apply just twice the second axiom and once the rst. Consider now the property of associativity of +: (x + y) + z = x + (y + z) This is a typical example of an identity whose proof requires some kind of induction. As everybody knows from his experience, it might be di cult, not only to nd an appropriate well-founded relation to support inductive inferences, but also to guess suitable induction hypothesis. Two main approaches have been proposed to overcome these di culties. The rst applies explicit induction arguments on the structure of terms 1, 13, 7, 5, 18, 49] . The second one involves a proof by consistency: this is the inductionless induction method 37, 24, 30, 27, 17, 31, 2, 36, 8, 19] . To prove the associativity of + by explicit induction we can use the following scheme:
Basic Case: (x + y) + 0 = x + (y + 0) Induction Step: (x + y) + u = x + (y + u) implies (x + y) + S(u) = x + (y + S(u))
The proof of Basic Case is trivial, and the proof of Induction Step follows immediately from the de ning axioms and the induction hypothesis (x + y) + u = x + (y + u). On the other hand, to prove the same property by inductionless induction we rst try to compile the axioms into a convergent (i.e., terminating and con uent) set of rewrite rules. In the above example it is su cient to orient the axioms from left to right. Then the associativity is added as a rule oriented from right to left and a completion-like procedure is started in order to transform the whole set of rules into a convergent one by computing critical pairs. Here, all critical pairs are trivial identities and therefore the associativity of + is proved.
However, both methods have many limitations, both on the theorems that could be proved and on the underlying theory.
Guiding a proof by explicit induction requires some skill in nding the right axioms or hypotheses to apply. On the other hand, the inductionless induction technique does not require guidance from the user since the generation of lemmas is performed automatically through the completion procedure. However completion often misses the good lemmas and therefore inductionless induction often fails where explicit induction succeeds. If the associativity of + is oriented from left to right in the example, inductionless induction fails to prove it, since the completion procedure loops in this case. Moreover, there does not exist any realistic inductionless induction procedure for conditional theories. Another disadvantage of inductionless induction v.s. explicit induction is that it needs the ground convergence property of the axioms which is often hard to achieve.
Explicit induction techniques need a hierarchical structure for managing the subgoals in order to avoid ill-founded induction steps. This point is crucial for handling mutually recursive de nitions. It was only recently that some advances have been made concerning this problematic aspect of explicit induction. Let us explain this important point. The proof of an inductive theorem P often reduces to the proof of a lemma L. The proof of L may not be independent and may require some instances of P in order to succeed. The global proof is valid if these instances are smaller and can be considered as inductive hypotheses. With inductionless induction there is no need to check that an instance is smaller than another one: every rewrite step using (an instance of) a conjecture or a derived lemma is valid by the structure of the proof procedure itself. Hence, there is no need to build the proof in a hierarchical way accounting for an explicit ordering relation between instances.
Also explicit induction can only refute trivially unsatis able problems 42]. Inductionless induction allows one to detect more general false conjectures. Moreover it is refutationally complete for non conditional theories.
In this paper we present an alternative proof system for automating inductive reasoning in theories de ned by conditional axioms. We show how to prove (and disprove) equations and, more generally, clauses in Herbrand models. Our proof system is an attempt to combine the power of explicit induction and inductionless induction.
As in explicit induction we use explicit induction schemes called test sets so that we have more control on the generation of lemmas. Also we do not need the axioms to be presented by a ground convergent rewrite system. As in inductionless induction we do not require the construction of a hierarchy of lemmas to be proved.
Highlights of the paper and related works
The presented method relies on the notion of test sets (which, in essence, is a nite description of the initial model) and uses only pure algebraic simpli cation. The keyidea of the simpli cation strategy is to use axioms, previously proved conjectures, and instances of the conjecture itself as soon as they are smaller than the currently considered proposition with respect to a well-founded relation. This last point captures the notion of Induction Hypothesis in the proof by induction paradigm. The main observation is that when the axioms are oriented as a terminating set of rules, they provide a natural well-founded ordering which can be used to support induction.
The main arguments in favour of our method are: it works even when some functions are incompletely de ned and when there are relations between constructors which is not the case for the Boyer-Moore system; for its correctness, it does not require the given theory to be turned into a convergent set of axioms; it provides automatically induction schemes through algorithms for computing test sets; it allows one to refute false conjectures when the axioms are presented by a ground convergent conditional rewrite system; it is also refutationally complete in the following sense: any equation that is not valid in the initial model will be disproved, provided that the axioms can be turned into a ground convergent unconditional rewrite system; as for implicit induction, it does not require any hierarchy for handling the induction hypothesis; in other words one never checks whether an hypothesis is smaller than the goal it simpli es. This is guaranteed by the structure of our procedure and the properties of the rewriting relations that are applied.
it is not restricted to equational theories but also applies to conditional theories; it is not restricted to the proof (and disproof) of equations but also applies to non-orientable equations and general clauses. Hofbauer and Kutsche 21] were the rst to notice that inductionless induction techniques still work when the ground con uence property of the input set of equations is relaxed. However their procedure is still in uenced by the completion framework since it is based on computing critical pairs and testing conjectures for ground reducibility. In the procedure we propose here, and whose rst version appeared in June 1990 in 35], we rather combine these two steps through the use of test sets. Our approach is developed for general conditional axiomatisations and does not require either the ground convergence property for correctness. Moreover, due to the property of test sets, it can be easily proved to be refutationally complete when the theory is presented by a ground convergent set of equational rules. Reddy presented a related method for the non conditional case in July 1990 43]. He used a notion of covering sets developed by 49], analogous to test sets, for computing induction schemes. However, no procedure is known for deriving such covering sets. This is not surprising since for any equational theory, a set of variables is always a covering set (and such a set is particularly useless for induction). We do not understand how the adepts of covering sets assert to perform induction automatically without providing a constructive de nition of induction schemata. Moreover, the notion of covering set cannot be used to disprove false conjectures.
On the other hand, we give here, following 35], a procedure to obtain test sets even in the conditional case. Our related induction proof is refutationally complete and can be extended to many strategies. For instance, we allow simpli cation of conjectures by other conjectures, which is a fundamental feature for e ciency as shown by computer experiments.
Layout of the paper
The structure of the paper is as follows. In Section 2 we present our inference system on a simple example. In Section 3 we introduce the essential notions used throughout this paper. In particular, we de ne some useful rewriting relations. In Section 4 we provide the basic theorems on proving and disproving inductive conjectures. Then we give a general inference system to perform induction and show its correctness. We also prove its refutational completeness for convergent equational theories. In Section 5 we introduce some methods to get a completely operational proof system. In particular, we show how the convergence property (required for the refutational completeness, but not for correctness) can be obtained either by a Knuth-Bendix like procedure or by semantic techniques speci c to hierarchical axiomatisations. Whereas the computation of test sets is generally undecidable, we propose in Section 6 a method to obtain test sets in conditional theories over a free set of constructors. The Section 7 describes our general proof procedure, shows a proof session with our SPIKE software and discusses computer experiments w.r.t. related systems. 4 2 Overview of our approach on examples Before discussing technical details of the method that we propose for mechanising proofs of inductive theorems, we rst describe our inference system on a simple example, namely, positive integers with cut-o and GCD functions and the less predicate.
The arrow ! just indicates how to apply a (conditional) equation for simpli cation:
x < y = true ) succ(x) < succ(y) ! true (6) x < y = false ) succ(x) < succ(y) ! false (7) x < y = true ) gcd(succ(x); succ(y)) ! gcd(succ(x); y ? x) (8) x < y = false ) gcd(succ(x); succ(y)) ! gcd(x ? y; succ(y)) (9) gcd(x; 0) ! x (10) gcd(0; x) ! x (11) Consider the conjectures:
x ? x = 0 (12) x < x = false (13) x < succ(x) = true (14) x < y = true _ x < y = false (15) x < y = false _ y < z = false _ x < z = true (16) gcd(x; x) = x (17) x < succ(x) = false (18) x < y = false _ y < x = true (19) Except for 18 and 19 all these propositions are valid in standard arithmetic. Note that 13,15 and 16 state that < is a total ordering on integers. Let us prove them by induction. With our method the rst step consists of computing a test set. Using techniques of Section 6, we get the following test set: f0; succ(x); true; falseg. The next step consists in replacing variables of the conjecture by the elements of the test set and checking these instances using pure simpli cation.
The simpli cation strategy may use axioms, previously proved conjectures, and instances of the conjecture itself as long as they are smaller (w.r.t. a noetherian relation that contains the rewriting relation) than the currently considered proposition. This last point captures the notion of Induction Hypothesis in the proof by induction paradigm.
For the equation 12 two instances need to be checked: 0 ? 0 = 0 and succ(x) ?
succ(x) = 0. The rst one reduces immediately to a trivial identity. For the second 5 one consider the reduction (notice the use of 12 as an induction hypothesis):
succ(x) ? succ(x) 7 ! 3 x ? x 7 ! 12 0 For 13 the only non-trivial instance is succ(x) < succ(x) = false succ(x) < succ(x) 7 ! 7 13] false For the last derivation, we have used an induction hypothesis to satisfy the condition of 7. For 14 the same argument can be employed. For 15 there are four instances by test set. The only non-trivial case is succ(x) < succ(y) = true _ succ(x) < succ(y) = false Using case analysis, we can split this formula into the conjunction of 20 and 21: :x < y = true _ true = true _ succ(x) < succ(y) = false (20) x < y = true _ succ(x) < succ(y) = true _ succ(x) < succ(y) = false (21) 20 is trivial and 21 is split again in:
x < y = true _ :x < y = false _ false = false _ succ(x) < succ(y) = true (22) x < y = true _ x < y = false _ succ(x) < succ(y) = false _ succ(x) < succ(y) = true (23) 22 is trivial again and 23 contains as a subclause an instance x < y = true _ x < y = false of the conjecture that is smaller than the subgoal succ(x) < succ(y) = true _ succ(x) < succ(y) = false: this is the induction step. Therefore this subgoal is solved. The 16 and 17 are proved exactly in the same way. Consider now 18. To disprove it, we are going to use the convergence property of the initial system. The instances to be considered are : 0 < succ(0) = false, succ(x) < succ(succ(x)) = false. The rst one reduces to true = false whose members are irreducible and di erent. Hence the conjecture is false. For 19 consider the following instance 0 < succ(x) = false _ succ(x) < 0 = true. It can be reduced to true = false _ false = true and therefore 19 is not valid.
Preliminaries
We assume that the reader is familiar with the basic notions of Horn theories and rewrite systems. We introduce the essential terminology below and refer to HuetOppen 25] , and Padawitz 39] for more detailed presentations. The material in this section is divided into two parts: we rst present the basics about conditional equations and then we overview the fundamental rewrite concepts. 
Terms and substitutions
A signature is a pair (S; F) where S is a set of sorts and F is a nite set of function symbols such that F is equipped with a mapping type: F ! S S. For any g 2 F the value type(g) is the type of g, sort( ) will denote S, fun( ) will denote F and g : ! s will denote a function g 2 F whose type is ; s. From now on we assume that a given signature is sensible, i.e., it admits at least one ground term of each sort.
Every signature de nes a set of formulas that can be built from function symbols taken from and free variables taken from a denumerable set X of variables. Let X be a family fX s g s2S of sets of free variables indexed by S that is disjoint with . For every sort s 2 let T( ; X) s be the set of -terms of sort s constructed using function symbols in F of type ; s as root symbols and variables in X. -terms will be denoted by t; s; l; r; : : : V ar(t) stands for the set of all variables appearing in t.
If t is a -term and x 2 V ar(t) then ](x; t) denotes the number of occurrences of the variable x in t. A term t is linear i ](x; t) = 1 for all variables in V ar(t). If V ar(t) is the empty set then t is a ground term. By T( ) s we will denote the set of all ground terms of sort s. A sort s is nullary if, by de nition, T( ) s is a nite set.
Furthermore, let N be the set of sequences of positive integers, the empty sequence in N and the concatenation operation on sequences. We call the elements of N positions and denote them u; v; w; p; q : : : We now de ne the pre x ordering in N by u v i there exists w such that v = u:w; in this case we de ne v=u = w. We write u < v i u v and u 6 = v. Positions u and v are said to be disjoint, denoted ujv, i neither u v nor v u. For any term t dom(t) N denotes its set of positions and the expression t=u denotes the subterm of t at a position u. Also let t(u) denote the symbol of t at position u. A position u in a term t is said to be a strict position if t(u) = f 2 F, a variable position if t(u) = x 2 X and ](x; t) = 1, a non-linear variable position if t(u) = x 2 X and ](x; t) > 1. We use sdom(t) to denote the set of strict positions in t. We write t s] u to indicate that s is a subterm of t at position u. We denote s t] the term s whose subterm is t.
A ? substitution = fx 1 
Rewrite Relations
Given a binary relation !, ! (resp. ! ?1 ) denotes its re exive and transitive closure (resp. its inverse). Given two binary relations R; S, let R S denote their composition.
The relation ! (! ) ?1 is written in short #. A relation ! is noetherian if there is no in nite sequence t 1 ! t 2 ! : : :. In the following we suppose given a reduction ordering on the set of terms, that is, a transitive and irre exive relation that is noetherian, monotonic (s t implies w s] w t]) and stable (s t implies s t ). We write s t if s is a strict subterm of t and t s.
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A reduction ordering can be extended to literals by comparing the multisets of their members using the multiset extension of (see 15] ). Formulas are compared using the multiset extension of this last ordering to the multiset of their atomic subformulas. Since there is no ambiguity, all these extensions will be denoted by , too.
An equation s = t will be written s ! t provided that s t for all ground substitutions . In that case we say that the equation is orientable and that s ! t is a rule. A conditional equation a 1 = b 1^: : :a n = b n ) s = t will be written as a 1 = b 1^: : :a n = b n ) s ! t if fs g ft ; a 1 ; b 1 ; : : :; a n ; b n g for all ground substitutions ; in that case we say that the conditional equation is orientable and that a 1 = b 1^: : :a n = b n ) s ! t is a conditional rule. The term s is the left-hand side of the rule. A set of conditional rules is a rewrite system.
Conditional rewriting
The idea of rewriting is to impose a direction when using equations in proofs. This direction is indicated by an arrow when it is independent from the instantiation: l ! r means that we can replace l by r in some context. When an instance of a conditional equation is orientable and has a valid conditional part it can be applied as a rule. The conditions are checked by a recursive call to the theorem-prover. Termination is ensured by requiring the conditions to be smaller (w.r.t. the reduction ordering ) than the conclusion. Various conditional rewrite relations have been studied in the literature ( 32, 16] The system H will be quali ed as convergent if
Note that when H is a set of conditional rules then the relation 7 ! R is similar to the notion of decreasing rewriting of Dershowitz, Okada and Sivakumar 16]. The relation 7 ! H will be extended to sets of clauses in a natural way: by de nition, S fcg 7 ! H S fdg whenever c 7 ! H d. 
Case rewriting
Case reasoning is a technique, which is the basis of many theorem proving strategies. It is a most important rule in the context of inductive theorem proving where case splitting arises naturally from an induction hypothesis. We propose here a notion of case rewriting, which is well-suited to inductive reasoning since it often allows us to derive clauses that admit as a subclause a smaller instance of the conjecture. When this is the case the derived clause can easily be proved by an induction argument (see the introductory example).
De nition 4 (Case rewriting) Let Proposition 5 The case rewriting rule is sound (the derived set of clauses is logically equivalent to the initial set provided S contains H).
The proof is trivial. Note that the relation , ! H is not n therian. Therefore some external control will be necessary when applying this rewriting technique to simplify goals.
Supported rewriting
We introduce now a new rewrite relation, which will be useful for expressing that an inductive hypothesis to prove the premises of a conditional rule. Consider for instance the theory fp(0) = true; p(x) = true ) p(s(x)) = trueg. In order to prove p(s(x)) = true, we assume by induction that p(x) = true and therefore we can apply the conditional equation p(x) = true ) p(s(x)) = true in order to rewrite p(s(x)) to true. Recursive conditional rewriting la Kaplan 32] does not allow such a step where the condition of an equation is proved by other means than the axioms. We present now the formal de nition of this extended notion of rewriting:
De nition 6 (Supported rewriting) Let H be a set of conditional equations, W be a set of equations and l be a term. We de ne the supported rewriting relation 
Relaxed rewriting
The next rewrite relation we introduce will be useful to handle non-orientable equations. In many cases an equational replacement step in a clause, where the replaced term is not bigger than the replacing one yields nevertheless a smaller clause for a well-chosen complexity ordering. This idea is formalised in the notion of relaxed rewriting.
If neither t s nor t s nor t s then we say that s and t are incomparable and we denote this by t s.
De nition 7 (Relaxed rewriting) Let 
How to prove and disprove inductive theorems
In this section, we propose general methods to prove or disprove automatically that sets of clauses are inductive consequences of theories axiomatised by sets of conditional rules. This technique allows us to replace inductive reasoning by pure algebraic simpli cation. This mechanisation of inductive proofs is based on the notion of test set, which, in essence, provides a nite description of the initial model of a given conditional theory. This section is divided into three parts. We rst discuss and de ne the key notion of test set. Then we show how to use it for proving theorems. Finally we show how test sets allow to disprove theorems.
Test sets
Let us rst give a motivation for using test-sets rather than standard structural schemes such as covering sets. If we consider a theory with the only axiom s(s(0)) = 0 , then the proposition s(s(x)) = x is valid in the initial model, not in all models, but does not really need induction to be proved since the initial model reduces to two elements: 0; s(0). It is su cient to check the theorem for these two values, which is a trivial task. We are looking for a method that would produce as induction schemes these terms 0; s(0) rather than the less informative terms 0; s(x). To ensure that these situations can be captured we must exhibit the ground irreducible terms up to some depth ; this explains the technical depth conditions that single test sets out cover sets. Furthermore, an important point concerning e ciency is that the cardinality of a test set is smaller in general than the cardinality of a covering set since we require that every element of the test set admits at least one irreducible ground instance. This partly motivates the second requirement in de nition 9.
A rewrite rule c ) s ! r is left-linear if s is linear. A rewrite system R is leftlinear if every rule in R is left-linear, otherwise R is said to be non-left-linear. A term is strongly R-irreducible if none of its non-variable subterms is an instance of a left-hand side of R.
Further, if u is a position, then juj (the length of the corresponding string) gives us its depth. If t is a term, then the depth of t is the maximum of the depths of the positions in t and denoted depth(t). The strict depth of t, written as sdepth(t), is the maximum of the depths of the strict positions in t. The depth of a rewrite system R, denoted depth(R), is de ned as the maximum of the depths of the left-hand sides of R. Similarly, the strict depth of R, written a sdepth(R), is the maximum of the depths of the strict positions in the left-hand sides of R.
If R is a rewrite system, then R can be partitioned into left-linear rules R ll and non-left-linear rules R nl , i.e, R = R ll R nl . depth(R ll ) denotes the maximum of the depths of the left-linear rules R ll of R and depth(R nl ) denotes the maximum of the depths of the non-left-linear rules R nl , then the number D(R) is equal to depth(R) if depth(R nl ) < depth(R ll ) and sdepth(R) < depth(R ll ), otherwise D(R) is equal to depth(R)+1. D(R) is said to be a bound for R.
De nition 9 If R is a set of conditional rules, then a test set S(R) for R is a nite set of R-irreducible terms that has the following properties:
completeness: For any R-irreducible ground term s there exists a term t in S(R) and a ground substitution such that t = s; transnormality: For any non-ground term t in S(R) and for any position u in t for which t=u is a non-ground term and juj = depth(R), there exist in nitely many strongly-irreducible ground instances t 0 ; t 1 ; : : : of t such that t 0 =u 6 = t 1 =u; : : :; coveredness: Any non-ground term in S(R) has variables only at depth greater or equal to D(R).
Let us show that this notion of test set is what is really needed for automating induction. First, the completeness property allows us to prove theorems by induction on the domain of irreducible terms rather than on the whole set of terms (see theorems 14 and 15). Second, the transnormality and coveredness properties are crucial for the refutation of inductive conjectures (see Theorem 18) . In order to derive useful lemmas we must be able to apply the rewrite rules to some instances of the conjecture. For this reason, these instances have to be deep enough: this is also ensured by the coveredness property.
For left-linear rules the transnormality property may be weakened: it is su cient to consider non-ground terms that admit at least one strongly irreducible instance. Moreover, D(R) can be taken equal to depth(R)?1 in left-linear theories de ned over a free set of constructors. This is important for e ciency purpose.
It is possible to compute test sets for equational theories in a relatively e cient way (see 33, 22] ). Unfortunately no algorithm exists for the general case of conditional theories. However, in the last section, we will give a method to compute test sets in conditional theories de ned over a free set of constructors.
Example 10 a) If F = fa; f; gg and R = ff(x; x) ! x; f(x; g(x)) ! g(x); f(g(x); x) ! x; g(g(a)) ! ag, then the set fa; g(a)g is a test set for R. b) Let us come back to the introductory example. Let H be the set of axioms 1; 2; : : :; 11. As we pointed out, S(H) = f0; succ(x); true; falseg is a test set. Note that the set of ground instances of the members of the test set contains all ground irreducible terms w.r.t. the relation 7 ! H . Moreover, the three properties of the de nition are veri ed.
Only some particular variables in a conjecture need to be instantiated by induction schemes. There are called induction variables and we shall prove that they are the only one necessary for completeness. Intuitively, these variables occurs at positions where a certain amount of instantiation is needed before applying a function de nition (i.e. a rewrite step) above this position. From condition i) in the next de nition it follows that there is a potential rewriting of a subterm s in clause C with some rule c ) l ! r above an induction variable x. A variable not satisfying condition ii)
does not need to be instantiated when looking for a match of s with l. For instance, whether an instance of C f(a; v; y)] u is reducible at position u with rule f(x; x; z) ! a only depends on the value of x. Since the instantiation of z is unimportant, we do not consider z as an induction variable.
De nition 11 Let R be a set of conditional rules and let C be a clause. A variable x 2 C is an induction variable if it occurs in a subterm s of C such that i) s is uni able with the left-hand side l of a rule c ) l ! r of R, ii) the position of x in s is a strict or a non-linear variable position of l or the position of a variable of l that also occurs in c.
Terms in test sets are used to build test-substitutions for induction variables.
De nition 12 If S(R) is a test set for a set R of conditional rules and C is a clause, then a test instance of C with respect to S(R) is an instance of C obtained by substituting renamed terms of S(R) for the induction variables of C of the corresponding sort. A test-substitution is a substitution that maps any variable from its domain to a renaming of an element of S(R) of the same sort.
Example 13 Let R be fx + 0 = x; x + succ(y) = succ(x + y)g. Consider for C, the associativity property (x + y) + z = x + (y + z). The induction variables are y and z. The test instances of C with respect to f0; succ(x 0 )g are (x + 0) + 0 = x+(0+0); (x+0)+succ(z 0 ) = x+(0+succ(z 0 )); (x+succ(y 0 ))+0 = x+(succ(y 0 )+ 0); (x + succ(y 0 )) + succ(z 0 ) = x + (succ(y 0 ) + succ(z 0 )).
Inductive proofs by simpli cation
Our notion of induction uses a noetherian ordering on ground terms that contains the conditional rewriting relation. We can use as an inductive hypothesis any instance of the theorem we want to prove, as soon as this instance is smaller (w.r.t. ) than the one that is currently considered. We propose here a rewriting relation which is sound, with respect to the use of induction hypotheses. On one hand, an inductive hypothesis can be used to verify the conditions of a conditional rule. This use of an inductive hypothesis is safe since the conditions of a conditional rule are smaller than the conclusion with respect to the noetherian ordering. On the other hand an inductive hypothesis can be applied after simpli cation of the goal by an axiom rule. This use of inductive hypotheses is also safe since we can show that in this situation 13 they are smaller than the currently examined goal. The following theorem formalises the previous discussion and shows how to prove equations in the class of isomorphic initial models of conditional theories. Theorem 14 Let R be a set of conditional rules, S(R) be a test set, and u = v be an equation. We de ne ! as the re exive closure of the relation: (7 ! R u=v] ) (7 ! R fu=vg ) If for all test-substitutions there is a term w such that u ! w and v ! w then u = v is an inductive theorem for R.
proof: Suppose that u = v is not an inductive theorem of R. Let be a ground substitution such that u = v is the smallest equation w.r.t. such that
We can suppose that is R-irreducible, otherwise we could exhibit a smaller counterexample. Hence, there is a test substitution and a ground substitution such that = . From the hypothesis, there is a term w such that u ! w and v ! w.
By instantiation, we have : u ! w and v ! w It remains to show that every term replacement occurring in the proof above is valid (in the initial model) either because it is a logical consequence of R or by induction hypothesis. This will give a contradiction with the choice of .
1. suppose the instance u = v of u = v is used in some unconditional step. Since it is not the rst step, the replacement is applied to a term which is smaller than the initial term u (or v ) since this last one has been rewritten at least once. We have again fu ; v g fu ; v g.
2. if u = v is used in some conditional step. Since conditions are evaluated only when they are smaller than the term to rewrite, every instance of an equation which is used in such a proof is smaller than the original goal fu ; v g. 2
It is straightforward to generalize the previous method to prove clauses. In the following, we call a tautology a clause that contains either two complementary literals or an instance of x = x.
Theorem 15 Let R be a set of conditional rules, S(R) be a test set, and C be a clause. If for all test-substitutions we have fC g , ! R fp 1 ; p 2 ; p n g, and every clause p j is either a tautology or is subsumed by an axiom or contains an instance of C that is strictly smaller w.r.t. than C , then C is an inductive theorem of R.
proof: Consider a ground instance C of C . We have, by stability of the rewrite relations, fC g , ! R fp 1 ; p 2 ; ; p n g. By soundness of , ! R , C is logically equivalent to the conjunction of the clauses in fp 1 ; p 2 ; p n g. Some of them are 14 tautologies or subsumed by an axiom. Hence they are valid. The remaining ones contain a ground instance of C which is smaller than C . Therefore, by induction hypothesis, there are valid, too. We conclude that C is an inductive theorem since all its ground instances are valid.
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Example 16 Let us prove the transitivity of < (see axioms of the introductory example).
x < y = false _ y < z = false _ x < z = true
The only non-trivial test instance among eight of them is C:
succ(x) < succ(y) = false _ succ(y) < succ(z) = false _ succ(x) < succ(z) = true
After three steps of case-rewriting we get only one non-tautological clause, namely:
x < y = false _ y < z = false _ x < z = true _ succ(x) < succ(y) = false _succ(y) < succ(z) = false _ succ(x) < succ(z) = true
This clause contains a subclause that is a strictly smaller instance of the property C to be proved. Hence by Theorem 15, the proof of transitivity is achieved.
Disproving inductive conjectures
The notion of a test set is particularly useful for refuting inductive properties. The next de nition provides the criteria to reject conjectures that are not inductive theorems. The idea is that when a test instance of a clause has no subterm that matches a left-hand side of an axiom, then we can derive a ground instance of that clause with the same property. This is ensured by the transnormality and coveredness properties of the test sets. The ground instance provides us with a counterexample to the conjectured theorem.
De nition 17 Suppose that we are given a set of conditional rules R and a test set S(R). Then a clause :e 1 _ : : : _ :e m _ g 1 = d 1 _ : : : _ g n = d n is quasi-inconsistent with respect to R if there is a test instance C such that for all i m e i is an inductive theorem and for all j n at least one of the following is satis ed:
i) g j 6 d j , and both g j and d j are strongly irreducible by R.
ii) g j d j , and g j is strongly irreducible by R. iii) g j d j , and d j is strongly irreducible by R.
The next result shows that, when the set of axioms is convergent, a quasi-inconsistent clause cannot be inductively valid. This is proved by building a well-chosen ground instance of the clause, that is false in some Herbrand model of the axioms. In particular, if the clause is an equation then it is not valid in the initial model. Theorem 18 Let R be a convergent set of conditional rules and S(R) be a test set for R. If C is quasi-inconsistent w.r.t. R then C is not an inductive theorem of R.
Example 19 Consider the following conditional axioms for integers with +, odd, and even.
x + 0 ! x (24) x + s(y) ! s(x + y) (25) even(0) ! true (26) even(s(0)) ! false (27) even(s(s(x))) ! even(x) (28) even(x) = true ) odd(x) ! false (29) even(x) = false ) odd(x) ! true (30) Here the test set is f0; s(0); s(s(z)); true; falseg. Note that the axioms satisfy the The proof of subcases (2), (3), (4), (5), (7) and (9) is identical to subcase (1). 
A general procedure for proof by induction
In the previous subsection we have given a technique for proving inductive theorems in one step. However, most of the time several rounds are needed before getting a proof. For instance, several successive instantiations by test sets may be necessary. The easiest way to present this process is to use the formalism of inference rules as in Bachmair 3] and Reddy 43] . The main advantage of this approach is that there is no hierarchy between the intermediate lemmas to be proved, and therefore no di culty for the management of inductive hypotheses: every intermediate lemma to be proved will be put in the same set as the initial conjectures and no priority will be (a priori) attached to them. In that sense our procedure can be viewed as being close to inductionless induction.
Inference rules for inductive proofs
Let R be a system of conditional rules. Our proof by induction procedure (which is detailed in 6]) modi es incrementally two sets of equations:
1. E, the set of equations to be proved. 2. H, the set of equations that have been reduced to equations of E, and therefore can be used as induction hypotheses. Let us give now the set of inference rules I:
Generate: (E fe = e 0 g; H)`I (E ( E ); H fe = e 0 g) For any test-instance e = e 0 , there is b such that: either e 6 e 0 and (e 7 ! R H E fe=e 0 g] b) and E = fb = e 0 g or e e 0 and (e 0 7 ! R H E fe=e 0 g] b) and E = fe = bg or e e 0 and E = ;. proof: This lemma is proved by considering the smallest invalid ground equation that is an instance of an element of i E i . We rst introduce a notion of complexity of a proof step:
De nition 23 An equational proof step is a triple (s 0 ; s = t; t 0 ), written s 0 $ s=t t 0 , such that there exists a substitution with s 0 s and t 0 t . Let P s $ s=t t be an equational proof step. We de ne the complexity of P by:
(fs g; ft g) if s t (ft g; fs g) if s t (fs ; t g; ) otherwise Let P s $ s=t t be an equational proof step, we say that s = t justi es P. We say that P is valid in R if R j = s = t . We consider the set K of proof-steps which are justi ed by equations in ( i E i ) and we show that the rule Fail applies to an equation s = t of ( i E i ) which justi es a minimal proof-step of K which is not valid in R. It is su cient to prove that s = t cannot be simpli ed, and that generate cannot apply to s = t. Therefore Fail is applied since the equation cannot persists in the derivation due to the fairness hypotheses.
Let P s $ s=t t be this proof-step and assume that s 6 t. We can assume that is irreducible by R. By hypothesis we have R 6 j = s = t . Assume that s = t 2 E j and (E j ; H j )`I (E j+1 ; H j+1 ) by application of simplify or generate on s = t. We discuss now the situation according to the rule which is applied and we derive a contradiction in every case. In this proof, in order to simplify notations, we write E for E j and H for H j .
Simplify 1 : We distinguish two cases: Case 1: s 7 ! R H E] s 0 and s s 0 . Assume that e = f 2 (H E) has been used for proving the preconditions (with substitution ). Consider G e $ e=f f . By De nition 6 fe ; f g fs g, hence C(G) < (fs g; ) and therefore C(G) < C(P). On the other hand (H E) i E i , therefore G is valid in R and nally R 6 j = s 0 = t . Let Q s 0 $ s 0 =t t . We verify that C(Q) < C(P):
If s t then C(P) = (fs g; ft g) < C(Q) since fs 0 ; t g fs g.
Otherwise: C(P) = (fs ; t g; ) If s 0 t then C(Q) = (fs 0 g; ft g) < C(P) since s 0 s . If s 0 t then C(Q) = (ft g; fs 0 g) < C(P) since ft g fs ; t g. Otherwise: C(Q) = (fs 0 ; t g; ) < C(P) since fs 0 ; t g fs ; t g. Hence, Q is not valid in R and strictly smaller than s $ s=t t . This contradicts the choice of s = t (since s 0 = t 2 i E i ). Case 2: t 7 ! R H E] t 0 and t t 0 . For the same reason as before we have: R 6 j = s = t 0 . Let Q s $ s=t 0 t 0 . We verify that C(Q) < C(P):
If s t then C(P) = (fs g; ft g).
In this case we have s t t 0 , hence C(Q) = (fs g; ft 0 g) < C(P) since t 0 t .
Otherwise: C(P) = (fs ; t g; ) If s t 0 then C(Q) = (fs g; ft 0 g) < C(P) since fs g fs ; t g. If s t 0 then C(Q) = (ft 0 g; fs g) < C(P) since t 0 t . Otherwise: C(Q) = (fs ; t 0 g; ) < C(P) since fs ; t 0 g fs ; t g. Hence, Q is not valid in R and strictly smaller than s $ s=t t , contradiction. If g = h is valid in R then R 6 j = s 0 = t and on the other hand C(s 0 $ s 0 =t t ) < C(P). This contradicts the choice of (s = t) since it was assumed that (s = t) justi es a minimal proof step of K which is not valid in R.
Otherwise: R 6 j = (g ) = (h ) .
If g s then C((g ) $ g=h (h ) ) < P since f(g ) ; (h ) g fs g, contradiction.
Otherwise: g h. Hence there exists k such that fg i = h i g i=1:::n E k with f i g i=1:::n test-substitution for (g = h) and g i 7 ! R H E] g i . On the other hand let 0 = ( ), where 0 is a ground substitution. Assume that it is irreducible. Then there exists a test-substitution i0 and a ground substitution such that 0 = i0 . Then g i0 $ gi 0 =h i 0 (h i0 ) with g i0 = h i0 2 ( i E i ) since (g i0 ) $ g=h (h i0 ) and (g i0 ) 7 ! R H E] g i0 .
Note that all the equations used in the proof of preconditions are valid (since they justify smaller proof-steps). Therefore, R 6 j = g i0 = (h i0 ) On the other hand, C(g i0 $ gi 0 =h i 0 (h i0 ) ) < C(P) since fg i0 ; (h i0 ) g fs g since g i0 (g i0 ) s and (h i0 ) (g ) s . This contradicts the choice of s = t. Otherwise: R 6 j = (g ) = (h ) . Let Q (g ) $ g=h (h ) , we verify that
If g h then absurd since g h . Otherwise: C(Q) = (f(g ) ; (h ) g; ) < C(P) since f(g ) ; (h ) g fs g due to the fact that (g ) s and (h ) (g ) s .
contradiction. (a) If s 0 t then we have C((g ) $ g=h (h ) ) < C(P) since f(g ) ; (h ) g fs ; t g hence R j = (g ) = (h ) and so: R 6 j = s 0 = t ) with s 0 = t 2 ( i E i : Let Q s 0 $ s 0 =t t . We have s 0 t hence C(Q) = (ft g; fs 0 g) < C(P), contradiction.
(b) Otherwise: s 0 = t , in this case we have R 6 j = (g ) = (h ) . Let 0 = ( ), where 0 is a ground substitution. Assume that it is irreducible, hence there exists i0 a test-substitution and a ground substitution such that 0 = i0 . We distinguish two cases:
(h i0 ) , we verify that C(Q) < C(P):
If g i0 h i0 then C(Q) = (fg i0 g; f(h i0 ) g) < C(P) since g i0 (g i0 ) s .
22
If g i0 h i0 then C(Q) = (f(h i0 ) g; fg i0 g) < C(P) since (h i0 ) s 0 = t .
Otherwise: C(Q) = (fg i0 ; (h i0 ) g; ) < C(P) since fg i0 ; (h i0 ) g fs ; t g.
Contradiction.
ii. If (h i0 ) 7 ! R H E] h i0 . Then (g i0 ) $ g i 0 =hi 0 (h i0 ) with (g i0 = h i0 ) 2 ( i E i ) since (g i0 ) $ g=h (h i0 ) . Let Q (g i0 ) $ g i 0 =hi 0 h i0 , we verify that C(Q) < C(P) = (fs ; t g; ): If g i0 h i0 then C(Q) = (f(g i0 ) g; fh i0 g) < C(P) since (g i0 )
s .
If g i0 h i0 then C(Q) = (fh i0 g; f(g i0 ) g) < C(P) since h i0 (h i0 ) s 0 = t .
Otherwise: C(Q) = (f(g i0 ) ; h i0 g; ) < C(P) since f(g i0 ) ; h i0 g fs ; t g. If s t then C(Q) < C(P) since fs i0 ; (t i0 ) g fs g.
Otherwise: C(P) = (fs ; t g; ) If s i0 t i0 then C(Q) = (fs i0 g; f(t i0 ) g) < C(P) since s i0 s . If s i0 t i0 then C(Q) = (f(t i0 ) g; fs i0 g) < C(P) since (t i0 ) = t . Otherwise: C(Q) = (fs i0 ; (t i0 ) g; ) < C(P) since fs i0 ; (t i0 ) g fs ; t g. R 6 j = s i0 = (t i0 ) since all the equations used in the proof of preconditions are valid (since they justify smaller proof-steps). On the other hand, C(Q) < C(P), contradiction. Case 2. s t, the situation is either as in A. or we have (t i0 ) 7 ! R H E] t i0 . Then (s i0 ) $ s i 0 =ti 0 t i0 with (s i0 = t i0 ) 2 ( i E i ) since (s i0 ) $ s=t (t i0 ) . Let Q (s i0 ) $ s i 0 =ti 0 t i0 with (s i0 = t i0 ) 2 ( i E i ). C(P) = (fs ; t g; ) since s t, we verify that C(Q) < C(P): If s i0 t i0 then C(Q) = (f(s i0 ) g; ft i0 g) < C(P) since (s i0 ) = s . If s i0 t i0 then C(Q) = (ft i0 g; f(s i0 ) g) < C(P) since t i0 t . Otherwise: C(Q) = (f(s i0 ) ; t i0 g; ) < C(P) since f(s i0 ) ; t i0 g fs ; t g. Note that E 0 is valid even when the derivation is in nite (and Fail never applies).
Corollary 25 Given a set of equations E and a set of conditional equations R, if there is an I-derivation from the state (E; ;) to some state (;; H), where H is any set of equations, then any element of E is an inductive theorem of R.
Let us emphasize that we deal here with conditional theories, and that we allow simpli cation of conjectures by conjectures, unlike Reddy 43 ](see Simplify 3 ).
The failure to prove some theorem with the above procedure may be due to the absence of some inference rule for case reasoning. We propose to enhance the procedure by allowing case reasoning through case rewriting. More generally, note also that at any step i, one of the current conjectures in E i can be proved by any other induction proof technique. This is expressed by the generic rule:
Other : (E fCg; H) (E; H fCg) if R j = ind C
We can easily prove that the system remains correct when we add this inference rule to the previous ones.
Example 26 Consider Example 19 and let us prove rst the commutativity of +.
We just consider the non-trivial instance by a test-substitution: s(s(x)) + s(s(y)) = s(s(y)) + s(s(x)) (31) After simpli cation, we have to consider the goal:
The rule simplify 4 applies to s(s(s(s(x)) + y)) and yields s(s(y + s(s(x)))) since s(s(y + s(s(x)))) s(s(s(s(y)) + x)). Then we get:
Applying Generate and simplify 2 using the hypotheses s(s(y+s(s(x)))) = s(s(s(s(y))+ x)) nishes the job.
Having proved the commutativity of +, we can prove : even(x + x) = true. To prove it, we proceeds as follow : even((s(s(x)) + (s(s(x))))) reduces successively to even(s(s(s(s(x + x))))) and then to even(x + x). Now even(x + x) is simpli ed to true by using the induction hypothesis.
Let us prove now odd(x+s(x)) = true. The non trivial case is odd(s(s(x))+s(s(s(x)))) which simpli es to true by supported rewriting. Therefore, x + y = y + x, even(x + x) = true and odd(x + s(x)) = true are valid in the initial model of 24-30.
Refutation of conjectures
Let us consider the set of inference rules J obtained by extending I with the following new inference rule:
Disproof : (E fCg; H) disproof if C is quasi ? inconsistent:
If the given theory is a (ground) convergent set of conditional rules Disproof allows one to detect many false conjectures. This is an easy consequence of the Theorem 18 and this is formally expressed by the following corollary:
Corollary 27 Let R be a convergent set of conditional equations and let (E 0 ; ;)`J (E 1 ; H 1 )`J : : : be a J-derivation. If there exists k such that Disproof is applied to (E k ; H k ) then R 6 j = ind E k .
When discovering an inconsistency at some step (E k ; H k ) we can conclude that the input set E 0 is not valid. This is stated in the next lemma: Lemma 28 Let (E 0 ; ;)`J (E 1 ; H 1 )`J : : : be a J-derivation where neither Fail nor Disproof are applied. If for all j < k R j = ind E j then R j = ind E k . proof: If (E k?1 ; H k?1 )`J (E k ; H k ) by a simpli cation rule, then the equations which are used for simpli cation occur in some E j (j < k) and therefore are valid in R by hypothesis. Hence, E k is valid too in R. If (E k?1 ; H k?1 )`J (E k ; H k ) by Generate on e = e 0 , every auxiliary equation which is used for rewriting an instance of e = e 0 by a test-substitution is either in R or E j 0 (j 0 < k) and hence E k is valid in R. 2 Theorem 29 Assume that R is convergent and that (E 0 ; ;)`J (E 1 ; H 1 )`J : : : is a J-derivation. If there exists k such that Disproof is applied to (E k ; H k ), then R 6 j = ind E 0 . proof: Let (E 0 ; ;)`J (E 1 ; H 1 )`I : : : be a J-derivation. Assume that there exists k such that Disproof is applied to (E k ; H k ). It is clear that Disproof has not been applied before step k. By Corollary 27 R 6 j = ind E k and by Lemma 28. R 6 j = ind E 0 . 2 Note also that the soundness Theorem 24 remains valid for the inference system J if we replace, in the statement, Fail by Fail or Disproof .
A refutationally complete system for unconditional equations
Let us consider the particular case of a convergent equational system R. We take the same inference rules as above, except that we replace R W] by R. We also notice that, in this situation, the rules Fail and Disproof are identical. Therefore we can prove that our inference system I (= J) is refutationally complete. This means that the method allows us to detect any false conjecture by the Fail rule.
Theorem 30 Let (E 0 ; ;)`I (E 1 ; H 1 )`I : : : be a fair derivation. Then R 6 j = ind E 0 if and only if the derivation is failed.
proof: Let (E 0 ; ;)`I (E 1 ; H 1 )`I : : : be a fair derivation. Assume that R 6 j = ind E 0 .
By Theorem 24. then the derivation is failed. Conversely, assume that there exists k such that Fail is applied to (E k ; H k ). By Corollary 27. R 6 j = ind E k and by Lemma 28. R 6 j = ind E 0 . 2 25 5 How to get the convergence property
Convergent systems of equations have the property that two terms are equal if and only if they simplify to identical ones. In this section we present several methods to obtain the convergence property, which is crucial in our framework for disproving conjectures.
Saturation techniques
This technique is detailed in 34] and we only give an overview of it here. The Knuth and Bendix procedure 28] has been designed to derive convergent systems from equational presentations. The saturation technique is a natural extension of Knuth and Bendix algorithm to conditional theories and has rst been introduced in 34, 45] . This technique is based on a set of inference rules which is refutationally complete for conditional equations. The main inference rule is the superposition which is a renement of paramodulation (see 44, 46, 23] ): given an ordering on terms and atoms, the only inferences which are allowed are those obtained by paramodulating maximal members of conclusions into maximal members of conclusions (where maximal refers to the given ordering). There are also a certain number of standard rules for simpli cation, tautology deletion and subsumption. When a fair application of the rules to a set of clauses S generates only clauses that do not persist, i.e. that can be deleted (at some step) then we say that S is saturated. Applying the set of inference rules to conditional equations, the theorem of Knuth and Bendix can be generalized:
if an application of the rules allows us to derive from S 0 a saturated set S then 7 ! S is convergent. and let H H 0 be a convergent set of rules over B. Assume that the initial model of H 0 is a conservative extension of the initial model of H. If for every ground term f(t 1 ; : : :; t n ), where f 2 ( ? B), there exists a constructor ? term t 0 such that f(t 1 ; : : :; t n )7 ! H 0 t 0 then H 0 is convergent. proof: Let t be a term in T(F). Suppose that t7 ! H 0 t 1 This achieves the proof.
Hierarchical axiomatisation techniques
2
In the case of a hierarchical conditional theory H 0 , our procedure for computing test sets (see next section) may be used to demonstrate convergence provided that the initial model of H 0 is a conservative extension of the initial model of H. For instance, the introductory example is convergent since the axioms introduced to de ne successively ?; <; gcd do not modify the initial model (Peano arithmetic) and the rewrite rules eliminate these symbols from any ground term. This is the same as asking for the su cient-completeness property w.r.t. a rewriting relation 20].
Further, veri cation of inductive properties often involves the proof of some lemmas. Adding these lemmas to the initial axiomatisation does not destroy the convergence, as stated in the following result:
Theorem 32 If H is ground convergent and C is a conditional equation that is an inductive theorem of H. Then 7 ! H fCg is ground convergent. proof: Let t; t 1 ; t 2 be ground terms such that: t7 ! H fCg t 1 and t7 ! H fCg t 2 . Since C is an inductive theorem, all the ground instances of C that have been used in the proofs above are valid in H. Hence, t 1 = t 2 is valid in H, and the convergence property of H allows one to conclude the proof.
For instance, in the introductory example 1-11 and 12,13,14,17 are ground convergent (with an appropriately chosen reduction ordering).
How to get test sets
As we have already pointed out, the construction of test sets for conditional theories is undecidable. This lies in the fact that such a computation requires some kind of induction. We propose here a method of computing test sets for conditional theories in which the set of function symbols of their signature can be partitioned into a set B of constructors and a set ? B of de ned functions. Therefore, we will assume that every left-hand side of a conditional rule has a symbol from ? B. This corresponds to the well known requirements for a principle of de nition to hold in an equational theory (see 24] ). The key concept of the present method of computing test sets for conditional theories is the notion of Pattern trees.
De nition 33 Consider a linear term r = f(t 1 ; t 2 ; : : : ; t k ) where f 2 ? B and t i 2 T( B; X) si for all i k. Given a variable x of sort s in r, the sons of r w.r.t.
x are all possible di erent terms (modulo variable renaming) obtained by replacing x in r by all terms of sort s of the form g(x 1 ; : : :; x n ), where g is a function symbol of sort s of arity n in B and x 1 ; : : :; x n are fresh distinct variables of appropriate sorts. then the tree given in gure 2 is a pattern tree of the term x < succ(y).
Pattern trees enjoy some fundamental properties that are described in the next proposition:
Proposition 37 Given a nite pattern tree of t, i) the set of ground instances of t is equal to the set of ground instances of all leaf labels, ii) the sets of ground instances of two di erent leaf labels are disjoint, iii) for any ground substitution there exist a unique leaf r and a unique ground substitution such that t = r .
The construction of a test set for a given conditional theory H consists in computing suitable pattern trees of the terms f(x 1 ; x 2 ; : : :; x k ) where f 2 ? B and x i 2 X si for all i k. In general, when we want to construct such a tree by expansion from its root, there are several questions that come naturally to mind: given a pattern tree T, then a) What nodes have to be expanded? b) What variables in them have to be replaced? c) When the construction of T has to halt?
To answer these questions, we will de ne special kinds of terms that we want to be the leaf labels of the pattern trees we are interested in. These terms possess a well-de ned structure that, to a certain degree, mirrors the structure of the left-hand sides of the rules of the conditional theory under consideration.
De nition 38 A term t is said to be H-extensible at position u if a) u is a variable position in t of sort s, and 28 b) either s is nullary or u is a strict or a non-linear position of a left-hand side of a rule in H. A term t is said to H-extensible if it is H-extensible at some position u. Otherwise, t is said to be H-covering.
De nition 39 Given a set H of conditional rules, a term t is said to be pseudoreducible by H if there exists a non empty sequence of conditional rules C 1 ) t 1 ! r 1 ; C 2 ) t 2 ! r 2 ; : : : C n ) t n ! r n in H and a sequence of positions u 1 ; u 2 ; : : : ; u n in t such that t=u 1 = t 1 1 ; t=u 2 = t 2 2 ; : : : ; t=u n = t n n and C 1 1 _ C 2 2 _ : : : _ C n n is an inductive theorem of H. Otherwise, t is said to be pseudo-irreducible by H.
Let us emphasize that the notion of pseudo-reducibility is di erent from the quasireducibility de ned by J.P. Jouannaud and E. Kounalis 27] . The following example shows how the two concepts di er:
Example 40 Consider the following theory H:
dif(x; x) ! ff (34) dif(0; s(x)) ! tt (35) dif(s(x); 0) ! tt (36) dif(s(x); s(y)) ! dif(x; y)
remove(x; nil) ! nil (38) dif(x; y) = tt ) remove(x; cons(y; l)) ! cons(x; remove(y; l)) (39) dif(x; y) = ff ) remove(x; cons(y; l)) ! remove(y; l) (40) The term remove(x; cons(y; l)) is pseudo-reducible by R since dif(x; y) = tt_dif(x; y) = ff is an inductive theorem w.r.t. R. However, the term remove(x; y) is not pseudoirreducible by R, but quasi-reducible by R.
Thus, if a term t is pseudo-reducible by H, then all its ground instances are reducible by H. But proving that a node label is pseudo-reducible by a given conditional theory H amounts to proving some inductive theorems. To avoid any vicious circle, either we can use a di erent method to prove these particular properties or we can use our method itself with a weaker notion of test set than the one we are currently computing. For instance, the set of all terms that are of depth not greater than D(H) and with variables only at depth D(H) su ces for these weaker test sets.
All of the necessary machinery is now at hand to resolve the questions a, b and c stated above. Let us introduce the di erent types of node labels we are dealing with by using the class of covering terms.
De nition 41 Given a conditional theory H, let T be a pattern tree of f(x 1 ; : : : ; x n ). A node label t in T is said to be of type 1 if t is pseudo-reducible by H, type 2 if t is pseudo-irreducible by H and is H-covering, A node label t in T is said to be type-x-free if t is neither of type 1, nor of type 2, nor of type 3. A pattern tree T of f(x 1 ; : : : ; x n ) is said to be complete if each node label t in T of type 1, 2, 3 is a leaf label.
In the following discussion, we denote node labels of type 1 using boldface letters.
Example 42 x < y = true ) succ(x) < succ(y) ! true (43) x < y = false ) succ(x) < succ(y) ! false (44) Note that 0 < succ(y 1 ) and x < 0 are reducible and that succ(x 1 ) < succ(y 1 ) is pseudo-reducible since x1 < y1 = true _ x1 < y1 = false is an inductive theorem.
Therefore, the pattern tree of x < y is complete (see gure 3).
In general, to compute a complete pattern tree T of the term f(x 1 ; : : : ; x n ), f 2 F, the following procedure may be used.
A procedure for computing complete pattern trees:
The procedure takes as input a conditional theory H over a signature = (S; F).
Initially, T is reduced to a node labelled with the term f(x 1 ; : : : ; x n ).
Repeat as long as type-x-free leaf labels are in T. If none remains terminate successfully: the pattern tree of f(x 1 ; : : : ; x n ) is complete.
(1) Select a type-x-free leaf label r in T. Therefore all variables may be substituted by in nitely many di erent constructor terms (we assume that there exists at least one constructor symbol which is not a constant). Hence S(H) has the transnormality property.
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For example, the leaf labels of the previous example are x < 0; 0 < succ(z 1 ); and succ(x 1 ) < succ(y 1 ). The arguments of these leaf labels are: x; 0; 0; succ(z 1 ); succ(x 1 ), and succ(y 1 ). Thus a test set for H is f0; succ(x 1 ); true; falseg. Note that true and false are constructor terms and do not occur as argument of leaf labels.
The method also gives a way to check that any ground term of a hierarchical axiomatisation can reduce to a constructor term and, as a consequence, by Theorem 31, to prove the convergence of the system. (46) s(x) < y ! x < p(y) (47) p(x) < y ! x < s(y) (48) 
The test set here is f0; p(0); p(p(x)); s(0); s(s(x)); tt; ffg. To see that it is sucient to verify that all the following terms are pseudo-reducible: 0 < 0; 0 < p(0); 0 < p(p(x)); 0 < s(0); 0 < s(s(x)), p(0) < 0; p(0) < p(0); p(0) < p(p(x)); p(0) < s(0); p(0) < s(s(x)), p(p(x)) < 0; p(p(x)) < p(0); p(p(x)) < p(p(y)); p(p(x)) < s(0); p(p(x)) < s(s(y)), s(0) < 0; s(0) < p(0); s(0) < p(p(x)); s(0) < s(0); s(0) < s(s(x)), s(s(x)) < 0; s(s(x)) < p(0); s(s(x)) < p(p(y)); s(s(x)) < s(0); vs(s(x)) < s(s(y)).
Implementation and computer experiments
We describes now our general proof procedure, shows a proof session with our SPIKE software and discusses computer experiments w.r.t. related systems.
The main procedure
Our implementation of test set induction is based on four main data structures: R, a rewrite system for a conditional theory, built with the constructor discipline. Note that this restriction is not required for purely equational theories. C, a set of conjectures to be proved. H, a set of inductive hypotheses. TS, a test set of R.
We can describe the procedure Prove_by_induction in this way: Instead of being hierarchical, our induction proof handles all the induction hypotheses at the same level. This provides us with a fully automated procedure, where much more simpli cations are permitted than with explicit hierarchical induction. Moreover, it permits to prove several properties in the same round, each of them being helpful to prove the others.
A proof session with SPIKE
Below, we show partial transcripts of sessions with SPIKE on the example 19, to give more intuition about the abilities of the system. A more detailed account is given in 6].
The procedure is initialised with R, the axioms, and C 0 , the initial conjectures. There are no inductive hypothesis in H 0 . We simplify odd(x1+S(x1)) = True to the trivial True = True. This operation is justi ed since the premise of the rule even(x1) = False ) odd(x1) = True is veri ed when we assume the other conjecture even(S(x1 + x1)) = False. We do the same thing for odd(x1 + x1) = False. So we obtain two trivial identities. The fragment of this example illustrates the e ciency of our system thanks to the mutual simpli cation of the conjectures. Here, we simplify S(S(x1+x2)) = S(S(x2))+x1 into S(S(x2+x1)) = S(S(x2))+ x1 using the induction hypothesis x1 + x2 = x2 + x1 which is not orientable. This con rms our claim that we can handle non-orientable equations. Since the set of conjectures is now empty the proof is achieved. The lemmas fx1 = 0 + x1; S(x1) = S(0) + x1; S(S(x1 + x2)) = S(S(x1)) + x2g were generated automatically during the session.
Results and Comparison
We have experimented our system on many examples. A few of them are given on Table 1 . The rules were all oriented with the lexicographic path ordering (see e.g. 14]). Example 1 is a very simple example from situation calculus that has been proposed by Richard Scherl. The given axioms are: This problem cannot be solved by Nqthm and Clam (without modifying the axioms) due to the presence of mutually recursive operators. On the other hand, the induction step F 1 (s)`F 1 (do(a; s)) cannot be derived since no axiom connect F 1 (s) directly with F 1 (do(a; s)). Therefore, this problem is di cult for systems like Clam 10, 9] in which proof is highly focused to use induction hypothesis. Note also that, even with some extensions to deal with the mutually recursive functions, the proof needs the lemma: 8s F 2 (s) _ F 3 (s)
In examples 2 to 6, :: is a short-hand for cons, <> for in x app, ] for the empty list nil, and y] for cons(y,nil). The axioms specify the functions len, app, nth, rev and qrev on lists of natural numbers: For proving each of the theorems 2 to 6, a lemma is necessary. This lemma is derived automatically using a powerful divergence critic developed by Toby Walsh 47] and that has been integrated in SPIKE. This critic is successful at identifying divergence and proposing appropriate lemmas and generalizations for a large number of theorems. The procedure relies on the di erence matching algorithm of 4]. The lemmas are validated in one run by SPIKE and are su cient to achieve the proofs. Note also that NQTHM failed on 2, 3, 4, 5, and 6.
Examples 7 to 18 refer to the axioms for +, odd and even from Example 19. Example 7, 8, 9, 10, and 11 have been proved simultaneously in Subsection 7.2. In order to derive 7 to 10 independently, it is necessary to provide the commutativity of + as a lemma. The other theorems are derived directly and without heuristics. As mentioned before the success of our proof of the commutativity is mainly due to our special technique for handling non orientable equations. In particular, the standard approach of rewriting induction 43] is unable to get the proof.
Example 19 has already been discussed. The only axiom is s(s(0)) = 0 and the proof shows that test sets are more adapted than cover sets or more standard induction schemes. No explicit induction technique can cope with this problem.
SPIKE has also proved the binomial theorem:
(x + 1) n = n 0 + n 1 x + : : : + n n x n :
Our proof needs only three lemmas 6]. However, the Larch Prover 18] requires the associativity and commutativity properties of + and and three other lemmas (see 29]).
Conclusion
We have presented new methods for inductive reasoning. These methods try to exploit as much as possible the power of rewriting. Rewriting systems are a natural framework for inductive reasoning, since they provide well-suited noetherian relations. Proofs in the initial model usually require checking in nite sets of ground equations. The concept of test set allows one to reduce this set to a nite one. Moreover, when the axioms are ground convergent, test sets give a complete strategy to disprove theorems by producing counterexamples. Moreover, this method generalises to the case where there are axioms in the theory with negation of equations in the conditions. The theorem-prover SPIKE based on our technique has solved a number of interesting problems 6]. It is being currently extended to incorporate other generalization mechanisms and tactics (see 11, 12, 26] ), which are necessary to solve many usual problems. Moreover, we are working on better algorithms for the computation of test sets.
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