In this paper we determine completely the class of binary matroids with no minors isomorphic to the cycle matroid of the prism graph M*(Ks\e), its dual M(Ks\e), and the binary affine cube AG(3, 2).
3).
The following theorem is the main result of this paper. The matroid R~o is the unique splitter for the class of regular matroids [8] .
Theorem 1.3. M is a 3-cmmected binary matroid with no mimn" isomorphic to M*(K s".e), M(K s".e), or AG(3, 2)!fand only !f M is isomorphic to M(K 3.3), M*(K 3.3), Rio, M(Es), M(W~), H,, H*, . or It, ar+ : fi~r some r >~ 3.
The matroid terminology used here will in general follow Oxley [6] . The cycle matroid of a graph G is denoted by M(G). If A is a matrix with entries in a field F, then the matroid on the set of columns of A that is induced by linear independence over F will be called the t~,ector matroid M(A) of A. A matroid is hinary if it is isomoprhic to the vector matroid of a matrix over the tield of two elements. A basic tool in this paper is the well-known fact that binary matroids are uniquely representable; i.e. if A and A' are r × n matrices over GF (2) such that the map which, for all i e ' 1, 2 ..... n~ takes the ith column of A to the ith column of A' is an isomorphism from M(A) to M(A'I, then A' can be transformed into A by a sequence of operations each of which consists of interchanging two rows or adding one row to another. We shall assume familiarity with the pivoting operation. In order to maintain a representation in the standard form [Ir]D], every pivot will be followed by the appropriate column interchange. See, for example. [6, p. 209] . If A is an r × i~ matrix with column labels 1,2 ..... n. and 5: is a 1 ×r column vector, then .4w,g will denote the r×(n + 1~ matrix A with the column .? affixed at the end. Label the columns of .4~,~>7 as A matroid M is 3-cmmected if it is connected and E(AI) cannot be partitioncd into subsets X and Y, each having at least two elements, such that r(X)+ r(Y)-r(M l = I. To eliminate trivial cases, we shah also assume that a 3-connected matroid has at least six elements. 
The main result
In this section we shall prove Theorem 1.3. Let 61 denote the class of binary matroids with no minors isomorphic to M*(Ks',e), M(Ks',,e) or AG (3, 2) . Observe that this class is closed under minors and duality. It follows from Theorem 1.4 that if we know the 3-connected members of 61, then we can construct every matroid in 69 by beginning with the 3-connected members of 6) and repeatedly using the operations of direct sum and 2-sum. We start by proving the following result for regular matroids.
Proposition 2.1. M is a 3-connected regular matroid with no minor isomorphic to M*(Ks",.e) if and only if M is isomorphic to M(W~)for some r >1 3, M(Ks), M(Ks
Proof. Every single-element deletion of R 1o is isomorphic to M(K 3.3). Therefore, R t o has no M*(Ks',,e)-minor. Theorems 1.1 and 1.2 imply that the remaining matroids have no M*(Ks",e)-minor. Conversely, let M be a 3-connected regular matroid with no minor isomorphic to M*(Ks",.e). If M -~ Rxo, there is nothing to prove, so assume that M ~ R~o. Since R~o is a splitter for the class of regular matroids, M has no minor isomorphic to Rio. Therefore, Theorem 1.6 implies that M is graphic or cographic or has an R~2-minor. Since R12/4',,8, 12 ~ M*(Ks".,e), we may assume that M is graphic or cographic. Therefore, Theorems 1. l and 1.2 imply that M is one of M(W,) for some Next, we shall describe matrices that represent the matroids P,:~(M(W~_ ,), F-) 2. over G/"(2), where we recall that the element -is a rim element of the triangle A in M(W,_ ,). For an integer r > 3, let d~ be the r× r matrix obtained as follows:
(i) Begin with the 3 x 3 matrix • 1 1 0,
(ii) Adjoin to this matrix a row and a column of ones.
(iii) Then, adjoin a row and a column each having its first two entries equal to one and its remaining entries equal to zero.
(iv) Repeat steps (ii) and (iii) alternately, beginning with (ill, until one obtains an r x r matrix.
Thus. for example, .I,, J~, and J,, are. respectively. Let .1', be the matrix obtained from J, by deleting the last row and let H, be the vector matroid of [l,[J'~+l] . the columns of this matrix being labeled, in order. Let r be odd. We shall show that A, can be transformed into the matrix C, by a sequence of the following operations: interchanging two columns or two rows, and adding one row to another. Writing ~ii and b~ for the column vectors in At, labeled by ai and hi, respectively, we see that oil = a2 + ~i,.
hi = al + ~i,+l.
hi = h2 + dr,
f'2 = a2 + a,+ 1,
bi=a~-i +di+l for4~<i<r. 
.(M,. Me). where A,I~ = I-/'~ S and M2 = H'~llSw/',). We can check that H'~ S _~ ,'~1(I4,'~ ,). where z is the rim element
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Next, consider the 5 × 10 matrix E~ over GF(2): 
Lemma 2.4. For all r ~ 3, H, has no minor isomorphic to M*(Ks\e), M(Ks\e), or AG(3, 2).
Proof. The proof is by induction on r. The lemma is true for r = 3 and r = 4. .3) , or Rio. Therefore, we shall assume that M is non-regular. Then, by Theorem 1.7, M has a minor isomorphic to Fv or F*. Theorem 1.5 implies that there is a chain Mo, M t ..... M,, of 3-connected matroids such that Mo ~-Fv or F*, M, = M, and for all i e r~0, 1 ..... n -1 I. Mi is a singleelement deletion or contraction of M~+ 1-For the rest of the proof, we shall be concerned with the members of this chain. If M ~-F~ or F*, then there is nothing to show. Therefore, assume that this does not occur. We shall first supposc that Mo g F~. Then, since F; has no 3-connected binary extension, M~ is a 3-connected coextension of F7, and, therefore, M ~' is a 3-connected extension of F*. Seymour [9] has noted that F* has precisely two nonisomorphic binary 3-connected single-element extensions, these being $8 and AG (3, 2) represented by the matrices X~ and X2 shown below: (1 1 1 1 1) 1 0 1 1) is isomorphic to M(Ks"..e). Hence, M(Es) is a splitter for 6).
Next. assume that the column .,~ = (x~ x_, x3 x,, xsl r is adjoined to A~ .a, to give a representation for a 3-connected matroid in 6). Then .,7" is (111 1 111 , (1 0100) r,  (0 1 1 00) r, [1 00 1 1) T, or (0 1 0 1 1) r and therefore, there are five choices for the matrix As..a~vo.{. The matroid M(As .a~,vo (1 1 1 I 1) I ) is precisely' fts. Adjoining each of the remaining four columns to As .,a~ gives matrices representing isomorphic matroids, each of which is isomorphic to M(Esvo(l 1000}~). Therefore, Hs is the only 3-connected single-element extension of Hs'a, 
H*,/b, ._ l',a, -~ H*_ 1.
Assume that the result is true for H*_ 1. Since the pattern differs for odd and even r, the two cases are dealt with separately. Let r be odd. 
