The Lo's R/S tests (Lo, 1991) , GPH test (Geweke and Porter-Hudak, 1983 ) and the maximum likelihood estimation method implemented in S-Plus (S-MLE) are evaluated through intensive Mote Carlo simulations for detecting the existence of long-memory. It is shown that, it is difficult to find an appropriate lag q for Lo's test for different AR 5 and ARFIMA processes, which makes the use of Lo's test very tricky. In general, the GPH test outperforms the Lo's test, but for cases where there is strong autocorrelations (e.g., AR(1) processes with φ=0.97 or even 0.99), the GPH test is totally useless, even for time series of large data size. Although S-MLE method does not provide a statistic test for the existence of long-memory, the estimates of d given by S-MLE seems to 10 give a good indication of whether or not the long-memory is present. Data size has a significant impact on the power of all the three methods. Generally, the power of Lo's test and GPH test increases with the increase of data size, and the estimates of d with GPH test and S-MLE converge with the increase of data size.
Introduction
Long-memory, or long-range dependence, refers to a not negligible dependence be-20 tween distant observations in a time series. Long-memory processes can be expressed either in the time domain or in the frequency domain. In the time domain, long-memory is characterized by a hyperbolically decaying autocorrelation function. In fact, it decays so slowly that the autocorrelations are not summable. For a stationary discrete long-memory time series process, its autocorrelation function ρ(k) at lag k satisfies (Hosking, 1981) 
where, d is the long-memory parameter (or fractional differencing parameter), and 0<|d |<0.5.
Since the early work of Hurst (1951) , it has been well recognized that many time 5 series, in diverse fields of application, such as financial time series (e.g., Lo, 1991; Meade and Maier, 2003) , meteorological time series (e.g., Haslett and Raftery, 1989; Bloomfield, 1992; Hussain and Elbergali, 1999) and internet traffic time series (see Karagiannis et al., 2004) , etc., may exhibit the phenomenon of long-memory. A number of models have been proposed to describe the long-memory feature of time series.
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The Fractional Gaussian Noise model is the first model with long-range dependence introduced by Mandelbrot and Wallis (1969) . Then Hosking (1981) and Granger and Joyeux (1980) proposed the fractional integrated autoregressive and moving average model, denoted by ARFIMA (p, d , q) . the ARFIMA (p, d , q) process is stationary, and if 0<d <0.5 the process presents long-memory behaviour.
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In the hydrology community, many studies have been carried out on the test for long-memory in hydrological processes. Montanari et al. (1997) applied fractionally integrated autoregressive moving average (ARFIMA) model to the monthly and daily inflows of Lake Maggiore, Italy. Rao and Bhattacharya (1999) explored some monthly and annual hydrologic time series, including average monthly streamflow, maximum 20 monthly streamflow, average monthly temperature and monthly precipitation, at various stations in the mid-western United States. They stated that there is little evidence of long-term memory in monthly hydrologic series, and for annual series the evidence for lack of long-term memory is inconclusive. Montanari et al. (2000) introduced seasonal ARFIMA model and applied it to the Nile River monthly flows at Aswan. The 25 resulting model indicates that nonseasonal long-memory is not present in the data. At approximately the same time, Ooms and Franses (2001) documented that monthly river flow data displays long-memory, in addition to pronounced seasonality based on 1605 simple time series plots and periodic sample autocorrelations. Wang et al. (2005) investigated the existence of long-memory in two daily streamflow series of the Yellow River in China, and found that both daily streamflow processes exhibit strong longmemory.
This study seeks to evaluate several methods for detecting the presence of long-5 memory in time series and investigate the possible relationship between the intensity of long-memory in daily streamflow processes and the watershed scales. In Sect. 2, three methods used in the present study to detect long-memory will be briefly described. Simulation results with the three methods are presented in Sect. 3. Then, the three methods will be applied to 31 daily streamflow series to detect the existence 10 of long-memory in Sect. 4, and some discussions are given in Sect. 5. Finally, some conclusions are drawn in Sect. 6.
Methods of detecting the existence of long-memory
Many methods are available for detecting for the existence of long-memory and estimating the fractional differencing parameter d . Many of them are well described in the 15 monograph of Beran (1994) . These techniques include graphical methods (e.g., classic R/S analysis; aggregated variance method etc.), parametric methods (e.g., Whittle maximum likelihood estimation method) and semiparametric method (e.g., GPH method and local whittle method). Graphical methods are useful to heuristically test if there exists a long-range dependence in the data and to find a first estimate of d or
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H, but they are generally not accurate and are sensitive to short range serial correlations. The parametric methods obtain consistent estimators of d or H via maximum likelihood estimation of parametric long-memory models. They give more accurate estimate of d or H, but generally require knowledge of the true model which is in fact always unknown. Semiparametric methods, such as the GPH method (Geweke and Porter-Hudak, 1983 ), seek to estimate d under few prior assumptions concerning the spectral density of a time series and, in particular, without specifying a finite parameter model for the d -th difference of the time series. In the present study, two statistic tests: Lo's modified R/S test which is a modified version of classical R/S analysis, and GPH test which is a semiparametric method will be used to test for the null hypothesis of no presence of long-memory. Besides, an approximate maximum likelihood estimation method is used to estimate the fractional differencing parameter d , but without testing 5 for the significance level of the estimate.
Lo's Modified R/S test
In classical R/S analysis, for a given time series {x t }, t=1, 2, . . . , N, with the j -th partial sum Y j = j i =1
x i , j =1, 2, . . . , N, and the sample variance S
. . , N, the rescaled adjusted range statistic or R/S-statistic is defined by
The classical R/S analysis is sensitive to the presence of explicit short-range dependence structures, and lacks of a distribution theory for the underlying statistic. To overcome these shortcomings, Lo (1991) proposed a modified R/S statistic that is obtained by replacing the denominator S j in Eq. (2), i.e., the sample standard deviation, by a 15 modified standard deviation S q which takes into account the autocovariances of the first q lags, so as to discount the influence of the short-range dependence structure that might be present in the data. Instead of considering multiple lags as in Eq.
(1), only focus on lag j =N. The S q is defined as
wherex N denotes the sample mean of the time series, and the weights ω j (q) are given by w j ( q)=1-j /(q+1), q<N. Then the Lo's modified R/S statistic is defined by
If a series has no long-range dependence, Lo (1991) showed that given the right choice of q, the distribution of N −1/2 Q N,q is asymptotic to that of
where V is a standard Brownian bridge, that is, V (r)=B(r)-rB(1), where B denotes standard Brownian motion. Since the distribution of the random variable W is known as
10
Lo gave the critical values of x for hypothesis testing at sixteen significance levels using Eq. (4), which can be used for testing the null hypothesis H 0 that there is only short-term memory in a time series at a significance level α.
GPH Test
Geweke and Porter-Hudak (1983) proposed a semi-parametric approach to testing for 15 long-memory. Given a fractionally integrated process {x t }, its spectral density is given by:
where ω is the Fourier frequency, f u (ω) is the spectral density corresponding to u t , and u t is a stationary short memory disturbance with zero mean. Consider the set of 20 harmonic frequencies ω j =(2πj /n), j =0, 1, . . . , n/2, where n is the sample size. By taking the logarithm of the spectral density f (ω) we have
which may be written in the alternative form
The fractional difference parameter d can be estimated by the regression equations constructed from Eq. (5). Geweke and Porter-Hudak (1983) showed that using a periodogram estimate of f (ω j ), if the number of frequencies used in the regression Eq. (6) is a function g(n) (a positive integer) of the sample size n where g(n)=n α with 0<α<1, the least squares estimated using the above regression is asymptotically normally 10 distributed in large samples:
where U j = ln[4 sin 2 (ω j 2)] and U is the sample mean of g(n) . Under the null hypothesis of no long-memory (d =0), the t-statistic
has a limiting standard normal distribution.
Maximum likelihood estimation of fractional differencing parameter d
Suppose that the observation X =(x 1 , . . . ,
where B is the backshift operator, that is,
represent the ordinary autoregressive and moving average components; ε t is a white noise process with zero mean and variance σ 2 . The Gaussian log-likelihood of X for the process (7) is given by
where η=(φ 1 ,. . . , φ p ; d ; θ 1 ,. . . , θ q ) is the parameter vector; Σ denotes the n×n covariance matrix of X depending on η and σ 2 , |Σ| denote the determinant of Σ. The maximum likelihood estimatorsη andσ 2 can be found by maximizing logL(η, σ 2 ) with respect to η and σ 2 . In this study, the maximum likelihood estimation method implemented in S-Plus ver-10 sion 6 (referred to as S-MLE) is used to estimate the fractional differencing parameter d . S-MLE is implemented based on the approximate Gaussian maximum likelihood algorithm of Haslett and Raftery (1989) . If the estimated d is significantly greater than zero, we consider it an evidence of the presence of long-memory.
Monte Carlo simulations
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We perform an extensive Monte Carlo investigation in order to find out how reliable the Lo's test, the GPH test and the S-MLE are with AR and ARFIMA processes. We consider five AR(1) and six ARFIMA(1, d , 0) processes. All AR(1) models are of the form (1-φB)x t =ε t , and all ARFIMA(1,
(1-φB)x t =ε t , where {ε t } are i.i.d standard normal, and B is the backshift operator. For the AR models, large 20 autoregressive coefficients, i.e., φ=0. 5, 0.8, 0.9, 0.95, 0.99 are considered, because these are the cases commonly seen in streamflow processes. For the ARFIMA models, φ=0, 0.5, 0.9 and d =0.3, 0.45. We generate 500 simulated realizations of size 500, 1000, 3000, 10 000 and 20 000, respectively, for each model. The AR series and the ARFIMA series are produced by the arima.sim and arima.fracdiff.sim function built in S-Plus version 6. For Lo's modified R/S test, the right choice of q in Lo's method is essential. It must be chosen with some consideration of the data at hand. Some simulation studies (Lo, 1991; Teverovsky et al., 1999) have shown that the probability of accepting the null 5 hypothesis varied significantly with q. In general, the larger the q, the less likely is the null hypothesis to be rejected. One appealing data-driven formula (Andrew, 1991) for choosing q based on the assumption that the true model is an AR(1) model is given by
where [•] denotes the greatest integer function, n is the length of the data,ρ is the esti-10 mated first-order autocorrelation coefficient. However, our simulation for AR processes and ARFIMA processes with different intensity of dependence indicates that this datadriven formula is too conservative in rejecting the null hypothesis of no long-memory, especially for cases where autocorrelations at lag 1 are high. After a trial-and-error procedure, we use the following modified formula to choose the lag q:
whereρ is the autocorrelation at lag 1, i.e., ACF(1). This modified formula is a trade-off between lowering the probability of wrongly rejecting the null hypothesis of no longmemory for AR processes, and reserving the power of correctly rejecting the null hypothesis for ARFIMA processes. The null hypothesis of no long-memory is rejected at 20 a 5% significance level if Q N,q is not contained in the interval [0.809, 1.862] (Lo, 1991) .
Similarly to the case with Lo's test, for the GPH test, there is a choice of the number of frequencies g(n) used in the regression Eq. (6). This choice entails a bias-variance tradeoff. For a given sample size, as g(n) is increased from 1, the variance of the d esti-1611 mate decreases, but this decrease is typically offset by the increase in bias due to nonconstancy of f u (ω). Geweke and Porter-Hudak (1983) found that choosing g(n)=n 0.5 gave good results in simulation. We adopt such a criterion in our Monte Carlo simulation study. The periodogram used for calculating GPH test statistic is smoothed with a modified Daniell smoother of length 5. The null hypothesis of no long-memory (d =0)
5 is rejected at a 5% significance level if the t-statistic is not contained in the interval [−1.960, 1.960] .
When estimating the parameter d with S-MLE method, we assume that the order p of the AR component for each simulated ARFIMA process is unknown before hand. Instead, we estimate the order p of AR component by using the AIC criterion (Akaike, 10 1973 ).
The results of detecting long-memory in simulated AR and ARFIMA processes of sizes ranging from 500 to 20 000 with Lo's test, GPH test and the S-MLE estimates of d are reported in Table 1 . For Lo's test, we list the average values of the lags chosen with the data-driven Eq. (9) (denoted as "average lag"), the standard deviations of 15 the lags ("SD of lag"), and the number of acceptance of the null hypothesis for 500 simulations. For GPH test, we list the average values of the estimates of d ("average d "), the standard deviations of the estimates ("SD of d "), and the number of acceptance of the null hypothesis for 500 simulations. For the S-MLE method, the averages and standard deviations of the estimates of d ("average d " and "SD of d ") are reported.
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According to the results with simulated AR and ARFIMA processes, shown in Table 1 , we have the following findings:
1. For AR(1) processes, when the autocorrelation is less than 0.9, both the Lo's R/S test and the GPH test work well, and the GPH test has a better performance. But when the autoregressive coefficient is higher than 0.9, the probability 25 of committing Type I error with the GPH test increase very fast, and the GPH test gets useless for the cases when φ is above 0.97 (for saving space, the results with φ=0.97 are not presented in Table 1 ), even for the size of 20 000 points. In contrast, the probability of committing Type I error with the Lo's R/S test is still 1612 considerably low even for AR processes with a φ of as high as 0.99.
2. For ARFIMA (1,d ,0) 10 000, the probability of committing Type II error, i.e., false acceptance of the null hypothesis of no long-memory, by GPH test is close to zero. In contrast, the Lo's test only performs slightly better than the GPH test when the intensity of longmemory is not strong and the value of φ in the AR component is low, but for the cases of strong intensity of long-memory and with an AR component of strong 15 autocorrelation, the Lo's test performs far less powerful than the GPH test.
3. It seems difficult to choose an appropriate lag for Lo's test that is valid for all cases.
For the cases where the data sizes are less than 3000, while the lag chosen by Eq. (9) seems to be already very large and cannot get larger so as to avoid the high probability of wrongly rejecting the null hypothesis of no long-memory for AR 20 processes, the lag seems to be not large enough to avoid the high probability of wrong acceptance of the null hypothesis for ARFIMA processes. The good news is that the lag chosen by Eq. (9) . But the estimates of d get upwardly biased when the data size is too big (say, >10 4 ). This is in contradiction with the result of Kendziorski (1999) , who showed that S-MLE provided unbiased estimates of d for ARFIMA(0,d ,0) processes of length 2 11 (2048) or greater. 5. Data size has a significant impact on the power of all the three methods. Generally, the power of Lo's test and GPH test increases with the increase of data size, and the estimates of d with GPH test and S-MLE converge with the increase of data size. Agiakloglou et al. (1993) found that GPH estimators performed poorly for AR(1) processes with φ=0.9 for sample size of 100 to 900. The simulation 25 results of Hurvich and Beltrao (1993) also showed the poor performance of the GPH estimator when φ=0.9 for not only AR(1) processes but also ARFIMA(1,d ,0) processes. In our simulation study, it is shown that, on one hand, the power of 1614 GPH test does decrease with the increase of the autoregressive coefficient; on the other hand, the power of GPH test increases with the increase of sample size. If we use a sample size of larger than 10 4 points, GPH test still has very good performance for AR(1) processes with φ=0.9. But the use of GPH test is helpless when φ is larger than 0.95, even with a data size of larger than 10 4 . One possi-5 ble solution could be to choose the number of frequencies used in the regression Eq. (6) more carefully (Giraitis et al., 1997; Hurvich and Deo, 1999) . But the effectiveness of these methods seems to be limited. For example, when Hurvich and Deo (1999) proposed the plug-in method to choose the number of frequencies g(n) in the GPH test, they also showed that as φ increases, the estimates of d 10 using the number of frequencies g(n) selected by the plug-in method are much more positively biased than simply using g(n)=n 1/2 . 3. The stations are located in the main river channel of the river if possible. When stations at the main channel are not available, stations at major tributaries are used.
1. The series should be approximately stationary, as least by visual inspection. We have stationarity as our primary data criterion because, when certain types of nonstationarity are present, many longmemory parameter estimators may fail (Klemes, 1974) .
2. The data should be recorded as early as possible, so as to limit the influence of 5 human intervention to the minimum.
3. The temporal spans of streamflow series at different locations in one basin should be as close as possible, so as to avoid possible impacts of regional low-frequency climatic variations.
The description of selected stations and their corresponding daily streamflow series is 10 listed in Table 2 .
Results
The Lo's modified R/S test and the GPH test are carried out with S+FinMetrics module of statistical analysis package S-plus (Zivot and Wang, 2003) . To alleviate the impact of seasonality, all the series are deseasonalized by subtracting the daily means and 15 dividing by the daily standard deviations. For Lo's modified R/S test, both a fixed lag (i.e., 50) and a lag determined by the datadriven formula (Eq. 9) are used. For GPH test, we choose g(n)=n 0.5 as suggested by Geweke and Porter-Hudak (1983) . When using S-MLE to estimate the fractional differencing parameter d , the order p of the AR component in
is determined by the AIC criteria (Akaike, 1973) . The results of detecting long-memory in daily streamflow processes are reported in Table 3 , which show the following:
1. The GPH estimates and the S-MLE estimates are in good agreement, as shown in Fig. 1 , except for four series for which the estimates of d given by S-MLE are zero. According to such a consistency, we believe that the estimates of zero given 25 by S-MLE probably are resulted from its erroneousness. Therefore, when using 1617 S-MLE method to estimate the fractional differencing parameter d , caution must be taken if an estimate of zero is given by S-MLE. At the same time, we notice that the estimates given by GPH test are generally slightly larger than those given by the S-MLE method for cases where the estimates of d are greater than 0.4.
2. Teverovsky et al. (1999) pointed out that, picking a single value of q with Lo's 5 test to determine whether or not to reject the null hypothesis of no long-range dependence in a given data set is highly problematic. In consequence, they recommended that one always relies on a wide range of different q-values, and does not use Lo's method in isolation, instead, uses it always in conjunction with other graphical and statistical techniques for checking for long-memory, especially when
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Lo's method results in accepting the null hypothesis of no long-range dependence.
While we agree that we should not use Lo's method in isolation, it is doubtful that using a wide range of different q-values may improve the test reliability. With a wide range of q-values, we are still not sure which one gives the right answer, as shown here in the cases for detecting long-memory in daily streamflow series.
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In addition, the results given by Lo's test are not in agreement with those of the GPH test and S-MLE method with respect to the intensity of long-memory. For example, with either the data-driven value of lag q or the fixed value of lag q, the Lo's test indicates that the daily streamflow of the Rhine River at Lobith is a shortmemory process, whereas both the GPH test and the S-MLE method indicate that 20 the streamflow process of the Rhine River at Lobith exhibits long-memory.
3. The Lo's test indicates that about 1/3 (11 according to the data-driven lag, and 9 according to the fixed lag) of all the 31 streamflow series do not exhibit longmemory property, whereas the estimates of S-MLE show that 4 out of all the series have d 's of zero value. But the results of Lo's test and S-MLE are not 25 in agreement (except for one case of Color-4), namely, those series with zero estimated d given by S-MLE seem to exhibit significant long-memory according to Lo's test (with either data-driven lag or fixed lag). On the other hand, GPH test tells us that all the series exhibit long-memory. Therefore, for each series, at least two methods applied here give evidences of the existence of long-memory in all the daily streamflow processes (except for one case of Color-4). Because of the unreliability of the Lo's test, and possible erroneousness of the S-MLE estimates, we conclude that all the streamflow series have long-memory. 4. The intensity of long-memory, denoted by the estimates of d given by S-MLE (the zeros are removed), has little relationship with the watershed scale, as shown in Fig. 2 . Only a very weak positive relationship can be established between the intensity of long-memory and the watershed scale, that is, the larger the watershed scale, the stronger the intensity of the long-memory.
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Conclusions
The Lo's R/S tests (Lo, 1991) , GPH test (Geweke and Porter-Hudak, 1983) give a good indication of whether or not the long-memory is present. Data size has a significant impact on the power of all the three methods. Generally, the power of Lo's test and GPH test increases with the increase of data size, and the estimates of d with GPH test and S-MLE converge with the increase of data size.
Although the S-MLE method perform very well for simulated AR(1) and
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ARFIMA(1, d , 0) processes, when applying the S-MLE method to the observed stream-1619 flow series, it is found that it may wrongly give zero estimates of d for several series even for large data size (e.g., around 10 4 ). Therefore, caution must be taken in case the S-MLE gives a zero estimate of d .
According to results with the Lo's R/S tests (Lo, 1991) , GPH test (Geweke and PorterHudak, 1983 ) and the S-MLE method, all daily flow series exhibit long-memory. The 
