We present a stochastic knapsack problem with the capacity following a mixed distribution. The problem is an optimization type where one has to maximize the profit of the content of the knapsack without exceeding the capacity of the knapsack and as such the cost is minimized. A mixture of Exponential and Poisson distribution was applied using the multiplicative approach of Mood & Graybill (2006) .
INTRODUCTION:
This work focuses on an aspect of knapsack problem where the parameter of interest, the capacity is of the mixed distribution. It is our observation that researchers have done so much on the other parameters (the profit and the weight) to be either of continuous random type or of discrete type. Recently, Witchakul & Ayudthaya (2008) observed that the capacity of the knapsack has been neglected, whereas studying uncertainty in capacity is also important. Their idea was based on the fact that in cargo loading problem, when the truck has many customers to load the items. The available space is unknown before the truck arrives. Hence the remaining capacity of the truck is uncertain. Whereas our motivation was on the series of activities going on in a processing Mill (a multipurpose Mill). Here, both cassava is grinded for processing garri, palm fruits are processed for the production of palm oil, grains are being grinded etc. Note that all these activities are processed by one engine with different attachments but it is operated by one operator. It is observed that customers arrives randomly and the operator has a limited time for accepting customers and also the capacity of the shop is equally considered such that customers items will not be kept outside for security reasons. A penalty will accrue for customer`s freewill.
Mixed distribution: This work is based on the assumption that a random variable X takes up distinct values x 1, x 2 , . . .,x n with positive probabilities and also takes up (assume) all values interval; say a ≤X≤ b. The probability distribution that will be obtained here will be as the result of the combination of all discretes, or all continuous or both discrete and continuous distribution. This process constitutes what is termed mixed distribution or contagious distribution. For instance, this combination for mixed distribution can be either additive or multiplicative. It can be of discrete distribution, continuous distribution or even a combination of the two distributions as earlier mentioned. Literature has shown that much work has not been done in this area. Mood et al(1963) stated; if f 0 (.),f 1 (.),. . . ,f n (.),. . . is a sequence of density functions which are either all discrete density functions or all probability density functions which may or may not depend on parameters and P 0, P 1, . . . , P n , is a sequence of parameters satisfying 
The above illustration supports the additive of two continuous distribution and the multiplicative of a discrete and continuous random variables.
Also, Stirzaker (1994) defines his mixed distribution as let f 1 (x) and f 2 (x) be density functions, and let
Hence f 3 is a density and is said to be a mixture of f 1 and f 2 .
There are other related literature concerning mixed distribution: Mood et al (2006) , Meyer (1965 ), Feller(1970 etc.
Related literature: Quandt and Ramsey (1978) as cited by Greene (2003) analyzed the problem of estimating the parameters of a mixture of normal distributions.
Raynal and Gelevara, (1997) mixed two Gumbel distributions in other to model annual floods (NERC, 1975) then the five parameters were obtained.
In the case of knapsack problem, much work has been done in this area since the area is broad and has many practical applications. Witchakul and Ayudthaya (2005) pointed out that the principal approaches for solving a knapsack problem are; Dynamic programming, Network approaches, Enumeration Algorithms and Branch and Bound approaches. Bellman (1957) observed that Dynamic programming is not an efficient way to solve a large size knapsack problem. Cabot (1970) applied enumeration algorithm to a knapsack problem. Mathur (1980) proposed an enumeration algorithm for the general multiple choice knapsack problem while Shapiro (1968) formulated a knapsack problem as a shortest route problem. However, this method is not popular because it requires enormous number of nodes and arcs.
There are three main versions of knapsack problem; the unbounded knapsack problem, the bounded knapsack problem and the 0 -1 knapsack problem. Dantzig (1957) was the first person that presented the first upper bound for knapsack, based on a continuous relaxation; see Witchakul and Ayudthaya (2005) . Meanwhile, there are many researchers that have mentioned the branch and bound algorithm for solving 0 -1 knapsack problem; Kolesar (1967) , Horowitz and Sahni (1974) , Fayard and Plateau (1975) , Nauss (1976) , Toth (1977, 1988) and the rest. Balas and Zemel (1980) in their work on an Algorithm for large 0 -1 knapsack problems pointed out that this algorithm relies mainly on three main ideas. The first idea is to focus on core problem. The second one is binary search method without sorting variables and the last one is a simple heuristic whose accuracy improves exponentially with problem size. Ram and Sarin (1988) described branch and bound algorithm for the 0 -1 equality knapsack problem. Volgenant (1998) applied core approach to the 0 -1 equality knapsack problem and compared with Ram and Sarin algorithm. They have shown that core approach is better in solution time.
Capital budgeting problem is also referred to as the multidimensional knapsack problem in the literature, Murty (1995) . Benli and Bilici (2006) stated that the capital budgeting problem is one of the first integer programming problems studied, and that it was first posed by Lorie and Savage (1955) as:
Where n projects are under consideration and C J is the net present value of project j, and a j is the capital required to fund project j. The total capital available for all projects is b. The decision variable, x j , is equal to 0 if project j is not selected and 1 if it is selected to be funded. Weingartner (1963) analyzed the above 'LorieSavage problem' and established a frame work for the capital budgeting problems. Following his pioneering work, an extensive literature was developed on the mathematical approaches to capital budgeting problems using linear programming; Bernhard (1969) , Weingartner (1966) , Freeland and Ronsenblatt (1978) , Myers (1972) , Park and SharpBette (1990) . And for other reviews on approaches to capital budgeting problem, including goal programming, nonlinear programming, mixed integer programming and simulation, see Benli and Bilici (2006) . proposed a special algorithm to solve the capital budgeting model. Kress et al (2007) presents a new combinatorial problem, called Mimmax multidimensional knapsack problem (MKP), motivated by a military logistic problem. They further show that the MKP is a NP -hard and developed a practically efficient and combinatorial algorithm for solving it. Bean et al (1987) solved a multi-period version of the problem where the objective is to maximize net cash present value profit by divesting assets subject to certain lower bounds on the return on equity that companies must achieve each year. Also, Hall et al (1992) formulated an integer programming problem. The problem was to decide on project funding at a National cancer institute of USA. Other recent developments in the area of integer programming as cited by are Gomory et al (2003) , who applied corner polyhedral as a technique to solve the integer model. Kumar et al (2007) used the non basic variables to descend to the optimal integer solution from the continuous optimal point and they also proposed a technique for significantly reducing the complexity of the general integer model; Kumar et al (2007) .
Literature has also shown that the study of stochastic knapsack problem is limited almost exclusively to two cases in which the value of the objects themselves arrive as part of a stochastic process. A detailed coverage of these problems can be found in Caraway et al (1993), Steinberg and Parks (1979) , Henig (1990) , Morita et al (1989) , Papastravrou et al (1996) , Tamaki (1986), Righter (1989), Ross and Tsang (1989) ; see Kleywegt and Papastavrou (1998) . Balas and Zemel (1980) , proposed an algorithm for large knapsack problems. They have been the first to propose an algorithm in linear time to solve the linear programming relaxation of the knapsack problem. The multidimensional knapsack problem is mostly applicable in resource allocation problem; Wilbaut et al (2008) . Wilbaut et al(2008) further stated that, Similar work can be found in Lorie and Savage (1955) , Weingartner(1966) , Weingartner and Ness(1967) and Manne and Markowitz (1957) . Vasquez and Hao (2001a) used the multidimensional knapsack problem to model the daily management of satellite like spot.
Assumptions:
1) The desired variable x i is limited 2) Weight (w i )>0 and cost (C i )>0 
METHODS:
In this paper we propose a strategy and algorithm for solving stochastic knapsack problem with a mixed distribution probability on the capacity. The problem is a minimization case, as such we add the non negative variables (slack variable) and subtract the non negative variable (surplus variable) so that we can work with the equality sign instead of the inequality sign. Going by the nature of the problem we are trying to solve, there are three possible situations that can affect the capacity of the knapsack 1) A case where the sum of weights of the items are greater than or equal to the capacity A case where we are using a mixed constraint Our proposed model will deviate a little from this, since we are considering a case of mixed distribution. Hence our objective function is stated as
Where U(k) is the slack variable with the capacity k V(k) is the surplus variable with respect to the capacity k P(k) is the probability distribution of the capacity k L is the lower bound of the capacity U is the upper bound of the capacity g is the penalty cost of the slack variable h is the penalty cost of the surplus variable 
Substituting these into our objective function we have These items are consecutively inserted into the knapsack until the first item, s, is found which cannot be included into the knapsack. We call it the critical item i.e
Then we can establish that the mixed distribution can be solved following a property established by Dantzig (1957) , for the case of a continuous knapsack problem which can be stated as follows:
The optimal solution x of continuous knapsack Going by Dantzig(1957) , it is observed that the problem is a 0-1 knapsack problem. Since we are considering on a bounded problem, we take our upper bound to be d, thus our optimal solution is 
CONCLUSION:
This paper has considered a stochastic knapsack problem with the capacity following a mixture of of Poisson and Exponential distribution. The graph of the distribution is an indication that it is a decreasing function, since the graph decreases as the corresponding values of `x` increases. The algebraic solution to the problem is provided.
