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Introduction
The critical global climate change situation is stimulating a very active research into
renewable energy technologies in a bid to limit CO2 and other greenhouse gases emis-
sions. The global need for energy is expected to double by 2050 and triple by the end
of the century and the existing carbon-based fuels do not allow to supply the demand
in a sustainable way [3]. The urgent need to transition from fossil fuels to renewable
energy sources to reach a sustainable carbon-neutral society is driving several avenues
of intense research.
Solar energy is an inexhaustible natural resource, one of the most promising among of
all carbon-neutral energy sources. The amount of energy from sunlight striking the Earth
in one hour (4.3 · 1020 J) would supply the energy demanded by the planet in one year
(∼ 4.1·1020 J) [3]. Solar energy can be converted into electricity (photovoltaics), thermal
energy or chemical fuels. The harnessing of solar radiation via photoelectrochemical
(PEC) conversion and its use within the energy sector is one example of a strategy that
could reduce carbon consumption, thereby limiting CO2 production.
PEC cells [4] offer the possibility to convert sunlight into chemical fuels, mimicking
the natural process of photosynthesis. While in the natural photosynthesis the energy
of the sunlight is used to convert carbon dioxide and water into sugars and oxygen,
the application of PEC cells for water splitting enables the conversion and storage of
solar radiation within the chemical bonds of the molecular oxygen and hydrogen. In
particular, hydrogen is nonpolluting, renewable, inexhaustible, and very flexible with
respect to conversion to other forms of energy [5]. Hydrogen can be employed in fuel cells
to produce electricity, heat and water with potential use in a vast range of applications,
from the industrial to the field of transportation.
Similarly to traditional electrochemical devices, water splitting PEC cells are com-
posed of two electrodes immersed in an aqueous electrolyte and a membrane to separate
the products of the two half-cell reactions, with the difference that, in PEC cells, at least
one of the two electrodes is able to absorb solar radiation and generate electron-hole
pairs. The photogenerated charge carriers are then transported towards the surface of
4
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the anode and the cathode, where the holes oxidize H2O molecules producing O2 and
releasing protons in solution, while electrons reduce protons to H2, respectively.
The feasibility of using PEC cells on a large scale requires efficient and stable catalysts
for which transition metal oxides would be the ideal candidates. However, each step of
the overall process, namely absorption, transport and catalysis, introduces very specific
constraints that are difficult to fulfil in a single material. The availability of Earth-
abundant semiconducting photoelectrode materials increases the flexibility in the design
of PEC cells by incorporating photoactive n-type and p-type materials for the anode
and cathode, respectively. While a large number of n-type semiconductors have been
largely characterized as photoanodes, comparatively very little work has been done on
p-type photocathodes.
Among the class of Cu(I)-oxides, recent PEC measurements have highlighted the de-
lafossite CuFeO2 as a promising candidate in the role of the photocathode [6, 7]. Despite
the encouraging favorable properties, the maximum photocurrent densities measured in
CuFeO2 photocathodes is one order of magnitude lower than the theoretical limit [8,
9]. There are conflicting explanations for the relatively poor PEC performance, which
is attributed to both bulk recombination [10] and Fermi-level pinning at the solid-liquid
interface [11, 12].
Beside these experimental works, there is not a solid theoretical literature to provide
a complete picture. Given the increasing complexity of PEC devices, understanding
the interplay between the electronic structure, surface dynamics and structure of the
surface-solvent interface is pivotal for the prediction of the performance of a material as
a photoelectrode. Theoretical and computational investigations provide the atomistic
insight required to understand these features and complement experiments. Systematic
advances in hardware and software engineering, along with developments in sophisti-
cated theoretical models have led to an increasing use of computational tools in materials
science. Most of them are based on density functional theory (DFT), which has become
well suited for the study of complex PEC interfaces.
The aim of this thesis is to adopt the tools provided by DFT to perform a full
theoretical characterization of the bulk and surface properties of CFO, in order to
provide new insight and facilitate further investigations of this material.
We first benchmarked our theoretical predictions against experimentally known
quantities, in order to establish the strength and limitations of our models and un-
derstand how to use them properly to predict with a good level of confidence quantities
that are difficult to achieve experimentally. After a complete bulk characterization, we
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performed the first ab-initio static and dynamic simulations of CFO surfaces, both in
vacuum and in contact with the electrolyte.
This thesis is organized as follows: we introduce the water splitting reaction and
the underlying physics and chemistry in Chapter 2. In Chapter 3 we briefly review the
most commonly used photoelectrodes materials, focusing specifically on CuFeO2. In
Chapter 4, we describe the computational methods adopted in this work, starting from
DFT. The characterization of the electronic structure of the bulk CuFeO2 is reported
in Chapter 5, while its thermodynamic stability in Chapter 6. These two chapters are
largely taken from our published works [1, 2]. In Chapter 7 we discuss the thermo-
dynamic stability of CuFeO2 surfaces and the band alignment in dark conditions and
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Photoelectrochemistry is the branch of the physical chemistry which studies reactions
involving charge transfer processes, and hence current flows, across the solid-liquid in-
terface under illumination. The first PEC experiment in the history was performed in
1839 by Becquerel, who observed a voltage and an electric current on an illuminated
silver chloride electrode immersed in an electrolytic solution and connected to a counter
electrode [13]. However, the origin of this phenomenon had remained unknown for more
than a century, until the work of Brattain and Garrett on germanium electrodes [14],
which opened the way for the study of the semiconductor photoelectrochemistry [15]. In
1972 Fujishima and Honda showed the possibility of splitting water into hydrogen and
oxygen using an illuminated TiO2-electrolyte junction [16]. This work has generated a
growing interest in solar water splitting as an alternative and sustainable energy source,
especially after the 1973 oil crisis [17]. Despite the initial enthusiasm, researchers encoun-
tered several difficulties in building stable, efficient electrodes at a competitive cost. A
breakthrough occurred with the advent of nanostructured electrodes and dye-sensitized
solar cells in the early 90s [18]. This discovery has rekindled interest in the study of
water splitting tandem cells, towards the research for new nanostructured materials for
both the anodic and cathodic processes.
In this chapter we will explain the functioning of a cell, focusing on the mechanisms
that underlie the operation.
7
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2.1 Water splitting reaction
The solar water splitting reaction consists in breaking down two water molecules into
one oxygen and two hydrogen molecules using the energy of photons from sunlight:
2H2O
hν→ O2 + 2H2 . (2.1)
The free energy change for this reaction at standard conditions is 4.92 eV [19]. In
the PEC water splitting, the overall reaction occurs through two different redox half-
reactions, namely the oxygen evolution reaction (OER):
OER : 2H2O + 4h+ → O2 + 4H+ , (2.2)
in which gaseous oxygen is formed and protons are released into the solution, and the
hydrogen evolution reaction (HER) for the hydrogen production:
HER : 2H+ + 2e− → H2 . (2.3)
At the most basic level, a PEC water splitting device is composed of an electrolyte and
two electrodes, where the two electrochemical half-reactions take place. In particular,
at the anodic surface-solute interface, photogenerated holes drive the OER, while at the
cathode, the electrons are consumed during the HER.
Eq.(2.2) and (2.3) represent the overall OER and HER, which are multi-step pro-
cesses. Different mechanisms based on kinetic studies or DFT calculations have been
proposed for the OER [20]. One of the most widely used, and computationally easy to
treat, is the following four-step process, in which each step is a proton-coupled electron
transfer (PCET) process:
2 H2O + ?+ h
+ → OH∗ + H2O + H+ , (2.4)
OH∗ + H2O + h
+ → O∗ + H2O + H+ , (2.5)
O∗ + H2O + h
+ → OOH∗ + H+ , (2.6)
OOH∗ + h+ → O2 + H+ , (2.7)
where ? represents an active site on the surface with possible adsorbed species, indicated,
for instance, as OH∗. The reactions written above describe the processes that constitute
the OER in an acidic solution. However, the vast majority of the OER electrocatalysts
are chemically unstable in acidic media. Iridium oxide IrO2 is an exception, being stable
and highly active in acidic environment [21]. PbO2 is stable at low pH, but with a limited
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activity. A Co-Pi catalyst operating at neutral pH was also reported [22]. The OER steps
written above take the following form in alkaline media:
OH− + ?+ h+ → OH∗ , (2.8)
OH∗ + OH− + h+ → O∗ + H2O , (2.9)
O∗ + OH− + h+ → OOH∗ , (2.10)
OOH∗ + OH− + h+ → O2 + H2O . (2.11)
Two mechanisms have been proposed to model the HER, namely the Volmer-Tafel or
the Volmer-Heyrovsky steps. The Volmer step consists in an electrochemical hydrogen
adsorption on the surface of the cathode, mediated by an electron in the conduction
band:
H+aq + ?+ e
− → H∗ + H2O (acidic solution), (2.12)
H2O + ?+ e
− → H∗ + OH− (alkaline solution). (2.13)
In acidic conditions, the Volmer step occurs via the discharge of a solvated proton and
the subsequent adsorption on the catalyst surface. The simplest model of a solvated
proton is an hydronium ion H3O+, which however, can have a complicated solvation
shell. Other well-known structures are the Zundel (H5O+2 ) or Eigen (H9O
+
4 ) cations.
Conversely, in alkaline conditions, the Volmer step involves the adsorption and dis-
sociation of a water molecule on the surface, forming a H∗ and releasing an OH− [23].
The adsorbed hydrogen atoms are then desorbed chemically (Tafel) or electrochemi-
cally (Heyrovsky) to form H2. The Tafel step consists in a desorption of two H∗ from
the surface and it is independent on the pH of the solution:
2H∗ → H2 + 2? (2.14)
In the Heyrovsky mechanism the adsorbed hydrogen desorbs from the surface, combining
with a solvated proton (in acidic solutions) or a hydrogen atom from water (in alkaline
solutions) to form H2:
H∗ + H+aq + e
− → ?+ H2 (acidic solution), (2.15)
H∗ + H2O + e
− → ?+ H2 + OH− (alkaline solution). (2.16)
Therefore, the overall (photo)electrochemical water splitting can be conducted in both
acidic and alkaline solutions, following different mechanism both for OER and for HER.
However, both of them show important drawbacks. Indeed, the acidic HER is usually




The simplest PEC device is composed of a single absorber material, acting as the pho-
toanode, in conjunction with a metal cathode, which is in general a platinum electrode,
considered the most effective electrocatalyst for HER. When the photoanode material
is exposed to sunlight, the incident photons with energy higher than the bandgap can
generate electron-hole pairs, upon the absorption. The charge carriers are physically and
energetically separated by the electric field generated at the interface when the semi-
conductor is put in contact with the electrolyte. While the photogenerated electrons in
the conduction band travel towards the cathode to participate to the reaction (2.3), at
the photoanode the holes drift to the surface to oxidize water into O2, according to the
reaction (2.2).
Even the most basic single-absorber PEC cell rests on the simultaneous fulfillment
of several interconnected criteria [5]. First of all, to ensure an optimal absorption of
photons, the photoanode must absorb light in a wavelength region that overlaps the
solar spectrum, in particular the sun-radiance peak [26]. While the photogenerated
charge carriers travel towards the surfaces, recombination events must be minimized in
order to bring the maximum number of carriers to the surface. Once on the surface, the
charge carriers must have enough energy to drive the two half-reactions, that means that
the position of the valence and conduction bands must straddle the redox potentials of
water. The implication is threefold: i) the optical gap must be larger than 1.23 eV, ii)
the energy of the valence band maximum (VBM), EV BM must be below the OER redox
potential and iii) the energy of the conduction band minimum (CBM), ECBM , must be
higher than the HER redox potential. Even stricter requirements must be satisfied if we
consider the overpotential needed to drive both the anodic and the cathodic reactions.
The material should also promote the reactivity at the surfaces, allowing a rapid charge
transfer at the interface with water. Finally, to reduce the costs of production, the
electrodes should be composed of Earth-abundant materials which must be stable under
aqueous conditions to guarantee the longevity of the electrode.
The simultaneous fulfillment of these requirements within a single semiconductor
has proven elusive [28, 29], even half-a-century after the pioneering work of Honda
and Fujishima on TiO2 [16]. However, these constraints can be relaxed in a tandem
cell, which is composed of two light absorbing, semiconducting electrodes: an n-type
material is used for the photoanode and a p-type for the photocathode, as it is shown
in Figure 2.1, taken from Ref.[27]. In such a setup, the material for each electrode can
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Figure 2.1
Schematic view (a) and energetics (b) of a tandem cell with two semiconductors with bandgap
Eg1 and Eg2 under illumination. WOC (WRC) and ηO (ηR) are the water oxidation (reduction)
catalysis site and the overpotential for oxidation (reduction), respectively. Figure taken from
Ref.[27].
be optimally selected, with the band edges aligned to only one of the two coupled redox
reactions and can absorb light at any frequency coincidental with the range spanned
by solar radiation. These advantages have translated into improved performances, with
experimental reports of higher photoconversion efficiencies when compared with single
absorber cells [19, 27, 30].
2.3 Semiconductor-Liquid junction
A key aspect of PEC devices is the energetic and spatial separation of the charge-carriers,
which is driven by the band bending at the semiconductor-liquid junction (SLJ) [4, 19,
31]. The SLJ is similar to a rectifying metal-semiconductor Schottky junction, in which
an electric field separates the photogenerated charge carriers and the minority carriers
move towards the surface. Analogously, the contact between a semiconductor and an
electrolyte containing a redox couple generates a charge transfer across the junction
until electronic equilibrium is established, i.e. when the electrochemical potential of the
electron in the semiconductor (Fermi level) is aligned with the electrochemical potential
of the redox couple [17]. As a result, the regions close to the interface lose their charge
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neutrality, forming the so-called space charge layer. As a consequence of the semicon-
ductor surface being charged, a double layer forms in the electrolyte, composed of a
narrow (0.4 − 0.6 nm) layer of ions close to surface (Helmholtz layer) and a region of
diffuse ions in the solution (Gouy–Chapman layer).
In the semiconductor, the charge transfer creates a region close to the interface with










Here, ε is the dielectric constant of the semiconductor, q the elementary charge, ND is
the concentration of dopants in the semiconductor and Vbi is the built-in potential, which
corresponds to the difference between the Fermi level in the semiconductor and the redox
potential in the solution before contact. An electric field is generated inside the depletion
region and the associated potential has the effect of bending the electronic bands. The
difference between the energy of the bands at the interface and in the bulk region, VSC ,
is equal to the built-in potential Vbi. The direction of the band bending depends on
the position of the Fermi level in the material, as it is schematically represented in
Figure 2.2.
An n-type semiconductor is required for an upward bending of the valence and the
conduction band, to provide an energetic drive for the migration of the photogenerated
holes towards the interface encouraging reaction (2.2). Conversely, p-type materials are
employed as photocathodes, since the downward bending of the bands favors the transfer
of photogenerated electrons towards the surface, to drive the HER.
The right-hand side of Figure 2.2 represents the energetics of the SLJ under illumina-
tion. When the electrode is illuminated, the populations of the valence and conduction
bands are displaced from the equilibrium and two different Fermi levels (quasi-Fermi
levels) describe separately the distribution of the photogenerated electrons and holes.
The photovoltage Vph arises from the splitting of the original Fermi level into the two
quasi-Fermi levels. Several kinetic processes govern the electron and hole concentrations
under these quasi-equilibrium conditions. On the one hand, there are fast thermalization
processes of the photogenerated charge carriers within each band. On the other hand,
recombination effects occur in the bulk of the semiconductor (Jbr), in the depletion re-
gion (Jdr) or in defect or surface states (Jss) Moreover, the charge carriers can surmount
the barrier at the interface by tunneling (Jt) or through thermoionic emission (Jet) [19].
In general, the dominant recombination processes are the surface recombination Jss
and the charge transfer at the interface Jet [32]. However, the faster thermalization
Photoelectrochemistry 13












































Band energetics of a semiconductor-liquid junction for a n-type (top panel) and a p-type semi-
conductor (bottom panel). From left to right: before contact, after contact (dark conditions)
and after contact under illuminations.
effects leave the population of electrons and holes in quasi-thermal equilibrium under
steady-state illumination. The quasi-Fermi level of the minority carriers is aligned with
the redox potential of the solution, determining a smaller band bending. The minority-
carrier concentrations at the surface are described by the energy difference between the
quasi-Fermi level and the band edge.
The energetics depicted in Figure 2.2 refers to a situation in which no external
bias is applied to the electrode. Given the low dielectric constant of semiconductors
compared to the electrolytes commonly employed in PEC devices, the application of
an external bias V to the electrode does not change the position of the band edges
at the surface. However, the relative position of the Fermi level in the semiconductor
w.r.t. the redox potential in the solution is modified by the bias, as shown in Figure 2.3.
As a consequence, the different built-in potential determines a different band bending,

















































V < VFBV > VFB
V > VFB V ≫ VFB
V ≪ VFB
Figure 2.3
Band energetics of a semiconductor-liquid junction for a n-type (top panel) and a p-type (bot-
tom panel) semiconductor for different applied bias. The dashed lines indicate the position of
the pinned bands at the interface.
the flatband potential, VFB, which corresponds to the applied bias for which no band
bending occurs at the interface, hence there is no excess charge on the semiconductor
side of the junction
In a n-type semiconductor, if a bias more negative than the flatband potential is
applied, electrons are injected in the solid, producing a downward bending of the bands
and an accumulation layer at the interface. Conversely, when the bias is more positive
than the flatband potential, electrons are transferred from the semiconductor to the
electrolyte, forming a depletion region in the semiconductor side of the interface. In
this case, the Fermi level is shifted towards lower energies, increasing the band bending.
In the extreme case in which the Fermi levels falls below the intrinsic Fermi level, the
electrons are no more the majority carriers in an inversion region close to the surface.
Following the same reasoning, in a p-type semiconductor the accumulation and the
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depletion/inversion regions are found for bias more positive and negative than VFB,
respectively.
The flatband potential is particularly relevant because it allows to calculate the
position of the band edges on an absolute scale. The value of VFB can be determined from
measurements of the capacitance of the SLJ, whose main contribution comes from the
capacitance of the semiconductor CSC . Indeed, the potential drop across the junction has
one component in the semiconductor, VSC , and one in the electrolyte, in which the main
contribution comes from the Helmholtz layer, VH . An equivalent circuit composed of
two capacitors in series, with capacitance CSC and CH , is a simple model to describe the
interface. The dimension of the space charge region in the semiconductor (10−1000 nm)
is much larger than the Helmholtz layer (0.4− 0.6 nm), with the consequence that the
capacitance CSC is smaller than CH , hence giving a larger contribution to the total
capacitance, in the model in which the two capacitors are connected in series. The
Mott-Schottky equation relates the capacitance of the semiconductor with the applied























where A is the contact area, kB the Boltzmann constant, T the absolute temperature,
e the electronic charge and ND and NA are the donor and acceptor densities, respec-
tively. From the plot of 1(CSC)2 as a function of V , one can derive the value of VFB by
extrapolating to 1(CSC)2 = 0. Once VFB is known, the position of the band edges is easily
determined from the doping densities.
2.4 Fermi level pinning
In the ideal SLJ, the band bending within the semiconductor depends on the potential
of the redox couple in solution and on the external bias, while the position of the band
edges EV BM and ECBM at the interface is independent of those quantities, but depends
only on the pH of the solution with a Nernstian behaviour. Therefore, a different redox
couple in solution would give rise to a different alignment with the Fermi level in the
semiconductor without changing the position of the band edges.
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However, if the density of the semiconductor surface states is sufficiently high, the
band bending is independent of the redox species in solution, since the Fermi level
becomes pinned to the energy of the surface states independently of the solution. This
phenomenon is known as Fermi level pinning (FLP) and it is a limiting factor in PEC
performance, since the output photovoltage is limited to a value determined by the
surface states of the semiconductor [33]. FLP becomes important when the charge of
the surface states becomes significantly larger than the charge of the semiconductor
in the depletion region. In this case, a sort of Schottky junction between the surface
states and the bulk semiconductor is formed, leading to a band bending within the
semiconductor even in absence of the electrolyte [33].
Under these conditions, modelling the interface as two capacitors CSC and CH in
series is not realistic anymore. A more appropriate scheme is represented by the parallel
of the two capacitor relative to the semiconductor, CSC , and the surface states, CSS ,
connected in series with the capacitor CH of the Helmholtz layer. When a potential
difference across the SLJ is applied, a significant part of the potential drop occurs in
the Helmholtz layer rather than in the semiconductor, leaving essentially unchanged the
band bending. As a result, the photovoltage does not depend on the redox couple in
solution, and any additional voltage applied to the system occurs inside the Helmholtz
layer, until the surface states are completely full or empty.
2.5 Standard Hydrogen Electrode
In electrochemistry, the potential of an electrode is measured as the potential difference
between the electrode itself and a reference electrode, whose potential is stable and well-
defined. The reference electrode is commonly employed as half-cell in which a specific
electrochemical reaction takes place. Several different reference electrodes can be chosen,
each one of them based on a different redox reaction. One of the most commonly used
reference electrodes is the standard hydrogen electrode (SHE), which is based on the
equilibrium of following redox reaction:
1
2
H2 ⇀↽ H+ + e− , (2.20)
so that at 0 V with respect to SHE equilibrium is established between a platinum
electrode immersed in a 1 M H+aq solution (pH = 0) and gas phase H2 at 1 bar and
298.15 K, which is flushed around the electrode.
SHE forms the basis of the thermodynamic scale of oxidation-reduction potentials.
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Figure 2.4
Schematic representation of the setup required to measure the potential of a metallic electrode,
based on the M/Mn+ redox reaction, with respect to SHE.
As it is schematically shown in Figure 2.4, the potential difference between the metallic
electrode on the left, based on a genericMn+/M redox reaction, and SHE, on the right,
is measured by the voltmeter that connects the two electrodes. Since the SHE potential
is set to zero by definition, this value V indicated on the voltmeter represents the
potential of the electrode, hence of the underlying reaction, measured w.r.t. SHE. The
potential difference V is connected with the Gibbs free energy change of the reaction,
∆G as:
∆G = −nFV , (2.21)
where n is the number of electrons involved in the reaction and F is the Faraday con-
stant. This relation holds for electrochemical reactions in generic conditions. However,
in textbooks it is common to report the standard potential V 0, which refers to standard
conditions of temperature (298.15 K), pressure (1 bar) and activity of the products and
the reactants (1). The Nernst equation relates the potential V with the potential at
standard conditions:






where R is the gas constant, T the temperature and aox/ared the activities of the oxi-
dized/reduced species in solution. When an external bias ∆V is applied to the working
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electrode, the corresponding potential difference measured w.r.t. SHE indicated on the
voltmeter is shifted by the same quantity ∆V .
2.5.1 Absolute potential of SHE
As explained in the previous paragraph, SHE represents the reference state for mea-
suring the potential of redox reactions in the electrochemists community. However, in
semiconductor solid-state physics, the electron energy in vacuum is taken as a reference,
and the position of the valence and conduction band are measured with respect to this
value. One of the main requirements for a material to be employed as a photoelectrode,
is that the VBM (CBM) must be in a suitable position to drive the OER (HER). It
is not obvious how to compare an energy level, measured with respect to the vacuum
level, with a redox potential, defined with respect to SHE.
The concept of absolute electrode potential allows to compare two quantities which
apparently belong to two different worlds. In analogy with the well-known concept
of work function in physics, the absolute potential of an electrode is defined as the
difference in electronic energy between a point inside the electrode (Fermi level) and a
point in vacuum just outside the electrolyte in which the electrode is immersed [34]. Since
SHE is the reference state for electrochemists, once its absolute potential is determined,
so it is the absolute potential of any other electrode.
The value of the absolute potential of SHE at ambient conditions has been determined
by Trasatti to be (4.44 ± 0.02) V [34], which means, in the physicists language, that
the SHE level lies (4.44± 0.02) eV below the vacuum level. According to the definition
given above, the absolute potential of an electrode M immersed in a solution S could
be expressed as the sum of physically measurable quantities:
V absM = φM + ∆
M
S ψ , (2.23)
where φM is the work function of the metal and ∆MS ψ is the electrostatic potential
difference between the metal and the solution in thermodynamic equilibrium, also known
as Volta potential. For practical purposes, it is more convenient to determine first the
absolute potential at zero charge (σ = 0) of an ideally polarizable Hg electrode:
V absHg,σ=0 = φHg + ∆
Hg
S ψσ=0 , (2.24)
and then the absolute potential of SHE, subtracting the standard potential of the Hg
electrode, V SHEHg,σ=0, measured with respect to SHE:
V absSHE = V
abs
Hg,σ=0 − V SHEHg,σ=0




The sum of the experimental values of the quantities contained in this last expression
provides the well-known value of (4.44± 0.02) V as the absolute potential of SHE [34].
2.5.2 Reversible Hydrogen Electrode
Despite its simple definition and its versatility, SHE is an ideal electrode but not of
practical use in a laboratory, where the use of the reversible hydrogen electrode (RHE)
is preferred. The definition of RHE is similar to that of SHE, except from the fact that
the electrode is directly immersed in the electrolytic solution and not separated by a salt
bridge. Therefore, the concentration of protons is not 1 M, but it is determined by the
pH of the solution and the measured potential changes with the pH with a Nernstian
behaviour:
VRHE = VSHE + (0.059 V)× pH , (2.26)
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Semiconducting materials are the basis of every system for the artificial photosynthesis,
due to their ability to absorb light and create electron-hole pairs. Transition metal (TM)
oxides are an attractive class of materials for PEC applications, since they satisfy many
of the criteria for an efficient hydrogen production. In particular, their abundance on
earth, non-toxicity and low-cost fabrication make them good candidates in the field of
the water splitting. However, the current technology is still far from the production of
an efficient device, since their PEC performance is limited by different factors.
This chapter opens with a brief description of some parameters used to assess the
PEC performance of the materials. Then, we will briefly describe the most promising
materials for PEC applications, highlighting their strength and weaknesses.
3.1 Evaluation of PEC performance
The evaluation of the PEC performance of a material as a photoelectrode does not
require the construction of a complete cell, and is typically assessed in laboratories by
evaluating one or more of the following parameters [27]:
• Applied-bias photon-to-current efficiency (ABPCE). The photocurrent density Jph
flowing from an illuminated photoelectrode in a solution towards the counter elec-
trode is measured as a function of the applied potential V , defined relative to a





Jph × (V OER − V )
Pin
, (3.1)
where V OER is the standard potential of the OER reaction, 1.23 V relative to the
reversible hydrogen electrode potential VRHE , and Pin is the illumination power
density.
• Incident photon-to-current efficiency (IPCE). In order to determine the contribution
of each wavelength to the solar spectrum, the photocurrent Jph ,λ density is measured
at a fixed applied potential V as a function of the wavelength λ and the IPCE is
computed as:





• Absorbed photon-to-current efficiency (APCE). This value can be simply obtained
by dividing the IPCE by the fraction of photons absorbed at each wavelength.
• Solar-to-hydrogen efficiency (STHE). The time-integrated operating photocurrent
density Jop provides the total charge flowed in the system during the operation
time. The total charge compared with the amount of gas evolved gives rise to the
faradaic efficiency ηF . The STH of the overall water splitting reaction is calculated
as:




The experimental setups for measuring the PEC efficiency are shown in Figure 3.1,
which is taken from Ref.[27].
3.2 Photoanode materials
Oxygen evolving materials are n-type semiconductors, whose band bending at the in-
terface allows the drifting of photogenerated holes from the valence band towards the
surface. Therefore, controlling the valence band level in these compounds is extremely
important.
TM oxides in which the cation has the d0 electronic band, such as TiO2 or WO3,
have in general large bandgap, given their high ionic character, and a VBM with a
main O 2p character. The prototypical materials for PEC water splitting is TiO2 [16],
whose catalytic properties have attracted enormous attention for decades [35]. The
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Figure 3.1
Photocurrent density and conversion efficiency as device performance metrics. Figure taken
from Ref.[27]
position of the band edges of TiO2 is suitable for the water splitting reaction in a single-
absorber PEC cell. However, the large bandgap of TiO2, 3.0 − 3.2 eV, does not allow
an efficient absorption of the solar spectrum. In order to increase the light adsorption,
mid-gap states can be introduced by doping [36] or defects. However, the slow transport
of photogenerated carriers between the spatially isolated impurities leads to a high
recombination rate, limiting the PEC performace [27]. The tungsten oxide WO3 suffers
from similar limitations and much effort has been made to tune the electronic structure
in order to enhance the PEC performance [37].
TM oxides based on cation with the dn configuration usually have smaller bandgaps
and a good stability in water. Among them, binary Fe2O3 [38], Co3O4 [39] and ternary
BiVO4 [40] have emerged as promising candidates for the anodic reaction, yet showing
a low polaron conductivity that affects the transport and the charge separation.
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3.3 Photocathode materials
The development of stable and efficient semiconducting photocathodes is an open chal-
lenge in the scientific community [27]. Different classes of materials has been investigated
in the recent years, including ferrites hybridized with high-energy Ca 3d states [41],
metal chalcogenides [42–44], transition-metal dichalcogenides [45] and copper(I)-based
oxides [6, 46–51].
This last class of materials has received significant attention because the binary
cuprous oxide, Cu2O, a p-type semiconductor with a direct band gap of 2.17 eV [52],
possesses an energetic alignment of its conduction band edge suitable for the HER
[46]. However, Cu2O is unstable in aqueous environments under illumination since the
redox potentials of the material lie within the redox potentials of water and, therefore,
a photoexcited electron tends to reduce Cu2O into Cu rather than reducing protons.
Consequently, without the application of a surface protective layer, Cu2O degrades and
the performance is lost, making its application as a photocathode more difficult and
expensive and therefore less practical [53].
Building on the work already carried out on Cu2O, other copper-based oxides
emerged as candidates for the photocathode [51], in particular, ternary oxides that
crystallize in the delafossite structure, like CuFeO2 [6] or CuRhO2 [50].
3.3.1 CuFeO2 as a promising photocathode material
The delafossite CuFeO2 (CFO), previously investigated for its low-temperature multi-
ferroic effects [54–57], has recently emerged as a promising photocathode material [6–
8, 10, 11, 58]. This compound is particularly attractive because it is an intrinsic p-
type semiconductor with an optical gap of roughly 1.5 eV and CBM suitably aligned
to promote the HER under illumination [11]. Moreover, it benefits from high stabil-
ity in water, alleviating the need for a surface-protective layer. CFO is based on earth
abundant elements and different techniques for its growth and synthesis have been re-
ported, including solid state reactions [59], electrodeposition [6], pulsed laser deposition
(PLD) [60] and sol-gel [7]. Thin films synthesized with a scalable, solution-based sol-gel
methods on top of fluorine-doped tin oxide (FTO) substrate have shown good light
absorption properties and favorable band-edges positions [7, 8].
In particular, the band edges positions were determined from the Mott-Schottky




(a) Mott–Schottky diagram of a CuFeO2 film on FTO. The red line indicates the linear region
that corresponds to the depletion regime of the p-type material:it intercepts the x axis at the
flat-band potential. (b) Band energy diagram under flatband conditions. Figures reproduced
from Ref.[7].
of the potential. From a typical Mott-Schottky plot it is possible to reconstruct the
band energetics of a SLJ, as it was previously introduced in Figure 2.3. The Mott-
Schottky plot and the band energy diagram proposed by Prévot et al. [7] are reported
in Figure 3.2.
In the accumulation region, 1/CSC is almost constant and close to zero, since the
photogenerated electrons could not reach the surface because of the unfavorable band-
bending. In the depletion region, 1/CSC increases linearly with the voltage, since the
band bending is now favorable for driving the electrons towards the surface. From a
linear interpolation of 1/CSC in the depletion region a flatband potential of +1.01 V was
obtained. Finally, the inversion region with an opposite slope is expected. However, the
oscillating behavior observed in the Mott-Schottky plot was attributed to the existence
of an optically forbidden bandgap, smaller than the optical bandgap [7]. According to
the band energy diagram under flatband conditions, reported in Figure 3.2(b), the CBM
lies −0.3 V versus RHE, a favorable potential to drive the HER.
Nevertheless, the photocurrent measured in the bare CFO electrode was rather low
and a surface functionalization with an electron scavenging molecule (O2) yields to a
marked increase in the photocurrent by a factor of 10 [6] or 42 [7]. However, even in





Linear sweep voltammogram of CuFeO2 electrodes under intermittent illumination, taken from
Ref.[7] (a) and Ref.[6](b).
the theoretical maximum value. Indeed, from the absorption spectrum of CFO and the
number of photons created by a Xenon arc lamp at each wavelength, a theoretical max-
imum photocurrent of 14.8 mA/cm−2 is derived [7]. The steady-state current measured
in a linear sweep voltammetry at +0.4 V versus RHE was only 1.05 mA/cm−2 [7] or
even lower [6, 10]. Larger photocurrents, 2.4 mA/cm−2, were measured in a CuFeO2
decorated with a NiFe-layered double hydroxide/reduced graphene oxide electrocatalyst
[9] and in a host-guest composite electrode supported by CuAlO2 [8]. To date, these
measurements represent the highest photocurrent obtained by CFO photoelectrodes,
but still far from a good efficiency.
Understanding and ameliorating this low photocurrent density has become the main
focus of research into CFO photocathodes. In general, the poor photoelectrode perfor-
mance is linked to the presence of either surface or bulk defect states. While the former
Semiconducting photoelectrodes 26
issue can be circumvented by postprocessing treatments, intrinsic bulk trapping states
could permanently inhibit the application of the material as a photoelectrode.
A high density of surface states (1014 cm−2) inducing Fermi level pinning at the SLJ
was found by interfacing a CFO photoelectrode with different redox systems [11]. The
origin of these states, located around 0.6 eV above the valence band, was attributed
to the presence of metal hydroxyl groups on the surface [11]. In a recent contribution,
the Fermi level pinning at the same potential has been observed and attributed to the
formation of bulk Fe3+/Fe2+ polaronic levels [12].
A very long lifetime for photogenerated charge carriers (∼ 200 ns) was found by
time-resolved microwave conductivity measurements [11], excluding bulk properties as
limiting factors. However, a recent investigation of the CFO performance bottlenecks
highlighted short photogenerated electron diffusion lengths and polaron-mediated re-
combination as additional potential obstacles to be overcome [10], in contrast with the
previous report. The low APCE, 3 − 10% for wavelengths from 750 to 400 nm, indi-
cates that only a small part of the photogenerated charge carriers is collected at the
semiconductor-liquid junction, since most of them undergo bulk recombination [10].
In summary, there is still much debate in the literature about the origin of the low
PEC performance of CFO. Theoretical investigations can help gaining the atomistic
insight required to understand these features. However, an adequate theoretical charac-
terization is currently not available to complement experimental results. The aim of this
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First-principles calculations based on Density Functional Theory (DFT) are a well suited
tool for screening materials and interfaces since DFT provides a favourable tradeoff be-
tween accuracy and computational cost. Beyond a static approximation, DFT can be
combined with molecular dynamics (MD) giving rise to ab-initio molecular dynamics
(AIMD), to be used to equilibrate and sample geometries for the heterogeneous inter-
faces. The atomistic insights obtained at the DFT level can be used to calculate thermo-
dynamic potentials that determine the macroscopic properties of materials. Moreover, in
recent years, DFT has also found applications in the field of the (photo)electrochemistry,
as a tool both for simulating electrochemical reactions and for calculating level align-
ment. However, overcoming the well-known accuracy limitations of DFT is important
for a correct interpretation of the results.
In this chapter we summarize the basic concepts of the computational methods used
in this work, starting from DFT and showing how it can be employed in other fields.
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4.1 Density Functional Theory
Density Functional Theory [61, 62] is a quantum mechanical theory with a large predic-
tive power of the ground-states properties of atoms, molecules and extended systems.
Although it was founded in the 60s, it is only from the 80s that DFT has become very
popular, so much so that it was the most active field in physics during the period from
1980 to 2010 [63] and in 1998 its founder Walter Kohn was awarded with the Nobel
prize. Although exact in principle, DFT would not be of practical use, unless some
approximations to be used in practical calculations are provided.
4.1.1 Born-Oppenheimer approximation
First of all, the many body problem of a system of Ne electrons and Nn nuclei in mu-
tual interaction cannot be solved exactly because the interactions couple the degrees
of freedom of the particles. However, since nuclei are about 103 times heavier than the
electrons, they move in different timescales and exhibit vastly different dynamics. The
nuclear motion is slow enough not to induce transition to different electronic configura-
tions, so that the nuclei can be considered at rest while studying the electronic problem.
The nuclear and the electronic motion can be decoupled factorizing the total wavefunc-
tion as the product of two functions, a ionic wavefunction Φ(R), which depends on the
nuclear coordinates R = {RI}, and an electronic wavefunction ψR(r), which depends
explicitly on the electronic coordinates r = {ri} and parametrically on R:
Ψ(r,R) = ψR(r)Φ(R) . (4.1)
This assumption proposed by Born and Oppenheimer [64] is known as adiabatic ap-










Φ(R) = εΦ(R) , (4.2)
where MI is the mass of the I-th nucleus and E(R) is the ground-state energy of the



























= E(R)ψR(r) . (4.3)
Here, m and −e are the electronic mass and charge, and eZI is the charge of the I-th
nucleus. Solving Eq.(4.3) is still challenging because the electrons interact among them-
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selves, thus the electronic wavefunction ψR(r) cannot be simply factorized in a product
of single-particle wavefunctions. In the DFT scheme, the ground-state energy of a many-
particle system depends only on the electronic density n(r) which is obtained solving
one-electron Schrödinger equations with a local, mean-field-like effective potential.
4.1.2 Hohenberg-Kohn Theorems
The description of the ground-state properties in terms of the ground-state electron
density is based on the Hohenberg-Kohn theorems [61]. The first Hohenberg-Kohn the-
orem states that there is a one-to-one correspondence between the ground-state electron
density distribution of a Ne electron system and the external potential such that the
external potential, hence the Hamiltonian, is uniquely determined by the electron den-
sity. This statement leads to the second Hohenberg-Kohn theorem in which a variational
principle for the total energy functional
E[n(r)] = F [n(r)] +
∫
n(r)Vext(r)dr (4.4)
is formulated, defining a universal functional of the ground-state density F [n(r)], which
does not depend on the external potential and contains only the kinetic energy and the
mutual interaction of the electrons:
F [n(r)] = T [n(r)] + Vee[n(r)] . (4.5)
The minimization of the total energy functional E[n(r)] with respect to the electron
density, with the constraint that the number of electrons is preserved
∫
n(r)dr = Ne,
provides the ground-state charge density n0(r) and the ground-state energy E0 [61]:
min
n(r)
E[n(r)] = F [n0(r)] +
∫
n0(r)Vext(r)dr = E0 . (4.6)
However, the universal functional F [n(r)] of a system of interacting electrons is not
known. In the paper which is considered the second milestone of the DFT [62], Kohn
and Sham showed how the problem of interacting electrons can be mapped into an
auxiliary noninteracting system.
4.1.3 Kohn-Sham Equations
The Hohenberg-Kohn theorems apply to any electron system, both interacting or not.
For a system of non-interacting electrons, the first Hohenberg-Kohn theorem guarantees
the existence and uniqueness of an external potential Ṽext producing a ground-state
density ñ0(r) equal to n0(r). The universal functional F [n(r)] of the non-interacting
Computational Methods 30
system is simply equal to the kinetic energy term T0[n(r)], while for the interacting
system it can be decomposed as:






drdr′ + Exc[n(r)] , (4.7)
where the second term in the right-hand side represents the Hartree energy EH [n(r)],
the classical electrostatic interaction due to the charge density distribution, which was
separated out from the Vee[n(r)] term. Analogously, the kinetic energy of the noninter-
acting system was separated out from the kinetic term T [n(r)] and all the remaining
parts are included into the exchange-correlation energy Exc[n(r)]:
Exc[n(r)] = T [n(r)]− T0[n(r)] + Vee[n(r)]− EH [n(r)] . (4.8)
The exchange-correlation functional represents the difference between what can be cal-
culated and what cannot, and for this reason it was named the stupidity term by Feyn-
man [65].







+ VH(r) + Vxc(r) + Vext(r) = µ , (4.9)
where µ is a Lagrange multiplier associated with the constrained total number of par-
ticles, while the Hartree VH(r) and the exchange-correlation potential Vxc(r) are the
functional derivatives of the Hartree and the exchange-correlation energy functionals












The corresponding equation for the system of noninteracting electrons with the same






+ Ṽext(r) = µ . (4.11)
The two problems represented by Eq.(4.9) and Eq.(4.11) are formally equivalent, pro-
vided that
Ṽext(r) = VH(r) + Vxc(r) + Vext(r) . (4.12)
The external potential Ṽext(r) which satisfies the above equation is known in the DFT
community as the Kohn-Sham potential VKS .
The ground-state wavefunction of a Ne noninteracting electrons system is just the
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Slater determinant of Ne single-particle orbitals {ψi}, which are the Ne low-lying eigen-








ψi(r) = εiψi(r) , (4.13)





where fi is the occupation number of the orbital ψi. The ground-state energy can be
obtained by inserting n0(r) into the total energy functional, and for the noninteracting








n0(r)Vext(r) dr , (4.15)












Analogously, the ground-state energy of the interacting system is:
E0 = E[n0(r)] = T0[n0(r)] + EH [n0(r)] + Exc[n0(r)] +
∫
n0(r)Vext(r)dr , (4.17)
Comparing Eq.(4.17) with Eq.(4.16) the total energy of the interacting system can be







EH [n0(r)] + Exc[n0(r)]−
∫
n0(r)Vxc(r)dr . (4.18)
So far, the DFT is an exact model. The complicated system of interacting electrons
is mapped into a system of non-interacting electrons, described by Schröedinger-like
equations (4.13) with a local, effective potential VKS which, however, depends on its
own solution through the density (4.14). The solution of these non-linear equations can
be done self-consistently, starting from an initial guess of the wavefunctions and the
potential and evolving the equations up to the self-consistency. However, the exchange-
correlation term Exc[n(r)] which enters the Kohn-Sham potential through its functional




The simplest approximation of ELDAxc [n(r)] is given by the local density approximation
(LDA) [62], in which each small volume of the system behaves as a homogeneous electron
gas with the density equal to the local density of the inhomogeneous system:
ELDAxc [n(r)] =
∫
εhomxc (n(r))n(r) dr , (4.19)
where εhomxc (n(r)) is the exchange-correlation energy per electron of an homogeneous
electron gas whose density is n(r). The exchange-correlation potential is obtained as a
functional derivative of Eq.(4.19):
V LDAxc (r) =
δELDAxc [n(r)]
δn(r)




LDA is particularly efficient in systems with a reasonably slowly varying spatial density,
yet the binding energies are typically overestimated and the bond lengths underesti-
mated.
To overcome these limitations, corrections to the LDA functional can be applied




εGGAxc (n(r),∇n(r))n(r) dr . (4.21)
Compared to LDA, GGA provides soften bonds in terms of binding energy and bond
length, correcting or over-correcting the LDA values [67]. Moreover, it improves the
description of inhomogeneous systems, like transition metals, where LDA completely
fails.
Several forms of GGA functional have been proposed [67–70]. Among them, the most
widely used is the formulation of Perdew et al. (PBE), whose reference paper [67] was
the most cited article in physics in the period between 1996 and 2010.
4.1.5 Numerical implementation of the Kohn-Sham equations
In order to use DFT for practical purposes, the complicated integro-differential Kohn-
Sham equations must be transformed into an algebraic form to be solved numerically. In
periodically repeated crystalline solids, in which the Bloch theorem holds, the electronic
wavefunction, hence all the operators in the Hamiltonian, can be expanded in a plane
wave basis set. According to the Bloch theorem, the single-particle electronic wavefunc-
tions in a periodic potential, V (r+R) = V (r), can be written in the momentum space
as a plane wave modulated by a periodic function unk(r), having the same periodicity
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of the lattice, unk(r + R) = unk(r):
ψn,k(r) = e
ik·run,k(r) , (4.22)
where n is the band index and k is the crystal momentum of the electron, which is
defined within the first Brillouin zone (BZ) of the reciprocal space. The periodic part is








where Ω is the volume of the cell, G is a reciprocal lattice vector and cn,k+G are the
coefficients of the plane waves. Consequently, the Kohn-Sham orbitals (4.22) can be








This expansion is exact in the limit of an infinite plane wave basis set. In practical
calculations, the summation is truncated to include only the G-vectors that have a
kinetic energy lower than a cutoff energy Ecut:
h̄2
2m
|k + G|2 ≤ Ecut . (4.25)
The accuracy of this approximation must be verified by convergence tests of the quan-
tities of interest as a function of Ecut. The ground-state density (4.14) can be also


















The modulus of the largest G-vector appearing in Eq.(4.26) is twice as large as the
maximum G-vector determined by the cutoff energy in Eq.(4.25), because it depends
on the vector difference between k + G and k + G′. As a consequence, the kinetic
energy cutoff of the charge density is 4 times larger than the kinetic energy cutoff of the
wavefunction. Moreover, the integral over the BZ appearing in Eq.(4.27), is replaced, in
numerical calculations, with a summation over a discrete grid of k-points. One of the
most used techniques to sample the BZ is the Monkhorst-Pack grid [71], an homogeneous
grid with rows and columns of k-points running parallel to the reciprocal lattice vectors.
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Using the plane wave expression of the Kohn-Sham orbitals, (4.24), the Kohn-Sham






|k + G|2 + VKS(G,G′)
]
cn,k+G′ = εn,k+G cn,k+G . (4.28)
The equations are solved iteratively, and the coefficients are used to compute the charge
density, from which a new Kohn-Sham potential is constructed and the equations are
solved again until the self-consistency is reached.
However, a problematic component of the Kohn-Sham potential in the plane wave
representation is the nuclear potential Vext(G + G′). Indeed, the Coulomb electron-ion
interaction decays too slowly to be represented by a small number of plane waves. A large
kinetic energy cutoff is also required to describe the rapid oscillations of the wavefunction
of the core electrons. However, the localized core electrons do not contribute to the
chemical reactivity of the system, which is led by the valence electrons. This assumption
is the basis of the pseudopotential technique [72].
The basic idea of the pseudopotential approximation is to freeze the core electrons
and replace the potential of the resulting ionic core (nuclei plus core electrons) with a
fictitious potential, smoother in the core region, such that the behaviour of the valence
electrons is not affected outside a certain cutoff radius rc from the nucleus. The resulting
pseudo-wavefunctions ψpsl (r), for each angular momentum l should be equal to the
all-electron wavefunctions ψael (r) outside the core region and nodeless inside the core
regions, in such a way that a smaller number of plane waves is required:
ψpsl (r) = ψ
ae
l (r) (r ≥ rc) ψ
ps
l (r) nodeless . (4.29)
The pseudopotentials are built for single, isolated atoms on a given reference atomic




j (r)〉 = δi,j (4.30)
The eigenvalues associated to the all-electron wavefunction and to the corresponding





























In norm-conserving pseudopotentials (NCPP) the total electronic charge of the pseudo-






|ψael (r)|2r2dr . (4.33)
Traditionally, NCPP, are composed of a local and non-local component, the former
describing the long-range interaction outside the core, while the latter is a short-range
potential, specific for each angular momentum [73]:
V ps(r) = Vloc(r) +
∑
l
Vl |l〉 〈l| . (4.34)
An important properties for a good pseudopotential is the transferability, which is the
ability of the pseudopotential to reproduce the all-electron calculations for a certain
range of energies about εl. The logarithmic derivative of the pseudo-wavefunction is a
good parameter to evaluate the transferability of a pseudopotential. The transferability
is good if the logarithmic derivative of the pseudo-wavefunction is comparable to that of
the all electron calculation through a large range of energy. In this case, it is safe to use
the pseudopotential in a chemical environment different from the one used to construct
the pseudopotential.
A breakthrough in the pseudopotential theory came when Vanderbilt proposed to
relax the norm conservation condition (4.33) in order to generate softer pseudopotentials
[74]. In the ultrasoft pseudopotentials (USPP) scheme, the pseudo-wavefunction are as
smooth as possible in the core region, requiring an even smaller kinetic energy cutoff.
However, in this formalism the orthonormality of the electronic wavefunctions occurs
via an overlap matrix:
〈ψpsi (r)|S|ψ
ps
j (r)〉 = δi,j , (4.35)
and the charge density contains an additional term, the so-called augmentation charge,
which requires a kinetic energy cutoff higher than four times the Ecut.
A more elaborate representation of the pseudopotential is the projector augmented
wave (PAW) method, which consists in reconstructing the all-electron wave function
from the pseudo-wavefunction [75]. The calculation consists in a plane wave part and
several one-center terms, whose interaction is removed by introducing a compensation
charge. The USPP and the PAW formalisms guarantee high-accuracy results with a
lower computational effort.
In recent years, a method to construct optimized norm-conserving pseudopotentials
following the USPP construction algorithm without renouncing the norm conservation
has been proposed [76]. The resulting optimized norm-conserving Vanderbilt (ONCV)
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pseudopotentials have an accuracy comparable to the USPP at a moderately higher
kinetic energy cutoff [77].
4.1.6 Failures of DFT
In practical applications, DFT has shown much success but also several drawbacks,
which are not failures of the theory itself but limitations of the approximated exchange-
correlation functionals [78].
A well-known limitation of DFT is the underestimation of the band gap of semicon-
ductor and insulator materials. The Kohn-Sham eigenvalues εi are purely mathematical
objects, eigenvalues of the auxiliary Hamiltonian, but without a precise physical mean-
ing, with the exception of the HOMO, which corresponds to the first ionization energy
if the (unknown) exact exchange-correlation functional is employed [79]. However, even
for exact DFT, there is not an analogous theorem that identifies the LUMO with the
electron affinity. Therefore, the interpretation of εLUMO-εHOMO as the fundamental
band gap of the interacting system is in principle wrong, even though it can serve (and
is vastly used) as an approximation for the fundamental gap and is used as a start-
ing point for perturbative approaches, as in many body perturbation theory, that can
provide accurate approximations for electron addition/removal energies. A large part of
the error is due to a missing term coming from the discontinuity of the derivatives of
the exchange-correlation functional [80].
The local nature of the LDA/GGA functionals does not allow a correct descriptions of
interactions with a nonlocal character, such as the van der Waals interactions. The long-
range attractive part, decaying as 1/R6 cannot be reproduced by these local fuctionals.
An important failure occurring not only in complicated systems, but also in the
simplest molecules, such as stretched H2 or H+2 , is the so-called self-interaction error. The
binding energy of the H+2 at large distances is severely underestimated (50−60 kcal/mol)
by any exchange-correlation functional. The failure in this simple one-electron system,
which can be easily solved in a wavefunction-based approach, resides in the fact that
DFT treats individual electrons through their total density and the single electron
interacts unphysically with the field it generates. This is known as self-interaction error
which is not canceled in the DFT scheme as it is, for instance, in the Hartree-Fock
theory.
The self-interaction error affects also more complicated systems, favoring delocalized
charge distributions. The total energy of a system with a fractional number of electrons
(N + δ) is a linear interpolation between the total energies of the two nearest systems
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with an integer number of electrons E(N+δ) = (1−δ)E(N)+δE(N+1) [79]. However,
LDA/GGA functionals show a convex behavior for fractional charges, deviating from the
exact piece-wise linearity. As a consequence of this convex behaviour, fractional charges
or delocalized charge distributions have a lower energy than integer or localized states.
This is particularly true for strongly correlated materials, with localized electronic states
originating from d or f atomic orbitals. For instance, in TM oxides LDA/GGA may fail
not only underestimating the band gap, but predicting a metallic character and a wrong
magnetic state [81]. As we are going to explain in the next sections, better results for
TM oxides can be achieved if the energy functional is corrected adding a a Coulomb
repulsion U which resembles the Hubbard model, or a fraction of exact, Hartree-Fock
exchange.
4.1.7 DFT + U
The basic idea behind the DFT+U approach [82, 83] is to correct the DFT energy
functional with a static mean-field Hubbard-like correction that acts specifically on the
correlated d electrons:
EDFT+U [n(r)] = EDFT[n(r)] + EHub[{nIσm }]− Edc[{nIσ}] . (4.36)
The second term in the right-hand side of Eq.(4.36) corresponds to the Hubbard cor-
rection that acts on a selected set of atomic orbitals, whose occupation numbers are
represented by {nIσm }, while Edc is a double counting term that removes correlation ef-
fects already treated by the DFT functional in an average way. The occupation numbers
{nIσm } are the eigenvalues of the 5×5 occupation matrix nIσmm′ , defined as the projection
of the Kohn-Sham state |ψσkv〉, with occupation fσkv, onto the five d atomic orbitals φIm




fσkv 〈ψσkv|φIm′〉 〈φIm|ψσkv〉 . (4.37)
In the simplified rotational-invariant formulation of the DFT+U [81] the correction
applied to the energy functional reads:
























If the representation that diagonalizes the occupation matrix, nIσvIσm = nIσm vIσm is cho-








nIσm (1− nIσm ) . (4.39)
The correction acts like a penalty function, destabilizing any fractional occupancy of
the orbitals and therefore favoring fully occupied (nIσm ' 1) or unoccupied (nIσm ' 0)













|φIm〉 〈φIm| , (4.40)
acting on the Kohn-Sham eigenvalues εkv in the following way:
εσDFT+Ukv = ε
σDFT
kv + 〈ψσkv|VU |ψσkv〉








| 〈φIm|ψσkv〉 |2 .
(4.41)
The value of the U parameter is linked, via Janak’s theorem [84], to the linear re-
sponse properties of the system [81] and it can be computed from the derivatives of the












where χ0 and χ are the matrices constructed from the initial, bare response and full
self-consistent response to the applied α. This linear-response formalism was introduced
on top of the DFT ground state. However, the Hubbard correction should be derived
from the linear response properties of the DFT+U ground state itself [85], especially
in systems in which qualitative differences exist between the properties of a DFT and
DFT+U solution. If Uin is the Hubbard parameter introduced in a calculation and Uout
the resultant linear response correction, then it holds that [85]








2 can be thought as the effective
degeneracy of the orbitals involved in the perturbation, where aI are the linear order
coefficients in the change of the occupations numbers produced by U . Therefore, from
a series of linear response calculations for different values of Uin it is possible to extract
a value for Uscf [85].
The advantage of the self-consistent correction (Uscf) is that it specifically removes
the unphysical curvatures in the total energy versus occupation plots and the spurious
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minima for non-integer orbital occupations, restoring the piece-wise linearity between
N and N ± 1 electron states. In this sense, Uscf can be effectively interpreted as the
curvature of the DFT energy for fractional occupations, which is associated to the self-
interaction error.
4.1.8 Hybrid functionals
Hybrid functionals [86], which contain a fraction of exact, non-local Hartree-Fock ex-
change, serve as an alternative to the Hubbard-U approach in the modelling of tran-
sition metal oxides, and can overcome some of the limitations associated with local
and semilocal functionals [87]. The mixing of the HF and DFT exchange functionals
can be achieved in variety of ways [88–91], with the possibility to treat the long- and
short-range components of the exact interaction separately [92, 93].
PBE0 and HSE functionals are two hybrid functionals which make use of the PBE
correlation energy and they differ most notably in the treatment of the exact-exchange
term. PBE0 is not range-separated, and therefore adopts the form
EPBE0xc = αE
HF
x + (1− α)EPBEx + EPBEc , (4.44)
with α = 14 in the original formulation [90, 91]. On the other hand, HSE is range-
separated; this means that only the short range HF exchange interaction is mixed into
the functional and the long range component is treated at the PBE-level
Eω,HSExc = αE
HF,SR
x (ω) + (1− α)EPBE,SRx (ω) + EPBE,LRx (ω) + EPBEc . (4.45)
An additional parameter ω is introduced, which determines the partitioning of the
Coulomb potential into the short-range and the long-range components [93]. The HSE
functional, which reportedly gives excellent results for a wide range of materials [94],
has values of α = 14 and ω = 0.11 (a.u. )
−1 [95].
Like the Hubbard U correction, the fraction of HF exchange can be tuned by hand
to reproduce experimental quantities [96–98]. However, an optimal and physically moti-
vated value for α has also been proposed by Alkauskas et al. [98] as the reciprocal of the
macroscopic dielectric constant of the material α = 1/ε∞ [98]. If the non-local hybrid
exchange-correlation potential is compared with the statically screened GW self-energy
(COHSEX [99]), the relation α = 1/ε∞ emerges naturally. Considering for instance
the long-range part of the PBE0 exchange-correlation potential: it depends on α as
−α/(|r − r′|), while in the COHSEX approximation the long-range part is dominated
by the screened exchange −1/(ε∞(|r− r′|)) [98]. Therefore, the value of α could be
determined self-consistently, iterating hybrid calculations with αnew = 1/εold∞ until ε∞
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is converged [100]. If the self-consistent value of α is employed, the predicted bandgap
and the dielectric constant of a large set of compounds is in excellent agreement with
their experimental counterparts. Thus, if the starting guess of ε∞ is good enough, a
one-shot calculation with α = 1/ε∞ leads to accurate results, even without performing
the self-consistent procedure.
4.2 Ab-initio thermodynamics
From DFT calculations it is possible to make predictions about the electronic structure
and many other properties of materials at the atomistic level at zero temperature and
pressure. The ab-initio thermodynamics is a multi-scale approach in which the infor-
mation obtained at the microscale are used to calculate several macroscopic properties
of realistic materials at finite temperature and pressure [101–103]. The key ingredient
is to calculate in an accurate way thermodynamic potential functions from which the
macroscopic properties of the system can be computed using the standard tools of the
thermodynamics. The Gibbs free energy G is the appropriate thermodynamic potential
for system under conditions of fixed temperature and pressure.
The potential energy surface (PES) obtained from DFT calculations serves as an
input parameter to calculate the Gibbs free energy. In particular, the position and
the energy of the minima in the PES are the important quantities. Indeed, we treat
various possible phases of the system one by one assuming that each one of them is in
equilibrium with the environment, and then we try to predict the relative stability of the
various phases comparing their free energy. The formalism can be applied in different
fields, from bulk phases to surfaces and interfaces.
In the former case, ab-initio thermodynamics allows to compute the formation free
energy of bulk compounds from the elementary constituents:




where Gp and Gr are the free energy of the product and the reactants, respectively. The
Gibbs free energy can be decomposed as:
G = Etotal + Fvib + Fel + Frot + Ftrans + pV , (4.47)
where Etotal is the total internal energy, Fel is the electronic free energy, Fvib, Frot and
Ftrans are the vibrational, rotational and translational free energies, respectively. These
physical quantities can be computed from DFT calculations:
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• Etotal is replaced with the DFT total energy of the optimized geometry, correspond-




The DFT total energies are not physically meaningful quantity, because they depend
on the choice of the pseudopotential, yet in ab-initio thermodynamics what really
matters are the energy differences.









where g(ν) is the phonon density of states.
• The electronic free energy Fel at a temperature T corresponds to [Eel(T )−Eel(0)]−
TSel, where Sel is the electronic entropy. In the approximation of slowly varying





2g(EF ) . (4.50)
The contribution of Fel is usually small and neglected in the practical calculations.
• Frot and Ftrans are commonly neglected for fixed solids, while they could play a role
if one, or more, among the reactants or the products is in the gaseous phase. In
this case, their contribution in the total entropy is already contained in the values
reported in thermochemical tables [104].
• The volumetric contribution pV is usually small and neglected in the practical cal-
culations.
The energy difference ∆E is the dominant contribution in the free energy difference
(4.46). Although not negligible, the vibrational contribution is far lower than the en-
ergetic one and is sometimes not taken into account because it is comparable to the
numerical accuracy of the calculation [101].
The free energies G appearing in Eq.(4.46) depend on the size of the cell employed in
DFT calculations. In general, it is convenient for bulk systems to adopt a free energy per
formula unit, which is equivalent to the chemical potential µ for an infinite, homogeneous
system. Eq.(4.46) then becomes:





The reactants are taken from their reservoirs paying an energetic cost µ and then com-
bined to form the product, gaining a free energy Gp. The difference among these energies
provides the formation free energy which can be compared with the experimental values
and can be used to construct phase diagrams to evaluate the stability of the different
phases at a certain temperature and pressure.
Moreover, for bulk materials the ab-initio thermodynamic approach allows to predict
the type and number of defects that can form as a function of thermodynamic variables
[105, 106]. Several methods have been devised also to deal with charged defects [107].
The same concept of computing free energy differences can be employed to investigate
the relative thermodynamic stability of the different surfaces of a particular material.
The simplest model consists in a surface in equilibrium with the underlying bulk mate-
rial, which acts as a thermodynamic reservoir, and a surrounding gas atmosphere at a
certain temperature and pressure. An additional term γA, which represents the energy
cost of introducing a surface with area A in the system, is added in the expression
of the Gibbs free energy. The thermodynamic stability is then assessed by comparing












where G is the Gibbs free energy of the employed supercell, ni the number of atoms
of the i-th species and the temperature and pressure dependence is contained in the
chemical potentials. For instance, if one of the reactants is gaseous oxygen, then the













where the temperature dependence of the chemical potential at 1 bar ∆µO(T, p0) can be




(∆HO2(T, p0)− T∆SO2(T, p0)) . (4.54)
The most stable surface as a function of temperature and pressure can be found com-
bining Eq.(4.52) and Eq.(4.53).
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4.3 Computational hydrogen electrode
The free energy change of electrochemical reactions, involving proton-electron transfer
cannot simply be described by Eq.(4.46), but requires additional terms. Nørskov et
al. developed a method, which is referred to as the computational hydrogen electrode
(CHE), to compute the free energy of the intermediates of electrochemical reactions,
under applied bias, from first-principles [108]. In this approach, voltages are referred to
SHE, as the equilibrium between H++e− and 1/2 H2 at pH=0 and standard temperature
and pressure conditions, T = 298.15 K and p = 1 bar. As a consequence, at these




−) + µ(H+) . (4.55)
When the pH is different from 0, the variation of chemical potential of protons is
−RT ln 10 pH while when a bias is applied, the electrons acquire a chemical potential
equal to eVSHE .
The first step of the HER (Volmer step, cf. Eq.(2.13)) consists in the adsorption of
a hydrogen atom on an active site on the surface. The hydrogen coverage at specific
electrochemical conditions depends on the thermodynamics of the Volmer step, which
can be evaluated comparing the free energy of adsorption:








−NH(−RT ln 10 pH + eVSHE)
= ∆GadsNH − eNH VRHE , (4.56)
where the subscripts slab and slab+NH refer to the pristine slab and the slab with NH
adsorbed hydrogen atoms, respectively. Given the definition of RHE, as in Eq.(7.11),
the dependence on the chemical potentials of protons and electrons is incorporated into
the compact form eVRHE . The free energy of adsorption ∆GadsNH is computed as:
∆GadsNH = ∆E
ads
NH + ∆EZPE − T∆S , (4.57)
where T∆S and ∆EZPE are the energy changes due to entropic and zero-point effects
and ∆EadsH∗ is the DFT adsorption energy. In general, the calculation of the adsorption
energy ∆EadsH∗ is performed in vacuum, neglecting the effect of the solvent and the double
layer. Although the effect of the solvent is usually small, there are cases in which it could
have an impact in the calculation of the binding energy of the intermediates [109].
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Figure 4.1
Free energy diagram for hydrogen evolution on different metals, taken from Ref.[110].
The CHE was used to compute the hydrogen adsorption energy on different transition
and noble metals [110]. The free energy diagram for the electrochemical HER on different
metals is reported in Figure 4.1, taken from Ref.[29]. The first step represents the proton
discharge on the metal surface, followed by the hydrogen desorption. At zero potential,
the initial and the final state have the same free energy, according to Eq.(4.55), while the
free energy of the intermediate is determined by the hydrogen adsorption free energy.
The well-known catalytic activity of Pt is due to an adsorption free energy close to
zero, in such a way that no significant thermodynamic barriers are present neither in
the adsorption nor in the desorption processes. Au shows a barrier of the 0.5 eV for
the adsorption process, which inhibits the first step of the HER. Conversely, Ni and
Mo have a large barrier for the desorption, indicating that the hydrogen are too largely
bound for an efficient HER.
The CHE technique was used later to construct surface Pourbaix diagrams, describ-
ing the coverage of the adsorbates as a function of the pH and the applied potential
[111–116].
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4.4 Band edge alignment
A favorable alignment of the CBM edge with the redox potentials of water is a key
ingredient to allow the light-driven HER. Different methods proposed to predict the
band alignment from ab-initio calculations have been proposed with different levels of
accuracy [117–124]. In the simplest schemes, the band edge at the semiconductor-water
interface were taken equal to the ionization potential and the electron affinity computed
at the GW level [122]. However, neglecting the atomistic structure at the interface could
lead to significant errors, since the orientation of the dipoles at the interface plays an
important role. In other studies, the atomistic interface was explicitly considered, but the
structure was not equilibrated, and the results may suffer from the incorrect orientation
of surface dipoles [117]. The band edge alignment could be computed with an implicit
solvent model with high accuracy, provided that the first layer of water molecules is
explicitly taken into account [124].
In this work, we follow the approach of Guo et al. [123], which consists in three
independent steps, as it was also reported in earlier studies [118, 120, 121]. The scheme
of this procedure is reported in Figure 4.2, taken from Ref.[123].
First of all, an accurate description of the band edges εv and εc of the bulk material
is required, in order to refer them to the average electrostatic potential in the unit cell
Vsc(bulk), which is commonly set to zero in periodic boundary conditions codes.
Second, the standard hydrogen electrode (SHE) redox level µSHE must be aligned
with the average electrostatic potential of water Vw(bulk). A computational version of
the SHE has been reported as the reduction potential of an hydronium ion into gaseous
hydrogen [118, 125] and the alignment between this level and the average electrostatic
potential of water has been computed with the same computational setup adopted in this
work [125]. Therefore, we adopted the values reported by Ambrosio et al. [125], which
found the vacuum level to be 3.69 eV higher in energy than the average electrostatic
potential of water, and the SHE 4.56 eV below the vacuum level [125], in good agreement
with the value proposed by Trasatti, 4.44 eV [34]. According to this scheme, µSHE
lies −0.87 eV below Vw(bulk). These aligning terms were obtained combining ab-initio
molecular dynamics (AIMD) simulations with the thermodynamic integration method.
The band alignment at the semiconductor-water interface is due to electrostatic effect
depending on the electrons and ions redistribution near the interface. Therefore, in the
final step, the profile of the electrostatic potential across the CFO/water interface is
computed through the analysis of several snapshots of AIMD simulations. This step
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Figure 4.2
Schematic representation of the band alignment at the semiconductor-water interface. In the
left panel, the conduction and valence band edges (εc and εv) of the semiconductor are shown
with respect to the electrostatic potential (gray) and its average Vsc(bulk). Similarly, on the
right, the SHE level is given with respect to the electrostatic potential (gray) and its average
Vw(bulk) in liquid water. The line-up between the electrostatic potentials Vsc(int) and Vw(int)
is illustrated in the middle panel. The figure also illustrates the alternative but equivalent
alignment in liquid water through the average O 2s level. Figure taken from Ref.[123].
allows us to determine the difference of the electrostatic potential between bulk water
Vw(int) and bulk CFO Vsc(int) across the solid/liquid interface, which depends on the
specific surface termination considered. The electrostatic potentials computed in this
last step are aligned with those of the semiconductor and water in their bulk phases:
∆Vsc = Vsc(bulk)− Vsc(int) (4.58)
∆Vw = Vw(bulk)− Vw(int) . (4.59)
Finally, all the ingredients are put together and the band edges relative to SHE are
computed as:
EV BM = εv − µSHE −∆Vsc + ∆Vw , (4.60)
ECBM = εc − µSHE −∆Vsc + ∆Vw . (4.61)
The AIMD simulations can be compared with experiments performed at the pH
corresponding to the point of zero charge (PZC). If this is not the case and the reference
experiment is performed at a different pH, the computed bands can be shifted to the
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pH of interest, assuming a Nernstian dependence on the pH [5, 126]:
EVBM(pH) = EVBM(pHPZC) + (0.059 V)× (pHPZC − pH) , (4.62)
ECBM(pH) = ECBM(pHPZC) + (0.059 V)× (pHPZC − pH) . (4.63)
4.5 Maximally localized Wannier functions
Orbitals that are degenerate in an isolated atom, like the Fe 3d states, can interact
differently with the ligands present in the crystal, e.g. the O atoms, resulting in a loss of
degeneracy. Both the electrostatic field generated by the ligands and the hybridization
between metal and ligand orbitals contribute to the crystal field splitting. The different
contributions to the crystal field splitting can be evaluated using the concept of the
Wannier functions.
Wannier functions [127] are spatially localized functions that represent an alternative
to Bloch states for the description of the electronic states in periodic crystalline solids.
A set of N Wannier functions |wn,R〉, characterized by a unit cell vector R and a










U (k)mn |ψn,k〉 , (4.64)
where V is the volume of the unit cell and U (k)mn are matrix elements of a unitary matrix
U that mixes the Bloch states at a specific k-point. Given a set of N Bloch states,
the N Wannier functions are not uniquely defined, because of the arbitrariness in the
choice of U. A method for obtaining the optimally localized set of Wannier functions
has been developed by Marzari and Vanderbilt [128], choosing the transformation U
that minimized the total quadratic spread of the Wannier orbitals, and resulting in the





〈wn0(r)| r2 |wn0(r)〉 − |〈wn0(r)| r |wn0(r)〉|2
]
. (4.65)
This method was first proposed for a group of well isolated Bloch states, but it was
later extended to the case of entangled bands, which cross other states throughout the
Brillouin zone [129].








where ĉ†nR and represent ĉnR the creator and the annihilation operators for an electron















im ) . (4.67)
The diagonal terms hn,R,n,R can be interpreted as the on-site energies in a tight-binding
model, while the off-diagonal terms assume the role of the hopping amplitudes between
two different Wannier orbitals [130].
The MLWFs in Eq.(5.1) can be constructed starting from different sets of Bloch
states, each one of them corresponding to a different tight-binding model. If only Bloch
states with a specific character are included in the summation, the resulting Wannier
functions have the main orbital character. However, the tails spread to neighboring sites
that hybridize with the central orbital and the final MLWF also retains the character of
the surrounding sites. On the other hand, if more bands are included in the summation,
hybridization effects are gradually removed and each MLWF has a reduced mixing with
the other orbitals on neighboring sites.
This method was applied to investigate the crystal field parameters in perovskites
[130] and in two-dimensional transition metal dichalcogenides [131]. Therefore, the dif-
ference between the on-site energies converges to a value that can be interpreted as a
working definition of the pure electrostatic contribution to the crystal field, when the
hybridization is gradually removed adding more bands in Eq.(5.1).
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A detailed understanding of the electronic structure of the bulk phase of CFO is the
first step towards its characterization as a photocathode. The energy level alignment
is one of the important factors that determines the PEC performance of a material. In
this sense, it is important to have an accurate description of the electronic structure
of the bulk phase for the level alignment procedure. DFT is a powerful tool for accu-
rately describing the electronic properties of materials, yet overcoming its well-known
limitations is important for predicting reasonable properties.
We have benchmarked the most popular formulations for the treatment of the elec-
tron exchange and correlation interactions, highlighting their strengths and weaknesses
in predicting electronic structures compatible with the available spectroscopic measure-
ments [2]. In this chapter, we report in detail the outcomes of our theoretical investi-
gation, analyzing how different exchange-correlation functionals describe quantities like
the bandgap, the position of Fe, Cu and O-derived electronic states, the crystal field
splitting of the Fe 3d states, comparing them with the available spectroscopic measure-
ments. Moreover, we focus on aspects that have not been treated specifically in previous
theoretical studies, in particular the origin of the t2g-eg splitting and how these states
are affected by the Hubbard U correction.
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5.1 Experimental characterization of the electronic structure of
CuFeO2
The electronic structure of CFO has been well characterized experimentally. The first
x-ray photoemission experiment, carried out by Galakhov et al. [132], aimed at inves-
tigating the valence manifold. A comparison of the Cu Lα, Fe Lα and O Kα spectra
revealed that the highest occupied states have mainly a Cu d character, while Fe d and
O p states lie deeper in energy. In the same work, the oxidation state of each of the ions
has been determined and the Cu ions were found to be in the Cu1+ oxidation state and
the Fe3+ ions in the high-spin S= 5/2 configuration. Subsequently, x-ray absorption
experiments have been carried out to characterize the lowest unoccupied states [133].
Inspecting the low-energy absorption edge, the main contribution to the bottom of the
conduction band has been attributed to Fe 3d and O 2p states. Moreover, the O K-edge
x-ray absorption spectrum (XAS) reveals partial 3d holes on the Cu ions, indicating a
not completely filled 3d shell (3d10−x). The visible absorption edges, investigated with
resonant inelastic X-ray scattering (RIXS) spectroscopic measurements, correspond to
Cu → Fe charge transfer [10].
Recent spectroscopic ellipsometry experiments [10] measured an optical bandgap of
1.43 eV, in agreement with a previous indirect estimate, 1.5 eV, based on the analysis of
the Mott-Schottky diagram [7]. To the best of our knowledge, a combined photoemission-
inverse photoemission experiment to determine the quasi-particle bandgap has not yet
been reported.
The first theoretical investigation of CFO in the framework of the Density Functional
Theory (DFT) appeared in 1997 [132]. In that work, the authors applied the LSDA(+U)
approach to study the density of states, comparing it with x-ray photoelectron spectra.
Subsequent theoretical studies focused on the electronic structure of general Cu-based
delafossite compounds [134, 135] or specifically on the multiferroicity of CFO [136,
137]. PBE+U and HSE calculations, aimed at supporting optical spectroscopic and
PEC measurements, appeared recently in the literature [10, 138]. The general idea that
emerges from these works is that the bare PBE fails in describing the electronic structure
of CFO and corrections must be introduced in the exchange-correlation functional in
the form of on-site Hubbard U or exact Hartree-Fock exchange.
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5.2 Computational setup
We carried out the electronic structure calculations using the plane waves pseudopoten-
tial approach implemented in the Quantum Espresso (QE) software package [139,
140], employing optimized norm-conserving Vanderbilt (ONCV) pseudopotentials [76,
77] to model the electron-ion interaction. The 3s and 3p semicore states are explic-
itly included in the valence set for both Fe and Cu pseudopotential. We employed the
Perdew-Burke-Ernzerhof (PBE) [67] exchange-correlation functional with the Hubbard
U corrections (PBE+U) [82, 83] and the hybrid PBE0 [91] and Heyd-Scuseria-Ernzerhof
(HSE) [141]. We applied an energy cutoff for the plane waves of 80 Ry (1088 eV) and a
6× 6× 6 Γ-centered k-point sampling of the BZ to converge the total energy per atom
within 0.5 mRy (7 meV). We performed the hybrid functionals calculations using a vari-
able fraction α of exact exchange, which has been computed on a 2×2×2 q-subgrid. For
HSE calculations we adopted the recommended screening parameter ω = 0.11 (a.u. )−1
[95]. We computed the maximally localized Wannier functions (MLWF) adopted to
investigate the origin of the crystal field splitting using the wannier90 code [142], in-
terfaced with the QE software package.
The delafossite structure of CFO, consisting in alternating dumbbell coordinated
Cu and octahedral FeO6 layers (Figure 5.1(a)), was modeled using the rhombohedral
primitive cell depicted in Figure 5.1(b), which belongs to the space group R3̄m. This
is the structure adopted by CFO at room temperature, while below 16 K this material
exhibits structural and magnetic phase transitions, which include a monoclinic unit cell
with the C2/m symmetry [143–145].
We considered different antiferromagnetic (AFM) arrangements of the spins around
each Fe atom, duplicating the cell in each direction to obtain an even number of Fe
atoms per cell. We account for three kinds of magnetization: a simple ferromagnet
(FM), a layered antiferromagnet (AFML), in which each layer of Fe ions is uniformly
magnetized but consecutive layers have opposite magnetization, as in Fe2O3, and an
antiferromagnet in which the antiferromagnetism lies inside each layer, which is formed
by lines of atoms with opposite magnetization (AFMI). The three different crystal
structures are represented in Figure 5.2.
The comparison of the total energies per atom at the PBE and the PBE+U level is
reported in Table 5.1, in which the energy of the FM structure has been set to zero.
The antferromagnetic structures have a lower energy per atom than the ferromagnetic
both in PBE and in PBE+U . At the PBE+U level, the energy differences are of the
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(b)(a) (c)
Figure 5.1
Delafossite crystal structure of CuFeO2 (a) and rhombohedral unit cell (b). Cu, Fe and O atoms
are represented by blue, yellow and red spheres, respectively. Brillouin Zone of the rhombohedral
unit cell (c).
Figure 5.2
Magnetic structures of CFO: ferromagnet (a), layered antiferromagnet (c), antiferromagnet
inside each layer (c). Gold and silver spheres represent Fe atoms with up and down spin polar-
ization, respectively. Cu atoms are represented in blue and oxygen atoms in red.
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Comparison between the total energies per atom of the antiferromagnetic configurations at
the PBE and the PBE+U level. The values are referred to the energy per atom of the FM
configuration, which has been set to zero.
same order of magnitude of the accuracy of our calculation (0.007 eV) and there are no
appreciable effects in the electronic properties. For this reason, we adopted a collinear,
ferromagnetic arrangement of the spins around the Fe ion using the ferromagnetic cell
containg a single formula unit.
5.3 Electronic Structure with the PBE functional
The relaxed geometry of CFO computed with the PBE functional is in good agreement
with the available experimental data, based on neutron diffraction measurements [146].
The experimental lattice constants a and c in the hexagonal unit cell, 3.03 Å and
17.09 Å, are slightly overestimated by the PBE functional, which has an equilibrium
geometry with a = 3.03 Å (+0.6%) and c = 17.36 Å (+1.6%).
However, as it is commonly the case for transition metal oxides [81], the PBE func-
tional fails in describing the semiconducting character of CFO. Within this scheme,
CFO is wrongly predicted to be a metal, as shown in the bands structure and in the
spin-polarized projected density of states (PDOS) in Figure 5.3, where the Fermi level
cuts the tails of the majority and minority-spin manifolds. The metallic behaviour is
due to a minority spin band with a Fe character crossing the Fermi level around the L
point of the BZ.
In spite of this failure, the PBE functional does correctly predict the character of
the lowest unoccupied states. The first two groups of unoccupied states have a strong
Fe d character, while the third group, 3.5 eV above the Fermi level, is dominated by
Cu contributions from the 3dz2 and 4s states, revealing that the 3d shell of Cu is not
completely filled (3d10−x). This observation is consistent with the measured Cu L2,3-







































Bands structure (left panel) and spin-polarized projected density of states (right panel) of
CuFeO2, computed with the PBE exchange-correlation functional. The zero of the energy is set
to the Fermi energy.
edge XAS spectrum [133], which established the presence of a partial hole on Cu 3d
states.
At the PBE level, the Fe ion is correctly predicted to be in the Fe3+ high spin (S = 52)
state. Note that the oxidation state is calculated following the method of Sit et al. [147],
where the number of electrons attributed to a certain ion corresponds to the number
eigenvalues of the occupation matrix equal or close to 1. The 5 eigenvalues of the Fe 3d
occupation matrix in CFO are close to 1 for one spin channel, while in the other they are
significantly smaller (< 0.4). Given this configuration, 5 electrons are formally assigned
to the Fe ion and all of them lie in the majority spin channel. In Fe3+ compounds a
large exchange energy, ∼ 4.1 eV [148], separates the majority from the minority Fe d
orbitals, with the latter lying above the Fermi energy.
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In addition, the electrostatic field arising from the octahedral set of surrounding
oxygen atoms, seen only as six point charges, breaks the symmetry of the five-fold
degenerate d orbitals of the central Fe ion, splitting the lowest conduction states into
the three-fold degenerate t2g and the two-fold degenerate eg manifolds [149]. Going
beyond the pure electrostatic picture, the eg orbitals, namely dz2 and dx2−y2 , oriented
directly towards the ligands interact with the O p orbitals forming bonding eg and
antibonding e∗g combinations. The bonding combination has a stronger O character,
while the antibonding contains a prevalent Fe component. Conversely, the t2g (dxy, dyz
and dzx), which lie in-between two Fe-O bonds, are non-bonding.
According to PBE level PDOS analysis, the t2g and the eg manifolds are separated by
1.5 eV, in good agreement with the experimental energy difference (1.35 eV) measured
in the XAS spectrum and attributed to the Fe 3d - O 2p overlap [133]. As we will show in
Sect.5.4, the introduction of a Hubbard term U on Fe 3d electrons has a very significant
effect on this splitting. Since CFO operates as a photocathode, a deeper understanding
of the character of the conduction band is of critical importance. In the following, we
will therefore analyze in details the physical origin of the energetic splitting of the t2g-eg
states.
5.3.1 Crystal-field splitting
The t2g-eg splitting contains contributions both from the Coulomb repulsion and from
the hybridization between the transition metal d states with the ligand p states, as
previously stated. Following the procedure outlined in reference [130] and summarized
in Sect.4.5, it is possible to distinguish between the two contributions according to the
on-site energies of MLWF. [128] derived from varying Bloch states.
We focus only on the minority-spin channel, since it gives rise to the conduction
band states whose crystal field splitting can be directly compared with experimental
values. The band structure of the minority-spin channel, plotted along the path in the
BZ shown in Figure 5.1(c), is reported in Figure 5.4. The different colors of the bands
not only denote the main character of the states, but they also indicate the stage at









U (k)mn |ψn,k〉 . (5.1)
We recall here that |wn,R〉 denotes the Wannier function characterized by a unit cell
vector R and a band index n, constructed from a set of N Bloch states |ψn,k〉 via a
unitary transformation U that mixes the Bloch states at a specific k-point.
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Figure 5.4
Minority spin band structure plotted along the path of the BZ reported in Figure 5.1(c). The
different colors represent the main character of the band, according to the PDOS: O s (gold),
O p (red), Cu d (green), Fe t2g (dark blue), Fe eg (light blue), Cu s (black).
In the first instance, we construct the MLWFs including in Eq.(5.1) first the t2g bands
(dark blue in Figure 5.4) and then, separately, the eg bands (light blue). It should be
noted that, while the group of t2g states is well separated from the other bands, this is
not the case for the eg set, which cross with Cu states at the Γ-point. In the latter case
we adopted the disentanglement procedure introduced by Souza et al. [129] to decouple
the bands. The plot of one representative MLWF among the three t2g states and one
among the eg is reported in Figure 5.5(a).
The resulting MLWFs are centered on the Fe atoms and, while those corresponding
to the t2g states assume the shape of atomic-like orbitals, the tails of the eg ones are
extended on the surrounding oxygen atoms. The on-site energies for each MLWF are
indicated as ε(d) in the scheme in Figure 5.6. The splitting at this stage between the
two-fold degenerate eg states and the three-fold degenerate t2g amounts to 1.55 eV, in
agreement with the difference between the peaks in the PDOS.
In the second step, we construct the set of MLWFs including both Fe d (dark and







Representative MLWFs for the t2g and the eg set inside the unit cell. In the row (a) the bands
with t2g (eg) character are included separately in the summation. We then add in the summation
the Kohn-Sham states with a prevalent O p (b), Cu d (c) and O s (d) character.
light blue in Figure 5.4) and O p (red) states in the summation. We applied again the
disentanglement procedure to treat the crossing between the red and the green bands
around the Γ and the Z point. The MLWFs centered on the Fe ions are decoupled
from those centered on the oxygen atoms and the contribution due to d-p hybridization
is removed from the on-site energies. The effect is most notably evident on the eg
MLWFs, whose tail on the surrounding oxygen atoms is significantly reduced, as shown
in Figure 5.5(b). The corresponding on-site energy, indicated as ε(dp), is reduced by
1.00 eV, while for the t2g the difference is only 0.24 eV, indicating the different degrees
of hybridization between the Fe d states with the ligands. Moreover, the explicit inclusion
of the Kohn-Sham states with O p character in the summation breaks the symmetry
of the three-fold degenerate t2g manifold, with one state lying 16 meV higher than the
other two.
This effect is due to the rhombohedral arrangement of the oxygen atoms around the
central iron, which slightly differs from the octahedral configuration. In a rhombohedral


































On-site energies of the MLWFs corresponding to the t2g-eg states, obtained including different
sets of Kohn-Sham states in the summation in Eq.(5.1).
environment the t2g states are split into two subgroups, one with the a1g representation,
which corresponds to the linear combination |a1g〉 = 1√3 (|xy〉+ |yz〉+ |zx〉) and the
other with the two dimensional eg representation, containing the linear combinations
|e1g〉 = 1√6 (2 |xy〉 − |yz〉 − |zx〉) and |e
2
g〉 = 1√2 (|yz〉 − |zx〉) [150].
In order to remove possible hybridization effects associated with Cu d states, we
include them (green bands in Figure 5.4) in the summation and compute the corre-
sponding on-site energies, ε(dpd). The on-site energy corresponding to the eg orbitals is
further reduced by 0.55 eV, while only 0.20 eV is removed from the t2g on-site energy
obtained at the previous stage. Yet, this comparably small change in energy is accom-
panied by a change in the shape of the t2g orbitals, which resemble the rhombohedral
a1g and eg orbitals, as shown in Figure 5.5(c).
Finally, we include in the summation the O s states, depicted in gold in Figure 5.4,
which lie around 18.5 eV below the Fermi level. The t2g are unaffected by the inclusion of
these states while a small contribution of 0.19 eV is removed from the eg on-site energies,
indicating that a small Fe eg - O smixture was still present in the MLWFs. The difference
between the eg and the t2g on-site energies obtained at this level, ε(dpds), amounts to
0.26 eV and can be interpreted as the pure electrostatic contribution to the crystal field
splitting [130]. The remaining 1.29 eV instead, can be thought as the consequence of
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the hybridization between the d states and the O p, O s and Cu p atomic orbitals. This
hybridization effect is more pronounced in the eg, which experience a larger shift when
further states are added to the summation in Eq.(5.1).
5.4 Electronic structure with the PBE+U functional
Although our PBE simulations reproduce some experimental results, in order to recover
the semiconducting character of CFO we first explored the effect of adding a Hubbard
U correction to the exchange correlation functional, which acts specifically on the d
states.
5.4.1 Determination of the self-consistent Hubbard U
The treatment of the strongly correlated Fe ions in CFO by the Hubbard U approach is
seriously conflicted within the available literature. Even though the appropriate value of
U to apply depends on the set of pseudopotentials and the adopted projection methods,
and therefore is not necessarily comparable across different computational approaches,
there is a large diversity in the Hubbard U corrections applied to the Fe3+ ions in
CFO reported in the literature [132, 134, 135, 137]. Values of the effective Hubbard
parameter range from 2.2 to 7.1 eV, and in one case the Hubbard term is applied also
to Cu1+ ions [132]. In this work, the correction is only applied to Fe ions, which are the
main source of the metallic behaviour. Furthermore, it has previously been shown that
the U correction does not improve the description of the electronic structure of Cu1+
compounds, where the d shell is completely filled, for instance in the case of Cu2O [48].
In order to compute the Hubbard U correction for our computational setup we
followed the linear-response formulation of Cococcioni and de Gironcoli [81], adapted
to include the self-consistency procedure introduced by Kulik et al. [85]. In addition,
we performed an extra geometry self-consistency cycle in order to capture any changes
to the U correction associated with the rehybridzation of the orbitals due to changes in
the nuclear coordinates.
The evaluation of U by linear response should be computed in the limit of an infi-
nite crystal, thus in our simulations we have measured the response in rhombohedral
supercells of increasing size, assuming 50 meV as convergence threshold in the value
of Uscf. We evaluated both the full response matrices and the scalar on-site response,
where full response matrices are constructed from the changes to the occupations of all
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Figure 5.7
A plot summarizing the self-consistent computation of the Hubbard U parameter used through-
out this work. Values computed with the full response matrix and onsite only approaches are
represented by solid and hollow symbols respectively. Solid and dashed lines represent the
fitted and extrapolated regions of the graph. Square symbols denote computations on the PBE-
optimized geometry, whereas circles are used for the PBE+U = 4.1 eV-optimized geometry.
of the Fe sites within the supercell, while the on-site response takes into account only
the response of the site where the perturbation is applied.
It is not unreasonable to expect that ensuing changes to the bonding, and thus
the electron density distribution surrounding the Hubbard atoms, could give rise to a
different spurious curvature in the total energy and the initially computed Uscf may no
longer be applicable. Consequently, in addition, we performed an extra geometry self-
consistency cycle in order to capture any changes to the U correction associated with
the re-hybridzation of the orbitals due to changes in the nuclear coordinates.
The results of our linear response, geometrically self-consistent procedure are pre-
sented in Fig. 5.7, highlighting several subtle features of the approach when applied to
CFO.
Firstly, on the convergence of the linear response calculations with respect to in-
creasingly large supercells, we considered up to cells 3 × 3 × 3 in size, finding that a
rhombohedral 2 × 2 × 2 supercell (solid yellow squares in Fig. 5.7) is sufficient for the
computation of both Uout and Uscf . This represents a significantly fewer number Hub-
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bard sites than for instance required by Cococcioni and de Gironcoli in order to achieve
convergence of the U parameter for FeO [81]. Secondly, our results show that calcula-
tion of the full response matrix has little bearing on Uscf when compared with on-site
corrections only. In fact within the linear regime (> 2.0 eV) the on-site and full response
calculations are equivalent yielding ∆Uscf ≈ 10 meV. Finally, the response computed
on the PBE+U optimized geometry, represented by green dots, is equivalent to the one
computed on the PBE geometry.
This linear-response procedure reveals Uscf to be converged within 50 meV to a value
of 4.1 eV. This value is in line with other DFT+U studies of Fe3+ based oxides, in
which U was not computed via linear response calculations, but it was tuned to 4.2
and 4.0 eV in order to obtain the experimental energy gap [151] and the formation
enthalpy [152] of α-Fe2O3, respectively. A similar value, U = 4.3 eV, has also been
evaluated for α-Fe2O3 following an ab-initio approach based on unrestricted Hartree-
Fock theory [153]. The optimized equilibrium lattice constants a and c, in the hexagonal
description, are 3.10 Å (+2.3% w.r.t. the experimental value) and 17.32 Å (+1, 3%),
respectively, resulting in a very similar geometry compared to the one obtained with
the PBE functional.
The PDOS at the PBE+Uscf level is reported in Figure 5.8, the computed band
gap, which is still lower than experimentally measured value, is 0.80 eV. In addition
to underestimating the band gap we find that the CB states are also altered by the
Hubbard U : the splitting between the unoccupied Fe t2g and eg states is not preserved
when the U correction is added, and the two manifolds collapse in a single peak in
the PDOS. This outcome is in disagreement with the experimental XAS measurements,
where the two peaks are easily distinguishable and separated by a gap of 1.35 eV [133]. A
similar behaviour in CFO has been reported in the Supporting Information of Ref.[10].
However, this effect is not peculiar to this compound, but it has been shown that it
occurs when DFT+U is applied to other Fe3+ compounds like hematite [154] and BiFeO3
[155]. Interestingly, Cr3+ in CrI3 displays a similar behaviour [156].
5.4.2 Crystal field splitting
Determining the origin of this result is important in assessing the application of the
DFT+U to CFO, since an accurate description of the empty conduction band states is
of paramount importance for understanding the ability to act as the photocathode. To
explain the origin of this failure, we note that, in a first approximation, neglecting effects
due to charge rearrangement, the Kohn-Sham eigenvalues εσkv are rigidly shifted by the
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Projected density of states at the PBE+U level, using the self-consistent value of U .











| 〈φIm|ψσkv〉 |2 . (5.2)
The value of the shift depends on the occupation numbers nIm,σ of the corresponding d
orbitals and on the projection of the Kohn-Sham states onto the atomic Fe d orbitals.
The occupation numbers nIm,σ in the minority-spin channel of the d states of Fe obtained
with the PBE functional are reported in the first row of Table 5.2.
On the basis of the Fe3+ oxidation state and the high-spin character, it could be
naively expected that the occupation numbers nIm,σ would be zero. However, the occu-
pation numbers can assume values greater than 0 due to hybridization and projection
effects. It has been shown that when a transition metal and a ligand form a covalent
bond, if only the bonding state is occupied, a projection procedure onto the d orbitals
could give rise to occupation numbers greater than 0, whose origin resides only in the
orbital mixing [147]. As already pointed out, the dz2 and dx2−y2 orbitals hybridize with
the p orbitals of the ligands, forming σ bonding and antibonding combinations and the
projection of the occupied bonding Kohn-Sham states with a prevalent O character, but
a smaller Fe contribution, onto the atomic dz2 and dx2−y2 orbitals gives rise to non-zero
occupation numbers. The atomic dxy, dzx and dzy orbitals are not formally hybridized
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〉 |2 0.003 0.001 0.032 0.555 0.005 +0.33
Table 5.2
Occupation numbers of the minority-spin Fe d orbitals in CFO at the PBE level and projection
of the t2g and eg states at the Γ point onto the atomic orbitals. The last column represents the
shift produced by U = 4.1 eV on these states computed using Eq.(5.2).
with the oxygen orbitals in a pure tight-binding picture. However, the tail of the atomic
projectors can give rise to spurious interactions that could enhance the value of the
occupation number. The results of DFT+U calculations depend considerably on the
choice of the local projector. The atomic orbitals used in atomic-like projectors have
in general a large effective radius and therefore a larger number of electrons can be
accommodated in the d shell [157]. We have shown with the MLWFs analysis that a
small hybridization contribution, 0.44 eV, is present in the on-site energies of the t2g
states, much smaller than the one in eg states, 1.73 eV. This different hybridization is
reflected in the occupations of the dz2 and dx2−y2 , which are larger than those of the
other three d orbitals and, consequently, the corresponding factor (12 −n
I,σ
m ) in Eq.(5.2)
will be smaller.
Moreover, we report in the lower part of Table 5.2 the projection of the t2g and eg
Kohn-Sham states at the Γ point onto the five d orbitals. The sum of the projections of
the t2g states is close to the unity, while it is around 0.6 for the eg, indicating that there
is a larger Fe character in the former, as evident also from the PDOS in Figure 5.3.
The correction on the eigenvalues at the Γ point, computed using Eq.(5.2) with the
self-consistent value of U = 4.1 eV, is reported on the last column of Table 5.2. The
combination between the different occupation numbers and atomic projections makes
the shifts on the t2g states three times bigger than those applied to the eg with the
effect of pushing the former towards the latter and closing the gap between the two
manifolds.
The shifts reported in Table 5.2 are computed using Eq.(5.2), in which the PBE
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Projected density of states onto the Fe t2g (red line) and eg (green line) d states for different
values of the applied Hubbard U . The green dots represent the experimental data of Fe Lα edge
x-ray emission spectrum, taken from Ref.[132].
wavefunctions are assumed to be fixed and the potential due to the Hubbard U is ap-
plied in a perturbative way. These results are consistent with the eigenvalues reported
at the first iteration of the self-consistent cycle, when U is switched on. However, the
wavefunctions are continuously updated during the self-consistent cycle, causing mod-
ifications also in the Kohn-Sham potential, and the difference between the corrections
applied to the t2g and the eg states at the end of the cycle is even bigger than the
prediction made with Eq.(5.2), with the consequence of further reducing the gap.
In Figure 5.9, we compare the PDOS on the Fe atomic orbitals for three differ-
ent values of U with the experimental Fe Lα x-ray emission spectrum. The occupied
majority-spin states shift rigidly with U towards lower energies as expected by the fact
that their occupation number is close to 1. A comparison with the experimental data
reveals that the position of the occupied Fe d state is well reproduced for small values of
the Hubbard U , while they are pushed towards lower energies when the self-consistent
value is employed. The unoccupied minority-spin t2g states are shifted linearly with U
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towards the eg states, which are almost unaltered. The two manifolds start overlapping
for U = 2 eV and they collapse into a single peak when the self-consistent value of U
(4.1 eV) is applied.
As pointed out above, the magnitude of the shift experienced by the t2g and eg states
when U is applied depends on the different degrees of hybridization that those states
have with the orbitals of the surrounding atoms. In order to investigate the effect of U
on the hybridization of Fe d with the other orbitals, we analyzed MLWFs constructed
from different DFT+U wavefunctions and eigenvalues. More explicitly, for each value
of U considered, we built MLWFs including in the first instance only the t2g and eg
states, and then including the O p, Cu d and O s states within the summation (see Eq.
(5.1)). We noted in Sect.5.3, the difference between the on-site energies of the MLWFs
ε(d) − ε(dpds) can be interpreted as a working definition of hybridization effects on a
particular orbital.
We plot schematically of the on-site energies of the MLWFs for three different values
of U in Figure 5.10. The on-site energy, ε(d), of the MLWFs relative to the t2g states
gets closer to the eg state as U increases, reflecting the collapse of the two manifolds in






















































On-site energies of the MLWFs corresponding to the t2g and eg states for three different values
of the Hubbard U .
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The spurious effect that the introduction of the Hubbard correction has on the two
manifolds becomes clear once we decompose the crystal field splitting in electrostatic
and hybridization effects. The difference between the onsite energies ε(d) and ε(dpds)
of the MLWF corresponding to the eg states changes from 1.74 eV for U = 0 eV to
1.57 eV for U = 4 eV, indicating that the impact of U in reducing the hybridization is
fairly small, −0.2 eV. Similarly, for the t2g states the change in hybridization due to U
modifies the difference between ε(d) and ε(dpds) from 0.43 eV to 0.30 eV.
When we set U = 2 eV, the on-site energy ε(dpds) of the eg states becomes smaller
than the one of the t2g and this effect is further amplified for U = 4 eV, in which
the eg states lie 0.8 eV lower than the t2g. The reverse ordering of these states would
correspond to an unphysical negative electrostatic crystal field splitting, in contrast with
the pure electrostatic picture [149]. This inversion suggests that the interpretation of
the difference between the on-site energies as a measure of electrostatic effects is only
valid as long as the states are not altered by the introduction of the U correction.
The incorrect description of the t2g and eg states at the DFT+U level affects the
on-site energies ε(d) of the MWLFs. These bad starting energies lead to the spurious
negative electrostatic crystal field splitting when hybridization effects, that are weakly
dependent on U , are gradually removed passing from ε(d) to ε(dpds).
Another spurious effect that arises due to the presence of the Hubbard correction
relates to the splitting of the t2g states into the a1g and eg subgroups due to the rhom-
bohedral arrangement of atoms. This separation is emphasized with increasing values
of U , for example it is most strongly amplified in the case of U = 4 eV, where it is equal
to 0.25 eV.
It is worthwhile to note that potential solutions to these issue have already been
proposed, based either on a separate treatment of the t2g and eg electrons in DFT+U
[158], or using a suborbital dependent U [159]. Alternatively, the application of an intra-
site correction V [160] could favor the decoupling of the eg states from the O p orbitals,
favoring the shift applied by U .
5.5 Electronic structure with hybrid and meta-GGA functionals.
An alternative approach to address the shortcomings of the PBE functional in reproduc-
ing the semiconducting character of CFO is to include a fraction of exact Hartree-Fock
exchange within the exchange-correlation functional. To this end, we employ the hybrid
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Projected density of states for different values of the fraction of exact exchange, using the PBE0
(a) and the HSE hybrid functionals. The blue dashed line represents the experimental data of
Fe Lα edge x-ray emission spectrum, taken from Ref.[132].
functionals PBE0 and HSE, on top of the PBE and PBE+U optimized geometry, tun-
ing the fraction α of the exact exchange to reproduce several experimental quantites
related to the electronic structure of CFO, in particular the bandgap, the crystal field
splitting of the unoccupied Fe 3d states and the position of the Fe 3d states in the occu-
pied states. The choice of the starting geometry does not affect the electronic structure
significantly and in the following we report only the electronic structures obtained on
top of the PBE+U geometry.
The PDOS for three selected values of the fraction α is reported in Figure 5.11.
The two functionals provide an equivalent description of the occupied states when the
same fraction of exact exchange is applied. A small fraction of exact exchange, around
0.15, is required to describe correctly the position of the occupied Fe d states, compared
with the experimental Lα edge emission spectrum, as indicated by the dashed lines in
Figure 5.11. The Fe manifold shifts linearly towards lower energies for increasing α,
while the Cu and the O manifolds are only slightly affected and their position is almost
constant.
The linear shift is applied also to the empty states which move rigidly towards higher
energies for increasing α. The t2g and eg manifolds are well separated for all values of α
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Bandgap (upper panel) and crystal field splitting (lower panel) in CFO, computed with hybrid
functionals using a variable fraction of exact exchange.
and the crystal field splitting, computed via a weighted average on the PDOS, is plotted
in the lower panel of Figure 5.12. In the range of α considered, the crystal field splitting
lies within ±0.1 eV of the experimental value, without any indication of the collapse
towards a single peak observed at the PBE+Uscf level of theory.
In the upper panel of Figure 5.12 we report the value of the bandgap, comparing it
with the optical bandgap of 1.43 eV [10]. It should be noted that this comparison is not
formally justified, since the optical bandgap is renormalized by excitonic effects. Yet, in
the absence of an experimental value for the true quasi-particle gap, the optical gap can
serve as a rough benchmark. The PBE0 functional predicts a higher bandgap than the
HSE at the same α, an effect that has been previously observed for Cu2O [48]. When
the standard fraction of exact exchange, 0.25, is employed the bandgap is overestimated
by both functionals indicating that a lower fraction is required to reproduce the optical
value. Specifically, HSE requires a fraction of 0.20 to reproduce the experimental optical
gap, while a value of α = 0.14 is obtained by interpolating the PBE0 data. In both
cases, the crystal field splitting lies within 0.03 eV from the experimental value, while
the occupied Fe d states are better reproduced with a low fraction of exact exchange
and so, in this sense, the PBE0 functional may be preferable.
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Projected density of states computed using the meta-GGA SCAN functional.
There are solid theoretical foundations for which an optimal value for α is given
by the reciprocal of the static dielectric constant α = 1/ε∞ [98, 100]. We computed
ε∞ =
1
3 Tr[ε], where ε is the dielectric tensor, computed at the PBE+U level within
Density Functional Perturbation Theory [161], and we obtained α = 0.11. Therefore, it
is not surprising that the fraction of exact exchange that provides a bandgap in excellent
agreement with the experiments is α = 0.14, very close to the estimate obtained from
α = 1/ε∞.
Finally, we investigated the structural and electronic properties of CFO using the
meta-GGA functional SCAN [162], which was recently shown to provide accurate results
for geometries and energies of a vast class of materials [163]. The SCAN lattice constant
a = 3.02 Å and c = 17.24 Å are closer to their experimental counterparts than those
computed at the PBE and the PBE+U level, with an error of −1% for a and +0.88% for
c. The PDOS computed at the equilibrium geometry is reported in Figure 5.13. While
the crystal field splitting is captured correctly, we obtained a band gap of 0.56 eV. This
is a clear improvement over the metallic PBE solution, but is still significantly smaller
than the 1.43 eV experimental gap.
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5.6 Summary
Our calculation confirms that, without any corrections, PBE wrongly predicts a metallic
bulk CFO whereas the peak of the occupied d states and the crystal field splitting
between the lowest conduction bands with the Fe d character are correctly described.
In particular, we analyzed the origin of the crystal field splitting and we separated the
dominant hybridization contribution from the pure electrostatic, computing the on-site
energies of different sets of MLWFs.
We derived a self-consistent value of the Hubbard U parameter from series of linear
response calculations, in order to give a penalty to delocalized Fe d states, favoring
the opening of a gap in the band structure. However, the PBE+U formalism fails in
describing the character of the lowest unoccupied states, predicting a collapsing of the
Fe 3d t2g-eg manifolds, due to projection effects and hybridization with the ligands.
A hybrid functional with a fraction of exact exchange equal to the inverse of the
dielectric constant is necessary for a correct description of the electronic structure.
In the following chapters, we will use this last value as the most suitable theoretical
approach to describe the electronic structure of CFO, as required in the band edge
alignment procedure.
6
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The synthesis of pure CFO is challenging because the Cu-Fe-O system exhibits different
phases depending on the environmental conditions and the Cu:Fe ratio [164]. Moreover,
it is necessary to avoid the formation of different compounds, such as α-Fe2O3 [58] and
Cu2+ compounds [60, 165] during the growth.
We investigated the conditions at which CFO is thermodynamically stable combin-
ing the DFT+U approach with the ab-initio thermodynamics formalism [1], following
previous works on Li-based ternary compounds [166–168]. We focused in particular
on determining accurate formation free energies in order to construct realistic phase
diagrams both in air and in an aqueous environment.
In this chapter we report the outcomes on this thermodynamic investigation, focusing
in particular on the range of the chemical potentials which define the stability region
of CFO. Once the conditions for which CFO is stable are established, we investigated
which are the defects that could appear more easily during the synthesis processes.
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6.1 Computational setup
We performed the calculations with the Quantum Espresso (QE) code, using ONCV
pseudopotentials and a kinetic energy cutoff of 80 Ry, as described in the previous
chapter. We employed the DFT+U approach for CFO and the binary Fe oxides used
to construct the phase diagrams, using the self-consistent value of U = 4.1 eV previ-
ously computed. The total energies of the Cu- and Fe-based compounds were computed
for their theoretical relaxed geometry. The formation energies of defects in CFO were
studied in a 4× 4× 1 hexagonal supercell containing 192 atoms.
6.2 Thermodynamic stability of bulk CuFeO2 in air
To evaluate the limits of the thermodynamic stability of bulk CFO at zero temperature,
we computed the formation enthalpies of binary and ternary Cu-Fe-O compounds from
the elementary constituents, according to Eq.(4.51). Although the equation holds for the
Gibbs free energies, the transition to enthalpies is immediate and consists in ignoring
the entropic contribution. We neglected the volumetric and zero-point effects which are
commonly small in solid phases [101], approximating the enthalpies of the product and
the reactants as their DFT total energies per formula unit:




In the formation of metal oxides, oxygen is present in the reactants and the oxygen
molecule is taken as a reference state. However, it is well-known that the overbinding of
the O2 molecule within the LDA and GGA scheme produces wrong formation energies,
especially in transition metal oxides in which the self-interaction error introduces further
issues, due to the different number of localized d electrons in the reactants and in the
product [152].
6.2.1 Mixed GGA/GGA+U approach
What is commonly done to overcome the problem of the overbinded O2 molecule consists
in adding by hand a correction in the DFT total energy of the molecule, in such a way
that the experimental binding energy is recovered. However, we follow herein the method
of Wang et al. [152], which consists in correcting the total energy of the O2 molecule
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to minimize the mean absolute error in the formation energy of non-transition metal
oxides. We wrote several oxidation reactions per O2 molecule involving metal oxides
which do not have the localized 3d orbitals typical of the transition metal oxides:
4
3




2Ca + O2 → 2CaO , (6.3)
2Mg + O2 → 2MgO , (6.4)
4Li + O2 → 2Li2O , (6.5)
4Na + O2 → 2Na2O , (6.6)
Si + O2 → SiO2 . (6.7)
We computed the formation enthalpies of these compounds, taking the PBE O2 molecule
as a reference and we fit the values against the experimental data reported in the NIST-
JANAF database [104], as shown in Figure 6.1(a). We fit the data with a straight
line with a unitary slope, whose intercept, 1.47 eV, represents the average error in
determining the formation enthalpies when the PBE O2 molecule is employed. This
error is entirely attributed to the oxygen molecule, whose total energy is then corrected
by 1.47 eV. Our fitted value is slightly larger (0.11 eV) compared to the one computed
in Ref.[152], because we considered the formation enthalpies at 298 K and not those at
0 K and the contribution of these thermal effects has been estimated to be 0.1 eV [152].
Once a reliable energy for the O2 molecule (E
fit
O2
) has been obtained, we computed
the formation enthalpies of Fe-based oxides using the mixed GGA/GGA+U method
[169]. The basic idea behind this approach is that GGA provides a good description
of the compounds with delocalized states, such as metals or alloys, while the oxides,
containing localized states, are better represented in a GGA+U scheme. Most of the
error in reaction energies occurs when electronic states on transition metals change
their localization character. The formation enthalpies of the Fe-based oxides can be
computed using the GGA energy of the metallic reactants and the GGA+U energy of the
oxide, provided that the latter is properly corrected by applying an energy adjustment
proportional to the transition metal content.
Following the method of Jain et al. [169], we have calculated the correction to be
applied to the GGA+U energies computing the formation enthalpies of binary Fe oxides








where EGGA+UFexOy is the uncorrected GGA+U energy of the oxide. The difference between
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Formation energies of non-transition metal oxide per O2 in the reaction (a). The dashed line rep-
resent the line with unitary slope that best interpolates the points, while the red line represents
the ideal line of the experimental data. (b) Difference between the DFT and the experimental
formation energy for Fe binary and ternary oxides. The fit has been performed only using the
binary oxides data, the Cu-Fe oxides are also shown, suggesting that the correction generalizes
also for ternary compounds.
the formation enthalpies per atom computed as in Eq.(6.8) and the experimental values,
normalized per atom within the unit cell, is plotted as a function of the Fe fraction in
the compound, as shown in Figure 6.1. The discrepancy from the experimental values
increases linearly with the Fe content in the oxides. This is further confirmed by the
fact that the values for Cu-based ternary oxides, which are not included in the fit, lie
roughly on the same line.
The slope of the line passing through the origin that gives rise to the best fit of
the points represents the magnitude ∆corr of the correction to be applied to the total
energies of the oxides for each Fe atom in the unit cell. We found a slope of 1.75 eV/Fe
and therefore we corrected each binary and ternary Fe oxide with 1.75 eV for each Fe
atom in the unit cell. This value is in good agreement with the correction found by Jain
et al. for Fe oxides, 1.723 eV.
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Compound U=3.5 eV U = 4.1 eV U = 4.5 eV EXP
CuFeO2 -1.29 -1.28 -1.27 -1.33 [170]
CuFe2O4 -1.39 -1.40 -1.39 -1.43 [170]
Fe2O3 -1.68 -1.65 -1.64 -1.71 [171]
Fe3O4 -1.65 -1.66 -1.63 -1.66 [171]
FeO -1.44 -1.56 -1.50 -1.41 [171]
Table 6.1
Formation enthalpies (eV per atom) of binary and ternary Fe-based compounds, computed with
the mixed GGA/GGA+U method for three different values of U .
The results shown in Figure 6.1 have been obtained using the value of U determined
in the previous chapter, computed with the linear response approach [81]. We report
in Table 6.1 the formation enthalpies obtained with different values of U , to show how
they barely depend on U when the mixed GGA/GGA+U method is adopted, since the
correction is fitted on the experimental data.
The total energies of the GGA+U calculations have been adjusted subtracting a
correction ∆corr = 1.75 eV for each Fe atom in the unit cell to make the GGA+U
energies compatible with the reference GGA values. The formation enthalpy of a com-
pound containing Ni atoms of the i-th species is computed subtracting the total ener-












Fe represent the GGA total energies per atom of the bulk phases of
fcc-Cu and bcc-Fe, respectively.
6.2.2 Convex hull of the Cu-Fe-O system
The convex hull of the computed formation enthalpies, normalized by the number of
atoms, has been constructed using the phase diagram tool of the Open Quantum Mate-
rial database [172] and its projection into the compositional space is reported in Figure
6.2. Each vertex represents a pure Cu-Fe-O phase, while the side that connects two
phases represents the set of binary compounds of the two elements, whose distance
from each vertex is proportional to the ratio of the two elements within the compound.
Each point inside the triangle represents a ternary compound whose composition is
determined by the distance between the point and each side of the triangle.
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Figure 6.2
Gibbs triangle indicating the stable phases in the Cu-Fe-O system. Green (red) points represent
compound that are stable (unstable) in the convex hull, while equilibrium lines are represented
in grey.
The green dots represent the compounds that are thermodynamically stable and the
grey lines connect two compounds in equilibrium at the limits of their stability regions.
Within these small triangles, there are chemical compositions that do not correspond
to a stable phase, but to a linear combination of the three stable phases by which they
are surrounded, with ratio depending on the distance from each side.
The stability region of CFO is delimited by the equilibrium with Cu, Cu2O, CuO,
Fe2O3 and Fe3O4. The formation energy of the inverse spinel CuFe2O4 lies 25 meV/atom
above the convex hull and the compound is represented with a red circle since it turns
out to be unstable with respect to decomposition into CuO and Fe2O3. However, the
experimental coexistence of CFO and and CuFe2O4 has been reported [60, 164], indi-
cating that the two ternary compounds can be in equilibrium. The distance from our
computed convex hull is so small that the instability could be due to some inaccuracies
in describing properly the electronic structure of CuFe2O4, for which a U term may be
needed also on Cu to model accurately the Cu2+ oxidation state, while in our approach
we applied a U term only to Fe d states.
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6.2.3 Compositional phase diagram
The convex hull in Figure 6.2 has been constructed at zero temperature for a system in
which the stoichiometry is fixed at any particular point in the Gibbs triangle. In actual
experiments the system is exposed to air at a fixed temperature and pressure and it can
therefore exchange atoms with a reservoir of oxygen held at a fixed chemical potential
µO(T, p). To model this scenario, we computed a phase diagram in which the Fe:Cu
ratio is fixed, while the system is free to exchange O atoms with the gaseous reservoir.
We therefore adopted a grand-canonical formalism, in which the relevant quantity is
the formation free energy ∆Gf (T, p). We write the chemical potential of O as its zero




EfitO2 + ∆µO(T, p) , (6.10)
where the variation ∆µO(T, p) depends on temperature and pressure according to the
ideal gas law:











The temperature variation of the chemical potential at 1 atm ∆µ0O(T, p0) can be ex-
tracted from the thermochemical data reported in the NIST-JANAF database [104].
The phase diagram calculated for a range of values of ∆µO(T, p) with respect to
the Cu/Fe stoichiometry is shown in Figure 6.3. Assuming bulk Fe and bulk Cu as the
reservoirs of Fe and Cu, and taking their total energies normalized per atom as chemical
potentials, we computed the most stable Fe/O-based and Cu/O-based structure for
each value of ∆µO(T, p). The stability of CFO for each ∆µO(T, p) has been assessed by
calculating its formation energy starting from the most stable Fe/O and Cu/O structure
and evaluating its position in the convex hull. CFO is stable if its formation energy lies
below the convex hull, otherwise the formation of the two constituent structures, whose
amount depends on the Cu/Fe stoichiometry, is energetically favored. As shown in
Figure 6.3, CFO is stable in a fairly small region in which ∆µO ranges from −1.60 to
−1.95 eV.
The dependence of the chemical potential of oxygen on temperature and pressure
is reported in Figure 6.4. At T = 300 K the stability range of CFO corresponds to
unphysical values of pressure lower than 10−45 atm, while at 1000 K the allowed range
of pressure goes from 10−9 to 10−5 atm. In general, the range of the allowed values
for the chemical potential of the oxygen corresponds to conditions of high temperature
and low pressure. The stability region of CFO is in agreement with those reported in
experimental phase diagrams of Cu-Fe-O systems [164, 173, 174]. In those papers, liquid
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Phase diagram of the Cu-Fe-O system in which oxygen can be exchanged with a reservoir at
temperature T and pressure p. For a range of values of ∆µO(T, p) the most energetically stable
surface is reported as a function of the Fe:Cu stoichiometry. The yellow area indicates the region
of stability of CFO.
phase and spinel solid solutions appear in the phase diagram, while only solid phases
have been considered in our analysis. In general, the experiments are performed at a
fixed temperature or pressure, tuning the other variable to check the conditions at which
a certain phase is stable. Moreover, our findings are also consistent with the fact that
the experimental synthesis and growth of thin films has been carried out in one instance
at 1000 K [7] and in another at 900 K (and 10−7 atm O2 pressure ) [60]. However, in
PEC applications, CFO operates at ambient conditions and studies at 11 and 16 K
have also been reported [55, 56] indicating that CFO can exist at ambient and lower
temperatures. The synthesis of those samples was performed at high-temperature and
then the samples were cooled down to ambient conditions. Therefore, combining our
theoretical phase diagram with the experimental evidence, we can conclude that CFO
exists at ambient conditions in a metastable phase and we assume the existence of a
high energy barrier that prevents the segregation into other Cu-Fe-O compounds that
are more stable at those conditions of temperature and pressure.
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Variation of chemical potential of oxygen as a function of the temperature, for pressure ranging
from ambient pressure (1 atm) to UHV conditions (10−12 atm). The yellow area represents the
range of chemical potentials for which CFO is thermodynamically stable.
6.2.4 Stability region of CuFeO2
Once a range of allowed ∆µO has been determined, we aim to find the range of val-
ues for the chemical potentials of copper and iron within CFO in its stability region.
While, previously, in the determination of the stability of CFO we assumed the most
stable Fe/O and Cu/O structure as reservoir of Fe and Cu, we now consider a different
scenario, in which we have bulk CFO in equilibrium with an oxygen atmosphere. At
the thermodynamic equilibrium, the chemical potentials of the constituent elements of
CFO are related by:
EbulkCFO = µCu + µFe + 2µO , (6.12)
where the free energy of the oxide is approximated with its total energy per formula unit.
It is convenient to introduce the quantities ∆µi that represent the difference between the
chemical potentials of the three atomic species inside CFO and those in their respective
bulk metal, or gaseous phase for the oxygen:
µCu = E
GGA
Cu + ∆µCu µFe = E
GGA
Fe + ∆µFe µO =
1
2
EfitO2 + ∆µO . (6.13)
We evaluate the formation energy of the compounds in the Cu-Fe-O system as a func-
tion of ∆µi, in the range of the allowed values of ∆µO. However, the variation of the
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three chemical potentials is not arbitrary, since their sum is constrained by Eq.(6.12)
and only two of them are independent. Equilibrium lines between two different com-
pounds represent a set of values of the chemical potentials for which they have the same
formation energy. Beyond the equilibrium line, CFO has the thermodynamic tendency
to decompose to the phase that has a lower formation energy.
In Figure 6.5 we report the stability region of CFO that is obtained connecting
the equilibrium lines between CFO and other compounds; in Figure 6.5(a) the stability
region is reported as a function of ∆µO and ∆µCu, whereas in Figure 6.5(a) as a function
of ∆µO and ∆µFe. The range of allowed values for ∆µCu goes from −0.13 to 0 eV, while
∆µFe spans a range from −1.58 to −1.21 eV, depending on the values of ∆µO and ∆µCu.
We notice that the range of allowed values of ∆µO is slightly reduced ( −1.70 to −1.95
eV) compared to the one determined in Figure 6.3, because of the additional constraint
imposed by Eq.(6.12). An accurate estimate of the chemical potentials of the constituent
elements within CFO is important in the study of the formation energy of native defects,
in which atoms of different species are added or removed to CFO. Moreover, we will
employ the same formalism in the study of the formation energy of CFO surfaces.
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Bulk stability of CuFeO2 and equilibrium lines with other Cu-Fe-O compounds a function of
the chemical potential of Cu and O (a) and Fe and O (b). The red cross indicates the point at
which the chemical potentials have been chosen to compute the formation energy of the defects.
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6.3 Native point defects in bulk CuFeO2
After establishing a range of allowed values of chemical potentials, we turn our atten-
tion to the formation of native point defects within the stability region of CFO. A
systematic investigation of the formation energy of defects in CFO has not yet been
reported. The role of the Cu vacancies and interstitial O in enhancing the PEC per-
formance have been investigated by a combination of spectroscopic measurements and
DFT calculations [175]. In particular, Cu vacancies have been shown to improve the
PEC efficiency, facilitating the ultrafast charge separation, while the introduction of an
interstitial O limits the overall performance. An accurate prediction of the formation
energy of a particular defect X is important to estimate the concentration of defects at
a certain temperature, which depends on the formation energy via a Boltzmann factor
exp [−Ef [X]/kBT ].
The formation energy of a neutral defect is computed as:





where Etot[X0] and Etot[pristine] represent the DFT total energy of the defective and
the pristine supercell, respectively [107] The chemical potentials, µi, of the ni added
atoms are taken in the center of the stability region shown in Figure 6.5. In this way
we want to determine which defects are more easily created when the material is grown
at the ideal temperature and pressure. If we look outside the stability region we would
find certain kinds of defects consistent with the most stable phase for those specific
conditions. For instance, if the chemical potentials are taken from a region in which a
binary Fe-oxide is stable, we would find a tendency to create Cu vacancies, with negative
formation energies. If the chemical potentials are taken from the center of the stability
region, we can estimate a variability of about 0.2 eV in the value of the formation
energies, considering the range of allowed chemical potentials of the three elements.
The presence of a charged defect with charge q leads to the introduction of additional
terms into Eq.(6.14):






corr + q(εF + εV BM + ∆v0/b) . (6.15)
The electrons are exchanged with a reservoir whose energy is equal to the Fermi energy
εF , measured from the valence band maximum (εV BM ) of the pristine system. The
value of εV BM is referred to the average electrostatic potential, which is commonly set
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to zero in periodic boundary conditions (PBC) codes. ∆v0/b is a potential alignment
term between the pristine and the neutral defective cell, needed to work with the same
reference potential [107]. We computed the average electrostatic potential in a small
cube centered around a specific oxygen far away from the defect and we compare it
with the corresponding value in the pristine cell.
When a defect is charged, a neutralizing background jellium is added to maintain the
compatibility with PBC. However, the PBC introduce spurious interactions between the
replicas of the defect, because of the slowly decaying Coulomb interaction, which scales
as q/εr, where ε is the dielectric constant of the material. Several correction schemes
have been proposed to remove the interaction and simulate an isolated defect [107].
In this work we employed the Makov-Payne approach which, in conjunction with the
potential alignment, has been shown to provide converged formation energies even for
small supercells of hematite [176]. In this scheme the charge is approximated with a






where L is the cubic root of the volume, α is the Madelung constant of the lattice,
and ε = 15.23 is the dielectric constant. The electrostatic energy of an array of point
charges is determined by the Madelung constant α, which depends on the geometry
of the lattice. In order to determine the Madelung constant α of the lattice employed
to study the defects in CFO (4 × 4 × 1 hexagonal supercell), we computed the Ewald






Inverting the previous formula we obtained a Madelung costant of 2.69 for this lattice.
We computed in the same way the Madelung constant of cubic lattices to validate this
model, reproducing the results reported in Ref[177].
The dielectric constant has been taken as 13 Tr[ε], where ε is the dielectric tensor,
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giving rise to an average dielectric constant of 15.23. Previous studies have reported a
dielectric constant of 20 [178].
We investigated different kinds of crystallographic point defect. We considered elec-
tron (ep) and hole (hp) polarons, by adding or removing an electron from the system
and letting the atomic positions relax. The corresponding configuration with the 0 state
of charge is represented by the pristine cell, whose formation energy is trivially 0.
We changed the number of atoms in the unit cell by adding interstitial oxygen (OI)
or creating a vacancy of copper (VCu), iron (VFe) and oxygen (VO). In a purely ionic
picture, the removal of a neutral Fe atom from a Fe3+ compound would leave the system












Among the defects that change the stoichiometry of the system we also investigated
the antisite CuFe and FeCu in which one Fe atom is replaced by a Cu atom and vice-
versa. In order to account for the exchange of formally +1 and +3 cations, we considered
different charged states, applying negative −1 and −2 charges in the CuFe system and
positive +1 and +2 to the FeCu case.
The formation energy of the defects is shown in Figure 6.6 as a function of the
position of the Fermi energy. For each kind of defect, only the most stable state of
charge is represented. We will focus mainly on values of the Fermi energy in proximity
of the VBM, since CFO is known to be a p-type semiconductor [7].
The defect with the lowest formation energy in this region is the copper antisite
CuFe, whose formation energy in the neutral state of charge is 0.28 eV. In this config-
uration, a Cu atom is placed on an octahedral site, originally occupied by a Fe. This
arrangement resembles the configuration of the inverse spinel CuFe2O4 in which for-
mal Cu2+ ions occupy octrahedral sites. Experimentally a competing Cu+/Cu2+ phase
has been reported [60]. The minority Cu2+ phase (< 10%) has been attributed first
to the formation of CuFe2O4, and then, when XANES measurements were performed
on a pure CFO sample, to the oxidation of surface Cu+ into Cu(OH)2 [60]. Here the
delafossite structure is preserved, thus we can not strictly speak about the formation of
CuFe2O4, but the relatively small formation energy indicates the ease of creating this
kind of defect.
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Formation energy of the defects as a function of the Fermi energy. For each defect, only the
most stable state of charge is represented and indicated with the corresponding number. The
defects are investigated within the CFO stability region.
The PDOS of the neutral CuFe defect is shown in Figure 6.7. Two empty defect states
with a strong Cu/O character appear within the energy gap, 0.2 eV above the VBM.
The origin of these states lies in the two extra holes left by the substitution of a Fe with
a Cu. The Cu contribution originates almost entirely from the defective copper, while
the oxygen contribution is spread over the six oxygen atoms surrounding the defective
Cu. The fact that the defect with lowest formation energy introduces holes in the system
is consistent with p-type character of this material.
The presence of this kind of defect, however, could be detrimental for the performance
of CFO as a photocathode, since these gap states, well separated from the top of the
valence band, could facilitate the recombination of photogenerated charge carriers. The
recombination of charge carriers mediated by states inside the gap has been proven
to be a limiting factor in the PEC performances of α-Fe2O3 [179]. Recent experiments
suggested that in CFO the surface states represent the main channel of recombination of
charge carriers, which instead have a long lifetime (∼ 200 ns) within the bulk [11], while
earlier measurements indicated inter bandgap states as the dominant recombination
path [7].
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Projected density of system of the cell with the Cu antisite defect. Defect states with a strong
Cu/O character appear above the Fermi energy.
We can estimate the concentration of CuFe defects using the formula: [180]
D[Xq] ' NX
V
exp (−Ef [Xq]/kBT ) , (6.20)
where NX and V represent the number of possible defects sites and the cell volume,
respectively. If we consider an average growth temperature of 900 K, and we assume that
the concentration of defects is kept constant when the sample is quenched to ambient
conditions, we obtain a high concentration of CuFe defects of the order of 1020 cm−3,
corresponding to a fraction of about 2% of antisite defects. However, the ratio between
different charged states of the defect could change during the quenching [176]. The high
concentration of defects suggests that the bulk recombination could play a role in the
low PEC performance, as it has been reported for TiO2 [181] and α-Fe2O3 [179].
However, there are cases in which the presence of defects improves the PEC per-
formance, since the defect states could lower the band gap to the visible region and
enhance the charge carrier separation. In particular, oxygen vacancies have been shown
to improve the PEC efficiency in NiO [182], In2O3 [183] and NiCo2O4 [184].
In CFO the charge separation occurs via a fast delocalization of photogenerated
holes to Cu d and O p states [138]. The separation is facilitated by the presence of Cu
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vacancies, while it is limited by the introduction of interstitial O [175]. Further studies
are required to investigate the role of the Cu antisite defect in enhancing the PEC
efficiency.
The opposite antisite defect FeCu, with overall charge +1, has the lowest formation
energy of any n-type defect close to the VBM. In this configuration one excess electron
is left in the system, in contrast with the former case. The defective Fe is placed in
a unusual dumbbell arrangement with two oxygen atoms and is reduced by the extra
electron into an Fe2+ cation.
Among the vacancies, the Cu vacancy is the defect with the lowest formation energy,
1.0 eV, while the cost of creating a O or Fe vacancy is around 2.2 eV. When a neutral
copper atom is removed from the bulk, an excess hole is left in the system. The hole
does not localize on a specific site, but it delocalizes on the two oxygen atoms in the
dumbbell structure with the missing Cu. Two states with 0.5 occupancy appear at the
Fermi level, giving the system a metallic character.
On the other hand, the system keeps a semiconducting character when a Fe vacancy
is formed, despite the fact that there are three extra holes. We find three defect states,
two of which are found 13 meV above the Fermi energy, and a third that is 94 meV
above. The analysis of the spin density reveals an excess of positive charge on the six
oxygen surrounding the missing Fe. We observed the delocalization effect also in the
hole polaron, in which the extra hole is spread throughout the unit cell. The localization
of the holes could be induced by adding a suitable Hubbard U also to the oxygen atoms.
A systematic investigation of the localization of charge carriers as a function of the U
has been reported for Fe2O3 [185].
Conversely, when the defect leaves the system with excess electrons they are well
localized on Fe atoms, reducing one or more Fe3+ into Fe2+ and forming small polarons
around them. This effect is observed both in the V−O and in electron polaron defect.
The electron polaron is the most energetically favored defect when the position of the
Fermi energy is close to the CBM, while the formation energy of the hole polaron in
the considered range of Fermi energies is always higher than those of the pristine cell
and of the electron polaron.
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6.4 Thermodynamic stability in an electrochemical environment
To simulate the operating conditions of CFO as photocathode it is useful to investigate
not only its stability in air, but also the stability in an aqueous environment. Pourbaix
diagrams [186] identify the range of pH and applied potential for which a material is
stable in a solution and the conditions at which it corrodes.
The applied potential is measured with respect to a reference electrode. From a
computational point of view, a convenient choice is to refer the applied potential to




H2 ⇀↽ H+ + e− . (6.21)
At the equilibrium, the sum of the chemical potentials of H+ and e−, which would be
difficult to compute separately, is therefore equal to the chemical potential of gas phase
H2, which is easily accessible in calculations.
Pourbaix diagrams are composed of equilibrium lines that separate two different
phases. Each equilibrium line corresponds to the ∆G = 0 condition for a chemical
reaction that involves the two different phases. We consider here, for instance, the
oxidation of iron into hematite:
2Fe + 3H2O⇀↽ Fe2O3 + 6H+ + 6 e− . (6.22)
The ∆G of this reaction is computed as:
∆G = µ(Fe2O3) + 6µ(H+) + 6µ(e−)− 2µ(Fe)− 3µ(H2O) . (6.23)
Eq.(6.23) simplifies into an expression containing the standard free energy of formation:
∆G = ∆Gf (Fe2O3)− 6RT ln (10)pH + 6 eVSHE − 3∆Gf (H2O) , (6.24)
where R is the gas constant and e the electron charge. −RT ln (10)pH and eVSHE
represent the change in chemical potential of protons and electrons for pH and poten-
tial different from zero, respectively. The equilibrium line between iron and hematite
corresponds to the values of pH and ESHE that give ∆G = 0 in Eq.(6.23).
Following Ref.[187] we wrote a series of chemical reactions involving this species in
an aqueous environment and the most stable phases are identified according to the ∆G
of the reactions.
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In the chemical reactions involving Cu species the Cu2+ ion has been taken as refer-
ence, in such a way that all the reactions are referred to a common reference.
Cu2+ → Cu2+ , (6.25)
Cu2+ + e− → Cu+ , (6.26)
Cu2+ + 2e− → Cus , (6.27)




H2O + e− →
1
2
Cu2O + H+ . (6.29)
Similarly, the Fe2+ ion has been taken as reference for the reactions involving Fe:
Fe2+ → Fe2+ , (6.30)
Fe2+ + 2e− → Fe , (6.31)
Fe2+ → Fe3+ + e− , (6.32)
Fe2+ + H2O → FeOH2+ + H+ + e− , (6.33)
Fe2+ + 2H2O → Fe(OH)2+ + 2H+ + e− , (6.34)
Fe2+ + 4H2O → FeO42− + 8H+ + 4e− , (6.35)
Fe2+ + H2O → FeOH+ + H+ , (6.36)
Fe2+ + 3H2O → Fe(OH)3 + 3H+ + e− , (6.37)





















We followed the procedure described in Ref.[188] to construct a two-metals diagram.
One metal, in this case Fe, has been taken as a primary component. Assuming constant
activity for each stable species of the secondary metal, in this case Cu, we write different
equations for the formation of CFO, one for each stable phase of Cu. Each equation is
valid only in the region in which the given species of Cu is stable.
Fe2+ + Cu2+ + 2H2O → CuFeO2 + 4H+ , (6.41)
Fe2+ + Cu+ + 2H2O → CuFeO2 + 4H+ + e− , (6.42)
Fe2+ + Cu + 2H2O → CuFeO2 + 4H+ + 2e− , (6.43)







H2O → CuFeO2 + 3H+ + e− . (6.45)
We calculated the Pourbaix diagram of CFO using both the experimental and the
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Experimental and computed formation free energies at ambient conditions for the solid com-
pounds considered in the Pourbaix diagram.
computed formation free energies, adopting the procedure illustrated in Ref.[188] to take
into account the presence of two different metallic species. The experimental formation
energies of solid and dissolved species at 298.15 K have been taken from the atlas
of Pourbaix [186], while the experimental formation energy of CFO has been extracted
from Ref.[188]. We assumed the concentration of dissolved ions to be 10−6 M, considered
as the limit of practical corrosion [186].
Several Pourbaix diagrams of bulk phases predicted with ab-initio techniques have
been reported [113, 187, 189, 190]. We followed the approach outlined in Ref.[189] to
combine DFT energies with experimental free energies of aqueous ions. The formation
free energies of Cu-Fe-O compounds have been computed from the elementary con-
stituents using the mixed GGA/GGA+U scheme, as it was previously described. We
account explicitly for thermal effects only in the O2 molecule, while the free energies of
solids are approximated with their DFT total energies. The formation energy of liquid
water has been kept fixed to its experimental value, −2.458 eV [104]. A comparison
between the experimental and the computed formation free energies of the compounds
considered in our analysis is reported in Table 6.2. The formation energy is underes-
timated in Fe-oxides and CFO, while Cu-oxides are predicted to be more stable, with
errors in all cases within 0.2 eV.
The value of the chemical potential of aqueous ions has been taken from the Atlas
of Pourbaix [186] and corrected to reproduce the experimental dissolution energy of
representative solids. The tabulated chemical potentials of the dissolved ion have been
shifted by the difference between the computed and the experimental formation free
energy of the reference solid, divided by the number of metal atoms in the compound,
as proposed in Ref.[189]. A complete list of the reference solids and the corresponding
corrections is shown in Table 6.3.
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Experimental Computed Correction
Ions Ref. solid ∆Gfexp (eV) ∆GfDFT (eV) ∆µ
0,DFT−exp
s ( eVmetal ion)
Fe3+, Fe(OH)+2 , Fe2O3 -7.68 -7.51 +0.085
FeOH2+
Fe2+, FeOH+, FeO -2.60 -2.70 -0.10
HFeO−2
Cu+ Cu2O -1.52 -1.61 -0.045
Cu2+ CuO -1.32 -1.47 -0.15
Table 6.3
Experimental and computed formation free energy of the reference solids used to correct the
chemical potential of dissolved ions.
The Pourbaix diagrams obtained with the experimental and the computed formation
free energies are shown in Figure 6.8(a) and 6.8(b), respectively. The boundaries between
different phases in the two diagrams are in excellent agreement. In alkaline solutions,
CFO is stable in a 0.5 V window, and a small region of stability in acidic conditions, pH'
4−6, is also observed when the experimental free energies are used. The stability region
is reduced when the diagram is constructed from the DFT formation energies, as shown
in Figure 6.8(b). The smaller range of stability can be ascribed to the underestimation
of the formation free energy of CFO and the simultaneous overestimation of the stability
of CuO, see Table 6.2.
The conditions at which the PEC measurements of Read et al. [6] and Prévot et al. [7]
were performed are indicated in Figure 6.8 with a cross and a filled circle, respectively.
The points are compatible with the Pourbaix diagrams, falling inside the stability region
in Figure 6.8(a) and at the boundaries in Figure 6.8(b). In particular, the CFO electrode
of Prévot et al. was subjected to a chronoamperometric scan for 40 hours at the potential
indicated with the filled circle, without showing signs of degradation [7]. The stability
region of the electrode reported by Prévot et al. at pH= 13.6 ranges from +0.3 V to
+0.9 V versus RHE, corresponding to a range from −0.5 V to +0.1 V versus SHE, in
perfect agreement with our Pourbaix diagram computed with the experimental values.
The diagram constructed with the DFT formation energies predicts a smaller stability
region, between −0.15 V to −0.4 V versus SHE. A cyclic voltammogram performed for a
CFO electrode [7] displays decomposition signs consistent with Cu and Fe reduction for
potentials more negative than −0.7 V versus SHE, in a region of the Pourbaix diagram
where metallic Cu and Fe are the stable phases.






























































Pourbaix diagrams computed using the experimental (a) and the computed (b) formation free
energies of solids phases and dissolved ions. The white dashed lines represent the redox potential
of water, while the red cross and circle represent the conditions at which the PEC measurements
[6, 7] were performed. The yellow triangle represents the electrochemical conditions employed
in Ref. [191], in which the electrode was shown to be unstable .
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Our Pourbaix diagrams are further validated by the fact that a mixed Fe-Cu oxide
electrode is not stable under conditions of pH 7 and bias −0.2 V against SHE [191],
showing a reductive dissolution of Fe3+ ions that makes the surface Fe-deficient. These
electrochemical conditions, indicated with a yellow triangle in Figure 6.8, fall outside the
stability region of CFO, lying where the most stable phase is represented by dissolved
Fe2+ ions and bulk Cu, in agreement with the experimental evidence.
The stability of CFO in the electrochemical environment used in experiments is in
contrast with its meta-stability in the air at the same temperature and pressure con-
ditions. Therefore we can conclude that the aqueous environment acts to stabilize the
CFO. This finding explains the origin of the remarkable stability of CFO against cor-
rosion [7]. However, these thermodynamic considerations are not enough to explain the
resistance of CFO against the photocorrosion. Indeed, when the electron is photoexcited
into the conduction band, its potential is about −0.75 V versus SHE, negative enough
to drive at least the reduction of Cu2+ into metallic Cu; one would therefore expect to
observe the same photodegradation observed in Cu2O. The enhanced stability may be
due to kinetic effects that inhibit the reduction reaction.
6.5 Summary
In summary, we characterized the thermodynamic stability of bulk CFO in air and
in presence of an electrolyte. According to our analysis, CFO is stable in air for high
temperature and low pressure conditions, in agreement with the experimental growth
conditions. However, within the range of allowed chemical potentials we found a low
formation energy for a Cu antisite defect that introduces states within the energy gap.
We also evaluated the stability of CFO in an aqueous environment as a function of
pH and applied potential. The Pourbaix diagram constructed using the DFT formation
energies reproduces the one constructed with the experimental formation energies with a
small margin of error. We found that the liquid environment strongly stabilizes the CFO
compound compared to air, so that the experimental conditions of applied potential and
pH fall in the region of thermodynamic stability of CFO, thus explaining the origin of
the remarkable stability of this photocathode material.
This analysis also allows us to benchmark our theoretical predictions against ex-
perimentally known quantities. Using state-of-the-art theoretical tools we are able to
reproduce the Pourbaix diagram with a small margin of error. Moving away from what
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has been already determined, we can use the same tools to predict with a good level of
confidence quantities that are difficult to determine experimentally, such as the relative
stability of different facets and surface terminations in contact with the electrolyte as
a function of bias and pH, the electrostatic potential alignment or the structure of the
double layer formed at the interface. This will be the topic of the next Chapter.
7
Characterization of CuFeO2 surfaces in vacuum and in an
electrochemical environment
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To date, comparatively little attention has been given to the investigation of the surfaces
of the CFO photocathodes, either in vacuum or aqueous conditions. In particular, recent
theoretical works focused very specifically on bulk properties of CFO [10, 138, 175].
However, the role of the CFO surfaces in the band edge alignment and on the availability
of charge carriers for the HER cannot be overlooked.
A theoretical approach for predicting structural and electronic properties of PEC
interfaces requires the generation and validation of realistic and complex structural
models and an accurate description of the electronic properties of interfacial systems
[120].
In this chapter we present the first steps along these lines by computing phase di-
agrams for the CFO surfaces in vacuum and in presence of an electrolyte, and in-
vestigating the complex dynamics of the CFO/water interface in the dark and under
illumination.
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7.1 Computational setup
The DFT calculations have been carried out using the Quantum ESPRESSO code
[139, 140], with Optimized Norm-Conserving Vanderbilt pseudopotentials [76, 77] as
in the previous chapters. The kinetic energy cutoff was set to 80 Ry, while due to the
different sizes of the supercell for slab calculations the first Brillouin zone was sampled
with different k-point meshes. For slabs terminated with (0001) surfaces we adopted a
4×2×1 mesh and for (112̄0) surfaces a 3×1×1 k-points sampling. For the treatment of
electron exchange and correlation we apply the PBE+U , using the self-consistent value
of Uscf = 4.1 eV for the Fe ions.
The surfaces have been modelled using symmetric slabs with two identical termina-
tions in order to avoid the formation of a net dipole moment within the unit cell. The
slab is periodically replicated, with 12 Å of vacuum in the direction perpendicular to the
surface to avoid spurious interactions between periodic replicas. For the (0001) surface
we found that a thickness of ∼ 15 Å, corresponding to three FeO6 layers, yields surface
energies converged within 3 meV/Å̃2, while for the (112̄0) surface a 6 Å thick slab com-
posed of 5 layers is sufficient to converge the surface energy to within 1 meV/ Å2. In the
construction of the Pourbaix diagram we replicated the slabs in the xy plane to form
supercells. In particular, we adopted a 4× 2× 1 supercell, with area ∼ 12.4× 10.7 Å2,
for the (0001) surface and a 2× 2× 1 for the (112̄0), with area ∼ 10.7× 17.4 Å2.
To study the band edge alignment, the supercells were surmounted by 15 Å of ex-
plicit water molecules, corresponding to 77 and 59 water molecules for the (112̄0) and the
(0001) surface, respectively. A vacuum region of ∼ 10 Å divides the explicit water and
the replica of the bottom surface. We performed ab-initio molecular dynamics (AIMD)
simulations with the Quickstep code [192] of the CP2K software package, which adopts
a mixed Gaussian and plane-waves basis set. We employed the molecularly optimized
(MOLOPT) DZVP-SR Gaussian basis set for the wavefunctions, and a plane-wave cutoff
of 500 Ry for the charge density, while the Goedecker-Teter-Hutter (GTH) pseudopo-
tentials [193] were used to model the electron-ion interactions. We adopted the rVV10
functional, setting the value of the parameter b to 9.3 to get a correct description of
the structural properties of the explicit water. [194–196] The Hubbard U correction on
the d states of Fe was set equal to 3.3 eV, in analogy with what has been reported for
Fe2O3. [197]
We run the AIMD simulations in the NVT ensemble for a total simulation time
between 12 and 15 ps, setting the temperature to 360 K through a velocity rescaling
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(CSVR) thermostat. [198] The mass of the hydrogen atoms was set equal to the mass of
deuterium, 2 amu, and the time step adopted was 1 fs. The profile of the electrostatic
potential across the CFO-water interface has been determined by planar averages on
planes parallel to the surface and by averaging the potential over snapshots extracted
every 50 fs along the AIMD simulation, discarding the first 2 − 3 ps of the simulation
for equilibration.
7.2 Model photocathode surfaces
We considered two different cuts along orthogonal crystal planes in the CFO delafossite
structure. For the construction of the surfaces and their different terminations, it is
convenient to adopt a hexagonal representation of the CuFeO2 as opposed to the prim-
itive rhombohedral one. First, we investigated the basal (0001) plane, whose top view




Lattice planes that we used to cut the delafossite structure of CFO along the (0001) (a) and
(112̄0) (b) direction. Orange, blu and red spheres represent Cu, Fe and O atoms, respectively.
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The basal plane emerges as a natural starting point for the investigation of CFO
surfaces for several reasons. First of all, from an experimental point of view, (0001)
terminations are reportedly accessible via templated epitaxial growth. [60, 199, 200]. In
other delafossite materials, [201–203] the (0001) surfaces have given rise to technolog-
ically relevant electronic features such as localized surface states and in-plane conduc-
tivities. [201] Finally, archetypal surfaces of the delafossite crystal can be derived from
the (0001) plane since chemically-distinguishable terminations arise very naturally from
the stacking of Ax and BxO2x layers.
The second cut we considered is in the (112̄0) direction, shown in Figure 7.1(b),
which is perpendicular to the basal (0001) plane. This facet has been investigated to
study nanocubes and nanoplates of CFO as Fenton catalysts for the H2O2 activation
[204]. This simple configuration presents a linear stacking of CuFeO2 units containing
Cu, Fe and O atoms in a stoichiometric ratio. In addition, termination models based on
the (112̄0) plane belong to the Tasker(I) group [205] and are overall dipole free, as it has
been reported for LiCoO2 [166] and CuAlO2 [206], making them ideal for consideration
in this work.
The Figures 7.2(f-h) depict three possible terminations that arise from (0001) planes.
It’s worth noticing that the (0001) is a polar Tasker (III) surface and the consequence
of adopting a symmetric slab with two identical terminations is the loss of the Cu/Fe/O
stoichiometric ratio within the unit cell. Among these three systems, two have non-
stoichiometric cells and are referred to as (0001) Fe/O (Figure 7.2h) and (0001) Cu
(Figure 7.2f). The two non-stoichiometric surfaces can be considered as the FexO2x
layer at zero and full Cu+ coverage. The (0001) Fe/O surface is O rich, with no under-
coordinated transition metal ions present. We considered also a termination with half
Cu coverage, which has an overall stoichiometric supercell, denoted as (0001) Cus (Fig
7.2g).
Specifically, here we investigate three different termination models based on the
(112̄0) crystal plane. Each of the considered systems are presented in Figure 7.2(c-
e). In general, the termination of the (112̄0) surfaces is unambiguously defined, given
the equivalence of the layers. However, we considered also two defective surface models,
which have overall non-stoichiometric supercells. We denote as (112̄0) Cu/O surface,
Figure 7.2(c), the system in which the outermost layers are completely Fe-depleted. In
this case all the cations are coordinated as in the bulk structure, while the oxygen ions
in the two outermost layers are undercoordinated. In contrast, the surface Cu-depleted
in the uppermost layer, the (112̄0) Fe/O system presented in Figure 7.2(d), has dan-
gling O-bonds exposed to the vacuum. In the pristine stoichiometric (112̄0), which has






(a) (0001) Fe/O top






Top and side view of the various terminations which are screened in our simulations. (a-b) Top
views of the two different orientations, (c-h) side views detailing the optimized geometries of
the (112̄0) (c-e) and (0001) surfaces (f-h). Orange, blu and red spheres represent Cu, Fe and O
atoms, respectively.
no intrinsic vacancies, the O and the Fe ions in the outermost layers have one and two
dangling bonds, respectively.
We have considered an antiferromagnetic arrangement of the Fe ions in the bulk
crystal that we cut to construct the slabs to account for the paramagnetic behaviour of
CFO at room temperature [10]. Among the different antiferromagnetic structures, we
considered the AFMI configuration, reported in Figure 5.2(c). This antiferromagnetic
structure consists in layers of Fe atoms with a zero net magnetization, in which each layer
is formed by rows of atoms with opposite magnetization. In the resulting (112̄0) slabs,
each layer is uniformly magnetized but consecutive layers have opposite magnetization,
while in the (0001) slabs the overall magnetization is zero, since each layer contains an
equal number of oppositely spin-polarized Fe ions, resembling the bulk structure.
On top of the described surfaces, we also considered the thermodynamic drive for the
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formation of surface point defects in the form of Fe, Cu and O vacancies. As it has been
reported for LiCoO2 [166], which has the same R3̄m symmetry as CFO, O vacancies
on top of the (0001) termination could help stabilizing the surface in terms of charge
redistribution.
7.3 Structural and electronic properties of the surfaces
The (0001) Fe/O slab is composed of alternating Cu and ochtahedral FeO6 layers, as
shown in Figure 7.2(h). The slab is constructed with two identical Fe/O terminations to
avoid the formation of a dipole moment in the unit cell, due to the polarity of the (0001)
surface. The average thickness of the FeO6 layers in the center of the slab is 2.09 Å,
while at the surface the oxygen atoms get closer to the central Fe ion and the thickness
is 1.97 Å. Moreover, the dumbbell O-Cu-O structure becomes asymmetric when one of
the two oxygen atoms belongs to the external O-Fe-O layers. In this case, the half side
pointing towards the external layer is slightly shorter, 1.80 Å, than the half pointing
towards the center, which keeps the bulk-like bond length, 1.84 Å.
The (0001) Cu termination, having one undercoordinated Cu ion per surface oxy-
gen, reconstructs to form dimers, while the stoichiometric (0001) Cus termination has
undercoordinated Cu ions exposed to the vacuum resulting in strong perturbations to
the geometry of the surface layers during the optimization process. The external Cu
ions deviate from their bulk positions in order to occupy 3-fold hollow sites created by
the hexagonal arrangement of O atoms below. This kind of reconstruction has been
reported theoretically for other cuprous delafossite materials [202].
The PDOS of a 13 Å thick (0001) Fe/O slab is reported in the top panel of Figure 7.3.
We report the PDOS for a single spin polarization, since each layer is composed of
an equal number of Fe ions with opposite magnetization and the density of states is
symmetric in the two spin channels. The (0001) Fe/O slab has a metallic behaviour,
showing a peak at the Fermi level with a prevalent O character. In particular, the brown
dashed line in Figure 7.3(a) indicates that this peak is delocalized among the oxygen
atoms in the outermost O-Fe-O layers. The Fe ions in the surface layer are still in their
Fe3+ oxidation state, but the repulsion of the delocalized charge on the surrounding
oxygen atoms pushes the energy of the states with Fe d character ∼ 1 eV higher than
the bulk-like counterpart, as shown by the light-blue dashed line in Figure 7.3.
The origin of the metallic character resides in the loss of the Cu/Fe/O stoichiometric
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Figure 7.3
Projected density of states of a (0001) slab with the different terminations. Pristine Fe/O
termination (a), and Fe/O termination with one 1/4 oxygen vacancies in the outermost layer
(b). Stoichiometric Cu termination with 1/2 ML of Cu (c), non-stoichiometric termination with
1 ML Cu (d). The grey areas represent the total density of states.
ratio due to the symmetric construction of the slab. Two identical Fe/O cleavage planes
lead to a globally Cu-deficient unit cell and, in a pure ionic picture, each missing Cu
leaves the system with an excess hole. The redistribution of charge forming a metallic
surface layer is a possible mechanism for stabilizing polar surfaces [207] and it has
been reported also for LiCoO2 [166], which has the same R3̄m symmetry of CFO.
Alternative ways that involve modifications in the electronic structure of the surface
layer for stabilizing polar surfaces have been reported [207]. Among them, a mixed
valence of the cations at the surface, half of which are in the M3+ oxidation state and
the other half in theM4+, guarantees the redistribution of the charge, ensuring a global
charge balance [166]. However, the occupied states with Fe character lie 8 eV below
the Fermi, thus it is highly unlikely that a hole localizes on a Fe atom, even setting an
ad-hoc large value of the Hubbard U parameter.
Conversely, an oxygen vacancy in the outermost layer could provide the charge that
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stabilizes the surface [166], in particular when the excess charge due to the vacancy,
formally 2 electrons per missing oxygen, compensates for the excess holes, provided
that the Fe cations keep the Fe3+ oxidation state. This condition is achieved when 1/4
of the exposed oxygen atoms are removed. The corresponding slab loses the metallic
character, restoring the semiconducting behaviour as reported in the Figure 7.3(b).
The compensation of the excess charges makes the electronic structure of the surface
compatible with the bulk-like behaviour. The peak at the Fermi level disappears and
the manifold of surface states with Fe character overlaps with that of the bulk-like
states. According to the phase diagram, this termination is energetically favored over
the pristine metallic (0001) Fe/O termination.
Alternatively, the surface can be terminated with half a monolayer (ML) of Cu on
both sides [166], as in the Cus termination, to ensure a global neutrality of the slab
and an equal charge distribution on the two facets. The PDOS of this configuration is
reported in Figure 7.3(c). Polar surfaces could also be stabilized by the adsorption of
stabilizing species [207]. The charge that compensates for the holes left by the lack of
copper in the (0001) Fe/O surface can be provided not only by an oxygen vacancy but
also by the addition of as many hydrogen atoms on the surface as the number of holes.
Specifically, the undercoordinated oxygen atoms at the surface act as active sites for
the adsorption of hydrogen atoms and the charge compensation is achieved when half of
them are passivated. Finally, the PDOS of the non-stoichiometric Cu-terminated (0001)
surface is reported in Figure 7.3, showing small peaks at the Fermi level.
The pristine slab with the (112̄0) termination consists in equal stoichiometric layers,
as shown in Figure 7.2(e). The inter-layer distance in the bulk-like region is 1.55 Å,
while the two outermost layers of each side get closer to each other, 1.46 Å, during
the relaxation process. Each Fe atom is coordinated with six oxygen atoms, two of
them lying in the same layer and four in the two adjacent layers, with a bond length
of 2.08 Å in the unrelaxed structure. The Fe at the external layers have therefore two
dangling bonds and the bond length with the oxygen lying in the same layer is reduced to
1.90 Å. The consequence of this rearrangement is a slightly distorted O-Cu-O dumbbell
at the surface, in which the O-Cu-O angle is 174◦ instead of 180◦.
The projected density of states (PDOS) of a relaxed 12 Å thick slab (9 layers) with
the (112̄0) termination is reported in Figure 7.4. The projection onto the atoms in the
outermost layers, in which the Fe atoms have the majority-spin magnetization, is indi-
cated with dashed lines. The surface states differ from the bulk-like behaviour especially
in the lowest conduction states, which have Fe d character. The surface states associated
with the exposed Fe atoms form a peak which lies ∼ 0.4 lower in energy than the peak
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Projected density of states of a 12 Å thick slab (9 layers) with the pristine (112̄0) termination.
The dashed lines indicate the projections onto the atoms in the outermost layers.
corresponding to the Fe in the central bulk-like layers, due to the different coordination
number of the external Fe. Conversely, the projection onto the wavefunctions of the
exposed Cu and O atomic gives results that resemble the bulk-like behaviour.
The PDOS of the (112̄0) surfaces Fe-depleted (Cu/O termination) and Cu-depleted
(Fe/O termination) are reported in Figure 7.5. In both cases, the missing cations leave
extra holes in the system which are delocalized among different surface atoms, with the
appearance of states at the Fermi level and just above.
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Projected density of states of 12 Å thick slabs (9 layers) with the (112̄0) Cu/O termination
(top panel) and (112̄0) Fe/O termination (bottom panel).
7.4 Thermodynamic stability in air
In order to evaluate the thermodynamic stability of each surface, we have applied the
ab initio thermodynamics formalism [101, 102]. In this approach, the surface is in equi-
librium with an oxygen atmosphere at a certain temperature and pressure and the un-
derlying bulk material acts as a thermodynamic reservoir. The relative thermodynamic
stability of the different surfaces is assessed by comparing their surface free energies,
which represent the work required to create each surface. If the surface is modelled












where G is the Gibbs free energy of the slab while µi and Ni represent the chemical
potential and the number of atoms of the ith species and the factor 2 takes into ac-
count that the surface has two identical terminations. In the following, volumetric and
entropic contributions to the Gibbs free energy of solids will be neglected and Gslab is
approximated with the total energy Eslab of the DFT calculation.
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The assumption of thermodynamic equilibrium in the bulk material introduces a
constraint on the chemical potentials of the constituent species:
µCu + µFe + 2µO = E
bulk
CuFeO2 , (7.2)
As we have done in the construction of the bulk phase diagram, it is convenient to intro-
duce the quantities ∆µi that represent the difference between the chemical potentials of
the three atomic species inside CFO and those in their respective bulk metal, or gaseous
phase for the oxygen:




The total energy per atom of fcc-Cu and bcc-Fe are taken as reference values for the
chemical potentials of Cu and Fe in their metallic phase, while we considered as the
chemical potential of gaseous oxygen the total energy of an isolated O2 molecule, cor-
rected in order to reproduce the total energy of non-transition metal oxides, following
the method of Wang et al. [152] The constraint in Eq.(7.2) can be rewritten in an
expression that involves only the deviations ∆µi:




where ∆GfCuFeO2 = E
bulk
CuFeO2





) is the formation free energy of
CFO from the elementary constituents at zero temperature and zero pressure (formation
enthalpy), whose computed value is−5.12 eV. The definitions of ∆µi as in Eq.(7.3) set an
upper bound for their values, which cannot exceed 0 in order to avoid the decomposition
into bulk Cu, bulk Fe and a condensed phase of gaseous oxygen. Moreover, since the
sum of the ∆µi is constrained to ∆G
f
CuFeO2
by Eq.(7.4), only two of them can be varied
independently and the lower bound for each ∆µi is determined by setting the other two




while it is ∆GfCuFeO2/2 for ∆µO:
− 5.12 eV ≤ ∆µCu ≤ 0 , −5.12 eV ≤ ∆µFe ≤ 0 , −2.56 eV ≤ ∆µO ≤ 0 .
(7.5)
In the original formulation of ab-initio thermodynamics, based on binary transition
metal oxides, the surface energies are commonly reported as a function of ∆µO, while the
chemical potential of the metal is implicitly determined via the total energy of the oxide
[101, 102]. Several calculations of the free energy of the surfaces of ternary oxides have
been reported. [166–168, 208–211] Since only two chemical potentials are independent,
the surface energies are usually reported either as a function of the chemical potential















Ternary plot representing the surface phase diagram. The surface with the lowest surface energy
is reported for each point within the ternary plot, which represent a triplet of chemical potentials
values.
of the oxygen, for selected values of the chemical potential of one metallic species, or in
a 2D plot, in which the most stable termination is plotted as a function of two chemical
potentials. Herein, we follow the approach of Jiang et al. [211], plotting the surface with
the lowest surface energy in a ternary plot to show explicitly the dependence on each
chemical potential.
The phase diagram of CFO surfaces is reported in Figure 7.6 as a function of ∆µi.
The three vertexes of the triangle in Figure 7.6 correspond to the conditions in which
two among the three ∆µi assume their highest allowed value. In particular, at the upper
vertex ∆µO = ∆µCu = 0 and ∆µFe = −5.12 eV. This limiting situation corresponds
to Cu- and O- rich conditions, while Fe is deficient since its chemical potential assumes
the lowest possible value. Analogously, the bottom-left and the bottom-right corners
correspond to O- and Cu-deficient conditions, respectively. The side of the triangle
opposite to the vertex in which a certain species is deficient identifies the richness
condition of the same species. The coordinates of each point within the triangle are
determined by drawing parallel lines to each side of the triangle passing through the
point and determining the distance from the parallel side. For each triplet of {∆µi} the
surface with the lowest surface energy is reported in the ternary plot.
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Three different terminations are favored in the three limiting cases. When ∆µFe and
∆µO are close to zero, the (0001) cut with the Fe/O termination represents the most
stable surface and the stoichiometry of the employed slab (Cu4Fe6O12) is consistent
with the Cu-deficient conditions. A large portion of the diagram is dominated by this
termination, which has a lower surface energy than the Cu-terminated (0001) surfaces,
regardless of the chemical potentials. This difference may be due to the fact that, despite
surface reconstructions, the (0001) Cu-terminated expose uncoordinated Cu atoms and
it has been shown that the presence of undercoordinated transition metal ions exposed to
the vacuum could lead to higher values of the surface energy. [212] In O-poor conditions,
the O vacancies on the (0001) surface are termodynamically stable and appear in the
phase diagram in Figure 7.6. The lower the chemical potential of the oxygen, the larger
is the number of O vacancies on the surface, whose density varies from 1/8 of the total
exposed oxygen atoms to 1/4. This last configuration is of particular interest, because
the excess charge given by the removal of one oxygen atom every 4 compensates exactly
for the holes due the Cu-deficiency in the stoichiometry, and all the ions in the crystal
are in their bulk oxidation state.
The (112̄0) surface is the most stable termination when ∆µCu is approaching zero. In
this Cu-rich conditions, the pristine (112̄0) surface is the most favorable one for values of
∆µFe ranging from 0 to −3 eV. When ∆µFe becomes lower than −3 eV, iron vacancies
on the surface begin to appear and the completely Fe-depleted (112̄0) termination is
the most stable one when ∆µFe is close to its lowest allowed value. In these Fe-deficient
(Cu-rich) conditions the Cu-based binary oxides are thermodynamically stable in the
bulk phase diagram,[1] and this is reflected in the Fe-depleted termination of the slab
(Cu21Fe15O42).
The triangle in Figure 7.6 identifies the most stable termination in the range of all
the allowed values for each ∆µi. A relevant subset of chemical potentials is the one
that guarantees the stability of the underlying bulk delafossite CFO phase. As shown
in the previous Chapter, the stability region of CFO is delimited by the intersection
of the equilibrium lines with Cu, Cu2O, CuO, Fe2O3 and Fe3O4, each one of them
corresponding to one of the following constraints:
∆µCu ≤ 0 , (7.6)
2∆µCu + ∆µO ≤ ∆GfCu2O , (7.7)
∆µCu + ∆µO ≤ ∆GfCuO , (7.8)
2∆µFe + 3∆µO ≤ ∆GfFe2O3 , (7.9)
3∆µFe + 4∆µO ≤ ∆GfFe3O4 , (7.10)
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where ∆Gf are the formation free energies of the binary Cu- or Fe-based compounds
from the elementary constituents at zero temperature and zero pressure. The projec-
tion of the computed stability region of CFO into the ternary plot introduces further
constraints, giving rise to the tiny region delimited by white lines in Figure 7.6.
We report in Table 7.1 the values of the surface energies of the considered termi-
nations, computed using Eq.(7.1) and taking the chemical potentials in the center of
the stability region (∆µCu = −0.05 eV, ∆µFe = −1.43 eV, ∆µO = −1.82 eV). Given
the narrowness of the stability region, the surface energies computed within are barely
dependent on ∆µi.
Surface Ref. γ (meV/Å2)
112̄0 - pristine Figure 7.2(e) 50.5
112̄0 - VO Figure 7.2(b) 56.5
112̄0 - VCu Figure 7.2(b) 53.9
112̄0 - VFe Figure 7.2(b) 55.8
112̄0 - Fe/O term. Figure 7.2(d) 89.2
112̄0 - Cu/O term. Figure 7.2(c) 101.4
0001 - Fe/O term. Figure 7.2(h) 89.0
0001 - Fe/O term. - 1/8 VO Figure 7.2(h) 76.7
0001 - Fe/O term. - 1/4 VO Figure 7.2(h) 77.1
0001 - Cus term. Figure 7.2(g) 103.2
0001 - Cu term. Figure 7.2(f) 345.5
Table 7.1
Surface energies of CFO surfaces with different termination. The chemical potentials are taken
within the the stability region of the bulk CFO phase.
As it is also clear from the ternary plot in Figure 7.6, the pristine (112̄0) surface has
the lowest surface energy when the chemical potentials satisfy the stability conditions
of the bulk delafossite phase of CFO. The cost of creating a (112̄0) surface with single
vacancies is only 4-6 meV/Å2 higher than the cost of the pristine termination.
Our calculations suggest that the (112̄0) surface is energetically favored over the
basal (0001). However, we are not aware of a direct experimental characterization of
this surface for PEC applications, possibly due to the incompatibility with the most
commonly used substrates.
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7.5 Thermodynamic stability in an electrochemical environment
The phase diagram in Figure 7.6 illustrates the thermodynamics of CFO surfaces ex-
posed to vacuum. When in contact with an aqueous electrolyte, the surfaces are modified
by the interaction with water molecules, which can adsorb molecularly or dissociatively,
by the interaction with dissolved charged species, which create the electric double layer,
and by the possibility of electrochemical reactions taking place at the surface and leading
to the formation of adsorbates or the desorption of atoms from the oxide. In particular,
we are interested in the discharge of a proton with a photo-generated electron, leading
the adsorption of an H atom, as an intermediate state in the HER.
Indeed, when the CBM edge is favorably aligned with respect to the redox potential
of HER, the light-driven hydrogen evolution reaction can proceed through two mech-
anisms, namely the Volmer-Tafel or the Volmer-Heyrovsky steps, cf. Eq.(2.13), (2.14)
and (2.16). Regardless of which mechanism is kinetically favored, the first step consists
in the discharge of a proton at the surface of the catalyst (Volmer step), leading to
the adsorption of a hydrogen atom on an active site. The adsorption of an hydrogen
atom is influenced by the interaction with the adsorbates already present on the surface,
giving rise to coverage-dependent adsorption free energies [213]. Therefore, the hydro-
gen coverage at specific electrochemical conditions depends on the thermodynamics of
the Volmer step, which we evaluate via the computational hydrogen electrode (CHE)
approach of Nørskov et al.[108]
We construct the surface Pourbaix diagram [111–116] of the CFO surfaces, showing
the stability of different hydrogen coverage conditions as a function of the potential
measured with respect to the reversible hydrogen electrode (RHE) potential VRHE. In
this way, we incorporate in a compact form the dependence on the chemical potential
of the protons in solution and electrons:
VRHE = VSHE −
RT ln 10
e
× pH = VSHE + (0.059 V) × pH . (7.11)
This term represents the electrochemical potential of an electron reservoir and it will
be initially treated as an independent variable, later we will consider how the band
structure of CFO constrains the electrochemical potential of photogenerated electrons.
We consider both the adsorption of H atoms and the formation of oxygen vacancies.
The latter are the result of two H atoms adsorbing at the same oxygen site, leading to the
desorption of a water molecule. We evaluate the formation energy of various structures
as a function of the number of adsorbed H atoms, NH∗ , the number of oxygen vacancies,
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Nv, and VRHE , according to:
∆G(NH∗ , Nv, VRHE) = Gslab,NH∗ ,Nv − [Gslab +NH∗(µe− + µH+)−Nv(µH2O − 2(µe− + µH+))]
= Gslab,NH∗ ,Nv −
[





− (NH∗ + 2Nv) eVRHE
= ∆GformNH∗ ,Nv − (NH∗ + 2Nv) eVRHE , (7.12)
where we used the fact that µe−+µH+ = 1/2µH2 +eVSHE−RT ln 10× pH, where the free
energy of the H2 molecule is evaluated at standard conditions, T = 298.15 K and p =
1 bar; moreover, VRHE = VSHE−RT ln 10/e×pH. The subscripts slab and slab,NH∗ , Nv
refer to the pristine slab and the slab with NH∗ adsorbed hydrogen atoms and Nv
oxygen vacancies, respectively. The free energy of formation ∆GformNH∗ ,Nv is computed as:
∆GformNH∗ ,Nv = ∆E
form
NH∗ ,Nv
+ ∆EZPE − T∆S , (7.13)
where T∆S and ∆EZPE are the energy changes due to entropic and zero-point effects
and ∆EformNH∗ ,Nv is the DFT formation energy.
In the construction of the diagram for the (0001) surface with the Fe/O termination
we employed the supercell whose top view is reported in Figure 7.7(a). The 16 outermost
oxygen atoms are the only active sites for hydrogen adsorption and we passivated both
the terminations of the slab with the same number of hydrogen atoms to avoid the
formation of dipoles within the cell. The list of the adsorption reactions considered in
the construction of the surface Pourbaix diagram and the corresponding free energies
are reported in Table 7.2.
The initial state corresponds to the pristine surface, indicated as ?, plus a certain
number of hydrogen atoms, taken from a gaseous reservoir of H2 molecules at 298.15 K
and 1 bar. The number of hydrogen atoms added on top of the surface is indicated in
Table 7.2 as a coverage related to the total number of surface oxygen sites of the pristine
surface. For instance, ?+0.5 ML H indicates that the number of hydrogen atoms added
on top of the pristine surface is half the number of oxygen sites.
The hydrogen atoms are then adsorbed on the surface giving rise to the final state.
The coverage values are also referred to the total number of oxygen sites on the pristine
surface and, wherever not explicitly indicated, H∗ refers to the absorption of a hydrogen
atom on an oxygen site. For instance, 0.5 ML of H∗ refers to the configuration in which
half of the active sites have one H adsorbed. We first considered the case of 0, 1/4, 1/2,
3/4 and 1 ML of H∗ coverage and then we employed the possibility of further adding
hydrogen atoms, creating oxygen vacancies on the surface and adsorption on the hollow
sites.
The free energy difference of each reaction is computed using Eq.(7.13), calculating
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separately the three contributions. ∆E represents the difference of the DFT total ener-
gies between the initial and the final state. The free energy of each hydrogen atom is half
the free energy of a H2 molecules at 298.15 K and 1 bar. The entropic and zero point
contributions of gaseous H2 and H2O were taken from the thermochemical tables [104],
assuming equilibrium between liquid water at 298.15 K and gaseous water at 0.035 bar
[108].
We calculated the zero-point energy of adsorbed species computing the vibrational
frequencies with the finite differences method. In particular, the zero-point energy as-
sociated with the H-O bond corresponds 0.30 eV, while it is 0.23 eV for the adsorption




Top view of four different adsorption states employed in the construction of the surface Pourbaix
diagram for the (0001) surface. Pristine surface (a), 1 ML H∗ (b), 0.5 ML H∗ + 0.5 ML VO (c),
0 ML H∗ + 1 ML VO + 1 ML H?hollow (d). Red, blue, orange and white represent oxygen, iron,
copper and hydrogen atoms, respectively.
.
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Initial state Final state ∆E(eV) ∆ZPE(eV) T∆S(eV) ∆GformNH∗ ,Nv(eV)
per cell per cell per cell per cell per H
r0 ? ? 0 0 0 0 0
r1 ? + 0.25 ML H 0.25 ML H∗ -15.96 1.32 -1.62 -13.02 -1.63
r2 ? + 0.50 ML H 0.50 ML H∗ -28.36 2.64 -3.23 -22.49 -1.41
r3 ? + 0.75 ML H 0.75 ML H∗ -35.61 3.96 -4.85 -26.80 -1.12
r4 ? + 1 ML H 1 ML H∗ -42.01 5.28 -6.46 -30.27 -0.95
15/16 ML H∗ +
r5 ? + 17/16 ML H 1/16 ML VO + -41.36 5.53 -5.52 -30.30 -0.89
1/16 ML H2O
0.5 ML H∗ +
r6 ? + 1.5 ML H 0.5 ML VO + -40.12 7.28 1.03 -33.88 -0.71
0.5 ML H2O
0 ML H∗ +
r7 ? + 2 ML H 1 ML VO + -19.23 9.28 8.53 -18.48 -0.29
1 ML H2O
0.5 ML H∗ +
r8 ? + 2 ML H 0.5 ML VO + -32.90 8.64 -2.20 -22.10 -0.35
0.5 ML H2O +
0.5 ML H?hollow
0 ML H∗ +
r9 ? + 2.5 ML H 1 ML VO + -28.26 10.64 5.30 -22.91 -0.29
1 ML H2O +
0.5 ML H?hollow
0 ML H∗ +
r10 ? + 3 ML H 1 ML VO + -17.43 12.00 2.06 -7.50 -0.08
1 ML H2O +
1 ML H?hollow
Table 7.2
List of adsorption reactions employed to construct the surface Pourbaix diagram of the
CFO(0001) surface. For each reaction, the ∆G is computed according to Eq.(7.13). Each cov-
erage value is related to the total number of active sites per surface.
We considered the following reactions:
• r0 represents the reference state, in which the pristine surface does not adsorb hy-
drogen atoms and the ∆G is obviously 0.
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• r1-r4 represent the adsorption of one hydrogen atom on O sites up to the full cover-
age, whose structure is reported in Figure 7.7(b).
• r5 represents the reaction in which an extra hydrogen atom is added on top of the
surface with full H∗ coverage, forming a water molecule with a surface hydroxyl. The
water molecule desorbs from the slab, forming an oxygen vacancy on the surface.
Whenever a molecule of water is desorbed, we assume that it migrates into a reservoir
of gaseous water at room temperature and pressure 0.035 bar.
• In r6 we extended the condition of r5 to half of the surface oxygen atoms, as shown
in Figure 7.7(c).
• r7 and r8 represent two different final states, starting from the same initial state, in
which the number of hydrogen atoms is twice the number of oxygen active sites. In r7
all the oxygen sites at the surface accommodate two hydrogen atoms, desorbing from
the slab as water molecules. In r8 half of the oxygen atoms at the surface desorbs
from the slab, but the remaining hydrogen atoms, instead of forming other water
molecules with the surface hydroxyls, occupy the hollow positions of the missing
oxygen atom, in the center of the triangle formed by the three undercoordinated
Fe ions, as shown in Figure 7.7(c). We found this configuration more stable than
the configuration with the extra hydrogen on top of one Fe atom or in a bridging
position between two atoms.
• r9 and r10 represent the limit situations in which, upon the adsorption of hydrogen
atoms, all the oxygen in the external layer are desorbed from the surface and further
H atoms occupy hollow sites, with a coverage of 0.5 ML Hhollow (r9) or 1 ML hollow
(r10), as shown in Figure 7.7(d).
The lateral interaction between the adsorbates is not negligible, since the free energy
per hydrogen atom goes from −1.63 eV at low-coverage conditions to −0.95 eV at full
coverage. When oxygen vacancies begin to form on the surface, the entropic contribution
of desorbed water molecules becomes significant. Nevertheless, the ∆E contribution
makes the free energy of r8 lower than r7 and thus the formation of hollow H∗ more
convenient than the formation of further water molecules.
However, the values of ∆G reported in Table 7.2 do not take into account the elec-
trochemical conditions, which are included into the VRHE term in Eq.(7.12). In order
to determine the most stable adsorption state, we plot in Figure 7.8 the ∆G of each
reaction as a function of the VRHE potential, according to Eq.(7.12). For each point,
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∆G of the reactions listed in Table 7.2 as a function of the RHE potential VRHE of the electrons.
The colored areas indicate the reaction with the lowest ∆G for each value of VRHE
.
the final state of the reaction with the lowest ∆G represents the most favorable adsorp-
tion state for that specific electrochemical conditions, generating the surface Pourbaix
diagram.
In a similar fashion, we constructed the surface Pourbaix diagram for the (112̄0)
surface, using the reaction written in Table 7.3. The pristine (112̄0) surface exposes
undercoordinated Fe and O atoms that may host the hydrogen adsorption. However,
the binding energy is extremely different in the two cases. While hydrogen atoms are
strongly bound when adsorbed to the oxygen sites, −1.25 eV, the adsorption on Fe sites
is highly unfavored, 0.78 eV. For this reason, we investigated the relative stability of
adsorption on oxygen atoms only, with coverage of 0 ML, 1/3 ML, 1/2 ML, 2/3 ML
and 1 ML H∗. In analogy with the (0001) termination, we investigated the formation of
oxygen vacancies at the surface after the complete hydrogenation of the oxygen sites.
• r0 represents the reference state, in which the pristine surface does not adsorb hy-
drogen atoms and the ∆G is obviously 0.
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• r1-r4 represent the adsorption of one hydrogen atom on O sites until the full coverage,
whose geometry is reported in Figure 7.9(a).
• r5 represents the reaction in which an extra hydrogen atom is added on top of the
surface, forming a water molecule with a surface hydroxyl. The water molecules
desorbs from the slab and leaves the system with an oxygen vacancy and with
undercoordinated Cu and Fe atoms on the surface. Moreover, during the geometry
relaxation an oxygen from the subsurface layer moves towards the surface, as shown
in Figure 7.9(b).
• In r6 an extra hydrogen atom is adsorbed in a bridging position between the under-
coordinated Cu and Fe. This configuration was the most stable among those in which
one hydrogen atom is adsorbed close to the oxygen vacancy. In particular, we inves-
tigated the adsorption on top of the undercoordinated cations and the subsurface
oxygen.
• r7 represents the configuration in which, starting from the structure determined in
r6, an hydrogen atom is adsorbed on the subsurface oxygen atom which migrated
towards the surface.
• In r8-r9 additional oxygen vacancies are created on the surface, with densities of 1/4
and 1/2 ML. This last geometry is shown in Figure 7.9(c).
• r10-r12 represent three different ways to add 0.5 ML of hydrogen atoms on top of
the surface with 1/2 ML of oxygen vacancies. In r10, they form water molecules with
the hydroxyl groups already present on the surface and desorb from the slab and
leaving the system with 1 ML of oxygen vacancies. In r11, they are adsorbed in the
bridging Cu-Fe positions, close to the oxygen vacancies, while in r12 the adsorption
sites are half the subsurface oxygen atoms which were pushed towards the surface.
• In r13 all the subsurface oxygen atoms of the surface with 0.5 ML of oxygen vacancies
are passivated with hydrogen atoms, as shown in Figure 7.9(d).
• Finally, in r14, we added 0.5 ML of H to the structure defined by r13, assuming
that they form water molecules with the hydroxyl groups initially belonging to the
surface layer, thus forming further oxygen vacancies.






Side view of four different adsorption states employed in the construction of the surface Pourbaix
diagram for the (112̄0) surface. 1 ML H∗ (a), 11/12 ML H∗ + 1/12 ML VO (b), 0.5 ML H∗ +
0.5 ML VO (c), 1.5 ML H∗ + 0.5 ML VO (d). Red, blue, orange and white spheres represent
oxygen, iron, copper and hydrogen atoms, respectively.
.
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Initial state Final state ∆E(eV) ∆ZPE(eV) T∆S(eV) ∆GformNH∗ ,Nv(eV)
per cell per cell per cell per cell per H
r0 ? ? 0 0 0 0 0
r1 ? + 1/3 ML H 1/3 ML H∗ -9.91 1.32 -1.62 -6.97 -0.87
r2 ? + 1/2 ML H 1/2 ML H∗ -14.83 1.98 -2.42 -10.43 -0.87
r3 ? + 2/3 ML H 2/3 ML H∗ -16.20 2.64 -3.23 -10.33 -0.65
r4 ? + 1 ML H 1 ML H∗ -20.22 3.96 -4.85 -11.41 -0.48
11/12 ML H∗ +
r5 ? + 13/12 ML H 1/12 ML VO + -18.67 4.21 -3.99 -10.46 -0.40
1/12 ML H2O
11/12 ML H∗ +
r6 ? + 14/12 ML H 1/12 ML VO + -19.77 4.38 -4.31 -11.08 -0.40
1/12 ML H2O
1/12 ML H?bridge
1 ML H∗ +
r7 ? + 15/12 ML H 1/12 ML VO + -20.32 4.71 -4.72 -10.89 -0.36
1/12 ML H2O
1/12 ML H?bridge
9/12 ML H∗ +
r8 ? + 15/12 ML H 3/12 ML VO + -16.22 4.71 -2.04 -9.48 -0.32
3/12 ML H2O
1/2 ML H∗ +
r9 ? + 1.5 ML H 1/2 ML VO + -12.66 5.46 0.77 -7.97 -0.22
1/2 ML H2O
0 ML H∗ +
r10 ? + 2 ML H 1 ML VO + -4.98 6.96 6.39 -4.41 -0.09
1 ML H2O
1/2 ML H∗ +
r11 ? + 2 ML H 1/2 ML VO + -13.95 6.48 -1.65 -5.82 -0.12
1/2 ML H2O
1/2 ML H?bridge
1 ML H∗ +
r12 ? + 2 ML H 1/2 ML VO + -19.10 7.44 -1.65 -10.02 -0.20
1/2 ML H2O
3/2 ML H∗ +
r13 ? + 2.5 ML H 1/2 ML VO + -24.97 9.42 -4.07 -11.48 -0.18
1/2 ML H2O
1 ML H∗ +
r14 ? + 3 ML H 1 ML VO + -11.62 10.92 -1.55 -2.25 -0.03
1 ML H2O
Table 7.3
List of adsorption reactions employed to construct the surface Pourbaix diagram of the
CFO(112̄0) surface. For each reaction, the ∆G is computed according to Eq.(7.13).
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∆G of the reactions listed in Table 7.3 as a function of the RHE potential VRHE of the electrons.
The colored areas indicate the reaction with the lowest ∆G for each value of VRHE
.
As it was previously done for the (0001) surface, we report in Figure 7.10 the ∆G of
the reactions listed in Table 7.3 as a function of VRHE .
The surface Pourbaix diagrams of the (0001) and the (112̄0) surfaces are shown in
Figure 7.11. When the coverage of the H∗ on the (0001) surface is less than 0.5 ML,
the hydrogen atoms supply the missing charge due to the Cu-deficiency of the slab,
saturating all the holes for θ = 0.5 ML. Further hydrogen atoms added on the surface
reduce Fe3+ ions on the outermost layer into Fe2+. The threshold at which the reduction
processes begin to take place is 0.54 V versus RHE, corresponding to the transition
between 0.5 ML H∗ and 0.75 ML H∗. This value compares favorably with a recent
measurement in which a polaronic Fe3+/Fe2+ charge transition level has been observed
at 0.7 V versus RHE, inducing Fermi level pinning and limiting the performance of
CFO as a photocathode [12]. The presence of a state inducing Fermi level pinning at
this potential was previously reported and attributed to the formation of a surface metal
hydroxide [11].
We then considered the possibility of further increasing the number of hydrogen
atoms added into the system, allowing the adsorption of two hydrogen atoms on the
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Figure 7.11
Surface Pourbaix diagram of the CFO(0001) (left) and CFO(112̄0) (right) surfaces, showing the
potential-dependent surface coverage.
same oxygen site. In this case, a water molecule forms at the active site and desorbs
from the surface leaving one oxygen vacancies on the slab. In principle, the creation of
oxygen vacancies could be possible also before the full H∗ coverage, since the interaction
between the OH groups could make the absorption of a second hydrogen more favorable
on the hydroxyl top site than on another oxygen on the surface. [214] However, in this
situation, the second hydrogen atom spontaneously moves towards an empty oxygen
site, rather than creating a water molecule and desorbing from the surface.
We investigated different coverages of oxygen vacancies, ranging from a single vacancy
in a large supercell to the full oxygen depletion in the outermost layer. Moreover, addi-
tional hydrogen atoms can be adsorbed on the hollow sites formed by oxygen vacancies,
with a bond length of ∼ 2 Åwith the three surrounding Fe ions. This configuration is
more favorable than the absorption on top of undercoordinated Fe sites or in a bridging
position between two sites.
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When a hydrogen atom is nearby a surface already containing oxygen vacancies, there
is a competition between the creation of a new vacancy or the adsorption on a hollow
site. In the former case, the entropic contribution of desorbed water molecule becomes
significant in the Gibbs free energy, while the latter entails a gain in the enthalpic
term. The upper part of the Pourbaix diagram reveals that a high density of oxygen
vacancies, from 0.5 to 1 ML, is expected on the surface for negative values of VRHE,
while the adsorption of hydrogen atoms on hollow sites is thermodynamically stable
for VRHE more negative than −0.34 V. In contrast with the adsorption of the H∗ on
the oxygen sites, in which the thermodynamically stable structures show an increasing
coverage, there is a net transition between the configuration with 0.5 ML H∗ + 0.5 ML
VO (dark green) and that with 1 ML VO + 0.5 ML H∗hollow (cyan).
Only four phases are thermodynamically stable in the surface Pourbaix diagram
of CFO(112̄0). First, the pristine surface is the most stable configuration for VRHE
more positive than 0.87 V. The surface with 0.5 ML H∗ occupies the portion between
0.87 V and 0 V. Among the different ways to adsorb on half of the oxygen sites, the
configuration with the lowest energy is the one with an alternate arrangement, in such
a way that the hydroxyls have the maximum possible distance among them, hence the
lowest repulsion. At half coverage conditions, the Fe ions in the outermost layer are
completely reduced to Fe2+.
For negative values of VRHE, the thermodynamically stable phases contain oxygen
vacancies. When a single oxygen vacancy is created, one subsurface oxygen atom breaks
a O-Fe bond and migrates towards the surface. A second hydrogen atom could now be
adsorbed either on this oxygen site or in a bridging position between the undercoor-
dinated cations. Alternatively, it can create a second oxygen vacancy, being adsorbed
on another hydroxyl group. According to the free energies reported in Table 7.3, the
adsorption in a bridging site between undercoordinated Cu and Fe ions is favored for a
low density of oxygen vacancies, in which there is a negligible interaction among them.
However, this configuration is not a thermodynamically stable phase in the Pourbaix
diagram.
Indeed, the most stable surface between 0 and −1 V, shown in Figure 7.9(d) and
corresponding to the turquoise area in Figure 7.11, has a higher density (0.5 ML) of
oxygen vacancies on the surface. In this configuration, the cations on the surface move
towards the second layer, forming a single, Cu- and Fe-rich layer, in which the subsurface
oxygen atoms are now exposed to the vacuum and host the hydrogen adsorption. For
such a significant density, the adsorption on bridging sites is no longer energetically
relevant. Above 1 V, an additional 0.5 ML of hydrogen atoms are adsorbed on the
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hydroxyl groups formed by the oxygen sites which were originally present on the surface,
forming water molecules which desorb from the surface.
The Pourbaix diagrams in Figure 7.11 describe the coverage of the adsorbates de-
pending on VRHE, which was treated as an independent variable between −2 and 2 V.
However, in order to study the properties of the semiconducting electrode under op-
erating conditions, VRHE must be set to the appropriate value, corresponding to the
chemical potential of the electron reservoir, the Fermi level in dark conditions and the
electron quasi-Fermi level under illumination.
7.6 Band alignment in dark conditions
When the electrode is not illuminated (dark conditions) and under flatband conditions,
the Fermi level of the semiconductor corresponds to the flatband potential, which is
approximately equal to 1 V for CFO [7]. Under this potential, the most stable phases
in the Pourbaix diagram are the pristine (112̄0) and the surface with 0.5 ML H∗ for
the (0001), which are those with all the atoms in the same charge state as in the bulk,
consistently with the fact that in dark conditions no reduction processes occur on the
surface.
A favorable alignment of the CBM edge with the redox potentials of water is a
key thermodynamic requirement to enable the light-driven HER. We calculated the
alignment of the energy levels in the absence of illumination, interfacing with the water
the most stable structures in the Pourbaix diagram at the potential corresponding to
the flatland potential.
Among the different methods proposed to predict the band alignment from ab-initio
calculations [117–123], we follow herein the approach of Guo et al. [123], which consists
in three independent steps, as it was also reported in earlier studies [118, 120, 121]. As
described in Sect.4.4, an accurate description of the band edges of the bulk material
is required, in order to align them to the average electrostatic potential in the unit
cell. We have reported in Chapter 5 that the hybrid PBE0 functional provides the
best description of the electronic structure of bulk CFO, when the fraction of exact
exchange is properly set up. We replicated these calculations with the CP2K code, using
a hexagonal 4 × 4 × 1 supercell, containing 192 atoms, sampling the BZ only at the
Γ point. We found that, for a fraction of exact exchange equal to 0.20, the valence
band maximum (VBM) and the conduction band minimum (CBM) of CFO lie 5.25 eV
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and 6.71 eV above the average electrostatic potential, with a band gap in line with the
experimental values. Second, we adopted the values reported by Ambrosio et al. for the
alignment between the SHE with the average electrostatic potential of water, when this
specific computational setup is used [125]. In particular, the vacuum level lies 3.69 eV
higher in energy than the average electrostatic potential of water, and the SHE 4.56 eV
below the vacuum level [125], Finally, the electrostatic potential difference across the
CFO/water interface, which depends on the specific surface termination considered,
must be computed through the analysis of several snapshots of AIMD simulations.
7.6.1 Band alignment of the (0001) surface
As reported in the previous section, when the CFO(0001) surface is put in contact
with an electrolyte and, in dark conditions, the Fermi level coincides with the flatband
potential, the thermodynamically favorable coverage is the one with 0.5 ML of H∗
adsorbed on the oxygen sites, in which all the atoms are in the same charge state as
in the bulk. However, we have shown that the same charge state can be obtained, in
vacuum, by creating oxygen vacancies with a density equal to 1/4 of the total surface
oxygen. The two configurations give the same results even in presence of few water
molecules on top of them. On the one hand, the surface with half H∗ coverage has no
undercoordinated metal binding site and therefore the interaction with water occurs
mainly via hydrogen bonding, as in the O3-Fe-Fe- termination of the (0001) surface of
hematite [215]. On the other hand, in the defective surface, the oxygen vacancy leaves
three undercoordinated Fe atoms that could act as active sites for water adsorption or
dissociation. We have added three water molecules nearby the three undercoordinated
Fe atoms, which could be adsorbed molecularly or dissociatively, and we perform a
static geometry optimization. However, in both cases, during the relaxation the system
moves spontaneously into the configuration in which one water molecule dissociates and
the OH group takes the place of the missing oxygen, while the hydrogen is adsorbed on
one oxygen site of the slab, in the same configuration as the surface with 0.5 ML H∗
coverage.
We performed the AIMD simulation interfacing this latter configuration with
15 Å thick slab of water. The side view of the interface is reported in the top panel
of Figure 7.12. During the AIMD the first two O-Fe-O layers and the first Cu layer are
fixed, while the others, closer to the interface with water, are allowed to move.
In the middle panel of Figure 7.12, we show the average density distribution of water
molecules as a function of the position z in the direction perpendicular to the surface.






















Macro. Average - LCFO = 5.85 Å
Macro. Average - LH2O = 2.71 Å
vacuum
Figure 7.12
Interface between the (0001) surface and water (top panel), water density profile (middle panel)
and electrostatic potential across the interface (bottom panel). The grey areas indicate the
regions from which we extracted the average electrostatic potential of CFO and water.
Two different regions are easily distinguished: a first peak, corresponding to a layer of
water molecules accumulated close to the CFO surface and a bulk-like region, in which
the density of water oscillates around 1 g/cm3. In hydroxylated surfaces in contact with
water, the formation of an interfacial layer with higher density than bulk water has
been observed. [216–218] In this interfacial layer, whose thickness is ∼ 3 Å, the water
molecules form an interplay of hydrogen bonds with the undercoordinated oxygen atoms
of the substrate and among themselves.
In order to examine the orientation of the water molecules during the AIMD simula-
tions, we analyzed the distribution of the angle between the dipole of each molecule and
the z axis. When the angle is 90o, the dipole and the H-O-H plane lie perpendicular to
the z axis, while when the angle is 0o (180o), the dipole is parallel (antiparallel) to the z
axis, with the hydrogen atoms of the molecules pointing towards (outside) the surface.
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Figure 7.13
Histogram of the distribution of the angle between the dipole moment of water molecules and
the z axis (see inset) for the interfacial (red) and bulk (blue) water molecules, computed from
the molecular dynamics simulation of the CFO(0001) interfaced with water.
We analyzed the orientation of the molecules every 10 fs after the equilibration time
and we constructed the histograms reported in Figure Figure 7.13 using bins of 10o.
According to the distance from the surface, we separated the contributions of the
bulk-like water molecules from the interfacial ones, the latter being those within the first
density peak. The main peak of the interfacial molecules occurs for 40o, corresponding
to water molecules whose hydrogen atoms point towards the surface, to form hydrogen
bonds with the undercoordinated oxygen atoms at the surface. The histogram of the
interfacial and the bulk water molecules is almost symmetric around 90o, which means
that, on average, for each molecule there is another one that brings an opposite dipole
moment.
The time average of the electrostatic potential profile is shown in the bottom panel of
Figure 7.12. Each point along the z direction, perpendicular to the interface, represents
the planar average in the corresponding xy plane. We performed a macroscopic average
of the potential profile to compute the potential drop at the CFO-water interface [219,
220]. The macroscopic average was computed with two different periods to reduce the
oscillations in the CFO or in the water side of the interface. The red curve in Figure 7.12
represents the macroscopic average in which the period, 5.85 Å, corresponds to the
periodicity of the CFO slab in the z direction. The period of the blue dashed line,
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Band edges alignment of CFO w.r.t. the SHE, when the (0001) surface is interfaced with
liquid water. The band edges at point (i) are those of the bulk delafossite phase of CFO,
computed at the PBE0 level. The position of the vacuum and the SHE level w.r.t. the average
electrostatic potential of water (ii) were taken from the literature [218], while the alignment of
the electrostatic potentials (iii) was computed via an AIMD simulation.
2.71 Å, corresponds to the peak of the O-O radial distribution function of bulk water.
We computed the potential drop across the interface as the difference between the
average of the red curve in the center of the slab and the average of the blue one in the
bulk-like region of water, as indicated by the grey areas in Figure 7.12. In Figure 7.14
we report the alignment procedure, in which the difference between the electrostatic
potentials (iii), equal to 6.92 eV, is combined with the bulk PBE0 band edges (i) and
the computational SHE (ii). It’s worth noticing that, although the band edges of CFO
were computed with the hybrid PBE0 functional, we performed the AIMD simulation
with the PBE+U approach, since it has been shown that the electrostatic alignment is
weakly dependent on the employed functional, with discrepancies of the order of 0.01 eV.
[123]
To make a direct comparison with the experimental data, we should keep in mind that
the AIMD simulations are equivalent to experiments performed at the pH corresponding
to the point of zero charge (PZC). According to the PEC measurements of Prévot et al.
[7], performed in alkaline conditions at pH = 13.6, the VBM and the CBM of CFO, at
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flatband conditions, lie −0.32 V and +1.26 V versus the reversible hydrogen electrode
(RHE), respectively. These values are easily referred to the SHE using Eq.(7.11) and
then shifted to the PZC, assuming that the bands have a Nernstian dependence on the
pH [5, 126]:
VSHE(pHPZC) = VSHE(pH)− (0.059 V)× (pHPZC − pH) . (7.14)
The PZC of CFO corresponds to a pH of 7.36 [59] and the resulting band edges, depicted
with the red dashed lines in Figure, lie −0.75 V and +0.83 V versus the SHE. Our
predicted values for the CBM and VBM are −0.65± 0.02 V and +0.82± 0.02 V versus
SHE, in excellent agreement with the experiments.
The uncertainty we reported above for the calculated band edges is directly related
to the statistical error in the alignment of the electrostatic potential in the bulk region
of CFO with respect to the bulk region of water. For each snapshot, we computed
this alignment as the difference between the macroscopic averages in the center of the
CFO slab and inside the bulk-region of water. We then computed the statistical error
of the set of these data as ε = σ/
√
N , where σ is the standard deviation and N the
number of data in the set, obtaining ε = 0.02 eV. Within this uncertainty, the VBM
is in excellent agreement with the experimental value, while the position of the CBM
is slightly underestimated. This is due to the fact that with our description of the
electronic structure of the system (PBE0 with a fraction of exact exchange equal to
0.20) the gap is slightly underestimated.
7.6.2 Band alignment of the (112̄0) surface
The pristine surface is the thermodynamically stable phase of the (112̄0) termination of
CFO in an electrolyte in dark conditions under flatband potential. The surface exposes
active sites that could be highly reactive in contact with water. In particular, the two-
fold undercoordinated Fe atoms could act as active sites to adsorb up to two water
molecules, either molecularly or dissociatively, with an exposed oxygen atom acting as
proton acceptor. We investigated the most energetically favorable adsorption state in
static conditions in vacuum, by evaluating the adsorption energy of water molecules on





Eslab+NH2O − (Eslab +NH2OEH2O)
]
, (7.15)
where Eslab+NH2O is the energy of the slab with NH2O adsorbed water molecules, Eslab
is the energy of the pristine slab and EH2O the energy an isolated water molecule. The
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Configuration Eads (eV)
Water molecules per Fe site Adsorption Single site Two sites Full coverage
1 Molecular −0.56 −0.54 −0.55
1 Dissociative −0.86 −0.81 −0.77
2 Molecular −0.71 −0.73 −0.77
2 Dissociative −0.64 −0.60 −0.59
2 Mixed −0.67 −0.71 −0.77
Table 7.4
Adsorption energies of a single and two water molecules on the CFO pristine (112̄0) surface.
adsorption energies for water molecules adsorbed on a different number of sites are
reported in Table 7.4.
We found that the dissociative adsorption is energetically favored for a single water
molecule per Fe site, with an average adsorption energy 0.2 − 0.3 eV lower than the
molecular adsorption, depending on the coverage. The bond length between the molec-
ularly adsorbed water and the Fe site is 2.2 Å, compatible with the chemisorption range,
while in the dissociative case the distance between the Fe ion and the hydroxyl group
is 1.9 Å. The fact that the dissociative adsorption of water is energetically favored on
Fe3+ sites and the bond lengths between the sites and the adsorbates is in line with
what has been reported for hematite [215].
When two water molecules are added on the system, it is energetically favorable for
them to dissociate at two different sites rather than being adsorbed simultaneously on
the same site. However, when the number of water molecules exceeds the number of
Fe sites, the dissociative adsorption of two water molecules on the same site becomes
energetically unfavorable and the molecules are adsorbed either both molecularly or in a
mixed way, one molecularly and one dissociatively, with a very similar adsorption energy.
In the mixed case, which has been reported also for the (112̄0) surface of cobalt oxides
[221], the hydroxyl groups and the water molecules are connected through a network
of hydrogen bonds, reported in Figure 7.15(c), while the slab with two adsorbed water
molecules is shown in Figure 7.15(d). The adsorption of the second water molecule
on each Fe atom is energetically and geometrically convenient, in order to achieve an
octahedral ligand shell that resembles the bulk-like structure.
The adsorption mechanism could alter significantly the electrostatic potential align-
ment across the AIMD simulation [218]. We created two different interface models: one
in which one layer of molecularly adsorbed water molecules is added by hand on top of




Mixed (a) and molecular (b) adsorbtion model of water on the (112̄0) surface.
the surface, such that two molecules are adsorbed on each Fe site, and another one with
a mixed adsorption on each Fe site. We run two different AIMD simulations, monitoring
the number of dissociated water molecules on the surface to study the most favorable
absorption state.
In the top panel of Figure 7.16 we report the percentage η of dissociated water
molecules, among those added manually on the surface, as a function of the time of
the simulation. The mixed adsorption model is stable along the simulation, without any
occurrence of a second dissociation on any site, in agreement with the static calculations.
Conversely, in the model with two molecularly adsorbed water molecules, the number
of dissociated molecules increases over time, tending towards the mixed absorption
condition. This indicates that the barrier to dissociate water at the surface is very small
and that the mixed absorption is energetically favorable, despite the static calculations
in vacuum provide similar absorption energies for the two models.
To further confirm this last statement, we computed the total energies of the two
simulations as a function of time of the simulation. In the bottom panel, the total
energies of the two simulations as a function of time are reported. The zero of the
energy is set on the average energy of the mixed model along the simulation, neglecting
the first 3 ps of equilibration. The average energy of the model with two adsorbed
molecules is higher than the mixed model, and the difference becomes thinner as the
simulation proceeds, as the two structures become more and more similar. In particular,
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Fraction of dissociated water molecules at the CFO(112̄0) surface (top panel) and total energy
(bottom panel) for two different adsorption models as a function of the simulation time
.
considering the range between 3 and 9 ps, the average energy difference between the
two models is 0.46 eV, with an uncertainty of 0.01 eV. Therefore, we considered the
mixed adsorption model as representative of the interaction between the (112̄0) surface
of CFO and water.
The histogram relative to the dipole distribution is reported in Figure 7.17. We fur-
ther separate the contribution of the adsorbed and the dissociated water molecules, in
this last case the dipole is referred to the OH∗ group. The dipole of the molecularly
adsorbed water molecules forms angles larger than 90o with the z axis, indicating that
in this case the hydrogen atoms point away from the surface, bringing a dipole moment
opposite to that of the (0001). Conversely, the two yellow peaks at 60o and 70o, cor-
responding to the dissociated water molecules, indicate that the hydrogen of the OH
groups are mainly directed toward the surface.
The average electrostatic potential profile is reported in Figure 7.18. We found an
electrostatic potential difference across the interface of 6.77± 0.03 eV, which is 0.15 eV
lower than the value obtained for the (0001) surface. Consequently, the alignment pro-
cedure, reported in Figure 7.19 provides values of the VBM and the CBM 0.15 eV higher
than before, namely at +0.67± 0.03 V and −0.80± 0.02 V versus SHE, respectively.
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Figure 7.17
Histogram of the distribution of the angle between the dipole moment of water molecules and
the z axis (see inset) for the interfacial (red), bulk (blue), molecularly (green) and dissociatively
(yellow) adsorbed water molecules, computed from the molecular dynamics simulation of the
CFO(112̄0) interfaced with water.
.
Comparing the position of the band edges obtained from the two simulations, the
band edges relative to the (112̄0) are 0.15 eV higher in energy, then an electron in the
CBM would have a larger overpotential to drive the HER. However, if the electrode
exposes different facets, this difference in the position of the band edges could result in
an anisotropic charge separation, with the photogenerated charge carriers that migrate
towards a surface with a lower CBM [222]. It has been reported that a gradient of 0.2 eV
in the workfunction between two different facets is sufficient to drive the anisotropic
charge separation [222]. This means that a photoexcited electron will likely tend to
move towards the (0001) termination, discouraging the (112̄0).























Macro. Average - LCFO = 1.55 Å
Macro. Average - LH2O = 2.71 Å
vacuum
Figure 7.18
Interface between the (112̄0) surface and water with the mixed adsorption state (top panel),
Water density profile (middle panel) and electrostatic potential across the interface (bottom
panel). The grey areas indicate the regions from which we extracted the average electrostatic
potential of CFO and water.
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Band edges alignment of CFO w.r.t. the SHE, when the (112̄0) surface is interfaced with
liquid water. The band edges at point (i) are those of the bulk delafossite phase of CFO,
computed at the PBE0 level. The position of the vacuum and the SHE level w.r.t. the average
electrostatic potential of water (ii) were taken from the literature [218], while the alignment of
the electrostatic potentials (iii) was computed via an AIMD simulation.
.
Characterization of CuFeO2 surfaces in vacuum and in an electrochemical environment 133
7.7 Band alignment under illumination
After the investigation of the surface in contact with water in dark conditions, the
aim of this section is to predict a thermodynamically stable surface coverage under
illumination. To this end, we introduce a simple model to link the stable phases in the
Pourbaix diagram with the chemical potential of the electrons under illumination.
First of all, we assume that the electron-hole pairs are generated by the absorption
of photons in the bulk region and the holes recombine with electrons coming from the
external circuit, while the photoexcited electrons drift towards the surface, driven by
the band bending. When the electrons reach the surface, their potential corresponds
to the potential of the CBM at the interface with the electrolyte, i.e. the conduction
band edge. In practical calculations, we cannot simulate the band bending, so we just
assume to have a reservoir of electrons at the potential of the conduction band edge,
which is the same throughout the slab. In doing this approximation, we are neglecting
the possible formation of polaronic states in the gap and we are implicitly considering
a high density of photogenerated electrons, such that the electron quasi-Fermi level is
at the potential of the CBM. In the best case scenario, all the photogenerated electrons
are able to reach the surface without recombination and they interact with protons
present in solution to form adsorbates in compliance with the Pourbaix diagram. These
electrochemical reactions involving electrons and protons, have been modelled with the
CHE approach. [108]
The adsorption of H∗ creates surface dipoles which could modify the electrostatic
potential alignment between CFO and water. Consequently, the potential of the CBM
could change in such a way to allow a transition in another phase of the Pourbaix
diagram. In order to find a thermodynamically stable phase under illumination, we
looked for self-consistency between the position of the CBM relative to a specific phase
and the stability of that specific phase, as predicted by the Pourbaix diagram at the
potential corresponding to the CBM. Once the self-consistency is achieved, the CBM
does not have enough overpotential to absorb further hydrogen atoms and switch to a
different absorption state. However, this model, based on thermodynamics considera-
tions, neglects any kinetic component, which play a fundamental role in the adsorption
processes and the presence of high barriers may inhibit some transitions.
The conduction band minima computed for selected phases following the method
outlined in the previous section are reported in the small boxes beside each Pourbaix



















































Surface Pourbaix diagram of the CFO(0001) (left) and CFO(112̄0) (right) surfaces, showing the
potential-dependent surface coverage. The small box beside each diagram represents the position
of the CBM of selected structures, shown using the same color-code as the main diagram.
diagram in Figure 7.20, using the same color code as in the main diagram, while a
comparison between the bands in vacuum and in water is shown in Figure 7.21.
The CBM of the (0001) surface in dark conditions (orange line) has enough over-
potential to drive the adsorption of a full ML of H∗ and then to create 0.5 ML of
oxygen vacancies. However, this surface (dark green) does not reach the required self-
consistency, as its conduction band lies in correspondence with the stability region of
the surface with a 1 ML of oxygen vacancies and 0.5 ML of hydrogen adsorbed on the
hollow sites. The CBM of this configuration complies with the self-consistency criterion,
as the conduction band falls within the range of potentials in which the surface is sta-
ble. The thermodynamically stable surface under illumination predicted by this model
differs from the surface in dark conditions by the presence of 1 ML of oxygen vacan-
cies, and by the adsorption of hydrogen atoms in these vacancy sites (hollow sites with
respect to the three surrounding Fe atoms). The main difference between the hydrogen
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Band edges position in vacuum and in water at different adsorption states for the CFO(0001)(top
panel) and CFO(112̄0) (bottom panel) surface. The horizontal lines indicate the position of
the valence and conduction band and the vertical line the energy gap. The dashed and the
dotted lines represent the SHE level and the experimental band edges at flatband conditions,
respectively.
.
atoms in the hydroxyl groups and in the hollow sites resides in their charge state. While
the Bader charge of the hydrogen atoms adsorbed on the oxygen sites is 0.00 (H+), the
charge of the hydrogen in the hollow sites is 1.49, indicating that the latter are nega-
tively charged hydride species (H−). Hydride species formed at the oxygen vacancy site
were predicted theoretically and observed experimentally on Rh-doped TiO2[223], with
values of Bader charge on H−, 1.34, in line with our results. The formation of negatively
charged hydrogen adsorbates is particularly intriguing, since hydride species could lead
to facile H2 production, reacting with a proton in solution (H− + H+ → H2).
The CBM of the (112̄0) surface with 0 and 0.5 ML H∗ falls within the stability region
of the configuration with 0.5 ML of oxygen vacancies and full coverage of the surface and
subsurface oxygen. However, we did not run the AIMD simulations for the (112̄0) surface
with oxygen vacancies to reach the self-consistency, as the highly distorted structure and
the huge number of possible ways of orienting the water molecules would require a large
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structural prediction work and a long AIMD simulation in order to adequately sample
the canonical ensemble. However, we can make quantitative considerations based on the
trend of the bands in vacuum and in the (0001) surface, reported in Figure 7.21.
The highest CBM energy is obtained for the full coverage of H∗, and the value
tends to decrease as the density of oxygen vacancies increases. The two stable phases
at negative potential have a similar distorted structure, in which the surface cations,
due to oxygen vacancies, migrate towards the subsurface layer, and a high H∗ coverage,
differing for a 0.5 ML of OH groups. Given the high number of OH groups, and related
dipoles, on the surface with 0.5 ML VO and 1.5 ML H∗, one can imagine that the CBM
lies higher than the boundaries of the stability region of the surface, −1 V, considering
also that in vacuum the CBM lies at 2 eV. In this case, the surface with 1 ML VO and
1 ML H∗ would be the self-consistent one, provided that its conduction band is in a
favorable position. If the CBM falls below −1 V, following the trend of the bands in the
vacuum, there would be a continuous evolution between the two surfaces.
7.8 Incremental Gibbs free energy of adsorption of atomic hydrogen
One of the critical factors determining the catalytic activity of a material for a specific
reaction is the binding energy of reaction intermediates. [224] According to the Sabatier
principle [224], if an intermediate state binds too weakly, it will be difficult to activate
the reaction, and if, conversely, it binds too strongly, there will be a high barrier to
overcome to go from the intermediate to the final state. In the case of HER, a good
descriptor of catalytic activity of an electrode is thus the incremental Gibbs free energy
for hydrogen adsorption:








which provides a measure of the energy cost/gain to add one extra hydrogen adsorbate
to the surface. In a metallic electrode at zero potential the initial state (H++e−) and
the final state (12H2) have the same free energy and a good catalysts should create an
intermediate state with ∆GincrH∗ ∼ 0, [225] in order not to create thermodynamic barriers
for the adsorption or the desorption process. The catalytic activity plotted as a function
of the binding energy gives rise to the well-known volcano-plot, in which platinum lies
on top, with ∆GincrH∗ ∼ 0 and the highest activity. [110, 226, 227]
The main difference between metallic electrodes and semiconducting photoelectrodes





















































Free-energy diagram for hydrogen evolution on the CFO(0001) surface. The color code of the
initial state is the same as in Figure 7.20, namely: 0.5 ML H∗ (orange), 1 ML H∗ (green), 0.5 ML
H∗ + 0.5 ML VO (dark green), 0.5 ML Hhollow + 1 ML VO (light blue).
resides in the relative free energy of the states involved in the HER reaction. In a semi-
conducting photoelectrode, the free energy of the initial state, in which the electron
lies at the conduction band, is higher than the one of the final state by a quantity
e VCBM (RHE). In this case, a good photocatalysts is the one that creates an interme-
diate state whose incremental free energy lies between the potential of the conduction
band and zero, in such a way that no thermodynamic barriers are created.
We computed the incremental free energies ∆GincrH∗ adding one hydrogen atom to the
stable phases of the Pourbaix diagrams, and the resulting values are used to construct
the free energy diagrams in Figure 7.22 (0001) and Figure 7.23 (112̄0).
The reaction coordinate describes the energetics of the proton discharge (Volmer
step) followed by the desorption of molecular hydrogen. In the initial state, we considered
a proton in solution and an electron lying in the CBM of the structures computed in
the previous section, which are reported with the same color code as in Figure 7.11. In
the intermediate state, an additional hydrogen atom is adsorbed on the surface, with


















slab + NH + 1/2 H
2








1.5 ML H* +
 0.5 ML V
O
0.08 ML H*







Free-energy diagram for hydrogen evolution on the CFO(112̄0) surface. The color code of the
initial state is the same as in Figure 7.20, namely: 0 ML H∗ (green), 0.5 ML H∗ (red), 1.5 ML
H∗ + 0.5 ML VO (turquoise).
a corresponding variation in coverage of 0.06 ML and 0.08 ML for the (0001) and the
(112̄0) surface, and in the final state it desorbs from the surface in the form of 1/2 H2.
At this stage, we investigated the desorption also from additional coverage conditions,
removing one hydrogen atom from structures for which we did not compute the potential
of the CBM. We set the free energies of the final state of each configuration to zero,
in such a way that the free energy of the intermediate state is ∆GincrH∗ , according to
Eq.(7.16), while the free energy of the initial state, if present, is e VCBM (RHE).
When the H∗ coverage of the intermediates on the (0001) surface is lower than 0.5 ML
there is a large barrier for hydrogen desorption, due to the strong O-H bond, indicating
that the low-coverage configurations are not effective for the hydrogen production. In
particular, ∆GincrH∗ at half coverage conditions is about −1 eV for the (0001) surface and
even lower for lower H∗ coverage.
The half coverage condition guarantees the maximum possible spacing between the
hydroxyls and an additional hydrogen atom adsorbed on the surface will necessarily feel
Characterization of CuFeO2 surfaces in vacuum and in an electrochemical environment 139
the repulsion of the neighboring adsorbates, reducing its binding strength. Moreover,
the addition of a hydrogen atom causes the reduction of a surface Fe3+ to Fe2+ and the
consequent electrostatic interaction. Indeed, there is a variation of ∼ 0.5 eV in ∆GincrH∗
when the H∗ coverage of the intermediates changes from 0.5 ML to 0.56 ML.
The orange path in Figure 7.22 represents the free energy path of the HER on the
(0001) surface starting from half coverage conditions. The proton discharge is energeti-
cally favorable with a free energy variation of −0.77 eV, yet the hydrogen desorption is
still the limiting step, with a free energy cost of 0.55 eV. The same situation also occurs
for a full H∗ coverage (green line), for which ∆GincrH∗ is −0.4 eV. In this case, we have
assumed that the potential of the CBM does not change appreciably for small coverage
variations, hence the CBM of the initial state, with 0.94 ML H∗, is taken as the CBM
computed for the structure with 1 ML H∗.
The hydrogen in the surface hydroxyl groups are then bound too strongly and there-
fore introduce a sizable barrier for desorption of H2 on the (0001) surface, even in the
presence of oxygen vacancies as in the 0.5 ML H∗ + 0.5 ML VO surface. In this spe-
cific case the hydrogen in the OH group is even more bound compared to the full H∗
condition, due to the presence of a smaller number of adsorbates.
Conversely, the hydrogen atoms adsorbed on the hollow sites show better catalytic
activity. Indeed, the proton discharge on a hollow site on the surface with 0.5 ML H∗
+ 0.5 ML VO (dark green path) exhibits a free energy difference of 0.15 eV, while the
desorption of H2 is thermodynamically downhill. Similarly, on the surface with 1 ML
VO and 0.5 ML H∗hollow (light-blue path) there is an energetic cost of 0.1 eV for the
Volmer step, and a favorable desorption free energy, −0.88 eV. Moreover, considering
this surface as the intermediate state, the incremental free energy of removing one
hydrogen is −0.13 eV, thus indicating the presence of a weak bond that creates a
small thermodynamic barrier for the desorption. The hydrogen atoms adsorbed in the
hollow sites do not have a strong bond as in the OH group and the fact that the
thermodynamically stable surface under illumination, with 1 MLVO and 0.5 MLH∗hollow,
has also a favorable kinetics is encouraging for using CFO as a photocathode. We also
computed ∆GincrH∗ for full H
∗
hollow conditions, obtaining 0.62 eV, yet the stability region
of this surface lies higher in the Pourbaix diagram.
In Figure 7.23, the green path represents the HER on the pristine (112̄0) surface. The
hydrogen desorption is still the limiting step also for this surface, with a thermodynamic
barrier of 0.9 eV. Under the same stoichiometric conditions, ∆GincrH∗ of the (0001) surface
at 0.56 ML H∗ is −0.55 eV, indicating a stronger binding energy in the (112̄0) surface.
When the H∗ coverage exceeds 0.5 ML, ∆GincrH∗ lies between −0.25 eV, 0.58 ML, and
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−0.01 eV, at full H∗ coverage conditions. Oppositely to the (0001), in the (112̄0) surface
the hydrogen atoms in the OH groups have a suitable ∆GincrH∗ to drive the HER since
they do not introduce large thermodynamic barriers neither for adsorption of H∗, nor
for desorption of H2. Beside the repulsion between the adsorbates, a possible source of
this low ∆GincrH∗ is the energy cost to reduce the Fe
3+ ions in the subsurface layers into
Fe2+ after the complete reduction of the surface Fe ions at half coverage conditions.
In the surface with 0.5 ML of oxygen vacancies and 1.5 ML of H∗, the catalytically
active hydrogen atoms are bound to surface oxygen with a binding energy of −0.03 eV,
while those bound to the subsurface oxygen have a higher binding energy (−0.57 eV).
The binding energy of the remaining structure in the Pourbaix diagram, with 1 ML of
oxygen vacancies and a full H∗ coverage, lies around 2 eV and it is not reported in the
free energy diagram.
This approach allowed us to calculate which are the most catalytically active hydro-
gen atoms in the HER process. According to this model, the photo-driven HER on the
thermodynamically stable surface of CFO takes place through H∗ intermediates that
display close to ideal ∆GincrH∗ . This suggests that the catalytic step of HER might not
be the culprit for the poor performance of CFO as a photocatalyst for HER.
A possible limitation of this model concerns the fact that we have considered the
CBM as the potential at which the photogenerated electrons lie in the initial state. In the
presence of polaronic or defect states within the energy gap, the photoexcited electrons
may lie in these states rather than in the CBM, thus providing a lower overpotential
for drive the HER. Polaronic states originating from Fe3+/Fe2+ reduction have indeed
been suggested as limiting factors in CFO [12], leading to Fermi level pinning in the
bulk. In this case, the photovoltage would be lower compared to the one estimated from
the position of the CBM, and the band bending would be reduced, hindering the charge
carriers separation.
Moreover, the incremental free energies were calculated by removing a hydrogen
atom from the surface exposed to the vacuum, thus neglecting the effect of the solvent.
Although it is common to use the free energy differences computed in vacuum [228],
the solvent could have a small but not negligible effect in the calculation of the binding
energies. [109]
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7.9 Summary
In summary, we found that the pristine (112̄0) is the surface with the lowest surface
energy in the region in which the bulk delafossite phase of CFO is stable. We charac-
terized the structural properties and the electronic structure of the most stable surfaces
in the phase diagram, highlighting the mechanisms of stabilization of the polar (0001)
termination.
We constructed the surface Pourbaix diagram, to study the coverage of adsorbed
hydrogen atoms as a function of the electrochemical potential of the electron reservoir,
from which we predicted the most stable adsorption states in dark conditions and under
illumination.
We analyzed the explicit interface with water through AIMD simulations, from which
we gained information about the water orientation and the electrostatic potential dif-
ference. Finally, from the free energy diagram we determined the catalytically active
hydrogen on the two surfaces.
8
Conclusions and outlooks
In this thesis we have performed a theoretical characterization, in the framework of
DFT, of the delafossite CuFeO2 as a photocathode in PEC water splitting cells.
We characterized the electronic structure of CFO showing the pros and the cons of
the adopted exchange-correlation functionals. First, we have verified the well known
failure of PBE in reproducing the semiconducting character of CFO. Then, we added
the Hubbard U correction in the exchange-correlation functional, computing the self-
consistent value using the linear response approach, in order to remove any arbitrariness
in the choice of the parameter. Overall, this approach recovers the semiconducting
character of the material, yet it underestimates the bandgap and predicts an unphysical
collapsing of the Fe 3d t2g-eg manifolds in the conduction band. Finally, we employed
hybrid functionals, finding that PBE0 reproduces correctly the electronic structure of
CFO when the fraction of exact exchange is set to its optimal value, which corresponds
to the reciprocal of the dielectric constant.
We characterized the thermodynamic stability of bulk CFO combining the DFT+U
formalism with the ab-initio thermodynamic approach. We determined a range of chem-
ical potentials of the three constituent elements for which CFO is stable against the
decomposition into other Cu- or Fe-based compounds. The allowed range of chemical
potentials corresponds to high temperature and low pressure conditions, far from the
ambient conditions, in which CFO exists in a metastable phase. We characterized the
native point defects within the stability region of the phase diagram. The most interest-
ing finding is the prediction of a very small formation energy for the Cu antisite defect,
which is consistent with the experimental coexistence with CuFe2O4 and which could
be responsible for detrimental electron/hole recombination, introducing mid-gap states.
Since CFO operates as a photocathode, it is important to have a detailed under-
standing of its behaviour in an electrochemical environment. We found that CFO is
remarkably stable in aqueous solution and that the experimental conditions of applied
potential and pH for which CFO does not show decomposition signs are consistent with
the boundaries of its thermodynamic stability region.
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We performed a thermodynamic screening and characterization of the (0001) and
the (112̄0) facets of CFO, considering different terminations and evaluating the phase
diagram, from which we identified the surfaces with the lowest formation energy, com-
patibly with the stability region of the bulk phase. Among them, the pristine (112̄0)
and a Fe/O terminated (0001) surface represent our best candidates for modelling CFO
as a photoelectrode.
We first investigated the interaction of these surfaces with the electrolyte in terms
of hydrogen adsorption, as an intermediate step of the HER. From the surface Pour-
baix diagrams we inferred the most stable adsorption states in dark conditions under
flatband potential. The AIMD simulations proposed in this work provide a realistic
description of the dynamics at the interface. We investigated quantities that are not di-
rectly experimentally accessible, such as the structure of the double layer formed at the
interface. While the interaction between water and the (0001) surface occurs mainly via
hydrogen bond, on the (112̄0) termination the undercoordinated Fe atoms adsorb two
water molecules according to a mixed molecular-dissociative adsorption. The band-edge
positions for both surfaces were in line with the experimental measurements at flatband
potential.
We predicted a thermodynamically stable adsorption state under illumination, look-
ing for self-consistency between the CBM of a specific structure and the stability of the
structure in the Pourbaix diagram. The most stable surfaces predicted by our model
under illumination differ from those in dark conditions for a different hydrogen cover-
age. Finally, as a descriptor of the catalytic activity, we computed the binding energy of
hydrogen atoms adsorbed on the surfaces at different coverage conditions. In the (0001)
surface the hydrogen atoms adsorbed on the oxygen sites are strongly bound, hence
not catalytically active, while those adsorbed as hydride species on the hollow sites in
presence of oxygen vacancies have a favorable kinetics, with a small barrier only for
the adsorption process. Measurements able to detect these changes in oxidation state,
such as in-operando core-level X-ray spectroscopy, would be instrumental in validating
our findings. Hydrides were detected on Rh-doped TiO2 using vibrational spectroscopy
[223], suggesting that this technique could be applicable to CFO as well.
Conversely, in the (112̄0) the hydrogen in the surface hydroxyl groups are catalyti-
cally active, with a binding energy around zero. The fact that the thermodynamically
stable surfaces under illumination have also a favorable catalytic activity is a promising
result which deserves to be further explored.
First of all, we are currently investigating how the presence of at least one layer
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of explicit solvent changes the incremental Gibbs free energy for hydrogen adsorp-
tion/desorption.
Moreover, the hydrogen adsorption may introduce mid-gap states that generate
Fermi-level pinning. We cannot directly simulate the Fermi-level pinning effect but,
in this sense, static hybrid functional calculations performed on top of the relaxed ge-
ometries should give better insights than DFT+U on the electronic structure and the
density of states within the gap.
The study of the kinetics of the processes is another key factor for a complete picture
of the HER on CFO. Our model is based only on thermodynamic considerations, and
we just introduced the incremental Gibbs free energy as a kinetic descriptor. However, a
measure of kinetic barriers through NEB calculations is a more solid factor in determin-
ing the catalytic activity. The activation barriers can also be employed in microkinetic
models to investigate which are the limiting processes.
We also plan to employ NEB or metadynamics calculations to study which HER
mechanism among the Volmer-Heyrovsky and Volmer-Tafel is kinetically favorable on
CFO surfaces.
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