Complexity of Some Problems Concerning Varieties and Quasi-Varieties of Algebras by Bergman, Clifford & Slutzki, Giora
Mathematics Publications Mathematics
2000
Complexity of Some Problems Concerning
Varieties and Quasi-Varieties of Algebras
Clifford Bergman
Iowa State University, cbergman@iastate.edu
Giora Slutzki
Iowa State University, slutzki@iastate.edu
Follow this and additional works at: http://lib.dr.iastate.edu/math_pubs
Part of the Algebra Commons, and the Numerical Analysis and Scientific Computing Commons
The complete bibliographic information for this item can be found at http://lib.dr.iastate.edu/
math_pubs/3. For information on how to cite this item, please visit http://lib.dr.iastate.edu/
howtocite.html.
This Article is brought to you for free and open access by the Mathematics at Iowa State University Digital Repository. It has been accepted for
inclusion in Mathematics Publications by an authorized administrator of Iowa State University Digital Repository. For more information, please
contact digirep@iastate.edu.
Complexity of Some Problems Concerning Varieties and Quasi-Varieties
of Algebras
Abstract
In this paper we consider the complexity of several problems involving finite algebraic structures. Given finite
algebras A and B, these problems ask the following. (1) Do A and B satisfy precisely the same identities? (2)
Do they satisfy the same quasi-identities? (3) Do A and B have the same set of term operations? In addition to
the general case in which we allow arbitrary (finite) algebras, we consider each of these problems under the
restrictions that all operations are unary and that A and B have cardinality two. We briefly discuss the
relationship of these problems to algebraic specification theory.
Keywords
variety, quasi-variety, clone, term-equivalence, computational complexity, logarithmic space, polynomial
space, hyperexponential time, nondeterminism
Disciplines
Algebra | Computer Sciences | Mathematics | Numerical Analysis and Scientific Computing
Comments
This article is from SIAM Journal on Computing 30 (2000): 359, doi:10.1137/S0097539798345944. Posted
with permission.
This article is available at Iowa State University Digital Repository: http://lib.dr.iastate.edu/math_pubs/3
COMPLEXITY OF SOME PROBLEMS CONCERNING
VARIETIES AND QUASI-VARIETIES OF ALGEBRAS∗
CLIFFORD BERGMAN† AND GIORA SLUTZKI‡
SIAM J. COMPUT. c© 2000 Society for Industrial and Applied Mathematics
Vol. 30, No. 2, pp. 359–382
Abstract. In this paper we consider the complexity of several problems involving ﬁnite algebraic
structures. Given ﬁnite algebras A and B, these problems ask the following. (1) Do A and B satisfy
precisely the same identities? (2) Do they satisfy the same quasi-identities? (3) Do A and B have
the same set of term operations?
In addition to the general case in which we allow arbitrary (ﬁnite) algebras, we consider each of
these problems under the restrictions that all operations are unary and that A and B have cardinality
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1. Introduction. There are several relationships between mathematical struc-
tures that might be considered “fundamental.” First and foremost is certainly the
isomorphism relation. Questions about isomorphic structures occur throughout math-
ematics and apply to universal algebras, topological spaces, graphs, partially ordered
sets, etc. Many other relationships are more specialized. For example, given two
graphs G and H, one may wish to know whether H is a subgraph of G or perhaps a
minor of G.
Properly formulated, questions about these relationships give rise to complexity
questions. Generally speaking, we must impose some sort of ﬁniteness assumption on
the structures in question so that notions of computational complexity make sense.
The complexity of various isomorphism problems has received a great deal of attention.
The graph isomorphism problem has been intensively studied, partly because its exact
relationship to the classes P and NP is still unknown, and partly because it provides
a paradigm for other problems of unknown complexity status. In this case, both
graphs are assumed to have ﬁnitely many vertices and ﬁnitely many edges. With a
similar formulation, the isomorphism problem for algebras has the same complexity
as does graph isomorphism. More generally, Kozen [17] showed that the isomorphism
problem for ﬁnitely presented algebras has this same complexity. See [4, 16, 19] for
further discussion and references on the isomorphism problem.
In this paper we consider the complexity of three relationships that arise from
considerations in universal algebra. Any algebraic structure satisﬁes certain identities
and fails to satisfy others. Roughly speaking, an identity is an equality between two
expressions built from the operations of the algebra. Examples of identities are the
associative law (which involves one binary operation) and DeMorgan’s law (two binary
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360 CLIFFORD BERGMAN AND GIORA SLUTZKI
operations and one unary operation). Identities are one of the primary organizing tools
in algebra.
Given two algebras A and B, we may ask whether they satisfy precisely the
same set of identities. Notice that this is a far weaker notion than isomorphism.
For example, any algebra satisﬁes the same identities as each of its direct powers.
Nevertheless, if A and B satisfy the same identities, then they will be constrained to
behave in a similar way. One of our problems, called Var-Equiv, is this: Given two
ﬁnite algebras of the same ﬁnite similarity type, determine whether they satisfy the
same identities.
This problem has implications for several areas of computer science. Formal
algebraic speciﬁcations are expressions in a language which describe the properties
and input-output behavior that a software system must exhibit, without putting any
restrictions on the way in which these properties are implemented. This abstraction
makes formal speciﬁcations extremely useful in the process of developing software
systems where it serves as a reference point for users, implementers, testers, and
writers of instruction manuals. Formal speciﬁcations have been applied successfully
in deployment of sophisticated software systems; see [33], especially the references
there.
Mathematically, formal algebraic speciﬁcations are ﬁrmly grounded on algebraic
concepts, especially ideas, notions, and methods from universal algebra [6]. The
relationship between implementation and equational speciﬁcation corresponds, in al-
gebraic terms, to the relationship between an algebra and a set of identities satisﬁed
by the algebra. Thus, two algebras that satisfy the same identities correspond to a
pair of implementations with precisely the same speciﬁcations. The computational
complexity of these problems, in the universal algebraic framework, is thus quite rel-
evant to the body of research in formal speciﬁcation theory, and to the construction
of supporting tools such as theorem provers and model checkers.
Generalizing the notion of identity, we arrive at a quasi-identity. We shall leave
a precise deﬁnition for section 2, but crudely speaking, a quasi-identity involves a
conjunction of identities and an implication. An example is the left-cancellation law
(for, say, a semigroup). In direct analogy with the previous problem we can ask for
the complexity of the following. Given two ﬁnite algebras of the same ﬁnite similarity
type, determine whether they satisfy exactly the same quasi-identities. This notion
too extends to algebraic speciﬁcation theory, since “conditional speciﬁcations” take
the form of quasi-identities.
Our third problem involves the term operations of an algebra. Although an
algebra may be endowed with only ﬁnitely many basic operations, we can construct
many more by composing the basic ones in various combinations. These are called
the term operations of the algebra. Two algebras (presumably of diﬀerent similarity
types) are called term-equivalent if they have the same universe and exactly the same
set of term operations. In universal algebra, term-equivalent algebras are considered
the same “for all practical purposes.” The problem we call Term-Equiv is that of
determining whether two ﬁnite algebras are term-equivalent. Returning once again
to the realm of speciﬁcation theory, in this problem we are asking whether a pair
of implementations for two entirely diﬀerent speciﬁcations has the property that it
exhibits the same input-output behavior. See [25], where this notion is called the
“behavioral equivalence of speciﬁcations.”
Each of these three problems makes sense for arbitrary ﬁnite algebras with an
arbitrary (but ﬁnite) set of basic operations. In addition to this most general formu-
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COMPLEXITY OF SOME PROBLEMS IN ALGEBRA 361
lation, we consider, for each of the three problems, two more restricted settings that,
experience tells us, may result in diﬀerent complexities (see Table 4.1). The ﬁrst is
to require that all basic operations on our algebras be unary. In the second, we only
consider algebras of cardinality two.
Unary algebras constitute, from the standpoint of similarity type, the simplest
sort of algebraic structure. The set of available term operations is quite small, and the
free algebras in the generated variety have a simple structure. Furthermore, (ﬁnite)
unary algebras capture the algebraic aspects of deterministic (ﬁnite-state) automata.
(Here, the universe of the algebra corresponds to the set of states, and the similarity
type corresponds to the input alphabet of the automata.)
Algebras of cardinality two are, of course, the smallest nontrivial algebras. These
are the “Boolean” algebras, and they play an important role in the study of Boolean
functions and circuits; see [23] and [32]. For us, the clue that the complexity of
our problems will be lower when restricted to two-element algebras comes from the
lattice of clones, called Post’s lattice [24, 23]. Over a set of cardinality two, the lattice
of clones is highly structured and quite manageable. Most of the nice properties
of the lattice seem to disappear over larger base sets. One can hope that a good
understanding of Post’s lattice will lead to the design of more eﬃcient algorithms.
Algorithm 7.3 is an example of such an improvement over the “obvious” approach.
The ﬁrst two sections of this paper are devoted to a development of the necessary
background in both universal algebra and complexity theory, for the beneﬁt of those
unfamiliar with the basic notions in these ﬁelds. In section 3, we formally state the
problems we will discuss and outline the major results. Then one section is devoted
to each of the three main problems under consideration.
2. Universal algebraic preliminaries. Our primary reference for deﬁnitions
and basic facts of universal algebra is [20]. Other good references are [5], especially
for the material on quasi-varieties, and [10]. Although a bit dated, Taylor’s survey in
[31] is particularly readable. However, for the beneﬁt of those readers unfamiliar with
this material, we give an informal summary of the most important concepts that we
will need in this paper.
Let A be a nonempty set and k a nonnegative integer. A k-ary operation on A is
a function from Ak to A. The integer k is called the rank of the operation. Note that
if k = 0, then Ak = {∅}, so that a nullary operation is eﬀectively an element of A.
Let F be a set of symbols (called operation symbols), and let ρ be a function
from F to the nonnegative integers. An algebra of similarity type ρ is a structure
A = 〈A,FA〉 in which A is a nonempty set and FA = 〈fA : f ∈ F 〉, where each fA is
an operation on A of rank ρ(f). The members of FA are called the basic operations of
A, and the set A is called the universe, or underlying set of A. We will often leave oﬀ
the superscript A when no confusion will result. The notation “A ∼ B” will indicate
that A and B have the same similarity type.
Suppose thatA = 〈A,FA〉 and B = 〈B,FB〉 are two algebras of similarity type ρ.
A function ψ : B → A is called a homomorphism if, for every f ∈ F and b1, . . . , bρ(f) ∈
B, we have ψfB(b1, . . . , bρ(f)) = f
A(ψb1, . . . , ψbρ(f)). Injective homomorphisms are
often called embeddings. The algebras A and B are isomorphic, denoted A ∼= B, if
there is a homomorphism from A to B that is a bijection. B is called a subalgebra of
A if B ⊆ A and the inclusion map is a homomorphism. Thus B is isomorphic to a
subalgebra of A if and only if there is an embedding of B into A.
Let J be a set, and for each j ∈ J let Aj be a nonempty set. Then the Cartesian
product,
∏
j∈J Aj , is the set of all sequences a = 〈 aj : j ∈ J 〉 such that for every
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362 CLIFFORD BERGMAN AND GIORA SLUTZKI
j ∈ J , aj ∈ Aj . For each i ∈ J , there is a surjective function πi :
∏
j∈J Aj → Ai
mapping the sequence a to its ith component, ai. We shall reserve the symbol “π”
for these mappings. Suppose now that 〈Aj : j ∈ J 〉 is a sequence of algebras, all of
similarity type ρ. Then
∏
j∈J Aj is the algebra (of type ρ) whose universe is the
Cartesian product of the sets Aj , with basic operations that act coordinatewise, using
the basic operations of each Aj . In other words, if f is a basic operation symbol of
rank n and x1, x2, . . . , xn ∈
∏
j∈J Aj , then
πif
∏
Aj (x1, . . . , xn) = f
Ai(πix1, . . . , πixn) ∀ i ∈ J.
In addition to the basic operations of an algebra, one can create new operations
by composing the basic ones. Speciﬁcally, let A be a set, f an n-ary operation on A,
and let g1, . . . , gn be k-ary operations on A. Then the generalized composition of f
with g1, . . . , gn, denoted f [g1, . . . , gn], is the k-ary operation that maps the k-tuple
a = (a1, . . . , ak) to f
(
g1(a), . . . , gn(a)
)
.
For each positive integer n and 1 ≤ j ≤ n we deﬁne the jth n-ary projection
operation by pnj (x1, . . . , xn) = xj . In particular, p
1
1 is the identity operation. A
clone on a set A is a set of operations on A containing all projections and closed
under generalized composition. The set of all clones on A is obviously ordered by
set-theoretic inclusion. The smallest clone consists of nothing but the projection
operations, while the largest clone contains all operations on A. It is easy to see that
the intersection of a family of clones on A is again a clone. Therefore, if E is any set
of operations on A, we deﬁne the clone on A generated by E to be
CloA(E) =
⋂
{C : E ⊆ C and C a clone on A } .(2.1)
For an algebra A = 〈A,F 〉, the clone of term operations of A is simply CloA(F ),
the clone on A generated by F . This is typically denoted Clo(A). For any positive
integer m, the set of m-ary members of Clo(A) is denoted Clom(A).
While (2.1) serves as a deﬁnition of Clo(A), it does not provide any information
as to the contents of this clone. Intuitively, an operation on A is a member of Clo(A)
if and only if it can be built up by generalized composition, from the basic operations
of A and the projections. This is formalized in the following theorem. The proof is
straightforward; see [20, Theorem 4.3].
Theorem 2.1. Let F be a set of operations on a set A, and let m be a positive
integer. The set CloAm(F ) of m-ary members of Clo
A(F ) is the smallest set X of
m-ary operations on A such that
(i) pmi ∈ X for i = 1, 2, . . . ,m;
(ii) if f ∈ F and g1, g2, . . . , gρ(f) ∈ X, then f [g1, . . . , gρ(f)] ∈ X.
Just as the basic operations of an algebra A are instances of the operation sym-
bols, we would like to have syntactic objects that correspond to the term operations
of A. One way to do this is as follows.
Definition 2.2. Let X = {x1, x2, . . . } be a countably inﬁnite set of variables
and ρ : F → {0, 1, . . . } a similarity type, with F disjoint from X. The set of terms of
type ρ is the smallest set T of strings such that
1. X ⊆ T ;
2. ρ−1(0) ⊆ T ;
3. if f ∈ F and t1, . . . , tρ(f) ∈ T , then f(t1, . . . , tρ(f)) ∈ T .
A term is n-ary if the only variables that appear in the string come from {x1, . . . , xn}.
If A is an algebra and t is an n-ary term, then we can assign an n-ary term
operation tA to t as follows. If t = xi, then t
A = (pni )
A
. If t = f(t1, . . . , tk),
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COMPLEXITY OF SOME PROBLEMS IN ALGEBRA 363
then tA = fA[tA1 , . . . , t
A
k ]. Comparing the assertions in Theorem 2.1 to the above
deﬁnitions, we see that Clo(A) =
{
tA : t is a term
}
.
An identity of type ρ is simply a pair of terms, although we usually write it in
the form s ≈ t. An algebra A satisﬁes the identity s ≈ t if sA = tA. In the usual
terminology of ﬁrst-order logic, this is the same as asserting that the model A satisﬁes
the sentence
(∀x1)(∀x2) · · · (∀xn)
(
s(x1, . . . , xn) ≈ t(x1, . . . , xn)
)
,
where s and t are n-ary terms.
For example, if our similarity type consists of two binary operation symbols,
+ and ∗, then both the commutative law x + y ≈ y + x and the distributive law
x ∗ (y+ z) ≈ (x ∗ y)+ (x ∗ z) are identities that may or may not hold in any particular
algebra. Notice that in this example we have adopted the usual custom of writing
binary operations in “inﬁx” form and using variables x, y, z instead of x1, x2, x3.
A quasi-identity is a ﬁrst-order sentence of the form
(∀x1) · · · (∀xn)
( m∧
j=1
sj(x1, . . . , xn) ≈ tj(x1, . . . , xn)
−→ u(x1, . . . , xn) ≈ v(x1, . . . , xn)
)
,
where each sj , tj , u, and v is an n-ary term, and “
∧
” denotes conjunction. Every
identity is a quasi-identity, by taking m = 0. In the context of algebraic structures,
quasi-identities are precisely the universal Horn sentences. An example of a quasi-
identity that is not an identity is the left-cancellation law x ∗ y ≈ x ∗ z → y ≈ z, which
holds, for example, in the positive integers under multiplication but not for all integers
under multiplication. By contrast, the formula
(x = 0 ∧ x ∗ y ≈ x ∗ z)→ y ≈ z
is not a quasi-identity, since we do not permit negation symbols.
Now, ﬁx a similarity type ρ, and let K be a class of algebras, all of type ρ. K is
called a variety, or equational class, if there is a set Σ of identities (not necessarily
ﬁnite) such that K is exactly the class of all algebras satisfying every identity in Σ.
Notice that many familiar classes of algebras are varieties. For example, the class
of all groups is a variety if we take our similarity type to consist of one binary, one
unary, and one nullary operation, and Σ to consist of the ﬁve identities
x · (y · z) ≈ (x · y) · z, x · e ≈ e · x ≈ x, x · x−1 ≈ x−1 · x ≈ e.
A classical theorem due to Birkhoﬀ [3] asserts that a class K is a variety if and
only if K is closed under the formation of subalgebras, arbitrary products, and ho-
momorphic images. This remarkable fact connects the purely syntactic idea of an
equation to the familiar algebraic constructions we discussed earlier.
It is convenient to introduce the following notation. Let K be a class of algebras
of the same similarity type. Then H(K),S(K), and P(K) denote the class of all
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364 CLIFFORD BERGMAN AND GIORA SLUTZKI
algebras isomorphic to a homomorphic image, subalgebra, and product of members
of K, respectively. Thus K is a variety if and only if K = H(K) = S(K) = P(K).
It is easy to see that the intersection of a family of varieties (all of similarity type
ρ) is again a variety. In fact, a deﬁning set of identities will be the union of deﬁning
sets for each of the component varieties. Thus we deﬁne, for any class K, the variety
generated by K to be
V(K) =
⋂
{V : V is a variety and K ⊆ V } .
It is not hard to show that for any class K,
V(K) = HSP(K) = Mod(Id(K)).(2.2)
In this equation, Id(K) denotes the set of all identities true in every member of K,
and Mod(Σ) denotes the class of all algebras in which every identity in Σ holds. For
a single algebra A, it is customary to write V(A) instead of V({A}).
Just as a variety is deﬁned by identities, a quasi-variety is deﬁned by quasi-
identities. Most of the assertions we have made about varieties have analogous for-
mulations for quasi-varieties. For example, there is a Birkhoﬀ-type theorem that
states that a class K is a quasi-variety if and only if it is closed under the forma-
tion of subalgebras, products, and ultraproducts. (We will not need the notion of an
ultraproduct here. See [5, p. 210].) The quasi-variety generated by K is
Q(K) =
⋂
{Q : Q is a quasi-variety and K ⊆ Q} .
Since every variety is also a quasi-variety, we always have K ⊆ Q(K) ⊆ V(K), but the
reverse inclusions are usually false. For example, let Z denote the group of integers,
and K = {Z}. Then Q(K) is the class of torsion-free Abelian groups, while V(K)
consists of all Abelian groups. (A group is torsion-free if no element except the
identity has ﬁnite order.)
There is one feature of the quasi-variety notion that deserves special mention.
Since we will need it later, we state it formally.
Theorem 2.3. Let A be a ﬁnite algebra. Then Q(A) = SP(A).
Proof. Since A ∈ SP(A) ⊆ Q(A), it suﬃces to show that SP(A) is a quasi-
variety. Closure under S and P is easy. Closure under ultraproducts boils down to
the fact that, since A is ﬁnite, an ultraproduct of copies of A is simply isomorphic to
A again. See [5, Lemma 6.5 and Theorem 2.25].
An algebra B is called simple if it has more than one element and every homo-
morphism with domain B is either injective or trivial (i.e., has a one-element image).
For example, a group is simple in this sense if and only if it has exactly two normal
subgroups. We will need the following easy result.
Proposition 2.4. Let B be a simple algebra and A be any algebra of the same
similarity type. If B ∈ SP(A), then B ∈ S(A).
Proof. By assumption there is a set I and an embedding ψ : B → AI . Pick
distinct elements a, b from B. Then ψ(a) = ψ(b), so for some i ∈ I, ψ(a) and ψ(b)
diﬀer in the ith component. Let πi be the mapping from A
I to A that assigns to
each I-tuple its ith coordinate. Then πi ◦ ψ is a homomorphism from B to A which
is nontrivial, since πiψ(a) = πiψ(b). From the simplicity of B, it follows that πi ◦ ψ
is an embedding. Hence B ∈ S(A).
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Table 3.1
Some complexity classes.
L = DSPACE(logn), logarithmic space;
NL = NSPACE(logn), nondeterministic logarithmic space;
P =
⋃
k≥1
DTIME(nk), polynomial time;
NP =
⋃
k≥1
NTIME(nk), nondeterministic polynomial time;
PSPACE =
⋃
k≥1
DSPACE(nk), polynomial space;
EXPTIME =
⋃
k≥1
DTIME(2n
k
), exponential time;
2-EXPTIME =
⋃
k≥1
DTIME
(
22
nk )
, hyperexponential time.
3. Complexity preliminaries. Since this paper deals with the computational
complexity of problems in universal algebra, we will include a brief review of the
complexity classes used in this paper, mainly for the beneﬁt of those readers unfamiliar
with the common notation and terminology used. Consult any of [27, 22, 13, 9] for
an in-depth treatment of computational complexity.
Languages (i.e., sets of ﬁnite strings over some ﬁxed alphabet) are viewed as
encodings of problems. Given a function f : N → N, we denote by DTIME(f(n))
(respectively, DSPACE(f(n))) the set of all languages decidable by a deterministic
Turing machine in time (respectively, space) O(f(n)). In an analogous way, the
nondeterministic classes NTIME(f(n)) and NSPACE(f(n)) are deﬁned in terms of
nondeterministic Turing machines. The complexity classes referred to in this paper
are deﬁned in Table 3.1 (see [13]). The class P consists of those problems for which
it is considered to be feasible to use a computer to ﬁnd a solution. By contrast, a
problem lies in NP if a proposed solution can be veriﬁed in polynomial time.
These classes form a chain of inclusions:
L ⊆ NL ⊆ P ⊆ NP ⊆ PSPACE ⊆ EXPTIME ⊆ 2-EXPTIME.(3.1)
Of these the following are known to be proper:
NL  PSPACE, P  EXPTIME  2-EXPTIME.(3.2)
All of the other inclusions (except for the obvious ones that follow from (3.2)) represent
deep open problems in theoretical computer science, the most famous of which is the
seemingly unapproachable P
?
= NP problem.
In addition to the classes listed above, several others are worth noting brieﬂy.
First, both EXPTIME and 2-EXPTIME have nondeterministic analogues which
could be added to our list. Surprisingly, the same is not true for PSPACE. In 1970,
Savitch [26] proved that for any function f with f(n) ≥ log n, NSPACE(f(n)) ⊆
DSPACE(f(n)2). In particular, PSPACE = NPSPACE.
Second, for any complexity class C, one can deﬁne the dual class co-C, consisting
of those languages (problems) whose complements lie in C. For example, since the
graph-isomorphism problem lies in NP, the graph-nonisomorphism problem lies in
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366 CLIFFORD BERGMAN AND GIORA SLUTZKI
co-NP. It is not hard to see that every deterministic class C is closed under com-
plements, i.e., C = co-C. Furthermore, it was shown independently by Immerman
and Szelepcse´nyi [12, 29], that if f(n) ≥ log n, then NSPACE(f(n)) is closed under
complements. From this we obtain NL = co-NL.
Among the most useful tools in complexity theory are the concepts of resource-
bounded reducibility and completeness, both borrowed from recursive function theory.
Given two languages A and B, we say that A is polynomial-time, many-one reducible
to B, and we write A ≤pm B, if there is a polynomial-time computable function f such
that
x ∈ A ⇐⇒ f(x) ∈ B.(3.3)
It is not hard to verify that “≤pm” is both reﬂexive and transitive. A language (i.e.,
problem) A is ≤pm-hard (or just hard) for a class C of problems, if for every C ∈ C,
C ≤pm A. The language A is ≤pm-complete (or just complete) for C if A is hard for C
and A ∈ C.
Unfortunately, polynomial-time reductions are not useful within the class P, since
for any nontrivial A,B ∈ P we have A ≤pm B ≤pm A. Instead, we must resort to a
weaker notion called log-space reduction. This simply means that in (3.3), the function
f must be computable in logarithmic space.
Since it is generally believed that all of the inclusions in (3.1) are in fact proper,
a proof of completeness of a problem A in any of those classes is viewed as providing
overwhelming evidence that A does not belong to the immediately preceding class in
(3.1). It follows from (3.2) that any problem which is complete for EXPTIME (such
as our Term-Equiv) fails to lie in P. Such a problem is provably intractable.
In the problems we will be investigating, the input consists of pairs of ﬁnite alge-
bras of ﬁnite similarity type (i.e., algebras having only ﬁnitely many basic operation
symbols). Let us be more speciﬁc as to the form we assume the input will take. The
underlying set of an algebra can be assumed to be {0, 1, . . . , n− 1} for some positive
integer n. In fact, this set can be represented in the input by its cardinality, which
requires log n bits of storage. (All logarithms will be to the base 2.) A k-ary operation
on this set is represented as a table of values or, in other words, a k-dimensional array
with both the indices and entries coming from {0, 1, . . . , n− 1}. Notice that this can
be represented in the input stream using nk · log n bits.
Let us deﬁne the rank of an algebra to be the maximum rank of any of its basic
operations. Thus an algebra of cardinality n and rank k will require at least nk · log n
bits to specify.
There are certainly other ways of specifying operations, such as with circuits or
Turing machines, but we shall not pursue this idea here. Also, from now on we shall
assume that all algebras are ﬁnite and of ﬁnite similarity type.
4. Discussion of the problems. In this paper we shall consider three equiva-
lence relations on algebraic structures. First, given two algebras A and B of the same
similarity type, is V(A) = V(B)? In light of (2.2), this is equivalent to asking whether
A and B satisfy exactly the same identities. Note that this only makes sense if the
two algebras have the same similarity type. It was shown in [14] that this problem is
decidable. We shall denote this problem Var-Equiv. Thus
Var-Equiv = { (A,B) : A ∼ B & V(A) = V(B) }.
Recently, Z. Sze´kely proved that Var-Equiv is NP-hard; see [28].
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COMPLEXITY OF SOME PROBLEMS IN ALGEBRA 367
We have an analogous problem for quasi-varieties:
Qvar-Equiv = { (A,B) : A ∼ B & Q(A) = Q(B) }.
The assertion (A,B) ∈ Qvar-Equiv is equivalent to A and B satisfying exactly the
same quasi-identities. Surprisingly, even though the logical form of a quasi-identity
is much more complicated than that of an identity, Qvar-Equiv has a relatively
low computational complexity compared to Var-Equiv. Note that Qvar-Equiv ⊆
Var-Equiv as sets.
The third problem we shall consider is term-equivalence. Two algebras A and B
are term-equivalent if and only if they have the same underlying set and Clo(A) =
Clo(B). For this problem, we do not require that A and B have the same similarity
type, but we do require that they have the same universe:
Term-Equiv = { (A,B) : A = B & Clo(A) = Clo(B) } .
It was shown in [1] that Term-Equiv is complete for EXPTIME.
There are several restrictions of these problems which are of interest and which
turn out to have a lower complexity. In particular, we can bound either the cardinality
of the underlying sets or the ranks of the algebras. For example, it was shown in [18]
that Term-Equiv is complete for PSPACE when restricted to unary algebras, that
is, algebras in which every operation has rank 1. For each of our three problems, we
shall consider, in addition to the general case, the subcases obtained by considering
only unary algebras and only two-element algebras. We shall denote the subcase by
appending a superscript “1” or subscript “2” to the problem. To be precise, let us
deﬁne
U = {A : A is a unary algebra } ,
T = {A : A = {0, 1} } .
Then X1 = X ∩ (U × U) and X2 = X ∩ (T × T ) for X any one of Term-Equiv,
Var-Equiv, or Qvar-Equiv.
Our results for each of these nine problems are summarized in Table 4.1. In this
Table 4.1
Summary of results.
Qvar-Equiv Term-Equiv Var-Equiv
card2 L NL L
unary NP PSPACE∗ PSPACE
general NP∗ EXPTIME∗ 2-EXPTIME
table, the ﬁrst row concerns the subcase consisting of two-element algebras, the second
concerns the subcase of unary algebras, and the third concerns the general case. Each
of the nine entries gives the smallest complexity class known to contain the problem,
and a superscript “∗” indicates that the result is sharp, i.e., the problem is complete
for the given complexity class.
5. The quasi-variety problems. We begin with the problems that ask whether
two algebras generate the same quasi-variety. It is sometimes convenient to work with
an asymmetric variant of this problem:
Qvar-Mem = { (A,B) : A ∼ B & B ∈ Q(A) } .
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368 CLIFFORD BERGMAN AND GIORA SLUTZKI
Since the “Q” operator has the usual properties of closure, we obviously have
(A,B) ∈ Qvar-Equiv ⇐⇒ (A,B), (B,A) ∈ Qvar-Mem.(5.1)
It follows that for an instance of size s, membership in Qvar-Equiv can be tested
with two calls to an algorithm forQvar-Mem, both using inputs of size s. In a natural
way, we also have the restricted problems Qvar-Mem1 and Qvar-Mem2 consisting
of pairs of unary and two-element algebras, respectively.
Theorem 5.1. Qvar-Mem ∈ NP.
Proof. Let A and B be a pair of similar, ﬁnite algebras. We wish to determine
whether B ∈ Q(A). Here is a nondeterministic algorithm. For each unordered pair
{a, b} of distinct elements of B, guess a function ψ{a,b} : B → A such that ψ{a,b}(a) =
ψ{a,b}(b). Test whether ψ{a,b} is a homomorphism. If it is not, then reject. But if
every ψ{a,b} passes the homomorphism test, then accept.
To see that our algorithm is correct, suppose that we accept the pair (A,B).
Enumerate the doubletons {ai, bi}, i = 1, 2, . . . , n, of elements of B. Deﬁne a function
ψ : B → An such that the ith coordinate of ψ(x) is ψ{ai,bi}(x). The fact that every
ψ{ai,bi} is a homomorphism ensures that ψ is a homomorphism. And ψ will be injective
since, if a = b, then ψ(a) and ψ(b) diﬀer in the ith coordinate, where {a, b} is the ith
pair in our enumeration. It follows that B is isomorphic to a subalgebra of a direct
power of A, and consequently B lies in the quasi-variety generated by A.
Conversely, suppose that B ∈ Q(A). By Theorem 2.3 there is a set J and an
embedding ψ : B → AJ . Using the notation of the previous paragraph, for each
i = 1, . . . , n, we have ψ(ai) = ψ(bi), and hence there is some ji ∈ J such that ψ(ai)
and ψ(bi) diﬀer in their jith coordinate. Let πji : A
J → A denote the coordinate
projection homomorphism. Then ψ{ai,bi} = πji ◦ ψ constitutes an appropriate guess.
Thus our algorithm will accept the pair (A,B).
Finally, we need to estimate the (nondeterministic) running time of the algorithm.
Let s denote the size of the input. A function ψ from B to A can be guessed in time on
the order of |B| · |A|, which is at most s2. The veriﬁcation that ψ is a homomorphism
also takes time in O(s2). The total number of functions we need to construct is(|B|
2
) ≤ s2. Thus the total running time lies in O(s4).
Corollary 5.2. All of the following lie in NP: Qvar-Equiv, Qvar-Mem1,
Qvar-Mem2, Qvar-Equiv
1, and Qvar-Equiv2.
Proof. That Qvar-Equiv ∈ NP follows from Theorem 5.1 and (5.1). The
class NP is closed under polynomial-time, many-one reductions. Since Qvar-Mem1
and Qvar-Equiv1 are reducible to (indeed special cases of) Qvar-Mem and Qvar-
Equiv, respectively, they too lie in NP. The same argument applies to the two-
element versions of the problems.
We shall improve the bounds on Qvar-Mem2 and Qvar-Equiv2 in Theorem 5.7
below. But ﬁrst we consider the NP-completeness of the other problems discussed in
Corollary 5.2. To do this, we use a transformation from (directed) graphs to unary
algebras described in [11]. By a digraph we shall mean a structure G = 〈G, θ〉 in
which G is a nonempty set and θ ⊆ G×G. G is loopless if for no x in G do we have
(x, x) ∈ θ.
Let G = 〈G, θ〉 and H = 〈H, τ〉 be digraphs. A morphism from H to G is
a function ψ : H → G such that (x, y) ∈ τ =⇒ (ψ(x), ψ(y)) ∈ θ. H is a
subgraph of G if H ⊆ G and the inclusion map is a morphism. If Gi = 〈Gi, θi〉,
i ∈ I is a family of digraphs, then the product graph is 〈G, θ〉, where G = ∏i∈I Gi
and θ = { (x, y) ∈ G×G : (∀i ∈ I) (xi, yi) ∈ θi }. Just as for algebras, we use the
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COMPLEXITY OF SOME PROBLEMS IN ALGEBRA 369
operators S and P to denote closure under the formation of subgraph and product
graph, respectively.
Given a digraphG = 〈G, θ〉, we now deﬁne an algebraG∗ as follows. The universe
of G∗ is the set G ∪ θ ∪ {u, v} where u and v are points not appearing in either G or
θ. G∗ = 〈G∗, f0, f1 〉, where f0 and f1 are unary operations deﬁned by
∀x ∈ G f0(x) = u, f1(x) = v;
∀(x, y) ∈ θ f0((x, y)) = x, f1((x, y)) = y;
f0(u) = v, f1(u) = u,
f0(v) = v, f1(v) = u.
Furthermore, let ψ : H→ G be a digraph morphism. We deﬁne a function ψ∗ : H∗ →
G∗ given by
∀x ∈ H ψ∗(x) = ψ(x);
∀(x, y) ∈ τ ψ∗((x, y)) = (ψ(x), ψ(y));
ψ∗(uH) = uG, ψ∗(vH) = vG.
Lemma 5.3 (see Hedrl´ın and Pultr [11]). The assignments G → G∗ and ψ → ψ∗
constitute a full and faithful functor from the category of digraphs to that of algebras
with two unary operations. In other words, for each pair H, G of digraphs, and each
digraph morphism ψ, the function ψ∗ : H∗ → G∗ is a homomorphism, and further-
more, the mapping ψ → ψ∗ is a bijection between the morphisms from H to G and
the homomorphisms between H∗ and G∗. Also, ψ is an injective map if and only if
ψ∗ is injective.
We will show NP-completeness of Qvar-Mem1 by exhibiting a reduction from
the problem Clique, which is well known to be complete for NP; see [9, p. 194]. For
a positive integer n, let Kn denote the digraph with vertex set {1, 2, . . . , n} and edges
{ (x, y) : x = y }. We deﬁne
Clique = { (G, n) : G a digraph, n ≥ 1 and Kn ∈ S(G) } .
A subset of G isomorphic to some Kn is called a clique.
Proposition 5.4. Let G be a loopless digraph and n a positive integer. The
following are equivalent.
(i) (G, n) ∈ Clique.
(ii) Kn ∈ SP(G).
(iii) K∗n ∈ SP(G∗).
Proof. That (i) implies (ii) is trivial. Now assume (ii), i.e., suppose that ψ is an
embedding of Kn into a power G
I . By Lemma 5.3, we have an injective homomor-
phism ψ∗ from K∗n to (G
I)∗. Moreover, it is easy to see that (GI)∗ is isomorphic to
a subalgebra of (G∗)I . Thus (iii) holds.
Finally, suppose that φ : K∗n → (G∗)I is an embedding for some set I. Choose any
i ∈ I. Then πi ◦ φ is a homomorphism from K∗n to G∗, which, by Lemma 5.3, must
be of the form ψ∗ for some digraph morphism ψ : Kn → G. Suppose that x and y
are distinct elements of Kn. By deﬁnition, there is an edge from x to y; consequently,
there must be an edge in G from ψ(x) to ψ(y). Since G is assumed to be loopless, it
must be the case that ψ(x) = ψ(y). Therefore, ψ is injective, so (iii) implies (i).
It is convenient to introduce one more problem involving the relationship between
two algebras. Let
SubAlg = { (A,B) : A ∼ B & B ∈ S(A) } .
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370 CLIFFORD BERGMAN AND GIORA SLUTZKI
As with our other problems, SubAlg1 will refer to the restriction of this problem to
the case thatA andB are unary algebras. It is easy to see that SubAlg and SubAlg1
lie in NP (just guess an injective function and check to see if it is a homomorphism).
Theorem 5.5. The problems Qvar-Mem1, Qvar-Mem, SubAlg1, SubAlg,
and Qvar-Equiv are all complete for NP.
Proof. We showed in Theorem 5.1, Corollary 5.2, and the comments just above
that all of these problems lie in NP. The problem Clique is NP-complete, and the
transformation (G, n) → (G∗,K∗n) can be done in polynomial time. Therefore, we
deduce from Proposition 5.4 and Theorem 2.3 that Qvar-Mem1 is alsoNP-complete.
Clearly, Qvar-Mem1 ≤pm Qvar-Mem, so Qvar-Mem is NP-complete.
By Lemma 5.3, (G, n) ∈ Clique if and only if (G∗,K∗n) ∈ SubAlg1. Thus
SubAlg1 and also SubAlg are NP-complete. This fact is not new; it was ﬁrst noted
in [21].
To complete the proof, we will reduce SubAlg1 to Qvar-Equiv. Given a ﬁnite
unary algebra B = 〈B,F 〉, let B+ = 〈B∪{e}, F ∪{p, d} 〉, where e /∈ B and p, d /∈ F .
For each f ∈ F , f(e) = e. For all x, y, z ∈ B ∪ {e} we deﬁne
p(x) = e;
d(x, y, z) =
{
z if x = y,
x if x = y.
The ternary operation d is called the discriminator operation. It is an easy exercise
to check that any algebra with a discriminator among its term operations is simple.
Now, given two ﬁnite unary algebrasA and B, we have the following equivalences.
B ∈ S(A) ⇐⇒ B+ ∈ S(A+) ⇐⇒ Q(A+) = Q(A+ ×B+).(5.2)
Clearly, the equivalences in (5.2) imply that SubAlg1 ≤pm Qvar-Equiv. The ﬁrst
equivalence is an easy veriﬁcation. We check the second. First suppose that B+ ∈
S(A+). Then bothA+ and B+ are members of Q(A+) which is closed under products.
Therefore, A+×B+ ∈ Q(A+), so Q(A+×B+) ⊆ Q(A+). On the other hand, there is
an embedding of A+ into A+×B+ given by x → (x, e). Hence Q(A+) ⊆ Q(A+×B+).
Conversely, suppose that Q(A+) = Q(A+ ×B+). There is an embedding of B+
into A+ ×B+ such that x → (e, x). Thus B+ ∈ Q(A+) = SP(A+). However, B+ is
a simple algebra, so by Proposition 2.4, B+ ∈ S(A+).
Remark. Referring back to the proof of Theorem 5.5, it is tempting to try to prove
the NP-hardness of Qvar-Equiv by using (5.1) together with the NP-completeness
of Qvar-Mem and Corollary 5.2. However, there are diﬃculties with this line of
argument. To take an analogous situation, the subgraph isomorphism problem is
NP-complete, but the graph isomorphism problem is in NP but most probably is
not NP-complete.
Unfortunately, the method used to reduce SubAlg1 to Qvar-Equiv does not
produce a unary algebra, so we are not able to show that Qvar-Equiv1 is complete
for NP. We leave it as an open problem.
Problem 5.6. Is Qvar-Equiv1 complete for NP? Is Qvar-Equiv1 ∈ P?
Now we turn to the problem Qvar-Equiv2. Suppose that A and B are two-
element algebras. We claim that B ∈ Q(A) if and only if B ∼= A. To see this, note
that every two-element algebra is simple. Therefore, by Proposition 2.4, Theorem 2.3,
and the fact that |B| = |A|, we obtain
B ∈ Q(A) = SP(A) =⇒ B ∈ S(A) =⇒ B ∼= A.
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The converse, that B ∼= A =⇒ B ∈ Q(A), is trivial.
Theorem 5.7. Qvar-Equiv2,Qvar-Mem2 ∈ L.
Proof. As we argued in the previous paragraph, (B,A) ∈ Qvar-Mem2 if and
only if B ∼= A. There are only two bijections from B to A, and each of these
can be tested to see if it is a homomorphism. The testing requires just a couple of
counters, each of which has a space bound that is logarithmic in the size of the input.
Thus Qvar-Mem2 ∈ L. Now apply assertion (5.1) to deduce that Qvar-Equiv2
∈ L.
6. The variety problems. The problem Var-Equiv asks: if A and B are two
algebras of the same similarity type, is V(A) = V(B)? As with quasi-varieties, it is
convenient to introduce an auxiliary problem, Var-Mem:
Var-Mem = { (A,B) : A ∼ B & B ∈ V(A) } .
Unlike the situation for quasi-varieties, the problems Var-Equiv and Var-Mem are
interchangeable from the perspective of complexity. We have
(A,B) ∈ Var-Equiv ⇐⇒ (A,B), (B,A) ∈ Var-Mem,
(A,B) ∈ Var-Mem ⇐⇒ (A,A×B) ∈ Var-Equiv.(6.1)
The second equivalence follows from the fact that both A and B are homomorphic
images of A×B.
We begin with the two-element problem. The crucial point is the following theo-
rem.
Theorem 6.1. Let A and B be two-element algebras of the same similarity type.
Then V(A) = V(B) if and only if A ∼= B.
The proof of Theorem 6.1 requires considerably more universal algebra than does
the remainder of this paper. For this reason, we have relegated the proof to the
appendix.
Theorem 6.2. Var-Equiv2 ∈ L.
Proof. From Theorem 6.1, testing whether (A,B) ∈ Var-Equiv2 is equivalent to
testing A ∼= B. Arguing as we did at the end of section 5, there are only two possible
isomorphisms to test. This can be done deterministically in logarithmic space.
In order to proceed to the remaining two problems, we need some more detailed
information on the relationship between clones, terms, and varieties. Let A = 〈A,F 〉
be an algebra of cardinality n, and let m be a positive integer. An m-ary operation
on A, being a function from Am to A, can also be thought of as an element of the
direct power A(A
m). Visualized this way, it is not hard to see that Clom(A) forms a
subalgebra of A(A
m). In fact, Theorem 2.1 can be viewed as asserting that Clom(A)
is the subalgebra of A(A
m) generated by the set {pm1 , . . . , pmm}. Notice that we follow
our usual typographic convention and print “Clo” in boldface when it is to be used
as an algebra. Since varieties are closed under the formation of both powers and
subalgebras, it follows that both A(A
m) and Clom(A) lie in V(A).
Let us be more precise about how this subalgebra could be constructed. For each
natural number j, deﬁne a set Xj of m-ary operations on A recursively by
X0 = {pm1 , pm2 , . . . , pmm},
Xj+1 = Xj ∪
{
f [g1, . . . , gρ(f)] : f ∈ F, g1, . . . , gρ(f) ∈ Xj
}
.
(6.2)
It is easy to see that X0 ⊆ X1 ⊆ · · · ⊆ Clom(A). Since the total number of m-ary
operations on A is n(n
m), there is some index q < n(n
m) such that Xq = Xq+1. But
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372 CLIFFORD BERGMAN AND GIORA SLUTZKI
the pair of conditions Xj ⊇ X0 and Xj = Xj+1 are precisely those of Theorem 2.1.
Therefore, Xq = Clom(A).
The case of a unary algebra deserves special consideration. Suppose that A is
unary (i.e., has rank 1). While it is true that, technically speaking, A has term
operations of arbitrarily large rank, these operations are trivial in the sense that they
only depend on one of their variables. For example, if f is a basic operation of A, then
the term operation f [p21] has rank 2. However, this operation maps any pair (x, y)
to f(x). Thus f [p21] is “essentially unary.” Since there are only n
n possible unary
operations, one can easily show that for any m, we always have Xnn−1 = Clom(A).
Now one cannot help but notice the similarity between the deﬁnition of the sets
Xj in (6.2) and that of a term given in Deﬁnition 2.2. Of course, if t is an m-ary term,
then tA ∈ Clom(A), hence, for some j < n(nm), tA ∈ Xj . Conversely, if we view each
m-ary term as a tree, then every member of Xj is of the form t
A for some term t
of height at most j. Let us write ht(t) to denote the height of the term t. Putting
these two observations together, for every m-ary term t, there is a term t′ such that
tA = (t′)A and ht(t′) < n(n
m). Following up on our earlier observation, in the special
case that A is unary, the bound on the height of t′ can be reduced to nn no matter
what the value of m.
Theorem 6.3. Let A and B be ﬁnite algebras of the same similarity type. As-
sume that the cardinalities of A and B are n and m, respectively. Then the following
are equivalent.
(i) B ∈ V(A).
(ii) For every pair of terms s and t, each of height at most n(n
m), if A satisﬁes
the identity s ≈ t, then so does B.
(iii) B is a homomorphic image of the algebra Clom(A).
If A and B are unary algebras, then the bound n(n
m) in (ii) can be reduced to nn.
Proof. That (i) implies (ii) follows from (2.2). So assume (ii). Enumerate the
elements of B as b1, . . . , bm. Deﬁne a function ψ : Clom(A) → B as follows. For
each g ∈ Clom(A), choose a term u such that ht(u) < n(nm) and uA = g, and deﬁne
ψ(g) = uB(b1, . . . , bm). To see that this is well deﬁned, suppose that s is another term
with the properties sA = g and ht(s) < n(n
m). Then sA = g = uA, so A satisﬁes the
identity s ≈ u. Therefore, by (ii), B also satisﬁes the identity s ≈ u, hence sB = uB.
The function ψ is surjective since for every i ≤ m, bi = ψ(pmi ). In order to prove
(iii), it remains to show that ψ is a homomorphism. So let g1, . . . , gk ∈ Clom(A),
and let f be a basic k-ary operation symbol. There are terms s1, s2, . . . , sk and t, all
of height less than n(n
m) such that gi = s
A
i for i = 1, 2, . . . , k, and f
A[g1, . . . , gk] =
tA. Let r be the term f(s1, . . . , sk). We need to verify that ψ
(
fA[g1, . . . , gk]
)
=
fB
(
ψ(g1), . . . , ψ(gk)
)
. Note that ht(r) = 1 + maxi ht(si) ≤ n(nm). Also, rA = tA
since
rA = fA[sA1 , . . . , s
A
k ] = f
A[g1, . . . , gk] = t
A.
Therefore, the equation r ≈ t holds in A, hence in B, because of the bounds on the
heights. Thus rB = tB. Now, writing b = (b1, . . . , bm), we compute
ψ
(
fA[g1, . . . , gk]
)
= ψ(tA) = tB(b) = rB(b)
= fB
(
sB1 (b), . . . , s
B
k (b)
)
= fB
(
ψ(g1), . . . , ψ(gk)
)
.
Finally, assume (iii). Clom(A) is a subalgebra of A
Am ; consequently, it lies
in V(A). Since every variety is closed under homomorphic images, B ∈ V(A) as
well.
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1. sA ← tA ← fA0 ; sB ← tB ← fB0 .
2. for i = 1 to nn do
3. guess j,  ∈ {0, 1, . . . , k}
4. sA ← fAj ◦ sA; sB ← fBj ◦ sB ; tA ← fA ◦ tA; tB ← fB ◦ tB
5. if
(
(∀x, y ∈ A) (sA(x) = tA(y)) and (∃x, y ∈ B) (sB(x) = tB(y))) or(
(∀x ∈ A) (sA(x) = tA(x)) and (∃x ∈ B) (sB(x) = tB(x)))
then accept.
Algorithm 6.1. Testing (A,B) ∈ Var-Mem1.
It is worthwhile to extract just a bit more information from the proof of The-
orem 6.3. Notice that in the proof of (ii) implies (iii), we began with an arbitrary
enumeration of the elements of B and constructed a homomorphism from Clom(A)
ontoB. In the language of universal algebra, this is equivalent to the assertion that the
algebra Clom(A) is freely generated by X0 = { pmi : 1 ≤ i ≤ m }. For our purposes,
we can express this property as the following corollary.
Corollary 6.4. Let A and B be algebras as in Theorem 6.3. The following are
equivalent.
(i) B ∈ V(A).
(ii) For some bijection ψ0 of X0 with B, there exists a homomorphism ψ from
Clom(A) to B such that ψX0 = ψ0.
(iii) For every bijection ψ0 of X0 with B, there exists a homomorphism ψ from
Clom(A) to B such that ψX0 = ψ0.
Theorem 6.3 suggests an approach that can be used to test the condition B /∈
V(A): simply guess an identity - and check to see whether A satisﬁes - while B fails
to satisfy -. This approach seems to be quite eﬀective—at least for unary algebras.
For in this case, we have the improved bound nn in part (ii) of the theorem.
Let us ﬁx a set F = {f1, . . . , fk} of operation symbols, each of rank 1. Also, let
us add an additional unary operation symbol f0 which will always be interpreted as
the identity operation. This has no eﬀect on the algebras but will save us a subscript
in our analysis. A typical term over F is of the form fifi−1 · · · fi2fi1(x), where
i1, i2, . . . , i ∈ {0, 1, . . . , k}. The height of this term is .. Since each term involves
only one variable, every identity is of one of two possible forms:
s(x) ≈ t(x) or s(x) ≈ t(y).
Notice that the second of these is quite degenerate since it requires that the term
operations corresponding to s and t both be constant and, in fact, the same constant.
Nevertheless, it must be considered in the analysis.
Now suppose that A and B are algebras of type F and of cardinalities n and
m, respectively. Algorithm 6.1 is a nondeterministic algorithm that accepts the pair
(A,B) if and only if B /∈ V(A).
How much space is used by this algorithm? Let p = max(n,m). Each of the
four unary operations can be represented as a vector of length p. Each such vector
requires p log(p) ≤ p2 bits. We also need space for the counter i, which ranges from
0 to nn. Since log(nn) = n log(n) ≤ p2, i requires another p2 bits. It follows that the
total amount of space required is on the order of p2 bits.
What is the size of the input? The algebra A requires log(n)+kn log(n) > n bits.
Similarly B requires at least m bits. The total input size is at least n +m > p bits.
It follows that our algorithm’s space requirements are bounded above by the square
of the size of the input.
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374 CLIFFORD BERGMAN AND GIORA SLUTZKI
1. Create empty table for ψ. Fill in ψ0.
2. for j = 0 to n(n
m) − 2 do
3. for f ∈ F do (let k = ρ(f))
4. for g1, . . . , gk ∈ Xj do
5. b← fB(ψ(g1), . . . , ψ(gk))
6. b′ ← ψ(fA[g1, . . . , gk])
7. if b′ = ∅ then insert b into the position for b′
8. else if b′ = b then
9. reject
10. accept
Algorithm 6.2. Testing (A,B) ∈ Var-Mem.
Theorem 6.5. Var-Mem1 and Var-Equiv1 lie in PSPACE.
Proof. Algorithm 6.1 can be used to test whether (A,B) lies in the comple-
ment of Var-Mem1. Since the algorithm is nondeterministic, we get Var-Mem1 ∈
co-NPSPACE. But from Savitch’s theorem [26], NPSPACE = PSPACE. Fur-
thermore, every deterministic class is closed under complements, so co-PSPACE =
PSPACE. Thus Var-Mem1 ∈ PSPACE. Now it follows from the relationships in
(6.1) that Var-Equiv1 lies in PSPACE as well.
It is not clear whether this is the best possible bound for these two problems. We
leave it as an open question.
Problem 6.6. Are either Var-Mem1 or Var-Equiv1 PSPACE-complete?
One might hope to apply the same techniques used above to the unrestricted
problem, Var-Equiv. Unfortunately, the resources needed to evaluate an arbitrary
term in a given algebra jump dramatically as soon as we allow a binary operation. Our
approach instead is to try to construct the homomorphism guaranteed by Theorem 6.3
(iii). However, rather than use the construction given in the proof of that theorem,
we will construct a homomorphism ψ recursively, based on (6.2). The best we seem
to be able to do is the following hyperexponential bound.
Theorem 6.7. Var-Equiv,Var-Mem ∈ 2-EXPTIME.
Proof. Let |A| = n > 1 and |B| = m. Let F denote the set of basic operation
symbols of A and B, and let r be the maximum rank of the members of F . In light
of Theorem 6.5, we shall assume that r ≥ 2. It follows from Corollary 6.4 that we
can test B ∈ V(A) by choosing an arbitrary bijection ψ0 : X0 → B and extending it,
if possible, to a homomorphism ψ : Clom(A)→ B. So we ﬁx any bijection ψ0.
Let us sketch an algorithm for extending (if possible) ψ0 to a homomorphism ψ.
Create a table with two columns. In the left-hand column, list every m-ary operation
of A. For each m-ary operation g, the right-hand column will contain ψ(g) if and
when it is deﬁned. To begin with, leave every entry in the right-hand column blank,
except that, for each 1 ≤ i ≤ m, put ψ0(pmi ) in the row containing pmi .
Now let j be an integer, 0 ≤ j < n(nm) − 1, and suppose we have successfully
deﬁned ψ on Xj . We attempt to extend ψ to Xj+1. For each f ∈ F and each
g1, . . . , gk ∈ Xj (with k = ρ(f)), we proceed as follows. Look up ψ(g1), . . . , ψ(gk)
in the table and compute b = fB(ψ(g1), . . . , ψ(gk)). Also, compute the operation
fA[g1, . . . , gk]. If the entry in the table corresponding to f
A[g1, . . . , gk] is blank, then
insert b and continue. If the entry is already equal to b, continue. But if the table
contains some value b′ = b, then we terminate the algorithm and reject. See the
pseudocode in Algorithm 6.2.
If the algorithm runs to completion without a rejection, then we have successfully
D
ow
nl
oa
de
d 
01
/3
0/
15
 to
 1
29
.1
86
.1
76
.2
17
. R
ed
ist
rib
ut
io
n 
su
bje
ct 
to 
SIA
M 
lic
en
se 
or 
co
py
rig
ht;
 se
e h
ttp
://w
ww
.si
am
.or
g/j
ou
rna
ls/
ojs
a.p
hp
COMPLEXITY OF SOME PROBLEMS IN ALGEBRA 375
found the extension of ψ0. A rejection means that ψ does not exist.
We must analyze the time requirements of Algorithm 6.2. As we noted earlier,
the algebra A will require at least nr log n bits to represent. Let S denote the size
of the input (A,B). Then S ≥ nr + mr > r. Notice also that S ≥ |F | since each
operation requires at least one bit.
To prove the theorem, we must show that the time required to run Algorithm 6.2
on the input (A,B) is bounded above by a function of the form 22
p(S)
for some
polynomial p. Since O
(
22
poly)
is closed under sums and products, it suﬃces to check
that we can bound the time required by each step of the algorithm by a member of
O
(
22
poly)
. Observe ﬁrst that
log(nm+1) = (m+ 1) logn ≤ (m+ 1)n ≤ S,
and hence nm+1 ≤ 2S . Similarly,
log n(n
m) = nm log n ≤ nm+1 ≤ 2S ,
so
n(n
m) ≤ 22S .(6.3)
Let us go step-by-step through Algorithm 6.2. The initial setup (step 1) requires
time on the order of nm to ﬁll in each entry. Since there are n(n
m) entries, the total
time required for this step lies in O
(
22
poly)
by inequality (6.3). Steps 2–7 constitute
a triply-nested loop. The total number of iterations is at most the product of the
upper bounds on the counters in steps 2, 3, and 4. Step 2 requires n(n
m) ∈ O(22poly)
iterations. Step 3 runs from 1 to |F |, and we have already observed that |F | ≤ S.
For each value of j (in step 2), step 4 will loop |Xj |k times. We have k = ρ(f) ≤ r
and |Xj | ≤ |Clom(A)| ≤ n(nm), so an upper bound on the counter is (n(nm))r ≤ 22rS .
Finally, the time required for each trip through the body of the triple-loop is the sum
of the times for steps 5–7. Step 7 is negligible. Step 5 requires r lookups in the table
for ψ and one lookup in the table for fB. The former takes time r · n(nm) ≤ S · 22S
which is clearly in O
(
22
poly)
. The latter requires mr ≤ S program steps. Step 6 is the
reverse of step 5: one lookup in ψ (time ≤ n(nm)) and (r+1)nm lookups in operation
tables. Thus the running time for the entire algorithm lies in O
(
22
poly)
.
Theorem 6.7 provides a rather disappointing bound for Var-Equiv. It is also
somewhat surprising that there seems to be such a dramatic (i.e., exponential) diﬀer-
ence in the complexities of Qvar-Equiv and Var-Equiv (see Table 4.1). Perhaps
one can do better.
Problem 6.8. Is Var-Equiv complete for 2-EXPTIME? Is Var-Equiv in
EXPSPACE?
As we mentioned earlier, Sze´kely proved in [28] that Var-Equiv is NP-hard.
This result can also be obtained using the construction in Theorem 5.5; see especially
the equivalences in (5.2).
7. Term-equivalence. Recall that the algebras A and B are term-equivalent if
A = B and Clo(A) = Clo(B). From a universal algebraic standpoint, term-equivalent
algebras are generally interchangeable. When considering the complexity of the prob-
lemTerm-Equiv, it is convenient, once again, to consider a slightly diﬀerent problem.
Thus we deﬁne the problem Clo-Mem to consist of all pairs (F, g) in which F ∪ {g}
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376 CLIFFORD BERGMAN AND GIORA SLUTZKI
is a set of operations on some ﬁnite set A and g ∈ CloA(F ). The problem Clo-Mem1
is similar, but we require all of the operations in F ∪{g} to be unary. For the problem
Clo-Mem2, the set A has cardinality two.
Historically, Clo-Mem was the ﬁrst problem, of those discussed in this paper, to
be considered in the literature. Kozen proved in 1977 [18] that Clo-Mem1 is complete
for PSPACE. In 1982, Friedman proved that Clo-Mem is complete for EXPTIME
[8]. However, that manuscript was never published. A diﬀerent proof of this result,
as well as a proof that Term-Equiv is complete for EXPTIME, appears in [1].
Let A = 〈A,F 〉 and B = 〈B,G〉. Then
(A,B) ∈ Term-Equiv
A = B & (∀g ∈ G)(∀f ∈ F ) ((F, g), (G, f) ∈ Clo-Mem).
(7.1)
Conversely, if F ∪ {g} is a set of operations on A, then
(F, g) ∈ Clo-Mem ⇐⇒ (〈A,F 〉, 〈A,F ∪ {g}〉) ∈ Term-Equiv.(7.2)
Of course, similar relationships hold for the unary and two-element variants of these
problems.
Now it follows easily from (7.2) that Clo-Mem is log-space reducible to Term-
Equiv. This is true for the general, unary, and two-element variants of the problems.
However, a reduction in the other direction is a bit problematic. Let us ﬁrst consider
the general case. Given a pair (A,B) of size S, equivalence (7.1) tells us that we can
test (A,B) ∈ Term-Equiv by making several calls to an algorithm for Clo-Mem.
The input to each such call will certainly have size at most S hence will run in time at
most 2p(S) for some polynomial p. Furthermore, there will clearly be at most S such
calls. Hence a bound on the running time for Term-Equiv will be S · 2p(S) which
is still exponential in S. Combining our observations, we conclude that the (general)
problem Term-Equiv is complete for EXPTIME (see Table 4.1).
For Clo-Mem1 and Clo-Mem2, we need to argue a bit diﬀerently, since we will
be interested in a space-bound. Let C denote one of these two problems, and let T
denote the corresponding term-equivalence problem. Suppose we have an algorithm
for C that runs in space f(x) on an input of size x. As is commonplace, we assume
that f is a monotonically increasing function. In applying (7.1) to test (A,B) ∈ T,
the ﬁrst call to C will require space bounded above by O(f(S)). But subsequent calls
to C can reuse the same space. Hence the total space requirement for T is on the
order of logS + f(S). (The logS term accounts for some counters.)
For the speciﬁc case C = Clo-Mem1, Kozen’s result tells us that the function
f is a polynomial, so we conclude that Term-Equiv1 is complete for PSPACE, as
we assert in Table 4.1. When C = Clo-Mem2, we can certainly make the following
claim.
Lemma 7.1. If f(S) ∈ O(logS), then both Clo-Mem2 and Term-Equiv2 lie
in NL.
So our remaining task is to prove that f(S) is indeed on the order of logS. In
other words, we must ﬁnd a nondeterministic algorithm for Clo-Mem2 that runs in
log-space. To do this, we will take advantage of the very detailed description of the
lattice of clones on {0, 1} that was discovered by Post in 1941 [24]. This will allow us
to check the condition (F, g) ∈ Clo-Mem2 using a ﬁnite number of nondeterministic
tests, each of which uses very little space. There have been several more recent
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COMPLEXITY OF SOME PROBLEMS IN ALGEBRA 377
treatments of Post’s results. The reader might wish to consult the ﬁrst chapter of
Pippenger’s book [23]. All we really need here is a description of the completely meet-
irreducible members of the lattice of clones. For this we mostly follow the discussion
given in Szendrei [30, pp. 36ﬀ].
Let A be any set, and let k be a positive integer. A subset θ of Ak is called a k-ary
relation on A. If f is an n-ary operation on A, we say that f preserves θ, (f : θ) if
for all arrays 〈 aij : 1 ≤ i ≤ n, 1 ≤ j ≤ k 〉 we have
(∀i ≤ n ai ∈ θ) =⇒ 〈f(a1), . . . , f(ak)〉 ∈ θ,
where aj = 〈a1j , . . . , anj〉 and ai = 〈ai1, . . . , aik〉. The relationship f : θ is equivalent
to asserting that θ is a subalgebra of the algebra 〈A, f〉k. One way to visualize this is
to think of the 〈aij〉 as forming an n×k matrix. If each row of the matrix constitutes
an element of θ, then the row obtained by applying f to each column is again a
member of θ. We extend this notation to multiple operations by deﬁning F : θ if and
only if for every f ∈ F we have f : θ.
For a ﬁxed relation θ we deﬁne
FA(θ) = { f : f is an operation on A and f : θ } .
More generally, if Θ is a set of relations on A (of various ranks), then
FA(Θ) =
⋂
θ∈Θ
FA(θ).
We usually omit the superscript “A” if no confusion will result. It is easy to check
that for any set A and family Θ, F(Θ) is always a clone on A. However, more to the
point for us, for every ﬁnite set A, every clone on A is of the form F(Θ) for some (not
necessarily ﬁnite) family Θ. See [30, Corollary 1.4].
We now restrict our attention to A = {0, 1}. We deﬁne the following relations
on A.
ν = { 〈0, 1〉, 〈1, 0〉 }, λ = { 〈0, 0〉, 〈0, 1〉, 〈1, 1〉 },
µ = { 〈x, y, z〉 : z = x ∧ y } , χ = { 〈x, y, z〉 : z = x ∨ y } ,
ε = { 〈x, y, z〉 : x = y or y = z } , σ = { 〈x, y, z, w〉 : x⊕ y = z ⊕ w } ,
κm = {0, 1}m − {〈1, 1, . . . , 1〉} for m ≥ 1,
κ˜m = {0, 1}m − {〈0, 0, . . . , 0〉} for m ≥ 1.
Let Σ0 = {ν, µ, χ, λ, ε, σ} and, for every m > 0, Σm = Σ0 ∪ {κj , κ˜j : j ≤ m }. Set
Σ =
⋃
m≥1 Σm. From Post’s analysis, we get the following theorem.
Theorem 7.2 (Post). Let C be a clone on {0, 1}. Then for some family Θ ⊆ Σ,
C = F(Θ).
Let θ be a ﬁxed k-ary relation on {0, 1}. We ﬁrst show that there is a simple
nondeterministic algorithm for the complement of the problem
Pres(θ) = { f : f an operation on {0, 1} and f : θ } .
Given an n-ary operation f , we guess an n× k matrix and accept if each row of the
matrix lies in θ but the result of applying f to the columns fails to lie in θ. A more
formal description is given in Algorithm 7.1.
Lemma 7.3. For any ﬁxed relation θ on {0, 1}, Pres(θ) ∈ NL.
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378 CLIFFORD BERGMAN AND GIORA SLUTZKI
1. Let n = ρ(f)
2. Guess aij ∈ {0, 1}, 1 ≤ i ≤ n, 1 ≤ j ≤ k
3. For i = 1 to n do
4. if ai /∈ θ then reject
5. if 〈f(a1), . . . , f(ak)〉 /∈ θ then accept
Algorithm 7.1. f ∈ Pres(θ).
1. Let n = ρ(f)
2. x← 〈1, 1, . . . , 1〉 ∈ {0, 1}n
3. for i = 1 to m do
4. guess a ∈ {0, 1}n
5. if f(a) = 1 then x← x ∧ a (coordinatewise conjunction)
6. else reject
7. if x = 〈0, 0, . . . , 0〉 then accept
8. else reject
Algorithm 7.2. (f,m) ∈ Kappa.
Proof. Algorithm 7.1 provides a test for the complement of Pres(θ). Since NL
is closed under complements (see [12, 29]), it suﬃces to show that this algorithm
requires only log-space. Since the size of the input (an n-ary operation) is 2n bits,
we must verify that the space requirement of the algorithm lies in O(n). However,
the algorithm only requires space for the counters i and j, the Boolean matrix 〈aij〉,
and k pointers into the table of values for f . Since k is a constant, the total space
required is indeed in O(n).
We will also need a variation of Algorithm 7.1 to handle the κm and κ˜m. Algo-
rithm 7.2 gives a procedure that takes as input an operation f and a positive integer
m and accepts (nondeterministically) if and only if f does not preserve κm. Using
the same argument as in Lemma 7.3, we can conclude that
Kappa = { (f,m) : f : κm } ∈ NL,
with an analogous result for κ˜m. Let us remark here that it is not hard to modify
Algorithm 7.1 to run in deterministic logarithmic space. However, that modiﬁcation
does not seem to work for Kappa, so there does not appear to be anything to gain
by including the argument here.
Our next task is to put a bound on the size of the family Θ that we need to
consider in Theorem 7.2. Notice that, except for the six members of Σ0, the members
of Σ form two inﬁnite sequences, and, furthermore, these two sequences are dual to
each other.
Lemma 7.4. Let g be an n-ary operation on {0, 1}.
(i) For every m > 1, if g preserves κm, then g preserves κm−1.
(ii) If g preserves κn, then g preserves κm for all m > n.
The same results hold with κ˜ in place of κ.
Proof. Suppose g : κm. Let 〈aij〉 be an n × (m − 1) matrix in which every
row is a member of κm−1. This simply means that no row consists of all 1s. We
wish to argue that 〈g(a1), . . . g(am−1)〉 ∈ κm−1, i.e., is not all 1s. Create an n ×m
matrix by repeating the last column of 〈aij〉. Then each row of this new matrix lies in
κm, so by assumption, the m-tuple 〈g(a1), . . . , g(am−1), g(am−1)〉 ∈ κm. Therefore,
〈g(a1), . . . , g(am−1)〉 is not equal to 〈1, 1, . . . , 1〉, as desired.
For the second claim, assume that g : κn and let m > n. Let 〈aij〉 be an n ×m
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1. n← ρ(g)
2. for θ ∈ Σn do
3. if F : θ then
4. if not(g : θ) then reject
5. accept
Algorithm 7.3. g ∈ Clo(F ).
matrix in which every row is a member of κm. In other words, each row contains a
“0.” Therefore we can ﬁnd 1 ≤ j1 < j2 < · · · < jn ≤ m such that the n×n submatrix
〈aijk : 1 ≤ i ≤ n, 1 ≤ k ≤ n〉 retains the property that every row contains a “0.”
Since g : κn, we get 〈g(aj1), . . . , g(ajn)〉 ∈ κn, i.e., for some k, g(ajk) = 0. Therefore,
〈g(a1), . . . , g(an)〉 ∈ κm.
We can now combine Theorem 7.2 and Lemmas 7.3 and 7.4 to put a ﬁnite bound
on the work needed in order to test the relationship g ∈ Clo(F ).
Theorem 7.5. Let F be a set of operations on {0, 1}, and let g be an n-ary
operation on {0, 1}. Then g ∈ Clo(F ) if and only if for every θ ∈ Σn, F : θ =⇒ g :
θ.
Proof. Suppose ﬁrst that g ∈ Clo(F ). Let θ be any relation such that F : θ. Since
F(θ) is a clone, F ⊆ F(θ), and Clo(F ) is, by deﬁnition, the smallest clone containing
F , we obtain Clo(F ) ⊆ F(θ); hence g : θ.
Conversely, suppose the condition holds. By Theorem 7.2, there is some subset
Θ of Σ such that Clo(F ) = F(Θ). We need to show that for every θ ∈ Θ, g : θ.
If θ ∈ Σn, then, since F ⊆ Clo(F ), we have F : θ, so g : θ by assumption. So
suppose that θ ∈ Σ − Σn. Then θ = κm or θ = κ˜m for some m > n. Without loss
of generality, assume the former. Again, since F ⊆ Clo(F ) = F(Θ), we get F : κm.
By Lemma 7.4(i), F : κn; hence g : κn by assumption. Therefore, by Lemma 7.4(ii),
g : κm.
Since the family Σn is ﬁnite, Theorem 7.5 provides an algorithm for testing g ∈
Clo(F ). Pseudocode is given in Algorithm 7.3. Let us analyze the space requirements
for this algorithm. The size of the input is at least 2n since that is the size of g,
and also at least |F | since each operation takes up at least 1 bit. Line 1 can be
implemented by setting θ ﬁrst to each member of Σ0, followed by κ1, κ˜1, κ2, . . . , κ˜n
using a loop. The amount of space needed to manage the loop is in O(log n).
The notation “F : θ” is shorthand for the following code fragment.
x← True
for f ∈ F do
if not(f : θ) then x← False
return x
When θ ∈ Σ0, the test f : θ is implemented using an algorithm for Pres(θ). When
θ = κm or κ˜m, we use Kappa or its dual. Clearly, the entire algorithm requires only
a couple of counters besides the calls to Pres and Kappa and hence lies in NL.
Combining this with Lemma 7.1, we have proved the following theorem.
Theorem 7.6. Both Clo-Mem2 and Term-Equiv2 lie in NL.
Once again, it is not clear that these are optimal results, so we pose a problem.
Problem 7.7. Is Term-Equiv2 complete for NL? Does it lie in L?
Appendix. Proof of Theorem 6.1. This appendix provides a proof of Theo-
rem 6.1. In fact, we shall prove a slightly stronger theorem which allows us to conclude
that both Var-Equiv2 and Var-Mem2 are members of L. The line of argument we
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380 CLIFFORD BERGMAN AND GIORA SLUTZKI
follow was suggested to us by J. Berman. An alternate proof can be obtained from
[15, Corollary 2.5], using the fact that every two-element algebra is both term-minimal
and strictly simple.
An algebra is called congruence distributive if its lattice of congruences is dis-
tributive. The algebra is congruence permutable if for every pair of congruences α
and β we have α ◦ β = β ◦ α. Here,
α ◦ β = { (x, z) : (∃y) (x, y) ∈ α & (y, z) ∈ β } .
A variety is called congruence distributive (respectively, permutable) if every member
is congruence distributive (permutable). See [5, Deﬁnition 5.8] for a discussion of
these two important properties. We also require the following result.
Lemma A.1 (see Berman [2, Lemma 1]). Let A be an algebra with universe
{0, 1}. Then at least one of the following hold.
(i) V(A) is congruence distributive.
(ii) V(A) is congruence permutable.
(iii) Every basic operation of A is one of the following: a conjunction of
variables, a disjunction of variables, negation of a variable, a projection
operation, or a constant operation.
An n-ary operation f is “a conjunction of variables” if f(x1, . . . , xn) = xi1 ∧ xi2
∧ · · · ∧ xik , where 2 ≤ k ≤ n, 1 ≤ i1 < i2 < · · · < ik ≤ n and “∧” denotes the usual
logical “and” operation on {0, 1}. A disjunction of variables is similar. We write
0′ = 1 and 1′ = 0. The function f(x1, . . . , xn) = x′i is the negation of the variable xi.
Let ∆ denote the equivalence relation on {0, 1}2 that identiﬁes the pairs (0, 0)
and (1, 1) and the pairs (0, 1) and (1, 0). One way to think of ∆ is as the kernel of
the exclusive-or function {0, 1}2 → {0, 1}. For a ﬁxed algebra A on {0, 1}, ∆ may or
may not be a congruence relation on A2. By using Lemma A.1, it is not hard to see
that ∆ is a congruence if and only if A is Abelian. (See [20, section 4.13], especially
Theorem 4.152.) In the case that ∆ is indeed a congruence on A2, we deﬁne A∇ to be
the algebra A2/∆. Note that it is possible for A and A∇ to be isomorphic. In fact,
A ∼= A∇ if and only if there is an element e ∈ {0, 1} such that {e} is a subalgebra
of A. (To see this, show that the function x → (x, e)/∆ is an isomorphism.) As we
shall see, in the case that A∇ exists and is not isomorphic to A, V(A∇) is the unique
proper, nontrivial subvariety of V(A).
Theorem A.2. Let A and B be algebras on {0, 1} of the same similarity type,
and suppose that B ∈ V(A). Then either B ∼= A or B ∼= A∇.
Proof. Since both A and B have cardinality two, they are strictly simple algebras,
i.e., they are simple and have no proper, nontrivial subalgebras. Suppose ﬁrst that
V = V(A) is congruence distributive. Since B ∈ V(A) and B is simple, we obtain
B ∈ HS(A) from Jo´nsson’s lemma [5, Theorem 6.8]. From the strict simplicity of A
we get B ∼= A. Notice that we never obtain the conclusion B ∼= A∇ here. This is
not surprising since a congruence distributive variety contains no nontrivial Abelian
algebras.
For the remainder of the proof, we assume that V is not congruence distributive.
Suppose that V is congruence permutable. Then, in particular, V is congruence
modular [5, Theorem 5.10], so by [7, Theorem 12.1] and the strict simplicity of A, V
is an Abelian variety, and hence A is an Abelian algebra. Therefore, since B ∈ V(A),
from [7, Theorem 12.4] we deduce that either B ∼= A or B ∼= A∇.
So now we are reduced to the case that V is neither congruence distributive nor
congruence permutable. This forces us into case (iii) of Lemma A.1. Each of the
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Table A.1
A A∇
〈{0, 1}, ′〉 〈{0, 1}, p11〉
〈{0, 1}, ′, 0〉 〈{0, 1}, p11, 0〉
〈{0, 1}〉
〈{0, 1}, 0〉
〈{0, 1}, 1〉
〈{0, 1}, 0, 1〉 〈{0, 1}, 0, 0〉
basic operations of A and of B must be of one of the types described there. Suppose
that A contains a conjunction of variables among its basic operations. If A also
contains either a disjunction of variables or a negation operation, then A will have a
lattice reduct and consequently V will be congruence distributive, which contradicts
our assumption. Therefore, if A contains a conjunction of variables, then A is term-
equivalent to a semilattice, possibly with one or two constant operations. However, it
is well known that the variety generated by such an algebra has, up to isomorphism,
a unique two-element member. Thus we conclude that in this case too, B ∼= A.
Obviously, we arrive at the same conclusion if we assume at the outset that A has a
basic operation that is a disjunction of variables.
Now suppose that neither A nor B has a conjunction or a disjunction of variables
among its basic operations. By looking at the available operations in Lemma A.1 (iii),
we conclude that A is term-equivalent to one of the algebras listed in Table A.1. It is
easy to check that for each algebra A in the table, A∇ exists. Furthermore, in each
case, it is obvious that A and A∇ are the only two-element algebras in V(A). Using
these observations, we obtain the conclusion in the remaining cases.
Theorem 6.1 follows immediately from Theorem A.2. For if B and A generate
the same variety, then we certainly have B ∈ V(A), so by Theorem A.2, either B ∼= A
or B ∼= A∇. However, we claim that if A  A∇, then A∇ always generates a proper
subvariety of V(A), contrary to the assumption that V(B) = V(A). The easiest
way to see this is probably just to treat the various cases that arose in Theorem A.2
individually. The case that V(A) is congruence permutable is discussed in [7]. For the
algebras listed in Table A.1, it is a simple matter to ﬁnd an identity satisﬁed by A∇
that fails in A. For example, consider the ﬁrst line of the table. The similarity type
consists of a single unary operation symbol, f . Then the identity f(x) ≈ x separates
A from A∇.
Corollary A.3. Var-Mem2 ∈ L.
Proof. From Theorem A.2, (A,B) ∈ Var-Mem2 if and only if either B ∼= A
or B ∼= A∇. We have already observed that the former condition can be checked in
log-space. To check the latter, it is enough to check the following two maps to see if
either is a homomorphism.
A2 → B (x, y) → x⊕ y,
A2 → B (x, y) → x⊕ y ⊕ 1.
Here x⊕ y is the exclusive-or of x and y.
Acknowledgments. Finally, we would like to thank Joel Berman, Gary Leavens,
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