In this paper we present an adaptive technique to solve the multidimensional Black-Scholes equation. The number of grid-points required for a given tolerance of the local discretization errors is reduced substantially when compared to a standard equidistant grid. Using our adaptive methods in space and time we have control of the local discretization errors and can refine the grid where needed for accuracy reasons.
Introduction
In this paper, we consider the pricing of multi-asset European options in the generalized Black-Scholes model. The standard Black-Scholes model of the financial market consists of two assets -a bond B and a stock S -with dynamics given by
dB(t) = rB(t)dt dS(t) = α(t, S(t))S(t)dt + σ(t, S(t))S(t)dW (t).
(
Here W is a Wiener process, r ∈ R + is the short rate of interest, α ∈ R is the local mean of return of S and σ ∈ R is the volatility of S.
We consider contingent claims X on S of the form X = Φ(S(T )). Here T is the time of maturity of the claim and Φ is the contract function. If we * funded by FMB, the Graduate School in Mathematics and Computing consider for instance a European call (put) option, the owner of the option has the right (but not the obligation) to buy (sell) the stock at a certain price K -the strike price -at time T . The contract function of a European call option is Φ(x) = max(x − K, 0) (for the put option it is max(K − x, 0)). We will denote max(a, 0) by a + for simplicity reasons. The problem is to determine the arbitrage free price of this contingent claim for every t < T . An arbitrage opportunity is when there is a possibility to make a risk-free profit with probability 1. If the market is free of arbitrage we say that the market is efficient.
Using the Feynman-Kac formula, see e.g. [8] , we can derive the following formula for the arbitrage free price F at time t of the contingent claim X = Φ(S(T )) F (t, s) = e −r(T −t) E t,s [Φ(S(T ))],
where S follows the following dynamics dS(τ ) = rS(t)dτ + σ(τ, S(τ ))dW (τ ),
and E[·] denotes expected value. Thus, we can determine the arbitrage free price of the contingent claim by calculating the expected value in (2) with a Monte-Carlo method and then discount the obtained price of the option to get today's price. This way of computing the arbitrage free price is widely used, see e.g. [3] . An alternative method to determine the arbitrage free price of a contingent claim is to solve the Black-Scholes equation F t (t, s) + rsF s (t, s) + s 2 σ 2 2 (t, s)F ss (t, s) − rF (t, s) = 0,
where a subscript denotes a partial derivative with respect to that variable. This partial differential equation can be derived under standard assumptions on the mathematical model and the financial market. By solving this equation backwards in time, we obtain the arbitrage free price of the contingent claim for all s that we are interested in. The interested reader is referred to [1] for a thorough discussion on this matter. This option pricing model was introduced by F. Black and M. Scholes in [2] and by R.C. Merton in [6] , both in 1973.
The disadvantage with a Monte-Carlo method is that it converges very slowly -the statistical error for a standard Monte Carlo method is proportional to M −1/2 , where M is the number of simulations. Hence, we need to do a huge amount of simulations to reduce the statistical error. The main advantage of the method is that it is simple to generalize to higher dimensions, i.e. when the contingent claim depends on several underlying assets. Using e.g. finite differences to solve the PDE (4) the main advantage is that there is no statistical error. On the other hand, the main disadvantage is that for multi-dimensional problems, the number of degrees of freedom in the solution vector grows exponentially in d, where d is the number of underlying assets. If we have d underlying assets and discretize each dimension using N grid-points, the total number of unknowns is N d . For a Monte-Carlo method the extension to multi-dimensional problems is straight forward. However, we believe that it is the Black-Scholes setting with finite differences that is the right problem to attack, up to 5-6 space dimensions. This strong belief is due to the extremely slow convergence in the statistical error for standard Monte-Carlo methods. Another advantage with the finite differences method is that we get the price of the option in a neighborhood of the current spotprice. These values are used when the derivative of the pricing function is needed to find hedging parameters. This comes for free with the finite difference method while for the Monte-Carlo method the problem must be solved several times. The solution of PDEs using finite differences was introduced in the financial literature by [10] in 1977 and has been widely used ever since.
In this paper we present an adaptive technique to reduce the number of grid-points to a minimum, still keeping the discretization error at a predescribed level. Our idea does not break the exponential grows in the unknowns but it reduces the coefficient from 1 to ∼ 2 −d . It also makes sure that the grid-points are placed so that the discretization errors are kept at a certain level and the number of grid-points is at a minimum.
The adaptive process works like this: Algorithm 1:
(i) Solve the problem once with a coarse grid and a fixed, large, time-step (giving low accuracy).
(ii) Create a new grid in space and time (to get required accuracy).
(iii) Solve again with the new grids.
This means that we have to solve the problem two times but the idea is that the first time the problem should be solved quite quickly and to very low accuracy but giving us a good estimate of how to place the grid-points for the second solve with more grid-points. The space-and time-adaptive processes are described in more detail below. The outline of the paper is the following. In Section 2 we formulate the generalized version of the Black-Scholes partial differential equation, in Section 3 we show the numerical approximation methods used and in Section 4 4 and 5 respectively we show the adaptive techniques used in space and time. Section 6 and 7 finally presents the results of the numerical experiments and the conclusions drawn from them.
The multi-dimensional model-problem
Pricing options on several underlying assets is of great interest in the financial industry. We solve the generalized Black-Scholes partial differential equation
A simple example of an option on several underlying assets is the European basket option, this is the call version
Before solving the partial differential equation (5) we transform it from a final-value-problem into a non-dimensional initial-value-problem. The transformation of the time-scale has the advantage that standard texts on timeintegrators are applicable. The following transformations give the desired properties:
whereσ is a constant chosen as max ij σ ij . Other choices ofσ to scale σ can be used. These transformations result in the following linear partial differential equation
Let L be the operator
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The partial differential equation (8) can then be written as
and in the next section we will show how to discretize the operator L using a finite difference discretization.
FD discretization
We make a semi-discretization in space by using centered second order finite differences on a structured but not equidistant grid, see Figure 1 . The number PSfrag replacements of grid-points in the i:th dimension is m i , i = 1, . . . , d. If we let P h be a vector of the lexicographically ordered unknowns, then
where A h is the second order FD-discretization of L. To make the following expressions more readable, the short notation
is used. For the first derivatives we have
6 where
,
, and for the second derivatives
where
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The matrix A h in (11) is a very large, sparse matrix with the number of non-zeros of each row depending on the number of space dimensions, i.e. the number of stocks. There are several possible boundary conditions that can be used for these kind of problems. The boundary condition we use on all boundaries is
which implies that the option price is nearly linear with respect to the spot price at the boundaries. Another boundary condition often used at the farfield boundary is
and P (0,t) = 0 (in the one-dimensional case). Note that in financial problems there is often a dominant diffusion part of the equation, depending on the volatility, which is forgiving when having imperfect boundary conditions. Disturbances reflected back into the domain are smoothed out and does not destroy the solution as is the case in many hyperbolic problems. These and other boundary conditions are discussed in [11] . The boundary condition we use is applicable also for other options than European, as long as the price is nearly linear with respect to the spot price at the boundaries. Something very crucial for finite difference discretizations of partial differential equations of convection-diffusion type is to avoid oscillatory solutions, see e.g. [7] . For simplicity we will only consider a one-dimensional problem with constant coefficients. Let us define the local mesh Péclet number P e by
In order to have no oscillatory solutions this mesh Péclet number has to be less than 2 for constant coefficient problems, see e.g. [7] . We will study this by examining the size of the two quotientsr/σ 2 and h/x. The first quotient can be larger than one for some choices ofr andσ but not arbitrarily large for realisticr andσ. The second quotient is equal to one in the first inner grid-point but is lower than one further away from zero. The size of this quotient can be controlled by the largest allowed step-size, hence controlling P e. If oscillations in the solution would cause problems it would be near the origin where the local mesh Péclet number can be larger than 2, but no such problems have been observed.
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We will start by presenting the basic idea with the space adaptivity for a onedimensional problem. At the end of this section we will demonstrate how this idea extends to a problem in more than one space-dimension. Assume that for any smooth solution u(x) it holds that
where u h is a vector of the unknowns and A h is the discrete approximation of the operator L (the FD-matrix) as before. Au is the exact operator Lu evaluated in the grid-points and thus τ h is the discretization error for the FD-approximation with step-lengths h. We further assume that we can approximate τ h with the leading term
For a second order discretization in space p = 2. Then we define δ h and δ 2h in the following way
The local discretization error of the approximation of order p on the fine grid with step-lengths h can then be approximated in the coarse grid with step-lengths 2h by using (18) and (19) omitting higher order terms yielding
Note that only every second grid-point can be used in δ h . The local discretization error τ h is calculated in this way at several points in time. What one really would like to do is approximate the global discretization error. This, however, is more complicated, especially in several space dimensions.
Instead we look at the local error at several, equally distributed points in time. The local τ h is calculated at these times and the maximum of the absolute value of these τ h s is found and used to calculate the new grid distribution in each dimension. The adaptive process aims at creating a grid in which the grid-points are distributed efficiently in each space dimension. To do this we need to keep the discretization error at or below a predescribed level, here denoted by .
To find an approximation of η(x) in (18), we compute a solution using spacesteph and then create a new matrix A 2h corresponding to the coarse grid 9 with step-lengths 2h. The solution u 2h in Equation (19) is not computed, instead we use the restriction of the solution u h to the coarse grid-points. From Equations (18), (19) and (20) we then obtain
So, in order to control the local discretization error and keep |τ h (x)| ≤ for any > 0, we have that
This gives us a way to choose the step-lengths for the adaptive grid. Using the initial gridh and the τh calculated on this grid we can find a discrete function h(x) as
An example of such a function is depicted in Figure 2 . There we also see how the new step-lengths are chosen. The method is simple, we start at the first old x-value and look at the discrete h(x). The value of h(x) in that point tells how big the time-step should be and we arrive at a new x-value. We again look at the value of the discrete h(x) in this new x-value and get the new step, and so on. This is depicted in Figure 2 . Of course, since h(x) is a discrete function we must interpolate between known function values. A simple linear interpolation has been used.
PSfrag replacements
Figure 2: Creating the new adaptive grid in space using the discrete function h(x).
Next, we again consider a second order discretization, but now of a twodimensional problem. Now the discretization error τ h 1 ,h 2 can be expressed in the following way
We will assume that [σσ
ii to simplify the theory. We then arrive in the following approximation
Note though that this is for the theoretic derivation of the step-length function. In practice the mixed terms will have influence of the τ . Proceeding as in the one-dimensional case we then get that we can estimate η 1 (x 1 , x 2 ) by performing computations withh 1 and 2h 1 and similarly for η 2 (x 1 , x 2 ). Then, we defineτh
I.e., for each dimension i we take the maximum over the absolute value of τh i (x 1 , . . . , x i , . . . , x d ) over all other dimensions. In the more general case with d assets we havê
Finally, by prescribing the maximal discretization error d in each spacedirection, we can compute a new spatial grid from
The generalization to higher dimensions than two is now straight-forward. Sinceτ (x) in some cases is non-smooth we apply a weighted mean-value filter on these approximations of the local discretization errors. The principle is simple, in each dimension i, the value τ h (x j i ) in point j in that dimension is changed according tô
At the end-pointsτh i (x i ) is then extrapolated using zeroth order extrapolation. This filter is repeated a number of times to ensure a smoothτh i .
Finally, we will add an extra parameter γ in order to make sure that the space-step is not chosen too large when the discretization error is very small. For the one-dimensional problem we use
where γ is a chosen constant. Throughout the calculations we have used γ = 0.01. How to calculate the discrete function h(x) is generalized to higher dimensions in an obvious manner.
Time-integration and time-adaptivity
For time-integration we use the backward differentiation formula of order two (BDF-2), see [4] . In the adaptive form the coefficients have to be modified if the time-step is changing from one step to the next. Since BDF-2 is Astable the time-step has to be changed due to accuracy only, not for stability reasons. A disadvantage though is that a system of equations must be solved in each time-step and for several space dimensions these systems, though sparse, are very large. For the adaption of the time-grid we use an explicit predictor and an implicit corrector (the BDF-2) to find an approximation of the local truncation error in BDF-2 in the same way as Lötstedt et. al. in [5] . But, where they continuously change the time-step as τ k is computed at each time-step, we store the information about τ k and choose the new time-steps after the first solve (i) in Algorithm 1 is completed. This is because we have to solve once for the space adaption anyway. Let us assume that we want to approximate the solution u n at timet n , given that we know the solutions u n−1 and u n−2
at the timest n−1 andt n−2 . As predictor we choose the explicit method:
with the local truncation error
Note that θ n = kn k n−1
, where k n is the time-step betweent n−1 andt n . As corrector we choose the implicit method BDF-2:
Since BDF-2 is a multi-step method we need to use a different method for the first time-step. We have used Euler-backward (take α 1 0 = 1, α 1 1 = −1 and α 2 = 0 in Equation (30)) for the first time-step.
The leading term C I (θ n )k 3 n u in the local error in time in Equation (31) can be approximated by computing the difference between the numerical solution u n computed by BDF-2 and the explicit solutionũ n computed with the method in (28). The solutionũ n is also used as initial solution at each time-step for the iterative solution of the linear systems of equations arising from the implicit solver. The solution of these systems of equations are addressed later in this section. Now we can infer from (29) and (31) that the leading error term in the time discretization (30) can be approximated by
When the approximation of the discretization error is found the step-lengths in time are chosen in the same way as the step-lengths in space. We assume that the local discretization error in time can be approximated by the leading term
For a second order discretization in time q = 2. To keep the local discretiaztion error |τ k (t)| ≤ t for any t > 0 we find an approximation of ξ(t) using an initial time-gridk(t) and τk(t) computed from Equation (32), we get
.
In this way we can choose the step-lengths in time using the equation
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Please note that τk really also depends on x but since we cannot, at least not in an easy way, have different time-steps for different x-values at the same point in time we only use the maximum value of τ k over all space dimensions for each time-step. As in the case with space adaptivity, the approximation of the local discretization error τ k in time can be non-smooth and thus give rise to too abrupt changes in the chosen step-lengths. A weighted mean-value filter is applied in the same way as in space. The value of τ k in each point (except the first and last point in time) is modified according to
Again, as a security measure, we use a parameter to avoid using a too large time-step when τ k is very small
We have used β = 0.01 in our calculations.
Since BDF-2, see (30), is an implicit method in time, we must solve large, linear, sparse systems of equations in each time-step. For the solution of these systems the iterative method GMRES, see [9] , has been used. As described earlier, the solution computed with the explicit method is used as initial-guess in each time-step. The GMRES-iterations are stopped when the relative residual norm is small enough. To be efficient and memory lean, the iterative method is restarted after 6 iterations. To keep the number of iterations low, Matlabs built-in incomplete LU preconditioner (ILU) has been used. The ILU-factors, L and U, are only computed at the first time-step for efficiency reasons. However, since the explicit solution in most cases is a very good initial guess for GMRES the convergence of the iterative method is fast (few iterations) even though the ILU factors aren't recomputed. This will be addressed again in the following section. In a forthcoming paper we will study the solution of these linear systems in more detail.
Numerical results
The adaptive methods have been studied in several test-cases for one, two and four underlying assets. The contract function is the European Basket option, Equation (6), of the mean of the assets. The main focus in the numerical experiments have been on the performance of the adaptive techniques and their benefit to find accurate solutions efficiently.
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The following parameters have been used as the standard setup: the local mean rate of return r have been fixed at 0.05 and the volatility matrix σ have the value 0.3 on the diagonal and 0.05 just above and below the diagonal, and all other entries are zero. The volatility matrix could without complications depend on the space variables but not on time. This is because the FD-matrix then need to be recomputed at each time-step which would be possible but very expensive. All computations have been performed with the transformed PDE, Equation (8), in forward time from zero to T instead of in backward time from T to zero. In all numerical examples we have T = 0.1. Note also that the local discretization error in space has been measured at three times for all examples, [T /3 2T /3 T ] as described in Section 4 and that T is different in transformed and untransformed time. Since there is a price on the option for arbitrarily large stock-prices, at least in theory, we must choose an S max to truncate the domain. In all computations we have used an extension of the general "rule of thumb", S max = 4dK, i.e. we truncate the domain at four times the strike-price multiplied by the number of dimensions d. The reason for multiplying by d is to have the far-field boundary at four times the location of the discontinuity of the derivative of the initial function Φ in each dimension.
Some one-dimensional numerical examples
In the first test-example in one space dimension we have used few equidistantly distributed grid-points to calculate an approximation of the local discretization error. This rather coarse approximation is then used to distribute grid-points demanding a certain level of the local discretization error. After the problem has been solved on the adaptive grid we solve the problem once more to find an equidistant grid on which the local discretization errors on the adaptive and equidistant grids match in size. The tolerance levels 10
and 10 −4 have been studied. The adaptive method in time has not been used in this test-example, the time-step has been held constant at k = 0.001. The result is displayed in Table 1 .
This numerical example shows that giving the method a small number of equidistantly distributed grid-points, N e in Table 1 , we create an adaptive grid with N a grid-points on which the local discretization errors are at the level of the required tolerance. In Table 1 we also see the number of equidistant grid-points that are needed to get the same low local discretization error as on the adaptive grid. We have also computed the true error for our problem using the exact solution for the European call
which is available for the one-dimensional problem under certain conditions, see e.g. [8] . Note that N (x) is the standard Gaussian cumulative distribution function and t here is the time left to maturity. Our solution is transformed back from P (t, x) to F (t, s) according to (7) in Section 2 and then compared to the exact solution to get the error. This error at time T , is shown for the adaptive grid with 69 grid-points and the equidistant grid with 117 gridpoints in Figure 3 . We see that the error on our adaptive grid is about the same or lower than the error on the equidistant grids, even though less gridpoints has been used. Note that the errors are large at the right part of the domain but when pricing options one is mainly interested in the domain close to the strike-price which was 30 in this case. Choosing a larger S max would decrease the error at the far-field boundary but give our adaptive method an unfair advantage compared to the equidistant grid. The comparison would be unfair since our adaptive method will use very few grid-points when the solution is very smooth but using an equidistant grid one can not exploit the smoothness of the solution in that way. 
Two-dimensional numerical examples
In the first numerical example in two space dimensions we repeat the experiments from one space dimension. I.e., we use few grid-points in each dimension to get an approximation of the local truncation errors. Using these approximations we then distribute the grid-points in each dimension according to Equation (27) to achieve the desired level of the local discretization error. The problem is then solved again with the new grid (step (iii) in Algorithm 1). To check that the method works we also measure the discretization error after we have solved the problem on the new grid. This is not necessary for the solution of the problem but it is a good test that the method produces the expected result and the extra cost is not so large. Note that the adaptive algorithm in time has not been used in these experiments, it has been tested separately. In Table 2 we see the results from the two-dimensional experiments. We see that using relatively few equidistantly distributed grid-points in each dimension we get an adaptive grid on which the measured local discretization errors are of the level that has been predescribed. The levels set in this experiment was 10 −3 and 10 −4 and the local The test has been performed in two space dimensions. We experimentally find the number of grid-points in each dimension that, given a certain tolerance level, returns the same number of grid-points in each dimension. As in the first two-dimensional example we have looked at two different levels of local discretization errors. In Table 3 we display the maximum of the Table 3 : Local discretization errors before and after adaption in two space dimensions. Maximum of the local discretization error at time T /3, 2T /3 and T .
absolute value of the approximations of the local dicscretization errors at the times T /3, 2T /3 and T . This example shows that with the same number of grid-points in an adaptive grid as in an equidistant, it is possible to get lower local discretization errors using our adaptive grid. I.e., we can keep the memory required at a constant level and get better accuracy using our adaptive technique than using the standard equidistant grid.
A four-dimensional numerical example
In four space dimensions only one simple test-case has been performed. We set the desired level of the local discretization error to be 5 · 10 −3 and start with 25 grid-points in each dimension. The strike-price was set to K = 10.
The local discretization errors are not the same in every dimension because of the structure of the σ-matrix. With our choice of σ-matrix the coefficients in front of the mixed-derivatives will are different and the problem is not symmetric in the dimensions. Therefore τ h will differ in the results for different dimensions and the adaptive grid may have different number of grid-points in each dimension. In Table 4 we see that given a coarse equidistant initial distribution of the grid-points we can really lower the local discretization errors. The result on the adaptive grid is much better then what could be expected by refining the equidistant grid from 25 4 grid-points to [37 41 41 37] grid-points. This has been done and the result is shown in Table 5 . Comparing the second column, 'After adaption', in Table 4 the results in Table 5 it is evident that the corresponding local discretization errors are much lower, a factor three to five.
Testing the adaption in time
The local discretization error in time is approximated as in Equation (32) in Section 5 and the new time-steps are chosen according to Equation (34). The idea with the adaptive algorithm in time is to approximate the local discretization error on a coarse grid, with large time-steps, to get an idea of how the time-steps should be chosen for the second solve (step (iii) in Algorithm 1) when adaptive grids in both space and time is used. When the local discretization errors have been estimated a new time-grid is created to get required accuracy in the local errors. A few time-steps in the first solve is of course an extra cost in comparison to using a non-adaptive method solving the problem with just one solve. However, when solving just once, one has to guess at an appropriate time-step or have before hand knowledge of the problem. This can be difficult and in general give too large errors in time, extra work due to too small time-steps or even instabilities if an explicit method is used. If the time-step turns out to be too large, the problem nevertheless has to be solved again with a smaller time-step. With our method a level for the local discretization error is chosen by the user. In Figure 4 we see that the discretization error is too large in the beginning. This is because of the discontinuity of the space derivative in the first time-step. In the first test-example we used 20 equally sized time-steps to get from 0 to 0.1. The example-problem was two-dimensional and 89 equidistantly distributed grid-points was used in each space-dimension. The adaption in space generated an adaptive grid with 85 grid-points in each dimension. The tolerance of the local discretization error in time and space was set to 10 −3 . All other parameters was the same as the standard setup. The approximation of τ k on the equidistant and on the adaptive time-grid is shown in Figure 4 . From the approximation of τ k on the coarse equidistant grid we calculate the discrete function k(t), depicted in Figure 5 . Choosing the time-step from the discrete function k(t) generates an adaptive grid with 148 time-steps. In Figure 5 we also see that the last time-step has to be smaller than the next to last time-step since we have to reach T = 0.1 exactly. When solving the problem again with the adaptive grid we compute the approximation of the local discretization error on the refined grid. The result is shown in Figure  4 . There we also see that the smaller last time-step also give a smaller τ k at that point in time. The large system of equations mentioned in Section 5 is solved with the iterative method GMRES. In the first time-step with backward Euler, on both equidistant and adaptive grid, no preconditioner has been used but for the rest of the time-steps, where BDF-2 is used, an incomplete LU-factorization has been used as preconditioner to speed up the convergence. The ILUfactors L and U are computed only for the first time-step with BDF-2, they are not recomputed when the length of the time-step changes between two steps since it has turned out in the experiments that GMRES converges fast anyway. The explicit solution (28) used as initial guess for the iterative solver is usually so good that only a few iterations is needed. An example is shown in Figure 6 where we have solved a two-dimensional problem on an adapted grid with 89 × 89 grid-points. We see that the total number of iterations in GMRES is very low and that the number of iterations grows only at the end of the computation. This is probably due to the large time-steps used here and the now inaccurate ILU-factors. 
Conclusions
From our numerical tests we conclude that from a coarse initial grid, our adaptive method in space can generate an adaptive grid on which we can control the local discretization errors and keep them at a predefined levels. When comparing our method to solving on an equidistant grid we find that it requires almost twice as many grid-points in each space dimension to get the same size of the local discretization errors. Note that using our method one does not have to guess at the required number of grid-points to get a certain local discretization error, the method takes care of that for you.
If memory is the limitation, our adaptive technique can be used to efficiently use the amount of memory available and increase the accuracy compared to an equidistant grid. This is accomplished by rearranging the gridpoints to make the local discretization errors smaller.
The adaptive algorithm in time chooses time-steps to keep the local discretization error in time below or at a predefined level. The total computational cost from solving the problem twice on a coarse and a refined time-grid will in most cases be lower than finding an appropriate time-step by solving the problem several times and experimentally finding a suitable time-step.
In a forthcoming paper we will study discretizations of higher order than 2, which will further reduce the number of grid-points needed. Altogether our space-time adaptive method is simple and easy to implement, even for a multi-dimensional problem.
