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Abstract
Given an edge-weighted graph, how many minimum k-cuts can it have? This is a funda-
mental question in the intersection of algorithms, extremal combinatorics, and graph theory.
It is particularly interesting in that the best known bounds are algorithmic: they stem from
algorithms that compute the minimum k-cut.
In 1994, Karger and Stein obtained a randomized contraction algorithm that finds a minimum
k-cut in O(n(2−o(1))k) time. It can also enumerate all such k-cuts in the same running time,
establishing a corresponding extremal bound of O(n(2−o(1))k). Since then, the algorithmic side
of the minimum k-cut problem has seen much progress, leading to a deterministic algorithm
based on a tree packing result of Thorup, which enumerates all minimum k-cuts in the same
asymptotic running time, and gives an alternate proof of the O(n(2−o(1))k) bound. However,
beating the Karger–Stein bound, even for computing a single minimum k-cut, has remained out
of reach.
In this paper, we give an algorithm to enumerate all minimum k-cuts in O(n(1.981+o(1))k)
time, breaking the algorithmic and extremal barriers for enumerating minimum k-cuts. To
obtain our result, we combine ideas from both the Karger–Stein and Thorup results, and draw
a novel connection between minimum k-cut and extremal set theory. In particular, we give and
use tighter bounds on the size of set systems with bounded dual VC-dimension, which may be
of independent interest.
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1 Introduction
We consider the k-Cut problem: given an edge-weighted graph G = (V,E,w) and an integer k,
delete a minimum-weight set of edges so that G has at least k connected components. This problem
is a natural generalization of the global min-cut problem, where the goal is to break the graph into
k = 2 pieces. This problem has been actively studied in theory of both exact and approximation
algorithms, where each result brought new insights and tools on graph cuts.
Goldschmidt and Hochbaum gave the first polynomial-time algorithm for fixed k, withO(n(1/2−o(1))k2)
1 runtime [GH94]. Since then, the exact exponent in terms of k has been actively studied. The
textbook minimum cut algorithm of Karger and Stein [KS96], based on random edge contractions,
can be adapted to solve k-Cut in O˜(n2(k−1)) (randomized) time. The deterministic algorithms side
has seen a series of improvements since then [KYN07, Tho08, CQX18]. The fastest algorithm for
general edge weights is due to Chekuri et al. [CQX18]. It runs in O(mn2k−3) time and is based
on a deterministic tree packing result of Thorup [Tho08]. Hence, the leading algorithms on the
randomized and deterministic fronts utilize completely different approaches, but neither is able to
break the O(n(2−o(1))k) bound for the problem.
On the lower bounds side, a simple reduction from Max-Weight (k − 1)-Clique to k-Cut implies
that the conjectured time lower bound Ω˜(n(1−o(1))k) for Max-Weight (k − 1)-Clique [AWW14]
also holds for k-Cut.2 Given the recent interest in fine-grained complexity, for the algorithmic
problem of finding the minimum k-cut, should the true exponent in n for k-Cut be k, 2k, or
somewhere in between?
Another closely related, extremal question concerns the number of minimum k-cuts that a graph
can have. The algorithms of Karger-Stein, Thorup, and Chekuri et al. can be adapted to enumerate
all minimum k-cuts in O(n(2−o(1))k) time, implying the same bound for the extremal number of
minimum k-cuts in a graph. To this date, no proof of a better bound—algorithmic or otherwise—is
known. On the other hand, there are some graphs (e.g., a cycle with n vertices) where the number
of minimum k-cuts is Ω(nk).3 Thus, the mathematical question remains: for the extremal number
of minimum k-cuts of a graph, should the exponent of n be k, 2k, or somewhere in between?
In recent work [GLL18a], we improved on the algorithmic barrier of O(n(2−o(1))k) for the case when
the input graph has edge weights that are integers polynomially bounded in n. In particular, our
deterministic algorithm runs in time O(kO(k)n(2ω/3+o(1))k), where ω ≤ 2.3738 denotes the matrix
multiplication constant [LG14, Wil12]. Aside from the unfortunate restriction to integer-weighted
graphs, our algorithm suffers other disadvantages compared to the previous k-Cut algorithms.
1. When edge weights are integers bounded by nO(1) (in particular, exponent independent of
k), the reduction from Max-Weight (k − 1)-Clique no longer holds. Consequently, our
algorithm solves an easier variant of k-Cut whose lower bound is only Ω(n(ω/3−o(1))k) from
Unweighted k-Clique, and not Ω(n(1−o(1))k).
2. The previous algorithms are “combinatorial”, where ours uses fast matrix-multiplication as a
black-box. (See [WW10, ABW15] for discussion about combinatorial and matrix multiplication-
based algorithms for k-Clique and other problems.) One concrete difference is that our al-
gorithm inherently requires nΩ(k) space, whereas all of the aforementioned k-Cut algorithms
1o(1) in the exponent indicates a quantity that goes to 0 as k increases.
2The conjectured lower bounds are Ω˜(n(1−o(1))k) for Max-Weight k-Clique when weights are integers in the
range [1,Ω(nk)], and Ω˜(n(ω/3)k) for Unweighted (k − 1)-Clique, where ω is the matrix multiplication constant.
3Technically, it is Ω(nk/k!), but we assume that k is a large but fixed constant throughout.
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require only poly(n) space.
3. Our algorithm only finds one minimum k-cut and, unlike the previous algorithms, cannot
be adapted to find all of them in the same asymptotic running time. (This is a common
weakness with algorithms that use matrix multiplication.) Hence, it does not imply any
improved bound on the extremal number of minimum k-cuts, even for integer-weights.
To summarize, beating either of the O(n(2−o(1))k) algorithmic and extremal bounds has remained
open for the general case. In this paper, we break these bounds for large enough k, and get the first
true improvement over the Karger–Stein result for k-Cut, in both the algorithmic and extremal
settings.
Theorem 1.1 (Enumeration Algorithm). For any large enough constant k, there is a randomized
algorithm that enumerates all minimum k-cuts in time O(n1.981k) w.h.p.
Corollary 1.2 (Extremal Result). For any large enough constant k, there are at most O(n1.981k)
many minimum k-cuts.
1.1 Our Techniques
We believe that an important component of the paper’s contributions are the techniques, which
draw on different areas: some of them are perhaps surprising and suggesting directions for further
investigation. As mentioned previously, the two leading approaches so far to k-Cut—random
contractions and tree packing—utilize completely different techniques. Our algorithm is the first to
incorporate both approaches, which gives us a broader collection of tools to draw from. In addition,
we establish a novel connection to extremal set theory in the context of graph cut algorithms, which
may be of independent interest. Finally, our actual k-Cut algorithm resembles the bounded-depth
branching algorithms commonly found in fixed-parameter tractable algorithms.
Our k-Cut algorithm is conceptually simple at a high level. Let S∗1 , . . . , S∗k ⊆ V be an arbitrary
minimum k-cut. We compute a set A ⊆ 2V of potential subsets of vertices A ⊆ V such that one
of these sets is exactly S∗i for some i. We then branch on each computed set A ∈ A by guessing A
as one component in the targeted k-cut, and then recursively calling (k − 1)-Cut on G \ A. It is
clear that this algorithm will return the correct k-cut on one of its branches. Naturally, to obtain
an efficient algorithm, we want the size of A to be small to ensure a small branching factor, and
furthermore, A should be computable efficiently.
A Simpler Case. The actual set A is complicated to describe, so to strive for the simplest
exposition that highlights most of our techniques, let us assume (with much loss of generality) that
A := {A ⊆ V : w(∂GA) ≤ 1.49k OPT}. (Here, any constant less than 1.5 will do.) This set A works
if there exists a component S∗i satisfying w(∂GS
∗
i ) ≤ 1.49k OPT . This may not always hold, since∑
iw(∂GS
∗
i ) = 2OPT and hence we can only get a bound of w(∂GS
∗
i ) ≤ 2kOPT in general—but
this is a simple case considered for the purposes of intuition. It remains to bound the size of A,
and the time to compute it.
1. The Size of A: We can bound the size of A by O(2kn) using a well-known result in extremal
set theory, discussed below. But assuming this bound, we pay a branching factor of O(2kn)
to decrease k by 1, which is great, because if we can continue this process all the way to
k = 0, then our running time becomes O(2k
2
nk+O(1)). (This bound is much better than the
one in Theorem 1.1, but recall that we obtained it with much loss in generality.)
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2. Computing A: We run a modified Karger-Stein randomized contraction procedure poly(n)
times, and then take the O(2kn) sets A with smallest boundary w(∂GA). An argument similar
to Karger and Stein’s original analysis shows that our computed set contains A w.h.p., which
is good enough for our purposes.
We now sketch the proof of |A| ≤ O(2kn), highlighting its connection to extremal set theory.
It will be useful to view each set A ∈ A also as the (2-)cut (A, V \ A) in the graph G. For a
contradiction, suppose that |A| > O(2kn). Since |A| > 2n, a simple result in extremal set theory
says that there exist two such sets A1, A2 ∈ A that cross. Hence, if we cut out the edges in
∂GA1∪∂GA2, we obtain a 4-cut, not a 3-cut. This means that we obtain 3 new components for the
price of 2 · 1.49k OPT = 2.98k OPT . This amortizes to a cost of 2.983k OPT per additional component.
If we can repeat this process—always finding two such crossing cuts whose removal introduces 3
additional components—then we eventually obtain roughly k components for roughly (1− ε)OPT ,
contradicting our choice of OPT . (See Figure 1.1.) In §3.2, we prove that this process is possible
whenever |A| > O(2kn), implying the desired extremal bound on |A|.
Figure 1.1: An example with k = 10;
we picked 3 pairs of crossing cuts (i.e., 6
cuts) each of weight 1.49k OPT . Because
each of them gives 3 new pieces, we get
k = 10 parts. But the cut edge weight to-
tals 6×1.49k OPT < OPT , a contradiction.
The General Case: Let’s try to remove the simpli-
fying assumption we made. What if every component
S∗i satisfies w(S
∗
i ) ≥ 1.5k OPT? We could try to take
A := {A ⊆ V : w(∂GA) ≤ 2kOPT}, which would certainly
contain some S∗i . We do take this approach, bounding
the size of A (which is substantially more technical), but
in this case, it is possible that |A| = Ω(n2). Branch-
ing would result in an overhead of Ω(n2), leading to an
Ω(n2k−O(1)) time algorithm, which is no good. Our so-
lution is to still branch on each set in A, but not start
over completely in each recursive step. Rather, we keep
track of a global measure of progress that amortizes our
branching cost over the k recursive calls. In particular, we
maintain a nonnegative potential function such that every
time we branch on a large set A (and thus pay an expen-
sive branching factor), the potential function decreases by
a lot. This ensures that we do not branch expensively too
often.
Our measure of progress is obtained via the tree packing
result of Thorup. For a fixed min k-cut S∗ = {S∗1 , . . . , S∗k} ⊆ V , we start from a spanning tree
T that crosses S∗ (i.e., connects S∗i 6= S∗j ) at most 2k − 2 times, and run the previous branching
procedure by guessing one component S∗i at a time. Our potential function is based on the current
value of k and the number of edges of the current tree crossing S∗. Whenever we branch on an
expensive set A (say, |A| = Ω(n2)), we ensure A contains some S∗i that cuts many edges in T ,
which decreases the potential function substantially.
Connection to VC-Theory: Consider the set system (V,A) with universe V and subsets A.
The set theory result above (saying that any set system with more than 2n sets has a pair of
crossing sets) implies that the dual VC dimension of (V,A) is at least 2 when |A| > 2|V |; there
exist two sets A1, A2 ∈ A such that in their Venn diagram, all four cells are nonempty. (The dual
VC dimension is the standard VC dimension of the dual set system.) In § 3.1 and §5, we prove
an analogous result for the dual VC dimension 3, which has not been studied to the best of our
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knowledge. We also prove better bounds when we want three sets A partially shattered (i.e., at
least x out of 8 cells in the Venn diagram are nonempty for some x < 8). This saves the branching
cost and allows the global inductive analysis based on the potential function.
1.2 Other Related Work
The k-Cut problem is NP-hard when k is part of the input [GH94]. Karger and Stein gave a ran-
domized Monte-Carlo algorithm with runtime O(n(2−o(1))k), via random edge-contractions [KS96].
On the deterministic front, Thorup improved the O(n4k+o(1))-time algorithm of [KYN07] to O˜(n2k)-
time, based on tree packings [Tho08]. These approaches also can be used to enumerate all minimum
k-cuts, and hence to show that there are at most O(n2k) such cuts. Our work [GLL18a] gave a
deterministic algorithm that runs in time roughly O(kO(k)n(2ω/3)k) for bounded integer weights,
where ω ≤ 2.3738 is the matrix-multiplication constant, but it did not bound the number of mini-
mum k-cuts. Finally, better algorithms are known for small values of k ∈ [2, 6] [NI92, HO94, BG97,
Kar00, NI00, NKI00, Lev00]. The Karger-Stein algorithm was recently extended to Hypergraph
k-Cut [GKP17, CXY18], which also gave a bound on the number of minimum k-cuts. For the
minimum cut (k = 2), the number of and the structure of approximate min-cuts also have been
studied [HW96, BG08].
Approximation algorithms. The k-Cut problem has several 2(1 − 1/k)-approximations due
to [SV95, NR01, RS08]; the more general Steiner k-cut problem also has the same approxima-
tion ratio [CGN06]. This approximation can be extended to a (2 − h/k)-approximation in time
nO(h) [XCY11]. Chekuri et al. [CQX18] studied the LP relaxation of [NR01] and gave alternate
proofs for both approximation and exact algorithms with slightly improved guarantees. A fast
(2+ε)-approximation algorithm was also recently given by Quanrud [Qua18]. On the hardness front,
Manurangsi [Man17] showed that for any ε > 0, it is NP-hard to achieve a (2 − ε)-approximation
in time poly(n, k) assuming the Small Set Expansion Hypothesis.
FPT algorithms. Kawarabayashi and Thorup gave the first f(OPT ) ·n2-time algorithm [KT11]
for unweighted graphs. Chitnis et al. [CCH+16] used a randomized color-coding idea to give a
better runtime, and to extend the algorithm to weighted graphs. Here, the FPT algorithm is
parameterized by the cardinality of edges in the optimal k-Cut, not by the number of parts k. Our
past work [GLL18b, GLL18a] gave a 1.81-approximation for k-Cut in FPT time f(k) ·poly(n); this
has since been simplified and improved to a 53 -approximation by Kawarabayashi and Lin [KL18].
2 Preliminaries
Notations. Consider a weighted graph G = (V,E,w). For any vertex set S, let ∂GS (or ∂S if G
is clear from the context) denote the edges with exactly one endpoint in S. For a partition S =
{S1, . . . , Sr} of V , let EG(S) :=
⋃
Si∈S ∂Si. For a collection of edges F ⊆ E, let w(F ) :=
∑
e∈F w(e)
be the sum of weights of edges in F . For a set of vertices S ⊆ V , we also define w(S) := w(∂S). In
particular, for a k-Cut solution {S1, . . . , Sk}, the value of the solution is w(EG(S1, . . . , Sk)). Let
κ(G) be number of connected components of G.
Thorup’s Tree packing. The algorithm starts from the following result of Thorup [Tho08].
Theorem 2.1 (Thorup’s Tree Packing). Given a graph G = (V,E,w) with n vertices and m edges,
we can compute a collection T of O˜(k3m) trees in time O˜(k3m2) such that for every minimum k-cut
S∗ = {S∗1 , . . . , S∗k}, ET∈T [|ET (S∗1 , . . . , S∗k)|] ≤ 2k−2, where the expectation is taken over a uniform
random tree T ∈ T . In particular, there exists a tree T ∈ T with |ET (S∗1 , . . . , S∗k)| ≤ 2k − 2.
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Given a fixed minimum k-cut S∗ = {S∗1 , . . . , S∗k}, we say a tree T is a T-tree if it crosses S∗ at
most 2k − 2 times. If we choose a T-tree T ∈ T , we get the following problem: cut some ≤ 2k − 2
edges of T and then merge the connected components into exactly k components S1, . . . , Sk so that
EG(S1, . . . , Sk) is minimized. Thorup’s algorithm accomplishes this task using brute force: try
all possible O(n2k−2) ways to cut and merge, and output the best one. This gives a runtime of
O˜(n2k−2m) [Tho08]. The natural question is: can we do better than brute-force?
Enumerating Small Cuts via Karger-Stein. Our algorithm also uses a subroutine inspired
by the Karger-Stein algorithm, which can generate all α-minimum cuts in a graph, (i.e., those
with cut value at most α times the min-cut in the graph) in time O˜(n2α). We note that a slight
modification of this algorithm can generate all cuts of size at most α · OPTHh , where OPTH is the
minimum h-cut value, in essentially the same run-time. The following lemma is proved in §A.1.
Lemma 2.2. Let OPTH be the weight of the optimum minimum h-cut in H = (V,E,w), and let
M := OPTHh . For any α ≥ 0, there are at most 2hn2α many subsets A ⊆ V with w(∂HA) ≤ αM .
Moreover, we can output (a superset of) all such subsets in O(2hn2α+O(1)) time, w.h.p.
3 A Refined Bound for Small Cuts
Lemma 2.2 above says that when M = OPTk , there are at most 2
k · n2α cuts of size αM . The main
theorem of this section, Theorem 3.4, improves this bound by a factor of nΩ(1) for four different
values of α = 3/2− γ, 5/3− γ, 2− γ, 7/3− γ for arbitrarily small constant γ > 0. This is then useful
for our algorithm in §4.
Our proof strategy is the natural one: suppose α = 2− γ. Lemma 2.2 gives a bound of 2k · n4−2γ
cuts, whereas Theorem 3.4 below will show a bound of O(2kn3−1/4) cuts, which is much better.
To prove it, we show that if there are more than O(2kn3−1/4) cuts of size αM , there are ≈ k/2
of these cuts such that their removal yields k components, witnessing a feasible solution of weight
k/2 · αM = (k(2−γ)/2k) · OPT , which is strictly less than OPT when k > Θ(1/γ), yielding the
contradiction.
The formal proof of Theorem 3.4 will consist of two parts. In §3.1, we will prove that if a set
system has a large enough number of sets, there exist three sets whose Venn diagram has many
nonempty regions. (If we require all regions to be nonempty, the definition is equivalent to the
dual VC dimension; see §3.1 for details.) This implies that starting from the whole graph, in each
iteration we can remove edges corresponding to three cuts and increase the number of connected
components by many more than three (as many as seven). Finally, in §3.2 we will show that as
long as the number of sets is large also in terms of k, we can iterate this process until we obtain a
k-cut cheaper than OPT , leading to the contradiction.
3.1 Extremal Set Bounds
In this section, we show that if we have a “large” number of sets, then there exist some collection
of three sets whose Venn diagram contains many non-empty regions. Using the contra-positive,
given certain forbidden configurations, the number of sets (cuts) must be small. In this section, we
merely state our bounds, deferring the proofs to §5. First, a classical bound:
Claim 3.1. Given a set system (X,R) on |X| = n elements. If the number of sets |R| > 2n − 2
then there exists two sets A,B ∈ R that cross: i.e., all four of A\B, B \A, A∩B, and X \ (A∪B)
are non-empty.
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I.e., if there are more than 2n−2 sets, then there exist a pair of sets A,B, such that all four regions
in their Venn diagram are non-empty. We now show analogous results for intersections of three
sets. Our main results show that if there are “many” sets, then there exist three sets whose Venn
diagram has “many” non-empty regions.
Theorem 3.2 (7-ot-of-8 Regions). Let (X,R) be a set system with |X| = n. There exists a constant
c > 0 such that if |R| > cn3−1/4, then there exist three sets whose Venn diagram has 7 out of 8
non-empty regions.
Theorem 3.3 (All 8 Regions). Let (X,R) be a set system with |X| = n. There exists a constant
c > 0 such that if |R| > cn4−1/4, then there exist three sets whose Venn diagram has all 8 regions
being non-empty.
A few comments: firstly, Theorem 3.3 can be stated in terms of the dual VC dimension (see
Definition 5.5): any set system R with |R| > cn4−1/4 has dual VC dimension at least 3. Secondly,
a polynomial bound of O(n8) also follows from VC dimension theory, namely, the upper bound
O(n2
d
) on set systems with dual VC dimension less than d. Finally, the bound cannot be improved
below Ω(n3), since if R is all subsets of X of size 3, then |R| = Ω(n3) but no three sets in R have
all eight regions non-empty. As mentioned earlier, all proofs are in §5.
3.2 Number of Small Cuts
We can now use the extremal theorems to bound the number of small cuts in a graph. Fix an
optimal k-cut S∗ = {S∗1 , . . . , S∗k} where the total weight of the cut edges is OPT := w(E(S∗)). Let
M := OPTk , and define the normalized weight of the cut ∂GA to be
w¯(A) :=
w(∂GA)
M/2
. (3.1)
This normalization means the w¯(E(S∗)) = 2k, and hence the normalized cut value of an average
part of S∗ is 4. We prove the main result of this section upper bounding the number of small cuts,
improving Lemma 2.2 that gives 2k · nw¯(A). Note that this theorem is non-constructive, but these
improved bounds the number of small sets (that we compute by a variant of Karger-Stein procedure)
reduces the number of required branchings in our recursive main algorithm in §4, improving the
overall running time.
Theorem 3.4 (Few Small Cuts). Fix a small enough positive constant γ > 0 and assume that
k > Ω(1/γ). The graph G has at most:
1. O(2kn) subsets A with w¯(A) ≤ 3− γ.
2. O(2kn2) subsets A with w¯(A) ≤ 10/3− γ.
3. O(2kn3−1/4) subsets A with w¯(A) ≤ 4− γ.
4. O(2kn4−1/4) subsets A with w¯(A) ≤ 14/3− γ.
Proof. The proofs for all four statements follows the same outline. For the sake of a contradiction,
we assume that the statement is false. We then construct a k-cut S† with w¯(S†) < 2k, and hence
get a contradiction. We prove statement (1) here and defer the other proofs to Appendix A.2. We
construct S† in two stages. In the first stage, we use an iterative process to get an r0-cut S0 for
some r0 ∈ [k − 2, k] such that w¯(E(S0)) ≤ r0 · (2 − 23γ). In a second stage we then augment this
to get a k-cut. In the following, let A1 be the set of subsets A ⊆ V with w¯(A) < 3 − γ, with
|A1| > c2kn subsets for a large enough c.
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For the first stage, let S be the current cut at some point in the algorithm, r is a lower bound on
the current number of components. We start with a single part S = {V }, and hence r ← 1. In each
iteration, we increase r by some r′ ∈ {2, 3} and increase w¯(S) by ≤ r′ · (2− 23γ). If we can maintain
this until r ∈ [k − 2, k], we have our desired cut S0. Each iteration is simple: while r < k − 2, if
there exists a subset A ∈ A1 that cuts two or more components in S, then we cut the edges of ∂GA
inside S, and increase r by 2. Note that w¯(S) increases by at most 3−γ ≤ 2 ·(2− 23γ). (Technically,
the number of connected components can increase by more than 2, but that only helps us, and it
is still an (r + 2)-cut.)
Otherwise, every subset A ∈ A1 either does not cut any component of S, or cuts exactly one of them.
Since we have r components, there are ≤ 2r subsets that do not cut any component. Moreover, for
a given component S ∈ S and a subset ∅ ( X ( S, there are ≤ 2r−1 many subsets A ⊆ V such
that A ∩ S = X and A does not cut any component in S − {S}. For each such subset A ∈ A1
that cuts one component S ∈ S with intersection A∩S = X, add A to a bucket labeled (S,X)—so
each bucket has size ≤ 2r−1. As long as |A1| > 2r + 2r−1 · 2n, there are > 2r−1 · 2n subsets cutting
exactly one component of S, so there are > 2n nonempty buckets. Consequently, there exists a
component S ∈ S for which there are > 2|S| non-empty buckets (S,X). Put another way, the sets
in A intersect S in more then 2n distinct ways. Now we can use the (easy) extremal result from
Claim 5.2 to infer that this set system cannot be laminar, and there exist two nonempty buckets
(S,X1) and (S,X2) such that X1 and X2 cross. Taking one subset from each bucket (call them
A1, A2) and cutting the edges ∂GA1∪∂GA2 inside S increases the number of components by at least
3. Hence we can increase r by 3 at the expense of increasing w¯(S) by at most 2·(3−γ) = 3·(2− 23γ).
Repeating this, we obtain our desired r0-cut S0, for r0 ∈ [k − 2, k]. This ends the first stage.
In the second stage of the construction, we iteratively augment S0 to a k-cut. We let S† be the
current cut, initialized to S0: for k − r0 iterations, we take a subset A ∈ A1 that cuts at least one
component in S† and cut the edges of ∂A inside S†. (Since |A1| > 2k, such a set must exist.) Thus,
w¯(S†) ≤ (r0 − 1) · (2− 23γ) + (k − r0) · (3− γ) ≤ k(2− 23γ) < 2(k − 1) < 2k
the second inequality using that preceding expression is maximized when r0 = k − 2, and that
k > 32γ . This k-cut S† gives us the desired contradiction, and hence proves statement (1). The
proofs of statements (2)-(4) follow the same outline, with the difference lying in the argument about
how the sets in Ai intersect the components in S. Indeed, we use the more sophisticated extremal
bounds given by Theorems 5.3 and 5.4 instead of using the naive bound from Claim 5.2. 
4 The MinKCut Algorithm
In this section, we introduce the MinKCut algorithm that achieves the bound from Theorem 1.1. The
algorithm MinKCut(G, k, F, s) outputs all the minimum k-cuts of G that can be achieved by cutting
s edges of the given forest F (resulting in s+ κ(F ) connected components of G) and reassembling
them back to k connected components. To distinguish from k in recursive steps, let k0 be the
initial value of k such that our final goal is to find minimum k0-cuts. Since Thorup’s tree packing
theorem (Theorem 2.1) gives a collection of nO(1) trees such that every for minimum k0-cut in the
original graph G there exists a tree in the collection that intersects the k0-cut at most 2k0−2 times,
running MinKCut(G, k0, T, 2k0− 2) for every T in the family finds every minimum k0-cut. We need
the extra generality to handle the recursive calls: we allow MinKCut to take in a forest F (instead
of a tree) and a parameter s that may not be 2k − 2.
An important feature of our algorithm is that it is unchanged under scaling the weights. Hence for
the sake of simplicity of the analysis, throughout this section, for each call to MinKCut (G, k, F, s),
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we will assume that the total weight of the optimal k-cut is w(E(S∗)) = 2k. This choice ensures
that w(S) = w¯(S) for all S, where w¯ was defined in §3.2. Finally, let γ > 0 be a small enough
constant throughout this section, whose value will be specified at the end.
4.1 The EnumCuts Helper Function
We use the function EnumCuts which, given a graph G and parameters β and N , outputs all (2-)cuts
in G with weight at most β (recall that we normalized weights so that OPT = 2k). By Lemma 2.2,
there are at most 2knβ such cuts, and they can be found in O(2knβ+O(1)) time. In some cases, we
have better bounds on the number of such cuts using the (nonconstructive) Theorem 3.4; we pass
such an improved bound to the algorithm via the parameter N , and hence the algorithm returns
at most N cuts.
Algorithm 1 EnumCuts (G, β,N)
Input: weighted graph G = (V,E) on n vertices, N ∈ N ∪ {∞}.
Output: W.h.p., the N subsets A ⊆ V satisfying w(∂GA) ≤ β that have the smallest values of w(∂GA). If
there are not N such subsets A, then output (a superset of) all such subsets A.
Runtime: O(2knβ+O(1))
1: Run the algorithm of Lemma 2.2 with α := β/2 and let P be the output.
2: return the N subsets A ∈ P with the smallest w(∂GA), or the entire P if |P| ≤ N .
4.2 The Algorithm Description
The algorithm MinKCut is formally given as pseudocode, but let us explain the main steps. The
algorithm is recursive: at some stage, we are given a current graph G (think of this as the original
graph with some vertices carved away) and a forest F (think of this as T induced by the current
graph). We want to delete s edges from F , then combine the resulting pieces into a k-partition of
V (G) to obtain an optimal k-cut. The algorithm considers the ways in which a generic part S∗i
from the optimal cut S∗ = {S∗1 , S∗2 , . . . , S∗k} cuts the forest.
For ` = 0, . . . , s, the set A` is supposed to contain candidates for S∗i that cut F in ` edges. The
algorithm tries each A ∈ A` as one of the optimal parts, and recursively run MinKCut (G[V −A], k−
1, F [V −A], s− `). Therefore if we are able to show that there exists S∗i and ` such that S∗i ∈ A`,
we will try S∗i and call MinKCut (G[V \ S∗i ], k− 1, F [V \ S∗i ], s− ∂F (S∗i )), and since S∗ \ {S∗i } is an
optimal (k − 1)-cut in G[V \ S∗i ], the recursive algorithm will eventually output S∗.
By naively setting A` to be the set of all subsets A ⊆ V that cross F exactly ` times, |A`| ≤ 2O(k)n`
for all `. Since branching on A ∈ A` drops s by `, together with the fact that logn |A`| ≤ `+ o(1),
we can think s as a potential and easily argue that the total running time is ns+O(1). (I.e., For fixed
`, we make |A`| ≤ n`+o(1) guesses to decrease the potential by `.) However, since s could be 2k− 2
for a T-tree, we may not win anything.
To get faster running time, we further restrict A` to subsets that induce cuts of small weights. For
small ` = 2, 3, 4, we restrict to A2,A3,A4 to subsets whose cut weight in G is at most 3 − γ, 4 −
γ, 14/3 − γ respectively. The standard Karger-Stein bound (Lemma 2.2) only guarantees upper
bounds worse than O(2kn`), but our new bounds on the small cuts (Theorem 3.4) bound their
numbers by O(2kn), O(2kn3−1/4), O(2kn4−1/4), so logn |A`| < ` for ` = 2, 3, 4. For ` ≥ 5, we set A`
more conservatively so that it contains sets of cut weight at most β` < `, so logn |A`| < ` from
the Karger-Stein bound. Our analysis will show that this choice of A`’s will make sure that S∗i is
contained in one of them for correctness. Using a different potential function, it will also prove the
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Algorithm 2 MinKCut (G, k, F, s)
Input: G = (V,E) is an integer-weighted graph on n vertices, F is a forest, and s+ κ(F ) ≥ k.
Output: (A superset of) valid partitions S ∈ PF,s,k (Definition 4.1) with weight equal to the minimum
k-cut in G.
1: z(k, s) := s− (1.75 + Θ(γ))k
2: P ← ∅ . All partitions found will be stored in P
3: if k < Θ(1/γ) then
4: P ← all minimum k-cuts, enumerated in O(n2k) time with Karger-Stein, etc.
5: else if z(k, s) < 0 then . Brute force
6: P ← all ways to delete s edges in F and merge into k components. . O(ks+κ(F )ns+O(1)) time
7: else . Recursive algorithm
8: A0 ← {A ⊆ V : |∂FA| = 0} . 2κ(F ) of them
9: A1 ← {A ⊆ V : |∂FA| = 1}. . 2κ(F )+1n of them
10: A2 ← EnumCuts(G, 3− γ,Θ(2kn)) ∩ {A ⊆ V : |∂FA| = 2} . Θ(2kn) bound from Thm 3.4
11: A3 ← EnumCuts(G, 4− γ,Θ(2kn3−1/4)) ∩ {A ⊆ V : |∂FA| = 3} . Θ(2kn3−1/4) from Thm 3.4
12: A4 ← EnumCuts(G, 14/3− γ,Θ(2kn4−1/4)) ∩ {A ⊆ V : |∂FA| = 4} . Θ(2kn4−1/4) from Thm 3.4
13: for ` ∈ [5, s] do
14: A` ← EnumCuts(G, β`,∞) ∩ {A ⊆ V : |∂FA| = `}, where . |A`| = O(2knβ`) by Lem 2.2
β` := g
−1
k,s(`) ⇐⇒ ` = gk,s(β`) (see (4.2))
15: for ` ∈ [0, s], A ∈ A` do
16: let G′ ← G[V −A] and F ′ ← F [V −A]
17: let s′ ← s− |∂FA|
18: Recursively call MinKCut(G′, k − 1, F ′, s′) and add its output to P
19: return {S ∈ P : w(EG[S]) = minS′∈P w(EG[S ′])}
desired running time.
Before we go further, let’s give a convenient definition:
Definition 4.1 (Valid Partitions). Given a forest F = (V,EF ) with κ(F ) connected components,
and two integers k, s with s ≥ k − κ(F ), a partition S = {S1, . . . , Sk} of V is (F, s, k)-valid if it
is formed by deleting exactly s edges in the forest F and merging the resulting s+ κ(F ) connected
components of F into k components. Let PF,s,k be all such (F, s, k)-valid partitions.
4.3 Overview of the Parameter Selection and Analysis
Suppose we are solving k-cut on G, where we want to delete a total of s edges in the forest
F . By our assumption about scaling the total weight, observe that the target minimum k-cut
S∗ = {S∗1 , . . . , S∗k} satisfies
∑
iw(∂GS
∗
i ) = 4k and
∑
i |∂FS∗i | = 2s. (This normalization happens
at every recursive call.) Suppose we have some “good” optimal component S∗i that we’d like to
guess, and then recurse on the graph G[V \ S∗i ]. What properties would we like S∗i to have? Here
are some observations.
1. For brevity, define w := w(∂GS
∗
i ), and ` := |∂FS∗i |. Then by running EnumCuts with param-
eter w, we can enumerate a set of O(2knw) subsets A ⊆ V such that one of them equals this
targeted S∗i . Then, by branching on each of these subsets, we pay a multiplicative branching
9
w = w¯(∂GS
∗
i )
`
=
|∂ F
S
∗ i|
(3− γ, 2)
(4, 2s/k)
2
3
4
5
` = 2
Figure 4.2: The line ` = gk,s(w).
overhead of O(2knw). Moreover, we can use the extremal bounds of Theorem 3.4 to do even
better: if w < 14/3 − γ, then we can enumerate a set much smaller than O(2knw). (For
example, if w ≤ 3− γ, then our set has size only O(2kn), using Theorem 3.4.)
2. Secondly, we reduce the parameter s in a recursive call by ` = |∂FS∗i |. Intuitively, a set S∗i
with `  w is a good candidate, since we pay a comparatively small branching factor for
deleting many edges in F .
3. So let’s keep track of how much we gain relative to the brute-force algorithm. Namely, if we
pay a branching cost of nβ to delete ` edges (we ignore any constants or f(k) in front of the
nβ), then since brute-force requires n` time to guess the ` edges in ∂FS
∗
i , we are a factor n
`−β
“ahead” of brute force. In this case, we measure our gain as the quantity `− β. And we will
never branch on a set with a negative gain.
4. Finally, when might we not be able to make any positive gain? Suppose half the S∗i have
(w = 3, ` = 2) and the other half have (w = 5, ` = 5), which means that s = 1.75k. It
satisfies our condition
∑
iw(∂GS
∗
i ) = 4k and
∑
i |∂FS∗i | = 2s, but the extremal bounds from
Theorem 3.4 and Lemma 2.2 only guarantee us branching factors of O(2kn2) and O(2kn5)
respectively—in both cases there is zero gain. Therefore, if s ≤ 1.75k, then in the worst
case, there may be no choice of set that gives us a positive gain, and we might as well do
brute-force. Conversely, we will show below that as long as s ≥ (1.75 + Θ(γ))k, positive gain
is always possible.
Now assume s ≥ (1.75+Θ(γ))k, and imagine the two-dimensional plane R2 where we plot the (w, `)
values for the different sets S∗i ∈ S∗ as points. The above discussion suggests a natural strategy of
choosing a S∗i , which is to draw a line with positive slope and choose S
∗
i corresponding to a point
above the line. To guarantee the existence of a point above the line, we make sure that the lines
pass the centroid of these k points (4, 2s/k). Two points (4, 2s/k) and (3− γ, 2) (instead of (3, 2)
for technical reasons) decide the following line.
` = gk,s(w) :=
((
2s
k
− 2
)
/ (1 + γ)
)
w + 8/(1 + γ) +
s
k
(2− 8/(1 + γ)) (4.2)
=
(
2s
k
− 2−O(γ)
)
w +
(
8− 6s
k
+O(γ)
)
. (4.3)
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See Figure 4.2. The line passes through the centroid (4, 2s/k), so we get the following statement,
whose (easy) proof we omit:
Claim 4.2. There exists a set S∗i such that ` ≥ gk,s(w).
(We handle the case ` < 2 separately, so only consider the segment from ` ≥ 2). Consider a S∗i
whose (w, `) point is above the line guaranteed by Claim 4.2. Note that the line is above (5, 5)
as long as s ≥ (1.75 + Θ(g))k, and the slope is 2s/k − 2 − O(γ) ≥ 1.5 − O(γ) so for large values
of w, ` > 5, we have w < `, and the branching cost O(nβ) with β = w by Lemma 2.2 is good.
For small values, ` can be less than w, but our improved bounds Theorem 3.4 make sure that the
branching factor is O(nβ) for β < `. In any case, our gain `− β is strictly positive.
How do we analyze the performance of this algorithm? Suppose we run this process from (k0, 2k0−2)
and end up doing brute-force at the point (k, s) with total gain g over the entire process. This
means that we have paid a total branching cost of f(k)n(2k0−2)−s−g so far, leaving a forest F with∑
i ` ≤ s. We will then brute-force over the remaining ≤ s edges for a total running time of
f(k)n2k0−2−g. Thus, to obtain the fastest k0-cut possible, it is clear that our objective should be
to maximize our total gain over the course of the process (which we can terminate at any point).
Let us define the following quantity that measures how large s is compared to (1.75 + Θ(γ))k.
z(k, s) := s− (1.75 + Θ(γ))k. (4.4)
We can view z as a budget that starts out as (0.25−Θ(γ))k0 and eventually becomes zero. We are
interested in the amount of gain per unit of budget, which may depend on the current budget.
Recall that whenever w ≤ 14/3− γ, our bounds in Theorem 3.4 provide better bounds than what
is guaranteed in Lemma 2.2. We now formalize this below. Define the function
d(w) :=

1 if w ≤ 3− γ,
3− 1/4 if 3− γ < w ≤ 4− γ,
4− 1/4 if 4− γ < w ≤ 14/3− γ, and
w if w > 14/3− γ.
By Theorem 3.4, if we branch on (w, `), then the gain is ` − d(w) and the difference in budget
is z(k, s) − z(k − 1, s − `) = ` − (1.75 + Θ(γ)). We now prove the lemma below that bounds the
budget-gain ratio, whose proof is deferred to Appendix A.3.
Lemma 4.3. Consider the current state (k, s) with budget z = z(k, s) = s− (1.75 + Θ(γ))k, where
s ≥ (1.75 + Θ(γ))k, and k ≤ k0. Every point (w, `) with ` ≥ 2 guaranteed by Claim 4.2 satisfies
`− d(w)
`− (1.75 + Θ(γ)) ≥ min
(
1
9
,
4z
6.5z + 4.875k
(1−O(γ))
)
≥ min
(
1
9
,
4z
6.5z + 4.875k0
(1−O(γ))
)
.
Note that to handle the guessing of the coordinates (w, `), the algorithm essentially guesses all
values of `. Namely, for each integer value `, the algorithm enumerates all sets A ⊆ V such that
(w(A), `) is on or above the line, which is good enough.
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4.4 Correctness
We prove that MinKCut(G, k, F, s) finds every minimum k-cut that can be formed by deleting s
edges in F and merging the s + κ(F ) connected components of F into k components. Fix any
such minimum k-cut S∗. If s(k, s) < 0, then line 6 enumerates over all possible valid partitions,
and hence S∗ will be found. Otherwise, the following lemma shows that at least one component
S∗i ∈ S∗ will be in A` for some ` ∈ [0, s] so that we can recurse on G \ S∗i and eventually find S∗.
Lemma 4.4. If the else branch in MinKCut is taken (i.e., z(k, s) ≥ 0 ⇐⇒ s ≥ (1.75 + Θ(γ))k),
then there exists an ` ∈ [0, s] and A ∈ A` such that A ∈ S∗.
Proof. If there exists S∗i whose ` is 0 or 1, S
∗
i ∈ A`. When every S∗i has ` ≥ 2, by Claim 4.2, there
exists S∗i such that ` ≥ gk,s(w) ⇐⇒ g−1k,s(`) ≥ w. If ` ≥ 5, β` = g−1k,s(`) ≥ w, and since A` contains
all cuts that crosses F in ` edges and has weight at most β` in G, S
∗
i ∈ A`. For ` = 2, 3, 4, let
β2 = 3− γ, β3 = 4− γ, β4 = 14/3− γ. Since ` ≤ gk,s(β`) ⇐⇒ β` ≥ g−1k,s(`), so again S∗i ∈ A`. 
4.5 Running Time
We now proceed to the running time analysis. Motivated by Lemma 4.3, we define the following
potential function:
Φ(k, s) :=
{∫ z(k,s)
t=0 min
(
1
9 ,
4t
6.5t+4.875k0
(1−Θ(γ))
)
dt if z(k, s) ≥ 0
1 otherwise.
(4.5)
The function has a discontinuity at z(k, s) = 0, but this will be convenient later on. Below, we list
the technical properties that we need for Φ, whose routine proofs are deferred to Appendix A.3.
Lemma 4.5. For values (k, s) such that z(k, s) ≥ 0, the function Φ(k, s) satisfies:
1. Φ(k, s) ≤ s.
2. Φ(k, s) ≤ Φ(k, s− 1) + 1.
3. Φ(k, s) ≤ min{Φ(k − 1, s),Φ(k − 1, s− 1)}.
4. For all (w, `) satisfying the condition in Claim 4.2,
Φ(k, s) ≤ Φ(k − 1, s− `) + `− d(w).
5. g−1k,s(s) ≤ s− Φ(k, s) +O(1).
The running time of MinKCut is bounded by the following recursive analysis.
Lemma 4.6. There exist c1 = O(1) and c2 = O(1/γ) such that Algorithm MinKCut(G, k, F, s) takes
time
(c1 2
k+s+κ(F )))k · ns−Φ(k,s)+c2 .
Proof. If k < Θ(1/γ), we take the if branch, and Karger-Stein takes time O(n2k) = O(nO(1/γ)).
This meets the bound for c2 = O(1/γ), using that Φ(k, s) ≤ s from Lemma 4.5.
If s < (1.75 + Θ(γ))k, we take the else if branch, and the enumeration on line 6 takes time
ks+κ(F )ns+O(1) ≤ (2k+s+κ(F ))k · ns−Φ(k,s)+O(1).
Here, we use that if z(k, s) < 0, then Φ(k, s) is defined to be 1.
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We now focus on the case s ≥ (1.75 + Θ(γ))k, applying induction on k. Since all the recursive calls
happen for each A ∈ A` for some ` ∈ [0, s], we examine each A` and bound the running time of the
recursive calls based on A ∈ A`.
Recall that β` was defined to be g
−1
k,s(`) for ` ≥ 5. Extend this definition so that β0 = 0, β1 = β2 =
1, β3 = 3− 1/4, β4 = 4− 1/4. Observe the following:
1. |A`| ≤ O(2knβ`) by Lemma 2.2 and Theorem 3.4.
2. For every A ∈ A` where ` ≥ 0, we define s′ = s − |∂FA| and F ′ = F [V − A] in lines 16–17.
This ensures that s′ + κ(F ′) ≤ s+ κ(F ).
The number of recursive calls on line 18 is at most |A`|, and by induction, the recursive call
corresponding to A ∈ A` has runtime (c12(k−1)+s′+κ(F ′))k−1 · ns′−Φ(k−1,s′)+c2 . The total time of
these |A`| ≤ O(2knβ`) recursive calls for this value is ` is at most
O(2knβ`) · (c12k+s+κ(F ))k−1 · ns′−Φ(k−1,s′)+c2 (4.6)
Let us focus on the exponent of n in this expression, β` + s
′ − Φ(k − 1, s′) + c2. Lemma 4.5 shows
that β` + s
′ − Φ(k − 1, s′) ≤ s− Φ(k, s).
Substituting into (4.6), we get that for each ` ∈ [0, s], the recursive calls take total time
O(2k) · (c12k+s+κ(F ))k−1 · ns−Φ(k,s)+c2 . (4.7)
Now to bound the time for the nonrecursive part of the algorithm. By the definition of EnumCuts
and Lemma 2.2, the runtime for lines 11 to 14 is dominated by the runtime for EnumCuts(G, βs,∞),
which is
nβs+O(1) ≤ ns−Φ(k,s)+c2 , (4.8)
for large enough constant c2, using item (6) of Lemma 4.5.
Using (4.7) to bound the time for recursive calls, and (4.8) for the non-recursive part, the total
time of MinKCut is at most
s ·O(2k) · (c12k+s+κ(F ))k−1 · ns−Φ(k,s)+c2 ≤ (c12k+s+κ(F ))k · ns−Φ(k,s)+c2 ,
for large enough c1. This completes the induction and finishes the lemma. 
Now using Thorup’s tree packing result from Theorem 2.1, we obtain an instance (G, k0, F, s) with
a single tree and hence κ(F ) = 1, where the optimal solution cuts this tree in at most 2k0−2 edges.
We can try all choices of s from k0− 1 to 2k0− 2. By item (2) of Lemma 4.5, the value s−Φ(k0, s)
is increasing in s, so the runtime will be maximum when s = 2k0 − 2. Our final running time is
therefore
2O(k
2
0) · ns−Φ(k0,2k0−2)+O(1).
It remains to compute Φ(k0, 2k0 − 2). If we let f(t) := min
(
1
9 ,
4t
6.5t+4.875k0
(1−Θ(γ))
)
, then the
two terms inside the min(·, ·) are equal when t equals T := 4.87529.5(1−Θ(γ))k0. That is, f(t) = 1/9
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for t ≥ 4.87529.5(1−Θ(γ))k0 and f(t) = 4t6.5t+4.875k0 (1 − Θ(γ)) otherwise. Integrating Φ(k0, s) for z =
z(k0, s) < k0T , we obtain
Φ(k0, s) =
∫ z
t=0
4t
6.5t+ 4.875k0
(1−Θ(γ)) = (1−Θ(γ))
1.625
(z/k0 − 0.75 ln(4z/k0 + 3) + 0.75 ln 3)k0.
Therefore, for a value of s satisfying z(k0, s) > k0T , we have
Φ(k0, s) =
(1−Θ(γ))
1.625
(T − 0.75 ln(4T + 3) + 0.75 ln 3)k0 + 1
9
(z − k0T ).
Plugging in s := 2k0 − 2, we obtain
Φ(k0, 2k0 − 2) = 1
1.625
·
(
4.875
29.5
− 0.75 ln
(
4 · 4.875
29.5
+ 3
)
+ 0.75 ln 3
)
k0 +
1
9
(
0.25k0 − 4.875
29.5
k0
)
−O(γk0)
≈ (0.0192055688−O(γ))k0.
Assuming that k0 is large enough, set γ > 0 so that
s− Φ(k0, 2k0 − 2) +O(1) ≈ (2k0 − 2)− (0.0192055688−O(γ))k0 +O(1) ≤ 1.981k0.
Finally, plugging in this bound of s− Φ(k0, 2k0 − 2) +O(1) into Lemma 4.6 proves Theorem 1.1.
5 The Extremal Problem
In this section we will prove the extremal theorems (Theorems 3.2 and 3.3) from §3.2 about the
size of certain set systems that do not have certain intersection patterns. The results of this section
may be read independently of the other sections, if desired.
Since we will be talking about two kinds of sets, one over a universe X and another over a small
universe [k], we use the vocabulary of range spaces commonly used in the computational and
discrete geometry literature. A range space (X,R) is just a set system over the ground set X,
where the sets in R are called ranges. The following notion of representation will be useful to state
our results formally and concisely: please refer to Figure 5.3 as well.
Definition 5.1 (Represent). Let X be a universe of elements. Let k ∈ N be a positive integer and
S ⊆ 2[k] be a set of subsets of [k]. For given ranges R1, . . . , Rk ⊆ X and subset S ∈ S, we say that
R1, . . . , Rk witnesses (k, S) if there exists element x ∈ X such that for all indices i ∈ [k],
i ∈ S ⇐⇒ x ∈ Ri.
We say that a k-tuple of ranges (R1, . . . , Rk) α-witnesses (k,S) in X if they witness at least an
α-fraction of subsets S ∈ S. We drop the “in X” if the universe X is clear from context.
Now consider a range space (X,R). We say that R α-represents (k,S) in X if there exists subsets
R1, . . . , Rk ∈ R that α-witness S.
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R1
R2 R3
Figure 5.3: A Venn diagram representation of three ranges R1, R2, R3 on a universe X of 8 el-
ements. The tuple (R1, R2, R3) 5/8-witnesses (3, 2
[3]), 4/7-witnesses (3, 2[3]\{∅}), and 1-witnesses
(3, {∅, {1}, {3}, {1, 2}, {1, 2, 3}}).
Again, Figure 5.3 may be useful in understanding the notion. Readers familiar with the notion of
VC-dimension will recognize that if some range space (X,R) 1-represents the set system (k, 2[k]),
this corresponds to the dual range space (R,R∗) having VC dimension at least k. The notion
of witnesses and representation we define above is therefore a more refined notion than the usual
notion of (dual) shattering. While we do not need familiarity with any of these connections, we
refer to, e.g., [Mat99, §5.1] for more details on VC dimension and dual shatter functions.
Claim 5.2. Let (X,R) be a range space with |X| = n. If |R| > 2n− 2 then there exist two ranges
in R that cross.
In this section, we prove Theorems 3.2 and 3.3 on extremal set bounds. First, let us restate them
in terms of the above notation.
Theorem 5.3 (7/8-representation). Let (X,R) be a range space with |X| = n. There exists a
positive constant c such that if |R| > cn3−1/4, then R 7/8-represents (3, 2[3]).
Theorem 5.4 (1-representation). Let (X,R) be a range space with |X| = n. There exists a positive
constant c such that if |R| > cn4−1/4, then R 1-represents (3, 2[3]).
We can rephrase Theorem 5.4 in terms of the concept dual VC dimension from VC dimension
theory. The following is a simple, equivalent definition of dual VC dimension in terms of our notion
of representation:
Definition 5.5 (Dual VC dimension). A range space (X,R) has dual VC dimension d if d is the
largest integer such that R 1-represents (d, 2[d]).
Thus, 5.4 implies the following extremal bound concerning range spaces of dual VC dimension at
least 3:
Corollary 5.6. Let (X,R) be a range space with |X| = n. There exists a positive constant c such
that if |R| > cn4−1/4, then R has dual VC dimension at least 3.
We first develop some basic tools in §5.1 to give weaker results; the proofs of the above theorems
then appear in §5.2. Before we proceed, here are some standard notions and a basic result about
the maximum number of sets in a laminar set system.
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Definition 5.7 (Crossing Sets). Let X be a universe of elements. We say that two ranges A,B ⊆ X
cross in X if (A,B) 1-witnesses (2, 2[2]) in X. That is, there is at least one element in each of the
sets A\B, B\A, A ∩B, and A ∪B.
Definition 5.8 (Cutting Sets). Let X be a universe of elements. We say that range A cuts range
B if there is an element in each of the sets A ∩B and B\A.
Using these definitions, we can easily prove Claim 5.2 restated below.
Claim 5.2. Let (X,R) be a range space with |X| = n. If |R| > 2n− 2 then there exist two ranges
in R that cross.
Proof. Fix an arbitrary element x ∈ X. Let R′ be the set {R : R ∈ R, x /∈ R}∪{R : R ∈ R, x ∈ R},
so that (X\{x},R′) is a range space. We have |R′| ≥ |R|/2, since for every pair of ranges R,R
satisfying {R,R}∩R 6= ∅, one of R,R is in R′. Since |R′| ≥ |R|/2 > n−2 = |X\{x}|−1, R′ is not
a laminar set of ranges, so there exist A,B ∈ R′ such that A\B, B\A, and A ∩ B are nonempty.
Since x ∈ A ∪B, the sets A,B cross in X. It is easy to see that any of (A,B), (A,B), and (A,B)
also cross in X. Since for one of these pairs, both ranges are in R, the claim follows. 
5.1 Warm-up
In this section, we prove simpler results while developing some basic machinery. The ideas here are
similar to those used, e.g., in proofs of the Sauer-Shelah theorem about the VC dimension of set
systems.
Lemma 5.9 (Extension Lemma). Let (X,R) be a range space with |X| = n. Suppose the following
statement is true, for some fixed constant c, nonnegative integers d, k, r, and subset S ⊆ 2[k] with
r < |S|:
1. If |R| > cnd, then R (r/|S|)-represents (k,S).
Then there exists constant c′ depending on c, d such that the following statement is also true:
2. If |R| > c′nd+1, then R (r+1/|S|)-represents (k,S).
Proof. It suffices to prove statement (2) for n large enough: by setting c′ ≥ 2n0 for some n0 ≥ 0,
the statement is true for all n ≤ n0, since |R| > c′nd+1 is impossible if |X| ≤ n0.
We apply induction for large enough n. Pick an arbitrary x ∈ X, and let Rboth be the set of all R
satisfying R 63 x, R ∈ R, and R ∪ {x} ∈ R.
First, suppose that |Rboth| > cnd. Then, by the assumption in the lemma, there exists a r/|S|-
witness (R1, R2, . . . , Rk) for (k,S). If (R1, R2, . . . , Rk) also (r + 1)/|S|-witnesses (k,S), then we
are done; otherwise, let S∗ ∈ S be a subset not witnessed by (R1, R2, . . . , Rk). For each i ∈ [k],
define R′i to be Ri if x /∈ S∗, and Ri ∪ {x} otherwise; note that R′i ∈ R always. Then, every subset
S ∈ S witnessed by (R1, R2, . . . , Rk) is also witnessed by (R′1, R′2, . . . , R′k), and moreover, S∗ is now
witnessed by (R′1, R′2, . . . , R′k). Therefore, (R
′
1, R
′
2, . . . , R
′
k) (r + 1)/|S|-represents (k,S).
Otherwise, suppose that |Rboth| ≤ cnd. Define Rone to be the set of all R satisfying R 63 x
and exactly one of R ∈ R and R ∪ {x} ∈ R; observe that |Rone| + 2 · |Rboth| = |R|, and that
(X\x,Rone unionmulti Rboth) is a range space with |X\x| = n − 1. If there exists a (r + 1)/|S|-witness
for Rone unionmulti Rboth, then clearly, this tuple also (r + 1)/|S|-witnesses R, so assume not. Applying
induction on the contrapositive of statement (2) gives |Rone unionmultiRboth| ≤ c′(n− 1)d+1. Therefore,
|R| = |Rone unionmultiRboth|+ |Rboth| ≤ c′(n− 1)d+1 + cnd
≤ c′nd+1 − c′ · Cnd + cnd,
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for some constant C ≥ 0 depending on d, and assuming that n is large enough. Setting c′ ≥ c/C
gives
|R| ≤ c′nd+1 − c′ · Cnd + cnd ≤ c′nd+1,
so the assumption of statement (2) is false, completing the induction. 
Lemma 5.10. Let (X,R) be a range space with |X| = n. There exists constants c1, c2, c3, c4 such
that:
1. If |R| > c1n, then R 5/8-represents (3, 2[3]).
2. If |R| > c2n2, then R 6/8-represents (3, 2[3]).
3. If |R| > c3n3, then R 7/8-represents (3, 2[3]).
4. If |R| > c4n4, then R 1-represents (3, 2[3]).
Proof. We first prove (1). Let c1 := 16. Since |R| > 16n, there exists A,B that cross, by Claim 5.2.
If C is any set other than the union of some subset of {A\B,B\A,A ∩ B,A ∪B}, then (A,B,C)
is a 5/8-witness for (3, 2[3]). There are at most 24 = 16 such unions and |R| > 16n ≥ 16, so there is
such a choice for C.
This serves as the base case: we can now use the Extension Lemma above: Statement (2) follows
from (1) and an application of Lemma 5.9 with d := 1, k := 3, r := 5, and S := 2[3]. Likewise,
statement (3) follows from (2) with d := 2 and r := 6, and statement (4) follows from (3) with
d := 3 and r := 7. 
Observe that statement (4) of Lemma 5.10 is weaker than Theorem 5.4 by an n1/4 factor. If we
were to stick to the proof strategy in Lemma 5.10, we would want to prove improved statements (1)
to (3) in order to get an improved statement (4). However, statements (1) and (2) of Lemma 5.10
are tight, and become false if we replace |R| ≥ cdnd with |R| ≥ cdnd−ε for d = 1, 2 and some ε > 0.
For example, if R is all ranges of size 2 in X, then R has size (n2) but still does not 6/8-represent
(3, 2[3]). However, statement (3) does not suffer from a simple, matching lower bound, and indeed,
as promised by Theorem 5.3, the bound can be improved by n1/4. Our main focus will be to
prove this improved upper bound on statement (3), from which the improved statement (4) from
Theorem 5.4 will follow.
5.2 Proof of the Extremal Theorems
The main idea behind our improved proofs is prove statements that give a finer-grained control
over the occupied regions of the Venn diagrams. Since some regions of the Venn diagram are “easy”
to achieve (say the intersection of all sets, or the complement of their union), we seek results that
show that with enough sets, there exist three sets such that many of the “difficult” regions are
occupied.
For example, the first structure lemma shows that with linear number of sets, one can have four
Venn diagram regions be occupied. Note that statement (1) of Lemma 5.10 already showed how
to achieve five out of eight regions. But the lemma below ensures that the four occupied regions
do not include the “easy” regions [3] or ∅; this makes the proof considerably more technical. (We
defer its somewhat unedifying proof to §5.2.1.)
Lemma 5.11 (First Structure Lemma). Let (X,R) be a range space with |X| = n. There exists
positive constant c such that if |R| > cn, then R 4/6-represents (3, 2[3]\{∅, [3]}).
Corollary 5.12. Let (X,R) be a range space with |X| = n. There exists positive constant c such
that if |R| ≥ cn2, then R 5/6-represents (3, 2[3]\{∅, [3]}).
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Proof. Start with Lemma 5.11 and apply the Extension Lemma 5.9 with parameters d := 1, k := 3,
r := 4, and S := 2[3]\{∅, [3]}. 
The next structure lemma is again in the same vein: the statement is similar to statement (2) of
Lemma 5.10, and in fact seems quantitatively worse. (It requires a large number of ranges, and
also that ranges have small size.) But again it does not require the “easy” set ∅ to be represented;
we will use this flexibility soon.
Lemma 5.13 (Second Structure Lemma: Small Sizes). Let (X,R) be a range space with |X| = n,
and let ε ≤ 1 be a positive constant. Suppose that every range R ∈ R satisfies |R| ≤ nε. Then,
there exists positive constant c such that if |R| ≥ cn2+3ε, then R (6/7)-represents (3, 2[3]\{∅}).
Proof. The idea of the proof is very natural: since the ranges are small, we can pick a range A
and restrict our attention to the intersections of other ranges with A. If there are many distinct
intersections in this small sub-universe, we inductively get our result. Else there are few distinct
intersections, so on average there are a lot of ranges R that give the same intersections R∩A. Now
we can argue about how the other ranges intersect A and A to prove the result.
For convenience, define s := nε. Suppose that |R| ≥ cn2+3ε = cn2s3; we will set the constant c
later. Consider a complete graph G = (X,E) whose vertices are the elements of X. We abuse
notation, sometimes referring to an edge (u, v) ∈ E as the two-element set {u, v} ⊆ X. Call an
edge e = {u, v} light if e is contained in ≤ cs3 many ranges in R, and heavy otherwise. Also, call
a range in R light if it contains a light edge, and heavy otherwise.
While there exists a light range, remove it from R, after which some ranges that were previously
heavy may become light. We claim that we can remove at most
(
n
2
) · cs3 ranges from this iterative
operation. For each light range removed, charge it to an arbitrary edge inside it that was light
when the range was removed. The first time an edge e is charged, it must be light, so e is contained
in at most cs3 ranges before it is first charged. Every charge to e reduces the number of ranges
containing e by 1, so edge e is charged at most cs3 times. There are
(
n
2
)
edges, leading to at most(
n
2
) · cs3 charges, completing the claim.
Since |R| ≥ cn2s3 > (n2) · cs3, there are still ranges left, all of which are heavy; we now work with
only these remaining ranges. Let A be a (remaining heavy) range of maximal size. For each subset
S ⊆ A, declare a bucket labeled with S. For each range R with R ∩A 6= ∅, add it into the bucket
labeled with R ∩ A. Let RA ⊆ 2A be the set of labels on nonempty buckets, and let R+A ⊆ 2A be
the set of labels on buckets of size at least 3.
First, suppose that |R+A| > 2s ≥ 2(|A| − 2). Then, there exists nonempty buckets B1, B2 ∈ R+A
that cross. Pick a range R1 ∈ B1 with R1 6= B1; we can find such a range since bucket B1 has size
at least 2. Pick a range R2 ∈ B2 with R2 6= B2 and R2\A 6= R1\A; we can find such a range since
bucket B2 has size at least 3. Now consider the tuple (R1, R2, A). Since B1, B2 cross, (R1, R2, A)
1-represents (3, {{3}, {1, 3}, {2, 3}, {1, 2, 3}}). Moreover, by choice of R1, R2 inside buckets B1, B2,
(R1, R2, A) also 2/3-represents (3, {{1}, {2}, {1, 2}}). Thus, (R1, R2, A) 6/7-represents (3, 2[3]\{∅}).
From now on, assume that |R+A| ≤ 2s. By Lemma 5.10 on range space (A,RA), there exists
constant c3 such that if |RA| > c3 · |A|3, then there exists (A1, A2, A3) that 7/8-witnesses (3, 2[3]) in
A. In particular, if this is the case, then (A1, A2, A3) 6/7-witnesses (3, 2
[3]\{∅}) in A. For each Ai,
let Ri ∈ R be a range in bucket Ai. Then, (R1, R2, R3) 6/7-witnesses (3, 2[3]\{∅}) in R, as desired.
Therefore, we can assume that the number of nonempty buckets, |RA|, is at most c3 · |A|3 ≤ c3s3.
Call a bucket frequent if it has at least ((c− 2c3)/2)s2 ranges inside it.
18
B1 B2
B3
w
u
v
Figure 5.4: The construction of B1, B2, B3, u, v, w.
Claim 5.14. For every e ∈ G[A], there is a frequent bucket containing e.
Proof. For each edge e in G[A], since e is heavy, it is contained in at least cs3 many ranges. Since
|RA\R+A| ≤ |RA| ≤ c3s3, at most c3s3 · 2 ranges belong to a bucket in RA\R+A. This leaves at least
(c − 2c3)s3 ranges that belong to buckets in R+A, and since |R+A| ≤ 2s, there must be a frequent
bucket (in R+A) containing e. This proves the claim. ♣
Of all frequent buckets, let B1 be (the label of) the frequent bucket with maximum value of |B1|.
We know that B1 6= A, since the bucket labeled A only has one range, namely A, so it is not
frequent. Fix two vertices u ∈ B1 and v ∈ A\B1, and let B2 be a frequent bucket containing edge
(u, v); note that B2 6= B1. Since B1 is the frequent bucket with maximum |B1|, B1 is not contained
in B2, so there is a vertex w in B1\B2. Let B3 be a frequent bucket containing edge (v, w). See
Figure 5.4.
Observe that (B1, B2, B3) 3/4-witnesses (3, {{1, 3}, {2, 3}, {1, 2}, {1, 2, 3}}) in A. Namely, w ∈
B1 ∩ B2 ∩ B3 and v ∩ B1 ∩ B2 ∩ B3 fulfill {1, 3} and {2, 3} respectively, and u ∈ B1 ∩ B2 fulfills
either {1, 2} or {1, 2, 3}.
Claim 5.15. There exist ranges R1, R2, R3 ∈ R such that Ri ∩ A = Bi for each i ∈ [3] and
(R1\A,R2\A,R3\A) 1-witnesses (3, {{1}, {2}, {3}}) in X\A.
Proof. For each i ∈ [3], pick a random range from the frequent bucket Bi. For i ∈ [3], define
event Badi to be the event that Ri\A ⊆
⋃
j 6=i(Rj\A). It is clear that if no event Badi holds, then
(R1\A,R2\A,R3\A) 1-witnesses (3, {{1}, {2}, {3}}) in X\A.
To bound Pr[Bad1], fix ranges R2, R3. Since all ranges R in bucket B1 satisfy R∩A = B1, the values
R\A are all distinct. By Corollary 5.12, there exists constant c2 such that if at least c2|R2 ∪ R3|2
many such values R\A are contained in R2∪R3, then there exist ranges R′1, R′2, R′3 in bucket B1 such
that (R′1\A,R′2\A,R′3\A) 5/6-represents (3, 2[3]\{∅, [3]}) in X\A. Since R′1 ∩ R′2 ∩ R′3 ⊇ B1 6= ∅,
(R′1, R′2, R′3) 6/7-represents (3, 2[3]\{∅}) in X, proving the lemma. Therefore, we may assume that
there are less than c2|R2 ∪ R3|2 ≤ c2(2s)2 many values R\A for range R in bucket B1 that satisfy
R\A ⊆ R2 ∪R3. The frequent bucket B1 has at least ((c− 2c3)/2)s2 ranges, so as long as we have
((c− 2c3)/2)s2 > 3c2(2s)2 ⇐⇒ c > 24c22 + 2c3,
we have
Pr[Bad1 given choice of R2, R3] = Pr[R1 ⊆ R2 ∪R3 given choice of R2, R3] < 1
3
.
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Since R2, R3 are arbitrary ranges, we have Pr[Bad1] < 1/3. Repeating the argument for the other
two buckets gives Pr[Badi] < 1/3 for all i ∈ [3]. Thus, the probability of a bad event is strictly less
than 1, so there is a satisfying choice of R1, R2, R3. ♣
Thus, the choice of (R1, R2, R3) in Claim 5.15 both 3/4-witnesses (3, {{1, 3}, {2, 3}, {1, 2}, {1, 2, 3}})
in A and 1-witnesses (3, {{1}, {2}, {3}}) in X \ A, so it is a 6/7-witness for (3, 2[3]\{∅}), proving
the lemma. 
Recall that the Second Structure Lemma 5.13 required the sets to have small sizes. We now give
the easy extension to handle all sizes of sets.
Lemma 5.16 (Second Structure Lemma: General Sizes). Let (X,R) be a range space with |X| = n.
There exists a positive constant c such that if |R| > cn3−1/4, then R 6/7-represents (3, 2[3]\{∅}).
Proof. Set ε := 1/4. Call a range in R small if its size is at most nε, and large otherwise, and let
Rsmall and Rlarge be the small and large ranges, respectively. If |Rsmall| > (c/2)n3−ε, then applying
Lemma 5.13 on Rsmall proves the lemma, assuming that c is large enough. Otherwise, |Rlarge| >
(c/2)n3−ε. If so, there is some element x ∈ X that is in more than (c/2)n3−ε ·nε/n = (c/2)n2 many
large ranges. Let Rxlarge be these large ranges; by Corollary 5.12, if c is large enough, then there is
tuple (R1, R2, R3) of ranges in R′ that 5/6-witnesses (3, 2[3]\{∅, [3]}). Since x ∈ R1 ∩R2 ∩R3, the
tuple 6/7-witnesses (3, 2[3]\{∅}), as desired. 
Having proved the structure lemmas, we can turn to proving the main theorems of this section.
We first prove Theorem 5.3, restated below. (This improves on statement (3) of Lemma 5.10.)
Theorem 5.3 (7/8-representation). Let (X,R) be a range space with |X| = n. There exists a
positive constant c such that if |R| > cn3−1/4, then R 7/8-represents (3, 2[3]).
Proof. Set c := 2c′, where c′ is the constant in Lemma 5.16, and suppose that |R| > cn3−1/4.
Following the proof of Claim 5.2, fix an arbitrary element x ∈ X, and let R′ be the set {R :
R ∈ R, x /∈ R} ∪ {R : R ∈ R, x ∈ R}, so that (X\{x},R′) is a range space. We have |R′| ≥
|R|/2 > c′n3−1/4, since for every pair of ranges R,R satisfying {R,R} ∩ R 6= ∅, one of R,R is in
R′. By the Second Structure Lemma 5.16, there exists ranges R1, R2, R3 such that (R1, R2, R3) 6/7-
witnesses (3, 2[3]\{∅}) in X\{x}. Since x ∈ R1 ∪R2 ∪R3, (R1, R2, R3) also 7/8-witnesses (3, 2[3])
in X. Finally, one of the eight tuples obtained by taking or not taking the complement of each Ri
gives a tuple of ranges in R that also 7/8-witnesses (3, 2[3]), proving the theorem. 
An application of the Extension Lemma to the above result proves Theorem 5.4, restated below.
Theorem 5.4 (1-representation). Let (X,R) be a range space with |X| = n. There exists a positive
constant c such that if |R| > cn4−1/4, then R 1-represents (3, 2[3]).
Proof. Starting with Theorem 5.3, apply the Extension Lemma 5.9 with parameters d := 3− 1/4,
k := 3, r := 7, and S := 2[3]. 
5.2.1 Deferred Proofs
Proof of Lemma 5.11. The proof has many cases; see Figure 5.5 for a visualization of some of the
cases.
We induct on n, with the case n = 1 being trivial as long as c ≥ 2, since |R| > 2n is impossible if
|X| = 1.
Assuming that c ≥ 2, we have |R| > 2n, so there exist ranges A,B ∈ R that cross. Let A,B be the
two crossing sets with minimum |A∩B|. Fix arbitrary elements a ∈ A\B, b ∈ B\A, and d ∈ A ∪B.
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Figure 5.5: Illustration of some of the cases for the proof of Lemma 5.11.
1. If no range R ∈ R contains d, then remove d from X and apply induction. More formally,
set X ′ := X\{d}; since (X ′,R) is still a range space, we have |R| ≤ c|X ′| by induction, so
|R| ≤ c|X|.
2. If some range C 3 d satisfies C 6⊇ A ∩ B, then the set (A,B,C) works, i.e., it 4/6-represents
(3, 2[3]\{∅, [3]}). This is because a fulfills either {1} or {1, 3}, b fulfills either {2} or {2, 3}, d
fulfills {3}, and there is some element c′ ∈ (A ∩B)\C that fulfills {1, 2}.
3. If some range C 3 d cuts A\B, then the set (A,B,C) works, because b fulfills either {2} or
{2, 3}, d fulfills {3}, and there are elements c1 ∈ (A\B) ∩ C and c2 ∈ (A\B)\C that fulfill
{1, 3} and {1}, respectively.
4. If some range C 3 d cuts B\A, then the set (A,B,C) works by a symmetric argument.
If any element d ∈ A ∪B satisfies (2), (3), or (4), then we are done, so we may assume that none
of them do. This implies the following assumption:
Assumption 5.17. For any range C 6⊆ A∪B, the intersection C ∩ (A∪B) is one of A, B, A∩B,
and A ∪B.
We now focus on ranges C ⊆ A ∪B.
5. If some range C ⊆ A ∪ B cuts A\B and satisfies C 6⊇ A ∩ B, then the set (A,B,C) works,
because b fulfills either {2} or {2, 3}, and there are elements c1 ∈ (A\B)∩C, c2 ∈ (A\B)\C,
and c3 ∈ (A ∩B)\C fulfilling {1, 3}, {1}, and {1, 2}, respectively.
6. If some range C ⊆ A∪B cuts B\A and satisfies C 6⊇ A∩B, then the argument is symmetric.
If any range C ⊆ A∪B satisfies (5) or (6), then we are done, so we may assume that none of them
do. This implies the following assumption:
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Assumption 5.18. Every range C ⊆ A∪B either contains A∩B, or the intersection C ∩ (A4B)
is one of ∅, A\B, B\A, and A4B.
We first treat the latter case in Assumption 5.18 below.
7. There are at most 2(|A∩B|−2) ranges C ⊆ A∪B satisfying C∩(A4B) = ∅ ⇐⇒ C ⊆ A∩B.
Otherwise, by Claim 5.2, there exist two crossing C1, C2 in A∩B, contradicting the assumption
that A and B are the two crossing sets with minimum |A ∩B|.
8. If there are more than 2(|A ∩B| − 2) ranges C ⊆ A ∪B satisfying C ∩ (A4B) = A\B ⇐⇒
A\B ⊆ C ⊆ A, then by Claim 5.2, there exist two such C1, C2 that cross. Then, (C1, C2, B)
works, since a fulfills {1, 2}, b fulfills {3}, and there are elements c1 ∈ C1\C2 and c2 ∈ C2\C1
which are inside A ∩B, and which fulfill {1, 3} and {2, 3}, respectively.
9. If there are more than 2(|A ∩B| − 2) ranges C ⊆ A ∪B satisfying C ∩ (A4B) = B\A ⇐⇒
B\A ⊆ C ⊆ B, then the argument is symmetric to case (8).
10. If there are more than 2(|A ∩B| − 2) ranges C ⊆ A ∪B satisfying C ∩ (A4B) = A4B ⇐⇒
C ⊇ A4B, then we apply Claim 5.2 for these ranges C, obtaining C1, C2 that cross inside
A∩B. By Assumption 5.17, any range C ′ 6⊆ A∪B satisfies C ′∩(A∪B) ∈ {A,B,A∩B,A∪B}.
First, suppose there exists such a range C ′ such that C ′∩(A∪B) 6= A∪B. Then, (C1, C2, C ′)
works, because some element d ∈ C\(A ∪ B) fulfills {3}, there are elements c1 ∈ C1\C2 and
c2 ∈ C2\C1 fulfilling {1, 3} and {2, 3}, respectively, and one of a, b fulfills {1, 2}, since C ′
cannot contain both a and b.
Otherwise, every range C ′ 6⊆ A∪B satisfies C ′ ∩ (A∪B) = A∪B. Let Rout := {C ′\(A∪B) :
C ′ ∈ R, C ′ 6⊆ A ∪ B} and Rin := {C : C ∈ R, C ⊆ A ∪ B}. Since every C ′ 6⊆ A ∪ B has the
same value of C ′∩(A∪B), the sets C ′\(A∪B) are distinct; in particular, |Rout| = |R|−|Rin|.
If either Rout or Rin 4/6-represents (3, 2[3]\{∅, [3]}) in A ∪B or A ∪ B, respectively, then so
does R and we are done, so assume otherwise. By induction on the contrapositive statement
for (A ∪B,Rout) and (A ∪ B,Rin), we have |Rout| ≤ c · |A ∪B| and |Rin| ≤ c · |A ∪ B|.
Therefore,
|R| = |Rout|+ |Rin| ≤ c · |A ∪B|+ c · |A ∪B| = cn,
so the assumption of Lemma 5.11 is false, completing the induction.
If any of cases (7) to (10) holds, then we are done, so assume otherwise. This means that there are
at most 8(|A∩B|−2) many ranges C ⊆ A∪B, whose intersection C∩(A∪B) is one of A, B, A∩B,
and A∪B. By Assumption 5.18, all remaining ranges C ⊆ A∪B must contain A∩B. In addition,
by Assumption 5.17, any range C 6⊆ A ∪ B has intersection C ∩ (A ∪ B) in one of A, B, A ∩ B,
and A ∪ B, so in particular, C also contains A ∩ B. Therefore, there are ≥ |R| − 8(|A ∩ B| − 2)
many ranges in R that contain A ∩ B; define Rcont := {C\(A ∩ B) : C ∈ R, C ⊇ A ∩ B} to be
these ranges with A ∩ B removed. If Rcont 4/6-represents (3, 2[3]\{∅, [3]}), then so does R and we
are done, so assume otherwise. By induction on the contrapositive statement for (A ∩B,Rcont),
we have |Rcont| ≤ c · |A ∩B|. Therefore,
|R| ≤ 8(|A ∩B| − 2) + |Rcont| ≤ 8|A ∩B|+ c · |A ∩B| ≤ cn
as long as c ≥ 8, so the assumption of Lemma 5.11 is false, completing the induction. Thus, setting
c := 8 concludes the lemma. 
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A Deferred Proofs
A.1 Proof of Lemma 2.2
Following Karger-Stein’s arguments, we prove Lemma 2.2 restated below.
Lemma 2.2. Let OPTH be the weight of the optimum minimum h-cut in H = (V,E,w), and let
M := OPTHh . For any α ≥ 0, there are at most 2hn2α many subsets A ⊆ V with w(∂HA) ≤ αM .
Moreover, we can output (a superset of) all such subsets in O(2hn2α+O(1)) time, w.h.p.
Proof. The algorithm is simple: start with the original graph, and while there are more than h
vertices left, contract a random edge selected proportional to its weight. When there are h vertices
remaining, consider all 2h possible subsets of these h vertices. For each subset A′, map it back to a
subset A in the original graph (by taking all vertices in V that were contracted into a vertex of A′),
and if ∂HA ≤ αM , then add it to our collection of cuts. Repeat this process O(n2α log n) times.
To see correctness, consider an iteration with more than h vertices remaining, and let H ′ = (V ′, E′)
be the remaining graph. Considering the h − 1 vertices with smallest degree, and the rest of V ′,
when un-contracted, gives us a h-cut of weight, whose weight must be at least OPTH . Therefore, if
d is the average degree of G′ and dh−1 is the average degree of the (h− 1) smallest-degree vertices
in G′, then
OPTH
h
≤ OPTH
h− 1 ≤ dh−1 ≤ d =
2w(E′)
|V ′| . (A.9)
Consider a cut ∂HA of size ≤ αM that we want to preserve, and let C ⊆ E be the edges in this
cut. The probability that an edge in C is contracted on this iteration is
w(C)
w(E′)
(A.9)
≤ w(C) · 2h
OPTH · |V ′| ≤
αM · 2h
hM · |V ′| ≤
2α
|V ′| .
Thus, the probability that C survives for all iterations is at least
n∏
r=h+1
(
1− 2α
r
)
≥ 1
n2α
.
Repeating the algorithm O(n2α log n) times produces all αM -cuts w.h.p., as desired. (The bound
also holds for non-integer values of α, using generalized binomial coefficients [Knu73, KS96].) Ob-
serve that the algorithm does not need to know OPTH or M . 
A.2 Proofs from §3.2
We give the proof of the statements (2)-(4) of Theorem 3.4. We first recall the statement of the
theorem.
Theorem 3.4 (Few Small Cuts). Fix a small enough positive constant γ > 0 and assume that
k > Ω(1/γ). The graph G has at most:
1. O(2kn) subsets A with w¯(A) ≤ 3− γ.
2. O(2kn2) subsets A with w¯(A) ≤ 10/3− γ.
3. O(2kn3−1/4) subsets A with w¯(A) ≤ 4− γ.
4. O(2kn4−1/4) subsets A with w¯(A) ≤ 14/3− γ.
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Proof of Theorem 3.4. Recall that the proof of statement (1) is given in §3.2.
For statement (2), we proceed similarly to statement (1), aiming at a k-cut S† with wG(S†) <
2(k − 1). This time, we greedily construct an r0-cut S0 for some r0 ∈ [k − 3, k] such that w(S0) ≤
r0 · (2− (3/5)γ).
LetA2 be the set of subsetsA ⊆ V with wG(A) < 10/3−γ; we initialize S ← {V } and r ← 1. In each
iteration, our goal is to increase r by some r′ ∈ {2, 5} and increase wG(S) by≤ r′·(2−(3/5)γ). While
r < k−3, if there exists a subset A ∈ A2 that cuts two or more components in S, then greedily cut
the edges ∂GA inside S; r increases by 2 and wG(S) increases by at most 10/3−γ ≤ 2 ·(2−(3/5)γ).
Otherwise, similarly to case (1), we bucket every subset A ∈ A2 cutting one component in S.
As long as |A2| > 2r + 2r−1 · c2n2, where c2 is the constant in Lemma 5.10, there exists one
component S ∈ S such that there are > c2n2 many nonempty buckets (S,X). By Lemma 5.10,
there exist nonempty buckets (S,X1), (S,X2), (S,X3) such that (X1, X2, X3) 6/8-witnesses (3, 2
[3]);
take a subset in each bucket (call them A1, A2, A3) and cut the edges ∂GA1 ∪ ∂GA2 ∪ ∂GA3 inside
S; r increases by 5 and wG(S) increases by at most 3 · (10/3− γ) = 5 · (2− (3/5)γ).
At the end, we obtain our desired r0-cut S0. Finally, to augment it to a k-cut, we proceed identically
to case (1), obtaining cut S†. Thus,
w(S†) ≤ (r0 − 1) · (2− 35γ) + (k − r0) · (103 − γ) ≤ (2− 35γ) · (k − 1) +O(1) < 2(k − 1) < 2k,
again using that k ≥ Ω(1/γ).
For statement (3), we proceed similarly, aiming at a k-cut S† with wG(S†) < 2(k − 1). This time,
we greedily construct an r0-cut S0 for some r0 ∈ [k − 3, k] such that w(S0) ≤ r0 · (2− (1/2)γ).
Let A2 be the set of subsets A ⊆ V with wG(A) < 4 − γ; we initialize S and r identically to
case (1). In each iteration, our goal is to increase r by some r′ ∈ {2, 5} and increase wG(S) by
≤ r′ · (2 − (1/2)γ). While r < k − 3, if there exists a subset A ∈ A2 that cuts two or more
components in S, then greedily cut the edges ∂GA inside S; r increases by 2 and wG(S) increases
by at most 4 − γ ≤ 2 · (2 − (1/2)γ). Otherwise, similarly to case (1), we bucket every subset
A ∈ A2 cutting one component in S. As long as |A2| > 2r + 2r−1 · cn3−1/4, where c is the
constant in Theorem 5.3, there exists one component S ∈ S such that there are > cn3−1/4 many
nonempty buckets (S,X). By Theorem 5.3, there exist nonempty buckets (S,X1), (S,X2), (S,X3)
such that (X1, X2, X3) 7/8-witnesses (3, 2
[3]); take a subset in each bucket (call them A1, A2, A3)
and cut the edges ∂GA1 ∪ ∂GA2 ∪ ∂GA3 inside S; r increases by 6 and wG(S) increases by at most
3 · (4− γ) = 6 · (2− (1/2)γ).
At the end, we obtain our desired r0-cut S0. Finally, to augment it to a k-cut, we proceed identically
to case (1), obtaining cut S†. Thus,
w(S†) ≤ (r0 − 1) · (2− 12γ) + (k − r0) · (4− γ) ≤ (2− 12γ)(k − 1) +O(1) < 2(k − 1) < 2k.
using that k ≥ Ω(1/γ).
For statement (4), we again proceed similarly, aiming at a k-cut S† with wG(S†) < 2(k − 1). This
time, we greedily construct an r0-cut S0 for some r0 ∈ [k− 3, k] such that w(S0) ≤ r0 · (2− (3/7)γ).
Let A3 be the set of subsets A ⊆ V with wG(A) < 14/3 − γ; we initialize S and r identically to
case (1). In each iteration, our goal is to increase r by some r′ ∈ {3, 7} and increase wG(S) by
≤ r′ · (2 − (3/7)γ). While r < k − 3, if there exists a subset A ∈ A3 that cuts three or more
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components in S, then greedily cut the edges ∂GA inside S; r increases by 3 and wG(S) increases
by at most 14/3− γ ≤ 3 · (2− (3/7)γ). Unlike cases (1) and (2), we have to separately handle the
case when a subset cuts exactly two components in S; we will do this next.
For arbitrary subsets A,S ⊆ V , let us define wS(A) := (2/M) ·w(∂GA∩E[S]), i.e., 2/M times the
weight of the cut {A ∩ S, S\A} inside G[S]; note that if S1, S2 ⊆ V are disjoint, then wS1(A) +
wS2(A) ≤ wG(A) for all A ⊆ V . First, suppose that A cuts exactly two components S1, S2 ∈ S,
and that wS1(A) ≥ 8/3− (4/7)γ. Then,
wS1(A) + wS2(A) ≤ wG(A) =⇒ wS2(A) ≤ wG(A)− wS1(A) ≤ (143 − γ)− (83 − 47γ) = 2− 37γ.
In this case, we greedily cut the edges in ∂GA ∩ E[S]; r increases by 1 and wG(S) increases by at
most 1 · (2 − (3/7)γ). Therefore, we can assume that for each A cutting exactly two components
S1, S2 ∈ S, we have wS1(A), wS2(A) ≤ 8/3− (4/7)γ.
For each subset A ∈ A3 that cuts exactly two components S1, S2 ∈ S with intersections A ∩ S1 =
X1, A∩S2 = X2, add A to a bucket labeled with the pair of pairs ((S1, X1), (S2, X2)). By the same
observations before, each bucket has size ≤ 2r−2. Now, suppose there are > 2r−2 ·4n2 many subsets
A ∈ A3 that cut exactly two components in S. Then, there are > 4n2 many nonempty buckets,
which means that >
√
4n2 = 2n many distinct tuples (S,X) are present as a pair in a nonempty
bucket. In other words, there are > 2n pairs (S,X) such that there exists subset A ∈ A3 with
A ∩ S = X. Following case (1), we conclude that there exist A1, A2 ∈ A3 such that A1 ∩ S and
A2 ∩ S cross. Cut the edges (∂G(A1)∪ ∂G(A2))∩E[S]; r increases by 3 and wG(S) increases by at
most 2 · (8/3− (4/7)γ) ≤ 3 · (2− (3/7)γ).
Therefore, we can assume that there are ≤ 2r−24n2 many subsets A ∈ A3 that cut exactly
two components in S. For the subsets A ∈ A3 cutting exactly one component in S, we bucket
identically to cases (1) and (2). As long as |A3| > 2r + 2r−24n2 + 2r−1 · cn4−1/4, where c is
the constant in Theorem 5.4, there exists one component such that there are > cn4−1/4 many
nonempty buckets (S,X). By Theorem 5.4, there exist nonempty buckets (S,X1), (S,X2), (S,X3)
such that (X1, X2, X3) 1-witnesses (3, 2
[3]); take a subset in each bucket (call them A1, A2, A3) and
cut the edges ∂GA1 ∪ ∂GA2 ∪ ∂GA3 inside S; r increases by 7 and wG(S) increases by at most
3 · (14/3− γ) = 7 · (2− (3/7)γ).
At the end, we obtain our desired r0-cut S0. Finally, to augment it to a k-cut, we proceed identically
to cases (1) and (2), obtaining cut S†. Thus,
w(S†) ≤ (r0 − 1) · (2− 37γ) + (k − r0) · (143 − γ) ≤ (2− 37γ) · (k − 1) +O(1) < 2(k − 1) < 2k,
using k ≥ Ω(1/γ). This completes the proof. 
A.3 Proofs from §4
We prove the following lemmas in §4 that are restated below.
Lemma 4.3. Consider the current state (k, s) with budget z = z(k, s) = s− (1.75 + Θ(γ))k, where
s ≥ (1.75 + Θ(γ))k, and k ≤ k0. Every point (w, `) with ` ≥ 2 guaranteed by Claim 4.2 satisfies
`− d(w)
`− (1.75 + Θ(γ)) ≥ min
(
1
9
,
4z
6.5z + 4.875k
(1−O(γ))
)
≥ min
(
1
9
,
4z
6.5z + 4.875k0
(1−O(γ))
)
.
Proof. We analyze the value of the expression of the left hand side D := `−d(w)`−(1.75+Θ(γ)) for different
values of w.
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• w ≤ 3− γ: Since d(w) = 1 and ` ≥ 2, so D ≥ 1−O(γ).
• 3− γ ≤ w ≤ 4− γ: Since d(w) = 3− 1/4 and ` ≥ 3, D ≥ 0.25/1.25−O(γ) = 1/5−O(γ).
• 4− γ ≤ w ≤ 14/3− γ: Since d(w) = 4− 1/4 and ` ≥ 4, D ≥ 0.25/2.25−O(γ) = 1/9−O(γ).
• w > 14/3− γ: Since ` is the above the line defined in (4.3), we have ` ≥ (2s/k− 2−O(γ))w+
(8− 6s/k). Now we have s ≥ (1.75 + Θ(γ))k, and w > 14/3− γ, we have ` ≥ 5.
Hence, let us consider the case where the integer ` = 5+j for j ∈ Z≥0. Moreover, the value of
D is the smallest when w is as large as possible, so we can imagine that (4.3) is tight. Hence,
(5 + j) = (2s/k − 2−O(γ))w + (8− 6s/k) =⇒ w = 6s/k+(j−3)2(s/k−1)−O(γ) .
Moreover since d(w) = w for these settings of w,
D =
`− w
`− 1.75 + Θ(γ) =
(5 + j)− 6s/k+(j−3)2(s/k−1)−O(γ)
(5 + j)− 1.75 + Θ(γ)
=
4z + j(2s− k)
6.5z + 4.875k + j(2s− 2k)(1−O(γ)).
Since s ≥ 1.75k, the final expression is smallest when j = 0, which gives us the first inequality
in the lemma. The second inequality is immediate since k ≤ k0. 
Lemma 4.5. For values (k, s) such that z(k, s) ≥ 0, the function Φ(k, s) satisfies:
1. Φ(k, s) ≤ s.
2. Φ(k, s) ≤ Φ(k, s− 1) + 1.
3. Φ(k, s) ≤ min{Φ(k − 1, s),Φ(k − 1, s− 1)}.
4. For all (w, `) satisfying the condition in Claim 4.2,
Φ(k, s) ≤ Φ(k − 1, s− `) + `− d(w).
5. g−1k,s(s) ≤ s− Φ(k, s) +O(1).
Proof. Recall the definitions of z(k, s) from (4.4), Φ(k, s) from (4.5), and gk,s(w) from (4.2). Define
f(t) := min
(
1
9 ,
4t
6.5t+4.875k0
(1−Θ(γ))
)
, the term to be integrated in Φ(k, s). Since f(t) ≤ 1 for all
t ≥ 0,
Φ(k, s) ≤
∫ z(k,s)
t=0
1 = z(k, s) = s− (1.75 + Θ(γ))k ≤ s,
proving the first item. Moreover,
Φ(k, s)− Φ(k, s− 1) =
∫ z(k,s)
t=z(k,s−1)
f(t) ≤
∫ z(k,s)
t=z(k,s−1)
1 = z(k, s)− z(k, s− 1) = 1,
proving the second. Since
z(k, s) ≤ z(k − 1, s− 1) ≤ z(k − 1, s),
and the potential Φ(k, s) integrates a nonnegative function f(t) from 0 to z(k, s) ≥ 0, so it is
monotone in z(k, s). This proves the third item.
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For the fourth item, note that ` ≥ 2 and Φ(k − 1, s− `) ≤ Φ(k, s). If z(k − 1, s− `) ≥ 0,
Φ(k, s)− Φ(k − 1, s− `) =
∫ z(k,s)
t=z(k−1,s−`)
f(t)dt
≤ (z(k, s)− z(k − 1, s− `)) · f(z(k, s))
= (`− (1.75 + Θ(γ))) · f(z(k, s)),
where the inequality uses the fact that f is monotone. By Lemma 4.3, the last term is bounded by
`− d(w) as desired.
In the case z(k − 1, s− `) < 0 ⇐⇒ z(k, s) < `− (1.75 + Θ(γ)),
• If Φ(k, s) ≤ 1, then Φ(k, s) ≤ 1 + `− d(w) since ` ≥ d(w).
• If Φ(k, s) > 1, it implies z(k, s) ≥ 9Φ(k, s) > 9, and z(k − 1, s − `) < 0 ⇔ z(k, s) ≤
`− (1.75 + Θ(γ)) implies ` ≥ 10 and d(w) ≤ 8/9 · `, so
Φ(k, s) ≤ 1
9
· z(k, s) ≤ 1
9
· (`− 1.75) ≤ `− d(w).
Lastly, for the fifth item, we compute
g−1k,s(`) =
k
2s− 2k `+
6s− 8k
2s− 2k ≤
k
2(1.75 + Θ(γ))k − 2k `+ 3 ≤
1
1.5
`+ 3.
On the other hand,
s− Φ(k, s) ≥ s−
∫ z(k,s)
t=0
1
9
= s− 1
9
(s− 1.75k −Θ(γ)) ≥ 8
9
s.
Therefore, g−1k,s(s) ≤ s− Φ(k, s) + 3, as desired. 
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