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Abstract: Wear tests are essential in the design of parts intended to work in environments that subject a part to
high wear. Wear tests involve high cost and lengthy experiments, and require special test equipment. The use
of machine learning algorithms for wear loss quantity predictions is a potentially effective means to eliminate
the disadvantages of experimental methods such as cost, labor, and time. In this study, wear loss data of AISI
1020 steel coated by using a plasma transfer arc welding (PTAW) method with FeCrC, FeW, and FeB powders
mixed in different ratios were obtained experimentally by some of the researchers in our group. The mechanical
properties of the coating layers were detected by microhardness measurements and dry sliding wear tests. The
wear tests were performed at three different loads (19.62, 39.24, and 58.86 N) over a sliding distance of 900 m.
In this study, models have been developed by using four different machine learning algorithms (an artificial
neural network (ANN), extreme learning machine (ELM), kernel-based extreme learning machine (KELM),
and weighted extreme learning machine (WELM)) on the data set obtained from the wear test experiments.
The R2 value was calculated as 0.9729 in the model designed with WELM, which obtained the best performance
among the models evaluated.
Keywords: wear loss prediction; surface coating; plasma transferred arc welding; artificial neural network;
extreme learning machine

1

Introduction

Industries such as transportation, power generation,
and manufacturing are important to developed
societies. In these industries, the surface of many
moving machine parts interact with each other [1], so
wear and friction are unavoidable [2]. Therefore, it is
essential to make their surfaces resistant to wear [3].
Steel has been one of the most widely used building
materials for many years owing to its low cost, simple
manufacturing, and flexibility in design. However,
the wear and surface properties of steel are not very

good. Therefore, it is necessary to improve the surface
properties of steel parts intended to work in harsh
environments involving high-wear conditions [4].
Surface coating is one of the most useful methods
available to improve the surface properties of steel.
Surface coating applications are used in a number of
applications where metal surfaces will be exposed
to high wear, such as crushers, metal-to-metal contact
machinery, and grinders [5]. Iron-based alloys are
frequently preferred for surface coatings because of
their low cost and excellent performance [6]. FeCrC
ferroalloys are often used to make wear-resistant
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parts [7], as their cost is low and their mechanical
properties are very useful [8]. When the surface of a
metal is coated with FeCrC ferroalloy, some very hard
carbide phases are formed in the coating layer, such as
(Cr,Fe)3C, (Cr,Fe)7C3, and (Cr,Fe)23C6. These carbides
increase the hardness of the coating and the wear
resistance of the coated surface [9]. The hardness
properties of FeCrC ferroalloys can be improved by
adding FeB and FeW ferroalloys, melted and deposited
together on a material’s surface [10, 11].
The surface of AISI 1020 can be coated using different
melting welding methods, such as gas tungsten arc
welding (GTAW) [12], laser welding [13], shielded metal
arc welding (SMAW) [14], and plasma transferred arc
welding (PTAW) [15]. Among these methods, PTAW
has some advantages such as high deposition rate and
low heat input [16], high temperature (over 40,000 K)
[17], excellent arc stability [18], and low thermal
distortion of the parts as well as low environmental
impact [19].
Veinthal et al. [20] coated the surface of 1.0037 mild
steel with FeCrC using the PTAW method and
investigated abrasive impact and surface fatigue
wear behavior. Hornung et al. [21] coated the surface
of 1.0037 mild steel with FeCrC using the PTAW method
and investigated the wear behavior of coated surfaces.
Gur et al. [22] coated the surface of AISI 316 steel with
FeCrC and FeCrC/B4C mixed in different ratios and
investigated the resulting abrasive wear properties. An
AISI 1045 steel surface was coated with FeMo using
PTAW to investigate wear resistance in Ref. [23].
In the model proposed by Huang et al. [24], the
surface roughness and processing parameters in a
poka-yoke system were predicted online using an
artificial neural network (ANN)-based model. Surface
roughness is a critical quality index that determines
the quality of the machined surfaces and is influenced
by the cutting parameters. Zhang and Shetty [25]
attempted to predict surface roughness using a support
vector machine, a neural network, and variance analysis.
Khanlou et al. [26] studied the surface characteristics
of sandblasted and acid-etched titanium alloy using
adaptive neuro fuzzy inference system to predict surface
roughness. In another study on surface characteristics,
the surface roughness of turning was modeled using
an ANN [27]. The ANN, a discrete particle swarm

optimization (DPSO) algorithm and an algorithm-based
selective ANN ensemble were compared regarding
online tool wear prediction in drilling operations.
As a result of the study, it was observed that the
ensemble ANN obtained better results than did other
algorithms [28]. In the study by Unune et al. [29], the
fuzzy logic model was used to predict the amount of
material loss and surface roughness due to wear.
Prediction of Mo coating wear loss quantity was
performed using an ANN [30]. The erosive wear rate
of coatings prepared by high velocity oxygen fuel and
flame spray flexi-cord techniques has been predicted
by an ANN [31]. In a model designed using 99 data
samples, Gaussian process regression, linear regression,
and support vector machine methods were evaluated.
The best R2 value in this study was calculated as
0.96 [32].
The tests required to determine the wear resistance
of materials are time consuming and costly. In addition,
special devices are needed to determine the wear
resistance of the materials. By predicting the amount
of wear loss using machine learning methods, the loss
of time, high experiment costs, and labor efforts can
be reduced [32].
In this study, various extreme learning machine
(ELM) and ANN models were applied to predict the
wear loss amount. ELM, which is structurally similar
to ANN, presents an advantage with respect to the
elimination of training time. Different variations of
ELM have been developed to improve the algorithm’s
prediction capabilities. In this study, the comparisons
of single hidden layer feedforward neural networks
(SLFNs) using different ELM algorithms are analyzed.
The results obtained by applying ANN, ELM, kernelbased ELM (KELM), and weighted ELM (WELM) to
predict wear amount using the experimental dataset
are discussed. As a result of 189 wear experiments,
wear loss data according to the applied load and
sliding distance was observed and recorded. It was
concluded that WELM is the most appropriate and
best prediction algorithm for the dataset considered.
Designing models using ELM, KELM, and WELM
algorithms for wear loss prediction is a new approach
to the best of our knowledge. The four methods (ANN
and three ELM variations) are detailed in Section 4,
where their suitability for the prediction of wear loss
is discussed along with the results.
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2
2.1

Data acquisition
Sample preparation

AISI 1020 (a low carbon steel) was used as substrate
material because its production costs and prices are
relatively inexpensive. Low carbon steels are often
used as structural steels in the market, but their wear
and corrosion properties are poor. Thus, low wear and
corrosion properties limit their application. Improving
the surface properties of low carbon steel is a very
economical way to produce machine and construction
parts that have high wear resistance. The AISI 1020
steel used as substrate material was acquired from the
market in 20 mm×10 mm×1,000 mm sheets and was
cut into 105 mm-length pieces by guillotine. To remove
the oxides on the surface of the parts, 1 mm of material
was removed from the surface of the parts using a
computer numerical control (CNC) milling machine
and then samples were machined to the dimensions
shown in Fig. 1 [33]. After filing off the burrs on the
surfaces of the machined samples, compressed air
was applied to remove any remaining dust from the
surface. After cleaning any remaining dirt and oil
with acetone, samples were dried in an oven at 60 °C
for 30 min to remove any moisture.
High chromium FeCrC, FeW, and FeB ferroalloys
were used as surface coating powders. The chemical
compositions of the ferroalloy powders are given in
Table 1. Before coating, the powders were placed in
separate ceramic containers to dehumidify them and
were dried in an oven at 110 °C for 1 h. The powders
were then weighed with precision scales and mixed
at the ratios given in Table 2. Based on Ref. [34], the
highest hardness value of the coating made with three
different ferroalloys was obtained by using the ratios
in the number 1 mixture. The highest hardness value
of the FeCrC-FeB coating was obtained for the samples
mixed in ratio number 3 [35]. These mixing ratios were
selected as primary candidates and the other two
different mixing ratios were determined by increasing
the FeB ratio to obtain higher hardness (numbers 2
and 4). The experimental mixtures were separately
stirred for 1 h at 150 rpm in a mechanical mixer to
obtain more homogeneous mixtures. The powder
mixtures were placed on the open channel (Fig. 1)
and compressed. Alcohol was used so that a powder

mixture adhered to the substrate surface to prevent
the coating powder from flying during welding. After
this procedure, the experimental samples were placed
in a furnace to remove any moisture and allowed
to dry for 1 h at 100 °C. After the samples were
removed from the oven, they were allowed to cool
to room temperature and surface coating operations
were performed with the constant parameters given
in Table 3 and the heat inputs given in Table 4 using

Fig. 1 Machined substrate materials dimensions. Reproduced with
permission from Ref. [33], © Firat University, 2017.
Table 1
Powder

Chemical compositions of ferroalloy powders.
Cr

FeCrC 66.77

B

C

—

7.95

P

Si

0.007 0.55

(wt%)

W

Mn

Fe

—

—

Rest

FeW

—

—

0.045

0.05

0.52 79.26

—

Rest

FeB

—

18.22

0.3

0.05

0.5

—

Rest

Table 2

—

Mixing ratios of the surface coating powders.

(wt%)

Powder mixture

FeCrC

FeW

FeB

1

60

20

20

2

50

20

30

3

70

—

30

4

50

—

50

Table 3

Coating constant parameters.

Coating constant parameter

Value

Voltage (V)

18–20

Plasma gas flow rate (L/min)

0.5

Shielding gas flow rate (L/min)

8

Distance between part and torch (mm)

2

Electrode type

2% thorium electrode
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Production parameters used in PTA surface coating.

Sample
number

Powder
mixture

Coating
speed
(m/min)

Current
(A)

Heat input
(kJ/mm)

S1

1

0.15

140

0.585

S2

1

0.15

160

0.704

S3

1

0.1

120

0.713

S4

1

0.1

140

0.878

S5

1

0.1

160

1.056

S6

2

0.15

140

0.585

S7

2

0.15

160

0.704

S8

2

0.1

120

0.713

S9

2

0.1

140

0.878

S10

2

0.1

160

1.056

S11

3

0.15

120

0.475

S12

3

0.15

140

0.585

S13

3

0.15

160

0.704

S14

3

0.1

120

0.713

S15

3

0.1

140

0.878

S16

3

0.1

160

1.056

S17

4

0.15

140

0.585

S18

4

0.15

160

0.704

S19

4

0.1

120

0.713

S20

4

0.1

140

0.878

S21

4

0.1

160

1.056

to the midpoint of the surface-coated samples. Before
the wear tests, the coated surfaces of the samples
were sanded with 400 mesh abrasive and cleaned with
alcohol. Tests were performed on a block-on-disk type
of wear test device, which is schematically shown in
Fig. 4. Wear tests were performed at 19.62, 39.24, and
58.86 N using a load applied in the normal direction.

Fig. 2 PTA welding device.

a Thermal Dynamics WC100B brand PTA welding
device, shown in Fig. 2.
2.2

Microhardness measurements

Fig. 3 Average microhardness values of samples.

The hardness of the coated surface layers was measured
using an EMCO TEST brand microhardness tester
from the midpoint of the top surface of the coating
layer (up to 200 gf) at 0.25 mm intervals toward the
substrate material and the average microhardness was
obtained by calculating the average of the microhardness
values measured at the different points along the
coating layer. The average microhardness values of
the samples are presented in Fig. 3.
2.3

Wear tests

The samples required for the wear tests were cut
into 6 mm×9 mm×6 mm sections from the areas close

Fig. 4 Schematic of block-on-disc wear test device.
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Normal loads were applied pneumatically by using
acompressor and were adjusted by a pneumatic valve.
AISI 52100 steel with a diameter of 15 mm was used
as the abrasive. Samples were worn at a sliding distance
of 900 m at each load. Weight losses were measured
with a precision scale (10−5 g accuracy) every 300 m.
All experimental procedures were performed at room
temperature. The experimentally obtained wear loss
data and microstructures of samples S6–S16 are
described in detail in Refs. [33, 36]. For completeness,
the experimentally obtained wear loss data of all
samples used for the machine learning model
evaluations are shown in Fig. 5.

3

Prediction models

3.1

ANN

In the 1940s, neural networks based on the brain
structure emerged, and in the late 1950s, the first
practical application of neural networks was introduced
with the introduction of the perceptron network [37].
Artificial neural networks are successfully used to
model nonlinear functions. They can estimate different
non-linear functions at or close to the desired level of
accuracy. The flexibility of artificial neural networks
in predicting non-linear functions has transformed
them into invaluable tools for data processing [38].
An ANN is composed of artificial neurons modeled
similarly to human nervous system cells. Neurons
are linked to each other by weights. The neurons are
gathered in the layers in the network and the output
from one layer serves as the input to the next layer.
Thus, ANNs can learn regression problems and predict
their output or outputs [39]. An ANN model in
general consists of an activation function, weights,
summing of calculated weights, and input and output
neurons. The weights ( wij ) indicate the connection
strength of the neurons. The value of b shows that
the bias values. The net ((n)i ) represents as the input
of the neurons. The calculation of a basic neural
network model is given by the following equation:
n

(n) j  wij xi  b

(1)

i 1

In a feed-forward network, all neurons in each

Fig. 5 Wear loss quantities at different normal loads.

layer are connected only to those in the next layer; all
neurons in the same layer are independent of each
other. The outputs of a layer form the inputs of the next
layer. The linkage between the layers is accomplished
using weights. A forward feeding ANN consists of
data (non-computing) nodes serving as input neurons
in the input layer, which propagate data through
weights to the hidden layer(s), and an output layer
[39]. The input and output layers of the ANN can have
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multiple neurons depending on the desired result.
There are no rigorous methods available to determine
the number of hidden layers or neurons that would
yield the best result. Therefore, setting the architecture of the ANN requires experience and conducting
experiments to determine its optimal configuration
for a given problem [40].
The capability and efficiency to obtain a useful
solution to a given problem depends largely on the
activation function used by the ANN intercalary to
the model structure. The choice of activation functions
has a considerable impact on the speed of the network.
The activation function used in ANN models may
vary depending on the structure of the problem [41],
and many different activation functions are available.
In this study, the sigmoid is used as the activation
function. Where e is euler’s number. Equation (2)
defines the sigmoid activation function used in this
study:
f (n) j  1 / (1  e

 ( n ) j

)

(2)

The multi-layer perceptron has been shown successfully for estimating nonlinear correlations in different
problems, and is one of the most popular ANNs applied
to engineering problems [38]. The ANN model must
be trained before it can provide a prediction. There
are many different algorithms used for training neural
networks and the performance of these algorithms
varies according to the dataset. The backpropagation
algorithm is a common and effective algorithm used
to train multi-layer perceptron networks [42].
In a back-propagation ANN, all neurons in the ANN
in the layers send their calculated weight values
from Eq. (1) forward to the next layer. Then, the error
calculated for each layer is propagated backward to
the next layer. This process is known as the training
or learning process. In the training process, a pair of
templates is presented to the network consisting of
the values of the inputs and the corresponding desired
output values. The ANN calculates the actual outputs
based on the weights and a model threshold. The actual
output is then matched with the network prediction
by transmitting the resulting error back over the
network; the weight values in each layer are modified
to minimize the error calculated in the output layer.
The main purpose of this process is to reduce the

overall error between the predicted output and the
actual output [43]. ANNs require sufficient experimental
samples in the training dataset to achieve a highaccuracy performance [44].
3.2

Extreme learning machine

Feedforward artificial neural networks are widely used
in many different areas owing to their capabilities.
The first is using direct input samples to achieve
nonlinear mapping and the second is to present a
viable model based on natural and artificial classes.
However, the lack of fast learning algorithms for ANN
and the use of traditional methods that take hours
and even days to train the network have led to the
requirement for more efficient algorithms. To overcome
the disadvantages of ANNs, the extreme learning
machine algorithm has been developed [45].
3.2.1 Gradient-based solution
The gradient-based solution is traditionally used to
train SLFNs such as an ELM. Specifically, it is used to
find w i , bi , and  (i  1, , N ) values [45] using Eq. (3):
H ( w 1 , , w N , b1 , , bN )  T
 min wi bi  H ( w1 , , wN , b1 , , bN )  T

(3)

Where H is the hidden layer output matrix of the
SLFNs, w i is the weight vector, bi is the bias value of
the SLFNs,  is the weight vector between the i-th
hidden node and the output nodes, and T represents
the matrix of target values.
This equates to the following minimum cost
function:
 N

E      i g wi  x j  bi  t j 
j 1  i  1

N





2

(4)

If the value of H is not known in the gradient-based
learning algorithm, the algorithm usually begins to look
for a minimum H   T value. In the gradient-based
minimization process, the weights ( wi ,  i ) and the
bias value are expressed as bi , and Eq. (5) is applied
to Eq. (4) for minimization purpose [45].

W k  Wk 1  n

E(W )
W

(5)
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where vector W is the set of weights ( wi ,  i ) and n is
the training rate. The learning algorithm most used
in feed forward neural networks is the computational
back-propagation learning algorithm involving the
distribution of gradients from output to input. However,
there are a few inherent problems related to the
backpropagation learning algorithm [45]:
1) When the training rate n is low, the learning
algorithm runs very slowly. If n is high, the algorithm
is unbalanced and produces a solution distant from
the desired solution.
2) One of the factors that affect the learning algorithm
is the presence of local minima. The learning algorithm
can become trapped in a local minimum before finding
the global minimum.
3) The regression may have been over-trained using
the learning algorithm or the network may yield poor
generalization performance. Therefore, appropriate
stopping methods are required to achieve useful
models.
4) Gradient-based learning requires significant time
in most applications.
These problems have been eliminated by the extreme
learning machine algorithm, which is a more effective
learning algorithm for feed forward neural networks
[45]. Using the least squares norm, unlike the traditional
convergence theorems, only the number of neurons
in the hidden layer is randomly assigned. Weight
values and bias values are not randomly assigned
and are normally updated only once (are learned in
a single step). The purpose of almost all learning
algorithms is to find the minimum error rate, but they
cannot always reach the minimum error rate because
of local minima and the need for essentially infinite
training iterations to find a global minimum for some
types of problems. ELM is intended to circumvent
these issues and is applied as follows.
In a given training set   {( xi , ti )  xi  Rn , ti  Rm ,

and obtain the inverse of the H matrix ( H * ), using the
Moore-Penrose inversion .
Briefly, in the extreme learning machine algorithm,
weight and bias values are produced randomly in a
manner of speaking, but are learned in a single step
that a non-linear system is transformed into a linear
system [45].
3.2.2

The KELM algorithm developed from the ELM
algorithm introduces a positive sorting coefficient to
provide more stable learning [47]. The KELM algorithm
is implemented in many different areas owing to its
learning speed and generalizability [48]. In cases
when the hidden layer property mapping h( x) is not
known, the kernel matrix can be defined for the ELM
by the following equation [49]:

 ELM  HH T :  ELM  h( xi )  h( x j )  K( x , x )
i ,j

 ).
bi (i  1, , N

Step 2: Calculate the hidden layer output matrix H.
Step 3: Calculate the output   H * T (T  (t1 , , t N )T )

i

j

(6)

When the kernel is applied to the ELM algorithm, the
hidden layer mappings of h( x) are known to the
practitioner, that is, the operator knows h( x) instead
of k(u, v) [50]. The number of hidden nodes must
also be specified in L (the dimensionality of the hidden
layer) [51]. The output function of KELM is then given
by the following equation:
T

 K( x , x1 ) 
1
1
  1 
 T
f ( x)  h( x) H T   HH T  T  

ELM 
  c
c


 K( x , xN )
(7)
1

The KELM algorithm can be implemented in a single
learning step. If the value of h( x) is known to the user,
then according to Frénay and Verleysen [52, 53], the
extreme learning machine algorithm is defined by the
following equation:

i  1, , N } , the activation function g( x) and the
number of hidden nodes N are determined as

follows [46].
Step 1: Make a random assignment to wi and

KELM

1

k(u, v)  lim  h(u)  h( v) 
L  L



(8)

The radial basis function is typically used in the
KELM algorithm [54].
3.2.3 WELM
The non-weighted ELM, which has kernel-core or
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kernel-hidden nodes, has been successfully applied
to various datasets. However, WELM provides better
results than ELM without eliminating the speed
advantage of ELM [55]. The WELM algorithm is
generally more successful than ELM [56]. The reasons
for WELM’s better results are: 1) ELM, which is
based on the empirical risk reduction principle, tends
to create an overly compatible (overfitted) model;
2) ELM has poor control capability because the
minimum norm is used to directly calculate the least
squares solutions; and 3) it can lead to less-robust
estimates. Such weaknesses have been eliminated by
WELM [56].
3.3

Z-score normalization

In the Z-score method, normalization is performed by
calculating the mean and standard deviation of the
data. Equation (9) is used to normalize a dataset [57]:
xi  ( xi  x ) /  x

(9)

where  x represents the standard deviation of x values,
and x is the arithmetic mean of these values.
3.4

Evaluation metrics

Three different evaluation criteria were applied to test
the designed models. The applied criteria are R2, the
root mean square error (RMSE), and mean absolute
error (MAE). The equations for the evaluation criteria
are presented below.
MAE: This metric records the overall level of
agreement between the observed and modeled datasets
in actual units. It is a non-negative measurement with
no upper limit and the result is zero for a perfect
model. The equation is given below:
MAE 

1 N
 yi  fi
N i 1

(10)

RMSE: It is frequently used to measure the
differences between the predicted values and the
observed values in models using machine learning
systems [58]. RMSE represents the square root of the
second sampling moment or the second order square
of the differences between the predicted values and
the observed values. The equation is as follows.

1
RMSE      t j   j
N j

2

(11)

R2: Based on the total rate of variation of the results
described by the model, R2 provides a measure of how
well the model reproduces the observed results. The
equation is given below:
  (t j  o j ) 2 
j

R2  1  
  (t j  tˆ)2 
j



4

(12)

Results and discussion

In this study, we predict the amount of wear loss
(mg) using machine learning methods based on
powder mixture (wt%), average microhardness (HV),
normal load (N), and sliding distance (m) as input
parameters. Z-score normalization is applied to the
input parameters to improve the performance of the
models. The dataset consists of 189 results consisting
of the wear losses obtained by abrading 21 samples,
which were coated with different mixtures and
measured at three different sliding distances and
three different normal loads separately. Models have
been designed using ANN, ELM, KELM, and WELM
algorithms to predict the amount of wear loss. The
number of hidden neurons, the number of input
neurons, the number of output neurons, and the
activation functions used in ANN, ELM, and WELM
are listed in Table 5. The number of kernel parameters,
the number of input neurons, the number of output
neurons, and the activation function used in KELM
are given in Table 6.
Table 5

ANN, ELM, and WELM model architectures.

Model

Hidden
neuron

Activation
function

Output
neuron

Input
neuron

ANN

10

Sigmoid

1

4

ELM

70

Sigmoid

1

4

WELM

500

Sigmoid

1

4

Table 6

KELM model architectures.

Model

Kernel
parameter

Activation
function

Output
neuron

Input
neuron

KELM

6

RBF kernel

1

4
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To test the models designed to predict the wear loss
as an amount, the dataset was divided into two parts:
training and test datasets. The training data consisted
of 151 samples (80% of all data) and the test data
consisted of 38 samples (20% of all data). The training
and test data were distributed randomly. The same
training and test datasets have been used to provide
fair comparisons among the four different methods.
Based on the results of the study, WELM and ANN
achieved results very close to each other, followed by
KELM and ELM, respectively.
The values obtained from the experimental and

predicted values of the designed models are shown
in the graphs in Fig. 6 according to the test data index
numbers. Figure 6 shows the comparison of the
experimental results to the predicted results for the
test data; it indicates the error band between the target
and actual prediction, and indicates the predicted
amount of wear loss. From the graphs, all designed
models can predict the experimental results with
high accuracy. For indices 5, 19, 26, and 32 in the test
data, the KELM algorithm exhibits the worst overall
performance, while the WELM algorithm exhibits the
best overall performance and predicts wear amount

Fig. 6 Observed and predicted data with errors.
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values closer to the target values. The target values in
these indices are 4.26, 13.56, 4.24, and 6.55, respectively.
The predicted values by the KELM algorithm are 6.12,
11.81, 2.72, and 5.33, respectively. Predicted values by
the WELM algorithm are 5.69, 12.78, 3.43, and 6.51,
respectively. The error rates are shown in Figs. 6(c) and
6(d). These four indices represent the worst predicted
values, with more than twice the MAE error than other
indices in the designed models.
To observe the errors more clearly, an error bar
graph is presented in Fig. 7. In Fig. 7, the error values

for the prediction values from each model can be
evaluated in detail. The prediction by the WELM
model in Fig. 7(d) produces the lowest error values.
When the MAE values obtained by dividing the
absolute errors totals of the models by the total number
of samples were compared, the MAE was calculated
as 0.4428 for the ANN model (Fig. 7(a)), 0.4797 for the
ELM model (Fig. 7(b)), and 0.5298 for the KELM
model (Fig. 7(c)). The best MAE value of 0.4369 was
calculated for the WELM model (Fig. 7(d)). Figure 8
demonstrates the accuracy of the models during the

Fig. 7 Error bar graph of models designed with machine learning algorithms.
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Table 7 Performance evaluation of the designed machine learning
models.

Fig. 8 Scatterplots of the ANN, ELM, KELM, and WELM
models.

testing periods using scatterplots.
RMSE, MAE, and R2 values were calculated separately for each model to evaluate their performance.
These values are presented in Table 7 for ANN, ELM,
KELM, and WELM. The R2 values are 0.9728 for ANN,
0.9690 for ELM, and 0.9565 for the KELM model,
respectively. In the model designed with WELM, the
R2 value was calculated as 0.9729, indicating better
performance compared to that of other models. The
lowest RMSE value was calculated as 0.5515 for
WELM. The RMSE value of WELM is very similar to
that of ANN, and is 6.5% lower than that of ELM,
and 21.2% lower than that of KELM. For the WELM
algorithm, the MAE value was the lowest at 0.4369.
The WELM algorithm achieved a 17.5% lower result
than did the KELM algorithm, which exhibited the
worst performance regarding MAE. For the WELM
and ANN algorithms, although the R2 values are very
similar, the WELM algorithm performed the best for
the data set in terms of RMSE and MAE values. From
the results of two different methods (ANN and ELM)
used to construct models designed to predict wear
loss, the model created using the WELM algorithm is
the most suitable because of WELM’s training speed
and stability advantages.

Model

ANN

Extreme
learning
machine

RMSE

0.5525

0.5901

Kernel-based
extreme
learning
machine

Weighted
extreme
learning
machine

0.6996

0.5515

MAE

0.4428

0.4797

0.5298

0.4369

R2

0.9728

0.9690

0.9565

0.9729

FeCrC, FeW, and FeB ferroalloys were mixed in
different proportions and were used to coat low carbon
steel surfaces by the PTA method. For the prediction
of wear amounts, models constructed using ANN,
ELM, KELM, and WELM algorithms, representing
various machine learning methods were applied to
189 wear loss data obtained experimentally in the
laboratory. In the study, it was observed that all of
the designed models achieved high performance, and
can be successfully used in various industries (such as
rolling, mining, and agricultural machinery) where
metal parts are subject to high wear.

5

Conclusions

Four different methods have been used to create
models to evaluate their predictions regarding wear
amounts of surface coatings applied by the welding
melting method, which is frequently used in the
industry to produce wear–resistant metal surfaces. This
study aims to eliminate the time and labor associated
with lengthy and costly wear tests. Prediction of wear
loss was achieved using models created by the ANN,
ELM, KELM, and WELM algorithms, where the wear
loss dataset used in this study was obtained by some
researchers in our group.
The study provides novelty in terms of the use of
ELM, KELM, and WELM algorithms for predicting
the wear loss amounts of metal-coated surfaces under
a set of given conditions. This is clearly supported by
the results and in the discussion, which demonstrate
that the machine learning algorithms successfully
predict the wear loss amounts of different coated
surfaces to varying degrees. In this study, the models
designed by using ANN, ELM, KELM, and WELM
algorithms were compared to each other, and WELM
achieved the best R2 value of 0.9729 for wear loss.
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When the same data model is constructed using
different variations of the ELM algorithm, different
results are obtained. WELM achieved an MAE value
17.5% lower than that of KELM.
The wear loss of coatings made with ferroalloy
powders mixed at different ratios and with different
parameters have been successfully predicted. The
success rates achieved indicate that the models
evaluated can eliminate the loss of time and the labor
associated with lengthy and costly wear tests by
using machine learning algorithms in the prediction
of wear loss quantities of surface coatings applied to
metal surfaces using welding melting methods with
high success.
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