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Zásady pro vypracování:
Cílem práce je rozšířit existující program Modeler Neuronových Sítí o modul umožňující vytvářet a učit
rekurentní sítě a sítě typu LSTM.
Body zadání:
1. Nastudovat a popsat problematiku neuronových sítí LSTM a rekurentních neuronových sítí.
2. Implementace modulu LSTM a rekurentních sítí do programu "Modeler Neuronových Sítí".
3. Nastudovat a popsat problematiku paralelizace LSTM a rekurentních sítí.
4. Prototypová paralelizace modulu pro běh na výpočetních uzlech.
5. Experimenty a testování na zvolených datových sadách.
Práce bude obsahovat:
1. Přehled použitých technologií.
2. Implementaci výše popsané funkcionality.
3. Popis programového řešení s využitím diagramů jazyka UML.
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