A computational predictive tool for assessing the patient specific corneal tissue properties is developed. The predictive tool considers as input variables the corneal central thickness (CCT), the intraocular pressure (IOP), and the maximum deformation amplitude of the corneal apex (U) when subjected to a Non-Contact Tonometry test. The proposed methodology consists on two main steps. First, an extensive dataset is generated by means of Monte Carlo (MC) simulations based on finite element models with patient specific geometric features that simulates the non-contact tonometry test. The cornea is assumed to be an anisotropic tissue in order to reproduce the mechanical behavior observed experimentally. A clinical database of 130 patients (53 healthy, 63 keratoconic and 14 post-LASIK surgery) is used for generating a dataset of more than 9,000 cases, by permuting the material properties. The second step consist on building predictive models for the material parameters of the constitutive model as a function of the input variables.
assumed as an internal pressure equally distributed determined by the Goldmann tonometry test.
148
To properly simulate the profile of pressure over the cornea of the non-contact tonometry 149 from a pure structural point of view, a computer fluid dynamics simulation using ANSYS was 150 carried out to determine the pressure pattern over the cornea due to the air-puff. Although it 151 is an approximation since the cornea is considered as a rigid wall interface for the sake of the 152 fluid analysis, a bell-shaped profile with a peak pressure set to 15 kPa is obtained (commercial 153 devices range between 10 and 15 kPa), following a 30 ms temporal load profile provided by 154 Oculus (only the load phase is considered). In addition, a zero-pressure algorithm is performed 155 as a previous step to the air-puff simulation and necessary for determining the corneal tissue pre-156 stress due to the IOP. Briefly, a fixed-point iterative optimization is applied where an initial model If the error is greater than a tolerance, a new initial model is computed by subtracting the point-to-point error. Eventually, the algorithm stops once the measured reference is achieved when 
where C is the right Cauchy-Green tensor, J el = √ det C is the elastic volume ratio; D 1 , D 2 , 167 k 1 and k 2 are material parameters, and K 0 is the bulk modulus; N is the number of families 4(αα) = n α ·C · n α is the square of the stretch along the fiber's direction n α . The parameter κ 170 describes the level of dispersion in the fibers direction, and has been assumed to be zero, since it 171 has been reported that a dispersion in the fibers of ±10 deg about the main direction results on a 172 maximum variation of a 0.03% on the maximum corneal displacement [4] .
173
The strain like term,Ē α in Eq. 1 characterizes the deformation of the family of fibers with 174 preferred direction n α . The model assumes that collagen fibers bear load only in tension while 175 buckle under compressive loading. Hence, only when the strain of the fibers is positive, i.e.,
176Ē
α > 0, the fibers contribute in the strain energy function. This condition is enforced by the term 177 <Ē α >, where the operator < · > stands for the Macauley bracket defined as < x >= 1 2 (|x| + x).
178
The model has been implemented in a UANISOHYPER user subroutine within the FE software Abaqus.
180
Due to the random distribution of fibers far from the optical nerve insertion, the sclera has 
195
The second step is to generate the dataset using the Monte Carlo simulation and considering a 196 uniformly distributed samples of the material parameters within the previously identified range.
197
A uniform distribution is assumed since there are no a priori data on the dispersion of the me- The generated dataset is used to build predictors for the mechanical properties of the patient's 224 cornea in terms of variables that are measured with an standard non-contact tonometry test.
225
Two different approaches are implemented (see in Fig.1 
246
Once a set of training is given, it marks each point for classifying into categories using a 247 non-probabilistic non-linear classifier based on the use of kernels, which allow the mapping 248 into higher-dimensional feature spaces so as to better discern the clustering of categories.
249
When the SVM is used for fitting a response (i. IOP, and the remaining material parameters of the model. Therefore, for parameter
284
Once the models are trained, identification of the material parameters from the known patient 285 data i.e., x, IOP, and U, is performed iteratively using a fixed-point iteration algorithm. The is less than a tolerance, the algorithm stops and the identified material parameters are reported. 
299
WHILE AND(error>TOL,k<itemax) the same displacement to the air-puff as a more rigid cornea subjected to a lower IOP) causing were subjected to a non-contact tonometry test (CorVis ST, Oculus, Germany) were considered.
329
For these eyes, the corneal topography, IOP and, corneal displacement due to the air-puff, U,
330
were available (see Table 1 ). These parameters were used to predict the Patient's material model 331 parameters using the predictors previously described. With the predicted material model parame-
332
ters, and the topographical data of the cornea, an in-silico non-contact tonometry test is simulated 
Computations and Statistical analysis 336
Finite element simulations were conducted on the commercial finite element software Abaqus 
354
The simulations show that the proposed material model is adequate to reproduce both, the in- air-puff is considered, we found that there are a number of combinations for which the inflation 361 response is within the experimental range but the corneal displacement due to the air-puff is not.
362
An example of this situation is given by the red and blue lines in Fig. 2 due to the action of the IOP, no significant differences in the maximum principal stress and in
387
the maximum principal stretch were observed between the different populations for both, the differences between all populations were found at the posterior surface (see Table 3 ). However, at 391 the anterior surface, significant differences were found only for the maximum principal stretch,
392
whereas for the maximum principal stress, differences were found only between Healthy and 393 KTC populations (see Table 3 ). Table Legend . h: indicates the result of the hypothesis test (i.e. h=1 rejects the null hypothesis that both populations come from the same continuous probability distribution); p-value: asymptotic p-value of the test (i.e. p-value < 0.05 means that the null hypothesis can be rejected at a 5% of significance level) .
394

Sensitivity Analysis
The sensitivity and ANOVA analysis conducted on the dataset (with the admitted samples 396 only) demonstrates the predominant role of the material parameters on U num (see in Fig.3.a) .
397
For the whole population, the ANOVA analysis showed that the most influential parameters are 
403
The results demonstrate the significant importance of the IOP on U for those cases where the 404 corneal thickness is lower with respect to the healthy case (i.e. KTC and LASIK). In general, the sensitivity analysis showed that the most influential parameters on the displace- or training an specific model for it, with the consequent reduction in computational cost. 
Response surface predictor models (MLP, SVR and QRS)
According to the results from the sensitivity analysis, the predictive models were built consid-417 ering: D 1 , D 2 , k 2 , IOP, CCT , and U num , following the methodology described in Material and
418
Methods. Table 4 shows the main results from the fitting for the three models under considera-419 tion. eters to which the corneal displacement was more sensitive. In general, the best fitting always 426 corresponded to the Healthy population, whereas the worst performance was always found for 427 the LASIK population. These results could be thought to be related with the disruption of the collagen fibres due to the corneal flap generated during the surgery and its consequent loss of stiffness. However, since our models are phenomenological and not structural, the dispersion is Table 5 shows the material model parameters predictions for the 5 patients described in Table   472 1. All the material model parameters obtained with the different predictors were used to simulate 473 a non-contact tonometry test using the patient's specific data available on each case i.e., topog-474 raphy of the cornea and IOP. For most cases, the predicted displacements (U num ) was in close 475 Table 5 : Validation using a priori unknown Clinical Patient Data (Table 1) . Application of the former patientspecific geometrical reconstruction algorithm [4] coupled with the present patient-specific material prediction methodology to reproduce the maximum deformation amplitude (displacement) of the corneal apex when subjected to a Non-Contact Tonometry test (clinical values corresponds to CorVis measurement system).
420
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498
The computational simulation has different assumptions of the material and the modelling that of the micro-structure of the cornea, viscoelasticity or inertia. Second, the boundary condition 520 simulating the air-jet impact has been assumed as a constant pressure applied over the cornea.
521
Although for computing the pressure pattern a CFD analysis has been applied over a generic 
525
In spite of its considerable computational cost, the Monte Carlo simulation has proven to be 526 a powerful tool to be used for real-time estimation of the corneal mechanical properties from 527 a non-contact tonometry test on the clinic. In addition, the mathematical tools (MLP, SVR and 528 QRS) have shown a good performance on predicting the corneal material parameters, but the 529 inherent coupling between the IOP, the CCT, and the corneal mechanical properties affecting the 530 corneal response, introduces an unavoidable dispersion on the data that reduces the performance 531 of these methods. In this regard, the K-nn Search has proved to be the most reliable method.
532
Since it restricts the search to the neighborhood of the patient, the method is not prone to find 533 local minima as well as it shows the best performance in terms of execution time. 
555
One final limitation regarding the clinical biomarkers used for the prediction must be tackled.
556
For the sake of simplicity, only 3 clinical biomarkers have been used for predicting the mate- 
606
Support Vector Regressor does not present blue shaded zone since only one SVR is used.
607
On the contrary, the MLP uses 7 different assemblies and, afterwards, computes the average.
608
Therefore, the confidence intervals (blue shaded zones) can be established.
609
• Goodness of the fitting for the SVR, MLP and QRS models: correlation plot of the 610 predicted property versus the actual value in the dataset is depicted in Fig.A is not shown since it was discarded after the sensitivity analysis). D 2 show a good prediction of the values whereas k 2 presents a higher dispersion. k 1 predictor is not computed since it has been discarded after the sensitivity analysis. Figure A8 
