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ABSTRACT
THE IMPACT OF HUMAN-PROVIDED EXTERNAL INSTRUCTION ON LEARNING
WITH AN INTERACTIVE LEARNING TECHNOLOGY
Elizabeth O. Davis, Ph.D.
Department of Educational Technology, Research and Assessment
Northern Illinois University, 2018
Jason Underwood, Co-Director
Wei-Chen Hung, Co-Director

Even as educational technologies and one-to-one initiatives offer promises of increasing
effectiveness and efficiency of learning, the potential impacts on student learning are not being
optimized. Despite progress made by interactive learning technologies (ILTs) toward fulfilling
the personalized learning dream, they have not yet realized their goal. Based in understandings of
cognitive architecture and instructional design theories, this paper explores the notion that an
“alternative approach” that combines ILT adaptation and human-provided external instruction is
necessary to truly service the highly individual and dynamic needs of learners. Using quantitative
methods, the current study examined the impact of the addition of human-provided external
instruction on learning with ILTs. Evaluating effects on learning outcomes and instructional
efficiency in a suburban public kindergarten setting, the research yields implications for ILT
design and implementation that maximizes effectiveness and efficiency of teaching and learning.
Findings showed no significant differences in learning outcomes or instructional efficiency based
on treatment. Findings suggest current blended learning models are not optimally effective and
efficient for all populations and that measures must be taken by ILT designers and practitioners
before implementing ILTs with similar populations, based on their unique learner characteristics,
such as age, prior exposure, and developmental level. Further implications of findings,

limitations of the study, contributions to the field, and recommendations for future research are
explored.
Keywords: cognitive load theory, human-provided external instruction, instructional design,
kindergarten, interactive learning technology, rotational model of blended learning, scaffolding
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CHAPTER 1. INTRODUCTION
According to the Organisation for Economic Co-operation and Development, “schools
have yet to take advantage of the potential of technology in the classroom to tackle the digital
divide and give every student the skills they need” (2015a). Of note, over the past ten years, there
has been no significant improvement in student achievement in reading, math, or science, even in
countries that heavily invested in educational technologies (OECD, 2015b). In fact, learning
outcomes for students who use computers most in school are worse than for those who use them
moderately or rarely (OECD, 2015a). So while the computer-to-student ratio has improved in the
U.S. over past years, achievement scores have plateaued or dropped, highlighting the need “to
find more effective ways to integrate technology into teaching and learning” (McFarland, Hussar,
De Brey, Snyder, Wang, Wilkinson-Flicker…Hinz, 2017; OECD, 2015b). Evidence shows
technology alone does not fix unhealthy educational systems, so what does? Some argue, “[t]o
deliver on the promises technology holds, countries need to invest more effectively and ensure
that teachers are at the forefront of designing and implementing this change” (OECD, 2015a).
Reality is that funding for teacher salaries is decreasing, class sizes are increasing, and
the achievement gap continues to grow as student success suffers (Baker, 2016; Litvinov, 2009).
So with a growing instructional need and shrinking cost of technology, educational technology is
becoming increasingly more integrated into schools (Johnson & Haria, 2015). However, it is
increasingly apparent that access to and use of technology alone is not enough. While over the
past decade one-to-one technology programs have become the most prominent initiatives used to
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increase technology access in schools, the focus seems to be on changing the technology and not
on changing the instruction in the classrooms to match (Davies & West, 2014). With the
education field abuzz about best practices of instruction and time and resources for
individualized instruction tight, understanding how to employ the tools and resources we have at
our disposal and optimize effectiveness and efficiency of learning and instruction are more
necessary now than ever (Baker, 2016). Or, as one seminal theorist put it “If we are concerned
with designing instruction so that learning will occur efficiently, we must look for those elements
of learning theory that pertain to the events about which an instructor can do something” (Gagné,
Briggs, & Wager, 1992, p. 7). It is this perspective that the current study explored.

Background
As seminal instructional design theorist Dr. Charles M. Reigeluth (1999) puts it, “[h]ow
to help people learn better. That is what instructional theory is all about” (p. ix). As Hales (1978)
furthers, “The appropriate task for every learner…. is a goal worthy of every educator’s lifetime
effort” (p. 143). Highlighting cultural, theoretical, and empirical foci of the education field, these
notions prioritize people over things, continuously becoming over having arrived, and improving
and individualizing instruction as “an important part of the American patchwork curriculum quilt”
(Hales, 1978, p. 143). Though written decades ago, one would be hard-pressed to find a
practitioner, researcher, theorist, or member of society today who does not believe the education
field is continually in the process of “becoming,” as emphasized in patterns of education reform- Improving America’s Schools (1994), No Child Left Behind (2001), Every Student Succeeds
Act (2015)-- as well as in definitions of instructional theory and design throughout the field.
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Individualized instruction is characterized by attendance to learners’ individual
differences and providing the most nearly appropriate task possible, given the teacher, resources,
and time available (Hales, 1978). This characterization is also reflected in the goal of
instructional design: to activate and support the learning of an individual (Gagné et al., 1992). As
defined by Gagné et al., this process entails arrangement of resources and procedures for the
purpose of promoting and bringing about effective learning. Data supporting this belief shows
that individualized instruction has a profound impact in the lower grades and offers benefits
throughout students’ academic lives and beyond, correlating with higher graduation rates and
ultimately higher earning potential (Achilles, 2012; Mathis, 2016; Zyngler, 2014). However, a
challenge of individualized instruction is that the learning process is unique to each individual
and varies over time (Carroll, 1993; Jonassen & Grabowski, 1993). Additionally, a key limitation
of instructional design and implementation is what is possible given the teacher, resources, and
time available in the setting. Juxtaposing these notions with the field’s focus on improving
performance defines a clear need: instruction that is maximally individualized (effective) and
operational (efficient), or more simply said, instruction that is feasible and worthwhile (Gagné et
al., 1992). Paralleling increased use of technology in education, links between learning theory,
educational technology, and instructional design must also grow (Lowyck, 2014; OECD, 2015a;
Warren, Lee, & Najmi, 2014).
To support effectiveness and efficiency of learning and instruction, conceptions of
instructional technology have been evolving as long as the field has. Aiming to apply theory and
knowledge to the design and development of instruction, instructional technology embodies a
quest for knowledge of how people learn and how to best design instructional systems and
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materials to incorporate these understandings (Gagné et al., 1992). In other words, conceptions
of educational technology are continually evolving to support the goal of helping people learn
better and “improving performance by creating, using, and managing appropriate technological
processes and resources” (Januszewski & Molenda, 2008, p. 1). This connects to early
motivation for development of educational technologies to be the optimal instructional tool and
their promised potential to execute instruction in a superior fashion, improving the process for all
stakeholders (Merrill, Reiser, Ranney, & Trafton, 1992; Molenda & Pershing, 2008). However,
technology relevant to instruction continues to be developed at such a pace that we are constantly
in the position of asking how to best employ it (Gagné, 1986; Lowyck, 2014; OECD, 2015b).
With larger classes and less instructional time per student, we must find a way to use available
educational technologies to improve performance of instructional design and implementation.
Since the field’s inception, many forms of educational technology have been developed,
offering many approaches to delivering on the educational promise of computerized learning
tools (Spector, Merrill, Ellen, & Bishop, 2014). Interactive learning technologies (ILTs) were
one such form that, among different names, designs, and iterations, were defined by interactivity
or responsiveness to learner actions moderated by a human or computer agent (Kalyuga, 2007;
Merrill et al., 1992; Moreno & Mayer, 2007). Intended to enhance instructional effectiveness and
efficiency comparable to or better than a human instructor, thus alleviating the need for one, the
interactive and adaptive nature of ILTs offered the opportunity to individualize instructional
design of learning materials and activities based on characteristics, situation, and needs of an
individual learner (Merrill et. al., 1992). Providing personalized learning experiences in this way
not only improved learning outcomes and learner satisfaction but also required less time and
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effort on the part of both the learner and the instructor (Graf & Kinshuk, 2014).
These tools continued to evolve learning support through adaptive feedback and, as good
instructional technology does, began to incorporate knowledge of how people learn into their
design (Gagné et al., 1992; Lowyck, 2014). A distinct and sophisticated subgroup of ILTs,
known as cognitive tutors or intelligent tutoring systems (ITSs), began to account for the
individual and dynamic nature of learners, using artificial intelligence based in cognitive science
and computational models to generate interventions that respond to learners, adapting to their
needs (Lowyck, 2014). To individualize instruction comparably to human instructors, these
dynamic online instructional systems did things such as allow learners to access the same
information in different formats or present information in different ways at different stages of
learning or based on level of experience or expertise (Plass, Kalyuga, & Leutner, 2010). To
enable instructional tailoring, more advanced ILTs continually assessed learning performance
with dynamic diagnostic tools and computational learner models (Graf & Kinshuk, 2014).
As ILTs advanced from easing and enabling the role of human instructors toward taking
over their role, a challenge persisted: even the most advanced forms lack sufficient diagnostics to
select optimal instructional formats and adapt levels of instruction to individual learner needs (Fu,
2015; Kalyuga, 2010, Kurup, Joshi, Shekbokar, & Hoda, 2016). Despite research showing
addition of a human instructor positively impacts ILT outcomes, human instructors’ changing
role and the part they could and should play in the ILT experience continued to receive little
attention. Even still, exploration of the human instructor’s role with the most advanced form of
ILTs (ITSs) remains absent in most literature (Eysink et al., 2009; McGee & Reis, 2012;
Schechter, Kazakoff, Bundschuh, Prescott, & Macaruso, 2017; Yang, Gamble, Hung, & Lin,
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2014). So while in terms of meeting the individualized (effective) and operational (efficient)
needs of instructional design, beyond the capacity of a traditional human instructor, they leave
something to be desired; an examination of human cognitive architecture and related theories is
necessary to determine the capacity and form of instructional design and implementation of ILTs
that has potential to meet this need.

Theoretical Frameworks

Though the instructional technology and design field boasts many well-founded and
varied approaches, this paper follows the notion that the ideal is to design learning environments
in accord with human cognitive architecture, connecting to cognitive load theory and theories of
instructional design (Gagné et al., 1992; Merrill, 2002; Sweller, 1988, 2008). These theories
underpin the design, nature of treatment, and variables of interest in the current study.

Human Cognitive Architecture and Cognitive Load Theory

Any discussion of human cognitive architecture finds grounding in Atkinson and
Shriffin’s (1968) information processing model, mirroring fundamentals of educational
technology. Their model describes a system for how the mind processes (perceives, stores,
integrates, retrieves, and uses) information. Given that human cognitive architecture governs
acquisition, storage, and dissemination of information, profound instructional consequences arise
(Sweller, 1988, 2010). This research used understandings of human cognitive architecture to
explore the relationship between how people learn (information processing model), learning and
instruction (cognitive load theory, CLT), and instructional design (Plass, Moreno, & Brünken,

7
2010).
CLT builds on the computer metaphor of the human mind, defining learning as the
building and storing of new schema (related, organized units of information) in long-term
memory, with the goal of automating these units so they no longer require processing in working
memory (Bartlett, 1932; Piaget, 1928; Schneider & Shriffin, 1977; Sweller, 1988). Spotlighting
human cognitive architecture and memory system capacity, CLT recognizes the crucial role
working memory plays in learning new information and focuses on the load on the cognitive
system (memory structures) that performing a task causes a learner (Sweller, 1988, 2010).
Grounded in cognitive resource theories, CLT builds on assumptions of dual coding
(Paivio, 1986), limited working memory and chunking (Miller, 1956), and cognitive processing
for meaningful learning (Mayer & Moreno, 2003; Sweller, 2010). CLT furthers that effective and
efficient learning requires schema acquisition and automation to take place so that load on
working memory is reduced during problem solving (Sweller, 1994). Limited working memory
means changes to long-term memory occur slowly and incrementally, yielding CLT’s
implications for instruction: effective instruction should limit extraneous or ineffective load on
working memory so available resources can be used for learning (schema construction and
automation) (Park & Moreno, 2010; Sweller, van Merriënboer, & Paas, 1998; van Merriënboer
& de Bruin, 2014).
Given the current study on efficiency and effectiveness of learning and instruction, we
ask what role instructional means can play in supporting this objective. According to the
borrowing and reorganizing principle of CLT, most information stored in long-term memory has
been borrowed from long-term memory of others, suggesting that acquisition of knowledge

8
almost always occurs as a result of an external instructional means (Sweller, 2010). So, as the
current study asks, what instructional designs are most likely to assist this process? The likely
answer: those considering limited capacity of working memory (Sweller, 2010).

Knowledge Elaboration, Scaffolding, and Instructional Design

Similar to schema theory, knowledge elaboration theory defines learning as a process in
which knowledge is continuously expanded and refined through organizing and integrating new
material and prior knowledge (Kalyuga, 2009; Reigeluth, 1987, 1999). Principles of this theory
propose that instruction should be organized from the most simplified version of the task and
scaled to increase complexity and elaboration (Reigeluth, 1987, 1999). Considering knowledge
elaboration from a CLT perspective, there arises an argument that providing external instruction
in the process could ease the load on working memory (cognitive load) by providing a substitute
for knowledge structures missing from a learner’s long-term memory at a given point in time.
That is to say, the cognitive load of a learner in a learning environment is moderated by a
balance between the learner (based on previously held long-term memory knowledge structures)
and the expert or instructional mean (Kalyuga, 2009). This definition of the role of balancing
provided external instruction with learner knowledge levels to moderate cognitive load is key to
the current study’s understanding of improving the effectiveness and efficiency of an instruction
(Kalyuga, 2015). Scaffolding is one such instructional method that is used to moderate this
balance and necessitates exploration as part of the instructional design process.
Seminal theories connect these human cognitive architecture understandings to the need
for moderation through instructional design, thus elaborating on the role of external instruction,
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including Wood, Bruner, and Ross’s (1976) scaffolding theory and Vygotsky’s (1978) concept of
the zone of proximal development (ZPD). In scaffolding, external instruction is provided during
the learning process and is tailored to the individual needs and current level (ZPD) of the learner
to help bridge a cognitive gap and advance learning to a level the learner was unable to reach
alone (van de Pol, Volman, & Beishuizen, 2010). Using CLT to explain, this occurs as a function
of the external instructional means reducing extraneous load (Kalyuga, 2015; Seufert, Jänen, &
Brünken, 2007). Through two-way interaction between the learner and instructional means,
scaffolding takes place in the learner’s ZPD (requiring the instructional means to recognize the
learner’s current level of knowledge and work within a specific degree of difficulty beyond it),
where provided support is gradually removed as the learner becomes more proficient (Wood &
Wood, 1996). While any interaction or support intended to aid or improve student learning
(external instruction) can assist, scaffold, or guide the process, it is the amount, timing, type, and
approach that impacts the moderating effect on cognitive load (Gagné et al., 1992; Kalyuga,
2015; Wise & O’Neill, 2009). A discussion of instructional design as a whole is then necessary
to ground the current study’s examination of varied approaches to instructional design.
Cognitive load theorists argue that reducing extraneous load does not necessarily
positively impact learning, unless the freed cognitive resources are directed toward relevant
learning activities and schema acquisition (Paas, Renkl, & Sweller, 2004). Kalyuga (2015) adds
“Effective instructional design should aim at maximally supporting the acquisition and use longterm memory knowledge structures, by allowing learners to allocate the sufficient cognitive
resources required for efficient learning and performance” (p. xii). This cognitive load approach
considers the goal of instructional environment design and development to be twofold:
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effectiveness, in terms of “learning outcomes” (e.g., learning gains or other positive instructional
effects), and efficiency, in terms of “products” (learning outcomes) weighed against “costs” (e.g.,
effort, resources, time) of learning and instruction (Kalyuga, 2007; van Joolingen, 2014). As a
means of accomplishing these goals, a discussion of instructional design theory is warranted.
Taking this position, seminal theories of instructional design, such as Gagné’s (1986)
conditions of learning model and Merrill’s (2002) first principles of instruction, posit that
learning tasks can and should be sequenced in a hierarchy of complexity and outline events of
instruction essential to learning, along with their corresponding cognitive processes. Recognizing
the individualized instruction need, these theories note these events do not invariably occur in the
same order or in every lesson (Gagné et al., 1992; Merrill, 2002). Given that these events mean
to align with understandings of cognitive architecture and stimulate relevant internal information
processes, they form a checklist of instructional design, guided by answers to the question: “Do
these learners need support at this stage for learning this task?” (Gagné et al., 1992, p. 190). It is
this nature of instructional design, moderated by varied external instructional means (ILT alone
vs. ILT with human-provided external instruction), which the current study explores.
Gagné et al.’s (1992) question highlights the biggest challenge of instructional design:
individualized instruction. Individual learner differences vary greatly in terms of information
gathering, processing, and regulation, relating to the level of cognitive load one experiences and
affecting learning and instructional processes for individuals differently (Plass, Kalyuga, &
Leutner, 2010). Considering instructional design that optimizes cognitive load, it follows that to
be instructionally effective, learning environments and instructional designs must be tailored to
individual learner differences (Plass, Moreno, & Brünken, 2010). Considering a 14 to 1 pupil-to-
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teacher ratio in American schools and the dynamic nature of learner characteristics, the
feasibility of accommodating and individualizing instruction to varied and ever-changing learner
characteristics becomes a daunting task for the instructor (Gagné et al., 1992; McFarland et al.,
2017).

Statement of the Problem

Considering necessity and grandiosity of individualized instruction, the promise of
computerized learning tools is music to one’s ears (Gagné, 1986; Merrill et al., 1992; Spector et
al., 2014). Over time, interactive learning technologies (ILTS) have been developed,
implemented, and improved to serve this individualized need and reduce effort and time required
while improving learning outcomes, compared to traditional instruction (Brusilovsky & Peylo,
2003; Graf & Kinshuk, 2014; Nair & Bindu, 2016; Xin, Tzur, Hord, Lin, Park, & Si, 2017;
Yagci, 2016). However, as ILTs move closer to becoming as effective and efficient as a human
instructor, they are still “becoming” and have not yet “arrived” (Kalyuga, 2009; Koedinger &
Aleven, 2016; Plass, Moreno, & Brünken, 2010). As these systems and their use in education
evolve, questions arise around aspects of design and implementation of these tools that
maximizes individualization, effectiveness, and efficiency to truly provide a learning
environment that fulfills its intention.
ILT research and design often focuses on adapting to learner characteristics (cognitive
and non-cognitive) to reduce cognitive load and improve learner success (Bajraktarevic, Hall, &
Fullick, 2003; D’Mello, Craig, Fike, & Graesser, 2009; Graf & Kinshuk, 2007, 2013; Khan, Graf,
Weippl, & Tjoa, 2010; Mayer & Moreno, 2003; Popescu, 2010; Tseng, Chu, Hwang, & Tsai,
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2008; Woolf, Burleson, Arroyo, Dragon, Cooper, & Picard, 2009; Yang & Wu, 2009). However
juxtaposition of learning theory, instructional design, and current technology yields a challenge:
meaningful learning requires engagement in substantial cognitive processing, and capacity for
cognitive processing is severely limited, thus instructional features of ILTs are both a source of
cognitive load essential to learning as well as a means for managing that load (Kalyuga, 2010,
2015; Mayer & Moreno, 2003). It is then pertinent to determine the most effective and efficient
methods of using ILTs in instructional design to accommodate this load without exceeding
cognitive capacity (Kester, Paas, & van Merriënboer, 2010).
However, ILTs are not exempt from the challenges of individualized instruction: learners
vary in their instructional needs and require varied and dynamic levels of guidance (, Kalyuga,
2015; Kalyuga, Ayres, Chandler, & Sweller, 2003). While ILTs are increasingly researched and
enhanced to solve for this variance, ILTs still struggle to create robust student models and
capture crucial aspects of human instruction (Ghosh, 2017; Johnson, Azevedo, & D’Mello, 2011;
Kalyuga, 2010; Koedinger, Corbett, & Perfetti, 2012; Kurup et al., 2016; Narciss, Sosnovsky,
Schnaubert, Andres, Eichelmann, Goguadze, & Melis, 2014). Even the most advanced forms of
ILTs have yet to show superiority over human instruction (Graesser, 2016). Some suggest
alternative approaches to design and implementation of ILTs are necessary to best serve needs of
learners, such as combining ILT-provided and external adaptations such as adding human
instruction (Chou & Chan, 2016; Kalyuga, 2009).
Current research investigating this instructional design approach examines the benefits of
using a combined approach in school settings where students rotate between online self-paced
activities and traditional classroom activities such as teacher-led instruction (rotational blended
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learning model; Horn & Staker, 2011). However, this research is in its infancy, with particularly
limited studies in elementary settings or on using more advanced, self-adapting, and intelligent
ILTs (intelligent tutoring systems [ITSs]; Prescott, Bundschuh, Kazakoff, & Macaruso, 2017;
Schweighofer & Ebner, 2015). With access to technology in K-12 classrooms and adoption of
similar models rapidly growing, insufficient attention is being given to fidelity, effectiveness, or
and efficiency of the instructional design and implementation (OECD, 2015b; Picciano, Seaman,
Shea, & Swan, 2012; Prescott et al., 2017; Schechter et al., 2017). It is no longer sufficient to just
supply learning technologies; we must help teachers be effective and informed users of the tools
(Healey, 2015; Schechter et al., 2017; Vaughan, 2014).
While much work concerned with ILTs intends to create a tool as effective and efficient as a
human instructor, thus alleviating the need for one, more research is needed on the role an ILT
should play in creating a comprehensive learning environment that fulfills its intention and truly
helps the learner solve the problems of learning. Is it necessary, or even beneficial, to design
ILTs to replace human instruction, or is there more value in using ILTs in combination with
human-provided external instruction? And if so, what balance of ILT and human instruction
maximizes efficiency and effectiveness, providing the ideal learning environment? The current
study lays groundwork to answer these questions and address a gap in research on maximizing
instructional design and implementation using ILTs in conjunction with human instructors,
particularly in elementary settings. Only after investigating these questions will we begin to
answer Gagné’s (1986) question of how to best employ this marvelous new invention.
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Purpose of the Study

This quantitative study explored the impact of the addition of a human instructor on
learning with a reading-focused ILT in a kindergarten environment in order to develop a detailed
view of the meaning and value of a human instructor for learners using an ILT. The specific ILT
under examination was from its most advanced subgroup: intelligent tutoring systems [ITS]. As
these systems are considered most “ideal” and comparable to human instructors, research on
whether human-provided external instruction improves learning outcomes and instructional
efficiency with the most advanced form of ILTs may be said to carry a higher burden of proof,
yielding findings easily generalizable to design and implementation of all ILTs (Graesser, 2016).

Research Questions and Hypotheses

The current study contributes to the field by addressing the following questions:
1. Is there a significant difference in learning outcomes between subjects who use an
interactive learning technology (ILT) with human-provided external instruction and those
who use an ILT without human-provided external instruction?
2. Is there a significant difference in instructional efficiency between subjects who use an
interactive learning technology (ILT) with human-provided external instruction and those
who use an ILT without human-provided external instruction?
Based in understanding of human cognitive architecture, instructional design, and current
research on interactive learning technologies (ILTs), the hypotheses of expected results are that
there will be significantly higher learning outcomes and instructional efficiency for subjects
using an ILT with human-provided external instruction than for those using an ILT alone.
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Significance of the Study

The significance of the current study for the instructional technology and design field is
broad. The current study adds to the field by addressing the role and impact of human-provided
external instruction in addition to an interactive intelligent system (ILT), as opposed to ILT use
in lieu of human instruction. It further expands the little research concerning the role of the
human instructor in ILT integration and/or blended learning rotational models in an elementary
setting and fills a gap in literature on designing effective and efficient instruction to best utilize a
human instructor in conjunction with ILTs to support individuals in reaching learning goals
(Healey, 2015; Schechter et al., 2017; Schweighofer & Ebner, 2015; Vaughan, 2014).
Knowing if humans add value to ILT experiences has broad implications for researchers,
theorists, designers, and practitioners in the field. This includes informing efficient, effective,
and practical ILT design and implementation that considers cognitive architecture and the role of
human-provided external instruction in the process. These “best practices” will contribute to
resolution of ILT implementation and individualized learning problems, informing decisions
related to maximizing resources and improving student achievement. ILT use in education
requires thinking beyond just adding devices to classrooms; “true blended learning requires that
teachers approach their roles differently—as coaches, concierges, guides, and mentors, instead of
purveyors of information” (Powell, Watson, Staley, Patrick, Horn, Fetzer, & Verma, 2015).
Without a clear understanding of how to provide one-to-one scaffolding through a combination
of ILT and human-provided external instruction, one-to-one programs will simply yield devices
for all, not learning for all, never fulfilling their true potential (Belland, 2014).
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Considerations

The current study assumes that the design of research sessions, sampling, data collection,
and analysis procedures have ensured interventions are implemented with fidelity, that ecological
threats to validity are minimized, and that results are generalizable. Limitations of the study
relate to strength and power of the findings due to sample size and study duration, the research
design (e.g., maturation and history), and data collection methods. Delimitations exist based on
theoretical assumptions and considerations and the variables the researcher chose to explore. All
limitations and delimitations are explored further in Chapter 3.

Definitions of Terms

Blended Learning: Lacking a universal definition, this approach can be defined as a
pedagogically additive use of mixed modes of delivery of instruction through technology and
face-to-face learning, with approaches and models differing based on pedagogical need and
within settings (Belland, 2014; Nair & Bindu, 2016; Vaughan, 2014). For the purposes of this
study, blended learning will refer primarily to the combination of external instruction provided
by a human instructor in a face-to-face setting along with that provided through use of an ILT.
Cognitive Load: A psychological construct used to represent the demands a certain task imposes
on an individual’s cognitive resources, with specific attention to impact on working memory
(Sweller, 1988; Sweller et al., 1998; van Merriënboer & Sweller, 2005, 2010).
External Instruction: Any interaction or support from an instructional/pedagogical agent
(human or technological) that is intendend to aid or improve student learning (Kalyuga, 2009;
van de Pol et al., 2010; Vygotsky, 1978; Wood et al., 1976).
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Human-Provided External Instruction: Any interaction or support from a human
instructional/pedagogical agent that is intendend to aid or improve student learning (Kalyuga,
2009; van de Pol et al., 2010; Vygotsky, 1978; Wood et al., 1976).
Individualized Instruction: Instruction tailored to suit the needs of an individual based on one’s
learner characteristics (cognitive and non-cognitive attributes; Gagné et al., 1992; Hales, 1978).
Instructional (Systems) Design: The arrangement of resources and procedures for the purpose
of promoting and bringing about effective learning (Gagné et al., 1992).
Instructional Efficiency (Learning Efficiency, Efficiency): The concept of instructional
efficiency manifests in different forms, generally involving weighing product (learning outcomes
or positive instructional effects) against cost (e.g., cognitive resources or mental effort invested,
cognitive load imposed, or instructional time spent; Brünken et al., 2010; Kalyuga, 2007; Paas &
van Merriënboer, 1993; van Joolingen, 2014).
Intelligent Tutoring Systems (ITSs): A subgroup of advanced interactive learning technology
that uses artificial intelligence based in cognitive science and a variety of computational models
to generate interventions that respond to learners and adapt to learner needs (Lowyck, 2014).
Interactive Learning Technologies (ILTs): The technologies defined by, derived from, and
encompassing these and other synonymical identifiers: web and computer-based technologies,
systems, or environments designed and described as adaptive, interactive, personalized,
intelligent, or tutored, sharing the defining feature of interactivity and responsiveness to learner
actions, whether moderated by a human or a computer agent (Merrill et al., 1992).
Learning Effectiveness (Instructional Effectiveness, Effectiveness): The concept of learning
effectiveness is defined differently across the literature, but most prominently in research it is
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defined as “learning outcome,” “transfer (application to practice),” or “perceived learning, skills,
or competency” (Noesgaard & Ørngreen, 2015).
Lexia: A specific, literacy-based intelligent tutoring system produced by the Rosetta Stone
Company®. Also known as Lexia Reading Core5® (LRC5®; Lexia Learning, 2017).

Organization of the Study

Chapter 1 presented the research problem and provides organization and background of
the study. Chapter 2 summarizes the theoretical framework of the study and existing literature on
interactive learning technologies and instructional design. Chapter 3 identifies the methods of
data collection and analysis as well as a description of the setting and subjects. Chapter 4
describes the findings of the research. Finally, Chapter 5 addresses conclusions, implications for
practice, and suggestions for future research.

CHAPTER 2. REVIEW OF LITERATURE

Among instructional designers, technologists, and theorists, there is a general consensus:
"How to help people learn better. That is what instructional theory is all about" (Reigeluth, 1999,
p. ix). Similar consensus, however, cannot be defined in regard to an ideal instructional theory or
approach. These theories are largely defined by understandings of how people learn and, as
theoretical, methodological, and research perspectives evolve, focus on different aspects of
learners and learning (Gage, 1972; Gagné et al., 1992; Lowyck, 2014). So while individualized
instruction is often thought to be its most effective form, debate exists around what that
instruction should look like (Bloom, 1984; Clark & Hannafin, 2012). Concerned with how
current learning tools and strategies can best be employed to promote learning, conceptions of
educational technology have also been evolving as long as the field has, contributing to the
effective instructional design debate (Gagné, 1974; Januszewski & Molenda, 2008; Merrill et al.,
1992). As the fields evolve independent of one another, links between learning theory,
instructional design, and educational technology grow (Lowyck, 2014).
Taking a pragmatic approach, this review analyzes learning theories, models, and
principles that are connected to specific technology tools to offer thorough investigation,
synthesis, and application of theory that contributes to the field (Lowyck, 2014). While many
debate what affects the design and success of individualized instruction and educational
technologies (Clark & Hannafin, 2012; Martinez, 2001), a notion unites the masses:
The extent to which any instruction is effective depends heavily on whether it takes the
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characteristics of human cognition into account. To determine the conditions that
maximize learning, we need to closely study human cognition [and] design learning
environments in accord with human cognitive architecture. (Sweller, 2008, p. 370)
Starting at its foundation, this review explores information processing theory,
understandings of long-term and short-term memory structures, and schema theory to define
assumptions that the current study makes (Atkinson & Shriffin, 1968; Bartlett 1932; Miller,
1956; Piaget, 1928). Connecting learning theory to instruction, cognitive load theory will be
discussed, with due attention given to principles of cognitive load regulation, the role of an
instructional means, and overall implications for instruction (in terms of effectiveness and
efficiency; Plass, Moreno, & Brünken, 2010). Further connecting instruction to impact on learner
cognitive load, knowledge elaboration theory and scaffolding theory will then be reviewed
(Reigeluth, 1987,1999; Wood et al., 1976). Elaborating on the importance of instructional design
in the learning process, seminal theories such as Gagné’s (1986) conditions of learning and
Merrill’s (2002) first principles of instruction will also be examined. Implications of these
theories will be used as a basis for exploring the debate around effective instructional design and
extending implications for educational technology.
While class sizes of 20+ students make one-to-one instructional interactions impractical
for teachers, one-to-one technology programs appear to offer a solution. Exploring development
of interactive learning technology (ILT) research and design and progression towards realizing
the personalized learning dream, this research explores the realities of current educational
technology and instructional design. As one-to-one technology becomes prevalent in education
and one-to-one instruction remains the goal, this review explores gaps in ILT design and
implementation that leaves us seeing individualized devices, but not truly individualized learning
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(Chou & Chan, 2016). I posit that human and technology modalities are not and should not be
mutually exclusive, but rather a combined system that truly services the one-to-one needs of
individual students (Belland, 2014). Following current research trends and exposing the current
research need, I will demonstrate that an “alternative one-to-one approach” through a subset of
blended learning is not only necessary but ideal, with potential to resolve the pervading twosigma problem of ILT research, individualized instruction and instructional design (Bloom,
1984; Chou & Chan, 2016; Horn & Staker, 2011).

Human Cognitive Architecture and Cognitive Load Theory

The information-processing model was created by cognitive psychologists to explain and
describe information processes of human minds (perception, storage, integration retrieval, and
use), likened to those of computers (Atkinson & Shriffin, 1968). Atkinson and Shriffin built the
model on two human cognitive architecture assumptions: first, information processing is an
active process, and second, it takes place in a limited-capacity system (consisting of a very
limited short-term memory [working memory] and a very large long-term memory; Miller, 1956).
As cognitive approaches to learning developed, cognitive load theory (CLT) arose, guided by the
idea that for effective learning to take place, instructional design must be based in
understandings of how the human mind works (Plass, Moreno, & Brünken, 2010).
Cognitive load theory (CLT) assumes that information held in long-term memory drives
human cognition (Sweller, 1988, 2010). It proposes that the main function of learning is to
acquire and store new information in long-term memory through a constructive process known
as schema acquisition (Bartlett, 1932; Piaget, 1928). CLT furthers that constructing and
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automating schema (related, organized units of information) requires mental effort and places a
load on working memory (Sweller, 2010). Limits on how much information working memory
can hold and process at once also limit the size of alteration to information stored in long-term
memory (Miller, 1956). However, when schemas are automated, they no longer require
processing in working memory, relieving some of the load on working memory for active
problem solving and construction of new schema during learning. Considering working memory
capacity and the role of working memory in learning new information, CLT focuses on the load
on the cognitive system that performing a task causes (Sweller, 1988; van Merriënboer &
Sweller, 2005, 2010). Additionally, CLT furthers that most information stored in long-term
memory is borrowed from the long-term memory of others through processes such as
observation, imitation, listening, or reading and then altered and reconstructed as new schema in
the learner’s long-term memory (Sweller, 2010). Given that schema acquisition usually occurs as
a result of instructional means, rather than discovery, it is natural to move to the role instruction
plays in the process (Chandler & Sweller, 1991; Sweller, 2010; Sweller et al., 1998).
CLT defines three types of demand placed on working memory during learning: intrinsic,
extraneous, and germane (Paas, Tuovinen, Tabbers, & Van Gerven, 2003). Intrinsic load is
“imposed by the basic characteristics of information” (Sweller, 1994, p. 6), associated with
inherent complexity of content, and moderated by learning element interactivity relative to level
of learner expertise. As Kalyuga (2010) and Park and Moreno (2010) note, because it is
associated with learning activities essential to building connections between elements of
information and constructing new schema, intrinsic load cannot be reduced by instructional
design. Germane load is associated with schema acquisition and automation (Paas et al., 2003).
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Kalyuga and Park and Moreno further that because it is moderated by activities designed to
foster schema acquisition and automation, such as metacognitive or enhancement activities,
germane load is considered to be increasable by instructional. Extraneous load is load irrelevant
to learning and associated with the way learning tasks are organized and presented (e.g., type or
step size of learning tasks; Sweller, 1994). Because extraneous load is moderated by the
instructional design employed, it is considered reducible by good instructional design and
increasable by poor instructional design (Kalyuga, 2010; Park & Moreno, 2010).
Building on the computer metaphor of the human mind and considering the system’s
capacity, CLT yields profound implications for teaching and learning (Park & Moreno, 2010).
According to the narrow limits of change principle, information must be carefully structured to
ensure working memory is not overloaded and schema can be effectively constructed and
transferred to long-term memory (Sweller, 2010). CLT’s main instructional implication building
from this notion is effective instruction should limit extraneous or ineffective load on working
memory so available resources can be used for learning (schema construction and automation)
(Park & Moreno, 2010; van Merriënboer & de Bruin, 2014). So as the current study explored,
how can instructional design be improved to support this objective?

Knowledge Elaboration and External Instruction

Cognitive load theory (CLT) assumes the main function of learning is schema acquisition
and automation in long-term memory so that working memory load is reduced during problem
solving (Sweller, 1988, 1994). Knowledge elaboration theory defines this process as one in
which these structures are continuously expanded and refined through restructuring,
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interconnecting, and integrating new and prior knowledge (Kalyuga, 2009; Reigeluth, 1987,
1999). CLT assumes that during this learning process, knowledge structures in long-term
memory are used to organize and guide cognitive processing, making them essential for
preventing working memory overload (Kalyuga, 2009). Additionally, basic principles of
knowledge elaboration suggest learning begins with the most simplified version of a task, scaled
up to increasingly complex, elaborated representations (Reigeluth, 1987, 1999).
Taking a CLT perspective, Kalyuga (2009) argues that using external instructional means
(e.g., human, computer, etc.) during knowledge elaboration could provide a substitute for
missing long-term memory structures of a learner at any given time. In other words, a learner’s
cognitive load in the learning environment is moderated by a balance between learner (based on
previously held long-term memory knowledge structures) and the instructional means. A lack of
balance, then, can cause extraneous load, while instruction can also be used to moderate levels of
load and improve learning effectiveness and efficiency. Using CLT-guided principles, effective
learning environments and instructional methods should tailor external instruction to a learner’s
existing knowledge base to minimize processing load on working memory (Kalyuga, 2009,
2010).
Elaborating on the role of external instruction in the learning process is Wood et al.’s
(1976) scaffolding theory. Scaffolding theory suggests external instruction should be tailored to
the individual needs and current level of a learner to help bridge a cognitive gap and advance
learning to a level the learner is unable to arrive at alone (van de Pol et al., 2010; Wood et al.,
1976). Scaffolding, then, refers to “steps taken to reduce the degrees of freedom in carrying out
some task so that the child can concentrate on the difficult skill she is in the process of acquiring”
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(Wood et al., 1976, p. 19). Serving as a temporary framework that supports a learner within
his/her zone of proximal development (ZPD) to do something beyond what he/she could do
independently, the scaffold is gradually removed as the learner gains new knowledge and skill
(Vygotsky, 1978; Wood et al., 1976). Essentially, scaffolding theory recognizes provision of
external instruction as a method of moderating learner cognitive load, positing that the learner
only makes progress toward a learning goal if cognitive load strain is mediated by appropriate
levels of support provided by an instructor in the form of scaffolds (Wood et al., 1976).
Although any interaction or support from an instructional means (external instruction)
can aid processing and improve learning, amount, context, timing, type, and approach toward
these impacts the moderating effect on cognitive load (Gagné et al., 1992; Kalyuga, 2015). As
Kalyuga (2010) notes, cognitively effective instructional design should provide all necessary
resources for sustaining intrinsic load and reducing extraneous load as much as possible. While
debate persists on the impact of different instructional design approaches, researchers agree that
instructional design is crucial to learner success across disciplines, learning contexts, and
environments (Clark & Hannafin, 2012; Gagné et al., 1992; Kirschner, Sweller, & Clark, 2006).

Instructional Efficiency and Instructional Design

Cognitive load theorists argue that reducing extraneous load does not necessarily
positively impact learning, unless the freed cognitive resources are directed to relevant learning
activities and schema acquisition (Paas et al., 2004). As such, “effective instructional procedures
and techniques should aim at acquiring an organized schematic knowledge base and reducing
any diversion of cognitive resources to task and activities that are not directly associated with
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this goal” (Kalyuga, 2010, p. 51). Additionally, “[i]t is also important that the cognitive load
approach considers learning and instruction in terms of efficiency rather than mere effectiveness”
as the aim of investing resources into design and development of instructional environments is
“to achieve returns in terms of efficiency: learning faster and without mental stress” (Kalyuga,
2007, pp. 387,388). Though concepts of instructional efficiency manifest in different forms, they
generally involve weighing product (e.g., learning outcomes or positive instructional effects)
against cost (e.g., cognitive resources or mental effort invested, cognitive load imposed, or
instructional time spent; Kalyuga, 2007; van Joolingen, 2014). Further definitions elaborate that
considerations of a task’s cost should account for both intensity and duration (van Joolingen,
2014). As cognitive load theory (CLT) concerns itself primarily with effectiveness and efficiency
of instruction, a discussion of instructional design is necessary.
Aligning with this perspective is Gagné’s (1986) conditions of learning model of
instructional design. Identifying five major categories of learned capabilities, including
intellectual skills, cognitive strategies, verbal information, motor skills, and attitudes, Gagné et al.
(1992) furthers that learning tasks can and should be organized and sequenced in a hierarchy
according to complexity. The theory further outlines nine events of instruction and the
corresponding cognitive processes: 1) gaining attention (reception), 2) informing learners of the
objective (expectancy), 3) stimulating recall of prior learning (retrieval), 4) presenting the
stimulus (selective perception), 5) providing learning guidance (semantic encoding), 6) eliciting
performance (responding), 7) providing feedback (reinforcement), 8) assessing performance
(retrieval), and 9) enhancing retention and transfer (generalization) (Gagné, 1986).
Establishing a similar approach, M. David Merrill’s (2002) first principles of instruction
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presents five principles that reoccur as the basis for much instructional design theory and
research that, when properly applied, promote and lead to increased student learning. Merrill’s
theory suggests that the most effective learning processes or environments occur when: 1) the
learner works through a progression of increasingly complex tasks or problems, 2) the learner’s
prior knowledge or experience is activated and used as a foundation for acquiring and organizing
new knowledge (scaffolding), 3) new informational or skill-based knowledge is demonstrated to
the learner in the context of authentic tasks or problems, 4) the learner has the opportunity to
perform authentic tasks and problems, receiving feedback and guidance during the process, and
5) the learner is able to integrate new knowledge into his/her current world.

Instructional Design and Individualized Instruction

Recognizing the individualized instruction need, these theories note that these events do
not invariably occur in the same order and, more importantly, may not be necessary or
appropriate for every lesson (Gagné et al., 1992; Merrill, 2002). Meant to align with
understandings of cognitive architecture and stimulate relevant internal information processes,
these events become more of a checklist of instructional design, with decisions being made based
on answers to the question: “Do these learners need support at this stage for learning this task?”
(Gagné et al., 1992, p. 190; Merrill, 2002). This nature of instructional design, moderated by an
ILT alone and in conjunction with a human instructor is what the current study explored.
Gagné et al.’s (1992) question highlights a central challenge of instructional design:
individualization of instruction, particularly given that individual learner differences relate to the
level of cognitive load each learner experiences, affecting learning and instructional processes
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for each differently (Plass, Kalyuga, & Leutner, 2010). Cognitive load theory (CLT) research
shows that individual learners differ in prior knowledge and intelligence as well as cognitive
styles, controls, and abilities, all of which affect cognitive processing (Carroll, 1993; Jonassen &
Grabowski, 1993; Plass, Moreno, & Brünken, 2010). Research has also shown that learner
differences and aptitudes in many forms, from preferences for particular presentation formats,
learning modalities, or environmental learning conditions to learner motivation and selfregulation affect these process and lead to differential learning outcomes for learners (Cronbach
& Snow 1977; Leopold, den Elzen-Rump, & Leutner, 2007; Leutner, 1992; Leutner & Plass,
1998; Mayer & Sims, 1994; Moreno & Plass, 2006; Plass et al., 2003; Plass, Kalyuga, & Leutner,
2010; Shah & Miyake, 1996; Shute, 1992; Snow, 1989; Snow & Farr, 1987; White &
Frederiksen, 2005; Winne, 2001; Zimmerman & Schunk, 2001).
When considering implications for instruction in terms of optimizing cognitive load, it
follows that to be instructionally effective, learning environments must match the learner’s
individual differences and instructional designs must be tailored to the individual learner’s level
of knowledge, skills, and abilities (Homer, Plass, & Blake, 2006; Leutner, 1992, 2004; Plass,
Moreno, & Brünken, 2010). Considering these implications with an average pupil-to-teacher
ratio of 14 to 1 in American schools, the feasibility of accommodation and individualization of
instruction becomes a daunting task for the instructor (NCES, 2017). When further accounting
for the dynamic nature of many of these learner characteristics, changing over time and within
context, adapting instructional design to learner traits and characteristics as Gagné et al. (1992)
suggest, as feasibility permits, seems…just not feasible. So while the need for individualized
learning that is effective and efficient is definitely real, how is it (or isn’t it) being realized?
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Learning Theory and Educational Technology

To support effectiveness and efficiency of learning and instruction, conceptions of
instructional technology have been evolving as long as the field has. As Januszewski and
Molenda (2008) defined it, “Educational technology is the study and ethical practice of
facilitating learning and improving performance by creating, using, and managing appropriate
technological processes and resources” (p. 1). Constituted by a systematic application of theory
and knowledge to the design and development of instruction, instructional technology embodies
a quest for new knowledge of how people learn and aims to answer questions of how to best
design instructional systems and materials to incorporate these understandings (Gagné et al.,
1992). As such, motivations for early educational technologies were to develop an optimal
instructional tool that realized the personalized learning dream (Martinez, 2001; Merrill et al.,
1992). Building links between learning theory and technology, these systems attend to Gagné’s
(1986) notion that to fulfill their intention they must “truly help the learner solve the problems of
learning and remembering” (p. 7), which can only occur by recognizing that learning is not a
fixed, diagnosable state, but a complex and individual process.
Since the field’s inception, many interactive learning technologies have been developed,
offering many approaches to delivering on the educational promise of computerized learning
tools (Spector et al., 2014). Throughout their growth and development, these web and computerbased systems, environments, and technologies have been described by many names, including
adaptive, interactive, intelligent, and personalized, among others (Graf & Kinshuk, 2014;
Lowyck, 2014; Moreno & Mayer, 2007). Although papers on this issue use various names to
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describe these technologies, this review uses the broader term “interactive learning technologies”
(ILTs) to name the technologies defined by, derived from, and encompassing these and other
synonymical identifiers. Long utilized in instructional technology and design fields, the term
“ILT” highlights that amid different names and designs, these systems share defining features of
interactivity and responsiveness to learner actions, whether moderated by a human or computer
agent (Brusilovsky & Peylo, 2003; Kalyuga, 2007; Merrill et al., 1992).
Throughout their development, a subgroup of more intelligent and advanced ILTs have
taken the form of cognitively oriented tutoring systems (cognitive tutors or intelligent tutoring
systems [ITSs]), using artificial intelligence based in cognitive science and computational
models to generate interventions that adapt to learner needs (Lowyck, 2014). Using real-time
assessment of performance, ITSs provide support individualized to each user (Renkl & Atkinson,
2010). Utilizing production rule systems and cognitive behavior (error, skill development, etc.)
databases, ITSs execute actions in an “if…then…” fashion to promote growth toward a learning
goal (Lowyck, 2014). Selecting appropriate problems and giving just-in-time feedback, ITSs
guide students through the learning process (Renkl & Atkinson, 2010). While the use of these
more intelligent ILTs in education settings has increased, many ILT variations still exist and are
being used in education to help realize the personalized learning dream (Spector et al., 2014). As
such, it is necessary to explore implications of cognitive architecture and instructional design for
all forms of ILT to better understand what use of contemporary technologies and instructional
methodologies constitutes a comprehensive learning environment (Warren et al., 2014).
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Interactive Learning Technologies and Instructional Design Theory

Early motivations for interactive learning technology (ILT) design was to create the
optimal educational tool that captured and improved on the effective behaviors of human
instructors to enhance instructional efficiency and effectiveness, thereby alleviating the need for
human instruction (Brusilovsky & Peylo, 1996; Carbonell, 1970; Merrill et al., 1992). Given
their interactive and adaptive nature, they also offered the opportunity to individualize
instruction through instructional design. In fact, ILT research and design built on understandings
of diverse needs of individual learners, furthering that conditions under which learners utilize
technology alter the way the technology is utilized. While preliminary ILTs typically did not
adapt to individual learner characteristics, situations, and needs, it became clear that a one-sizefits-all approach often lead to difficulties in learning, such as lower and slower learning gains
and higher learner frustration (Dagger, Wade, & Conlan, 2005; Karampiperis & Sampson, 2005).
Advancing ILT research and design began to address these issues, enabling systems to adapt
learning material and activities automatically, based on the learner’s individual situation,
characteristics and needs, in efforts to truly personalize the learning experience (Graf & Kinshuk,
2014). D’Mello et al.’s (2009) AutoTutor is one prime example.
To provide one-on-one individualized instruction comparable to that provided by a
human instructor, these dynamic systems allowed learners to access information in different
formats and presented information in different ways at different stages of learning or based on
learner level of experience or expertise (Plass, Moreno, & Brünken, 2010). To enable
instructional tailoring, these learner-adapted systems continually assessed learner performance
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with either a computational student model or dynamic diagnostic tools (Bajraktarevic et al.,
2003; Graf & Kinshuk, 2007, 2013; Graf, Liu, & Kinshuk, 2010; Khan et al., 2010; Leutner,
2004; Paredes & Rodríguez, 2004; Plass, Moreno, & Brünken, 2010; Popescu, 2010; Tseng et al.,
2008; Yang & Wu, 2009). However, a consistent challenge of even the most advanced ILTs
prevailed: lack of sufficient diagnostic skills for selecting optimal instructional formats and
adapting instruction to the needs of individual learners (Fu, 2015; Kalyuga, 2010, Kurup et al.,
2016). Research exploring this journey is discussed below.

Incorporating Individual Learner Differences

Individual differences in everything from information gathering (learning style, learning
preferences, personality type) to information processing (cognitive controls, cognitive abilities,
prior knowledge) to regulation of processing (motivation, metacognition, self-regulation) to
affective state have been shown to impact cognitive processing and ultimately learning outcomes
(Carroll, 1993; Jonassen & Grabowski, 1993; Plass, Kalyuga, & Leutner, 2010; Plass, Moreno,
& Brünken, 2010). ILT research and design have continued a focus on adapting to these learner
characteristics to reduce cognitive load and improve learning outcomes, as explored below.

Cognitive Attributes

Building from these understandings, ILT research and design grounded in cognitive load
theory (CLT) notes: the information processing system consists of two separate channels (audio
and visual), each channel has limited capacity, and in order for meaningful learning to occur,
substantial cognitive processing must take place in each channel (Horz & Schnotz, 2010). Thus,
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cognitive theory of multimedia learning (CTML) proposes a central challenge facing ILTs is the
added burden of multimedia requiring more cognitive processing in working memory, leading to
potential learner cognitive overload (Mayer & Moreno, 2003, 2010). As CLT posits instruction
should organize efficient procedures to allow knowledge to be transferred to learner long-term
memory, recent research focuses on ILT instructional design to limit learner cognitive load and
increase effectiveness and efficiency of instruction. This research explores effects of worked
examples, split attention, modality, redundancy, expertise reversal, guidance fading, imagination,
and element interactivity, noting they endure through ILT-provided instruction (Mayer &
Moreno, 2010; Sweller, 2008). Based on these effects, research has proven the ability of several
strategies to reduce cognitive load and increase learning, ultimately yielding three goals for ILT
design: reduce extraneous cognitive processing, manage essential cognitive processing, and
foster generative processing (Mayer & Moreno, 2003, 2010).
Different ILT approaches to individualized instruction have also been studied as a means
of reducing cognitive load by altering responsiveness, interactivity, learner control, instructional
approach, diagnostic/assessment method, learner model, level of guidance, sequencing,
representation style, delivery of content, task/problem type, and more (Cheng, Lu, & Yang,
2015; Eysink et al., 2009; Kalyuga, 2007, 2009; Koedinger & Aleven 2007). Recognizing these
attributes as sources of cognitive load, as well as means of managing it, implications for
instructional design suggest that because these features are essential for learning, it is important
to “provide all the necessary resources to accommodate this cognitive load without exceeding
[cognitive] capacity” (Kalyuga, 2007, p. 391).
Essentially, scaffolding theory recognizes provision of external instruction as a method of
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moderating learner cognitive load, positing that the learner only makes progress toward a
learning goal if cognitive load strain is mediated by appropriate levels of support provided by an
instructor in the form of scaffolds (Wood et al., 1976). Serving a similar function, some further
that ILTs could theoretically present instruction in a way that eliminates extraneous processing,
manages essential processing, and frees learner capacity to engage in generative processing
(Moreno & Mayer, 2010). However, Moreno & Mayer’s research suggests several design
principles are crucial to this success and increasing student learning, including personalization of
feedback and high levels of learner interaction (Fletcher & Tobias, 2005; Moreno, 2004; Moreno
& Duran, 2004; Moreno et al., 2001; Moreno & Mayer, 2000, 2004, 2005; Moreno, Reisslein, &
Ozogul, 2009; Moreno & Valdez, 2005). Showing the potential for ILTs to manage cognitive
load, these principles also highlight a crucial challenge ILTs face: instructional needs vary
among learners and over time. Thus, the definition of optimal instruction for an individual is
varied and dynamic as well (Bokosmaty, Sweller, & Kalyuga, 2015; Kalyuga et al., 2003;
Moreno & Mayer, 2010). While research and design of more sophisticated ILTs progresses
toward solving for this variance, there persists a great challenge in that it is difficult for ILTs to
infer and gather enough information about a learner simply from their behavior and performance
to allow the creation of a robust student model (Fu, 2015; Kalyuga, 2006, 2010; Kurup et al.,
2016).

Non-cognitive Attributes

Some researchers further it is imperative to consider a whole-person understanding of
individuals, more than just building, processing, and storing knowledge, to build comprehensive
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learner models and realize the personalized learning dream (Plass, Kalyuga, & Leutner, 2010).
Research shows that learner differences-- from learning preferences for presentation formats,
learning modalities, or environmental conditions to learner motivation and self-regulation to
learner affective state-- affects learner success with ILTs (D’Mello et al., 2009; Graesser,
McNamara, & VanLehn, 2005; Graf, Kinshuk, & Ives, 2010; Johnson et al., 2011; Kelly,
Heffernan, & IEDM, 2015; Moreno & Plass, 2006; Narciss et al., 2014; Plass, Kalyuga, &
Leutner, 2010; Popescu, 2010; Tseng et al., 2008; Woolf et al., 2009).
Through adaptations such as altered learning object sequences or types based on the
individual learner, research further shows a positive relationship between learning and the match
between learner characteristics and ILT instructional design (Graf & Kinshuk, 2007; Graf,
Kinshuk, & Ives, 2010; Popescu, 2010; Tseng et al., 2008). Research further shows differential
learning outcomes based on interactions between learner aptitude and the instructional conditions
of an ILT (Homer et al., 2006; Plass, Chun, Mayer, & Leutner, 2003). Further studies add that
accommodating these types of differences can decrease the time required for learning and
increase overall learner satisfaction (Graf & Kinshuk, 2007; Popescu, 2010; Tseng et al., 2008).
Researchers have begun to explore ILT diagnosis of learner differences as well, such as
through interpreting navigational patterns as indicative of learning preferences (Graf, Liu, &
Kinshuk, 2010). Recognizing that learner characteristics change over time, ILT research also
shows superiority (in terms of performance increase) of ILTs that analyze and adapt instruction
to changes in these learner characteristics over time, such as affective state, learning orientation,
learning intention, and motivation (D’Mello et al., 2009; Shen, Chang, & Namdar, 2014).
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Connecting Non-cognitive and Cognitive Attributes

Findings further show that relationships exist between non-cognitive attributes and
cognitive processes and that identification of these relationships has high potential to improve
the learner modeling process to build a more robust learner model and enhance the ILT learning
experience (Graf & Kinshuk, 2014; Martinez, 2001). Research on motivation, metacognition,
and self-regulation, for instance, shows these traits significantly affect the level of cognitive load
a learner experiences, ultimately affecting learning outcomes (Aleven, Roll, McLaren, &
Koedinger, 2016; Johnson et al. 2011; Moreno, 2009; Narciss et al., 2014;). Findings further
support the cognitive affective theory of learning with media (CATLM), showing motivational
features can improve student learning by fostering generative processing because learner affect
and motivation determine how much of available cognitive resources are assigned to a learning
task (Moreno, 2009; Moreno & Mayer, 2005, 2007, 2010). Crucial to this relationship, research
shows learners’ cognitive attributes (cognitive styles, cognitive controls, cognitive abilities, prior
knowledge, and intelligence) also affect cognitive processing and play a major role in learning
success with ILTs as well (Mayer & Moreno, 2003; Trevors, Duffy, & Azevedo, 2014).
Learner differences relate to level of cognitive load experienced, affecting learning and
instructional processes differently for individuals (Kalyuga, 2010; Plass, Kalyuga, & Leutner,
2010). Lacking diagnostic skills, ILTs struggle to define optimal instruction for each learner,
making it pertinent to determine the most effective and efficient methods of using ILTs in
instructional design to accommodate load without exceeding cognitive capacity (Kalyuga, 2007;
Kester, Paas, & van Merriënboer, 2010; Koedinger, Stamper, McLaughlin, & Nixon, 2013; Plass,
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Kalyuga, & Leutner, 2010). Some suggest alternative approaches, such as combining adaptations
provided by ILTs and external adaptations such as learner control or addition of human
instruction, are necessary to realize the personalized learning dream (Chou & Chan, 2016;
Kalyuga, 2009).

Interactive Learning Technologies and Human Instructors
Using models of individual learners’ goals, preferences, and knowledge to adapt
instruction, ILTs can reduce effort and time required while improving learning outcomes, when
compared to traditional instruction (Graf & Kinshuk, 2014; Nair & Bindu, 2016; Xin et al., 2017;
Yagci, 2016). However, even the most current and advanced ILTs use learner and instructional
models that assume a prototypical learner, rather than accounting for the significant variability
among learners, suggesting that these system-controlled adaptive environments leave something
to be desired (Graesser, 2016; Kalyuga, 2009; Plass, Moreno, & Brünken, 2010). Further,
although instruction provided by ILTs and humans is becoming increasingly similar, there are
several crucial differences in flexibility, subtlety, and style of feedback that human instructors
offer which impact cognitive load and learning but cannot be captured by ILTs (Ghosh, 2017;
Kalyuga, 2010; Narciss et al., 2014). While even the most advanced forms of ILTs have yet to
show superiority over human instructors, there also exist aspects of human instruction that have
potential to be improved by incorporating systematic and ideal instructional strategies into ILTs
(Graesser, 2016; Graesser, D’Mello, & Cade, 2011). So while research on sharing of instruction
and cognitive load mediation between human instructors and ILTs was once perceived as an
“alternative” to one-to-one initiatives, the picture is clearer now that this is simply a natural
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extension of ILT design (Chou & Chan, 2016).

Research Trends

Offering an instructional design approach to this personalization, concepts of blended
learning (also known as hybrid learning, mixed-mode instruction, or technology-mediated
instruction) have emerged as a means of combining use of ILTs with traditional face-to-face
instruction provided by a human (Brodersen & Melluzzo, 2017; Davies & West, 2014; Hilliard,
2015). Generally, blended learning has been shown to be equally or more effective than either
human instruction or ILT instruction alone (Brodersen & Melluzzo, 2017; Koedinger & Aleven
2007; Koedinger et al., 2012; Sitzmann, Kraiger, Stewart, & Wisher, 2006). Considering its
purported benefits along with increasing access to technology in the classroom, the prospect of
blended learning is gaining interest from researchers and practitioners alike (Hilliard, 2015; Horn
& Staker, 2011; McGee & Reis, 2012; Picciano et al., 2012).
Research on blended learning is somewhat complicated by the fact that it is a continually
evolving approach and is highly context dependent, leading to a lack of universal definitions of
the approach (Oliver & Trigwell, 2005; Vaughan, 2014). The current study uses a common
definition of blended learning as a pedagogically additive use of mixed delivery modes of
instruction through technology and face-to-face learning, with approaches and models differing
based on pedagogical need and within settings (Belland, 2014; Nair & Bindu, 2016; Vaughan,
2014). It is this very context dependence that allows the model to take various forms, enabling
users to adapt a program to fit pedagogical goals and physical settings and resources (Prescott et
al., 2017). The specific blended learning approach analyzed in the current study is referred to by
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some as the rotational model and is being increasingly used in K-12 settings (Horn & Staker,
2011; Koedinger & Aleven, 2016; Pierce, 2017). In this model, students operate on a schedule,
rotating between online self-paced activities and other face-to-face traditional classroom
activities such as teacher-provided instruction (Staker & Horn, 2012). This model allows
students to have some control over their learning (time, pace, path, etc.) while teachers use data
(typically captured by the ILT) to target instruction and differentiate learning based on student
progress and individual need (Hilliard, 2015; Lalima & Dangwal, 2017; Powell et al., 2015).
However, while research has shown positive impacts on learning when human instructors
manually adapt ILT-provided instruction or use ILT-provided data to manually adapt their own
instruction, a connection between blended learning and the most intelligent and self-adapting
form of ILTs (intelligent tutoring systems [ITSs]) is also absent in most literature (Eysink et al.,
2009; McGee & Reis, 2012; Yang et al., 2014). Additionally, many ILTs being used in the
classroom as part of blended learning rotational models are not being implemented by human
instructors as intended (to inform instruction; Ark, Mejia, Woolley-Wilson, & Funk, 2012;
Cargile & Harkness, 2015).
While over half a million students use cognitive tutors each year and the number of K-12
classrooms adopting rotational blended learning models rapidly increases, insufficient attention
is being given to the fidelity of implementation of these programs, let alone with concern for
maximizing the effectiveness and efficiency of their instructional design (Koedinger & Aleven,
2016; Picciano et al., 2012; Schechter et al., 2017). In fact, although research on this approach is
trending, research on the potential benefits in the elementary school setting are particularly
limited (Brodersen & Melluzzo, 2017; Prescott et al., 2017; Schweighofer & Ebner, 2015).
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Research Need

Analyses show human instruction and ILT instruction each have their strengths and
weaknesses and, accordingly, merits and demerits in terms of impact on the learning process
(Lalima & Dangwal, 2017). As Lowyck (2014) notes, ILTs were created to realize maximal
learning support through adaptive feedback and create a product as effective and efficient as a
human instructor, alleviating the need for one (p. 10). Over time, ILT research and design have
made significant progress toward helping to serve the individualized instruction need and
realizing the personalized learning dream. Developments in theories of cognitive architecture and
instructional design have been crucial in the quest for individualized instruction that is effective
and efficient, expanding implications for ILTs and yielding ITSs. These theories have also
derived constructs crucial to research on improving the effectiveness and efficiency of learning
and instruction, as demonstrated by impact on learners and ultimately learning outcomes.
But the truth is that the demands of today necessitate an instructional design approach
that blends advantages of both human and ILT instructional means to maximize student learning
(Johnson et al., 2011; Lalima & Dangwal, 2017; OECD, 2015a; Prescott et al., 2017).
Additionally, more research is needed to determine what role an ILT could and should play in
creating a comprehensive learning environment that fulfills its intention and truly helps the
learner solve the problems of learning, as is a needed area for research in blended learning. It is
no longer sufficient to just supply the hardware or software for learning; we must shift our focus
to helping teachers understand how to be effective and informed users of the tools (Healey, 2015;
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Schechter et al., 2017; Vaughan, 2014). Further, more research is needed to determine what
balance of ILT instruction and human instruction maximizes efficiency and effectiveness of
learning, providing the ideal learning environment, particularly in K-12 settings (Brodersen &
Melluzzo, 2017; Schechter et al., 2017). I propose that the function of ILTs should be to involve
students as well as teachers in the learning experience, highlighting a need for research to
address “questions [that] remain regarding the emerging concepts of what constitutes a
comprehensive learning environment and how contemporary technologies and/or technologysupported learning environments and their complementary instructional methodologies may be
used to support them” (Keefe & Jenkins, 2000; Warren et al., 2014, p. 92).
As can be surmised from the literature review, areas for further research include
implications for effectiveness and efficiency of learning and instruction based on consideration
of learner and learning environment characteristics when learning with ILTs, using cognitive
theories as applicable to ILT design and implementation, and the impact of human-provided
external instruction. Grounded in theories and constructs of cognitive architecture and
instructional design, the current study aims to analyze the highest level of ILT interactivity,
involving learner-to-instructor conditions to yield implications for effectiveness and efficiency of
learning and instruction (Kalyuga, 2007; Mayer & Moreno, 2003). Additionally, the current
study builds research on understandings of the relationship between instructional design,
cognitive load, and learning outcomes when learning with ILTs and also expands literature to
implications for blended learning approaches.
Addressing the need for this research in elementary settings, this research adds to the
literature as well as aligns with the notion that changing needs in society, business, and education
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alike require educational designers and technologists to rethink education (Kirschner, 2004). As
Kirschner furthers, it is not enough to respond to these changes by adding technological solutions
implemented according to existing educational approaches, but an integrated view considering
pedagogical, technical, social, and organizational factors is necessary.
The current study begins to lay the groundwork for answering these questions and
addressing a gap in the research on maximizing instructional design and implementation using
ILTs in conjunction with human instructors, particularly in elementary settings. Only after
investigating from these perspectives will the educational technology field truly begin to answer
Gagné’s (1986) question of how we can best employ this marvelous new invention.

CHAPTER 3. METHODS

The purpose of this study was to analyze outcomes of a quasi-experiment to determine if
there was a significant impact on effectiveness and efficiency of learning and instruction based
on whether an interactive learning system (ILT) is used with or without human-provided external
instruction. This study is important because it explores the role and impact of human-provided
external instruction on learning with an advanced educational technology, yielding implications
for instructional design. This chapter explores methodological demands of the study, including
research design, questions, and hypotheses; the setting and subject sample; the procedures of
consent, implementation, and data collection; the research variables and instrumentation; the data
analysis procedures; and the limitations and delimitations of the study.

Research Design

The research methodology employed was quantitative and quasi-experimental in nature,
using pretest-posttest control group design and post-test-only design to determine and describe
the relationship between using a human-provided external instruction in addition to an ILT and
learning outcomes and instructional efficiency (Campbell & Stanley, 1966). Using a convenience
sample with random assignment to treatment and control conditions, the researcher lacks full
control over the when and to whom of exposure (random selection with random assignment) that
defines true experiments, making the design quasi-experimental in nature (Campbell & Stanley,
1966; Moule & Hek, 2012; Plichta & Garzon, 2009). The pretest-posttest control group design
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was appropriate to use as it allows the researcher to conduct an examination of differences
between the treatment condition (ILT with human-provided external instruction) and control
condition (ILT without human-provided external instruction) to answer the research questions.

Research Questions and Hypotheses

The research questions were as follows:
1. Is there a significant difference in learning outcomes between subjects who use an
interactive learning technology (ILT) with human-provided external instruction and those
who use an ILT without human-provided external instruction?
a. Null hypothesis (H0.A). There is no significant difference in learning outcomes
between subjects using an ILT with human-provided external instruction and those
using an ILT alone.
b. Alternative hypothesis (H1.A). Learning outcomes for subjects using an ILT with
human-provided external instruction are significantly higher than for those using an
ILT alone.
2. Is there a significant difference in instructional efficiency between subjects who use an
interactive learning technology (ILT) with human-provided external instruction and those
who use an ILT without human-provided external instruction?
a. Null hypothesis (H0.B). There is no significant difference in instructional efficiency
between subjects using an ILT with human-provided external instruction and those
using an ILT alone.
b. Alternative hypothesis (H1.B). Instructional efficiency for subjects using an ILT with
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human-provided external instruction is significantly higher than for those using an
ILT alone.

Population and Sample

The subjects were from a relevant population to address the research problem and make
findings generalizable to similar populations (Bracht & Glass, 1968). The target population for
this study was lower elementary students in American suburban public schools. The sample was
drawn from an elementary school in a western suburb of Chicago, Illinois. This school had 339
students enrolled, with 43.7% low income, 12.7% students with disabilities, 1% homeless, 17.1%
Limited English Proficiency, and racial/ethnic makeup of 47.5% White, 10.6% Black, 30.4%
Hispanic, 7.1% Asian, 0.3% American Indian, and 4.1% two or more races. The school was
comprised of 55% male and 45% female students with an average class size of 23. The target
population of the findings includes students in schools with similar demographics.
A convenience sample of 44 kindergarten students was used in the current study.
Demographics for the sample are shown in Table 3.1 below.
All kindergarten students in the school were invited to participate, with the exception of
those enrolled in the bilingual program. Students in the bilingual program use a different,
Spanish-language ILT and therefore do not fit into this quasi-experimental research design.
While convenience sampling introduces limitations on the ability to generalize findings, using
this accessible sample allows interaction between treatment effect and ecological or
personological variables (outside instruction, exposure to iPads, history, maturation, etc.) to be
controlled for at the highest extent possible as all subjects were in the same grade, received the
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Table 3.1
Demographics of Sample
Socioeconomic Status
Low
Middle/High
Gender
Female
Male
Special Education Status
Students with Disabilities
Students without Disabilities
Limited English Proficiency
Limited English Proficient
Non-Limited English Proficient
Response to Intervention Status
Receives RTI
Does Not Receive RTI
Race
White
Black
Asian
Hispanic
Multiracial
Age (Years)

Percentage

Frequency

20.5%
79.5%

9/44
35/44

90.1%
9.9%

21/22
23/22

4.5%
95.5%

2/44
42/44

6.8%
93.2%

3/44
41/44

9.1%
90.9%

4/44
40/44

68.2%
30/44
6.8%
3/44
4.5%
2/44
11.4%
5/44
9.1%
4/44
M = 5.64, SD = .27
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same curriculum, and had the same scheduled ILT use (frequency and duration) (Bracht & Glass,
1968; Campbell & Stanley, 1966). Additionally, this method controlled for other threats to
validity by allowing all procedures to be implemented and monitored with fidelity under the
supervision of the researcher who had equal access to and time with the entire population at this
grade level and school (Bracht & Glass, 1968; Campbell & Stanley, 1966). While sample size
was limited due to available access to resources (ILT paid subscription and a human instructor)
and available time (for treatment) in the natural, authentic setting, random assignment with an
online random generator was used to create a control group and treatment group and control for
selection threats as much as possible (Bracht & Glass, 1968; Campbell & Stanley, 1966).

Procedures

Recruitment and Consent Procedures
Northern Illinois University’s Institutional Review Board (see Appendix B) and the
public school district’s superintendent (see Appendix C) granted approval to conduct the study.
Recruitment and consent occurred simultaneously and participation in the study was completely
voluntary. Informed consent was garnered from subject parents and oral assent was garnered
from subjects (Levine, 1988). Parental consent forms (see Appendix D) were sent home with
each potential subject to be reviewed, signed, and returned to the researcher, a Library Media
Specialist at the school. Oral assent from subjects was elicited during the school day and
recorded by the researcher (see Appendix E). Participation was completely voluntary and
potential subjects or their parents had the opportunity to opt-out at any time.
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Implementation Procedures

All subjects from whom the researcher received parental consent and oral assent were
randomly assigned to the control or treatment condition using an online random generator. All
subjects, regardless of experimental group, used the literacy-based interactive learning
technology Lexia Reading Core5® (LRC5®) during three 25-minute sessions per week (research
sessions), for four weeks. Subjects worked independently on iPads and with headphones in when
actively using LRC5®. During the research sessions, subjects in the control group worked only
on LRC5® and did not receive any additional reading support or guidance outside of LRC5®.
Subjects in the treatment group received additional support or guidance in addition to LRC5® in
the form of individual or small group external instruction, provided by a human as determined
through the diagnostic component of LRC5® that identifies specific reading concepts with which
individual subjects struggle and provides lessons to support. In elementary school settings, such
as that of the current study, a station rotational model is a form of blended learning commonly
implemented and considered a good fit for the setting, building on the traditional classroom
model of activity centers (Evans, 2012; Prescott et al., 2017; Staker & Horn, 2012). Following
this model, treatment sessions were implemented for 7 minutes at a time to individual subjects or
small groups, depending on the number of subjects needing support on a particular concept. Each
subject in the treatment group received the treatment at least once per every three 25-minute
research sessions unless the system diagnosed that no treatment was necessary during that time.
Treatment sessions occurred in a space physically removed from the control group as to limit
distractions. It should be noted that any human-provided support that was not a part of the
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treatment sessions (technological, directional, content based, etc.) occurred equally for all
subjects. All subjects also had access to technological and technology-based directional support
from an aide (the school’s library clerk) but no support related to content or clarification of
LRC5® directions or activities were provided during LRC5® use.

Interactive Learning Technology

The interactive learning technology (ILT) that was used, Lexia Reading Core5®, is from
the intelligent subgroup, commonly called intelligent tutoring systems (ITSs). LRC5® aligns
with Common Core State Standards for English Language Arts and Literacy and develops
curriculum, tasks, and design paths for learner progress based on a structured and sequential
approach (see Appendix F) that builds upon prior learning, moving from simple to complex in
six areas of reading: 1) phonological awareness, 2) phonics, 3) structural analysis, 4)
automaticity, 5) vocabulary, and 6) comprehension (Lexia Learning, 2017). LRC5® allows
learners to be self-directed and progress at their own pace through the program, deciding which
skills and activities they want to work on. As they move through the program, learners have the
opportunity to demonstrate skill proficiency and advance to the next level if no instruction is
needed. Conversely, if learners struggle with a concept, LRC5® provides scaffolding, decreasing
load (removing stimuli, answer choices, etc.) and increasing level of explicit instruction until the
learner demonstrates proficiency. Once proficiency is demonstrated, the system increases load
and decreases explicit instruction as it moves the learner back to the initial activity. The process
repeats at each level, reducing dependency on the instructional means and transitioning
responsibility to the learner (Lexia Learning, 2017). As learners work through the program, real-
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time performance data is collected through an embedded assessment tool, without interrupting
the flow of instruction. This tool provides actionable, norm-referenced and criterion-referenced
performance data that is correlated with outcomes on DIBELS®, AIMSweb®, MAP®, and other
commonly used assessments, with over 80% accuracy (Lexia Learning, 2017). Based on the data
collected by the assessment tool, LRC5® recommends resources for face-to-face instruction to
be provided by a human instructor, grouping learners by skill for small-group instruction (Lexia
Learning, 2017).

Data Collection Procedures

Data collection procedures for the current study collected data at various points before,
during, and at the end of participation. Demographic data on gender, age, Special Education
status, English Language Learner status, Title I status, and socioeconomic status were also
collected at the beginning and end of the study, using the district Skyward database. To collect
data on learning outcomes, pre-test and post-tests were administered to subjects by LRC5® and
using the outside Standardized Test for Assessment of Reading: Early Literacy® (SEL®). The
pre-tests were administered to all subjects at the beginning of the study, prior to any exposure or
other LRC5® use by subjects. Post-test scores were gathered from SEL® administration and
LRC5® at the end of the study. These instruments will be discussed further in the
Instrumentation section below. Using primary task techniques, measures of task accuracy and
time-on-task were collected by LRC5® on a continuous basis during its use (Paas et al., 2003).
Measures of relative condition efficiency and learning efficiency were calculated at the end of
the study. Data collection on the independent variable occurred in the form of document (Lexia
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Lessons® [see Appendix G]) and observation (audio-video recordings of treatment sessions)
analysis with the Human-Provided External Instruction Session Logs (see Appendix H) and
Human-Provided External Instruction Checklists (see Appendix I) after the treatment sessions. I
monitored data collection regularly and although none occurred, any issues would have been
logged and promptly addressed with the company collecting the data (Lexia or Skyward). Table
3.2 is a summary of procedures; a more expanded version available in Appendix J.

Table 3.2
Summary Table of Procedures
When
What
Pre-Study
IRB Approval, Site Approval, Instrumentation Review
Day 1-8
Subject Recruitment, Parental Consent, Subject Assent
Day 9
Random Assignment, Beginning-of-Study Demographic Data, Procedures
Briefing
Day 10-14
Expert Panel Review
Day 15
Pre-Test
Day 16-43
Implement Quasi-Experiment, Monitor Data Collection
Day 44
Post-Test
Day 45
Debrief Subjects, Repeat Expert Panel Review of Researcher-Created
Instruments, Calculate Relative Condition Efficiency and Learning
Efficiency, Collect End-of-Study Demographic Data
Day 45+
Data Analysis

Instrumentation

The current study collected data on various measures of the dependent variables.
Learning outcomes were measured in two ways: learning gains and skills progress. Instructional
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efficiency was measured in two ways: primary task techniques and combined ratio measures. To
provide information on instructional efficiency, data on task accuracy and time-on-task were
collected via primary task techniques, while relative condition efficiency and learning efficiency
were calculated after the study’s end as combined ratio measures. The current study also
collected data on the fidelity of treatment implementation. Last, the current study collected data
on demographic features of subjects as related to the dependent variables.

Demographic Variables
The current study collected data on subjects’ demographic variables of ELL status,
gender, age, Special Education status, socioeconomic status, and Title I status through schooldistrict-provided student databases. I logged this data in SPSS at the beginning and end of the
study in order to compare the control and treatment groups, over time, to each other, to the
overall school, and to generalizable populations.

Dependent Variables

Theories and practicalities of cognitive load and instructional design concern themselves
heavily with effectiveness and efficiency of instruction and learning through minimizing
negative effects on task completion caused by instructional design or other extraneous demands
on cognitive resources (Kalyuga, 2007; Park & Moreno, 2010). These concepts generally
consider product (learning outcomes or positive instructional effects) and cost (e.g., cognitive
resources or mental effort invested, cognitive load imposed, or instructional time spent) of
learning and instruction (Kalyuga, 2007; Park & Moreno, 2010; van Joolingen, 2014). Following
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patterns of prior research, the current study measured learning outcomes, effort, resources, and
time to discuss concepts of effectiveness and efficiency of learning and instruction (Brünken et
al., 2010; Kalyuga, 2007; Paas & van Merriënboer, 1993; van Joolingen, 2014). Using empirical
methods commonly associated with these concerns, in the current study effectiveness was
assessed as learning outcomes (learning gains and skills progress) and efficiency was assessed
with two primary task measures (task accuracy and time-on-task) and two combined ratio
measures (learning efficiency and relative condition efficiency) commonly seen in similar
“efficiency” research (Franklin, Kalin, & McAvoy, 1974; Paas et al., 2003; Paas & van
Merriënboer, 1993; Trevors et al., 2014).

Learning Outcomes

In the current study, learning outcomes were measured as change in score between
content-based pre-tests and post-tests. The construct of learning outcomes has been interpreted as
effectiveness of learning and instruction and is related to efficiency as well (Paas et el., 2003;
Sweller, 1988). The method of using a change in pre-test and post-test scores to quantify the
impact of a treatment is considered consistent with quasi-experimental design and is commonly
utilized to measure learning outcomes (Brünken, Seufert, & Paas, 2010; Campbell & Stanley,
1966). The current study defines learning outcomes in terms of effectiveness, using measures of
subject learning gains and skill progress (Noesgaard & Ørngreen, 2015).
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Learning gains. In the current study, learning gains were defined as growth in content
knowledge as demonstrated through performance on a computer-adaptive assessment designed to
measure early literacy skills of readers in grades K-2 known as STAR Early Literacy® (SEL®)
(Renaissance Learning, 2016). This instrument assesses proficiency in world knowledge and
skills, comprehension strategies and constructing meaning, and numbers and operations,
including ten key early literacy subdomains correlated to Common Core State Standards and
recommendations from the National Reading Panel and National Early Literacy Panel
(Renaissance Learning, 2016). This progress-monitoring assessment tailors content and difficulty
level to each student’s level of performance, lasting an average of 11 minutes, and provides
feedback on students’ reading development for instructional use (Renaissance Learning, 2016).
The pre-test was administered to subjects before the study began and the post-test was
administered to subjects at the end of the study through SEL®’s adaptive assessment and using
the scaled scores (see Appendix K). The difference between the pre-test and post-test was taken
as the change in scaled score over the study duration (see Appendix L).
For its internal computations, SEL® uses procedures associated with the Rasch 1parameter logistic response model, using a proprietary maximum-likelihood item response
theory estimation procedure to avoid any potential bias in the scaled scores and adapting test
items by matching Rasch item difficulty and ability parameters and students' abilities expressed
on a Rasch scale (Renaissance Learning, 2016). The scaled score from SEL® is used to
summarize student performance using a “user-friendly,” non-linear, monotonic transformation of
the test’s Rasch ability estimate ranging from 300-900 (representing expected performance from
students 3-9 years of age) (Renaissance Learning, 2016). These scores have been shown to
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correlate highly with over 20 standardized early literacy, reading, and learning readiness
measures such as Running Records, Group Reading Assessment and Diagnostic Evaluation
(GRADE®), Iowa Test of Basic Skills (ITBS®), Dynamic Indicators of Basic Literacy Skills
(DIBELS®) and, Developmental Indicators of the Assessment of Learning (DIAL®) with r=
0.60, 95% CI, 0.57 < μ < 0.62 (Renaissance Learning, 2016). Additionally, although typical
reliability measurements are not calculable given that the test is adaptive, given n=9,146, testretest reliability (0.86), split-half reliability (0.91), and generic reliability (0.92) of scaled scores
were all calculated as reliability evidence (see Appendix M; Renaissance Learning, 2016).

Skills progress. The current study defined skills progress as growth in content skill units
as demonstrated by performance in the ILT. LRC5® uses a scope and sequence to divide gradelevel benchmark material into levels, skill categories, and activity units, setting a target number
of activity units for learners to complete by the end of the school year to demonstrate grade-level
proficiency (e.g., there are 244 units in the Kindergarten Skills umbrella, spread over 5 levels)
(see Appendix N). Subjects are required to perform at 90%–100% accuracy to pass a unit (Lexia
Learning, 2017). The pre-test was administered to subjects before the study begins through
LRC5®’s diagnostic assessment tool that enables subjects to test out of certain skills units within
levels in LRC5® (see Appendix O). The pre-test score was taken as the unit/level where the
subject was placed to begin the study (e.g., if the subject was auto-placed at Kindergarten Level
2, the pre-test score was defined as 42, as there are 42 units under the Pre-Kindergarten Level 1
skills umbrella; see Appendix P). The post-test score was taken as the unit where the subject was
placed at the end of the study. The difference between the pre-test and post-test was taken as the
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change in units over the study duration, represented in LRC5® as “Units Gained This Year” (see
Appendix P).
LRC5® show strong validity and reliability through correlation to common outside
literacy assessments such as AIMSweb®’s reading curriculum-based measure (R-CBM®),
Dynamic Indicators of Basic Early Literacy Skills (DIBELS®), Northwest Evaluation
Association (NWEA®), and Measures of Academic Progress (MAP®; Baron & Macaruso,
2016). Findings show significant, positive correlations between LRC5® and outside assessment
scores at the beginning, middle, and end of year (r= .4-.9, p < .001; Baron & Macaruso, 2016).
Further, beginning and middle of year LRC5® scores are able to predict end-of-year on outside
measures with 79-84% accuracy. Additionally, reaching end-of-year, grade-level benchmark
LRC5® is well aligned with proficiency levels of outside assessments (≥ 81% accuracy; Baron
& Macaruso, 2016).

Instructional Efficiency

The concept of instructional efficiency manifests in different forms, generally involving
weighing product (learning outcomes or positive instructional effects) against cost (e.g. cognitive
resources or mental effort invested, cognitive load imposed, or instructional time spent)
(Brünken et al., 2010; Kalyuga, 2007; Paas & van Merriënboer, 1993; van Joolingen, 2014). To
weigh products of learning and instruction against their costs, the current study collected data on
task accuracy and time-on-task and used it in conjunction with data on learning outcomes to
calculate combined ratio measures of relative condition efficiency and learning efficiency.
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Primary task measures (task accuracy and time-on-task). The current study used primary
task techniques to collect performance data on the variables of task accuracy and time-on-task
and yield information on instructional efficiency. Paas and van Merriënboer (1993) argue that
meaningful measurement and interpretation of variables related to cognitive load can only be
given in the context of its associated performance level (i.e. during the primary task). Although
secondary task measurement is generally highly sensitive and reliable, it is rarely applied in
research as it can interfere considerably with the primary task, especially when cognitive load
during the primary task is high or cognitive resources of subjects are limited (Paas et al, 2003).
While primary task measures of task accuracy (accuracy of learning performance) and
time-on-task (time required to complete a task) are not measures of cognitive load itself, they are
known to correlate with cognitive load and are often used to highlight the relation between
instructional design and cognitive processing (Brünken et al., 2010). Specifically, task accuracy
measures effect on learning to answer questions about the relationship between instructional
design and knowledge acquisition (Brünken et al., 2010; Mayer, 2005; Mayer & Moreno, 1998).
Time-on-task measures effect on learning to answer questions about amount of learner
investment required for learning (cognitive processing; Brünken et al., 2010; Tabbers, Martens,
& van Merriënboer, 2004; Tuovinen & Paas, 2004; Van Gog & Paas, 2008). Given that these
variables are functions of quality instruction, the current study used these measures to discuss the
impact and effectiveness of the instructional design (Franklin et al., 1974; Gagné et al., 1992;
Sweller 1988, 1994; Tabbers et al., 2004; Trevors et al., 2014).
As task accuracy is calculated as the ratio of correctly performed tasks to the number of
all performed tasks, the current study used data recorded by LRC5® to measure the ratio of total
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number of unit attempts recorded during the duration of the study, divided by total number of
units completed (see Appendix Q; Zugal, Pinggera, Reijers, Reichert, & Weber, 2012). As timeon-task (duration) is generally calculated as the amount of time spent on a task before reaching a
certain level of achievement, the current study used data recorded by LRC5® to measure
subjects’ average time spent before passing a LRC5® unit (“total unit time” divided by “total
units gained”; Eysink et al., 2009). Standardized LRC5® administration and scoring supported
reliability and validity.

Combined ratio measure (relative condition efficiency). The current study used a
combined ratio measure to calculate relative condition efficiency as a measure of instructional
efficiency. Because learners can compensate for an increase in mental load by investing more
mental effort, it is difficult to determine associated cognitive costs from performance-based
measures alone. However, there is a complex relationship between mental effort and
performance that can be compared in such a way that one can interpret the mental efficiency of a
particular instructional condition (Paas & van Merriënboer, 1993). As it was used to do in the
current study, this measure reflects efficiency of instruction and answers questions surrounding
optimization of instructional design (Brünken et al., 2010; Paas et al., 2003; Paas & van
Merriënboer, 1993).
The current study calculated relative condition efficiency (RCE) using Paas and van
Merriënboer’s (1993) combined ratio measure: 𝑅𝐶𝐸 =

𝑍𝑃𝑒𝑟𝑓𝑜𝑟𝑚𝑎𝑛𝑐𝑒 −𝑍𝑀𝑒𝑛𝑡𝑎𝑙 𝐸𝑓𝑓𝑜𝑟𝑡
√2

, where RCE is

highest when it reaches zero. This measure is widely used because it is easy to calculate and
independent from the specific measure of performance or effort (Brünken et al., 2010; Chandler
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& Sweller, 1996; Marcus, Cooper, & Sweller, 1996; Paas & van Gog, 2007; Sweller, 1988; Van
Gerven, Paas, van Merriënboer, & Schmidt, 2002; Zugal et al., 2012). Similar to its measurement
in earlier work, the current study measured performance as learning outcome (change in pre- and
post-test scores; Pass & van Merriënboer 1993). Two scores for learning efficiency were
calculated; one using the measure of learning gains as collected by SEL® to define “learning
outcome” and one using skills progress as collected by LRC5® to define “learning outcome.”
The current study also builds from prior theory and research by using time-on-task as the
measure of mental effort and in calculations of instructional efficiency (Liu, Lin, & Paas, 2013;
Trevors et al., 2014; van Gog & Paas, 2008; van Joolingen, 2014; Zugal et al., 2012). Studies
show the more mental effort a task requires, the higher the time-on-task and lower the task
accuracy, with positive correlations between mental effort and time-on-task (r = 0.742, p =
0.000; Botvinick, Huffstetler, & McGuire, 2009; Botvinick & Rosen, 2009; Kool, McGuire,
Rosen, & Botvinick, 2010; Ludwiczak, 2016; McGuire & Botvinick, 2010; Zugal et al., 2012).

Combined ratio measure (learning efficiency). Learning efficiency was measured to
assess instructional efficiency using a combined measure ratio of total learning time to learning
gains to determine the rate of learning (Franklin et al., 1974). The amount of time spent in
instruction and the amount of learning gain within that period of time reflect the efficiency of
learning (Bloom, 1973; Carroll, 1963,). This measure correlates to expected outcomes of other
efficiency variables, as highlighted in theories of instructional design and cognitive load (Gagné
et al., 1992; Sweller. 1988, 1994). As in the current study, ratio measures using these variables
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relate to measures of cognitive load and yield implications for efficiency of instructional design
(Liu et al., 2013; Paas et al., 2003).
In the current study, learning efficiency was calculated using Franklin et al.’s (1974)
𝑙𝑒𝑎𝑟𝑛𝑖𝑛𝑔 𝑜𝑢𝑡𝑐𝑜𝑚𝑒

model: 𝐿𝐸 = 𝑡𝑜𝑡𝑎𝑙 𝑖𝑛𝑠𝑡𝑟𝑢𝑐𝑡𝑖𝑜𝑛𝑎𝑙 𝑡𝑖𝑚𝑒. Two scores for learning efficiency were calculated, one
using the measure of learning gains as collected by SEL® to define “learning outcome” and one
using skills progress as collected by LRC5® to define “learning outcome.” In both calculations,
similar to earlier work, learning gains were measured as change in pre-test and post-test scores
and total instructional time as total time spent in the instructional setting (Franklin et al., 1974).

Independent Variable

Human-Provided External Instruction.

It was of interest to the current study whether effective, efficient instruction with an ILT
requires true integration of student-directed and teacher-directed online and offline learning
(Vaughan, 2014). The independent variable in the current study was the addition of humanprovided external instruction. Through embedded assessment of online performance, LRC5®
automatically recommends lessons for struggling learners to be delivered through humanprovided external instruction through individual or small-group instruction. These skill-specific
instructional materials follow the Gradual Release of Responsibility model and provide scripted,
step-by-step strategies to address each learner’s skill gaps (Lexia Learning, 2017). Following
seminal instructional design approaches laid out by Gagné (1986) and Merrill (2002), I used
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Lexia Lessons® along with a checklist-style approach to incorporate nine instructional events (as
appropriate) during treatment sessions. This allowed for targeted instruction specific to learning
profiles of individual subjects (Freeland, 2015; Powell et al., 2015).
The checklist for implementation of the human-provided external instruction condition
(treatment condition) was adapted from a teaching function checklist of research-based most
effective instructional procedures supported by the American Federation of Teachers and the
Center on Innovation and Improvement, a national content center supported by the U. S.
Department of Education’s Office of Elementary and Secondary Education (Gersten, Chard,
Jayanthi, Baker, Morphy, & Flojo, 2009; McDonald & Elias, 1974; Rosenshine, 2008, 2012;
Rosenshine & Stevens, 1986). This checklist was modified to ensure accordance with seminal
instructional design theory (Gagné et al., 1992; Merrill, 2002). Each treatment session used the
Human-Provided External Instruction Checklist to review occurrence of each teaching function.
While the nature of the treatment varied based on learner need, the checklist served as a
manipulation check to provide information on fidelity of implementation in terms of
incorporation of these particular human-provided external instruction conditions. Additionally,
the Human-Provided External Instruction Session Log was utilized to record date, time, duration,
skill focus, and subjects in each treatment session. This data was triangulated through review of
video recordings of each treatment session. These steps were taken to monitor and measure
treatment sessions to examine plausibility of an implementation threat, as well as to describe the
nature of the treatment and the fidelity of treatment implementation.
A panel of experts also reviewed the researcher-created instruments (Human-Provided
External Instruction Checklist and Human-Provided External Instructional Session Log) to
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establish validity before the study began. The panel of experts also reviewed a selection of Lexia
Lessons® and video recordings from treatment sessions with the checklist and log to establish
inter-rater reliability at the end of the study. Findings of the expert panel review were used to
make small modifications to the instrumentation and no repeat reviews were necessary. As a
result of the expert panel review, two changes were made to the instrument. One change was
allowing a half point score to be given in the “Provided concrete positive and negative examples”
teaching function because the panel agreed this function was looking for two behaviors, of which
only one may have occurred or been relevant. The second change was the simple correction of a
calculation error, adjusting the count for teaching functions in the “Independent Practice”
category to accurately reflect that it housed four teaching functions, not seven. This change was
also reflected in adjustment of the overall count of teaching functions from the original
instrument (lowered to 28 instead of the incorrectly calculated 31).
Validity of the checklist and log was supported by a single, consistent implementer/scorer
(the researcher) and triangulation data with lesson documents and video records. Validity of the
checklist was further supported by its design in accordance with seminal theory and researchbased effective instructional procedures.
Descriptive statistics were further used to describe inter-rater reliability of the HumanProvided External Instruction Checklist (checklist) that was used to report on the independent
variable (treatment). An expert panel consisting of three experts used the checklist to evaluate
two human-provided external instruction sessions with two different subjects (using audio-video
recordings and associated lesson plans). Cohen's κ was run to report inter-rater reliability and
determine if there was agreement between each pair of expert panel raters’ evaluation of the
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human instructional sessions using the checklist. As detailed in Tables 3.3-3.5, there was
moderate agreement between raters 1 and 2, κ = .497 (95% CI, .300 to .886), p < .0005;
moderate agreement between raters 2 and 3, κ = .492 (95% CI, .300 to .886), p < .0005; and
moderate agreement between raters 1 and 3, κ = .533 (95% CI, .300 to .886), p < .0005.

Table 3.3
Symmetric Measures of Rater 1 and Rater 2 (Inter-rater Reliability)
N
Asymptotic Approximate Approximate
(Valid Cases) Value Standard Error
T
Significance
Measure of Agreement
56
.497
.115
3.757
.000
(Kappa)

Table 3.4
Symmetric Measures of Rater 2 and Rater 3 (Inter-rater Reliability)
N
Asymptotic Approximate Approximate
(Valid Cases) Value Standard Error
T
Significance
Measure of Agreement
56
.492
.106
4.087
.000
(Kappa)

Table 3.5
Symmetric Measures of Rater 1 and Rater 3 (Inter-rater Reliability)
N
Asymptotic Approximate Approximate
(Valid Cases) Value Standard Error
T
Significance
Measure of Agreement
56
.533
.113
4.195
.000
(Kappa)
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Data Analysis

Descriptive Statistics

All collected data was entered into SPSS statistical software for analysis. Descriptive
analysis of the demographic data was conducted to describe the sample using frequencies of each
response and percentages of categorical data of interest (gender, ELL status, etc.) as well as
means, medians, and standard deviations for quantitative data of interest (age).
Descriptive statistics were also generated for the current study using SPSS to describe the
differences between the treatment and control groups in terms of learning outcomes (learning
gains as measured by SEL® and skills progress as measured by LRC5®) and instructional
efficiency (primary task measures of task accuracy and time-on-task, as well as combined ratio
measures of relative condition efficiency and learning efficiency). The minimum, maximum,
mean, standard deviation, skewness, and kurtosis were computed for all dependent variables
mentioned above. These analyses of interval data gathered on each dependent variable were
calculated to yield understandings for how representative the mean of the observed data was, as
well as for how well it represented the values in the actual population (Field, 2013).
Descriptive statistics were also conducted using data collected on the instrument used to
monitor the independent variable, as well as the independent variable itself, to yield frequencies
and percentages to help describe the nature of the intervention, as definition clarity and
implementation fidelity are a weakness of prior blended learning research.
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Inferential Statistics

Data analyses were further conducted through inferential statistics as described in this
section, using means calculated with all measures recorded for each variable from all data
collection points over the study duration. The current study planned to conduct a one-way
ANOVA (with treatment as a factor) on each dependent variable yielding interval data to check
for statistically significant differences between groups in terms of learning outcomes (learning
gains and skill progress) or instructional efficiency measures (task accuracy, time-on-task,
relative condition efficiency, and learning efficiency). A one-way ANOVA is thought to be the
best means of testing significance of differences between independent sample groups, using
interval data collected on a dependent variable (Corston & Colman, 2000). However, as ShapiroWilks test for normality and Levene’s test for homogeneity of variance were calculated and
showed ANOVA assumptions were violated for variables of time-on-task and relative condition,
efficiency, nonparametric tests were conducted to determine if significant differences between
the groups existed (Field, 2013). To further explore all dependent variable differences, eta
squared and omega squared, were calculated for each to explore strength of treatment impact and
report on effect size, as were power and probability of Type II error (Field, 2013).

Threats to Study Validity and Reliability

The current study compared and contrasted control and treatment groups to determine if
the treatment had an effect, assuming that interventions were implemented with fidelity, the
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sample population was representative of the population and similar populations to which results
can be generalized, and random assignment accounted for personological and ecological threats
to the research design. However, I recognize potential threats to validity and reliability of
findings existed based on the subjects and research sessions themselves (Campbell & Stanley,
1966). For instance, sampling methods exclude potential subjects in the bilingual program and
this threat to generalizability should be noted for similar populations.
Random assignment should account for inter-session, intra-session, maturation, and
testing effects as well as history threats from outside of the research setting, in the form of
general education, which can be particularly impactful for kindergarten subjects (Bracht & Glass,
1968). However, individual interventions, such as Title I support, could have occurred
disproportionately in comparison groups and cause changes in dependent variables. Potential for
selection bias or mortality effects were therefore accounted for through review of demographic
and pre-test data of both groups at the beginning and end of the study.
Alternative explanations for treatment effect also exist in forms beyond the researcher’s
scope and control. For instance, it may have been easier to detect effects if subjects worked on a
skill in LRC5® immediately after human-provided external instruction on that specific skill than
it would be to detect some time later (interaction of time of measurement and treatment effects)
(Bracht & Glass, 1968). Treatment effect may have been further limited in terms of strength due
to the short duration of the study or in terms of power, due to a relatively small sample size
available for the study. I explore the impact of these limitations on generalizability of the study
and make suggestions for future research based on them in Chapter 5. Any limitations
concerning data collection methods and instrument reliability and validity that could impact
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treatment effect have been explored and accounted for above.
Delimitations for the study also exist based on theoretical assumptions and considerations
and the variables the researcher chose to explore. The current study explored variables associated
with cognitive load but did not measure cognitive load directly, limiting discussion to
implications for cognitive load. Further, variables in the current study can only be considered in
terms of impact on the learner in the context of instructional time within the research setting. As
such, results cannot support discussion of effectiveness and efficiency of instructional design in
terms of instructor time spent outside of the research setting.
I contend that I have addressed threats as best as possible in the design of the study as to
realistically control for critical variables without sacrificing integrity of the study. It should be
noted that replication or iterations of the current study could be completed to address any
additional concerns.

CHAPTER 4. RESULTS

The purpose of this quasi-experimental quantitative study was to explore the impact of the
addition of a human instructor on learning with a reading-focused ILT in a kindergarten
environment in order to develop a detailed view of the meaning and value of a human instructor
for learners using an ILT. The ILT examined in this study, known as Lexia Reading Core5®
(LRC5®), was from an advanced ILT subgroup; intelligent tutoring systems [ITS]. This chapter
will explore the findings of the research and address the following questions and hypotheses:
1. Is there a significant difference in learning outcomes between subjects who use an
interactive learning technology (ILT) with human-provided external instruction and those
who use an ILT without human-provided external instruction?
a. Null hypothesis (H0.A). There is no significant difference in learning outcomes
between subjects using an ILT with human-provided external instruction and those
using an ILT alone.
b. Alternative hypothesis (H1.A). Learning outcomes for subjects using an ILT with
human-provided external instruction are significantly higher than for those using an
ILT alone.
2. Is there a significant difference in instructional efficiency between subjects who use an
interactive learning technology (ILT) with human-provided external instruction and those
who use an ILT without human-provided external instruction?
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a. Null hypothesis (H0.B). There is no significant difference in instructional efficiency
between subjects using an ILT with human-provided external instruction and those
using an ILT alone.
b. Alternative hypothesis (H1.B). Instructional efficiency for subjects using an ILT with
human-provided external instruction is significantly higher than for those using an
ILT alone.
Data analysis occurred through descriptive and inferential statistics. All collected data was
entered into SPSS statistical software for analysis. Descriptive analyses of demographic data
were used to describe the sample. Descriptive analyses of the dependent variables were used to
describe treatment and control groups and yield understandings for how representative the mean
of the observed data was (Field, 2013). Descriptive analyses of the independent variable were
used to help describe the nature of the intervention. Inferential statistics were also generated
using means calculated with all measures recorded for each dependent variable to check for
statistically significant differences between groups in terms of learning outcomes (learning gains
and skill progress) or instructional efficiency measures (task accuracy, time-on-task, relative
condition efficiency, and learning efficiency). Other analyses and post-hoc tests were also used
to further describe the data and explore significant dependent variable differences.
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Main Statistical Analyses

Demographics

Descriptive analyses of the demographic data was conducted to describe the sample using
frequencies of each response and percentages of categorical data of interest (gender, ELL status,
Special Education status, Title I status, and socioeconomic status) as well as means, medians,
and standard deviations for quantitative data of interest (age). As detailed in the Table 4.1 below,
demographic data of the control group (CG) and treatment group (TG) was similar. Percentages
of both groups were as follows: low socioeconomic status (CG: 22.7%, TG: 18.2%), gender (CG:
50% female, TG: 45.5% female), students with disabilities (CG: 4.5%, TG: 4.5%), Limited
English Proficiency (CG: 4.5%, TG: 9.1%), Response to Intervention status (CG: 9.1%, TG:
9.1%), age (CG: 5.71 years, TG: 5.56 years), and race (CG: 68.2% White, 0% Black, 4.5% Asian,
13.6% Hispanic, 13.6% Multiracial; TG: 68.2% White, 13.6% Black, 4.5% Asian, 9.1% Hispanic,
4.5% Multiracial).

Independent Variable: Human-Provided External Instruction

Descriptive statistics were conducted on the independent variable to yield frequencies
and percentages to help describe the nature of the intervention, as definition clarity and
implementation fidelity are a weakness of prior blended learning research. A detailed table of the
percentages of human-provided external instruction sessions during which each teaching
function occurred is available in Appendix S. Multiple teaching functions never occurred

71

Table 4.1
Demographics of Control and Treatment Groups
Control Group
Percentage
Frequency
Socioeconomic Status
Low
22.7%
5/22
Middle/High
77.3%
17/22
Gender
Female
50.0%
11/22
Male
50.0%
11/22
Special Education Status
Students with Disabilities
4.5%
1/22
Students without Disabilities
95.5%
21/22
Limited English Proficiency
Limited English Proficient
4.5%
1/22
Non-Limited English Proficient
95.5%
21/22
Response to Intervention Status
Receives RTI
9.1%
2/22
Does Not Receive RTI
90.9%
20/22
Race
White
68.2%
15/22
Black
0%
0/22
Asian
4.5%
1/22
Hispanic
13.6%
3/22
Multiracial
13.6%
3/22
Age (Years)
M = 5.71, SD = .288

Treatment Group
Percentage
Frequency
18.2%
81.8%

4/22
18/22

45.5%
54.5%

10/22
12/22

4.5%
95.5%

1/22
21/22

9.1%
90.9%

2/22
20/22

9.1%
90.9%

2/22
20/22

68.2%
15/22
13.6%
3/22
4.5%
1/22
9.1%
2/22
4.5%
1/22
M = 5.56, SD = .252
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(gaining attention, reviewing prerequisite skills and knowledge, reviewing learning from the past
week, and reviewing learning from the past month) while many others occurred during every
session (stating lesson goals, using student-friendly language, teaching in small steps, modeling
procedures, using clear language, checking for student understanding, students receiving help
during initial steps, high frequency of guided practice, all students responding, students
performing tasks independently, and the teacher providing active supervision.) On average,
19.22 out of 28 teaching functions were observed during each human-provided external
instruction session (M = 19.22), meaning 68.64% of teaching functions occurred during each
session.
Descriptive analyses were also run on the characteristics of the treatment intervention
itself and results are provided in Figure 4.1. The mean length of the human-provided external
instruction sessions provided was 8.76 minutes, with the longest session lasting 16.03 minutes
and the shortest session lasting 4.98 minutes. fourteen out of twenty-two (63.7%) of treatment
group subjects received at least one human-provided external instruction session, with the mean
number of human-provided external instruction sessions per subject being 1.41. The subject
receiving the most human-provided external instruction time received 42.42 minutes and the
subject receiving the least human-provided external instruction time received 8.07 minutes
(outside of those who received 0 minutes). The mean human-provided external instruction time
received by all subjects in the treatment group (including those who received 0 minutes) was
2.55 minutes.
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Figure 4.1 Descriptive Statistics of Human-Provided External Instruction Sessions

Dependent Variables: Group Differences

Descriptive statistics were also generated to describe outcome variables of interest in the
treatment and control groups in terms of learning outcomes (learning gains as measured by
STAR Early Literacy® [SEL®] and skills progress as measured by Lexia Reading Core5®
[LRC5®]) and instructional efficiency (primary task measures of task accuracy and time-on-task,
as well as combined ratio measures of relative condition efficiency and learning efficiency). The
minimum, maximum, mean, standard deviation, skewness, and kurtosis were computed for all
dependent variables to yield understandings for how representative the mean of the observed
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data was (Field, 2013). Inferential analyses were also conducted to compare the effect of humanprovided external instruction in the control (LRC5® use alone) and experimental (LRC5® use
with the addition human-provided external instruction) conditions as described in this section
and determine if a difference likely exists in the population. These were the primary analyses
conducted to answer the inferential research questions posed in this study.

Learning Outcomes

Learning gains. A one-way analysis of variance (ANOVA) was used to examine whether
the dependent variable was a function of the instructional group that subjects were a member of
during a prescribed amount of time. The independent variable represented the two different
instructional groups: 1) ILT use alone and 2) ILT use in addition to human-provided external
instruction. The dependent variable was learning gains as calculated by SEL®. As displayed in
Table 4.2, the control group showed higher learning gains (min. = -163, max. = 185, M = 20.23,
SE = 20.00, SD = 98.82) than the treatment group (min. = -206, max. = 190, M = 7.86, SE =
20.39, SD = 95.62).

Table 4.2
Descriptive Statistics for Learning Gains (SEL®)
n
Min.
Max.
Learning Gains (SEL®)
Control Group
22
-163
185
Treatment Group
22
-206
190

M

SE

SD

20.23
7.86

20.00
20.39

98.82
95.62
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The test for normality, examining standardized skewness and the Shapiro-Wilks test
(F(44) = .984, p =.791), indicated the data were fairly symmetrical and statistically normal. The
control group data had a slightly negative skew (-.318) and negative kurtosis (-.516) and the
treatment group data had a slightly negative skew (-.015) and slightly positive kurtosis (.374).
Additionally, homogeneity of variance was not significant, Levene’s F(43) = .161, p = .690,
indicating that this assumption underlying the application of ANOVA was met. An alpha level
of .05 was used for all subsequent analyses. The one-way ANOVA of learning gains (see Table
4.3) revealed no statistically significant differences between groups, F(1,42) = .187, p = .667,
indicating that there was no statistically significant effect on learning gains based on treatment.
Eta squared (η = -.004) and omega squared (ω = -.284) were calculated and indicated extremely
2

2

small effect sizes; therefore, an extremely small amount of variation in learning gains is
attributable to treatment differences between the groups. Probability of Type II Error was
calculated at .9524 and power was calculated at .1476. Post hoc comparisons were not warranted
given the non-significant results of the main analyses.

Table 4.3
Analysis of Variance for Learning Gains (SEL®)
Sum of Squares
Learning Gains (SEL®)
Between Groups (Combined)
1681.455
Within Groups
376850.455
Total
378531.909

df

Mean Square

1
42
43

1681.455
8972.630

F

Sig.

.187 .667
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Skills progress. A One-way Analysis of Variance (ANOVA) was used to examine
whether the dependent variable was a function of the instructional group that subjects were a
member of during a prescribed amount of time. The independent variable represented the two
different instructional groups: 1) ILT use alone and 2) ILT use in addition to human-provided
external instruction. The dependent variable was skills progress calculated by LRC5®. As
displayed in Table 4.4, the control group showed higher skills progress (min. = 1, max. = 91, M
= 40.41, SE = 5.83, SD = 27.35) than the treatment group (min. = 0, max. = 80, M = 36.32, SE =
4.47, SD = 20.94).

Table 4.4
Descriptive Statistics for Skills Progress (LRC5®)
n
Min.
Max.
Skills Progress (LRC5®)
Control Group
22
1
91
Treatment Group
22
0
80

M

SE

SD

40.41
36.32

5.83
4.47

27.35
20.94

The test for normality, examining standardized skewness and the Shapiro-Wilks test
(F(44) = .967, p =.228), indicated the data were fairly symmetrical and statistically normal. The
control group data had a slightly positive skew (.017) and negative kurtosis (-1.076) and the
treatment group data had a moderately positive skew (.531) and positive kurtosis (.319).
Additionally, homogeneity of variance was not significant, Levene’s F(43) = 3.495, p = .069,
indicating that this assumption underlying the application of ANOVA was met. An alpha level
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of .05 was used for all subsequent analyses. The one-way ANOVA of learning gains (see Table
4.5) revealed no statistically significant differences between groups, F(1,42) = .310, p = .580,
indicating that there was no statistically significant effect on learning gains based on treatment.
Eta squared (η = .007) and omega squared (ω = -.016) were calculated and indicated extremely
2

2

small effect sizes; therefore, an extremely small amount of variation in learning gains is
attributable to treatment differences between the groups. Probability of Type II Error was
calculated at .9039 and power was calculated at .1961. Post hoc comparisons were not warranted
given the non-significant results of the main analyses.

Table 4.5
Analysis of Variance for Skills Progress (LRC5®)
Sum of Squares
Skills Progress (LRC5®)
Between Groups (Combined)
184.091
Within Groups
24918.091
Total
25102.182

df

Mean Square

1
42
43

184.091
593.288

F

Sig.

.310 .580

Instructional Efficiency

Primary task measure- task accuracy. A one-way analysis of variance (ANOVA) was
used to examine whether the dependent variable was a function of the instructional group that
subjects were a member of during a prescribed amount of time. The independent variable
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represented the two different instructional groups: 1) ILT use alone and 2) ILT use in addition to
human-provided external instruction. The dependent variable was task accuracy calculated by
LRC5®. As displayed in Table 4.6, the control group showed lower task accuracy (min. = .01,
max. = .69, M = .346, SE = .045, SD = .212) than the treatment group (min. = .00, max. = .67, M
= .358, SE = .039, SD = .185).

Table 4.6
Descriptive Statistics for Task Accuracy
n
Min.
Max.
Task Accuracy
Control Group
22
.01
.69
Treatment Group 22
.00
.67

M

SE

SD

.346
.358

.045
.039

.212
.185

The test for normality, examining standardized skewness and the Shapiro-Wilks test
(F(44) = .965, p = .194), indicated the data were fairly symmetrical and statistically normal.
Data of the control group had a slightly negative skew (-.304) and negative kurtosis (-1.152)
within normal distribution limits. Data of the treatment group had a slightly positive skew (.059)
and negative kurtosis (-.774) within normal distribution limits. Additionally, homogeneity of
variance was not significant, Levene’s F(43) = .606, p = .441, indicating that this assumption
underlying the application of ANOVA was met. An alpha level of .05 was used for all
subsequent analyses. The one-way ANOVA of task accuracy (see Table 4.7) revealed no
statistically significant differences between groups, F(1,42) = .041, p = .841, indicating that there
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was no statistically significant effect on skills progress based on treatment. Eta squared (η

2

= .001) and omega squared (ω = -.223) were calculated and indicated extremely small effect
2

sizes; therefore, an extremely small amount of variation in task accuracy is attributable to
treatment differences between the groups. Probability of Type II Error was calculated at .9132
and power was calculated at .0868. Post hoc comparisons were not warranted given the nonsignificant results of the main analyses.

Table 4.7
Analysis of Variance for Task Accuracy
Sum of Squares df Mean Square F
Task Accuracy
Between Groups (Combined)
.002
1
.002
.041
Within Groups
1.659
42
.040
Total
1.661
43

Sig.
.841

Primary task measure- time-on-task. A one-way analysis of variance (ANOVA) was used
to examine whether the dependent variable was a function of the instructional group that subjects
were a member of during a prescribed amount of time. The independent variable represented the
two different instructional groups: 1) ILT use alone and 2) ILT use in addition to humanprovided external instruction. The dependent variable was time-on-task calculated by LRC5®.
As displayed in Table 4.8, the control group showed higher time-on-task (min. = 2.02, max. =
127.00, M = 15.71, SE = 6.07, SD = 28.45) than the treatment group (min. = 2.19, max. = 92.00,
M = 8.91, SE = 3.99, SD = 18.71).
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Table 4.8
Descriptive Statistics for Time-on-Task
n
Min.
Max.
Time-on-Task
Control Group
22
2.02
127.00
Treatment Group
22
2.19
92.00

M

SE

SD

15.71
8.91

6.07
3.99

28.45
18.71

The test for normality, examining standardized skewness and the Shapiro-Wilks test
(F(44) = .449, p = .000), indicated the data were highly positively skewed and were not
statistically normal, thus violating this assumption underlying the application of an ANOVA.
Data of the control group had a positive skew (3.19) and positive kurtosis (11.54) that was not
within normal distribution limits. Data of the treatment group had a positive skew (4.58) and
positive kurtosis (21.23) that was not within normal distribution limits. Several outliers were also
revealed in the data (CG5 = 32.25 min., CG17 = 41.33 min., CG18 = 26 min., CG19 = 127 min.,
CG22 = 44.25 min., and TG4 = 10.20 min., TG16 = 92 min.). Additionally, homogeneity of
variance was significant, Levene’s F(43) = 3.37, p = .073, indicating that this assumption
underlying the application of ANOVA was not met. As the data did not meet assumptions of an
ANOVA, nonparametric tests were conducted. An alpha level of .05 was used for all subsequent
analyses. The Kruskal-Wallis independent-samples test of time-on-task (see Table 4.9) revealed
no statistically significant differences between groups, (H(1) = .169, p = .681), with a mean rank
of 21.7 for the control group and 23.3 for the treatment group. These results indicate that there
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was no statistically significant effect on time-on-task based on treatment. Eta squared (η = .020)
2

and omega squared (ω = -.003) were calculated and indicated extremely small effect sizes;
2

therefore, an extremely small amount of variation in task accuracy is attributable to treatment
differences between the groups. Probability of Type II Error was calculated at .625 and power
was calculated at .375. Post hoc comparisons were not warranted given the non-significant
results of the main analyses.

Table 4.9
Hypothesis Test Summary for Time-on-Task
Null Hypothesis
Test
The distribution of time-on-task is the Independent-Samples
same across categories of Group.
Kruskal-Wallis Test

Sig.
.681

Decision
Retain the null
hypothesis.

Combined ratio measure: relative condition efficiency. A one-way analysis of variance
(ANOVA) was used to examine whether the dependent variable was a function of the
instructional group that subjects were a member of during a prescribed amount of time. The
independent variable represented the two different instructional groups: 1) ILT use alone and 2)
ILT use in addition to human-provided external instruction. The dependent variable was relative
condition efficiency as calculated using Paas and van Merriënboer’s (1993) combined ratio
measure, 𝑅𝐶𝐸 =

𝑍𝑃𝑒𝑟𝑓𝑜𝑟𝑚𝑎𝑛𝑐𝑒 −𝑍𝑀𝑒𝑛𝑡𝑎𝑙 𝐸𝑓𝑓𝑜𝑟𝑡
√2

, where RCE is highest when it reaches zero. Two

measures for this variable were calculated. Both measures used “time-on-task” as a measure of
“mental effort” while one used learning gains calculated by SEL® (relative condition efficiency

82

SEL®) for the measure of “performance” and the other used skills progress calculated by
LRC5® (relative condition efficiency LRC5®).
As displayed in Table 4.10, the control group showed higher relative condition efficiency
(SEL®) scores (min. = -2.70, max. = 1.52, M = -.0005, SE = .22, SD = 1.03) than the treatment
group (min. = -3.53, max. = 1.49, M = .000, SE = .22, SD = 1.04).

Table 4.10
Descriptive Statistics for Relative Condition Efficiency (SEL®)
n
Min.
Max.
Relative Condition Efficiency (SEL®)
Control Group
22 -2.70
1.52
Treatment Group
22 -3.53
1.49

M

SE

SD

-.0005
.000

.22
.22

1.03
1.04

The test for normality, examining standardized skewness and the Shapiro-Wilks test
(F(44) = .914, p = .003), indicated the data were negatively skewed. But, while control group
data was statistically normal, treatment group data was not, thus violating this assumption
underlying the application of an ANOVA. Data of the control group had a negative skew (-.838)
with a positive kurtosis (.676) within normal distribution limits. Data of the treatment group had
a negative skew (-.1.87) with a positive kurtosis (5.843) not within normal distribution limits.
Several outliers were also revealed in the data (CG19 = -2.70 and TG16 = -3.53). Additionally,
homogeneity of variance was significant, Levene’s F(43) = .477, p = .493, indicating that this
assumption underlying the application of ANOVA was not met. As the data did not meet
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assumptions of an ANOVA, nonparametric tests were conducted. An alpha level of .05 was used
for all subsequent analyses. The Kruskal-Wallis independent-samples test of relative condition
efficiency (SEL®) (see Table 4.11) revealed no statistically significant differences between
groups, (H(1) = .000, p = 1.00), with a mean rank of 22.5 for both groups. These results indicate
that there was no statistically significant effect on relative condition efficiency (SEL®) based on
treatment. Eta squared (η = .000) and omega squared (ω = -.023) were calculated and indicated
2

2

extremely small effect sizes; therefore, an extremely small amount of variation in task
accuracy is attributable to treatment differences between the groups. Probability of Type II Error
was calculated at .9496 and power was calculated at .0504. Post hoc comparisons were not
warranted given the non-significant results of the main analyses.

Table 4.11
Hypothesis Test Summary for Relative Condition Efficiency (SEL®)
Null Hypothesis
Test
Sig.
Decision
The distribution of Relative Condition Efficiency Independent-Samples 1.000 Retain the null
(SEL®) is the same across categories of group. Kruskal-Wallis Test
hypothesis.

As displayed in Table 4.12, for RCE LRC5®, the control group showed lower scores
(min. = -3.79, max. = 1.64, M = .000, SE= .273, SD = 1.28) than the treatment group (min. =
-4.37, max. = 1.73, M = -.001, SE = .259, SD = 1.22).
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Table 4.12
Descriptive Statistics for Relative Condition Efficiency (LRC5®)
n
Min.
Max.
Relative Condition Efficiency (LRC5®)
Control Group
22 -3.79
1.64
Treatment Group
22
-4.37
1.73

M

SE

SD

.000
-.001

.273
.259

1.28
1.22

The test for normality, examining standardized skewness and the Shapiro-Wilks test
(F(44) = .869, p = .000), indicated the data were highly negatively skewed and not statistically
normal, thus violating this assumption underlying the application of an ANOVA. Data of the
control group had a negative skew (-1.4) with a positive kurtosis (2.26) outside of normal
distribution limits. Data of the treatment group had a negative skew (-2.098) with a positive
kurtosis (7.62) outside of normal distribution limits. Several outliers were also revealed in the
data (CG19 = -3.79 and TG16 = -4.37). Additionally, homogeneity of variance was significant,
Levene’s F(43) = .477, p = .494, indicating that this assumption underlying the application of
ANOVA was not met. As the data did not meet assumptions of an ANOVA, nonparametric tests
were conducted. An alpha level of .05 was used for all subsequent analyses. The Kruskal-Wallis
independent-samples test of relative condition efficiency (LRC5®) (see Table 4.13) revealed no
statistically significant difference between control and treatment groups (H(1) = .199, p = .656),
with a mean rank of 23.36 for the control group and 21.64 for the treatment group. These results
indicate that there was no statistically significant effect on relative condition efficiency (LRC5®)
based on treatment. Eta squared (η = .000) and omega squared (ω = -.023) were calculated and
2

2

indicated extremely small effect sizes; therefore, an extremely small amount of variation in task
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accuracy is attributable to treatment differences between the groups. No statistically significant
differences existed and effect size was not calculated. Probability of Type II was calculated
at .9495 and power was calculated at .0505. Post hoc comparisons were not warranted given the
non-significant results of the main analyses.

Table 4.13
Hypothesis Test Summary for Relative Condition Efficiency (LRC5®)
Null Hypothesis
Test
The distribution of Relative Condition Efficiency Independent Samples
(LRC5®) is the same across categories of Group. Kruskal-Wallis Test

Sig.
Decision
.656 Retain the null
hypothesis.

Combined ratio measure- learning efficiency. A one-way analysis of variance (ANOVA)
was used to examine whether the dependent variable was a function of the instructional group
that subjects were a member of during a prescribed amount of time. The independent variable
represented the two different instructional groups: 1) ILT use alone and 2) ILT use in addition to
human-provided external instruction. The dependent variable was learning efficiency as
𝑙𝑒𝑎𝑟𝑛𝑖𝑛𝑔 𝑜𝑢𝑡𝑐𝑜𝑚𝑒

calculated using Franklin et al.’s (1974) model: 𝐿𝐸 = 𝑡𝑜𝑡𝑎𝑙 𝑖𝑛𝑠𝑡𝑟𝑢𝑐𝑡𝑖𝑜𝑛𝑎𝑙 𝑡𝑖𝑚𝑒. Two measures for
this variable were calculated. Both measures used “total instructional minutes” as a measure of
“total instructional time” while one used learning gains calculated by SEL® (relative condition
efficiency SEL®) for the measure of “learning outcome” and the other used skills progress
calculated by LRC5® (relative condition efficiency LRC5®).
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As displayed in Table 4.14, the control group showed higher learning efficiency (SEL®)
scores (min. = -.98, max. = 1.20, M = .128, SE = .125, SD = .586) than the treatment group (min.
= -1.28, max. = 1.20, M = .052, SE = .129, SD = .604).

Table 4.14
Descriptive Statistics for Learning Efficiency (SEL®)
n
Min.
Max.
Learning Efficiency (SEL®)
Control Group
22
-.98
1.20
Treatment Group
22
-1.28
1.20

M

SE

SD

.128
.052

.125
.129

.586
.604

The test for normality, examining standardized skewness and the Shapiro-Wilks test
(F(44) = .987, p = .894), indicated the data were moderately (control group) to negatively
(treatment group) skewed and were statistically normal, indicating that this assumption
underlying the application of ANOVA was met. Additionally, homogeneity of variance was not
significant, Levene’s F(43) = .071, p = .792, indicating that this assumption underlying the
application of ANOVA was met. Data of the control group had a negative skew (-.838) with a
positive kurtosis (.676) within normal distribution limits. Data of the treatment group had a
negative skew (-.1.87) with a positive kurtosis (5.843) not within normal distribution limits. An
alpha level of .05 was used for all subsequent analyses. The one-way ANOVA of learning gains
(see Table 4.15) revealed no statistically significant differences between groups, F(1,42) = .182,
p = .672, indicating that there was no statistically significant effect on learning gains based on
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treatment. Eta squared (η =-.004) and omega squared (ω = -.019) were calculated and indicated
2

2

extremely small effect sizes; therefore, an extremely small amount of variation in learning gains
is attributable to treatment differences between the groups. Probability of Type II Error was
calculated at .8518 and power was calculated at .1482. Post hoc comparisons were not warranted
given the non-significant results of the main analyses.

Table 4.15
Analysis of Variance for Learning Efficiency (SEL®)
Sum of Squares df Mean Square
F
Learning Efficiency (SEL®)
Between Groups (Combined)
.064
1
.064
.182
Within Groups
14.861
42
.354
Total
14.926
43

Sig.
.672

As displayed in Table 4.16, for LE LRC5®, the control group showed higher scores
(min.= .01, max. = .49, M = .2398, SE = .033, SD = .153) than the treatment group (min.= .00,
max. = .46, M = .223, SE = .026, SD = .120).

Table 4.16
Descriptive Statistics for Learning Efficiency (LRC5®)
n
Min.
Max.
Learning Efficiency (LRC5®)
Control Group
22
.01
.49
Treatment Group
22
.00
.46

M

SE

SD

.2398
.223

.033
.026

.153
.120
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The test for normality, examining standardized skewness and the Shapiro-Wilks test
(F(44) = .972, p = .345), indicated the data were fairly symmetrical and were statistically normal,
thus violating this assumption underlying the application of an ANOVA. Data of the control
group had a negative skew (-.169) and negative kurtosis (-1.107) within normal distribution
limits. Data of the treatment group had a positive skew (.264) and negative kurtosis (-.455)
within normal distribution limits. An alpha level of .05 was used for all subsequent analyses. The
one-way ANOVA of learning gains (see Table 4.17) revealed no statistically significant
differences between groups, F(1,42) = 1.921, p = .173, indicating that there was no statistically
significant effect on learning gains based on treatment. Eta squared (η =.004) and omega
2

squared (ω = -.020) were calculated and indicated extremely small effect sizes; therefore, an
2

extremely small amount of variation in learning gains is attributable to treatment differences
between the groups. Probability of Type II Error was calculated at .9578 and power was
calculated at .1422. Post hoc comparisons were not warranted given the non-significant results of
the main analyses.

Table 4.17
Analysis of Variance for Learning Efficiency (LRC5®)
Sum of Squares df
Learning Efficiency (LRC5®)
Between Groups (Combined)
.003
1
Within Groups
.792
42
Total
.795
43

Mean Square

F

Sig.

.003
.019

.172

.680
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Conclusion

In summary, data analysis in this study occurred through descriptive and inferential
statistics. Descriptive analyses of group demographics showed similarity between control and
treatment groups. Descriptive analyses of the Human-Provided External Instruction Checklist
used to describe treatment (independent variable) showed that, on average, 68.64% of teaching
functions on the checklist occurred during treatment sessions. Descriptive analyses on treatment
(independent variable) showed that 14 out of 22 treatment group subjects received at least one
human-provided external instruction session, with a mean session length of 8.76 minutes.
Descriptive and inferential statistics were also used to describe the impact of treatment on
each of the dependent variables (learning gains, skills progress, task accuracy, time-on-task,
relative condition efficiency, and learning efficiency). Findings of these analyses are summarized
in Appendix T and show that while there were differences between the control and treatment
groups in terms of mean scores, no statistically significant differences were revealed. One-way
ANOVAs were conducted on all variables for which ANOVA assumptions were met (learning
gains, skills progress, task accuracy, and learning efficiency) and Kruskal-Wallis tests were
conducted on those variables for which ANOVA assumptions were violated (relative condition
efficiency [both measures] and time-on-task), revealing no statistically significant differences
between groups.
The results of this study will be further explored in Chapter 5, as will be context and
interpretations of the findings, implications of the findings and their connections to theoretical
and empirical research, limitations of the study, and recommendations for future research.

CHAPTER 5. DISCUSSION

This quantitative study explored the impact of the addition of human-provided external
instruction on learning with a reading-focused ILT in a kindergarten environment in order to
develop understandings of the meaning and value of a human instructor for learners using an ILT.
The specific ILT examined was from the most advanced ILT subgroup (intelligent tutoring
systems [ITS]), often considered the most “ideal” and most comparable to human instructors
(Graesser, 2016; Lowyck, 2014; Prescott et al., 2017; Schweighofer & Ebner, 2015). Therefore,
the current study carries a higher burden of proof for whether human-provided external
instruction improves learning outcomes and instructional efficiency, yielding findings easily
generalizable to design and implementation of all ILTs. This chapter will summarize findings of
the study, draw conclusions from the findings on the research questions, offer interpretation and
rationale, discuss contributions of the current study to the field, and explore limitations of the
study and recommendations for future research.

Summary

Inferential statistics were used to answer the question of whether there was significant
difference in learning outcomes between subjects who used an interactive learning technology
(ILT) with human-provided external instruction and those who used an ILT without humanprovided external instruction. The results of this study showed that although the control group
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showed a higher mean score for learning gains and skills progress, this difference was not
statistically significant. Therefore, the findings of this study could not be used to reject the null
hypothesis and there was no statistically significant impact on learning outcomes based on
whether or not human-provided external instruction was provided in addition to ILT use.
Inferential statistics were also used to answer the question of whether there was
significant difference in instructional efficiency between subjects who used an interactive
learning technology (ILT) with human-provided external instruction and those who used an ILT
without human-provided external instruction. The results of this study showed that although the
treatment group showed a higher mean score for task accuracy and learning efficiency (both
measures) this difference was not statistically significant. Further, results of this study showed
that although the control group showed a lower mean score for relative condition efficiency
(SEL®) and a higher mean score for time-on-task and relative condition efficiency (LRC5®), the
differences were not statistically significant. Therefore, the findings of this study could not reject
the null hypothesis and there was no statistically significant impact on instructional efficiency
based on whether or not human-provided external instruction was provided in addition to ILT
use.

Conclusions

Findings of this research show no statistically significant differences in learning
outcomes or instructional efficiency based on whether or not subjects receive human-provided
external instruction in addition to ILT use. All findings in this study necessitated retainment of
the null hypotheses. While one possible cause for a lack of statistically significant differences in
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learning outcomes based on treatment would be that human intervention in addition to ILT use
really does not increase learning outcomes more than ILT use alone, I posit that the results of this
study do not support this idea nor the idea that human-provided external instruction does not or
cannot improve learning effectiveness and efficiency. Literature supports the idea that
effectiveness and efficiency of learning with ILTs still continues to benefit from additional
human-provided external instructional support (Brodersen & Melluzzo, 2017; Eysink et al.,
2009; Koedinger & Aleven 2007; Koedinger et al., 2012; McGee & Reis, 2012; Schechter et al.,
2017; Sitzmann et al., 2006; Yang et al., 2014). Therefore, although the results of the current
study do not align with the outcome predicted in its design, the absence of significant findings
does not necessarily mean confirmation of the null hypothesis, and alternative explanations
warrant exploration. These alternative explanations for the findings of the current study share
both consistencies and inconsistencies with past and present research and theory, as explored
below.

Findings on Learning Outcomes

The construct of learning outcomes has been used to interpret effectiveness of learning
and instruction as well as to relate to efficiency of learning (Paas et el., 2003; Sweller, 1988).
Generally, research on effective learning uses learning outcomes (often calculated by change in
pre-test and post-test scores) to determine the impact or success of a treatment or learning
intervention (Brünken et al., 2010; Kalyuga, 2007; Paas & van Merriënboer, 1993; van Joolingen,
2014). Similarly, the current study collected data on learning outcomes in the form of “learning
gains” and “skills progress” as measured on pre and post-assessments. Results of the current
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study found no statistically significant differences in learning outcomes between subjects who
received human-provided external instruction as part of an ILT experience and those who did not
receive the additional human intervention. Possible causes of and explanations for these findings
are explored in the chapter below.
According to research on cognitive load theory (CLT) and instructional design,
individualizing instruction through addressing learner differences optimizes cognitive load and
increases learning outcomes (Graf & Kinshuk, 2007; Graf, Kinshuk, & Ives, 2010; Homer et al.,
2006; Leutner, 1992, 2004; Plass et al., 2003; Plass, Moreno, & Brünken, 2010; Popescu, 2010;
Tseng et al., 2008). Therefore, lack of statistically significant differences in learning outcomes
based on treatment in the current study could possibly be explained by a claim that the
intervention failed to address the needs of individual learners. While the intervention was
designed in alignment with sound theories of cognitive architecture and instructional design and
followed a similar design to previous successful blended learning models, there are various
possible reasons why this could have potentially occurred, as explored below (Gagné et al.,
1992; Horn & Staker, 2011; Koedinger & Aleven, 2007, 2016; Pierce, 2017; Sweller 1988,
2010).
As “cognitive processing load is an important factor reducing learning during means-end
analysis [problem-solving],” a lack of statistically significant impact on subjects’ performance,
in terms of learning outcomes, could be explained by factors related to cognitive load (Sweller,
1988, p. 263). CLT assumes that information held in long-term memory drives human cognition
and that the main function of learning is acquiring, storing, and automating schema (Bartlett,
1932; Piaget, 1928; Sweller, 1988, 2010). As applied to this study, a possible explanation for
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lack of statistically significant effect on learning outcomes could be that 1) the acquisition and
automation of content knowledge and long-term memory structures acquired during treatment
sessions were not sufficient to help address whatever problems subjects encountered during
LRC5® use, or 2) subjects were unable to transfer learning from the human-provided external
instructional sessions to the tasks and activities presented in LRC5®. Considering specific
learner characteristics of the kindergarten sample used in the current study, one reason this may
have occurred could be due to length of time between the human-provided external instruction
session and the application of the knowledge in LRC5®. It may have been that subjects were
unable to retain knowledge for that amount of time before transferring and applying to the ILT or
that they may have struggled to connect knowledge gained during an earlier treatment session to
the learning activities later accessed in LRC5®. Memory span, speed of information processing,
and schema integration skills are all learner characteristics that are known to be affected by age
and level of prior knowledge (Horz & Schnotz, 2010; Leutner & Plass, 1998; Mayer & Sims,
1994; Wallen, Plass, & Brünken, 2005). While most of this research has compared young adults
to older adults, this study suggests implications on these factors with subjects of very early age,
development, knowledge, and skill levels (Horz &Schnotz, 2010).
Research shows that cognitive load and the learning effects resulting from different
instructional designs are highly dependent on learner age (Brünken et al., 2010; Paas, Camp, &
Rikers, 2001; Paas, Van Gerven, & Tabbers, 2005; Sweller, 1988). Therefore, as further relates
to the age and developmental level of the sample, it is also possible that subjects’ cognitive load
was unable to be reduced during ILT use because the human-provided external instruction was
not aiding in freeing the cognitive resources subjects needed to progress through the ILT learning
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activities. Further, cognitive affective theory of learning with multimedia (CATLM) assumes a
learner has enough capacity to engage in generative processing, the necessary skills to be
successful in the required mental activity, and that the learner is willing to spend his/her
available cognitive resources and relevant skills on generative processing (Moreno, 2009;
Moreno & Mayer, 2010). Therefore, although the intervention served to reduce cognitive load by
building long-term memory structures in content-area subject matter, this may not have impacted
subjects’ learning gains or skills progress because it was not lack of content knowledge but other
issues affecting their load and impeding cognitive processing and progress during ILT use. For
example, it is possible that content knowledge was not the area where diagnosed subjects needed
external support in order to progress in LRC5® (e.g., content knowledge was not actually what
the subject was struggling with in LRC5®). Additionally, other difficulties during LRC5® use
that could have affected cognitive load and impeded progress include struggles with selfregulation, motivation, and affective state. Literature shows that expert learners have higher prior
knowledge and ability levels and more metacognitive awareness and self-regulation strategies
that help compensate for suboptimal instructional design and mediate cognitive load, positively
affecting learning outcomes (Plass, Kalyuga, & Leutner, 2010). Given that the sample population
can be considered an extremely novice group of learners, findings of the current study have
implications for typical blended learning approaches for early learners and further supports
research on mediating effects of individual differences related to ability, metacognition, and selfregulation on cognitive load and learning outcomes (Moreno & Mayer, 2010).
CLT posits there is a need to establish a relationship between the instructional methods
used to promote problem solving and the cognitive load induced by such methods (Park &
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Moreno, 2010). Therefore, other potential reasons subjects did not perform in LRC5® better
based on treatment will be explored as relate to the ILT’s diagnosis of subject need and issues
with the instructional materials provided by LRC5® for use during human-provided external
instruction interventions.
Considering theory of individualized instruction, Gagné (1986) notes that to be
maximally effective, ILTs must recognize that learning is not a fixed, diagnosable state, but a
complex and individual process. Therefore, the insignificant impact on learning outcomes could
be explained by the idea that the diagnosed and assigned interventions did not sufficiently
address individual learner differences to free and redirect cognitive resources (Gagné et al.,
1992). This could be because the treatment entrusted diagnostics and intervention design solely
to the ILT. Concurring with research showing that even the most advanced forms of ILTs
(known as intelligent tutoring systems [ITSs]), such as LRC5®), still operate on an “overall”
model to diagnose subjects and provide too general of a instructional design plan to address
learner differences, the current study furthers that this holds true even if a human is
implementing the ILT-designed instructional intervention (Graesser, 2016; Kalyuga, 2009; Plass,
Moreno, &Brünken, 2010). As LRC5® provided little data for the human instructor to determine
how or why students struggled in a unit and ILT diagnosis was suboptimal in terms of
identifying learner need for determining instructional materials for human-provided external
instruction to support deficits and increase learning outcomes, cognitive resources were likely
either not effectively freed or not effectively redirected during and after treatment (Kalyuga,
2015; Paas et al., 2004). This was exemplified by multiple subjects in the current study getting
stuck in a given LRC5 ® unit for extended periods of time, regardless of treatment, making very
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small unit gains (gains as little as 1, 3, 4, and 5 in the control group and 0 in the treatment group).
Therefore, results of the current study bolster findings that even advanced ILT forms do not
identify learner needs accurately enough to determine and deliver optimal instructional design
and add that the diagnostic shortcomings of the systems also potentially contribute to failure to
design human interventions that reduce load, redirect cognitive resources, and enhance learning
(Brodersen & Melluzzo, 2017; Eysink et al., 2009; Koedinger & Aleven 2007; Koedinger et al.,
2012; McGee & Reis, 2012; Schechter et al., 2017; Sitzmann et al., 2006; Yang et al., 2014).

Findings on Instructional Efficiency

Concepts of instructional efficiency generally involve weighing product (learning
outcomes or positive instructional effects) against cost (e.g., cognitive resources or mental effort
invested, cognitive load imposed, or instructional time spent), considering a high product to cost
ratio the ideal (Brünken et al., 2010; Kalyuga, 2007; Paas & van Merriënboer, 1993; van
Joolingen, 2014). To weigh products of learning and instruction against their costs, the current
study collected data on task accuracy and time-on task and used it in conjunction with data on
learning outcomes to calculate combined ratio measures of relative condition efficiency and
learning efficiency. Results of the current study found no statistically significant differences in
instructional efficiency (“task accuracy,” “time-on-task,” “relative condition efficiency,” and
“learning efficiency”) between subjects who received human-provided external instruction as
part of an ILT experience and those who did not receive the additional human intervention.
Possible causes of and explanations for these findings are explored in the chapter below.
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Findings of the current study reveal no significant differences in instructional efficiency
on an ILT based on the addition of ILT-informed instruction implemented by a human instructor.
This is discordant with current research showing blended learning to be equally or more effective
than ILT instruction alone (Brodersen & Melluzzo, 2017; Koedinger & Aleven 2007; Koedinger
et al., 2012; Sitzmann, Kraiger, Stewart, & Wisher, 2006). However, these findings do concur
with research showing that ILTs have yet to show superiority over human instructors in terms of
effectiveness and efficiency (Graesser 2016; Kalyuga, 2009; Koedinger & Aleven, 2016; Plass,
Moreno, & Brünken, 2010). Given that knowledge acquisition generally occurs as a result of
external instructional means and the current study revealed insignificant impact on learning
outcomes based on the external instruction treatment, the treatment diagnosed and assigned by
LRC5® in the current study was likely suboptimal and the lack of statistically significant
differences in instructional efficiency could be explained by failure of the treatment to develop
subjects’ acquisition and automaticity of relevant skills and knowledge to a degree that
significantly reduced load on working memory and increased efficiency during LRC5® use
(Chandler & Sweller, 1991; Sweller, 1988, 1994, 2010; Sweller et al., 1998). These
understandings also offer potential rationale for why measures related to cognitive load (“task
accuracy,” “time-on-task,” “relative condition efficiency,” and “learning efficiency”) did not
show statistically significant differences between groups based on treatment (Park & Moreno,
2010; Sweller, 1988, 1994, 2010; Sweller et al., 1998; van Merriënboer & de Bruin, 2014). Of
relevance as well is the earlier discussion of expert learners’ higher prior knowledge, ability
levels, metacognitive awareness, and self-regulation capacity, as these processes have all been
shown to affect working memory processing and efficiency of managing cognitive resources
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(Moreno, 2002; Moreno & Duran, 2004; Plass, Kalyuga, & Leutner, 2010). Given the unique
level of noviceness characteristic of the early learners examined in the current study, the
theoretically proven dependence on prior knowledge and ability level and demands on processes
of self-regulation and metacognition could have uniquely affected cognitive load and processing,
thus affecting efficiency of learning of this group differently than in similar studies as well
(Gagné et al., 1992; Horn & Staker, 2011; Koedinger & Aleven, 2007, 2016; Pierce, 2017; Plass,
Kalyuga, & Leutner, 2010; Sweller 1988, 2010). Additionally, because variables of time required
for learning (“time-on-task” or “total instructional time”) and learning outcomes (“learning gains”
or “skills progress”) were used to calculate two measures of instructional efficiency (both
“relative condition efficiency” and “learning efficiency”), it is possible that the combined ratio
measures were influenced by the dependent variables used to calculate their scores and were
more likely to reflect the same findings and trends discovered in the base dependent variables.
While individualized instruction is often thought to be its most effective form, debate has
always existed around what that instruction should look like (Bloom, 1984; Clark & Hannafin,
2012). The findings of the current study contribute to this debate and expand the discussion to
current educational technology and blended learning models. Instructional implications of
cognitive load indicate that to be effective and efficient, the design of instruction and the learning
environment must be tailored to individual learner differences (Plass, Moreno, & Brünken, 2010).
Given that the current study did not reveal a difference in terms of time required for learning or
learning outcomes, based on treatment, it is possible that learner needs and differences were not
better addressed by the human-provided external instruction diagnosed and assigned by LRC5®
(Park & Moreno, 2010). Research shows that learner differences, from cognitive attributes to

100

learner preferences, motivation, metacognition, self-regulation, and affective state, can affect
cognitive processing and play a major role in learning success with ILTs (Aleven et al., 2016;
D’Mello et al., 2009; Graesser et al., 2005; Graf & Kinshuk, 2007; Graf, Kinshuk, & Ives, 2010;
Johnson et al., 2011; Kelly et al., 2015; Mayer & Moreno, 2003; Moreno, 2009; Moreno &
Mayer, 2005, 2007, 2010; Moreno & Plass, 2006; Narciss et al., 2014; Plass, Kalyuga, & Leutner,
2010; Popescu, 2010; Trevors et al., 2014; Tseng et al., 2008; Woolf et al., 2009). Further studies
add that accommodating these types of differences can decrease time required for learning and
increase learning outcomes and that, conversely, using a one-size-fits-all approach can lead to
difficulties in learning, lower and slower learning gains, and higher learner frustration (Dagger et
al., 2005; Graf & Kinshuk, 2007; Karampiperis & Sampson, 2005; Popescu, 2010; Tseng et al.,
2008). Extended to educational technology, research further shows positive impacts on learning
with ILTs when human instructors manually adapt ILT-provided instruction or use ILT-provided
data to manually adapt their own instruction (Eysink et al., 2009; McGee & Reis, 2012; Yang et
al., 2014). However, the findings of this study did not reveal a statistically significant effect on
instructional efficiency based on the addition of human-provided external instruction. One
potential explanation could be that the human-provided external instruction used in this study
was different from that in previous studies because the intervention was not an adaptation of the
instructor’s own instruction, nor did the human instructor manually adapt instruction based on
ILT-provided data. Instead, in the current study, the human instructor exclusively used the
instructional materials and methods provided by the ILT. Based in understanding of the
personalization principle, lack of statistically significant differences in instructional efficiency
based on treatment then could be explained by research showing that there are several crucial
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differences in flexibility, subtlety, and style of feedback human instructors offer that impact
cognitive load and learning that ILTs have yet to capture (Ghosh, 2017; Graesser, 2016; Graesser
et al., 2011; Kalyuga, 2010; Moreno & Mayer, 2000, 2004; Narciss et al., 2014; Pintrich &
Schunk, 2012).
While ILTs still struggle to infer and gather enough information about learners to
recognize learner differences, create a robust student model, and employ sufficient diagnostic
skills, findings of the current study further that this struggle affects not only the diagnosis of
learner need but also the selection and assignment of instructional interventions that truly adapt
to the needs of individual learners, even when the ILT-assigned instruction is provided by a
human instructor (Fu, 2015; Ghosh, 2017; Graesser, 2016; Johnson et al., 2011; Kalyuga, 2006,
2009, 2010; Koedinger & Aleven, 2016; Koedinger et al., 2012; Kurup et al., 2016; Narciss et al.,
2014; Plass, Moreno, et al., 2010). Given that even the most current and advanced ILTs use
learner and instructional models that assume a prototypical learner, rather than accounting for
significant variability among learners, based on understandings of individualized instruction and
its impact on cognitive load and learning efficiency, it is possible that the non-significant
differences in instructional efficiency revealed in the current study could in part be due to the
fact that subjects’ unique learner differences were not being addressed (Gagné et al., 1992;
Graesser, 2016; Kalyuga, 2009; Plass, Moreno, & Brünken, 2010; Sweller, 1988). For example,
LRC5® provided only one standard lesson plan format and only one lesson plan option for
human-provided external instructional sessions for any and all subjects diagnosed as struggling
with the same skill type. Therefore, although human-provided external instruction has been
shown to improve learning effectiveness and efficiency during ILT use, findings of the current
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study suggest this treatment is not any more effective than what an ILT can provide alone if it
relies solely on diagnostic information and instructional materials provided by ILTs that use
similar designs to that employed here (Brodersen & Melluzzo, 2017; Eysink et al., 2009;
Koedinger & Aleven 2007; Koedinger et al., 2012; McGee & Reis, 2012; Schechter et al., 2017;
Sitzmann et al., 2006; Yang et al., 2014).
Of further note, while previous studies show that the addition of a human instructor
positively impacts learning effectiveness and efficiency on ILTs, other factors specific to the
current study could have contributed to the resulting dissimilar findings. As the efficiency of a
learning situation has to be seen in light of relevant personal and environmental variables, the
small dosage of intervention or short duration of the study itself could have contributed to a lack
of statistically significant findings (Brünken et al., 2010; Paas et al., 2003). Most prior blended
learning research showing statistically significant impacts on effectiveness and efficiency of
learning when utilizing a human instructor in addition to ILTs was implemented for much longer
durations of time (between three and twelve months; Brodersen & Melluzzo, 2017; Koedinger &
Aleven 2007; Koedinger et al., 2012; McGee & Reis, 2012; Schechter et al., 2017; Sitzmann et
al., 2006; Yang et al., 2014). Further, the context of the current study and its particular
population could have played a role in its insignificant findings. Most prior research on blended
learning models of human and ILT instruction has not been conducted in elementary settings
(Prescott et al., 2017; Schweighofer & Ebner, 2015). As the current study examined kindergarten
students at the beginning of their first year of school, potential differences in the learner
characteristics of this group could have affected findings. It has been discussed that cognitive
load and learning effects resulting from different instructional designs are highly dependent on
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learner age (Brünken et al., 2010; Paas et al., 2001; Paas et al., 2005). It is likely that the subjects
in the current study were only beginning to develop their individual learner identities and
characteristics in terms of information gathering (learning style, learning preferences, personality
type), information processing (cognitive controls, cognitive abilities, prior knowledge),
regulation of processing (motivation, metacognition, self-regulation) and even affective state
(Plass, Kalyuga, & Leutner, 2010). For example, self-regulation skills, metacognitive ability, and
prior knowledge, experience, and exposure all interrelate and are uniquely impacted by the
developmental level and instructional experiences of these early learners, therefore potentially
affecting the impact of the intervention in the current study (White & Frederiksen, 2005;
Zimmerman & Schunk, 2001). Additionally, cognitive processing characteristics such as
working memory capacity, chunking ability, and ability to reflect on learning have all been
known to vary based on learner age and expertise as well (Atkinson, Renkl, & Merrill, 2003;
Bannert, 2006; Moreno, 2009; Renkl, Stark, Gruber, & Mandl, 1998; Schworm & Renkl, 2007;
Sweller et al., 1998). All of these are learner differences have been shown to impact cognitive
processing (efficiency) and learning outcomes (Carroll, 1993; Jonassen & Grabowski, 1993;
Plass, Kalyuga, & Leutner; Plass, Moreno, & Brünken, 2010). So while past similar research
primarily compares expert and non-expert learners and older adults to younger adults, this
research spans new territory and examines uniquely novice, very early learners in a kindergarten
population studies (Horz &Schnotz, 2010). Therefore, the findings of this study suggest that it ia
possible that the commonly practiced interventions employed in blended learning models of
previous studies (including amount, timing, type, approach, materials, methodology, context,
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etc.) and the diagnosis of its need simply do not impact this specific population the same way
(Gagné et al., 1992; Kalyuga, 2015; Wise & O’Neill, 2009).

Contributions to the Field

Results of the current study have implications for theorists, researchers, designers, and
practitioners in the field. While the current study cannot definitively be used to prove the value
human instructors add to ILT learning, the findings support current theory, connect it to current
educational technologies, and lay groundwork for future research on blended learning. Findings
of the current study suggest reasons for the lacking effectiveness and efficiency of current ILT
design and blended learning models, based in cognitive architecture and in consideration of the
role of human-provided external instruction in the process. While prior research supports the
notion that human-provided external instruction does positively impact learning outcomes with
ILTs, the current study showed a lack of statistically significant differences in learning outcomes
based on this treatment (Brodersen & Melluzzo, 2017; Eysink et al., 2009; Koedinger & Aleven
2007; Koedinger et al., 2012; McGee & Reis, 2012; Schechter et al., 2017; Sitzmann et al., 2006;
Yang et al., 2014). Therefore, I posit that this study highlights potential weaknesses of current
methods of implementing human-provided external instruction in addition to ILT use, specific to
similar contexts and educational technologies. Specifically, these findings show that current
blended learning models are not necessarily more effective and efficient for all populations, as
demonstrated in the current study with a kindergarten sample. Therefore, unique characteristics
of the populations for which ILTs are designed and with which blended learning models are
implemented must be attended to by future researchers, ILT designers, and practitioners in the
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field. While the findings were unable to contribute “best practices” for resolution of ILT
implementation and individualized learning problems, knowing what does not increase learning
effectiveness or efficiency in similar scenarios can inform decisions related to maximizing
resources and improving achievement.
Consistent with theories of cognitive load, knowledge elaboration, scaffolding,
instructional design, and individualized instruction, findings of the current study suggest that
when instruction is not individualized based on learner need and differences, instructional
processes are ineffective in reducing cognitive load or positively impacting learning
effectiveness and efficiency during ILT use (Gagné et al., 1992; Kalyuga, 2009; Merrill, 2002;
Reigeluth, 1987, 1999; Sweller 1998, 1994; Vygotsky, 1978; Wood et al., 1976). Based in CLT,
Gagné et al.’s (1992) model centers itself on the question of what support these learners need at
this stage for this learning task. Given that learner differences relate to level of cognitive load
experienced, affecting learning and instructional processes differently for individuals, and that
the current study did not show lower time required for learning or increased learning outcomes, it
can be concluded that these learner differences and needs were not addressed by the ILT’s
diagnosis and assignment of instructional materials for the human intervention. Therefore, these
findings contribute to the importance of determining the most effective methods of using ILTs in
conjunction with human-provided external instruction to accommodate load and improve
learning effectiveness and efficiency to realize the personalized learning dream.
Literature supports the idea that effectiveness and efficiency of learning with ILTs still
continue to benefit from additional human-provided external instructional support (Brodersen &
Melluzzo, 2017; Eysink et al., 2009; Koedinger & Aleven 2007; Koedinger et al., 2012; McGee

106

& Reis, 2012; Schechter et al., 2017; Sitzmann et al., 2006; Yang et al., 2014). Though findings
of the current study did not show this, I posit that this does not support the idea that humanprovided external instruction does not or cannot improve learning effectiveness and efficiency,
but instead the finding demonstrate that the blended learning model employed may have been
ineffective based on its design, including the diagnosis of treatment need, dosage, duration,
timing, and approach of the treatment, particularly for this learning context and population.
These findings suggest that not only must more effective forms of rotational blended learning
models using human instructor intervention be explored but also that special care should be
given to the context of elementary-level subjects and early learners. Therefore, findings of the
study support past theory and research as well as warrant further exploration of the crucial
elements of diagnosis and optimal instructional design that human instructors can provide to
reduce cognitive load and increase learning with ILTs for learners of various developmental
levels in a blended learning environment (Chou & Chan, 2016; Ghosh, 2017; Kalyuga, 2007,
2009, 2010; Kester et al., 2010; Koedinger et al. 2013; Narciss et al., 2014; Plass, Kalyuga, &
Leutner, 2010).
The results of this study suggest many factors that warrant exploration to determine how
ILTs can best be used to inform human-instructor intervention that results in accurate diagnoses
of learner needs and differences, allows for individualization of human-provided external
instruction that scaffolds learning and decreases cognitive load during ILT use, and ultimately
increases effectiveness and efficiency of learning. Advancing research methodology, I posit the
findings of this study suggest a primary mediating variable for maximizing ILT use by
individualizing instruction, decreasing cognitive load, and increasing effectiveness and
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efficiency of learning is the design of the human-provided external instruction (including amount,
timing, type, approach, materials, methodology, context, etc.) and the diagnosis of its need.
Therefore, other forms of data collection for learner diagnosis and instructional design (including
amount, timing, type, approach, materials, methodology, context, etc.) should be explored by
both designers of ILT systems and practitioners in blended learning environments.
For instructional design and ILT design alike, findings of the current study further
support literature suggesting exploration of ILT’s skills in diagnosing and selecting optimal
instructional design methods for individual learners as the systems continue to advance (Ghosh,
2017; Graesser, 2016; Johnson et al., 2011; Kalyuga, 2009, 2010; Koedinger & Aleven, 2016;
Koedinger et al., 2012; Kurup et al., 2016; Narciss et al., 2014; Plass, Moreno, & Brünken, 2010).
The findings of this study build on literature suggesting that while data provided by ILTs may be
useful to inform adaptation of human-provided external instruction, it may not be as effective
when used as the sole basis for the provision of human-provided external instruction (Eysink et
al., 2009; McGee & Reis, 2012; Yang et al., 2014).
For designers and practitioners alike, the results of this study advance current research on
blended learning models, suggesting that rotational models like the one employed in the study
may not be the most effective or efficient models of blended learning, especially for all learners
or contexts. Considerations for design and practice of blended learning models include potential
ineffectiveness and inefficiencies that may have occurred in the current study because of things
like human-provided external instruction being provided distinctly separate from ILT use, dosage
of human intervention being insufficient in terms of quantity or duration, and suboptimal quality
of diagnosis and design of the human intervention. Although unable to provide a clear
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understanding of how to provide one-to-one scaffolding through a combination of ILT and
human instructor use, findings of this study still inform designers and practitioners using on oneto-one programs to try to fulfill the true potential of instructional technology (Belland, 2014). Of
note for ILT design and practice is what to be aware of and what to attempt to address during
ILT implementation or in a blended learning model, for example: ensuring correct diagnosis of
learner need/difficulty; appropriate design of instructional methods, materials, and blended
learning model (including amount, timing, type, approach, etc.); and accurate consideration and
accommodation of whole group context and individual learner needs and differences.

Limitations

Limitations explored below were largely outside of the control of the researcher. I
recognize potential threats to validity and reliability of findings existed based on the quasiexperimental design of the study as well as based on the subjects and research sessions
themselves (Campbell & Stanley, 1966). It should be noted that although I also served to
implement the treatment, reliability and validity of the instruments used to monitor treatment
implementation were established and interventions were implemented with fidelity. Additionally,
random assignment accounted for personological and ecological threats to the research design as
well as any inter-session, intra-session, maturation, and testing effects, as well as history threats
from outside of the research setting, and no selection bias or mortality effects were present.
However, one limitation of the study was that sampling methods excluded potential subjects in
the bilingual program. Although the sample population was majority representative of the school,
demographic statistics varied slightly because the sample population did not include the bilingual
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population of the school. This threat to generalizability should be noted for similar populations.
Due to use of a convenience sample, generalizability of results was further limited to similar
content areas, similar ILTs, and similar populations and/or settings similar to characteristics of
this suburban lower elementary setting.
It should also be noted that alternative explanations for lack of statistically significant
treatment effect exist in other forms, such as the design of the study itself or other factors beyond
the researcher’s scope and control. For example, small sample size (N = 44), short study duration
(5 total hours), and quantity of treatment (M = 2.55 minutes) could all have contributed to a lack
of statistically significant differences in outcome variables between groups. Further, the quality
of treatment/intervention materials or methodology (design) could have contributed to a lack of
statistically significant effect. Potential misalignment between the learning skills addressed by
the ILT and those assessed by the measurement tools (assessments) used to determine learning
gains could have also impaired the tools’ ability to effectively detect changes in learning growth
and/or efficiency. It may also have been more difficult to detect treatment impact if subjects did
not work on a skill in LRC5® immediately after human-provided external instruction on that
specific skill (interaction of time of measurement and treatment effects; Bracht & Glass, 1968).
Further, it may have been difficult to detect a significant effect as not all members of the
treatment group actually needed and received the treatment. In other words, the treatment effect
could have been “watered down” as it was dispersed over the entire 22-subject group.
Additionally, treatment effect was further limited in terms of strength due to the short duration of
the study and in terms of power due to a relatively small sample size available for the study.
Although the Type I error rate was set at 5% because of the small sample size, significance level,
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and effect size for each dependent variable, this study was greatly limited in terms of very high
Type II error rate and very low power. Additionally, although data between groups proved to be
homogeneous for each dependent variable, the assumption of normality was violated for two
dependent variables (“time-on-task” and “relative condition efficiency” [both measures]).
Therefore, limitations in this study also amount from the use of nonparametric tests to compare
samples for these variables, which should be considered when interpreting results.
I contend that I addressed threats as best as possible in the design of the study as to
realistically control for critical variables without sacrificing integrity of the study. It should be
noted that replication or iterations of the current study could be completed to address any
additional concerns.

Recommendations for Future Research

As previously noted, research conducted on ILTs is only in its infancy (Prescott,
Bundschuh, Kazakoff, & Macaruso, 2017; Schweighofer & Ebner, 2015). Further, research on
these technologies in K-12 settings and on blended learning models is especially lacking
(Brodersen & Melluzzo, 2017; Prescott et al., 2017; Schweighofer & Ebner, 2015). This section
will share recommendations for future research that could replicate the current study in a similar
but more effective way, enhance or improve upon the current study in various ways, or build
upon the findings of this study through alternative research methods, approaches, or focuses.
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Suggestions for Research of a Similar Nature

More effective forms of future research similar to this study could improve on the current
study in various ways. This could take the form of future studies adapting the study design by
using a larger sample size, a non-convenience sample, a sample that includes a bilingual
population of subjects, or a sample comprised of subjects from varied grade levels. It could also
occur through study design that entailed a longer study duration or employed a design that
enabled comparison of only the subjects who actually needed and received the intervention to
subjects who needed the intervention but did not receive it.
A more effective form of this study could also address other issues highlighted in the
findings and limitations sections of this paper. To this extent, future research could identify other
measurement tools that more effectively detect changes in learning growth and/or efficiency.
Further, future studies could build off of this study by exploring the same, similar, or related
variables that use different measurement methods (e.g., variables that do not depend on each
other to be calculated). This could ensure that all variables are independently calculated or
measured (not tied to other variables) and are not potentially skewed by the direction or effect
size of other variables simply because they depend on those variables for calculation. Another
improvement in variable measurement could come from adjusting the timing of variable
measurement to be more near a provided treatment (e.g., closer to the human-provided external
instruction session) or comparative between a subject’s performance as measured by the
dependent variables immediately before a diagnosed need treatment and immediately after. This
could ensure a direct comparison of variables as impacted by the treatment, enabling a
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comparison of “apples to apples,” and more easily detect if there exists a significant effect based
on treatment as related to the interaction of time of treatment and time of measurement effects
(Bracht & Glass, 1968).
Examination of other measures of actual cognitive load (e.g., eye tracking), as opposed to
measures related to cognitive load as explored in the current study, could also better explore the
relationship between cognitive load, learning outcomes, and instructional efficiency and improve
understandings of the role of and impact on cognitive load in a blended learning approach.
Another approach could be including measurement of variables such as learner satisfaction,
motivation, self-regulation, etc., that have been known to mediate cognitive load. As theory
suggests, measures of actual cognitive load and/or learner differences as described above are all
factors that influence learning effectiveness and efficiency. Further, although the current study
intentionally did not collect qualitative data, future studies could employ an explanatory design
in the form of a case study or mixed methods to collect and analyze qualitative data related to the
findings. These studies could gather qualitative data from the subjects themselves during debrief
or interviews or use video observations of treatment sessions. This may add valuable information
on how factors of context and/or study population may influence quantitative findings.
Another approach towards improving on the current study might entail analysis and
adjustment of the treatment materials and design to improve quality and/or quantity of humanprovided external instruction. For instance, a stronger alignment to principles of cognitive
architecture and individualized instruction might enable the treatment to demonstrate a stronger
effect on the dependent variables in future studies. Or, in terms of quantity, the provision of
human-provided external instruction could continue, progressively scaffolding instruction down
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to lower levels of knowledge and skill until it was clear that a subject was able to achieve success
and then scale back up and continue until the subject visibly achieved success on the ILT
(Kalyuga, 2009; Reigeluth, 1987, 1999; Sweller, 1988; Vygotsky, 1978; Wood et al., 1976).
Along the same vein, ensuring a strong correlation between the instructional design methods and
materials of the human-provided external instruction and the instructional design methods and
materials of the ILT could enable easier connections between knowledge being built between
both instructional tools and facilitate transfer of knowledge between both components.

Suggestions for Related Research

The results of this study also suggest there are many factors that warrant exploration to
determine how ILTs can best be used to inform human-provided external instruction in a way
that results in accurate diagnoses of learner need and differences that allows for individualization
of human-provided external instruction that scaffolds learning and decreases cognitive load
during ILT use, ultimately increasing effectiveness and efficiency of learning. For instance, the
current study further advances research methodology by suggesting a primary mediating variable
of maximizing ILT use by individualizing instruction, decreasing cognitive load, and increasing
effectiveness and efficiency of learning is the design of the human-provided external instruction
(including amount, timing, type, approach, materials, methodology, context, etc.) and the
diagnosis of its need. Suggestions for future research, then, include how specific factors of
human-provided external instruction (including amount, timing, type, approach, materials,
methodology, context, etc.) impact learning with ILTs. This research might compare or create
new types of blended learning models or even compare differences in learning outcomes based
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on treatment that varied in terms of timing (e.g., provision during ILT use vs. immediately before
ILT use vs. at any point after ILT diagnosis), materials (e.g., human-instructor created vs. ILT
created), approach, level of guidance (e.g., moderate vs. full guidance) or in terms of who
provided the instruction (e.g., removing the human instructor and using peer guidance).
Additionally, further research should explore how ILTs can best be designed and/or used
(alone or in conjunction with human intervention) to accurately diagnose the actual problem
learners are experiencing with the ILT and inform design of individualized human-provided
external instruction when necessary. Therefore, other forms of data collection for learner
diagnosis and instructional design (including amount, timing, type, approach, materials,
methodology, context, etc.) should also be explored. This might take the form of new methods of
diagnosis, for example, such as screen capturing student work on ILTs for human instructors to
review or human instructors watching learners using ILTs in real time to diagnose need. Future
research should also further explore characteristics of human-provided external instruction that
can effectively enable learners to transfer knowledge in a way that decreases cognitive load
during ILT use. This research may take the form of comparing impact on learning outcomes
based on how aligned the instructional design approach or typology between the ILT and the
human-provided external instruction is. Research on any of these topics would help explore
mediating variables in diagnosing learner need and differences, individualizing instruction,
decreasing cognitive load, and increasing effectiveness and efficiency of learning in the blended
learning approach.
While results of the current study can be used to offer specific guidance for future
research based on theoretical and empirical foundations, they also open the door for study
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variations that build on these findings and expand current understandings of the highlighted
issues. Future research could vary the ILT, employing one with a different guidance/feedback
approach or content area focus. Alternatively, future studies could vary based on individual
differences of the sample, either using a population of subjects who have a specific characteristic
(e.g., remedial learners) or including measurement and analysis of individual learner differences
for comparative purposes. No matter which direction similar, related, or alternative studies take,
it is clear that research is just beginning to skim the surface of finding out exactly what variations
of ILT design and implementation models are truly comprehensive and fulfill the promise of the
personalized learning dream (Brodersen & Melluzzo, 2017; Martinez, 2001; Merrill et al, 1992;
Plass, Kalyuga, & Leutner, 2010; Schechter et al., 2017; Spector et al., 2014).

Conclusion

As this chapter explores, the significance of the current study for the instructional
technology and design field is broad and includes advancing research on: a) the role and impact
of human-provided external instruction in addition to an ILT as opposed to ILT use in lieu of
human instruction; b) the role of the human instructor in ILT integration and/or blended learning
rotational models, particularly in elementary settings; and c) effective and efficient instructional
design that best utilizes a human instructor in conjunction with ILTs to support learning goals
(Healey, 2015; Schechter et al., 2017; Schweighofer & Ebner, 2015; Vaughan, 2014). Knowing
if humans add value to ILT experiences has broad implications for researchers, theorists,
designers, and practitioners in the field, including: a) informing efficient, effective, and practical
ILT design and implementation that considers cognitive architecture and the role of human-
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provided external instruction in the process; b) informing decisions related to maximizing
resources and improving student achievement through while addressing concerns of ILT
implementation and individualized learning; and c) developing clearer understandings of how
practitioners can approach their roles differently in order to move closer toward one-to-one
technologies and models fulfilling their true potential (Belland, 2014; Powell et al., 2015).
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Office of Research Compliance and Integrity
Lowden Hall, Room 301
Northern Illinois University
DeKalb, IL 60115

Subject: Site Approval Letter for Elizabeth Davis

To whom it may concern:

This letter acknowledges that I have received and reviewed a request by Elizabeth Davis to
conduct a research project entitled “The Impact of Human-Provided External Instruction on
Learning with an Interactive Learning Technology” at Willow Creek School in Woodridge
School District 68 and I approve of this research to be conducted at our facility.

When the researcher receives approval for his/her research project from the Northern Illinois
University’s Institutional Review Board/NSU IRB, I agree to provide access for the approved
research project. If we have any concerns or need additional information, we will contact the
Northern Illinois University’s IRB at (815) 753-8588.

Sincerely,

Mr. Patrick Broncato
Superintendent
Woodridge School District 68
broncatop@woodridge68.org
(630) 985-7925
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Dear Parent:
My name is Elizabeth Davis and I am the Learning Resource Center Director at (____________)
School. I am also a doctoral candidate at Northern Illinois University. I am currently studying
the effects of using a human instructor when learning with educational technology. My hope is
that this research will be useful to teachers and administrators who want to increase students’
learning on educational technology. I am writing to describe this research and to invite you to
give permission for your child to participate in the study over the next several weeks.
The study will take place at (_______) school during normal school hours. Regardless of
whether you choose for your child to participate in the study, all kindergarteners will be
scheduled to spend three 25-minute sessions in the Learning Resource Center each week on
iPads using the reading technology Lexia®. This system works by collecting data on
student performance to inform instruction. If you choose for your child to participate in the
study, they may simply work on Lexia® as usual, or they may be assigned additional human
instructional support (individual or small group instruction provided by me) during the 25minute sessions in addition to using Lexia®. During these sessions, I will videotape myself
working with children for later analysis. This videotape will not be used for any purpose other
than evaluating my instruction and will not be shared with anyone but me. Regardless of
whether you choose for your child to participate in the study, no additional data on any
students will be collected other than that normally recorded by the school and district.
I will attempt to make these sessions as fun, interesting, and comfortable as possible for children.
In previous similar studies, children have reported enjoying participating because they think the
tasks are fun, they get to learn on technology, and they get to share the experience with others.
It is important to emphasize that my research interest is in how children are impacted in these
settings in general; I am not interested in your individual child’s performance, but rather the
performance of groups of children on average. Further, all responses of individual students will
be kept strictly confidential. Coded numbers rather than student names will be used in the study’s
data logs and all data will be securely stored on locked computers.
Participation in this study is voluntary, you have the right to withdraw your consent at any time
without consequences, and your child can discontinue his or her participation at any point during
the course of the study with no negative consequences. Your permission in no way obligates
your child to participate in the study if s/he is unwilling.
If you agree to allow your child to participate in this study, please sign and have your child
return the attached permission slip to his or her teacher as soon as possible. I will also explain the
procedures of the study to your child and ask if s/he would like to participate. All children will
be fully debriefed about the procedures and purposes of the study at the end of the study.
Please keep this letter in a secure location to ensure information about the study is protected
until after the study is complete. Please remember that the success of the study rests on the
children not knowing the goals of the study in advance.
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If you have any questions about any aspect of the study, please do not hesitate to contact me for
further information or clarification at 630-967-2506 or davise@woodridge68.org. I am happy to
talk with you! Thank you for your time and consideration.
Sincerely,
PLEASE RETURN ONLY THIS PAGE-KEEP THE LETTER FOR YOUR
INFORMATION
Please remember that the success of the study rests on the children not knowing the goals of the
study in advance.
My signature indicates that I AGREE to allow my child to participate in the research study of
Elizabeth Davis as previously described.
Child’s Name

____________________________________

Child’s Teacher

____________________________________

Child’s Date of Birth ____________________________________
Parents’ Names

____________________________________

Telephone Number

____________________________________

PARENT’S SIGNATURE______________________________ DATE______________

Thank you very much!
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We would like you to be in our research project about learning with technology. Your
parents have already said that it would be fine for you to participate, but we want to make
sure that you would like to be in the project.



All kindergarten students will work on iPads to use a reading program called Lexia®
three times each week in the Learning Resource Center. If you agree to be in this project,
you will continue to work on Lexia® just like normal. I may also work with you on
reading topics by yourself or with other students in small groups.



Everything you work on will be kept confidential- this means that we will not tell anyone
else what you think or how you work. We won’t tell your teachers, parents, or friends,
even if they ask us to. We will write a code number, not your name, on everything that
you work on.



Remember, being in this project is your choice. No one will be upset if you don’t want to
participate or even if you change your mind later and want to stop in the middle.



You can ask any questions you have about the project now or at any time. Do you have
any questions?



Circling the thumbs up means that you agree to be in this project.

____________________________________
(Print Name of Potential Subject)

_____________
(Date)

I agree to be in this project (researcher circles one on behalf of potential subject):

YES

NO
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Source: http://www.lexialearning.com/sites/default/files/Scope_Sequene.pdf
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Human-Provided External Instruction Session Log
Date

Time In Time Out Total Min.

Lesson Level/Unit

Class/Subject #
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Reading Concept/Lesson:

Date:

Teaching Function
Gain Attention (appeal to learner interest)
Target (inform the learner of the objective)
State lesson goals and/or provide outline
Use student-friendly language
Review (stimulate recall of prerequisite learned capabilities)
Review relevant previous learning
Review prerequisite skills and knowledge for lesson
Direct Instruction (present stimulus material)
Teach in small steps
Model procedures
Provide concrete positive examples and negative examples
Use clear language
Check for student understanding
Avoid digressions
Guided Practice (provide learning guidance)
Students receive help during initial steps, or overview
High frequency of questions or guided practice
All students respond
High success rate
Continue practice until students are fluid
Corrections and Feedback (provide feedback)
Students receive individualized feedback (hints, questions, not answers)
Give sustaining feedback, clues, or re-teaching for incorrect answers
Provide re-teaching when necessary
Independent Practice (elicit performance)
Students perform the task
Practice continues until students are automatic (where relevant)
Teacher provides active supervision (where possible)
Routines are used to give help to slower students
Wrap-Up/Check for Understanding (assess performance)
Assess validity of performance
Assess reliability of performance
Weekly and Monthly Reviews (enhance retention and transfer)
Review of learning from past week
Review of learning from past month
Include new tasks that require application of learning
Total Score (composite score for composite scores)

Occurrence
/1
/2

/2

/6

/5

/3

/4

/2

/3

/28

Adapted from Teaching Function Checklist (Rosenshine, 2008; Rosenshine & Stevens, 1996) and Gagné’s (1985)
conditions of learning model, and Merrill’s (2002) first principles of instruction (Gagné et al., 1992)
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When
What
Pre-Study IRB Approval

Pre-Study Site Approval

Day 1-5 Subject Recruitment 
and Parental

Consent

Day 6-8 Subject Assent

Day 9
Day 9
Day 9
Day 10-14

Day 15
Day 16-43

Day 16-43

Day 16-43
Day 16-43
Day 44
Day 45
Day 45

Day 45
Day 45
Day 45
Day 45+

How
Researcher attains Institutional Review Board Approval
Researcher attains written approval of research from Superintendent
Researcher sends home Recruitment and Parental Consent Form
Researcher collects Recruitment and Parental Consent Form
Researcher makes follow-up phone calls to parents if necessary
Researcher asks for and records subject assent using Subject Oral
Assent Script and Form
Random
 Researcher uses a random generator to assign subjects to control and
Assignment
treatment conditions (does not share with subjects)
Beginning-of-Study  Researcher collects and records data from district databases
Demographic Data
Study Procedures  Researcher briefs subjects on procedures and addresses questions
 Researcher briefs aide on study procedures and addresses questions
Expert Panel
 Researcher attains expert panel review of study procedures and
Review
researcher-created instruments (Human-Provided External
Instruction Checklist and Human-Provided External Instructional
Session Log) and makes necessary adjustments
Pre-Test
 Researcher administers LRC5©/STAR Pre-Test to all subjects
Implement Quasi-  Subjects participate in treatment or control conditions
Experiment
 Researcher implements treatment and control conditions
 LRC Clerk attends to technological issues
Monitor Data
 Researcher collects data on treatment implementation with Lexia
Collection
Lessons®, Human-Provided External Instruction Condition
Checklist, Human-Provided External Instruction Session Logs,
and Video Recordings of Treatment Sessions
 Researcher monitors data collection on independent variables and
addresses data collection issues with appropriate resources
Task Accuracy
 LRC5© continuously collects data on subject performance
Time-on-Task
 LRC5© continuously collects data on subject performance
Post-Test
 Researcher administers LRC5©/STAR Post-Test to all subjects
Debrief Subjects
 Researcher debriefs subjects using Oral Subject Debriefing Script
Expert Panel
 Expert panel reviews Lexia Lesson® and Video Recordings of a
Review
selection of treatment sessions using the researcher-created
instruments (Human-Provided External Instruction Checklist and
Human-Provided External Instructional Session Log)
 Researcher reviews results, makes adjustments, and repeats with new
data if necessary
Relative Condition  Researcher calculates and records relative condition efficiency for
Efficiency
subjects in SPSS
Learning Efficiency  Researcher calculates and records learning efficiency for subjects in
SPSS
End-of-Study
 Researcher collects and records data from district databases
Demographic Data
Data Analysis
 Researcher begins data review and analysis in SPSS
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SEL® Sample Items
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*Pre-test measure was taken as the Scaled Score (SS) at the beginning of the study
*Post-test measure was taken as the Scaled Score (SS) at the end of the study
*Change in learning gains was taken as the calculated change in Scaled Score (SS) between the
test dates
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More information on these calculations can be found in the Technical Manual Link:
https://help.renaissance.com/US/PDF/SEL/SELAbridgedTechnicalManual.pdf#search=%22valid
ity%22

APPENDIX N
LRC5® SCOPE AND SEQUENCE: HIERARCHICAL STRUCTURE

Lexia Skill Scope and Sequence

Pre-K Skills

Level 1

Category 1:
VocabularyCategorizin
g Pictures

Category 2:
Phonologica
l
AwarenessRhyming

Activity
Units 1-14

Activity
Units 1-9

1st Gr
Skills

2nd-5th Gr
Skills

Levels 3-5

Levels 6-9

Levels 1018

K Skills

Level 2

Category 3:
PhonicsLetter
Matching

Category 4:
Comprehen
sionNursery
Rhymes

Category 1:
Phonologica
l
AwarenessBlending &
Segmenting
1

Category 2:
Comprehen
sionPicturing
Stories 1

Category 3:
Phonologica
l
AwarenessBegining
Sounds

Category 4:
PhonicsLetter
Names

Category 5:
VocabularySpatial
Concepts

Categories

Categories

Categories

Activity
Units 1-9

Activity
Units 1-10

Activity
Units 1-8

Activity
Units 1-10

Activity
Units 1-8

Activity
Units 1-12

Activity
Units 1-16

Activity
Units

Activity
Units

Activity
Units
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Auto Placement Instrument Information and Sample Items
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Skills Progress Pre-test Score Report Sample

*Pre-test score indicated by Auto/Manual Placement shading at beginning of study

Skills Progress Post-test Score Report Sample

*Post-tests score indicated by marked unit placement at end of study duration

Skills Progress Change Report Sample

*Change between pre-test and post-test indicated by total number of “Units Gained This Year”
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Task Accuracy Report Sample

(Hovering over an individual dot can access date and time of each attempt)
*Task accuracy was taken as number of attempts on all activity units before success

Time-on-Task Report Sample

*Time-on-task was taken “Total Unit Time” divided by the number of units completed
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Thank you for participating in our research study on Lexia®. I would like to discuss with you in
more detail the study you just participated in and to explain exactly what we were trying to study.
Sometimes when someone is trying to research something, the participants cannot know all the
information about the research until after the study is completed. However, I do want to tell you
everything now that the study is completed. I didn’t tell you everything at the beginning of a
study because I did not want to influence your responses. If I told you what the purpose of the
study was your behaviors and answers might not have been the same as in everyday life.
 During the study, I was interested in looking at how students learn with technology. While all
kindergartners worked on iPads to use the Lexia® reading program, some of you also worked
with me on different reading topics. The reason you were put in different groups was so that I
could see if it made a difference in your learning if a teacher worked with you in addition to
using Lexia®. While you worked, Lexia® recorded how many times you tried to do
something before you succeeded and how long it took you to complete your work. I also took
video of our time together if you worked with me. I am going to look at the information from
Lexia® and the videos and try to use it to tell about what happened in the study. I am also
going to use some information about you to describe who participated in my study.
 I want to remind you that everything you worked on is confidential- this means that I will not
tell anyone else about you or how you worked. I won’t tell teachers, parents, or friends, even
if they. I will write a code number, not your name, on everything you worked on.
 Your parents have already said that it would be fine for you to participate, but I want to make
sure that you would like to be in the project. Remember, being in this project is your choice.
No one will be upset if you don’t want to participate or even if you change your mind later.
 You can ask any questions you have about the project now or at any time. Do you have any
other questions or comments about anything you did today or anything we've talked about?
 Now that the study has been explained, do you agree to allow me to use the data that I
collected from you participating in this study? Circling the thumbs up means that you agree
to be in this project.
____________________________________
(Print Name of Potential Subject)

_____________
(Date)

I agree to be in this project (researcher circles one on behalf of potential subject):
YES

NO

I hope you enjoyed your experience and I hope you learned some things today. If you have any
questions later you can always talk to me or your parents can talk to me too.
Thank you again for your participation.
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Table S1
Occurrence of Teaching Functions Observed in Human-Provided External Instruction Sessions
Teaching Function
Percentage Frequency
Gain Attention (appeal to learner interest)
Gain Attention (appeal to learner interest)
0
0/28
Target (inform the learner of the objective)
State lesson goals and/or provide outline
100
28/28
Use student-friendly language
100
28/28
Review (stimulate recall of prerequisite learned capabilities)
Review relevant previous learning
7.14
2/28
Review prerequisite skills and knowledge for lesson
0
0/28
Direct Instruction (present stimulus material)
Teach in small steps
100
28/28
Model procedures
100
28/28
Provide concrete positive examples and negative examples
53.6
15/28
Use clear language
100
28/28
Check for student understanding
100
28/28
Avoid digressions
35.71
10/28
Guided Practice (provide learning guidance)
Students receive help during initial steps, or overview
100
28/28
High frequency of questions or guided practice
100
28/28
All students respond
100
28/28
High success rate
89.29
25/28
Continue practice until students are fluid
89.29
25/28
Corrections and Feedback (provide feedback)
Students receive individualized feedback (hints, questions, not answers)
85.71
24/28
Give sustaining feedback, clues, or re-teaching for incorrect answers
60.71
17/28
Provide re-teaching when necessary
50
14/28
Independent Practice (elicit performance)
Students perform the task
100
28/28
Practice continues until students are automatic (where relevant)
82.14
23/28
Teacher provides active supervision (where possible)
100
28/28
Routines are used to give help to slower students
60.71
17/28
Wrap-Up/Check for Understanding (assess performance)
Assess validity of performance
67.86
19/28
Assess reliability of performance
67.86
19/28
Weekly and Monthly Reviews (enhance retention and transfer)
Review of learning from past week
0
0/28
Review of learning from past month
0
0/28
Include new tasks that require application of learning
71.43
20/28
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Table T1
Hypothesis Test Summary of Inferential Analyses
Null Hypothesis
The distribution of Learning Gains (SEL®) is the
same across categories of Group.
The distribution of Skills Progress (LRC5®) is
the same across categories of Group.
The distribution of Task Accuracy is the same
across categories of Group.
The distribution of Time-on-Task is the same
across categories of Group.
The distribution of Relative Condition Efficiency
(SEL®) is the same across categories of Group
The distribution of Relative Condition Efficiency
(LRC5®) is the same across categories of Group.
The distribution of Learning Efficiency (SEL®)
is the same across categories of Group
The distribution of Learning Efficiency (LRC5®)
is the same across categories of Group

Test
One-way ANOVA

Sig.
Decision
.667 Retain the null
hypothesis.
One-way ANOVA
.580 Retain the null
hypothesis.
One-way ANOVA
.841 Retain the null
hypothesis.
Independent Samples .681 Retain the null
Kruskal-Wallis Test
hypothesis.
Independent Samples 1.000 Retain the null
Kruskal-Wallis Test
hypothesis.
Independent Samples .656 Retain the null
Kruskal-Wallis Test
hypothesis.
One-way ANOVA
.672 Retain the null
hypothesis.
One-way ANOVA
.680 Retain the null
hypothesis.

