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Abstract
A paper of Anderson and Thompson demonstrates that the inverse problem in the calculus of variations for
systems of fourth-order ordinary differential equations gives rise to a system of PDEs in Frobenius form for the
multiplier functions, and therefore has a structure much simpler than that of the corresponding problem for second-
order equations. We show that a similar simplification holds for systems of equations of order 2k (k > 2).  2002
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1. Introduction
The Inverse Problem of the Calculus of Variations is to determine whether a given system of
differential equations may be derived from a variational principle. This paper concerns an aspect of
the Inverse Problem for higher-order ordinary differential equations, where the question is to determine
whether the 2kth order equations
qi2k = f i
(
t, qj , . . . , q
j
2k−1
)
(1 i m)
where k  2 and where qir is the r th derivative of the variable qi , may be written as the Euler–Lagrange
equations
k∑
r=0
(−1)r d
r
dtr
∂L
∂q
j
r
= 0
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for some Lagrangian function L(t, qi , . . . , qik). When the problem is expressed in this form, it is clear
that we may normally expect at best to write a linear combination
gij
(
qi2k − f i
)= 0
of the given equations as Euler–Lagrange equations, and so this is often called the multiplier version
of the inverse problem. (In this and subsequent expressions, we use the summation convention over
repeated indices i, j, . . . running from 1 to m.) The multiplier matrix gij will then be the generalised
Hessian ∂2L/∂qik∂q
j
k of L, and we shall assume that this matrix has maximal rank. The essence of the
problem is then to write down the equations which the multiplier matrix must satisfy (these will form a
system of linear partial differential equations) and to determine the formal integrability of these equations.
Following [1] we consider only even-order equations: the regularity condition for variational equations
of odd (2s + 1) order involves a skew-symmetrised matrix of derivatives of the Lagrangian with respect
to qis+1 and q
j
s [5], and so we should expect the equations for the multiplier functions in this case to differ
from those found in the even-order case.
For second-order equations (k = 1), the problem is some way from being solved. In the case m = 1
there is, of course, only a single equation for the (1 × 1) multiplier matrix, and so the problem always
has a solution. But even in the case m = 2, a complete solution was obtained only in 1942 [4], and
the complexities of that solution indicate the scale of difficulty that had been encountered. Since then
there have been significant advances in understanding the structure of the problem, especially when
it is expressed in terms of differential geometry: in particular, it has been shown that the problem is
equivalent to establishing the existence of a certain closed 2-form ω (the Cartan 2-form, as described
in, for example, [3]) which contains precisely the information stored in the multiplier matrix. There is,
nevertheless, still no complete solution to the problem available for any of the cases m> 2.
An important advance was made in 1992 with the publication of a paper by Anderson and Thompson
[1]. This paper (which contains an extensive list of references) covers both second-order and higher-order
equations, and decomposes the closure condition on ω into conditions on the “horizontal” and “vertical”
differentials dh and dv available on jet bundles (see, for example, [6]). In particular, the authors show
that, for fourth-order equations (k = 2), the dh condition implies that the multiplier matrix gij has to
satisfy a total differential equation whose integrability may be determined by checking a straightforward
Frobenius condition. They achieve this result by defining a covariant derivative, using this to construct
a special adapted basis for the contact forms on the jet bundle, expressing ω in terms of those contact
forms, and then solving the resulting equations for the coefficients.
In their paper, Anderson and Thompson indicate that a similar approach may be used for cases k > 2.
There is, nevertheless, no obvious pattern to their calculations in the case k = 2, and it is not immediately
apparent that an approach along those lines will always be successful. The purpose of the present paper
is therefore to attempt to remedy this difficulty by providing an explicit proof valid for all k  2. The
general approach is very similar to that of the earlier work, but there are important technical differences.
In particular, the covariant derivative is defined only for tensor fields along a certain jet projection (rather
than for tensor fields on a manifold) and, in the case k = 2, the adapted basis of contact forms is different
from that used by Anderson and Thompson, and arises in perhaps a more natural way.
The structure of this paper is a follows. In Section 2 we summarise the results from from the general
theory of jet bundles and from [1] that will be needed for our proof, and in Section 3 we introduce the
idea of a multiconnection on a jet bundle and use it to construct the adapted basis of contact forms. In
Section 4 we look at the generalised curvature of such a multiconnection, obtaining a covariant derivative
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and a family of tensor fields along a jet projection, and finally in Section 5 we write the coefficients of ω
in terms of these objects and hence derive our proof.
The author like to thank the referees for their constructive comments on this paper.
2. Notation and standard results
Let E→ R be a fibration with dimE =m+ 1; we shall take (t, qi) as fibred local coordinates on E,
where t is the pullback by π of the identity coordinate on R. The r th jet manifold of π will be denoted by
J rπ for r  1 (by convention, J 0π =E), and the natural projections J rπ → J sπ will be denoted by πr,s .
The natural jet coordinates on J rπ will be written as (t, qi0, . . . , qir ) (we shall not normally distinguish
between the corresponding coordinate functions defined on different jet manifolds).
A higher-order differential equation (of even order) will be a section γ :J 2k−1π → J 2kπ of the
affine bundle π2k,2k−1, and so will appear in coordinates as qi2k = f i . There is a natural inclusion
J 2kπ ⊂ T J 2k−1π of bundles over J 2k−1π , and so γ may also be considered as a vector field Γ on
J 2k−1π with coordinate representation
∂
∂t
+
2k−2∑
r=0
qir+1
∂
∂qir
+ f i ∂
∂qi2k−1
.
The contact forms on a jet manifold J rπ (r  1) are the 1-forms that vanish when pulled back to
R by the prolongation to J rπ of any local section of E → R; a local basis for the contact forms is
{θ is : 1 i m, 0 s  r − 1}, where in coordinates θ is = dqis − qis+1 dt . The pullback maps πr,s (r > s)
define a filtration by order of the contact forms on J rπ : in general, however, this filtration does not come
from a grading.
On J 2k−1π the differential equation γ gives rise to force forms γ ∗θ i2k−1 by pullback of the highest-
order contact forms θ i2k−1 from J 2kπ : in coordinates, γ ∗θ i2k−1 = dqi2k−1 − f i dt . For simplicity, we shall
omit the pullback map where there is no likelihood of confusion.
Each jet manifold J rπ (r  1) has a vertical endomorphism S defined using the contact structure and
the affine structure of the bundle πr+1,r : this is a type (1,1) tensor field with local coordinate presentation
S =
r−1∑
s=0
(s + 1)θ is ⊗
∂
∂qis+1
.
On any jet manifold J rπ , there is a horizontalisation operator h mapping forms on J rπ to forms
on J r+1π : this is defined in terms of the contact structure on J r+1π and is given in coordinates by
h(dt) = dt , h(dqis ) = qis+1 dt (0  s  r). The operator h may be used to give a decomposition of the
exterior derivative operator d into its horizontal and vertical components dh, dv given by dh = h ◦ d ,
dv = (π∗r+1,r ◦d)−dh. Note that these horizontal and vertical differentials also map forms on J rπ to forms
on J r+1π . Some authors therefore consider forms on the infinite jet manifold J∞π , and dh and dv are
then differential operators for forms on the infinite-dimensional manifold J∞π : this is the approach taken
by Anderson and Thompson in [1]. We shall instead use the differential equation γ to give differential
operators γ ◦ dh, γ ◦ dv for forms on J 2k−1π ; for any such form σ we have γ ∗dhσ = dt ∧ LΓ σ . More
details of all these general constructions on jet bundles may be found in [6].
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We shall also need some results specific to the study of the Inverse Problem, and these are taken
from [1]. It is clear that a necessary condition for the existence of a suitable Lagrangian is that the
equations determined by γ have a certain polynomial dependency in the derivative coordinates of order
greater than k, as these coordinates can arise in the Euler–Lagrange equations only as a result of the
action of the total time derivative operator. The condition given in [1, Theorem 1.1] is that
f i
(
t, qj , q
j
1 , . . . , q
j
k , λq
j
k+1, λ
2q
j
k+2, . . . , λ
k−1qj2k−1
)
should be a polynomial in λ of degree not greater than k.
Whenever γ satisfies this polynomial condition, a necessary and sufficient condition for the existence
of a suitable Lagrangian is that there exists a closed 2-form ω with the properties that
(1)ω=
∑
r+s2k−1
Arsij θ
i
r ∧ θjs
and that
det
(
A
k−1,k
ij
) = 0
[1, Theorem 2.6]. The 2-form ω (if it exists) will be the Cartan 2-form for the variational problem whose
Euler–Lagrange equations are given by γ . We shall regard the condition dω= 0 as equivalent to the pair
of conditions γ ∗dhω= 0, γ ∗dvω= 0; it may be shown that γ ∗dvω = 0 implies
(2)∂A
k−1,k
ij
∂qhs
= 0
for s > k [1, Corollary 2.8].
3. Multiconnections
Let El → ·· ·→E0 be a family of manifolds and maps, such that each Er+1 →Er (0 r  l− 1) is a
bundle (these bundles need not all have the same fibre dimension); we may call this family a multibundle.
Such a structure gives a filtration of the tangent manifold T El ,
Vl−1 ⊂ · · · ⊂ V0 ⊂ T El
where Vr contains tangent vectors vertical over Er .
Now suppose that each bundle El →Er (0 r  l− 1) has a connection, with horizontal distribution
Hr , so that Vr ⊕ Hr = TEl . (In this paper, a connection need have no completeness attributes.) If the
connections satisfy the additional compatibility condition
H0 ⊂ · · · ⊂Hl−1
we say that the family of connections defines a multiconnection on El → ·· ·→E0. It is straightforward
to check that each multiconnection gives rise to a grading of TEl : we have
TEl =
l⊕
r=0
Dr
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where
D0 =H0,
Dr =Hr ∩ Vr−1, 1 r  l − 1,
Dl = Vl−1.
Conversely, a grading of TEl satisfying the conditions
Vl−1 =Dl,
Vr−1 = Vr ⊕Dr, 1 r  l − 1,
T El = V0 ⊕D0
gives rise to a multiconnection by setting Hr =⊕rs=0Ds for 0 r  l − 1.
In what follows, we shall prefer to use the dual representation of a multiconnection, so that
T ∗El =
l⊕
r=0
D∗r
subject to the conditions
V ◦0 =D∗0,
V ◦r =D∗r ⊕ V ◦r−1, 1 r  l − 1,
T ∗El =D∗l ⊕ V ◦l−1,
where V ◦0 ⊂ · · · ⊂ V ◦l−1 ⊂ T ∗El are the horizontal codistributions of the multibundle.
We now apply this general construction to the particular multibundle
J 2k−1π → ·· ·→E→ R
and the higher-order differential equation
γ :J 2k−1π → J 2kπ.
We start with the filtration
V2k−2 ⊂ · · · ⊂ V0 ⊂ VR ⊂ T J 2k−1π
where VR is the distribution of tangent vectors vertical over R, and the dual filtration
V ◦R ⊂ V ◦0 ⊂ · · · ⊂ V ◦2k−2 ⊂ T ∗J 2k−1π.
A basis for the one-dimensional codistribution V ◦R is {dt}; extend this to a basis of V ◦0 using the contact
forms θ i0; continue in this way until θ i2k−2 have been included to give a basis for V ◦2k−2; and finally, extend
to a basis of T ∗J 2k−1π using the force forms θ i2k−1 obtained from the differential equation γ .
We now define codistributions on J 2k−1π by setting
(3)D∗r = γ ∗
(
S∗
)2k−r
T ◦(Imγ )
for 0 r  2k − 1, and by setting D∗R = V ◦R. Here the annihilator T ◦(Imγ ) is taken with respect to the
tangent bundle T J 2kπ , and S∗ represents the action on cotangent vectors of the vertical endomorphism
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S defined on J 2kπ . Note that, from the general properties of the tensors S on J 2kπ and J 2k−1π , we have
D∗r =
(
S∗
)2k−r−1
D∗2k−1,
where in this relationship S∗ now represents the action of the vertical endomorphism defined on J 2k−1π .
Now T ◦(Imγ ) is spanned locally by dqi2k − df i , which we may expand as
dqi2k −
2k−1∑
s=0
∂f i
∂q
j
s
dqjs −
∂f i
∂t
dt,
so if we define 1-forms ψi2k−1 by
ψi2k−1 = θ i2k−1 −
2k−2∑
s=0
(
s + 1
2k
)
∂f i
∂q
j
s+1
θjs
then D∗2k−1 = γ ∗S∗T ◦(Imγ ) is spanned locally by ψi2k−1. If we also define
ψir =
1
r + 1S
∗ψir+1
for 0 r  2k − 2 then D∗r is spanned locally by ψir . A straightforward calculation shows that
(4)ψir = θ ir −
r!
(2k)!
r−1∑
s=0
(2k − r + s)!
s!
∂f i
∂q
j
2k−r+s
θ js
for 0 r  2k − 1; in particular, ψi0 = θ i0. It is immediate from the description of the spanning sets that
D∗r ⊕V ◦r−1 = V ◦r for 1 r  2k− 2, and as we also have D∗0 ⊕V ◦R = V ◦0 and V ◦R =D∗R we have obtained
the following result:
Proposition 1. The grading
T ∗J 2k−1π =D∗R ⊕
2k−1⊕
r=0
D∗r ,
where D∗R and D∗r are defined as in Eq. (3), defines a multiconnection. A graded local basis for the
1-forms on J 2k−1π is{
dt,ψi0, . . . ,ψ
i
2k−1
}
where ψir are specified as in Eq. (4).
Evidently 〈Γ,dt〉 = 1, 〈Γ,ψir 〉 = 0 for 0 r  2k− 1, so we may write the dual graded local basis of
vector fields on J 2k−1π as{
Γ,X0i , . . . ,X
2k−1
i
}
where the Xri are related to the coordinate vector fields by
∂
∂qir
=Xri −
1
r!(2k)!
2k−1∑
s=r+1
s!(2k + r − s)! ∂f
j
∂qi2k+r−s
Xsj .
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We shall let ΠR :T J 2k−1π → DR and Πr :T J 2k−1π → Dr for 0  r  2k − 1 be the projections onto
the components of the grading.
From the relationship
ψir =
1
r + 1S
∗ψir+1
it follows by duality that
Xri =
1
r
SXr−1i
for 1  r  2k − 1, so that we may regard the graded basis as being determined by the basis {Γ,X0i }
of H0.
An alternative point of view is to regard the graded basis as being determined instead by the basis
{T,Xi} of vector fields along π2k−1,0 :J 2k−1π →E, where
T= T π2k−1,0 ◦ Γ = ∂
∂t
+ qj1
∂
∂qj
,
Xi = T π2k−1,0 ◦X0i =
∂
∂qi
.
We then set, for any point j 2k−1t φ ∈ J 2k−1π and any tangent vector ξ ∈ Tφ(t)E,
ξ 0 = h0(ξ),
ξ r = 1
r! (hr ◦ vr−1 ◦ · · · ◦ v0)(ξ) (1 r  2k − 2),
ξ 2k−1 = 1
(2k − 1)!(v2k−1 ◦ · · · ◦ v0)(ξ),
where vs is the vertical lift from Tjst φJ sπ to Tjs+1t φJ
s+1π and hr is the horizontal lift corresponding to the
connection with horizontal distribution Hr . For any vector field X along π2k−1,0, we then obtain vector
fields Xr on J 2k−1π taking their values in Hr by setting
Xr
j2k−1t φ
= (Xφ(t))r .
It is straightforward to check that constructing vector fields Xri from Xi using this method gives the same
result as our original definition.
3.1. Notes
The connection on J 2k−1π → J 2k−2π determined by γ is defined by the present method in [7];
previously an alternative method had been used. An equivalent definition of the multiconnection, starting
from that alternative definition of the connection and using tangent rather than cotangent vectors, is given
in [2].
In the particular case k = 2, the 1-forms defining the multiconnection are
ψi3 = θ i3 − 34Gij θj2 − 12Hij θj1 − 14J ij θj0 ,
ψi2 = θ i2 − 12Gij θj1 − 16Hij θj0 ,
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ψi1 = θ i1 − 14Gij θj0 ,
ψi0 = θ i0,
where
Gij =
∂f i
∂q
j
3
, H ij =
∂f i
∂q
j
2
, J ij =
∂f i
∂q
j
1
.
The adapted contact forms considered in [1] are
Θ˙i3 = θ i3 − 34Gijθj2 −
( 3
4Γ
(
Gij
)− 316GikGkj )θj1 − (14Γ (Γ (Gij))− 116Γ (Gik)Gkj − 18GikΓ (Gkj)
+ 164GikGkl Glj
)
θ
j
0 ,
Θ˙i2 = θ i2 − 12Gijθj1 −
( 1
4Γ
(
Gij
)− 116GikGkj )θj0 ,
Θ˙i1 = θ i1 − 14Gijθj0 ,
Θi = θ i0,
so that Θ˙i3 =ψi3 and Θ˙i2 =ψi2, although Θ˙i1 =ψi1 and Θi =ψi0.
4. Curvature
As the connections forming a multiconnection are algebraically related, we may expect their
curvatures to be related also. For the multiconnection described in the previous section, the most
important components of these curvatures are those given by contraction with Γ . So consider the Lie
bracket of Γ with vector fields in each component of the grading defining the multiconnection: if X is
any vector field along π2k−1,0 then the map
X →Πr
([
Γ,Xr
])
is a derivation, whereas
X →Πs
([
Γ,Xr
])
(s = r)
is linear over functions. We may therefore write
[
Γ,X0
]= (∇X)0 + 2k−1∑
s=1
(ΦsX)
s
where ∇ is a derivation of tensor fields along π2k−1,0, and each Φs is a (1,1) tensor field along π2k−1,0.
It is immediate from the definition of ∇ that, for any function f on J 2k−1π ,
∇f = Γ (f ).
To find the Lie bracket of Γ with Xr for r > 0 we use the following lemma.
Lemma. If 0 r  2k − 2 then LΓ S(Xr)=−Xr .
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Proof. An explicit computation using the coordinate representations of Γ and S gives
LΓ S = dt ⊗ Γ − I +
(
2kθi2k−1 −
2k−2∑
s=0
(s + 1) ∂f
i
∂q
j
s+1
θjs
)
⊗ ∂
∂qi2k−1
= dt ⊗ Γ − I + 2kψi2k−1 ⊗X2k−1i
from which the result follows. ✷
Proposition 2. If 1 r  2k − 1 then
[
Γ,Xr
]=−Xr−1 + (∇X)r + 2k−1∑
s=r+1
(
s
r
)
(Φs−rX)s.
Proof. Note that[
Γ,Xr
]= 1
r
[
Γ,SXr−1
]
= 1
r
(LΓ S(Xr−1)+ S([Γ,Xr−1]))
= 1
r
(−Xr−1 + S([Γ,Xr−1]))
and use induction. ✷
An important tool in our proof of the main result of this paper will be the representation of certain
(1,1) tensor fields along π2k−1,0 as the composition of curvature tensor fields Φs and their derivatives,
and we shall need to define the weight w of such a representation. We shall put
w
(∇rΦs)= r + s + 1 and w(Λ1 ◦Λ2)=w(Λ1)+w(Λ2)
whenever Λ1, Λ2 are compositions of tensors of the form ∇rΦs . We shall call any such representation
of a tensor field a basic representation. Any constant linear combination of representations of the same
weight p will also be said to have weight p. (Note that the weight is a property of the representation of
the tensor field in this form, rather than of the tensor field itself.)
5. The structure of ω
In this section we return to the specific question of whether a given differential equation γ arises
as the Euler–Lagrange equation of some Lagrangian L, in terms of the existence of a suitable Cartan
2-form ω with the properties described in Section 2. One of these properties is that ω must be closed,
and the horizontal part γ ∗dhω of this closure condition, for a 2-form ω without any terms containing
dt , is just LΓ ω = 0 (where, as before, Γ is the vector field on J 2k−1π corresponding to γ ). We shall
use this property to show that any such ω must be completely determined by a symmetric (0,2) tensor
field g along πk,0 which satisfies a differential condition and a family of algebraic conditions. This result
will be established by decomposing any such ω using the grading determined by the multiconnection
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corresponding to γ , and using the results of Section 4 to express each component of ω in terms of g.
The existence of an ω satisfying the horizontal part of the closure condition, together with properties (1)
and (2) of Section 2, is therefore equivalent to the existence of a g satisfying the differential and algebraic
conditions. A corollary to this result, based on Theorem 4.1 of [1], is that the differential condition on g
is of a straightforward Frobenius type, so that the existence of g, and hence of ω and of L, may be readily
determined.
So let X and Y by vector fields along π2k−1,0; from Eq. (1) we see that ω(Xr,Y s)= 0 if r + s  2k,
and from Eq. (2) that ω(Xk−1, Y k) is independent of qis for s > k. We shall show:
Theorem 3.
(1) ω(X0, Y 2k−1)= ω(Y 0,X2k−1), so that we may define a symmetric (0,2) tensor field g along π2k−1,0
by g(X,Y )= ω(X0, Y 2k−1);
(2) ω(Xk−1, Y k) is a constant multiple of g(X,Y ) and we may therefore regard g as a tensor field along
πk,0;
(3) ω(Xr,Y 2k−p−r)= g(Λp,rX,Y ) for 0 p 2k where Λp,r is a tensor field along π2k−1,0 (which we
shall specify) with a representation of weight p− 1, so that ω is completely determined by g;
(4) g satisfies the differential condition ∇g = 0;
(5) g satisfies a family of algebraic conditions which may be expressed in the form g(X,ΦsY ) =
g(Φ∗s X,Y ) for 1  s  2k − 1, where Φ∗s is a tensor field along π2k−1,0 (which we shall specify)
with a representation of weight s + 1;
(6) if, conversely, g is a symmetric (0,2) tensor field along πk,0 satisfying the differential condition
∇g = 0 of part (4) and the algebraic conditions g(X,ΦsY )= g(Φ∗s X,Y ) of part (5), then any (0,2)
tensor field ω on J 2k−1π satisfying both ω(Xr,Y s)= 0 if r + s  2k and the conditions of part (3)
is a 2-form satisfying LΓ ω= 0 and is therefore determined uniquely.
Proof. We start by considering the Lie derivative of ω(Xr,Y s) where r + s = 2k. We have
ω(Xr,Y 2k−r)= 0, so that
0=LΓ
(
ω
(
Xr,Y 2k−r
))
=ω([Γ,Xr], Y 2k−r)+ω(Xr, [Γ,Y 2k−r])
=−ω(Xr−1, Y 2k−r)− ω(Xr,Y 2k−r−1)
for 1 r  2k− 1, where we have used LΓ ω = 0 and expanded the Lie brackets using Proposition 2: we
have ignored terms of order greater than r − 1 in the expansion of, for instance, [Γ,Xr ] as these terms
have no effect when evaluated with ω(·, Y 2k−r). It follows that
ω
(
Xr,Y 2k−r−1
)= (−1)rω(X0, Y 2k−1)
and in particular, using the skew-symmetry of ω, that
ω
(
X0, Y 2k−1
)=−ω(Y 2k−1,X0)= ω(Y 0,X2k−1)
so that we may define a symmetric (0,2) tensor field g along π2k−1,0 by
g(X,Y )= ω(X0, Y 2k−1),
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establishing part (1) of our result. We record, for future use, the formula
(5)ω(Xr,Y 2k−r−1)= (−1)rg(X,Y ).
For part (2), note that g(X,Y )= (−1)k−1ω(Xk−1, Y k), and also that
∂A
k−1,k
ij
∂qhs
= 0
for s > k, where
ω=Ak−1,kij θ ik−1 ∧ θjk + · · · =Ak−1,kij ψik−1 ∧ψjk + · · ·
(the fact that these particular coefficients are the same follows from the expansion of the graded contact
forms ψir in terms of the ordinary ones); it follows that g may be regarded as a tensor field along πk,0
rather than along π2k−1,0. If we put
g = gij θ i ⊗ θj
then, of course, gij =Ak−1,kij .
To start the proof of part (3), consider the Lie derivative of ω(Xr,Y s) where r + s = 2k− 1. We have
LΓ
(
ω
(
X0, Y 2k−1
))=ω([Γ,X0], Y 2k−1)+ω(X0, [Γ,Y 2k−1])
=ω((∇X)0, Y 2k−1)− ω(X0, Y 2k−2)+ ω(X0, (∇Y )2k−1);
but ω(X0, Y 2k−1)= g(X,Y ) is a function on J k+1π , so that LΓ (ω(X0, Y 2k−1))=∇(g(X,Y )), and hence
∇(g(X,Y ))= g(∇X,Y )− ω(X0, Y 2k−2)+ g(X,∇Y )
giving
(6)∇g(X,Y )=−ω(X0, Y 2k−2).
Similarly, for 1 r  2k − 2,
LΓ
(
ω
(
Xr,Y 2k−r−1
))=ω([Γ,Xr], Y 2k−r−1)+ ω(Xr, [Γ,Y 2k−r−1])
=−ω(Xr−1, Y 2k−r−1)+ω((∇X)r, Y 2k−r−1)
−ω(Xr,Y 2k−r−2)+ ω(Xr, (∇Y )2k−r−1);
but
LΓ
(
ω
(
Xr,Y 2k−r−1
))= (−1)r∇(g(X,Y )),
ω
(
(∇X)r, Y 2k−r−1)= (−1)rg(∇X,Y ),
ω
(
Xr, (∇Y )2k−r−1)= (−1)rg(X,∇Y )
using (5), so that
(−1)r∇g(X,Y )=−ω(Xr−1, Y 2k−r−1)−ω(Xr,Y 2k−r−2).
This is a recurrence relation for ω(Xr,Y 2k−r−2), so by solving it and using (6) as initial condition we
obtain
ω
(
Xr,Y 2k−r−2
)= (−1)r+1(r + 1)∇g(X,Y )
160 D.J. Saunders / Differential Geometry and its Applications 16 (2002) 149–166
so that, in particular,
ω
(
X2k−2, Y 0
)=−(2k − 1)∇g(X,Y );
but from the skew-symmetry of ω we obtain
ω
(
X2k−2, Y 0
)=−ω(Y 0,X2k−2)=∇g(Y,X)=∇g(X,Y )
so that ω(Xr,Y 2k−r−2)= 0 for 0 r  2k−2. We have also established the differential condition ∇g = 0
of part (4).
The proof of part (3) in general is obtained in the same way, using induction. Suppose that, for
1 s  p,
ω
(
Xr,Y 2k−s−r
)= g(Λs,rX,Y )
where Λs,r is a type (1,1) tensor field along π2k−1,0 with a representation of weight s − 1; the results
obtained so far have Λ1,r = (−1)rI , Λ2,r = 0. Then
LΓ
(
ω
(
X0, Y 2k−p
))= ω([Γ,X0], Y 2k−p)+ω(X0, [Γ,Y 2k−p]),
and these three terms may be expanded as
LΓ
(
ω
(
Xp,Y 2k−p
))=∇(g(Λp,0X,Y ))
= g(∇(Λp,0)X,Y )+ g(Λp,0(∇X),Y )+ g(Λp,0X,∇Y )
= g(∇(Λp,0)X,Y )+ω((∇X)0, Y 2k−p)+ω(X0, (∇Y )2k−p),
ω
([
Γ,X0
]
, Y 2k−p
)= ω((∇X)0, Y 2k−p)+ p−1∑
s=1
ω
(
(ΦsX)
s, Y 2k−p
)
and
ω
(
X0,
[
Γ,Y 2k−p
])=−ω(X0, Y 2k−p−1)+ω(X0, (∇Y )2k−p)
+
p−1∑
s=1
(
2k − p+ s
2k − p
)
ω
(
X0, (ΦsY )
2k−p+s)
using the induction hypothesis and Proposition 2, so that
g
(
(∇Λp,0)X,Y
)=−ω(X0, Y 2k−p−1)+ p−1∑
s=1
ω
(
(ΦsX)
s, Y 2k−p
)
+
p−1∑
s=1
(
2k − p+ s
2k − p
)
ω
(
X0, (ΦsY )
2k−p+s)
and hence
ω
(
X0, Y 2k−p−1
)=−g((∇Λp,0)X,Y )+ p−1∑
s=1
g(Λp−s,sΦsX,Y )
+
p−1∑
s=1
(
2k − p+ s
2k − p
)
g(Λp−s,0X,ΦsY ).
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We may therefore write
ω
(
X0, Y 2k−p−1
)= g(Λp+1,0X,Y ),
where we define the tensor field Λp+1,0 by
(7)Λp+1,0 =−∇Λp,0 +
p−1∑
s=1
(
Λp−s,s ◦Φs +
(
2k − p+ s
2k − p
)
Φ∗s ◦Λp−s,0
)
using the notation Φ∗s for the adjoint of Φs with respect to g.
Subsequently, for 1 r  2k − p− 1 we obtain
LΓ
(
ω
(
Xr,Y 2k−p−r
))= ω([Γ,Xr], Y 2k−p−r)+ ω(Xr, [Γ,Y 2k−p−r])
so that, in the same way, we find that
g
(
(∇Λp,r)X,Y
)=−ω(Xr−1, Y 2k−p−r)− ω(Xr,Y 2k−p−r−1)
+
p−1∑
s=1
(
r + s
r
)
ω
(
(ΦsX)
r+s, Y 2k−p−r
)
+
p−1∑
s=1
(
2k − p− r + s
2k − p− r
)
ω
(
Xr, (ΦsY )
2k−p−r+s)
giving
ω
(
Xr,Y 2k−p−r−1
)=−g((∇Λp,r)X,Y )− ω(Xr−1, Y 2k−p−r)+ p−1∑
s=1
(
r + s
r
)
g(Λp−s,r+sΦsX,Y )
+
p−1∑
s=1
(
2k − p− r + s
2k − p− r
)
g(Λp−s,rX,ΦsY ).
We may therefore write
ω
(
Xr,Y 2k−p−r−1
)= g(Λp+1,rX,Y )
where we define the tensor field Λp+1,r recursively in terms of r by
Λp+1,r =−∇Λp,r −Λp+1,r−1 +
p−1∑
s=1
(
r + s
r
)
Λp−s,r+s ◦Φs
+
p−1∑
s=1
(
2k − p− r + s
2k − p− r
)
Φ∗s ◦Λp−s,r .
Solving this recurrence relation and using (7) as initial condition, we obtain
Λp+1,r = (−1)r
r∑
q=0
(−1)q
(
−∇Λp,q +
p−1∑
s=1
((
q + s
q
)
Λp−s,q+s ◦Φs
(8)+
(
2k − p− q + s
2k − p− q
)
Φ∗s ◦Λp−s,q
))
.
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Eqs. (7) and (8) will provide representations of weight p for Λp+1,r provided we know that each Φ∗s has
a representation of weight s + 1. To see this, we first find the adjoint of Λs,r :
g
(
Λ∗s,rX,Y
)= g(X,Λs,rY )= g(Λs,rY,X)= ω(Y r,X2k−s−r)
=−ω(X2k−s−r, Y r)=−g(Λs,2k−s−rX,Y )
so that
Λ∗s,r =−Λs,2k−s−r .
Now taking the adjoint of Eq. (7) we obtain
Λ∗p+1,0 =−∇Λ∗p,0 +
p−1∑
s=1
(
Φ∗s ◦Λ∗p−s,s +
(
2k − p+ s
2k − p
)
Λ∗p−s,0 ◦Φs
)
so that
(9)Λp+1,2k−p−1 =−∇Λp,2k−p +
p−1∑
s=1
(
Φ∗s ◦Λp−s,2k−p +
(
2k − p+ s
2k − p
)
Λp−s,2k−p+s ◦Φs
)
.
Comparing Eq. (9) with Eq. (8) where r = 2k−p−1, we obtain an equation for Φ∗p−1 in terms of Φs (for
s  p− 1), Φ∗s (for s  p− 2) and Λs,r (for s  p). As we know from previous stages of the induction
process that all these tensor fields have representations of the appropriate weight, it follows that Φ∗p−1
does so as well.
We may use the recursive formula to obtain Λp,r for 2 p  2k − 1, and hence obtain all but one of
the algebraic conditions required for part (5) of the theorem. Finally, when p = 2k we find
LΓ
(
ω
(
X0, Y 0
))= ω([Γ,X0], Y 0)+ ω(X0, [Γ,Y 0])
so that
g
(
(∇Λ2k,0)X,Y
)= 2k−1∑
s=1
g(Λ2k−s,sΦsX,Y )+
2k−1∑
s=1
g(Λ2k−s,0X,ΦsY )
giving
(10)∇Λ2k,0 =
2k−1∑
s=1
(
Λ2k−s,s ◦Φs +Φ∗s ◦Λ2k−s,0
)
from which the final algebraic condition, an equation for Φ∗2k−1, may be obtained.
The converse argument, part (6), comes from running the construction in the opposite direction. We
first define Λs,r in terms of the tensors Φq , using the algebraic conditions to replace Φ∗q in the equations
given above, and then define ω using g and Λs,r . The skew-symmetry of ω comes from the condition
Λ∗s,r =−Λs,2k−s−r,
which is a consequence of the algebraic and differential conditions on g. The horizontal closure property
LΓ ω = 0 then comes from expressing LΓ (ω(Xr, Y s)) in terms of g and using those conditions to show
that, apart from LΓ ω(Xr, Y s), all the terms cancel. ✷
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It is instructive to find explicit formulae for the tensors Λr,s and Φ∗s for small values of k, and hence
obtain the algebraic conditions on g. When k = 2, we may take p = 2 in Eq. (7) in the proof of the
theorem to give
Λ3,0 =−Φ1 + 3Φ∗1
and in Eq. (8) to give
Λ3,1 = 3Φ1 − 5Φ∗1 ,
where we have used Λ1,r = (−1)rI , Λ2,r = 0. But Eq. (9) gives
Λ3,1 =Φ∗1 − 3Φ1,
so that
Φ∗1 =Φ1, Λ3,0 = 2Φ1, Λ3,1 =−2Φ1
and we obtain the algebraic condition
g(Φ1X,Y )= g(X,Φ1Y ).
Next, taking p = 3, Eq. (7) gives
Λ4,0 =−2∇Φ1 +Φ2 + 3Φ∗2
and Eq. (9) gives
Λ4,0 = 2∇Φ1 −Φ∗2 − 3Φ2
so that
Φ∗2 =∇Φ1 −Φ2, Λ4,0 =∇Φ1 − 2Φ2
and we obtain the algebraic condition
g
((
Φ2 − 12∇Φ1
)
X,Y
)=−g(X, (Φ2 − 12∇Φ1)Y ).
Finally, Eq. (10) gives
Φ∗3 =∇2Φ1 − 2∇Φ2 +Φ3
and the remaining algebraic condition
g
(
(Φ3 −∇Φ2)X,Y
)= g(X, (Φ3 −∇Φ2)Y ).
These conditions are the same (apart from some numerical factors arising from the difference in
approach) as those found in [1]; it is now, however, clear that the method will generate a similar family
of conditions for arbitrary values of k. For instance, with k = 3 we find
Λ3,0 = 4Φ1, Λ3,1 =−6Φ1, Λ3,2 = 6Φ1, Λ3,3 =−4Φ1,
Λ4,0 = 6∇Φ1 − 9Φ2, Λ4,1 =−6∇Φ1 + 12Φ2, Λ4,2 = 3∇Φ1 − 9Φ2,
Λ5,0 = 4∇2Φ1 − 11∇Φ2 + 6Φ1 ◦Φ1 + 9Φ3,
Λ5,1 =−2∇2Φ1 + 7∇Φ2 − 6Φ1 ◦Φ1 − 9Φ3,
Λ6,0 =∇3Φ1 − 4∇2Φ2 + 6∇Φ3 + 5∇Φ1 ◦Φ1 +Φ1 ◦ ∇Φ1 − 2Φ1 ◦Φ2 − 10Φ2 ◦Φ1 − 4Φ4
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and
Φ∗1 =Φ1, Φ∗2 =∇Φ1 −Φ2, Φ∗3 =∇2Φ1 − 2∇Φ2 +Φ3,
Φ∗4 =∇3Φ1 − 3∇2Φ2 + 3∇Φ3 +∇Φ1 ◦Φ1 −Φ1 ◦ ∇Φ1 + 2Φ1 ◦Φ2 − 2Φ2 ◦Φ1 −Φ4.
Corollary. The coefficients gij of g satisfy a total differential equation whose integrability may be
determined by a Frobenius condition.
Proof. This follows by a straightforward generalisation of the coordinate technique used in [1,
Theorem 4.1], using the fact that g is a tensor field along πk,0 rather than π2k−1,0, and so the coefficients
gij are functions on J kπ rather than J 2k−1π . If we write
Gij =
∂f i
∂q
j
2k−1
where, as before,
Γ = ∂
∂t
+
2k−2∑
r=0
qir+1
∂
∂qir
+ f i ∂
∂qi2k−1
then for any vector field X along π2k−1,0 with
X=Xi ∂
∂qi
we have
∇X =
(
Γ
(
Xi
)− 1
2k
GijX
j
)
∂
∂qi
,
so that
∇g =
(
Γ (gij )+ 12k
(
Gliglj +Gljgil
))
θ i ⊗ θj ;
it therefore follows that
(11)Γ (gij )+ 12k
(
Gliglj +Gljgil
)= 0.
We now make use of the commutation relation
∂
∂qhr
◦ Γ = Γ ◦ ∂
∂qhr
+ ∂
∂qhr−1
+ ∂f
m
∂qhr
∂
∂qm2k−1
,
which when applied to the functions gij gives
∂
∂qhr
Γ (gij )= Γ
(
∂gij
∂qhr
)
+ ∂gij
∂qhr−1
as the gij are independent of qm2k−1. Differentiating Eq. (11) with respect to qhk+1 we find that
∂
∂qhk+1
Γ (gij )=− 12k
(
∂Gli
∂qhk+1
glj +
∂Glj
∂qhk+1
gil
)
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because gij are independent of qhk+1, and using the commutation relation we obtain
(12)∂gij
∂qhk
=− 1
2k
(
∂Gli
∂qhk+1
glj +
∂Glj
∂qhk+1
gil
)
,
again because gij are independent of qhk+1. Next, differentiating (11) with respect to qhk gives
∂
∂qhk
Γ (gij )=− 12k
(
∂Gli
∂qhk
glj +
∂Glj
∂qhk
gil +Gli
∂glj
∂qhk
+Glj
∂gil
∂qhk
)
,
and substituting from Eq. (12) and using the commutation relation we obtain an equation for ∂gij /∂qhk−1
in terms only of gij and the derivatives of f i . Continuing in the same way we obtain similar equations
for ∂gij /∂qhr for 0 r  k, and finally we substitute all these derivatives back into Eq. (11) to obtain an
equation for ∂gij /∂t . The result is a system of equations for gij in Frobenius form. ✷
As a simple example to illustrate how these results can be used in practice, take the case where
E = R×R2 with coordinates (t, x, y) and consider the equations
x4 = αx3, y4 = βy3
where α, β are constant: we may use our results to demonstrate that a necessary condition for the
equations to be variational is that α + β = 0. To see this, we take an arbitrary vector field X along
π3,0 and compute X0, X1, X2 and X3: for instance, if X = ∂/∂x then
X0 = ∂
∂x0
+ 1
4
α
∂
∂x1
+ 1
8
α2
∂
∂x2
+ 3
32
α3
∂
∂x3
,
X1 = ∂
∂x1
+ 1
2
α
∂
∂x2
+ 3
8
α2
∂
∂x3
,
X2 = ∂
∂x2
+ 3
4
α
∂
∂x3
,
X3 = ∂
∂x3
.
Using this, and the corresponding formula when X = ∂/∂y, we find (from the definition of the tensors
Φs ) that
Φ1 =− 116
(
α2 0
0 β2
)
, Φ2 =− 132
(
α3 0
0 β3
)
, Φ3 =− 3128
(
α4 0
0 β4
)
and, in a similar way, that
∇
(
∂
∂x
)
=−1
4
α
∂
∂x
, ∇
(
∂
∂y
)
=−1
4
β
∂
∂y
.
The second algebraic condition Φ∗2 =∇Φ1 −Φ2 is now just Φ∗2 =−Φ2, and if
g =
(
a b
b c
)
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then a = c = 0 and b(α3 + β3)= 0: but if b = 0 then the tensor field g would be identically zero and so
could not arise from a non-degenerate Cartan form, thus confirming our claim. If, indeed, α+β = 0 then
further analysis shows that the equations may be derived from the Lagrangian
L= x2y2 + 12α(x2y1 − x1y2),
so that this condition is also sufficient.
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