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Abstract
In the paper there are solved direct and inverse boundary problems and analytical solutions are obtained
for optimization problems in the case of some nonlinear integral operators. It is modeled the plane poten-
tial 2ow of an inviscid, incompressible and nonlimited 2uid jet, witch encounters a symmetrical, curvilinear
obstacle—the de2ector of maximal drag. There are derived integral singular equations, for direct and inverse
problems and the movement in the auxiliary canonical half-plane is obtained. Next, the optimization problem
is solved in an analytical manner. The design of the optimal airfoil is performed and 7nally, numerical com-
putations concerning the drag coe8cient and other geometrical and aerodynamical parameters are carried out.
This model corresponds to the Helmholtz impermeable parachute problem. c© 2002 Elsevier Science B.V. All
rights reserved.
MSC: 76B10; 35J25; 65K05; 45G05
Keywords: Inviscid jets; Direct and inverse problems; Singular integral equation; Optimal de2ector airfoil
1. Introduction
As a general rule, the problems involving the optimization of the airfoils=hydrofoils, in the case
of 2ows with free surfaces, lead to the study of nonlinear integral–diBerential operators. This may
be a reason for the scarcity of the purely analytical methods with respect to the analytical-numerical
ones, presented in the open literature. Important results are presented in recent papers, see [2,3,12].
We present in the paper an analytical method, which uses the half-plane as canonical domain,
concerned with the optimization of the maximum drag de2ector.
The problems of maximal drag are very important, in relation with applications to the thrust
reversal devices, or the direction control of the reactive vehicles. We notice also other applications
to the slowing by means of 2uid jets or to the jet 2aps systems from the airplanes wings.
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The stationary potential plane 2ow of an inviscid 2uid is considered in the absence of mass
forces (Hyp). Relating the velocity 7eld w(z) = u(x; y) + iv(x; y) to the x0y frame in the physical
2ow domain Dz; z = x + iy, then within the hypothesis (Hyp) formulated above, we have curl v =
0 (v=grad’(x; y)); div v=0: The complex potential f(z) and the complex velocity w(z) are de7ned
through the analytic functions
f(z) = ’(x; y) + i (x; y); Kw = u− iv= df
dz
= V e−i: (1)
Here ’(x; y) is the velocity potential,  (x; y) is the stream function; V = (u2 + v2)1=2 and  =
arctan (v=u), are the velocity magnitude and, respectively, its angle with Ox axis. In the case of the
direct problem the 2ow will be studied using the hodographic method [5,2,12] and f(W ); z(W ); (W=
V + i) will be obtained. In the case of a curvilinear domain Dz it is generally di8cult to obtain
directly f=f(z) and w=w(z) by solving the boundary problem, therefore it should be introduced
a canonic auxiliary domain D; = +i; ||6 1 (Levi Civita circle [10]) or the half-plane D; =
+i; ¿ 0 [6,7]. To the domain Dz; y¿ 0 of the plane symmetrical jets it corresponds the domain
Df; ’∈ (−∞;∞); 06  6Q=2, where Q is the total 2ow rate. We try to determine the analytic
function f = f() which is the conformal mapping Df ↔ D, with
fK = 0; ’ =  ; ’ =− : (2)
To obtain the analyticity conditions for the velocity W (V; ) we introduce the Jukovski function !,
by considering along the free lines V = V 0, we have:
!= t + i; Kw = V 0e−!; t = ln
V 0
V
; 06V 6V 0; (3)
 = t’; ’ =−t ; ’ =− t; ’t =  ; ! Kf = 0; f K! = 0: (4)
In the case of free surface 2ow, the 2ow domain Dz is generally bounded by polygonal rigid walls
(curvilinear) obstacles and stream lines. Along these free lines the velocity, pressure and density
are, respectively, V 0; p0; 0 = , constant. Applying Bernoulli’s law for the case of incompressible
2ow along a stream line  = const: we obtain
1
2
V 2 +
p

=
1
2
V 0
2
+
p0

: (5)
Now we consider the following Theorems [6,7].
Theorem 1.1. In the hypothesis (Hyp); if there is a conformal mapping f = f(); fK = 0 with
Df ↔ D then z = z() is analytic; with Dz ↔ D.
Theorem 1.2. In the hypothesis (Hyp); if the function f is analytic in  and realizes a conformal
mapping between Df ↔ D then ! = !() is analytic and it is the conformal mapping between
D! ↔ D.
At this stage, we shall 7nd f=f() so that the boundaries of the domains Dz; Df correspond to
the boundary of D; = 0; ∈ (−∞;∞); on which we have the streamlines  = const: As x′Ox is
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the axis of symmetry, we shall prove that for the founded function f=f() the following conditions
hold = 0;  = const: and @’=@|=0 = 0. In this case, we have on = 0
dx + idy =
@’
@
1
V
(cos + i sin ) d: (6)
Separating the real and imaginary parts we 7nd
x() =
∫ 
0
’
cos 
V
d+ x0; y() =
∫ 
0
’
sin 
V
d+ y0: (7)
2. Integral equations for direct and inverse problems
In the previously stated conditions, we consider the plane 2ow of an unlimited 2uid, in7nitely
movement upstream in a uniform translation, of velocity V˜ 0 = V 0˜. The 2uid hits (encounters) a
symmetrical curvilinear obstacle BOB′ and the streamlines (BC); (B′C ′) emanate from B; B′, with the
x′Ox axis which is the symmetry axis A0O (Fig. 1).
For some inverse problems we 7nd the minimal resistance shape of the obstacle BOB′ [8].
In the case of direct problem without optimization the shape of the pro7le BOB′ is known and
only the 2ow and the equations of the free lines are to be obtained. If the obstacle is a triangle or
circle then many results are reported in [5,2,11,12].
For an inverse problem the boundary (C ′B′OBC) is completely unknown, but V 0 is known on the
free lines and the function V =V () (or p=p()) is given on the obstacle B′OB. The shape of the
obstacle B′OB must be found in order to maximize or minimize the drag. In order 7nd the optimal
shape of maximal de2ector (impermeable parachute or turbine bucket) we shall apply Theorems 1.1
and 1.2.
Let us consider the biunivocal correspondence between the domains Dz; Df with the half-plane
D; ¿ 0; so that the boundary (A0BC) be placed upon the =0 axis, ∈ (−∞;∞) :A0(−∞); O(−1);
B(1); C(∞) (Fig. 2).
We 7nd f() = ’ + i analytic in D; ¿ 0; such that   = 0 and with the boundary values
 = 0 for ∈ (−∞;∞); = 0. The solution of this Dirichlet problem (Df ↔ D) is ([2,5])
f() = A; A¿ 0;
@’
@
∣∣∣∣
=0
= A;
@’
@
∣∣∣∣
=0
= 0: (8)
Fig. 1. Motion range in the physical plane Dz .
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Fig. 2. Correspondence of 7eld Df; D! with D.
Once the boundary values  = 0; ∈ (−∞;−1);  = (); ∈ (−1; 1); t = 0; ∈ (1;∞) are known
we determine the analytic function in D; ¿ 0; !() = t + i. This is a mixed problem and we
transform it into a Dirichlet problem for the function S1() = R+ iI = !()=
√
− 1, in which case
along the boundary we have: R = 0; ∈ (−∞;−1) ∪ (1;∞) and R = ()=√1− ; ∈ (−1; 1). We
obtain
!() =
√
− 1
%i
∫ 1
−1
(s)√
1− s
ds
s−  + C1
with the constant C1=0; if the velocity in O; V (=−1)=0 and t(−1)=∞. Applying the Sohotski–
Plemelj formula [1,2] to the integral part, we obtain
t() =
√
1− 
%
∫ 1
−1
(s)√
1− s
ds
s−  : (9)
For the inverse problem, if we put t() = t(()), from V = V (); ∈ [− 1; 1] then (9) becomes
a singular integral equation. The singularity of the integral must be taken in the sense of Cauchy’s
principal value [1,2].
This problem was solved for several distributions [7–9].
Once  = () obtained, for t = t() we 7nd ! = !() and using (7) we deduce z = z(), the
optimal design of the airfoil (OB).
If we suppose that, on the pro7le, t= t() is known then we deduce another formula for !=!().
Thus, using the analytical function S2 = R + iI = !()=
√
+ 1 whose real part satis7es on the
boundary the conditions: R= 0; ∈ (−∞;−1) ∪ (1;∞); R= t()=√+ 1; ∈ (−1; 1) we deduce an
analogous solution in D+
!() =
√
+ 1
%i
∫ 1
−1
t(s)√
s+ 1
ds
s−  : (10)
Applying Sohotski–Plemelj formula for ∈ (−1; 1); = 0+ we have
() =−
√
+ 1
%
∫ 1
−1
t(s)√
s+ 1
ds
s−  : (11)
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If V = V () or  = (V );  = (t()) is given on the pro7le then for the inverse problem we
have a singular integral equation with the unknown function t = t(). Next the solution ! = !()
and z = z() may be deduced. We remark that relations (9) and (10) are inversion formulae for
()↔ t(), and ∈ (−1; 1), respectively.
Using (6), we compute the curvature of the boundary K = K() = 1=R() = |x′y′′ − y′x′′|=(x′2 +
y′2)3=2 = (′()=’′())V (), where R() is the curvature radius. If t= ln (V 0=V ) and V =K()’′=′,
using (8) we deduce
ln ′() =
√
1− 
%
∫ 1
−1
(s)√
1− s
ds
s−  + ln
A%
K()
; ∈ (−1; 1):
For the direct problem, when the curvature K() of the pro7le is given the above equation is a new
form of the integro-diBerential equation obtained in [7]. Denoting ′() = (() and integrating by
parts it results another singular integral equation (for the circle arc, K ≡ 1). This is compatible with
the results contained in [2,3,10].
3. The solution of nonlinear optimization problem
The purpose of this section is to 7nd the optimal de2ector for maximal drag in the 2uid 2ow.
We shall obtain the design of the corresponding pro7le (impermeable parachute or turbine bucket).
Using (6) and (8), with the arc element dS = ’′ d=V () the length of the pro7le OB will be
S =
∫ 
−1
A
d
V ()
; L= A
∫ 1
−1
d
V ()
: (12)
In this case the condition
A
∫ 1
−1
d
V ()
=
A
V 0
∫ 1
−1
et() d= L (13)
must be ful7lled. The above equality may be used to 7nd A if L and V () are known.
Because it is a plane problem and x′Ox is a symmetry axis, it is enough to deal only with the
superior half-plane A0OBC, where the pro7le is OB: In this case, the aerodynamical drag has only
one component namely Px.
From the Bernoulli formula (5), we compute the aerodynamical resultant for the whole pro7le
B′OB of the physical plane z. Let us consider the circle C(O; R) so that it intersects the free lines
in the points H;H ′. On the close outline Kz(OBHCRH ′B′O) we compute the resultant
2(Px + iPy) =
i
2
∮
Kz
(V 0
2 − V 2) dz = i
2
∮
Kz
(
V 0
2 − df
dz
df
dz
)
dz:
Using (3), (8) and (10), we pass to the canonical plane D where we have
2(Px + iPy) =
i
2
∮
K
(
V 0
2 − df
dz
df
dz
)
dz
df
df
d
d=
iV 0A
2
∮
K
(e!() − e−!()) d:
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We have !( K) = −!(). K is a closed outline containing the segment [ − 1; 1] and using the
evaluation of the length L (13), it results
2(Px + iPy) =
iV 0
2
L
2
∮
K e
!() d∫ 1
−1 e
t(s) ds
: (14)
To evaluate the integral from the numerator we put +1=1=Z2, with
√
+ 1|=0 =1 on the =0+
axis. The outline K(Z) becomes a circle C(O; i) and the singularities will be outside the circle.
We have to compute
∮
Ci
(2=Z3)e!(Z) dZ where !(Z) = (1=%i)
∫ 1
−1(t(s)Z=(
√
1 + sZ2(s + 1) − 1)) ds,
!(0) = 0.
Using the residue theorem (Z = 0 is a third order pole) we have
2
∮
Ci
e!(Z)
Z3
dz = 2%ie!(Z)(!′2(Z) + !′′(Z))Z=0 = 2%ie!(0)!′2(0);
where !′′(0) = 0; !′(0) =−(1=%i) ∫ 1−1(t()=√1 + ) d.
Finally, the aerodynamical resultant is Px = P; Py = 0 with
P =
V 0
2
L
2%
(∫ 1
−1(t(s)=
√
1 + s) ds
)2
∫ 1
−1 e
t() d
(15)
The optimization problem becomes: 7nd the velocity distribution t=t(); ∈ (−1; 1) on the pro7le
OB of length L to maximize the nonlinear functional
J (t) =
(
∫ 1
−1(t(s)=
√
1 + s) ds)2∫ 1
−1 e
t() d
: (16)
In this way, for the OB pro7le, the maximal drag and with (7) its design may be obtained.
From (13) and V (=−1) = 0, to assure the convergence of the integrals we put V () = V 0(+
1).j() with 0¡.¡ 1; j(−1) 
=0. Without losing the generality, we choose . = 12 . From t() =
ln V 0=V () we have
t() = G()− ln
√
+ 1
2
; (17)
where the term G() is generated by j(). Introducing (17) in (16) we get
J (G) =
(
∫ 1
−1(G()=
√
1 + ) d+ 2
√
2)2√
2
∫ 1
−1 e
G()d=
√
1 + 
; (18)
where we have used that
∫ 1
−1 ln
√
(1 + )=2 d=
√
1 + =−2√2.
In order to 7nd G(), the functional J (G) is maximized to a functional H (G) (J (G)6H (G)),
whose maximum point may be easily computed and with the property that on this maximum point
the two functionals have the same value.
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Now we apply the Jensen’s inequality [4,9,10]: If f(x)¿ 0; g(x) are integrable functions on [a; b]
then ∫ b
a
f(x)eg(x) dx¿
(∫ b
a
f(x) dx
)
e
∫ b
a f(x)g(x) d x=
∫ b
a f(x) d x; (19)
where the equality case holds if and only if g(x) is a constant function.
Applying the Jensen’s inequality for (18) we have
J (G)6
2(U + 1)2
eU
= H (U (G)); (20)
where
U =
√
2
4
∫ 1
−1
G()√
1 + 
d: (21)
In (20), the equality holds if and only if G() = G0 = const.
U0 = 1 is the maximum point of the functional H (U ). The maximal value of the functional H is
Hmax =H (U0) = 8=e. For G() =G0 = 1 in (21) we have equality and then Jmax = J (G ≡ 1) = 8=e.
Using (17) we obtain
t() = 1 + ln
√
2
1 + 
; V () =
V 0
e
√
1 + 
2
; ∈ (−1; 1): (22)
Using (22) to compute () given by (11), we 7nd
() =−
√
1 + 
%
∫ 1
−1
1− ln√(1 + s)=2√
s+ 1(s− ) ds; ∈ (−1; 1);
where∫ 1
−1
ds√
s+ 1(s− ) =
1√
+ 1
ln
√
2−√+ 1√
2 +
√
+ 1
:
For the second integral we need the series
T (.) =
2
%
∞∑
n=0
.2n+1
(2n+ 1)2
=
1
%
[Li2(.)− Li2(−.)]; 0¡.¡ 1; (23)
where Li2(.) =
∑∞
n=0 .
n=n2 is known as Euler’s dilogarithm series [13,10]. The following relations
may be easily deduced
dT
d.
=
1
%.
ln
1 + .
1− . ; T (.) =
1
%
∫ .
0
ln
1 + .
1− .
d.
.
; T (±1) =±%
4
: (24)
Using (23) and (24) we 7nd∫ 1
−1
ln
√
(1 + s)=2√
s+ 1(s− ) ds=
%2
2
1√
1 + 
− %
+ 1
T
(√
1 + 
2
)
; ∈ (−1; 1): (25)
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Finally, we obtain
() =
%
2
+
1
%
ln
√
2 +
√
+ 1√
2−√+ 1 − T
(√
1 + 
2
)
; ∈ (−1; 1): (26)
As we have previously remarked, relations (22) and (26) may be interpreted as solutions of Eqs.
(9) and (11). These relations enable us to compute the angle t() when the velocity distribution is
given and reciprocally. In the hodographic plane (; V ), from (22) to (26) we 7nd the dependence
on the pro7le
(V ) =
%
2
+
1
%
ln
1 + V=V 0
1− V=V 0 − T
(
eV
V 0
)
; 06
V
V 0
6 e−1: (27)
We remark that relations (22), (26) and (27) are identical to that obtained in [9], for the maximal
drag problem of jet aerodynamics.
If in (27) the function (V )=(t) is given on pro7le (11) then (27) is the solution of the inverse
problem.
4. Aerodynamical and geometrical parameters for optimal deector
The drawing of the optimal de2ector (impermeable parachute) may be obtained using the normal-
ized equations (6) and (7) with (13), (22) and (26)
X () =
x()
L
=
∫ 
−1 cos (s) ds=V (s)∫ 1
−1 ds=V (s)
; Y () =
y()
L
=
∫ 
−1 sin (s) ds=V (s)∫ 1
−1 ds=V (s)
(28)
with ∈ (−1; 1).
The optimal airfoil OB is drawn in (X; Y ) coordinates (Fig. 3).
With L and V 0 known, using (13) and (22) we 7nd the parameter A as
A=
V 0L
4e
: (29)
To compute the drag force, by dividing (15) to V 0
2
L=2 we obtain the maximal drag coe8cient
Cx(max) =
8
%e
≈ 0:936797:
This result is in agreement with that obtained in [10], who used a similar method but for Levi–
Civita half-circle. this result is a limit case of the maximal de2ector problem of jet aerodynamics
[9].
By inspecting the expression of V from (26) and S=L = Ve=V 0 =
√
(1 + )=2; ∈ (−1; 1), in
the neighbourhood of the point B (where the free line (BC) separates), we remark the jump due
to lim↗1V () = V 0=e; lim↘1V () = V 0. Practically, this jump occurs because the shape of the
airfoil around B appears to be an in7nitesimal spiral, reported in Tulin—type 2ows, [12,10]. The
same conclusions are obtained by using polar coordinates lim→1 () =∞ and the curvature jump
K(=−1).
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Fig. 3.
Table 1
The geometrical and aerodynamical optimal parameters
  V X Y
−1 1.571 0 0 0
−0.8 1.576 0.116 −3:717× 10−4 0.316
−0.6 1.586 0.165 −1:568× 10−3 0.447
−0.4 1.601 0.201 −3:74× 10−3 0.548
−0.2 1.622 0.233 −7:084× 10−3 0.632
0 1.651 0.26 −0:012 0.707
0.2 1.691 0.285 −0:019 0.774
0.4 1.75 0.308 −0:028 0.835
0.6 1.894 0.329 −0:04 0.892
0.8 2.021 0.349 −0:059 0.943
These in7nitesimal spirals at B; B′ do not perturb the resistance and the drag coe8cient, hence
they can be eliminated.
Table 1 presents the geometrical and aerodynamical parameters, corresponding to the optimum
case. The numerical computation was performed for V 0 = 1.
Remark. For the Helmholtz model; in the case of a normal plate for an unbounded 2ow it is obtained
a well-known result. Thus; on OB; the angle () is %=2. Using the 7rst solution of the Dirichlet
problem != !() in Section 1 and (9) the velocity distribution on the normal plate in the 2ow is
t() =
√
1−  ln
√
2 +
√
1− √
1 + 
; V () = V 0
( √
1 + √
2 +
√
1− 
)√1−
;
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∈ (−1; 1). From (13); we derive L = (A=V 0)(% + 4); !′(0) = 4%2 and with (15) P = (V 02L=2)
× 2%=(4 + %).
The drag coe8cient becomes Cpx = 2%=(4 + %) ≈ 0:87980¡Cx(max) = 0:936797.
If the obstacle BOB′ is an isosceles triangle, with “BOB′ = 2:, as it is known from the direct
problem, the limit case is obtained when :→ %=2. It corresponds to the case of the plane plate with
maximal resistance and Cx(:)6C
p
x , [5,12,14].
5. Final conclusions
This problem was intensively studied using numerical methods. In this paper an analytical solution
has been obtained proving that Cx6Cx(max)=8=%e. The correct result is that the maximal resistance
is obtained for a curved pro7le (OB), relative to the normal plate Cpx 6Cx(max). This results may
be interpreted as a 7rst approximation of direct or inverse problem for the symmetrical and axial
plane compressible 2ow.
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