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CHAPTER 1. QUASIVARIETIES OF P-ALGEBRAS 
Introduction and Purposes 
It is well known [24] that the lattice of varieties of p-algebras forms a countable 
chain 
G Bq C Bi C C Bn C • • • C Bui-
In contrast, the lattice of quasivarieties of p-algebras is extremely complicated. Adams 
[1] and independently Wronski [33] proved that there are uncountably many quasi-
varietes of p-algebras. Gratzer, Lakser and Quackenbush [19] sharpened this result 
by proving that there are uncountably many quasivarieties of such algebras lying 
between B2 and B^. They also proved that the latttice of quasivarities included in 
B^ is non-modular. M. Tropin went further. He proved [31] that this lattice satisfies 
only trivial identities. D. Pigozzi conjectured that any quasivariety of p-algebras lies 
between two consecutive varieties in the above chain. In Section 3 of this chapter we 
will give a counterexample to this conjecture. 
It is a fact that the quasivariety generated by the p-algebras ^Q, ..., Bn coincides 
with the variety Bn- In Section 4 of this chapter we will prove that the quasivariety 
generated by the family {Bn : n = 1,2,...} is the entire variety Buj. We were 
expecting to prove from this result that Bu is structurally complete. Unfortunately, 
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we found an example of a proper quasivariety of p-algebras which generates the 
whole variety. In constructing such a quasivariety, we took full advantage of the. 
results obtained by Adams in [1]. We will present this example in the last section of 
this chapter. 
Basic Concepts of Universal Algebra 
An n-ary operation / on a set A is any function / : A** —* A. An algebra is 
an ordered pair (A] F) where A is a set and F is a set of operations on A. To each 
f € F corresponds a non-negative integer, namely: its arity. We will consider only 
algebras for which F is finite. The elements of F are called the basic operations of 
the algebra and the set A, its universe or carrier set. If F = {/j,..., /j^}, we often 
w r i t e  {A]  f i , f f g ) .  I f  n i , . . .  a r e  t he  c o r r e s pond ing  a r i t i e s  o f  t h e  e l emen t s  i n  F  
we say that A is an algebra of type (n^,...usually adopting the convention 
> • ' • > nj^. ]i {A', F) and (i4'; F') are algebras of the same type, there is a bijective 
correspondence between F and F' such that if /' € F' corresponds to / € F, both / 
and /' have the same arity. Since we always consider only algebras of the same type, 
we will use the same symbol for a given basic operation in all the algebras under 
consideration. Also, we will write A instead of {A; F) when this causes no confusion. 
There are three fundamental methods of constructing new algebras: the for­
mation of subalgebras, homomorphic images and direct products. If A and B are 
algebras of the same type, A is a subalgebra of By in symbols, A < B, if A Ç B 
and every basic operation of A is the restriction of the corresponding basic operation 
of B. A homomorphism from A to B is a function a : A —> B such that for any 
3 
n-ary basic operation. / we have 
a(/(ai, an)) = /(«(«i),. a(an)). 
An injective homomorphism is called an embedding. A surjective one is called 
an epimorphism. If there is an epimorphism from A onto B, B is said to be an 
homomorphic image of A. An injective and surjective homomorphism is called 
an isomorphism. A and B are said to be isomorphic if there is an isomorphism 
from A onto B. In this case we write A^ B. Finally, if {Ai : z € /} is a family of 
algebras of the same type, the direct product Htg/ is an algebra of the same type 
with the basic operations defined coordinate-wise. Notice that for each j E I, the 
projection map ttj : Ilig/ is an epimorphism. A congruence relation 
0 on an algebra A is an equivalence relation on A which satisfies the substitution 
property; i.e., if / is an n-ary operation of A and o^, 6^- 6 A for 1 < i < n then 
a^06^ ; l  < i<n  => / ( o i , . . . , om)0 / (6 i , . . . , 6n ) .  
The equivalence class of a is denoted by a/0. The set of all congruences on A is 
denoted C(m{A). The least congruence on A, {(a,o) : a € A}, is denoted and 
it is called the zero congruence. The largest one, A x A, is denoted and it is 
called the universal congruence. If ^4 is clear from the contex, we just write A 
and V. We will refer sometimes to these two congruences as the trivial congruences. 
The quotient algebra A/Q is the algebra of the same type as A consisting of all 
equivalence classes o/0 with the basic n-ary operation / defined by; 
/(ai/0,...,an/0) = /(aj,... ,an)/0. 
If a : A —> B is an homomorphism, then 
Ker o 4=^ {(®>î/) €  Ax  A:  a{x )  = a(j/)} € Con(A). 
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If Q is an epimorphism, then A/Ker B. Conversely, if 0 € Con{A)^ the canonical 
map 7/ : A —*• /1/0; x x/Q is an epimorphism with Keri/ = 0. 
An algebra A is said to be a subdirect product of the family {A t  : z € /} if A 
is a subalgebra of the product W^^jAi and for all i € /, = At. An embedding 
i : A —• is subdirect if ((A) is a subdirect product of {Ai : i € /}• An alge­
bra A is subdirectly irreducible if for any subdirect embedding i : A —> Flig/ M, 
there is an t € / such that wt o( : A —• Ai is an isomorphism. It can be shown 
that A is subdirectly irreducible if and only if Ç\{C<m{A) — A) ^ A; i.e., there is a 
least non-zero congruence. The least non-zero congruence of a subdirectly irreducible 
algebra is called the monolith. 
There is another important construction which we now describe. Let {Ai'.i^I} 
be a family of algebras of the same type. An ultrafîlter U on the index set / is a 
subset of the Boolean algebra 2^ such that 
•  l e U  
• x,Y eu =^xnY eu 
•  X  € U  amdY  DX  = i ' Y  e u  
•  X  €2^  =^x  eu  o t  J -X  e u .  
The relation 0j/ on defined by 
aQf jb  ^  { i  €  1 :  0% =  b i }  Çi  U  
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is a congruence relation on The resulting quotient algebra 
which we will sometimes denote just by Iljg/ MIU, is called an ultraproduct of 
the family {At :»€/}• An ultrafilter on I of the form {X Ç I : iq € X} for some 
fixed element ZQ € / is called a principal ultrafilter. The ultraproduct construction 
only provides something new if the ultrafilter is not principal (corollary 2.3 p. 124 in 
[3]. 
We now introduce the operators 1,5, H, P, Pg and P(j. Let AC be a class of al­
gebras of the same type. 
•  As  I{ fC)  iff A is isomorphic to some member of )C. 
• A € S{Ki )  iff A is a subalgebra of some member of K .  
• A G ^(/C) iff A is an homomorphic image of some member of AC. 
• A € f (AC) iff A is direct product of some family of members of AC. 
• A € fg'(AC) iff A is a subdirect product a non-empty family of members of AC. 
• A € iff A is an ultraproduct of a non-empty family of members of AC. 
A term is either a variable or a finite composition of variables with the basic 
operations. To each pair of terms p, q, we associate the identity p = q. A quasi-
identity is a formula of the form 
( p i  =  g i )  &  •  •  •  &  {pn  =qn ) -*P  =  q ,  
where Pi  =  q^ ,  0  <  i  <  n ,  and p  =  q  are identities. A variety V is a class of 
algebras of the same type defined by a set of identities. A quasivariety Q is a class 
of algebras of the same type defined by a set of quasi-identities. 
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We introduce two more operators. Let /C be a class of algebras of the same type. 
Then 
•  V { K)  denotes the least variety containing K.  
•  Q { fC)  denotes the least quasi variety containing AC. 
Theorem 1.1 (Birkhoff) A class of algebras of the same type is a variety if and 
only if it is closed under the operators 5, H and P. 
Theorem 1.2 (Birkhoff) Every algebra A is isomorphic to a subdirect product of 
subdirectly irreducible algebras (wich are homomorphic images of A.) In particular, 
if V is a variety and Vgj denote the class of subdirectly irreducible members of V, 
then 
V = IPsiVsi)' 
See Theorems 8.6 and 9.6 of Chapter 2 in [5]. 
Theorem 1.3 (Tarski) 
V =  HSP .  
See Theorem 9.5 Chapter 2 in [5]. 
Theorem lA A class K of algebras is a quasivariety if and only if it is closed under 
the operators /, 5, P and Pu and contains a trivial algebra. 
See Theorem 2.25 Chapter 5 in [5]. 
Lemma 1.5 ([5], Lemma 6.5, Chapter 4) If {At : i Ç 1} is a finite set of fi­
n i t e  a lgebras ,  ( I  c an  be  i n f i n i t e )  and  U  i s  an  u t ra f i l t e r  ove r  I ,  t h e n  H^^ jA i /U  i s  
isomorphic to one of the A%'s. 
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Corollary 1.6 I fK ,  i s  a  f i n i t e  s e t  a f f i n i t é  a lgebras  t h e n  
QilC) = ISPiK). 
There is still another important construction called the direct limit, which we 
will use in Chapter 3. Remember that a poset (/, <) is called directed if every 
finite subset of I has an upper bound. A directed family of algebras is a family 
{/Ij : t € /} of algebras of the the same type indexed by a directed poset (/, <), 
t oge the r  w i th  a  f ami ly  o f  homomorph i sms  —*  A j  :  i , j  6  I , i  <  j ]  
satisfying the following conditions: 
•  l î i< j  <k  then i p j k ^ i j  = 
• For all i € /, V'M" is the identity map of A^. 
Let A be a disjoint union of the family {A^ : i € /}. In order to simplify notation 
we just assume that the A^'s are pairwise disjoint. Thus A = Ufg/ Consider the 
following relation on A: Let x,y E A; say x € Aj^ and y Ç Aj. Then z ^ y if and only 
if there exists an upper bound A € / of {i,j} such that = i'jfeiy)' It is easy 
to check that this relation on A is of equivalence. Let us denote the corresponding 
quotient set by Â and the equivalence class of a; € A by x. Let / be a n-ary operation 
symbol of the common type of the algebras yl^ 's. Define / in ^ in the following way: 
let xi,...,xn € A; say xj € Ai^,...,xn € Let j € / be an upper bound of 
the set Let 
y i  = • ' • • , yn  =  
It is clear that y^  € Aj  and xj = y^ ,  i  = l,...,n. Define / in Â by letting 
/ (x* i , . . . ,Xn )  t o  be  t he  equ iva l e nce  c l a s s  o f  f { y i , . . . , yn ) -
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It is well known that varieties ([16], exercise 32 p. 155) and quasivarieties ([17], 
[15]) are closed under the construction of direct limits. 
p-Algebras 
A pseudocomplemented distributive lattice also called a p-algebra is an 
algebra (A; A, V,*, 0,1) of type (2,2,1,0,0), where (A; A, V, 0,1) is a bounded distribu­
tive lattice with largest element 1 and least element 0 and the unary operation *, 
called pseudocomplementation, is given by 
a A x  =  0 < i ^ x < a * .  
Notice that every finite distributive lattice is a p-algebra with 
z* = : z A z = 0}. 
The class of p-algebras, which we will denote by 0a;, is a variety. (See [24], Theorem 
1.) As a set of identities defining this variety we can take any set of identities defining 
the variety of bounded distributive lattice together with the following identities: 
(1.1) 
(1.2) 
(1.3) 
(1.4) 
(1.5) 
Consider the following family of identities: 
(£?_l) ® = 1 
a: Ax* = 0 
z Vz** = X** 
{x V y)* = X* Ay*  
(zAy)** = X** Ay 
0* = 1. 
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(^o) a: Vx* = 1 
n 
(E n)  («1 A •• • A «n)* V y (a?! A • • • A X* A • • • Aarn)* = 1> n = l,2 
i=l 
For all n > —1, Bn is the variety of all members of Bu satisfying (En)' These are all 
the subvarieties of Buj and we have 
a_i C B Q C B i c - ' - C B T I C - ' - C B U J .  
See [24], Theorem 8. The subdirectly irreducible p-algebras were described com-
pletetly by Lakser in [23] as follows. Let (B; A, v/, 0, e) be a Boolean algebra. Let 
B be the lattice obtained from B by adjoining a greatest element 1. More precisely, 
B = BU{1} where 1 > z for all a; € B. Then S is a p-algebra with the pseudocom-
plementation defined by: 
1 if a; = 0 
X = « x' if X Ç B — {0} 
0 if X = 1. 
Theorem 1.7 ([23], Theorem 2) A p-algebra is subdirectly irreducible if and only 
if it is of the form B for some Boolean algebra B. 
In particular, the subdirectly irreducible members of the variety w = 0,1,2,... 
are Bq,Bi,B2,-' •,Bn\ where B^, 0 < e < n, is the (finite) Boolean algebra with i 
atoms. See Figure 1.1. Also Bn = V{Bn)-
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]  {<& 
Figure 1.1: Bç^,Bi,B2,B^^...,Bn 
Quasivarieties within B2 
Pigozzi's conjecture may be stated in the following way: If /C is a quasivariety of 
p-algebras such that K Ç Bj^^\ and K %Bn then Bn Q AC. In our first proposition 
we prove that this conjecture is true for n € {1,2}. 
Proposition 1.8 Let Kbea quasivariety of p-algebras such that K % Bn; n € {1,2}. 
Then  BnQK.  
PROOF, n = 1. Let A Ç, K such that A ^ BI- Then, by (E^), there exists 
a ^ A such that a* V a** < 1. Since 0* = 1, it can not be a* V a** = 0. Put 
6 = a* V a**. Then 0 < 6 < 1 and by (1.1) and (1.3), 6* = a** A a*** = 0. Thus 
{0,6,1} is a subalgebra of A isomorphic to . So BI belongs to AC. Clearly, BQ € AC. 
Then, since BQ and BI are all the subdirectly irreducibles of BI we conclude that 
Bi = Pg{{BQ,Bi}) Ç AC as desired. (The equality is due to theorem 1.2.) 
» = 2. We prove that Bi and Bg are in AC. Since AC 2 by (^2)' there exists 
A € AC and 0^,02 € A such that 
< = (ai A 02)* V (aj A 02)* V (a* A 02)* < 1. 
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Now, (a^ A 02)* > 0 (so, t > 0) because using (1.5) and (1.4) we have 
.  (ai  A 02)* = 0 =» (ai  A og)** = ®1* ^  ^ 2* ~ ^ 
=> a|* = 02* = 1 
a* = 02 = 0 
=>• < = 1, 
which is a contradiction. It is easy to check that t* = 0. Thus, {0, it, 1} is a subalgebra 
of A isomorphic to Hence, Bi is in fC. In order to show that B2 6 K, put 
6 = (aj A fl^)*. Notice that in any p-algebra we have 
X  <y  ^ x*  >y*  and x*** = x*. 
Then, 6 > 0 for 
6 = 0=^ (aj A «2)** — 0%* A 02 = 1 
=^02  =  1  
(oj A 02)* = 1 
=> < = 1, 
which is a contradiction. Also 6* > 0 for 
6* = 0 =• (oj A 02)** = oj"* A 02 = 0 
=^4 <«!** = 4 
^ oj A 02 = 0 
=> < = 1; 
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again, a contradiction. Moreover, (6 V 6*)* = 6* A 6** = 0. We assert .now that 
by b* < 1. First notice that since 
(o** A 02) A (o* A 02) = 0 
then Oj* A 02 < (a| A 02)*- Thus 
6 V 6* = (oj A 02)* V (oi A 02)** 
= (aiAo|)*V(oJ'*Ao5) 
< (01 A 02)* V (o-f A 02)* 
<t<l .  
Now it is clear that the subalgebra of A generated by 6 is isomorphic to ^2- Thus, 
B2 € IC. Obviously, BQ 6 X. Hence, we have B2 = ^5'({-60'^l'^2}) G Now 
the proof of the proposition is complete. 
REMARK. Indeed, Proposition 1.8 follows from the fact that both Bi and B2 
are projective in Buj- To see this, assume n € {1,2} and K, % Bn- Then H{K) = 
y 
for some k  >  n .  Hence, there exist A & K  and an epimorphism A —>  Bfg .  Since 
n < k, there is an embedding Bn Bj^. Now, by the projectivity of Bn, there is 
an homomorphism Bn A such that h o f = e. Then, h must be injective and 
from this it follows that Bn € K.. Actually, what we have proved in proposition 1.8 
is the projectivity of and B2 over Buj and this implies that there are no strict 
quasivarieties (i.e., quasivarieties which are not varieties) in 02-
Before giving the example showing that the conjecture stated at the beginning of 
this section is not true, we will describe briefly the duality between finite p-algebras 
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and certain finite posets. This will make easier the presentation of our examples. 
THE PRIESTLEY DUALITY. Let us denote hy Bp the category of finite p-
algebras whose morphisms are the maps preserving the basic operations. Vp will 
stand for the category of finite posets with morphisms described as follows. Let PQ 
and P\ be finite posets. / : PQ —> Pj is a morphism in this category if and only if 
/  i s  a  mono tone  map  such  t ha t  f o r  e ach  x  & PQ and  y  min ima l  i n  PI ,  wi th  y  <  f { x ) ,  
there exists an element z Ç. PQ satisfying z <x and f{z) = y. Monotone maps with 
this property are called admissible maps. 
If P is a poset, % Ç P is called hereditary i î x  Ç  X  and y  <x ;  y  &  P ,  implies 
y € X. To each finite p-algebra L corresponds the finite poset p(L) of all non-zero 
join irreducible elements of L. (a is join irreducible if a = 6 V c a = 6 or a = c). 
To each finite poset P corresponds the finite p-algebra /(P) of all hereditary subsets 
of P. To each morphism / : LQ —> L\ in the category Bp there corresponds a 
morphism p{f) : piLi) —> p{Lq) in the category Vp given by: 
p{ f ) { ^ )  =  f \ { y  €  ^0  :  f i y )  ^  
To each morphism g : PQ —> PI in the category Vp corresponds the morphism 
l{g) : /(PI) —> /(PQ) in the category Bp given by: 
mx )  = g -Hx) .  
Lemma 1.9 (Adams, Priestley) (i) I : Vp —» Bp and p : Bp —> Vp are 
contravariant functors, lop : Bp —* Bp is naturally isomorphic to the identity 
functor, i.e.; I o p(L) L. Likewise, pol : Vp —> Vp is naturally isomorphic to 
the identity functor. 
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(H)  I f  PQ and PI are finite posets and g : PQ —> Pj is a morphism (admissible 
map) then l{g) is injective if and only if g is surjective and l{g) is surjective if and 
only if g is injective. 
For the proof of this lemma see [1] Lemma 1 and [28] Theorem 3. 
The Counterexample 
Let /I be a set of cardinality 4; say A = {a, b, c, d}. Let R4 .  be the poset consisting 
of: 
• all singletons of A. 
• all 3-element subsets of A. 
• A itself. 
The order relation is, of course, the set theoretical inclusion. See Figure 1.2. Consider 
the subposet of 
f4 = {W, {&},#, {4,^}. 
Notice that l{P/j^) is ^4. Notice also that the inclusion map i : P4 —• A4 is admis­
sible. So, by the above lemma, l(t) : /(A^) —> is a surjective homomorphism. 
Thus, 
54  €  H{ l {R^ ) ) .  
Now, we claim that there is no surjective admissible map g : A4 —> P4, which 
means, by the above lemma, that we cannot embed Â4 in /(A4). For the proof of 
the claim, assume such a map g does exist. Let X be a 3-element subset of A. If 
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Figure 1.2: and P4 
g(%) is minimal in P4, has at least four elements because g is monotone. 
Moreover, if Y  is another 3-element subset of A then either g{Y)  =  g{ X)  or else, 
g{Y) = A because of the monotonicity of g and the fact that for all Z ^ R^ , Z 
minimal implies Z < X OT Z < Y. Hence, there are two minimal elements of F4 
which are not in g{Ri^y, that is to say; g is not surjective. We must conclude that 
for g to be surjective, it should map all the non-minimal elements of A4 to A and it 
should map the minimal elements of R^ one to one and onto the minimal ones of P4,. 
But if that is the case, g would not be admissible, for if % is a 3-element subset of 
A and x is the unique minimal element of R^ such that x ^ X, there is no z E R^ 
satisfying z < X and g{z) = g{x). The claim now has been proved. Similarly, it 
can be checked that it is impossible to embed Bg in 1{R^)- Next we prove that it is 
possible to embed Bg in /(A4). For that, consider a 2-element set A' = {a', 6'}. Let 
P2 be the poset consisting of the singletons of A' together with A'. See Figure 1.3. 
Notice that /(i'2) = ^2- Let h : A4 —> P2 be the map which sends the non-minimal 
elements of A4 to A^ and: 
h{a )  =  h{b )  =  o ' ;  
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(b,c,d) 
Figure 1.3: A4 and fg 
A(c) = h{d )  — f t ' .  
It is easy to check that A is a surjective admissible map. So, by the previous lemma, 
B2 can be embedded in 1{R^). Let IC the quasivariety generated by Since K. 
is generated by a single finite algebra, by Corollary 1.6 we have 
K = I SP{1{R4) ) .  
Observe that Bg € I S { l {R t ^ ) )  implies B2  Q  /C. Also, IC  %  for 
iCCB^  H{K)CB^  
=> ^4 G 
=> ^4 G 
obviously a contradiction. Moreover, B^ % AC; otherwise Bg € AC = I SP{ l {R i ^ ) )  
which implies that Bg € IS{l{R^)) (because fig is subdirectly irreducible) contra­
dicting what was proved above. Similarly we infer that B^ % K. Notice that p(5n) is 
the poset consisting of n minimal elements and a top one. Since there is not injective 
admissible map from such a poset into A4, we may conclude that B/^ = H{K). So, 
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IC C Summarizing, we have proved that 
B 2 C K C  54, 
AC 2 53 and 03 g K. 
Thus, this is a counterexample to the conjecture. 
Structural Incompleteness 
It is known that the variety of p-algebras is generated by its finite subdirectly 
irreducible members. In other words, 
V{{Bn  i n  = 0,1 ,2 , . . . } )  =  Buj. 
See [24]. We will show that in the above equation, the operator V can be replaced 
by the operator Q, i.e; the quasivariety generated by {Bn : n = 0,1,2,...} is the 
entire variety of p-algebras. Before we can prove this result, we need to introduce a 
very well behaved kind of variety. The set C<m{A) of congruence relations on A has 
a natural lattice structure: the meet operation is just the set theoretical intersection 
and the join operation is defined by: 
^1 V ^2 ~ € C(m{A) : U ^2 — 
An algebra A  is said to be congruence-distributive if the lattice C on{A )  is dis­
tributive. A variety of algebras is said to be congruence-distributive if so are all 
of its members. Every variety of lattices is congruence distributive ([5] p. 79). In 
particular, Bu is congruence distributive. 
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Lemma 1.10 (Jônsson) Let V{K) he a congruence-distributive variety. If A is a 
suhdirectly irreducible algebra in V{fC), then 
A € HSPu(K). 
For the proof of this lemma see [5], Theorem 6.8, Chapter 4. 
A variety V is said to enjoy the congruence extension property (CEP for 
short) if for every couple of algebras A, C € V with A <C, and every 0 € Con{A) 
there exists 0 € Con(C) such that 
0 = 0 n (A X A). 
Grâtzer and Lakser in [18] proved that Buj enjoys the CEP. This result and 
Jonsson's lemma make easy the proof of following lemma; 
Lemma 1.11 Let A be a subdirectly irreducible p-algebra. Then 
A € SHPfj{{Bn : n = 0,1,2,. 
PROOF. Since Bu is congruence distributive and is generated by {Bn : n = 
1,2,...}, it follows from Jonsson's lemma that 
A € HSPi/{{Bn : n = 1,2,...}). 
Since Bu has CEP then HS = SH ([5], exercise 5, p. 62). Now the lemma follows. 
Lemma 1.12 The class of subdirectly irreducible p-algebras is closed under the for­
mation ultraproducts. 
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PROOF. Remember that the subdirectly irreducible p-algebras are just Boolean 
algebras with a new unit. So they can be described by the first order sentence 
3e[e ^ 1 & e* = 0 & \/x{{x* = 0& x^l)—>a; = e)& 
Vz(z ^l&a:^0-+xVa:* = e)]. 
Now the desired result follows because the operator Pfj preserves first order sentences 
(Los, Theorem 2.9, Chapter 5 in [5]). 
FACT. Let B be a subdirectly irreducible p algebra. Then, any homomorphic 
image of B is either B or it is a Boolean algebra. Also, any subalgebra of B is 
subdirectly irreducible; i.e., the class of subdirectly irreducible p-algebras is closed 
under the operator S. 
Now, we have all the ingredients to prove: 
Proposition 1.13 The quasivariety generated by the finite subdirectly irreducible p-
algebras is the entire variety of •p-algebras. In symbols, 
Q{{Bfi ; n = 1,2,...}) — Bu-
PROOF. By BirkhofF's theorem it is enough to prove that Q{{Bn : n = 1,2,...}) 
contains all the subdirectly irreducible p-algebras; i.e, all p-algebras of the form B, 
a Boolean algebra B with a new top. By Lemma 1.11, 
B € SHPfj{{Bn : n = 1,2,...}). 
Then there is a p-algebra A € Pij{{Bn ' n = 1,2,...}) and a p-algebra C € H{A) 
such that B is a subalgebra of C. By Lemma 1.12, A is a subdirectly irreducible 
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p-algebra. Hence by the fact above, C is isomorphic to A or C is a Boolean algebra. 
But C can not be a Boolean algebra because it contains B as subalgebra. Thus 
C ^ A. Then 
B € ISPu{{Bn : n = 1,2,...}) Ç Q({Bn : n = 1,2,...}) 
as desired. 
Corollary 1.14 Let B be an infinite Boolean algebra. Then, 
Q{B) = Bu). 
PROOF. It follows from the previous proposition and the fact that any finite 
subdirectly irreducible p-algebra can be embedded in B. 
A variety V is said to be structurally complete if every strict quasivariety in 
it generates a proper subvariety; more precisely, for every quasivariety Q included in 
V 
Q C V => H i Q )  C V. 
We will use here the family of p-algebras constructed by Adams in [1] and his 
result about it to exhibit a strict quasivariety of p-algebras which generates the entire 
variety Bu showing this way that this variety is not structurally complete. First we 
describe the family of p-algebras mentioned above. 
For each n = 1,2,3,..., fix a set An of cardinality n -|- 3. Let Kn be the poset 
consisting of: 
• all the elements of An', 
21 
Figure 1.4: Ki 
• the 3-element subsets of An', and 
• An-
The order relation in Kn being given by 
X  < y  X  e y .  
Ki is shown in Figure 1.4. Remember that l{Kn) is the finite p-algebra whose 
elements are the hereditary subsets of Kn-
Lemma 1.15 (Adams) Let K = {l{Kn) : n = 0,1,2,...} and S Ç IC. Then 
K^n) € Q(S) if and only if l(Kn) € S. 
See Theorem 6 of [1]. 
Let us denote by Pn the subposet of Kn consisting of all the elements of 
An together with An- Notice that l{Pn) — ^n+3 that the inclusion map 
in : Pn —* Kn is admissible so that by Lenmia 1.9, the map l{tn) - l{Kn) —> K^n) 
is a surjective homomorphism. Since l{Pn) — -^n+S' can pick a surjective homor-
phism hn : l(Kn) —>• ^n+3-
oo oo 
C = n l(K2n) and D= %% 
1 71—1 
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Define h : C —> D by letting 
h{x2, X4,...) = ih2ix2), ^ 4(^4)» • • •)• 
Now, A is a surjective homorphism because so is each hn',n = 0,2,.... Let U he a, 
non-principal ultrafilter on {5,7,.Then, by Lemma 1.12, DJU is isomorphic to 
a subdirectly irreducible p-algebra B. Also, DjU is infinite ([3], Theorem 3.12, p. 
128). Pick an isomorphism <j> : D/U —» B and let 7 : D —*• D/U be the natural 
epimorphism. Then ^ o >7 0 A is a surjective homorphism from C onto B. 
C -^DjuiiB. 
So, B € H{C). Hence Ë € H{Q{{l{K2n) : n = 1,2,...}); that is to say, H{Q{{l{K2n 
n = 1,2,...}) = Bu since Bu = V{B). But by Lemma 1.15, 
Q({K^2n : M = 1,2,...}) 
is a strict subquasivariety. Hence, Buj is not structurally complete. 
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CHAPTER 2. RELATIVE CONGRUENCE DISTRIBUTIVITY 
WITHIN QUASrVARIETIES OF P-ALGEBRAS 
Introduction 
Within a proper quasivariety of algebras there are algebras and congruences on 
those algebras for which the corresponding quotient algebra is not in the quasivariety. 
For a given algebra in a quasivariety IC the congruences for which the correspond­
ing quotient algebra is still in the quasivariety are called /C-congruences. The set of 
/C-congruences of an algebra has a lattice structure. If this lattice is distributive for 
every algebra in the quasivariety, such a quasivariety is called relatively congruence 
distributive (RCD for short). In the task of looking for examples of RCD quasiva-
rieties of p-algebras we found in the literature a general result of Czelakowski and 
Dziobiak [9] about RCD quasivarieties. This led us to look at the finitely subdirectly 
irreducible p-algebras. See the definition of this concept in the next section. We 
discovered that the class of these algebras coincides with the class of subdirectly irre-
ducibles within the variety of p-algebras. From this result follows that a quasivariety 
of p-algebras is RCD if and only if it is a variety. We will give the proof of this results 
in Section 4 of this chapter. In the first section we present the general background. In 
the second section we present a characterization of congruences of p-algebras due to 
Lakser [23]. He used it there to describe the subdirectly irreducible p-algebras. In the 
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last section we study the relative congruence extension property within quasivarieties 
of p-algebras. We show that quasivarieties of p-algebras enjoying this property are 
necessarily varieties. This problem was posed to us by D. Pigozzi. 
General Background 
Let AC be a quasivariety of algebras and A an algebra in K. Define the set of 
/^-congruences on A by 
C<mi^(A) = {0 6 Con(A) : /1/0 € AC}. 
The members of Conj^{A) are referred to as AC congruences. We will denote 
them generically ... etc. With the meet and join operations defined in 
the natural way, this set has a lattice structure. Indeed, Coni^{A) is an algebraic 
lattice. A quasivariety AC is said to be relatively congruence distributive (RCD 
for short) if Conj^{A) is a distributive lattice for every A € AC. In the case AC is 
a variety, all congruences are AC-congruences and the concept of relative congruence 
distributivity is just the very well known concept of congruence distributivity within 
varieties. An algebra A € AC is said to be relatively subdirectly irreducible or 
more precisely, AC-subdirectly irreducible, if it can not be subdirectly embedded 
in a direct product of algebras of AC unless the composite of the embedding with one 
of the projections is an isomorphism. In other words: for any subdirect embedding 
F : A —> ITtg/ M where {At : * € /} Ç AC, there is an Z € / such that TTO^ : A —» Ai 
is an isomorphism. It is obvious that if A € AC, 
Ù^A = {(a, o) : a € A} € Conj^(A). 
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It can be shown that A € AC is relatively subdirectly irreducible if and only if is 
completely meet irreducible', i.e, for any family {0% : i € /} of AC-congruences on A 
the following holds: 
= Q{0% : Î € /} =>• A = 0Î for some i G 7, 
A is said to be finitely relatively subdirectly irreducible (FRSI for short) 
or AC-finitely subdirectly irreducible if the above holds for finite I. The class 
of RSI (repectively FRSI) members of K. is usually denoted by ICjigj (repectively 
ACpJig/). Observe that 
^RSI G fCjrjisj. 
As expected, there are relativized versions of Birkhoff's subdirect representation the­
orem and Jonsson's lemma: 
Proposition 2.1 ([27], Theorem 1.1) Every quasivariety is generated by its rela­
tively subdirectly irreducible members. More precisely: if AC is a quasivariety then 
K: = IPS{ICJISI)-
Lemma 2.2 (Dziobiak) Let A be a class of algebras of the same type and let AC = 
Q{A). Then 
^FRSI G 
See [27], Theorem 1.3 or [11] for details. 
As an easy consequence of these results we have the following corollary: 
Corollary 2.3 Let AC be a finitely generated quasivariety, i.e., AC is generated by a 
finite number of finite algebras. Then 
^FRSI = ^ RSI-
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REMARK. In particular, since the variety V of distributive lattice is generated 
as a quasivariety by the 2-element chain, then, 
Vpsi = %/• 
To close this section we quote as a lemma the result we referred to in the intro­
duction of this chapter. 
Lemma 2.4 (Dziobiak, Czelakowski) Let V be a congruence distributive variety 
such that 
S Vf SI ^uO^FSl) ^ ^FSI-
Let K be a quasivariety contained in V. Then the following conditions are equivalent: 
1. K is RCD. 
2. K is generated by some subclass ofVpgj. 
For the proof of this lemma see [8], Corollary 2.7. 
Congruences of p-Algebras 
The final ingredient needed to prove our result about relative congruence dis-
tributivity in quasivarieties of p algebra has to do with the internal structure of the 
congruences of p-algebras. All the results in this section were obtained by Lakser. 
See [23] for specific details. 
Through this section A = (A; A, V,* ,0,1) will denote a p-algebra. An element 
u of i4 is called dense if u* = 0. It is eeisy to check that the set 
D{A) = {u e A : u* = 0} 
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of dense elements of. A is a filter of the lattice A] i.e., D{A) is closed under the meet 
operation of A and if ® 6 D(/l) and x < y then y € D(/l). Filters are also called 
dual ideals in the literature. An element x of A is called skeletal provided x = y* 
for some y ^ A. It can be shown that the set 
S(A) = {!/•;»€/I} 
of skeletals elements of A has a Boolean algebra structure with the meet * ,0 and 1 
operations inherited from A and the join operation U being given by 
a U 6 = (a V 6)** 
Since D{A) is a filter the relation Q{D) on A given by 
(z,y) € 0(D) 4» 3d € D{A) such that x Ad = y Ad, 
is a congruence relation on A. Moreover, the map 
A —• S{A); x X** 
is an epimorphism of p-algebras with kernel 0(D). Consequently, 
See [4] Lemma 2.3 or Theorem 3 in [2]. Observe that {D{A)\ A, V, 0,1) is a (distribu­
tive) sublattice of {A] A, V, 0,1) and that 
D{A)nS{A) = {l}. 
Let us denote by C(m{S) and Con{D) the lattice of congruences of 5'(i4) and f)(A) 
respectively. 
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Definition. (Lakser) A pair of congruences 
(©1,02) € Con{S) X C(m{D) 
is called a congruence pair if from a € and u € D(A) with u > a and 
(a, 1) € ©1 follows (tx, 1) € ©2 The set of all congruence pairs of A is denoted by 
Conp{A). 
Lemma 2.5 ([23], Lemma 1) Conp{A) is a sublattice of the lattice 
Con{S) X Con{D) 
Theorem 2.6 (Lakser) The map 
Con{A) —• C<mp{A); © (0r5(A)' ®fl>(/l)) 
is a lattice isomorphism, the inverse isomorphism (©^,©2) © being given by 
^ Vu € D{A)f (a; V u, y V u) € ©2 
This is Theorem 1 of [23]. 
Finitely Subdirectly Irreducible p-Algebras 
The idea in the proof of the following proposition is taken from the proof of 
Theorem 2 in [23]. What makes the adaptation possible is the fact that in the 
variety V of distributive lattices, the 2-element chain is the only (finitely) subdirectly 
irreducible member. 
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Proposition 2.7 In the variety of p-algebra the class of finitely subdirectly irre-
ducibles and the class of subdirectly irreducibles coincide. In symbols 
Bu)SI = BujpSI 
PROOF. The inclusion C is obvious. For the other inclusion let 
A eBu PS I 
and pick n non-zero congruences 
€ Con{D). 
It is readily seen that 
*l)'• • • ' ^ ConpiA). 
Let 
01,...,0n € Con{A) 
be the corresponding congruences given by Theorem 2.6 in the previous section. Since 
we picked ^ ^ D{A) all 1 < i < n it follows again from Theorem 2.6 that 
0j- ^ for all 1 < i < n. 
Now we use the assumption about A being finitely subdirectly irreducible to assert 
that 
n 
® = n ^ ^ A-
2=1 
But using Lemma 2.5 we see that 
^ ' 1=1 
30 
by the isomorphism in Theorem 2.6. Hence, D^i 9^ ^D(A)' we have 
proved that Z?(A) is a finitely subdirectly irreducible distributive lattice and now the 
remark after Corollary 2.3 in the previous section allows us to write 
D{A) = {e,\} 
where e < 1. 
Claim: a € S{A) and a ^ 1 implies a <e. 
To prove this claim suppose a ^ c. Consider the relation $ Ç  S  ( A )  x 5'(i4) given by 
(a;,y) € ® 3rf > a such that x  A d  =  y  A d .  
It is easy to check that $ is a congruence on 5(/l). Let us check here just the 
substitution property for *. Assume (x,y) € Then there exists d > a such that 
X Ad = y Ad. Then we get 
X  A d  =  y  A d  =*- 0 = z* A (z A j) = (x* A d )  A y  
= >  X *  A d  < y *  
=>- X* Ad <y* Ad. 
Similarly we get y *  A d  <  x *  A d .  So, { x * , y * )  € Indeed $ is the congruence 
corresponding to the filter [a) = {x : a; > a}. We assert now that 
(*'^D(i4)) ^  Conp{A). 
To prove the assertion let h € S{A) and u € D{A) be such that u>b and (6,1) € 
Then for some d > a we have b A d = 1 A d = d. So, u > b > a. Then « = 1 since 
D{A) = {e, 1} and o ^ e. Thus (M, 1) € which proves the assertion. Now let 
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$ and S be the congruences on A corresponding to the congruence pairs ($, 
But this is a contradiction because $ and S are different from and A was assumed 
to be finitely subdirectly irreducible. This ends the proof of the claim. 
Now, by the claim and the fact that 1 is the only element in A which is skeletal and 
dense at the same time, one gets that if a € S{A) and a ^ 1 then a < e. On the 
other hand, if a < e and a ^  0 then a* ^  1 and aV a* = e because a V a* G JD{A). 
Moreover, a = a** because a = a** A (a V a*). Putting these things together, what 
has been proved is that A^ B where B ^ (5'(A) — {1}) U {e}. So, A is subdirectly 
irreducible as desired. 
Proposition 2.8 Let K he a quasivariety of p-algebras. Then the following state­
ments are equivalent: 
1. K is RCD 
2. K is a variety. 
and {^s{Ay^D{A)^ respectively. Then 
$ n S = 
because 
PROOF. It follows immediately from the previous proposition. Lemma 2.4, 
Lemma 1.12, the fact following it and Corollary 1.14. 
Relative Congruence Extension Property 
A quasivariety fC of algebras is said to have the Relative Congruence Ex­
tension Property (RCEP for short) if for every pair of algebras A,B £ IC with 
A subalgebra of B and every 0 € Conj^{A) there exists 0 € Conj(^{A) such that 
0 = 0 ri-A X i4. Of course, if AC is a variety, the concept of RCEP is just that of CEP 
mentioned earlier in Section 3 of Chapter 1. The aim of this section is to prove that 
no proper quasivariety of p-algebras has RCEP. 
For a quasivariety /C, an algebra A ^ K and a pair of elements a,b £ A, let 
0j^(a, b) denote the least, element of Conj^{A) containing the ordered pair (a, 6). 
This kind of congruences are called principal congruences. The following results, 
due to Day, make easier the verification of CEP in varieties of algebras. See [10]. 
Before quoting them, we introduce a piece of notation. If A- and B are algebras 
and A is a subalgebra of B, we write A < B. If 5 is a subset of A, [S] denote the 
subalgebra of A generated by S. 
Theorem 2.9 (Day, [10]) Let V be a variety of algebras. The following statements 
are equivalent: 
1. V has CEP. 
2. For all A< B ÇV and all a,b E A, 
0"^(a, b) = 0^(a, 6) n (A X A). 
3. For all A Ç.V and all a,b,c,d ^ A 
ic,d) e 0^(a,6) # {c,d) € 0[{o,W}](o,6). 
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See [10]. 
The property in 2 of the above theorem is called the Principal Congruence Ex­
tension Property (PCEP for short). So CEP ^ PCEP. 
Corollary 2.10 (Day [10]) Let V hea variety for which there is a set {pj = •. I < 
i <n} of terms in only four variables, such that for all A and all a, b,c,d Ç. A, 
Then V has CEP. 
A variety satisfying the hypothesis of the above corollary is said to have Equa-
tionally Definable Principal Congruences in the Restricted sense (REDPC for short). 
See [20]. So, REDPC => CEP. 
Among varieties enjoying REDPC we have the variety V of distributive lattices. 
In this variety we have: 
This later result is due to Lakser. See in [22], the proof of the corollary after 
Theorem 1. We next quote one more result of that paper which we are going to use 
later in this section. 
(c, d) € 0y (a, b) ^ p%(o, b, c, d) = %(o, b,c,d) ,1 <i < n. 
Likewise, in the variety Buj we have; 
/ 
a  A b  A c  =  a  A b  A d  and 
c = rf0(a, 6) 4» < (c V a V 6) A ((a A 6)* A (a V b))* = 
(rf V a V 6) A ((a A 6)* A (a V 6))*. 
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Lemma 2.11 (Lakser [22], Lemma 1) Let A be a p-algebra, let o,6 € A with 
a <b. Then 
0(a,b) = 0jra<(a,6) V0/^a^((a* Aô)*,l), 
where f) (l^notes the principal congruence of the distributive lattice (A, A, V) 
generated by the ordered pair (z, y); that is, f) the substitution property 
for A and V but not necessarily for *. 
REMARK. Theorem 2.9 still holds if the word variety is replaced by the word 
quasivariety. This result was proved by Czelakowski and Dziobiak. See [9], Proposi­
tion 2.4 , p. 7. We state here that result as a proposition for future references. 
Proposition 2.12 ( Czelakowski, Dziobiak) Let Kbe a quasivariety of algebras. 
The following statements are equivalent: 
1. JC has RCEP. 
2. For all A< B € fC and all a,b € A, 
b) = 0J^(A, 6) n (/I X A). 
3. For all A ^  )C and all a,b,c,d E A 
(g,d) € 0)J(a, b) ^ (c,d) € b). 
Let us recall at this point that the variety Bu; is locally finite, that is: every 
finitely generated p-algebra is necessarily finite. We now give some lemmas needed 
for the proof of the main result in this section. 
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Lemma 2.13 Let K be a strict quasivariety of p-algebras. Let m be the positive 
integer such that Sm C fC and for all k > m, Bfg % /C. Then there is a finite 
P'dlgehra A € ICjigj —ICsi no proper subalgebra of A is in K-ngi — Kgj. 
PROOF. First observe that according to the hypothesis, 
^SI - (A : 0 < t < m}. 
Also notice that by Proposition 1.13, the integer m mentioned above must exist. 
There are basically two cases: 
Case 1: H{K) = Bn for some n> m. 
Then there exists C € fC and an epimorphism / : C —> Bn- Since Bn is finite 
and Bu is locally finite, there exists & < C with C' finite and an epimorphism 
f : C' —• Bfi' Clearly, C' € K. Then, there exists a family {At ^RSI 
such that 
^SD n 
lel 
Since C' is finite, then At is finite for all i & I. Now, if Ai € fCgj for all e 6 / then 
C' € Bm because of the observation at the beginning of the proof. But then 
Bn € H{C') Ç HiBm) Q Bm, 
which is a contradiction because n> m. So, 
AzQ € ICjigj - Kgi for some IQ G I. 
Now, since AIQ is finite we can select A < AIQ such that no proper subalgebra of A 
is in ICjisi — ICgJ a,s desired. 
Case 2: H{K) = Bu-
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In this case there exists D & K. and an epimorphism g : D —f B for some infinite 
subdirectly irreducible p-algebra B. Pick n> m. Clearly Bn € IS{B). Pick C < B 
such that Bn — C. Now select a finite subset of D such that its image by g is C. 
Let D' be the subalgebra of D generated by this finite set. Then Ç.K, and it is 
finite because Gw is locally finite. We assert now that ^ Bm- For if D' 6 Bm-, 
g\j^l{D') € Bm- But then 
Bfi — C = g\€ Bm 
with n> m which is a a contradiction. Now the proof goes on as in case 1. So, the 
lemma has been proved. 
REMARK. Of course the algebra A in the above lemma can be taken to be 
of minimal cardinality. This algebra A of minimal cardinality is such that if C 
is a proper subalgebra, then C € Bm- For assume otherwise. Then there exists 
€ ICjigj — fCgi and an epimorphism / : C —> A'. But then 
\A'\ = \CKKerS)\ < |C| < |A| 
which contradicts the minimality of the cardinality of A. 
Let us recall that if /C is a quasivariety of algebras, A&K jigj if and only if there 
is a least non-zero ^-congruence on A. Such a /C-congruence is just the intersection 
of the non-zero AC-congruences of A and it is called the /C-monolith of A. 
Lemma 2.14 Let K he a strict quasivariety of p-algebras, A € tCjiSI ^ the 
K-monolith of A. Then there exists o, 6 € D(/l), a ^  6 such that 
T = 0^(A,6). 
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PROOF. First observe that V€ Conp{A). Indeed, this congru­
ence pair corresponds to 0(D), the congruence on A mentioned earlier in Section 3 
of this chapter. Recall that 
where S{A) is equipped with its Boolean algebra structure (i4; U, A,* ,0,1). Hence, 
0(D) e Conj^{A) {K. is assumed to be a strict quasivariety, so that it must contain 
a non-trivial algebra and consequently, it must contain the variety BQ which is the 
variety of Boolean algebras). Consequently, T Q 0(D) from which follows that 
^f5(/l) ^ ^^(yl)! tkat is, Let = ». Since clearly, 
T ^ A^, $ D  Aj^^y^y Thus, one can pick a,b e D{A), a ^ b, such that a = 6(»). 
Clearly, a V u = 6 V u{^) for all u € D{A) and (a* = 0) = (6* = 0)(Ag^y^^). So, 
a = 6(T). So 0j^(o, 6) = T by the minimality of T, as desired. 
Lemma 2.15 Again K represents a strict quasivariety of p-algebras. Consider a 
finite p-algebra A € ^RSI ~^SI' there exist c,d,c\d^ € A with 
{c, d} n D{A) ^  0 and {/, d'} D D{A) ^ 0 
such that 
0(c, d) n 0(c', d') — Ayj. 
PROOF. Since A  ^  K g j  one can pick two non-zero congruences », on A  such 
that 
» n »' = Ay^. 
Let (x, y) € » and (a;', j/') € with a? < y and z' < y'. Then 
0(a;, y) n 0(x', /) = A^j. 
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Now by Lemma 2.11, 
0(®, y) = Qiatix, y) V 0ia<((®* ^  W*, 1) 
and 
&ix\y') = QLatix',y') V ^Latii^'* ^  /)*, !)• 
If (z* A y)* < 1 take c = (z* A y)* and d = 1. If (x* A y)* = 1 then, z* < y*. But 
X* > y* since x < y by hypothesis. So x* = y*. Remember that {^S{A)^^D{A)^ 
is the congruence pair of Theorem 2.6 corresponding to @(D). Hence x = yQ{D). So 
@(z,y) C 0(D). Thus, 0(®>î/)r5(^) = Hence, by Theorem 2.6 and because 
X < y, we get ^ c,rf e D(A) such that c ^ d and 
c = Since 0 = c* = d* = 0 and 
cVit =dVu(0(x,y)(£f^yi^) for all u e D(A), 
it follows that c = d0(x,y); that is, 
6(c,d) Ç 6(x,y). 
In a similar manner, we can pick c' and d\ It is clear that c, d, c', d' chosen in this 
way, meet the requirements of the lemma. 
Now we are ready to prove: 
Proposition 2.16 Let IC be a quasivariety of p-algebras. Then the following are 
equivalent: 
1. K has RCEP. 
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2. K is a variety.. 
PROOF. 2 => 1 follows from the well known fact that Buj has CEP. For 1 =*- 2, 
assume that K has RCEP and is not a variety. Let m be the positive integer such 
that Bm is the biggest variety contained in K. Observe that since K is not a variety,. 
m > 2 (see Proposition 1.8). By Lemma 2.13 and the remark following it, there 
exists a finite algebra 
^ € ^RSI - {A 
of minimal cardinality. We assert that there exists k > m such that € H{A). To 
prove the assertion let us consider a subdirect representation 
^ ^ SD n j £ j  
where J is some set of positive integers. If j < m for all j G J then A would be in 
the variety Bm^ against the assumption. Thus, there is k ^ J such that k > m and 
since the representation is subdirect, € H{A). Now, let T be the /C-monolith of 
A. By Lemma 2.14, we may choose a, 6 € D(A),o ^ b such that T = 6). Also, 
by Lemma 2.15 we may choose c,d,c'^d! e A satisfying: 
• d and c' ^ 
• {c,d} n D{A) ^ 0 
• 0(c, d) n 0(c', d') = A^. 
Then 
* ejcf"' ») = TÇ ejjcc, 4 n /). 
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Put C = [{a, 5,c,</}] and C' = [{a, 5, c', d'}]. Since at least three among <%, 6, c, j 
(respectively a, 6, d, d!) are in D{A) and € H{A), t > 3, then C (respectively C') 
is a proper subaigebra of A. Otherwise, would be generated by two elements with 
at least one of them being e or 1. (Just notice that ephimorphisms of p-algebra send 
dense elements to dense elements and D{Bj^) = {e, 1} where e is the top element of 
the corresponding Boolean algebra.) Now by the remark after Lemma 2.13, we have 
that C, C' € Bm- Therefore and by the assumption about AC enjoying RCEP and 
Theorem 2.12 
a = bQ^{c,d) ^ a = bQ^{c,d) 
= •  a = b Q ^ { c , d )  
=»- o = 60^(c, j). 
Similarly, we have a = bQ^{c^,d'). So 6 ( c , d )  n Q { ( / , d ' )  ^  A^, which is a contradi-
cion and this proves the proposition. 
EXAMPLE. Let K be the quasivariety generated by the p-algebra A depicted in 
Figure 2.1. Let C be the subaigebra of A generated by e and /. Then, the least 
congruence of C that collapses e and / is a AC-congruence because 
On the other hand, 0"^(e, /) is not a /C-congruence. Otherwise, 
and from this it would follow, using the relativized version of Jonsson's lemma, that 
Bg € IS{A) which clearly is not the case. Observe that any other congruence on A 
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Figure 2.1: C < A 
collapses 1 and /. Therefore, 0^(e, /) can not be extended to a /C-congruence of A. 
Thus, by the previous proposition, K is not a variety. 
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CHAPTER 3. WAJSBERG ALGEBRAS 
Introduction 
In this chapter we turn our attention to Wajsberg algebras. We have two pur­
poses. The first one is to find examples of relative congruence distributive quasivari-
eties in this class of algebras. The second one is to investigate RCEP. 
Wajsberg algebras are the algebraic counterpart of Ng-valued Lukasiewicz propo-
sitionai calculus. They have been considered, as far as we know, with four different 
names by at least 4 different people. The story is this: In [25], Lukasiewicz conjec­
tured that the Ng-valued Lukasiewicz prepositional calculus is axiomatizable by a 
system with modus ponens and substitution as inference rules and the following five 
axioms: 
• CpCpq. 
• CCpqCCqrCpr. 
• CCCpqqCCqpp. 
• CCCpqCqpCqp. 
• CCNpNqCpq. 
43 
Here, C and N are the logical conectives. In modern logical notation, these axioms 
can be writen in the following way: 
• p-*{p-*q) 
•  ( p 9 )  - *  { q  p  ^  
• [(p 9) 9] ((9 p) p] 
• [(p -* 9) (9 p)] (î -» p) 
• (-"P -•?) -»(?-> p). 
In 1935, Wajsberg [32] announced that he had a proof of Lukasiewicz's conjec­
ture. Apparently, Wasjberg's proof was never published. In 1958 Rose and Rosser 
[30] gave a metamathematical proof of Lukasiewicz's conjecture. In the same year, 
Chang [7] introduced his MV-algebras (MV making reference to "many valued" ) with 
the purpose of giving an algebraic proof to Lukasiewicz's conjecture which he did [6] 
one year later. He had in mind the Boolean algebra as an algebraic counterpart of 
the classic two-valued logic and perhaps that was the reason he equipped the MV-
algebras with two binary operations (sum and product), one unary operation and two 
nuUary operations. After all he wanted these algebras to be Boolean algebras in the 
case of two-valued logic. One of the disadvantages of his approach is that the class 
of MV-algebras is defined by a long list of axioms and there is no clear connection 
between these and the axioms in Lukasiewicz's conjecture. 
In 1981, Komori [21] introduced his CN-algebras as an algebraic counterpart 
of the many-valued Lukasiewicz's propositional logics. He uses these algebras to 
describe the entire collection of these logics. Obviously he wanted the CN in the 
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name of his algebras to make reference to the logical connectives originally used 
by Lukasiewicz. He used the symbols D and to denote the logical conectives 
and reserves the symbols —» and -< to denote the two non-nullary operations of his 
algebras. He defined the class of CN-algebras by means of four identities which 
are clearly connected with the five axioms of Lukasiewicz. (These axioms are not 
independent since one of them can be derived from the rest.) 
In 1984 Font, Rodriguez and Torrens [13] developed the theory of the CN-
algebras of Komori calling them Wajsberg algebras. They show that Wajsberg 
algebras are equivalent to the MV-algebras of Chang. In [9] under the name of 
Lukasiewicz algebras, Czelakowski and Dziobiak consider the family of algebras 
(Ln : A, V,n = 1,2,... 
of type (2,2,2,1,1) where 
Ln = {0, l/n,2/n,... ,n - 1/n, 1}; 
and 
X  f \ y  = max{®,y}; 
x V y  =  m i n { z , y } ;  
x - * y  = min{l,l -z-f-y}; 
— 1 •— 3?. 
Notice that the operations A and V can be expressed in terms of the other two 
operations. Then, these algebras are essentially Wajsberg algebras. In [9], it is 
shown that in the varieties V(Ln)> » = 1,2,..., there are no strict quasivarieties 
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enjoying RCEP. D. Pigozzi asked if the same result holds in the entire variety of 
Wajsberg algebras. 
Although the Ln algebras are due to Lukasiewicz, we agree with Font, Rodriguez 
and Torrens in naming them after Wajsberg. Besides, the name "Lukasiewicz algebra 
of order n" is reserved in the literature for an algebra with the same carrier set Ln 
equipped with the operations —,1, defined as above, and n additional unary 
operations. Thus, if n ^ m the Lukasiewicz algebras of orders n and m have different 
types. See [2] page 218. 
The second section of this chapter contains the preliminaries. In the third sec­
tion, we study the subvarieties V(Ln), n = 1,2,.... We show that the variety of 
Wajsberg algebras is generated by its finite subdirectly irreducibles members. In the 
fourth section, we charax:terize the principal congruences on Wajsberg algebras. We 
also give an elementary proof of a result obtained in [13], characterizing the finitely 
subdirectly irreducibles Wajsberg algebras. This result allows us to describe com­
pletely the RCD quasivarieties of Wajsberg algebras. In the last section we present 
an important family of infinite Wajsberg algebras introduced by Komori in [21]. We 
also give a necessairy and sufficient condition for a subvariety of Wajsberg algebras 
to be distinct from the whole variety. The results of this chapter will be very useful 
in our study of RCEP. That is the matter of the last chapter. 
Preliminaries of Wajsberg Algebras 
A Wajsberg algebra is an algebra (A; -+, 1) of type (2,1,0) satisfying the fol­
lowing identities: 
(Tyi) 1 —» I = X. 
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{ W 2 )  { x  - * y )  - ¥  [(y z) -+ (z -» z ) ]  = 1. 
(W3) {x -¥ y) -* y = {y x) -* X. 
( W A )  ( - f X  - +  - l y )  — h ( y - * x )  =  l .  
We will denote the class of all Wajsberg algebras by >V. This class of algebras is 
obviously a variety. The following equations and implications holds in any Wajsberg 
algebra; 
X X — 1; (3.1) 
x - * y  = y - * x  =  l ^ x  =  y ,  (3.2) 
X —» 1 = 1; (3.3) 
1 = y ^ ( x - *  y); (3.4) 
X  - * y  = y - ^ z  =  l = ^ x — * z  =  l ]  (3.5) 
X -* (y z) y - t { x - t  z ) .  (3.6) 
= i] (3.7) 
-tx —» ->y = y -*x; (3.8) 
1 { x - > y ) - *  [(z !()j. (3.9) 
For the proofs of these identities and implications see [13]. 
Let (A; be a Wajsberg algebra. Then the relation < on A given by 
.  x < y 4 ^ x - * y  =  l ,  
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is a partial order on A. This is an inmediate consequence of (3.1), (3.2) and (3.5). It 
follows from (3.3), that 1 is the greatest element of A. Also, if we define 0 = ->1, it 
follows from (3.7), (3.8) and (3.3) that 0 is the least element of A. Now we can add 
to the previous list of identities and implications the following ones: 
X —» 0 = ->x; (3.10) 
X <y =>• y z <x -* z] (3.11) 
X  < y  = >  z  X  <  z  - *  y .  (3.12) 
We define now two more binary operations; A (meet) and V (join) in any Wajs-
berg algebra by putting: 
a: V Î/ = (a: y) -• y; (3.13) 
X Ay = ->(-ix V-<y). (3.14) 
These two operations give to Wajsberg algebras a lattice structure which is compatible 
with the order relation < in the sense that 
X <y X V y = y; 
^  X  A y  =  X .  
Indeed, if (A; —1) is a Wajsberg algebra then (J4; A, V,-<,0,1) is a DeMorgan 
algebra; i.e., (A; A, V, 0,1) is a bounded distributive lattice and the following iden­
tities holds: 
-i(x V y) = -«x A -iy; 
-i(x Ay) = -«x V -iy; 
-i(-ix) "= X. 
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See proposition 3 of [13]. The following identities combining A and V with -* are 
useful in practice: 
( x S / y )  - ¥  z  = (z z) A (y -* z)\ (3.15) 
X  - ¥ { y  A z )  =  ( x  - * y )  A { X  - ¥  z ) ;  (3.16) 
{ x y )  y  { y  - *  x )  =  1; (3.17) 
X  - * { y V  z )  =  { x  - * y ) \ / { x  - *  z ) ;  (3.18) 
{ x A y ) - * z  = (® -» «) V (y z ) .  (3.19) 
Their proof can be found in [13], page 10. 
We now describe how one can construct linearly ordered Wajsberg algebras out 
of totally ordered abelian groups. Let (G; +, —, 0, <) a totally ordered abelian group; 
i.e., (G; +, —,0) is an abelian group and < is a total order on G such that 
• VxVy(a: > 0 &: y > 0 =>• x -f- %/ > 0) 
• Vz(z > 0 4* 0 > —x). 
Let e G Gr such that c > 0. Put 
[0, e] = {a; € : 0 < ir. < e}. 
Define -> and 1 in [0, e] by: 
Xy = min {e,e — X + y}; 
-IX = c — x; 
1 = e. 
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It is easy to check that these operations turn [0, e] into a Wajsberg algebra. We will 
denote this algebra by C?[e]. Notice that the order on G[e] derived from the Wajsberg-
algebraic structure coincides with the order inherited from the ordered group. Notice 
also that 
- f X  y  =  min {e, x  +  y } .  
This suggests the introduction of a new operation, which will prove to be very useful 
to simplify notation. 
Let {A-, —», -1,1) be a Wajsberg algebra. Define the binary operation + by 
X  +  y  =  - < x  y .  
The following properties of + are easily checked: 
x  +  { y  +  z )  =  { x  +  y )  +  z - ,  
X  < y  x  +  z  < y  +  z .  
X + 0 = z; 
x + y = y + x] 
aj + l = 1; 
x V y  <  x  +  y ;  
(3.20) 
(3.21) 
(3.22) 
(3.23) 
(3.24) 
(3.25) 
Let us check here just the associativity. We have: 
{ x - ^ y )  +  z  —  - i ( - i x  - * y ) - *  z  
= -iz —* (-^x -» y) by (3.8) 
= -yx —* {-iz y) by (3.6) 
= -la? —» (-»y —* z) by (3.8) and (3.7) 
= x + (y + z). 
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Now we define for any Wajsberg algebra A, any a and any positive integer n the 
element na inductively as follows: 
Da = 0; (3.26) 
(n + l)a = a + na =-^a—* na. (3.27) 
Notice that the symbol 0 in (3.26) has two different meanings. On the left is the 
integer 0 and on the right is the least element of the Wajsberg algebra. Likewise, 
The symbol + in (3.27) on the left is the usual sum in the integers whereas on the 
right is the operation of Wajsberg algebras previously defined. The following two 
identities are easy consequences of (3.20) and (3.21): 
na = ->ja -+ (n — j)a = ja + (n - j ) a ,  0  < j  < n .  
n{ma) = (»m)o = m(no). 
Also, (3.21) allows us to write 
na = a + • • • + a. 
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Finitely Generated Subvarieties 
We now consider a particular case of the construction described above; namely, 
Q[l] where Q denotes the additive group of rational numbers. Font, Rodriguez and 
Torrens proved that the variety W of Wasjberg algebras is generated by Q[l]. Let 
us state this result as 
Theorem 3.1 ([13], Theorem 16) 
w  =  H S P { q [ i ] ) .  
For each integer n > 1 Let Ln be the subalgebra of Q[l] whose universe is the 
set 
{ 0 , - 1 / n ,  1 } .  
Observe that Ln is generated by 1/n because for any 0  <  j  <  n  ,  j / n  =  j(l/n). 
Notice also that Ln — Z[n] where Z denote the additive group of all integer numbers. 
Proposition 3.2 A is a subalgebra of Ln (n >1) if onrf only if A = Lj^ for some 
k>l such that &|n. 
PROOF. For the sufficiency, suppose fc|n. Then n = km for some m > 1. It is 
easy to check that the map j/k h-* m(j/n) is an injective homorphism from into 
Ln. Thus, Lj^ < Ln- For the necessity, let /I be a subalgebra of Ln- Let t/n be the 
least element of Ln which lies in A. We assert that t\n. For if this is not the case, 
then n = kt + j for a pair of integers k,j such that 0 <j <t. Thus, we would have 
j / n  =  - ^ { k t f n )  =  - > k { t / n ) . Ç  A ,  
which contradicts the minimality of t / n .  Hence, t\n and we can write n — kt for some 
positive integer k. It is readily seen that the subalgebra of Ln generated by 
t / n ,  is isomorphic to L^. Clearly, [{t/n}\ Ç A. Indeed, they coincide because other­
wise we would be again contradicting the minimality of t/n. Hence, A = Lf^ where 
& is a factor of n, as desired. 
Proposition 3.3 Q[l] is a direct limit of the family {Ln : n = 1,2,...}. 
PROOF. Let us denote by the set of positive integers. With the order relation 
I given by 
m|n 4» € Z'^(n = fcm). 
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Z"^ becomes a directed poset (see definition at the end of Section 2 of Chapter 1.) 
Now, by the previous proposition, the inclusion maps irnn : Lm —> € 
Z"*" with m|n), are injective homomorphisms. Clearly, tmm is the identity map 
and i'kn''mk ~ for all m,A;,n € Z"*" with m\k and A:|n. Thus, the directed 
poset (Z"*", I) together with the family of algebras {Ln : n 6 Z"*"} and the family of 
homomorphisms {imn '• m,n e Z"^,m|n} form a direct family of algebras. Denote 
the corresponding direct limit by L. Remember that the elements of L are equivalence 
classes x of elements x of the disjoint union of the family {Ln : n — 1,2,...}. For 
instance, 1/2 = {1/2,2/4,4/8,.It is easy to check that the map x x from L 
into Q[l] is an isomorphism. This ends the proof of the proposition. 
Corollary 3.4 The variety W of Waajberg algebras is generated by the family 
{£r7t • ^ " 1,2. . . 
PROOF. It follows immediately from the previous proposition, theorem-3.1 and 
the fact that varieties are closed under the formation of direct limits. 
As it is seen from the previous proposition, the algebras Ln, n = 1,2,... play a 
central role in the theory of Wajsberg algebras. Other important properties of these 
algebras follow easily from general results of universal algebra. 
A ternary term t ( x ,  y ,  z )  in an algebra A  is called a discriminator term if 
, a a  a ^ b  
i(a, 6, c) — 
c i( a = b. 
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An algebra A possessing a discriminator term is necessarily simple; i.e., Con(i4) = 
{A^, V^}. For let 0 € Con{A) and suppose 0 ^  A^. Let a,bç A such that a ^ 6 
and a = 6(0). Let c,d€ A. Then: 
a = t{a, b,c) = t{b, b,c) = c(©). 
Similarly we get a ~ j(0). Then, by transitivity we get c = d(0). A finite algebra 
A with a discriminator term is called quasiprimal. 
Theorem 3.5 (Pixley) A finite algebra A is quasiprimal if and only ifV{A) is con­
gruence distributive, congruence permutable and all the subalgebras of A are simple. 
For the proof of this Theorem, see [5], p. 173. 
We now exhibit discriminator terms for the algebras Ln, n = 1,2,.... Consider 
the binary term 
g { x , y )  =  n { - ^ { x y  y X  A y ) ) .  
Clearly, 
0 if X = y 
9 { x , y )  = ' 
1  i f  x ^ y .  
It is easy to check that the ternary term 
t { x ,  y ,  z) = (z A g ( x ,  y ) )  V(z A g { g { x ,  y ) ,  1)) 
is a discriminator term. Consequently, we have: 
Proposition 3.6 The algebras Ln, n = 1,2,..are all simple algebras. In particu­
lar, they are subdirectly irreducible. 
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Indeed, it follows from Jônsson's lemma that for m = 1,2,... 
VMsi = {Lj : i|n}. 
Proposition 3.7 The varieties V{Ln)i n = 1,2,3,..., have CEP. 
PROOF. Let B < A € V(Ln) and 0 € Con{B). Since any congruence is the 
intersection of completely meet irreducible congruences, we may assume, without 
loss of generality, that 6 is completely meet irreducible. Let us consider a subdirect 
representation A <SD where Ax € {Lm : m > 0,m|n} for all i € /. 
Notice that since 6 is meet irreducible, then B/0 is subdirectly irreducible. Then, 
b y  J o n s s o n ' s  l e m m a ,  t h e r e  i s  a n  u l t r a f i l t e r  U  o n  I  s u c h  t h a t  Q j j  n ( B  x  B )  Ç  Q .  
Consequently, the map 
f ' . B j Q—> A f Q i j ]  /(6/0) = 6/0[/, 
is an homomorphism. But A/Qy S L^i for some integer m > 0 with m|n, because 
there are only finitely many A%'s in the (perhaps infinite) product above. (See [5] p. 
146.) Then, since B/Q is simple (it is isomorphic to Lj^ for some & > 0 such that 
&|n), / is either surjective or injective. But it can not be surjective because A/Q^j is 
not a trivial algebra. So / is an embedding and therefore, Qjj r\(B x B) = Q. Thus, 
0 — Qu n (A X i4) € C(m{A) extends 0. 
Lemma 3.8 ([14], Theorem 2.4) Every finite algebra in a congruence permutable 
variety in which all the subdirectly irreducible are simple, is isomorphic to a direct 
product of subdirectly irreducibles. 
Lemma 3.9 ([26], Theorem 2.70, Chapter 2) If A, B are lattices, then 
Con{A X B)Bi Con{A) x Con{B). 
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Proposition 3.10 ([0], Fact 2.5) A quasivariety K. in the variety V{Ln), n = 
1,2,... haa RCEP if and only if it is a variety. 
PROOF. (=>>) It follows from Proposition 3.7. (<=) Assume that )C is not a 
variety. Then, there exists A Ç IC and © € Con{A) such that ^ ^ K. Since 
V(Ln) is locally finite, we may take A to be finite. Then, by Proposition 3.6 and 
Lemma 3.8, there are positive divisors A;|,... of n such that A S ^ 
and a congruence in this product which is not a /C-congruence. Now, since the 
algebras 1 < i < m, have a lattice structure and are simple, by Lemma 3.9 
all the congruences on the form where is a trivial 
congruence on Lj;.^ for every 1 < t < m. Without loss of generality, we may say that 
a congruence on not a XJ congruence, is of the form x • • • x 
Ay , X Vi, X Vi, , with 0 < j < m. Hence, 
Kj J+1 
L*! x - xL*^. 
It is clear that 
L l  x - y  x L i  < L j b ,  x - . - x L j t ^ ;  
m factors 
and 
A l j  X  •  •  •  X  A l j  X  X  . . .  V L J  
^ V " '' V ' 
j  factors m — j  factors 
is a /C-congruence on L^ x ... x Lj which can not be extended to a /C-congruence on 
Ilt^l So, fC does not have RCEP. 
A natural question arise here: does this proposition still hold in the entire va­
riety W? Before trying to answer this question we need to study with some detail 
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the classes of subdirectly irreducible and finitely subdirectly irreducible members of 
this variety as well as the structure of the congruences of Wajsberg algebras. It is 
known that the variety W is congruence permutable and congruence distributive. See 
Theorem 12 in [13]. But it is not locally finite and not all its subdirectly irreducible 
members are simple algebras. See next section for examples. 
Proposition 3.11 All the subdirectly irreducible Wajsberg algebras are linearly or­
dered. 
PROOF. Remember that the operations A and V (which were defined in terms 
of the basic operations —* and ->) turn any Wajsberg algebra into a lattice. Conse­
quently, W is a congruence-distributive variety. Then, since W = V(Q[1]), we may 
invoke Jonsson's lemma to conclude that Wgj Ç HSPfj{Q[l]). Now the proposition 
follows from the fact that the operators H, S and preserve the linear order of 
Q[i]-
Proposition 3.12 A finite Wajsberg algebra A is subdirectly irreducible if and only 
if A ^  Ln for some positive integer n. 
PROOF. [13], Corollary to Theorem 19. Also, Theorem 3.19 p. 479 in [6]. 
Congruences and Ideals 
Definition. A subset / of a Wajsberg algebra A is called an ideal if it satisfies 
the following conditions: 
1. 0 € /. 
2. X e I and y < x y ^ I. n 
3. x , y  Ç  I  ^  X  +  y  =  - > x  - *  y  e  I '  
Let A be a Wajsberg algebra and © € C(m{A). Denote by [O]0 the congruence 
class of 0 = -il € /I. Notice that if z € [0]@ and y € A is such that y < x then 
y € [0]@. Moreover, 
€ [O]0 X = 0(0) and y = 0(0) 
=*- ->a? = 1(0) and y = 0(0) 
=• -1® —> y = 1 -+ 0(0) 
^ x + y= 0(0) 
=• a; + y € [0]@. 
Thus [O]0 is an ideal of A. Conversely, given ah ideal I of A, define the relation 0j 
on A by 
(z,y) € 0/ (z -» y) -» - i { y  - * x )  e  I .  
Using (3.15), (3.16) and (3.17), it is easy to see that 
-i(a: W  y  X  A y )  =  { x  - *  y )  - ¥  - i { y  — >  x). 
Notice that in Q[l], and consequently in Ln, n = 1,2,..., -•(x V y —* x Ay) = 
|x — 2/|, where — denotes the usual substraction of rationals and the verticcal bars | • | 
denote the absolute value function. This argument justifies the following notational 
convention which conveys an arithmetical flavor: 
I ®  -  y |  { x  - * y ) - t  - > ( y  -* x). 
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Proposition 3.13 Let I he an ideal of A. Then the relation Qj is a congruence on 
A. 
PROOF. The reflexibility and synunetry of 6/ are clear. To see that 6/ is transitive, 
let (z,y),(y,z) € 0/. Then, by definition, |z-y|,|y-z| € 0/. Putu> = |z—y|+|y-z|. 
Using (3.6) and (3.8) one can show that 
w ^ [{z -*y) -i(y z)] + [(y -»«)-+ -"(z -> y)].  
Then, by condition 2 in the definition of ideal and (3.24) one obtains 
(z y) -i(y -* %) , (y -+ z) -» -«(a: -» y) € /. 
Now, by (3.6) and (W2) one gets: 
-i(z x) -* [{z -*y) -* -«(y z)] = [z -*y) -* [(y z) -» (z -+ x)] = 1; 
hence, -y{z —^ z) < (z —» y) —» -<(y —> x). Thus, ->(« —> x) € / by condition 2 
of the definition of ideal. In an entire similar way, but using now (3.9) instead of 
(W2), one gets -i(x —» z) 6 /. It follows now, from condition 3 in the definition, that 
(x -* z) -* -i(z —» x) = (x — z| € /, i.e., (x, z) € / as desired . This proves that 0j 
is an equivalence relation. 
Let us check now that 0/ has the substitution property. For -< just use (3.8). 
For assume that (x,y), (u,u) € /• Then |x — y| + |u — u| € I. Using again (3.6) 
and (3.8) one can show that 
|x — y\ +* |M — uj = -«[(u -¥u) -¥ -i(y -» x)] -» [(« -» u) -i(x -* y)] € I.  
It follows now from condition 2 in the definition of ideal and (3.24) that 
(u T-> u) —> -i(y —» x), (u -• u) —> -i(x —» y) € /. 
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We want to prove that (a: —» w, y -+ v) € /; i.e., 
[(a: ->«)-+ (î/ -+ u)] -+ -<[{y -* v) (x -* u)] G /. 
One has: 
-i[(x -* u) (y v)] -» [(u -»«)-» -"(x -+ y)] 
= -'[(x ->«)-> (y -• u)] —» [(a; -* y) -•(« —» u)] 
=  ( x  - * y )  [ ( u  - * v ) - >  ( ( a ;  - * u )  - * { y  - *  v ) )  
= (x —> y) -+ [y -» ((« -> u) -• ((a: —» u) u) 
= (x —* y) -¥ [y ((i —*u)—* ((it —» u) -+ u) 
= (x —> y) -> [y —» ((x -»«)-» ((u —> u) u) 
= (x y) -» [(x -*u) -* ((u -» u) -> (y u) 
= (x -» y) -» [(u ->«)-> ((x -4 «) -> (y -> «) 
= (u -+ u) -+ [(x -4 y) —» ((x ->«)—> (y «)) 
=  ( u  — u )  — + 1  
= 1. 
Hence, by condition 2 of the definition of ideal we have that 
by (W3) 
by (W2) 
by (3.3) 
i[(x ->«)-» (y —» u)] G I. 
Similarly one obtains 
-i[(y -» u) -+ (x -* u)] G /. 
Hence, by condition 3 in the definition of ideal, one gets 
[(x - ^ u )  - * { y  - *  w)] -> ->[(y -» v) (x -» u)] G I ,  
cis desired. The proof of the proposition is now complete. 
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The next proposition tell us that a congruence on a Wajsberg algebra is completely 
determined by its G-congruence class. 
Proposition 3.14 Let A € W and let ©J and BG be in Con(A). Then 
©1 Ç ©2 ^ [O]©! G [O]02-
PROOF. (=•) It is clear. 
(4=) Suppose that [O]©^ Ç [Ojgg. Let (®,y) € ©i- Without loss of generality, we 
may assume z < y, because 
(x,p) 6 © •»(x Vy,® Ay) €0 
for any © € Con(A). Then, using (3.1), (Wl) and (W3) we have 
( x , y ) € © i  = »  ( a ; - » y , y - > y )  € © i  
^ (-"(y-» a:),0) e ©1 
=> -"(if -» aj) € [O]0j 
=> -'(if € [O]02 
= >  ( - « ( y a : ) , 0 )  €  © 2  
=> (y -»a;),l) € ©2 
=» ((y -» z) -» z, 1 -» z) € ©2 
= >  ( ( x y ) - >  y , a : )  €  © 2  
= >  ( l - + y , a r ) € © 2  
=• (î/i a?) € ©2 
= >  ( « , y ) € © 2 .  
This proves that ©j Ç ©2, as desired. 
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Proposition 3.15 Let A be a Wajsberg algebra and I an ideal of A. Then 
[ 0 ] q j = I .  
PROOF. 
«€[O]0^ (z,O)€0; 
-"(z —> 0) € / 
-i(l —» -iz) = = X € /. 
'NOTATION. Let A be a Wajsberg algebra. For a pair a, 6 of elements of A such 
that a <b, denote the set of elements of A between a and b by [a, 6]. In other words, 
[ a , 6 ]  =  { a : € A : o < a : < 6 }  =  { x € A : a — =  > 6 = 1 } -
Proposition 3.16 For any Wajsberg algebra A and a,b  ^ A, 
oo 
I%(a,6)= U [0,n|o-6|]. 
n=l 
PROOF. It is easy to check that a = &0(A, b) implies 
|A — 6| = O0(A,6). 
Consequently, |a — 6| € Now, from the fact that ideals are closed under +, 
it follows that 
n|a-6| e [O]0(a,6) for all » = 1, 2 , . . . .  
Therefore and by condition 2 of the définition of ideal, it follows that 
(J [0,M|o-6|]Ç[0]@(g 6)" 
n=l 
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We claim now that I = ~ 6|] is an ideal.. Condition 1 and 2 of the 
definition of ideal are easily verified. For the checking of condition 3, let c,d € /• 
Then there exist a pair of positive integers m, n such that c < n|a—6| and d < m|a—6|. 
It follows now from (3.25) that 
c + d < n|a — 6| + m\a — 6) = (n + m)|a — 6|. 
Thus, I is an ideal. It is clear from the definition that (|a — &|,0) € 0/> From this, it 
follows easily that (a, 6) € 0/. Thus, ©{a,b) Ç Qj. Then, by proposition 3.14 and 
the previous proposition, [O]0^^ Q [0]@^. This ends the proof. 
Corollary 3.17 c = dQ{a,b) if and only if there exists n > 0 such that \c — d\ < 
n|a —6|. 
Corollary 3.18 The variety W has CEP. 
PROOF. It follows from previous corollary and Theorem 2.9. 
Next we shall characterize the finitely subdirectly irreducible Wasjberg algebras. 
This result was obtained in [13] but we will present our proof because it is very 
elementary. We will use the following easy lemma: 
Lemma 3.19 Let : t € 1} be a family of Wasjberg algebras and A < 
Let a E A. Then, for all i € /, 
^*(M0(O,o)) ^ M0(O,o%): 
where TTI is the projection map onto the factor. 
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Proposition 3.20 Let A be a Wajaberg algebra. Then A is finitely subdirectly irre­
ducible if and only if its lattice order is linear. 
PROOF. The sufficiency is clear. For the necessity, let us assume that the lattice 
order of A is not linear. Consider a subdirect decomposition of i4, say 
^ ^ SD n 
»€/ 
where : t € /} is a family of subdirectly irreducible Wajsberg algebras. By 
Proposition 3.11 the lattice order of each At is linear. Pick two non-comparable 
elements a, 6 € A. Then, there exist tg, <i € / such that 
that is: 
b t Q  < 1  ;  6 * 2  — »  û î j  <  1  
and 
6tQ —» OtQ = OtQ —» biQ = 1. 
Put c  = -«(a —» 6) and d  = ->(6 —* a ) .  Then 
cjQ > 0 ; (iij > 0 and = 0. 
Notice that for % € 7 the following implications holds: 
cj > 0 =>• rft = 0 ; > 0 ^ ct = 0. 
Let us check for instaince the first implication. 
0  <  c j  —  - i ( a t  — * 6 t ) = ^ 0 < o t — » 6 % < 1  
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=• a, ^ 6i 
=>- bt <at (since the order of At is linear) 
=• -+ Oi = 1 
=> -i{bt -4 fli) = = 0. 
claim: 6(0, c) n0(O,rf) = Aj^. 
To prove this claim, due to Proposition 3.14, it is enough to show that 
[®l0(O,c)n0(O,d) = {0}. 
Let X € [0]Q^O c)n0(O d) * € /. We shall show that xt = 0. Let us assume 
ci = 0. Since x = 00(0, c), by the previous lemma, xi = 00(0, ci); i.e., z* = 0. If 
Ci > 0, then di = 0 and the same argument works. Now, since i € / was arbitrary, 
we have proved that z = 0. Thus, the claim is proved. Notice that both 0(0, c) 
and 0(0, d) are different from A^. Hence, we have established that A is not finitely 
subdirectly irreducible. This ends the proof of the proposition. 
As a consequence of this lemma and Theorem 2.4 we have the following corollary: 
Corollary 3.21 A quasivariety of Wajsberg algebras is RCD if and only if it is gen­
erated by Wasjberg algebras whose lattice order is linear. 
Proper Subvarieties 
We now focus our attention on the internal structure of linearly ordered Wajsberg 
algebras. This inside view will allow us to give a necessary and sufficient condition 
for a subvariety of W to be properly contained in W. This result will be used in the 
study of RCEP in the next chapter. Although, most of the result we are going to 
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present in this section were obtained in [21], our proofs make use of the powerful tools 
and terminology of universal algebra. We will present an important family of infinite 
subdirectly irreducible members of W. These algebras were introduced by Komori. 
He described the entire family of subvarieties of W in terms of these algebras and 
the finite subdirectly irreducible members of W. See [21] for details. At the end of 
the section, we give examples of ROD quasivarieties in W which are not varieties. 
We start by giving some definitions. From now on, L will denote generically 
a Wajsberg algebra whose lattice order is linear. For an element x & L, define the 
order of x to be the smallest positive integer n such that nx = 1 if such an integer 
exists. Otherwise, we say that the order of x is infinite. In particular, the order of 0 
is infinite. We will denote the order of x by o(z). Thus, 
o { x )  =  min{n : nx = 1} if such a minimum exists; 
oo otherwise 
The order of L  denoted by o { L )  is, by definition, the supremum of the orders of its 
non-zero elements. In symbols, 
o { L )  —  sup{o(x) :  x  €  L  —  {0}}. 
An element x Ç L is called infinitesimal if o(z) = oo. It is said to be almost 
maximum if ->x is infinitesimal. Let us denote by the set of all infinitesimal 
elements of L and by Mj^ the set of almost maximum elements of L. Thus, 
/£, = {x € £ : o(x) = oo}. 
M L  = {X € L : o(-ix) = oo}. 
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Proposition 3.22 is an ideal of L. Consequently, Mj^ is a filter (dual ideal). 
PROOF. Conditions 1 and 2 of the definition of ideal are trivially satisfied by 
l£. Let us check condition 3. Let x,y Ç ISince the lattice order of L is linear, we 
may assume without loss of generallity that y <x. Thus, condition 3 follows from 
+  y )  =  n x +  n y  < n x  +  n x  2 n x .  
Proposition 3.23 The quotient algebra Lflj^ is simple. 
PROOF. Let 0 be a non-zero congruence of and let x ^ such that 
Since x is not infinitesimal, there is a positive integer n such that nx = 1. then 
1 nx , X . x 0 
7 r = i ï = " ' 7 r ) = 7 r = 7 r ( ® ' -
Thus 0 = ^ijJSo, L/I]^ is simple. 
Proposition 3.24 ([13] Theorem 18) A Wasjberg algebra is simple if and only if 
it is isomorphic to a subalgebra of R[l] where R denotes the additive group of real 
numbers. 
Let £ be a linearly ordered Wasjberg algebra. Define the rank of L to be the 
order of the quotient algebra In symbols, 
rank(I) = o • 
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We now introduce a very important family of Wajsberg algebras. This family 
was used by Komori [21] to describe the lattice of subvarieties of W. For each positive 
integer n, define the Wajsberg algebra as follows: 
Ln = {(a?,y) ; x € l>n,y € Z} U {(0,y) : y € N} U {(1, -y):y e N}; 
where N denote the set of non-negative integers. The fundamental operations —* and 
-1 are defined as follows: 
i(l,0) ifz>ar, 
(l,min{0,u — y} z = z, 
(1 -- X -f- z, u — y) otherwise. 
-•(X,!/) = (1 - X, -Y). 
The order of is linear. It can be described pictorally by the array 
(0,1) (&,1) (V'l) 
(0,0) (i,0) (3^1,0) (1,0) 
(à'-i) ••• (^îr^,-1) (1,-1) 
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where (®, y) < (z, ti) if and only if (z, y) is below or in some column to the left of (z, «). 
Notice that o(Ln) = oc and rank(Ln) = n. As a matter of fact, 
Iiu = {(0,j/) : y € N} and 
Notice also that âi (Z x Z)[(0, n)] where the total order on Z x Z is just the 
lexicographic order, i.e., 
(3,y) < (%,«) <r^ x < z o T x  — z  and y  < u .  
Indeed, any linearly ordered Wajsberg algebra L of infinite order and finite rank n > 0 
is isomorphic to a Wajsberg algebra of the form = G[e] such that L'jIj^/ 'Si Ln-
To see this, consider for each 0 < a € the formal symbol a~. Let 
: 0 < a e 
For any pair a, 6 € define ©, ~ and < as follows: 
a ® b  =  a +  b .  
a - © 6 -  =  ( a +  6 ) - .  
def Remember that |x — y| = -'(x V y —> x A y) 
a © 6  = 6  © a =  
|a — 6| if a > 6 
|a — 6(~ if a < 6. 
a = a 
~ a = a. 
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a C 6 # o < 6. 
a~ < 6~ ^  6 < a. 
6~ < a. 
It is routine to check that ©, <) is a totally ordered abelian group. 
Proposition 3.25 (Komori, [21]) Let L be a linearly ordered Wasjberg algebra 
with 
o ( L )  =  o o  a n d  0 < rank{L) = n < oo. 
Then there exists ue such that 
L ^ { Z x G i ) [ i n , u ) ] .  
PROOF. Since rank(Z) = n, Lflj^ Si Ln. Let us fix an isomorphism ip : 
Ljlj^ —> Ln. Let x be the image of x e L under the natural homomorphism 
L —> Pick a € L such that Notice that o(x) > n for all z G a. We 
assert that there exists b Çâ with o(b) > n. For if o(a) = n, pick c < 1 in Î. This can 
be done because it follows from the hypothesis of the proposition that l£ = Ô ^ {0}. 
It can be shown that 
6 = -i(c —> (n — l)o) € â and nb < 1. 
Thus, the assertion is proved. So, we may assume that no < 1. Put u = -ma and 
define 
^ ; i - . ( Z x G £ ) ( K u ) ]  
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in the following way: 
(0,y) if0(y) = O 
(m, |y — ma\) if 0(y) = ^ where 0 < m < n and ma<y 
' (m, |y — ma|~) if ^{y )  = ^ where 0 < m < n and ma> y  
(m, {-'y)") if ^(y) = 1 and y < 1 
(n,«) ify = l. 
By the way (f> is constructed, it is not hard to show that it is an isomorphism. 
Proposition 3.26 Let L be a simple linearly ordered Wajsberg algebra of infinite 
order. Then L generates the entire variety W. 
PROOF. By proposition 3.24, L is isomorphic to a subalgebra of R[L]. We may 
assume without loss of generality that L is actually a subalgebra of R[l]. Since L is 
simple, Ij^ = {0}. So, every non-zero element of L has finete order and since o{L) is 
infinite, the set {o(x) : a? e is unbounded. From this, it follows that L is dense 
in [0,1] in the topological sense. Let n be a positive integer. By Corollary 3.4, it is 
enough to prove that Ln € V'(Z). Since L is dense in R[l], there exists a sequence 
: Â: = 1,2,...} of elements of L such that 
lim 3l = —. 
k—*oo M 
Pick a non-principal ultrafilter U on w. Let 
and 
_ (^1»^2' * •  •)  f- f 
u 
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Denote by S, the subalgebra of L generated by â. Notice that this subalgebra is 
linearly ordered. It can be shown that rank(i^) = n. In other words, 
È 
Thus the proposition has been proved. 
Remember that a finite linearly ordered Wajsberg algebra is necessarily isomor­
phic to Ln for some positive integer n. Also, the family {Ln : n > 0} generates the 
entire variety W. Indeed, every infinite family of finite linearly ordered Wajsberg 
algebras generates the whole variety. We now present a universal algebraic proof of 
this fact. 
Proposition 3.27 Let 0 < nj < n2 < • • • ée a strictly increasing sequence of positive 
integers, then 
PROOF. Put I = {NJJ. : FC = 1,2,...}. Consider an utrafilter U on I containing 
the complements of the finite subsets of I. Let 
We claim that for each & I there is an element x € L; such that n^, < 
o{xfU) < 00. From this claim, it follows that rank(Z) = oo, and then, the desired 
result follows from previous proposition because Ljlj^ would be a simple linearly 
ordered Wasjberg algebra of infinite order and 
V{{Ln^ : fc = 1,2, ...}) = W. 
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So, we better prove the claim. Fix ^ I, For each j > k, there exist positive 
integers tj and 3j such that 0 < < nj^ and nj = tjnjg + sj. Let x be an element of 
n,ç/ Lt such that for j > k, xnj = yg. It is easy that x/U satisfies the requirements 
of the claim. Indeed, n^< o{x/U) < 2njj,. So, the proposition is proved. 
Corollary 3.28 Let V be a subvariety of W. Then V is properly contained in W if 
and only if the set of ranks of its subdirectly irreducible members is bounded. 
For our purposes, the result in this corollary is all we need to know about subva-
rieties of Wajsberg algebras. Of course, the above corollary is an obvious consequense 
of the description of all the subvarieties of Wajsberg algebras given by Komori in [21]. 
We conclude this chapter presenting some examples of RCD quasivarieties of 
Wajsberg algebras which are not varieties. 
EXAMPLE. Let K be the quasivariety generated by the family {Lg^+l • = 
0,1,2,...}. In symbols: 
K. = Q({-^2u+1 • ~ Oj 1» 2,...}. 
By Corollary 3.21, K is RCD. We assert that IC is not a variety, to see this, let K' be 
the class of all non-trivial algebras of K. Then /C' satisfies the universal first order 
sentence 
(T  4=^ Va:(-<x ^ x ) .  
If IC were a variety, by corollary 3.28 it would be the entire variety W. But this is 
not so because there are non-trivial Wajsberg algebras which do not satisfy a. Hence, 
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/C is an strict RCD quasivariety of Wajsberg algebras. 
Let J be an infinite set of positive prime numbers. Let 
:P € J}). 
Using the argument of the example above, one may conlude that Kj is a proper RCD 
quasivariety of Wajsberg algebras. 
Proposition 3.20 Let p he a positive prime number. Then 
Lp  €  fCj  P  €  J '  
PROOF. (4=) It is obvious. (^) It follows from the relativized versions of 
BirkhoiF's subdirect representation theorem and Jonsson's lemma; the finiteness and 
simplicity of Lp and the fact that no Lq {q prime) possesses proper subalgebras other 
than L\ (Proposition 3.2). 
Corollary 3.30 There are uncountably many RCD quasivarieties of Wajsberg alge­
bras which are not varieties. 
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CHAPTER 4. RCEP IN QUASIVARIETIES OF WAJSBERG 
ALGEBRAS 
RCD Quasivarieties 
Our goal in this section is to prove that RCD quasivarieties of Wajsberg algebras 
with RCEP are necessarily varieties. For this, we need some lenmias: two concerning 
quasivarieties of Wajsberg algebras; one more about finitely generated subalgebras 
of linearly ordered Wajsberg algebras. 
Lemma 4.1 Let K be a. quasivariety of Wajsberg algebras. Then K. is not a variety 
if and only if there exist, AÇ.K and an element a ^ A such that 
PROOF. The sufficiency is clear. To prove the necessity, assume that AC is not a 
variety. Then, there is an algebra A€ K and a congruence 0 on i4 such that y 0 AC. 
Let I = [O]0, the 0-congruence class of 0. We assert that there is an element a € I 
such that ^ /C. For suppose otherwise; i.e., for all x € I, 0 AC. It is 
easy to see that (/; <) is a directed poset, where < is the lattice order of A. Moreover, 
for every pair of elements x,y S I with a? < y, the map 
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given by 
(ëiw) " 6(0,y)' 
is a well defined homomorphism. Clearly, \i x < y < z then il)yz o ipxy = i>xz-
As expected, we have that the quotient algebra ^ is the direct limit of the family 
{0(^ ,3? )  '  ^  ^  co r respond ing  fami ly  o f  homomorph i sms ,  {4>xy  :  x , y  e  I , x  <  
y} .  But this is a contradiction because quasivarieties are closed under the formation 
of direct limits and by hypothesis, ^ ^ fC, whereas all the 's are in fC, Thus, 
the lemma is proved. 
REMARK. Notice that a linearly ordered Wajsberg algebra L is not subdirectly 
irreduc ib le  i f  and  on ly  i f  fo r  eve ry  e lement  y  Ç .L ,  the re  i s  a  non-ze ro  e lement  x  ^  L  
such that nx < y for all positive integer n. 
Lemma 4.2 Let L be a linearly ordered Wajsberg algebra. Let a,b ^ L such that 
na < 1 and nb < a for all positive integer n. Then, 
PROOF. Notice that since L is linearly ordered, so are and [{a}]. Notice 
also that ^ (since nb < a for all positive integers n), and it has infinite 
order. For assume = k < oo. then, 
'ë(^ = ë(^ =» -(!-.*«) €0(0.6) 
=• -^ka = 0(0(0, b)) 
=> -ika < mb (some m > 0) 
=• ->ka < a (since mb < a) 
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=> (& + l)a = 1, 
against the assumption no < 1 for all n. Now, since k\» have 
Hi 
0(0 J, 6) [\ 9(0, J)/J-0(0,6)' 
and the maps 
given by 
^ o (0,1) 0(0,6) 
are isomorphisms. 
Lemma 4.3 Let fC be a strict quasivariety of Waajherg algebras such that 
^RSI C ^Si-
Then, there exists a linearly ordered algebra L £ K. and a congruence on L which is 
not a K-congruence. 
PROOF. Pick A^K and a congruence 0 on A such that ^ ^ AC. It follows then 
from Birkhoff's representation theorem; the correspondence theorem ([5], p. 49); and 
the second isomorphism theorem ([5], p. 47), that there is a family {0j : j € J} 
of completely meet irreducible congruences on A such that 0 = Djg J 0J. Indeed, 
0 is isomorphic to a subdirect product of the family : ] € J}- Then, one of 
the 0j's is not a AC-congruence, since otherwise, 0 would be a AC-congruence, against 
our assumption. Therefore, we may assume that 0 is completely meet irreducible 
or, equivalently, that g is subdirectly irreducible. Now, by the relativized version 
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nix  
î'-' 
L* -
Figure 4.1: Commutative diagram 
of BirkhofF's representatiom theorem, there is a family {Lt : i 6 /} of AC-subdirectly 
irreducible members of AC such that 
^ ^ SD n 
lei 
Since W has CEP, there exists a congruence 0 on Oig/ sttch that 
0 N (Z' X L') = 0. 
Since 0 is completely meet irreducible, we can take 0 to be completely meet irre­
ducible. Now, by Jonsson's lemma, there is an ultrafilter U on I such that 
Qu çë 
on ritg/Z»' See Figure 4.1. 
Notice that 
is linearly ordered and 
onto . n !• onto ^ FI L. 
—'17 —'T 
t'-' 
onto 
Qu 
4 a, Ui  L i /Qu  
0 0 0/0/y 
78 
Prom this follows that 6 Con{L) is not a AC-congruence since otherwise, g € AC. 
Thus, the lemma holds. 
We are ready to prove: 
Proposition 4.4 A RCD quasivariety of Wajsberg algebras K enjoying RCEP is 
necessarily a variety. 
PROOF. By Corollary 3.21, K is generated by linearly ordered Wajsberg al­
gebras. Consequently, all its relatively subdirectly irreducible members are linearly 
ordered. We assume that AC is a strict quasivariety having RCEP and look for a 
contradiction. We split the proof into two cases. 
Case 1: There exists a relatively subdirectly irreducible Z € AC which is not a subdi­
rectly irreducible member of W. 
Let T be the AC-monolith of L, i.e., the least non-zero AC-congruence of L. Since L is 
not subdirectly irreducible, it is not simple. Hence, we can pick a non-zero element 
a € [0]y of infinite order. As pointed out above, the lattice order of L is linear. 
Then, by the remark before Lemma 4.2, we may also pick a non-zero element h ^ L 
such that nb < a for all n > 0. Observe next that a ^ 00(0,6). See corollary 3.17. 
Then, 
0j^(O,6) = T 
and 
0%6)cej^(o,4).  
Thus, 
a = O0j^(O,6). 
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Now, since K has RCEP, by Theorem 2.12, one gets 
a = 00^°'^^^ (0,6). 
But then, according to Lemma 4.2, 
In other words, 0(0,6) € C'owj(;([{a>6}]), i.e., 0^'*'^^^(0,6) = 0(0,6); and this a 
contradiction. Thus, in this case K must be a variety. 
Case 2: All the relatively auhdirectly irreducible members of K are subdirectly irre­
ducible members o/W. 
As in case 1, assume that AC is not a variety. Then, by Lemma 4.3, we may pick a 
linearly ordered algebra L € AC and congruence 0 on it which is not a AC-congruence. 
Moreover, by Lemma 4.1, we may take 0 = 0(0,6) with o(6) = oo. Consequently, 
0(0,6) C 0^(0,6). 
Then, there exists a € L such that 
c ^ 00(0,6) and c = 00^(0,6). 
It follows now from this and our assumption about K having RCEP that 
c = O0 '^^ '^ ^J(O,6). 
Observe that c ^ 00(0,6) implies nb < c for all n. If o(c) = oo, the conclusion of 
the proposition follows using the argument in case 1. To get around the possibility 
o(c) < oo, let (7 be a non-principal ultrafilter on w. Consider the ultrapower L'^ jU 
and the natural embedding 
X 
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where x  =  (x,a:,...). In this context, Q{0/U,b /U)  extends 6(0,6), i.e., the natural 
map 
L V^IU 
FTmrTTT» 8(0,6) e(0/t/,6/t/) 
is an embedding. Hence, 
B(5lV,blU) ' ' 
Thus, 
Pidc {zQ,zi,...)IU 6 L^/U such that 
# I® (I-1) (I-1) • 
If o((zQ,2%,...)/(/) = 00 we proceed as in case 1 to conclude that K is not variety. 
The other possibility is o((zQ,zi,...)/f/) < oo. In this case, consider the element 
(6,26,36,...)/[/ of L^IU. Then, for all m > 0 we have 
6 (6,26,36,...) (m6 —> 6,m6 —» 26,...,m6 —> (m — 1)6,1,1,...) 1 
Û ~ : U ~ Z7' 
that is: mb/U < (6,26,36,.. .)/t/. Moreover, 
(6,26,36,...) (m6,2m6,3m6,...) 1 
"•—Û Û < F' 
because n6 < 1 for all n > 0. In other words, o((6,26,36,.. . ) /U)  = oo. Now, since 
o((zQ,zi,...)/U) < oo and the lattice order of jU is linear, we have 
Therefore, 
(6,26,36,...) > ^2> • • •) 
U U ' 
(6,26,36,...) _ m/O b\ 
V [û 'û )  
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and 
Û [V 'û ) -
Now, we proceed as in the previous case to obtain the desired contradiction. Thus, 
the proof of the proposition is complete. 
EXAMPLE. Let K = Q({L2N+L • " = 1,2,...}). This quasivariety was consid­
ered before. We saw that it is RCD and it is not a variety. Remember that the 
class of non trivial algebras of IC, satisfies 
a Vx(-iz ^ ®). 
Then, according to the previous theorem, K does not enjoy RCEP. Let us find A < 
B and a congruence 0 € Con^{A) which can not be extended to a congruence 
of Conj^{B). Let U he & non-principal ultrafilter on the set {3,5,7,...}. Consider 
the ultraproduct X = n^/L2i.}.i/t^'Put 
(l/3,l/5,l/7,...,l/(2n-|-l),...) 
V ' 
and 
(l/3,2/5,3/7,...,n/(2n-f 1),...) 
a- - . 
Then, > a) = c. So, by Corollary 3.17, ->a = a0^(O,c). Notice that nc< a  
for all n > 0. Thus, 0^(0, c) ^ V/;. Hence, 1/0^(0, c) is a non-trivial algebra 
which does not satisfy <T. In other words, 0^(0, c) C 0j^(O,c). Now, we claim that 
0^(0, c) = V^. For otherwise, L/0^(O,c) € K/ must satisfy <T. But this is not the 
case because -la = a0^(O,c). 
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We shall exhibit an element d ^ L such that (2) cannot be extended to a 
AC-congruence of L. Let 
(1/3,1/5,2/7,2/9,3/11,..., 3/17,4/19,, 4/33,5/35,...) 
_ . 
More precisely, the i'^-coordinate of the sequence in the ''numerator" of d is 
—, where <i < 2Â 
Zt ^ 1 
The following facts are readily checked: 
1. o{d)  =  00  
2. nc<d for all n > 0 
3. nc < —» j) = -<2rf for all n. 
It follows from fact 2 that 
d jà c0^(O,c), 
and from fact 3 we have: 
-^d ^ d0^(O, c). 
In particular,0l{'^''^}](O,c) ^ [{c,rf}] x [{c, j}]. Clearly, Lf € /C. Now, from facts 1 
and 2 and Lemma 4.2, we have 
[{c, <i}] T ^ g jr 
Hence, 
0^'^'^^^(O,c) = 0({'^'4](O,c). 
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But 0[{^*^}](O,c) can not be extended to a AC-congruence on L. For if say, $ € 
Coni^(L) is such that $ n([{<i,c}j x [{rf,c}]) = then 
®2ej^(o,c) = V£. 
Then we would have 
« n((Wc}i X (Kc)j) = (w»)i X # elW)](o.c); 
a contradiction. 
Quasivarieties which Generate Proper Subvarieties 
We now consider quasivarieties of Wajsberg algebras which are not ROD and 
generate proper subvarieties. Observe that such quasivarieties are not varieties since 
varieties of Wajsberg algebra are ROD. We shall prove that among those quasivari­
eties, the ones with RCEP are necessarily varieties. We need first a couple of lemmas. 
Lemma 4.5 Let L he a Wajaberg algebra whose lattice order is linear. Let a Ç. L 
such that o(a) = oo. then 
[{«}] ^ 
Li if a = 0 
Lf  i f a^Q.  
In other words, and L\ are, up to isomorphism, the only subalgebras of L^. 
PROOF. If a = 0, the conclusion is trivial. If a ^ 0, the homomorphism from 
[{a}] to Ly which sends a to (0,1) is an isomorphism. 
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Lemma 4.6 Let  {L j  :  j € J} be a family of linearly ordered Wajsberg algebras. Let 
a € HjgJ aucA that o{aj) = oo for all j Ç J. Then 
( if if- ^  0. 
PROOF. If a = 0 the lemma is trivial. Let a ^ 0. Without loss of generality, we 
may assume that [{a}] <gD Hjg J Let 
JQ — {j  •Oj= 0}, 
and 
J l  =  { j  €  J  :  a j  ^  0}. 
Notice that Jj ^ 0. By the previous lemma, Lj S Lj for all j € «/Q 
for all J € Ji' Observe that J = JQ U Ji and Jg D 7% = 0. If JQ ^ 0, there is an 
embedding 
[{a}]—>Lix n Lj^LixLf'^l .  
j eJ i  
Let us identify the elements of [{a}] with their corresponding images in Lj x L^*^!. 
S ince  o (a j )  =  oo  fo r  a l l  j  €  J ,  the  coord ina te  o f  a  on  Lj^  i s  0  and  fo r  j  €  J \ ,  
aj = (0,nj) where nj is a positive (non-zero) integer. After thinking for a little 
while, one gets convinced that the homomorphism from [{a}] to Lj x L^*^! which 
sends a to the element 6 whose coordinate on L^ is 0 and with bj = (0,1) for all 
j € Ji, is an injective one. Also, it is not hard to see that the image of such injective 
homomorphism is actually isomorphic to L^. Finally, if Jg = 0, does not appear 
in the product above but the same argument carry over. 
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Lemma 4.7 Let K be a quasivariety of Wajsberg algebras and A € ^RSI ~ ^FSI' 
Let Ï be the K-monolith of A. Then, there exist non-zero elements a,b A such that 
• T = ©j^(0,a) and 
• 0^(0, a) n 0^(0,6) = Ayj. 
PROOF. AS A yVfg j ,  it follows that there are non-zero elements c ,d  €  A  
such that 
0^(O,c)n0^(O,d) = A^. 
Pick a non-zero element u € [Oj^- If 0^(0, w) H 0^(0, c) ^ A^, take a to be a 
non-zero element in H [O]0y4^o c) take b to be d. Otherwise, take a 
to be u and b to be c. It is easy to check that a and b chosen in this way, meet the 
requirements of the lemma. 
Now we are ready to prove: 
Proposition 4.8 Let )C be a quasivariety of Wajsberg algebras which is not RCD and 
such that  i t  does not  generate the entire variety of  Wajsberg algebras;  i .e . ,  H{1C) C W. 
Then, K does not have RCEP. 
PROOF. We assume that K does have RCEP and look for a contradiction. As 
K is not RCD, there exists a relative subdirectly irreducible member A of AC such 
that A ^ y^FSI (Proposition 3.21). Let T be the AC-monolith of A. Then, by the 
previous lemma, we may select non-zero elements a,b € A such that: 
(1). T = 0)^(0, a); 
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(2) ©^(0,a)n 0^(0,6) = A4; 
Observe that (2) implies that a  ^  06^(0, b) .  As T is the least non-zero AC congruence 
on A, we have that ©j^(0, a) Ç 8j^(0,6). So, a = O0j^(0,6), which, by Theorem 2.12, 
is equivalent to saying that 
(3) a = O0^"'^^^(O,6). 
Consider now a subdirect representation 
[K6}] ^SD n 
»€/ 
where {L% : i € /} is a family of subdirectly irreducible members of the variety H{}C). 
Observe that since a A 6 = 0, for t € / we have: 
O; ^ 0 6$ = 0; 
^ 0 =• = 0. 
As H{K)  C W, by Corollary 3.28, the set {rank(Zj) : z € /} is bounded. Let m > 0 
be an upper bound. Then, for any z € / we have 
max = 1 or o {mai) = oo, 
mbi = 1 or o {mbi) = oo. 
Notice that (1), (2) and (3) still hold if a and 6 are replaced by ma and mb respectively. 
Thus it might be assumed that for all i € / 
(4) a% = l or o (a*) = oo, 
(5) 6* = 1 or o(6t) = oo. 
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We shall build up from a and h two elements, c and </, such that the replacement of 
a by c and 6 by j in (1), (2), (3) preserves.the equalities and in addition, 
e[{M}](o,(i) 
From this, it will follow that 
so, c = which is a contradiction. We consider four cases exausting 
all the possibilities. 
Case 1: a», 6* € {0,1} for all t 6 /• 
Then by an abuse of notation we may write 
strictly speaking, [{a, 6}] would be isomorphic to a subalgebra of L{. Anyway, 
[{a,6}] € Q(Li) = V'(Li). Consequently, 
So, in this case, just take c = a and d = b. 
Case 2: there exists iq € / such that CÎQ ^ {0,1}; and 6% € {0,1} for all i € I. 
Since we are assuming 6 ^ 0, it follows that 
[{b}]  S Li  X L i  € C 
Put 
c = a A -la. 
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Then, c^O (because o*Q A^0) and by (4), o(c*) = oo for all t  € /. Therefore 
(see Lemma 4.6) 
[{c}] € AC. 
Take d= b. Then, as c A rf = 0 we have 
[{c,j}]aLyxLixLi; 
and 
It is clear that c and d satisfy conditions (1),(2) and (3) above. 
Case 3: at € {0,1} for off * € 7 and there exists IQ € I such that ^ {0,1}. 
Then, 
[{a}] a Li X Li € AC. 
Put 
d — h t\ ~>h. 
Then, rf ^ 0 and o(j*) = oo for all z € I. thus, 
[{d}]  S iL fe lC .  
Take c = a. Then, c and d still satisfy conditions (1), (2) and (3) and we have 
§ ^ ^ l , X I i x L I 6 A : .  
Case 4-' there exist € I such that atQ,6{^ 0 {0,1}. 
Put 
c = a A -<a and d — b A ->6. 
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Then, 
IW]a[(4l  = Li ;  
| (c,4]aLy xLy 
and 
The proof of the proposition is now complete. 
Quasivarieties which Generate the Whole Variety 
In this section we give an example of a strict non-RCD quasivariety of Wajsberg 
algebras which generates the entire variety and does not have RCEP. We still do 
not know whether or not there are strict quasivarieties of Wajsberg algebras which 
generate the entire variety and have RCEP. 
EXAMPLE. Let AC be the quasivariety generated by the subalgebra of 11^2 
generated by a = (1/2,1/3,1/4,...). Notice that indeed 
00 
[{a}] <SD n 
2=2 
One can readily check that 
b = (2a —» -i2a) A ->(2a —» -i2a) = (0,1 /3,0,0,...). 
Hence 
Li X [{i}| < [(.)]) € C 
Clearly, 
Lj X L i  < Li  X L3. 
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(1,1) 
(0,0) 
Figure 4.2: Lj x Lj < Lj x Lg 
Let 0 be the kernel of the homomorphism Lj x Lj —• Lj; {x ,y )  w y ,  It is clear 
that 
0 € Conj(^(Li X Lj). 
We shall prove that 0 can not be extended to a AC congruence on Lj x Lg. For that 
purpose, consider the first order sentence 
a 4=^ Vx(2a; ^ -»a:). 
Notice that 11^2 consequently [{a}], satisfy a. We assert now that Lg 0 K. 
Otherwise, since L3 is subdirectly irreducible, L3 € AC would imply L3 € 
(relativized version of Jonsson's lemma). It would follow then that L3 satisfies c (be­
cause the operators /, S and P^j preserve universal first order sentences). But this 
is not so. In Lg, 2(1/3) = -«1/3. Thus, L3 0 K. Therefore, the only non-trivial 
/C-congruence 0' on Lj x L3 is the kernel of the homomorphism L]^ x L3 —> Lj ; 
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(z, y) t-¥ X] (see figure 4.2) and this congruence does not extends 6. 
We conlude this work with two open questions: 
QUESTION 1. Let /C be a strict quasivariety of Wajsberg algebras which generates 
the entire variety and is not ROD. Does IC have RCEP? 
A positive answer to this question would implie that in the variety of Wajsberg 
algebras, only quasivarieties which are varieties have RCEP. 
QUESTION 2. Is Q({Ln : » = 1,2,...}) the entire variety W? 
Observe that the quasivariety on the right is RCD (Corollary 3.21). So according to 
proposition 4.4, the answer to this question is "yes" if and only if this quasivariety 
has RCEP. 
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