ABSTRACT Social structure decomposition has been a valuable research topic in the study of social networks, and it still has many unresolved problems. At the same time, an increasing number of people pays attention to the security issue that is worth considering and researching. With security consideration, we study a new social structure decomposition problem that can be formulated as a minimization problem in graph theory as follows: given a social network with formulation as a graph G, partition the vertex set of G into the minimum number of subsets, such that each subset induces an acyclic graph called a forest. This minimum number is called the vertex arboricity, denoted by va(G). It is well known that the vertex arboricity va(G) ≤ 3 for each planar graph G in the graph theory. In this paper, we prove that for the planar graph G, if no 3-cycle intersects a 4-cycle or no 3-cycle intersects a 5-cycle, then va(G) ≤ 2.
The associate editor coordinating the review of this manuscript and approving it for publication was Congduan Li.
we denote by δ(G) and (G) the minimum and maximum degrees of vertices of G, respectively. A cycle of length k is called a k-cycle. We call two cycles intersected if the two cycles share at least one common vertex, and adjacent if they share at least one common edge.
A proper k-vertex coloring of G is that no adjacent vertices have the same color and it is an assignment of k colors, 1, 2, · · · , k, to the vertices of G. It will be convenient to refer to a 'proper k-vertex coloring' as a k-coloring. A k-forestcoloring of a graph G is a mapping φ of k colors, 1, 2, · · · , k, to the vertices of G such that every color class induces a forest. If the graph G has a forest k-coloring and k is the smallest integer, then k is called the vertex arboricity va(G) of the graph G. This concept of vertex arboricity was first defined by Chartrand et al. [9] in 1968. It was shown in [9] that the va(G)
for any graph G and va(G) 3 for any planar graph. As is known to all, each planar graph without 3-cycles has va(G) 2. For planar graph, there are some results as follows:
(1) Each planar graph without 5-cycles has va(G) 2 in [10] .
(2) Each planar graph without 6-cycles has va(G) 2 in [11] . VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/ (3) va(G) 2 if G is a planar graph without 4-cycles in [12] .
(4) va(G) 2 if G is a planar graph without 7-cycles in [13] .
(5) Each planar graph without chordal 6-cycles has va(G) 2 in [14] .
(6) Each planar graph without intersecting 3-cycles has va(G) 2 in [15] .
(7) Every planar graph without intersecting 5-cycles has va(G) 2 in [16] . We generalize the results in [10] and [12] , and get the following results.
Theorem 1: If G is a planar graph without 3-cycles intersecting with 4-cycles, then va(G) 2.
Theorem 2: If G is a planar graph without 3-cycles intersecting with 5-cycles, then va(G) 2.
Readers can read [17] [18] [19] [20] for the relevant literature. For convenience, we give some symbols and definitions in this paper. Let G = (V , E, F) be a planar graph. A k-vertex, k − -vertex, and k + -vertex is a vertex of degree k, at most k, and at least k, respectively. Similarly, a face of degree k, at most k, and at least k is called k-face, k − -face, and k + -face, respectively. For a k-vertex v, we use v 1 , v 2 , · · · , v k to denote k vertices which adjacent to v clockwise. Then we use f i to denote the face which incident with vv i and vv i+1 (i = 1, 2, · · · , k −1), and we use f k to denote the face incident with vv k and vv 1 . Similarly, for a k-face f , we use v 1 , v 2 , · · · , v k to denote k vertices of f clockwise. Then we use f i to denote the face which has the common edge v i v i+1 with f (i = 1, 2, · · · , k −1), and we use f k to denote the face which has the common edge v k v 1 with f . A 4-vertex v is special if f 3 (v) = 1 and normal otherwise. For a 4-vertex v in the proof of Theorem 1, if f 3 (v) > 0 and f 1 is a 3-face, then we call that f 1 is opposite f 3 at v or f 3 is opposite f 1 at v. For a 5 + -face f , we have
if f k is a 3-face, and then we use s i to denote the face which is opposite f i at u i if u i is a 4-vertex, i = 1, 2, · · · , k. For a (4, 4, 4)-face f , we use f i to denote a face which is opposite f at v i .
II. MAIN LEMMAS AND EULER'S FORMULA
Consider a proof by contradiction. Suppose G is a the smallest counterexample to Theorem 1 with the fewest sum of the vertices and the edges. It is clear that G is 2-connected. Hence, we quickly prove that the boundary of each face of G forms a cycle. We give the structural properties of G first, and then according to Euler's formula and the discharging rules, we find a contradiction. It is similarly for the proof of Theorem 2. Let G = (V , E, F) be a planar graph and a the smallest counterexample to Theorem 2. First at all, we give the structural properties of G. Then we can also find a contradiction.
Lemma 1 [13] : δ(G) 4. Lemma 2 [13] :
If there is a 3-cycle whose boundary vertices are all 4-vertices, then (v 1 , v 2 , · · · , v k ) is not adjacent to this 3-cycle.
Now we define a weight function on the vertices and faces of G, which is denoted by c. In the graph G, We give each vertex v a charge c(v) = 2d(v) − 6 and each face f a charge c(f ) = d(f ) − 6. The total charge is negative by
The equality holds by the Euler's formula
In the following, we will reassign a new charge denoted by c (v) to each vertex v ∈ V and c (f ) to each face f ∈ F according to the discharging rules. Our discharging rules can only move charges around and the total sum does not change, hence we have
Obviously, we will get a contradiction to
and then we can complete our proof. For v ∈ V and f ∈ F, we use τ (v → f ) denote the amount of weights transferred from v to f . We will define the discharging rules of Theorem 1 in section III and Theorem 2 in section IV.
III. PROOF OF THEOREM 1
First of all, all • shown in the following figures represent that all its adjacent edges have been drawn, and all • shown in the following figures represent that not all its adjacent edges have been drawn. In the following, we use the abbreviation '' Fig. 1'', ''Fig. 2 '', and '' Fig. 3 '' to refer to ''FIGURE 1'', ''FIGURE 2'', and ''FIGURE 3'' in this paper, respectively.
Before we give the rules for the vertex v, we will introduce two special configurations. The configuration which is shown in Fig. 1(1) is going to be used in the following R v 1.2(4) to R v 1.2 (8) . The configuration which is shown in Fig. 1(3) is Then, 
, if at least one of f 2 , f 4 , and f 6 satisfies that it has no less than two 5 + -vertices. 3 , and f 5 are both a 5 + -face, f 3 
2, and
, if at least one of f 2 , f 4 , and f 6 satisfies that it has no less than two 5 + -vertices. f . Then,
, if f is a 5 + -face. Now we give the rules for the face f . We say a face f is bad if f has a negative charge after the rules for vertices incident with f . After the discharge above, according to Theorem 1, we discuss that how 5 + -face give 3-face charge. Let f be a 5-face that is shown in Fig. 2 which is going to be used in the following R f 1 to R f 4. We use n 3 b (f ) to denote the number of bad 3-faces adjacent to f . We use n f to denote the total charge after the rules for vertices incident with f .
(1) u 1 , u 2 , and u 3 both are normal. Then, (2) One of u 1 , u 2 , and u 3 is special and the others both are normal. Then, special. Then,
, if u 1 and u 3 both are special, u 2 is normal, and s 2 is a (4, 4, 4)-face.
, if u 1 and u 3 both are special, u 2 is normal, and s 2 is not a (4, 4, 4)-face.
, if one of u 1 and u 3 is normal and the other is special, u 2 is special and vertices incident with f both are not special.
, and the 5 + -face, which incident with v 5 other than f and f i (i = 4, 5) that it is a 5 + -face, has a 5 + -vertex.
(1) u 1 , u 2 , and u 3 both are normal. Then, (2) u 1 , u 2 , and u 3 have at least one which is special. Then,
, if one of u 1 , u 2 , and u 3 is special and the others are normal, and vertices incident with f and f both are normal.
, if one of u 1 , u 2 , and u 3 is normal and the others both are special and vertices incident with f both are normal. 
and f i is bad, next, if there are the number k of bad 3-faces after the rules for faces adjacent to f (k n 3 b (f )), then, x f give more weight to the bad face if n f −
and f i is bad after the rules for faces.
We now show that c (v) 0 and c (f ) 0 for all v ∈ V and f ∈ F.
Let v be a 4-vertex of G. 
Let f be a 5-face of G. According to R v 1 and R v 3-4, we find that τ (v → f ) For the sake of description, we give Fig. 3 . As shown in Fig. 3 , we use w 1 , w 2 , and w 3 to denote three vertices incident with f 2 other than v 2 and v 3 , and we use f 4 and f 5 to denote two faces adjacent to f 2 other than f , f 2 , and f 3 . We use x to denote τ ( by R v 1(2), R f 1 (2)- (3), and R f 2-6. 1. We use s to denote a face which adjacent to f . Suppose s is a k + -face(k 6). Now we prove that the charge given by s to a bad 3-face which adjacent to s is greater than or equal to the charge given by a 5-face to a bad 3-face which adjacent to this 5-face. We use s b i (i = 1, 2, · · · , n 3 b (s)) to denote the bad 3-face adjacent to s clockwise. There are some cases as follows:
case 1: There are 5-vertices incident with s. case 1.1: At least one 5-vertex satisfies R v 2(4)- (8) . In the following, we have three cases. Firstly, we consider s is a face like f 1 in Fig. 1(1) and Fig. 1(2) . Then we have (8), R v 3, and R v 4(3). Next we consider s is a face like f 4 in Fig. 1(1) and Fig. 1(2) . Suppose the vertex like v 4 in Fig. 1 and R v 4(3) . In addition, we consider s is a face like f 3 in Fig. 1(1) and Fig. 1(2) . Suppose the vertex like v 4 in Fig. 1(2) is a 4-vertex. (4)- (5) and R v 4(3). To sum up, the charge given by a 6 + -face to a bad 3-face which adjacent to this 6 + -face is greater than or equal to the charge given by a 5-face to a bad 3-face which adjacent to this 5-face. In the preceding discussion, we know that c (f ) 0 if f 6 + (f ) 1. Hence, we complete the proof of Theorem 1. In conclusion, we complete the proof of Theorem 2.
V. CONCLUSION
We successfully decomposed the planar graph into two forests under condition that no 3-cycle intersecting a 4-cycle or no 3-cycle intersecting a 5-cycle. Such a decomposition has many related research works from which we find other potential applications. Let us mention a few as follows.
In VLSI chip design [21] , several planar graphs may need to be placed on a chip. A cycle would make a restriction for the placement. Therefore, our decomposition would help such a placement.
In the wait-for graph of an operating system [22] , each cycle, each cycle is a deadlock situation and hence our decomposition would be useful to resolve the deadlock problem.
In the dependence graph of machine learning [23] , a cycle represents a logical circle and our decomposition would be very helpful to solve those machine learning problem with the dependence graph.
