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We examine the validity of the time-dependent Ginzburg-Landau equation of granular fluids for
a plane shear flow under the Lees-Edwards boundary condition derived from a weakly nonlinear
analysis through the comparison with the result of discrete element method. We verify quantitative
agreements in the time evolutions of the area fraction and the velocity fields, and also find qualitative
agreement in the granular temperature.
I. INTRODUCTION
Flows of granular particles have been extensively studied due to the importance in powder technology, civil engi-
neering, mechanical engineering, geophysics, astrophysics, applied mathematics and physics [1–4]. The characteristic
properties of the granular flows are mainly caused by the inelastic collisions [5]. In particular, the study of granular
gases under a plane shear plays an important role in the application of the kinetic theory [6–15], the shear band or
the plug in a moderate dense flow [16, 17], the long-time tail and the long-range correlations [18–27], the pattern
formation of dense flow [28–33], the determination of the constitutive equation for dense flow [34–36], as well as
jamming transition [37–43].
The granular hydrodynamic equations based on the kinetic theory well describe the dynamics of moderate dense
granular gases [8–15], even though its applicability is questionable because of the lack of scale separation and the
existence of long range correlations, etc. The two-dimensional granular shear flow is an appropriate target to check
the validity of the granular hydrodynamic equations, where two denser regions are formed near the boundaries and
collide to form a single dense plug under a physical boundary condition [16, 17]. We refer the dense plugs as shear
bands throughout this paper (even though ”shear-band” is often referred to the region of lower density with higher
shear rate in the literature of engineering). A similar shear band is also observed under the Lees-Edwards boundary
condition. The transient dynamics of the shear band and the hydrodynamic fields can be described by the granular
hydrodynamic equations, where reasonable agreements with the discrete element method (DEM) simulation have been
verified [17]. It is also known that a homogeneous state of the two-dimensional granular shear flow is intrinsically
unstable as predicted by the linear stability analysis [44–50].
To understand the shear band formation after the homogeneous state becomes unstable, we have to develop the
weakly nonlinear analysis. Recently, Shukla and Alam carried out a weakly nonlinear analysis of the sheared granular
flow in finite size systems, where they derived the Stuart-Landau equation for the disturbance amplitude of the
hydrodynamic fields under a physical boundary condition [51–55]. They found the existence of subcritical bifurcation
in both dilute and dense regimes, while a supercritical bifurcation appears in the medium regime and the extremely
dilute regime. The Stuart-Landau equation, however, does not include any spatial degrees of freedom and cannot be
used to study the slow evolution of the spatial structure of shear band. We also notice that the shear rate is fixed to
unity and cannot be used as a control parameter in their analysis.
It is also notable that several authors found coexistence of solid and liquid phases in their molecular dynamics
simulations of dense granular shear flows [32, 33, 56–59]. In particular, Khain showed a hysteresis loop of the order
parameter defined as a density contrast between the boundary and the center region [32, 33]. It should be noted,
however, that the mechanism of the subcritical bifurcation based on a set of hydrodynamic equations differs from that
observed in the jamming transition of frictional particles [43]. Indeed, the hysteresis loop in the jamming, which is
observed for polydisperse grains, is originated from the frustrated and metastable configurations of frictional grains,
while the hysteresis for monodisperse grains observed by Khain is from the coexistence of a crystal structure and a
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2liquid structure.
In our previous work, we have developed the weakly nonlinear analysis for the two-dimensional granular shear flow
and derived the time dependent Ginzburg-Landau (TDGL) equation for the disturbance amplitude. We introduced a
hybrid approach to the weakly nonlinear analysis, where the derived TDGL equation is written as a two-dimensional
form and has time dependent diffusion coefficients [60]. We have also discussed the bifurcation of the amplitude,
however, the studies of the numerical solution of the TDGL equation and comparison with the DEM simulation
had been left as an incomplete part of our previous paper [60]. Part of this study without comparison with DEM
simulation has been published in another paper [61]
In this paper, we quantitatively examine the validity of the derived TDGL equation for a two dimensional granular
shear flow from the comparison with the DEM simulation. In Sec. II, we review the weakly nonlinear analysis and
the hybrid approach. In Sec. III, which is the main part of this paper, we compare the numerical solutions of the
TDGL equation with the results of DEM simulation. In Sec. IV, we discuss and conclude our results.
II. OVERVIEW OF WEAKLY NONLINEAR ANALYSIS
In this section, we review our previous results for the weakly nonlinear analysis, where the time evolution for the
disturbance amplitude is described by the TDGL equation [60]. We also apply the hybrid approach to the TDGL
equation to describe the structural changes of the shear band [60]. In Sec. II A, we introduce the basic equations.
In Sec. II B, we review the weakly nonlinear analysis to derive the TDGL equation. In Sec. II C, we derive a
two-dimensional TDGL equation adopting the hybrid approach to the weakly nonlinear analysis.
A. Basic equations
Let us explain our setup and basic equations. To avoid difficulties caused by the physical boundary condition, we
adopt the Lees-Edwards boundary condition [62], where the upper and the lower image cells move to the opposite
directions with a constant speed U/2. Here, the distance between the upper and the lower image cells is given by
L. We assume that the granular disks are identical, where the mass, the diameter and the restitution coefficient are
respectively given by m, d and e. In the following argument, we scale the mass, the length and the time by m, d
and 2d/U , respectively. Therefore, the shear rate U/L is nondimensionalized as ǫ ≡ 2d/L which becomes a small
parameter in the hydrodynamic limit L≫ d.
We employ a set of hydrodynamic equations of granular disks derived by Jenkins and Richman [14]. Although
their original equations include the angular momentum and the spin temperature, it is known that the spin effects
are localized near the boundary [63] and the effect of rotation can be absorbed in the normal restitution coefficient,
if the friction constant is small [17, 64, 65]. Thus, our system is reduced to a system without the spin effects and the
dimensionless hydrodynamic equations are given by
(∂t + v · ∇) ν = −ν∇ · v (1)
ν (∂t + v · ∇)v = −∇ · P (2)
(ν/2) (∂t + v · ∇) θ = −P : ∇v −∇ · q− χ , (3)
where ν, v = (u,w), θ, t and∇ = (∂/∂x, ∂/∂y) are the area fraction, the dimensionless velocity fields, the dimensionless
granular temperature, the dimensionless time and the dimensionless gradient, respectively. The pressure tensor
P = (Pij), the heat flux q and the energy dissipation rate χ are given in the dimensionless forms as
Pij =
[
p(ν)θ − ξ(ν)θ1/2 (∇ · v)
]
δij − η(ν)θ1/2eij , (4)
q = −κ(ν)θ1/2∇θ − λ(ν)θ3/2∇ν , (5)
χ =
1− e2
4
√
2π
ν2g(ν)θ1/2
[
4θ − 3
√
π
2
θ1/2 (∇ · v)
]
, (6)
respectively, where p(ν)θ, ξ(ν)θ1/2, η(ν)θ1/2, κ(ν)θ1/2 and λ(ν)θ3/2 are the dimensionless forms of the static pressure,
the bulk viscosity, the shear viscosity, the heat conductivity and the coefficient associated with the gradient of density,
respectively, and eij ≡ (∇jvi + ∇ivj − δij∇ · v)/2 (i, j = x, y) is the deviatoric part of the strain rate tensor. The
explicit forms of them are listed in Table I, where we adopt the radial distribution function at contact
g(ν) =
1− 7ν/16
(1− ν)2 , (7)
3p(ν) = 1
2
ν [1 + (1 + e)νg(ν)]
ξ(ν) = 1√
2pi
(1 + e)ν2g(ν)
η(ν) =
√
pi
2
[
g(ν)−1
7−3e +
(1+e)(3e+1)
4(7−3e) ν +
(
(1+e)(3e−1)
8(7−3e) +
1
pi
)
(1 + e)ν2g(ν)
]
κ(ν) =
√
2π
[
g(ν)−1
(1+e)(19−15e) +
3(2e2+e+1)
8(19−15e) ν +
(
9(1+e)(2e−1)
32(19−15e) +
1
4pi
)
(1 + e)ν2g(ν)
]
λ(ν) = −
√
pi
2
3e(1−e)
16(19−15e)
[
4(νg(ν))−1 + 3(1 + e)
] d(ν2g(ν))
dν
TABLE I: The functions in Eqs.(4)-(6).
which is only valid for ν < 0.7 [66–69].
B. Weakly nonlinear analysis
To study the slow dynamics of shear band, we need to develop a weakly nonlinear analysis. For this purpose, we
introduce a long time scale τ ≡ ǫ2t and long length scales (ξ, ζ) ≡ ǫ(x, y). We also introduce the neutral solution
around the most unstable mode qc = (0, qc) as
φˆn = A
L(ζ, τ)φLqce
iqcζ + c.c. , (8)
where c.c. represents the complex conjugate and φLqc corresponds to the Fourier coefficient of the hydrodynamic fields
at qc. We notice that the amplitude of the layering mode A
L(ζ, τ) depends on ζ but is independent of ξ, because any
non-layering modes qx 6= 0 are linearly stable. Then, we expand AL(ζ, τ) into the series of ǫ as
AL(ζ, τ) = ǫAL1 + ǫ
2AL2 + ǫ
3AL3 + . . . . (9)
Substituting Eqs. (8) and (9) into the hydrodynamic equations (1)-(3) and collecting terms in each order of ǫ, we
obtain an amplitude equation.
The first non-trivial equation at O(ǫ3) is the TDGL equation
∂τA
L
1 = σcA
L
1 +D∂
2
ζA
L
1 + βA
L
1 |AL1 |2, (10)
where D and β are listed in Table 2 of Ref. [60]. Here, σc is the maximum growth rate at qc scaled by ǫ
2. Because of
the scaling relations D = D¯ and β = ǫβ¯, we can rewrite the TDGL equation as the equation for the scaled amplitude
A¯L1 ≡ ǫ1/2AL1 as
∂τ A¯
L
1 = σcA¯
L
1 + D¯∂
2
ζ A¯
L
1 + β¯A¯
L
1 |A¯L1 |2 . (11)
It should be noted that the TDGL equation (10) or (11) can be only used for β, β¯ < 0, i.e., the case of a supercritical
bifurcation.
Developing a similar procedure till O(ǫ5), we also obtain the amplitude equation
∂τ Aˇ
L = σcAˇ
L + D¯∂2ζ Aˇ
L + β¯AˇL|AˇL|2 + ǫγ¯AˇL|AˇL|4 +O(ǫ3) , (12)
where we have introduced AˇL(ζ, τ) = ǫ1/2[AL1 (ζ, τ) + ǫA
L
2 (ζ, τ) + ǫ
2AL3 (ζ, τ)] and γ¯ is also listed in Table 2 of Ref.
[60]. Equation (12) can be used for β¯ > 0 and γ¯ < 0, i.e., the case of a subcritical bifurcation.
C. Hybrid approach to the weakly nonlinear analysis
Although we derived the TDGL equations (11) and (12), these equations do not include ξ and they are still not
appropriate to study the two-dimensional structure of shear band. Therefore, we need a new approach, where the
non-layering mode is coupled with the layering mode. For this purpose, we add a small deviation to the most unstable
mode as q(τ) = qc + δq(τ) and assume φˆn does not change if the deviation δq(τ) is small. Then, Eq. (8) can be
rewritten as
φˆn ≃ AL(ξ, ζ, τ)φLqceiq(τ)·z + c.c. , (13)
4where we have introduced z ≡ (ξ, ζ) and a ξ-dependent amplitude AL(ξ, ζ, τ). If we also take into account the
contribution from the non-layering mode, a hybrid solution is given by
φˆh =
{
AL(ξ, ζ, τ)φLqc +A
NL(ξ, ζ, τ)φNL
q(τ)
}
eiq(τ)·z + c.c.
≃ A(ξ, ζ, τ)
{
φLqc + φ
NL
q(τ)
}
eiq(τ)·z + c.c. , (14)
where ANL(ξ, ζ, τ) and φNL
q(τ) are the amplitude and the Fourier coefficient of the non-layering mode, respectively.
Here, we have used a strong assumption that AL(ξ, ζ, τ) and ANL(ξ, ζ, τ) are scaled by a common amplitude A(ξ, ζ, τ)
in the second line of Eq. (14). Expanding A(ξ, ζ, τ) as
A(ξ, ζ, τ) = ǫA1(ξ, ζ, τ) + ǫ
2A2(ξ, ζ, τ) + ǫ
3A3(ξ, ζ, τ) + . . . , (15)
and carrying out the weakly nonlinear analysis for the hybrid solution φˆh, we found the rescaled amplitude A¯1(ξ, ζ, τ) ≡
ǫ1/2A1(ξ, ζ, τ) for the supercritical bifurcation satisfies
∂τ A¯1 = σcA¯1 + D¯1(τ)∂
2
ξ A¯1 + D¯2(τ)∂ξ∂ζA¯1 + D¯∂
2
ζ A¯1 + β¯A¯1|A¯1|2 (16)
at O(ǫ3), where D¯1(τ) and D¯2(τ) are the time dependent diffusion coefficients. Similarly, we found the higher order
equation of Aˇ(ξ, ζ, τ) ≡ ǫ1/2{A1(ξ, ζ, τ) + ǫA2(ξ, ζ, τ) + ǫ2A3(ξ, ζ, τ)} as
∂τ Aˇ = σcAˇ+ D¯1(τ)∂
2
ξ Aˇ+ D¯2(τ)∂ξ∂ζAˇ+ D¯∂
2
ζ Aˇ+ β¯Aˇ|Aˇ|2 + ǫγ¯Aˇ|Aˇ|4 +O(ǫ3) (17)
for the subcritical bifurcation. The time dependent diffusion coefficients D¯1(τ) and D¯2(τ) whose explicit forms are
given by Eqs. (64) and (65) in Ref. [60] decay to zero as time goes on. Therefore, Eqs. (16) and (17) are respectively
reduced to Eqs. (11) and (12) in the long time limit.
III. DISCRETE ELEMENT METHOD (DEM) SIMULATION
In this section, we perform the discrete element method (DEM) simulation for a two-dimensional granular shear
flow to compare the results with the weakly nonlinear analysis. In Sec. III A, we introduce our setup and in Sec.
III B, we show the time evolution of the density field obtained from the DEM simulation, where the typical transient
dynamics can be reproduced. In Sec. III C, we exhibit the time evolution of the velocity fields and the granular
temperature, and in Sec. III D, we compare the results of the DEM simulation with the numerical solution of the
TDGL equation. In the following, we use the same units of mass, length and time as those in the weakly nonlinear
analysis.
In Eq. (16), β¯ < 0 for ν0 < 0.245 where the supercritical bifurcation is expected [60]. If 0.245 < ν0 < 0.275, β¯ > 0
and γ¯ < 0, thus Eq. (17) should be used and the subcritical bifurcation is expected. Unfortunately, β¯ > 0 and γ¯ > 0
for ν0 > 0.275 and neither Eqs. (16) nor (17) can be used. Therefore, we exhibit our numerical results with ν0 = 0.18
and 0.26 for the supercritical and subcritical cases, respectively.
A. Setup
We adopt the linear spring-dashpot model, where the normal force between the colliding two particles is given
by fn = knδ − ηnδ˙ with the overlap δ and the relative speed δ˙. For simplicity, we ignore the tangential contact
force, because we have already verified the results are unchanged for the realistic value of the friction coefficient by
introducing the effective restitution coefficient [17, 65]. In our simulation, we adopt that the spring and viscosity
constants are respectively kn = 500mU
2/d2 and ηn = 1.0mU/d. In this case, the normal restitution coefficient given
by
e = exp
[
− π√
2mkn/η2n − 1
]
(18)
becomes e ≃ 0.9 whose value may not be sufficiently large to ensure elastic limit [70, 71]. We adopt that the periodic
boundary condition and the Lees-Edwards boundary condition with the relative speed U for the boundaries of the
ξ- and ζ-axes, respectively. Then, we randomly distribute N = 8192 particles in a L∗ × L∗ square box with the
dimensionless system size L∗ ≡ L/d = 189 (ν0 = 0.18) and 155 (ν0 = 0.26), respectively, and randomly distribute the
initial velocities around the linear velocity profile with the dimensionless shear rate ǫ ≃ 10−2.
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FIG. 1: (Color online) Upper panel : Time evolution of particles in the DEM simulation, where ν0 = 0.18. Middle panel : Time
evolution of νDEM(z, τ ). Lower panel : Numerical solution of Eq. (16). Here, the dimensionless time corresponds to (a) 0, (b)
4.8, (c) 11.2 and (d) 20.0, respectively.
B. Shear band formation
Figure 1 (upper panel) displays the time evolution of particles in the DEM simulation for ν0 = 0.18. The corre-
sponding hydrodynamic fields can be obtained by the coarse graining (CG) procedure developed by Goldhirsch et.
al. [72–81], where the CG function is defined as ψ(z) = e−z
2
/π at z = (ξ, ζ). Figure 1 (middle panel) shows the time
evolution of the area fraction defined as
νDEM(z, τ) =
π
4
N∑
i=1
ψ(z− zi) , (19)
where zi = (ξi, ζi) is the dimensionless position of i-th disk. Figure 1 (lower panel) shows the numerical solution of
Eq. (16).
In Fig. 1, a typical transient dynamics exhibits that (a) the fluctuation with the short wave length is suppressed,
(b) clusters are generated and merged, and (c) the shear band is generated and the system reaches a steady state.
Such transient dynamics of shear band is qualitatively similar to the numerical solution of Eq. (16). We should
stress that these results cannot be explained by neither the one-dimensional TDGL equation nor zero-dimensional
Stuart-Landau equation obtained by the ordinary weakly nonlinear analysis [51–53].
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FIG. 2: (Color online) Upper panel : Time evolution of uDEM(z, τ ). Middle panel : Time evolution of wDEM(z, τ ). Lower panel :
Time evolution of θDEM(z, τ ). Here, the dimensionless time corresponds to (a) 0, (b) 4.8, (c) 11.2 and (d) 20.0, respectively.
C. Velocity fields and granular temperature
The velocity fields and the granular temperature are defined as
uDEM(z, τ) =
∑
i viψ(z− zi)∑
i ψ(z− zi)
, (20)
θDEM(z, τ) =
∑
iV
2
iψ(z − zi)
2
∑
i ψ(z− zi)
, (21)
respectively, where vi and Vi = vi − uDEM(zi, τ) are the dimensionless velocity of the i-th particle and the di-
mensionless local velocity, respectively. Figures 2 (upper panel), (middle panel) and (lower panel) display the time
evolution of uDEM(z, τ), wDEM(z, τ) and θDEM(z, τ), respectively, where uDEM(z, τ) and wDEM(z, τ) are respectively
the ξ and ζ components of uDEM(z, τ). As time goes on, uDEM(z, τ) in the ζ direction deviates from the linear profile
and wDEM(z, τ) is almost homogeneous. The time evolution of θDEM(z, τ) is accompanied with νDEM(z, τ), where
θDEM(z, τ) is lower in the dense region and higher in the dilute region.
D. Comparison of the TDGL equation with the DEM simulation
To test the quantitative validity of the TDGL equation, we compare the numerical solution with the results of DEM
simulation. At first, we average out νDEM(z, τ), uDEM(z, τ), wDEM(z, τ) and θDEM(z, τ) over the ξ direction and take
sample averages from the different 100 time steps. Then, the hydrodynamic fields are written as one-dimensional
forms νDEM(ζ, τ), uDEM(ζ, τ), wDEM(ζ, τ) and θDEM(ζ, τ), respectively. Because νDEM(ζ, τ) and θDEM(ζ, τ) are
7approximately symmetric at ζ = 0, we introduce
ν¯DEM(ζ, τ) ≡ 1
2
{νDEM(ζ, τ) + νDEM(−ζ, τ)} (0 < ζ < L∗/2) , (22)
θ¯DEM(ζ, τ) ≡ 1
2
{θDEM(ζ, τ) + θDEM(−ζ, τ)} (0 < ζ < L∗/2) , (23)
respectively. On the other hand, the velocity fields are approximately antisymmetric at ζ = 0 and we also introduce
u¯DEM(ζ, τ) ≡ 1
2
{uDEM(ζ, τ) − uDEM(−ζ, τ)} (0 < ζ < L∗/2) , (24)
w¯DEM(ζ, τ) ≡ 1
2
{wDEM(ζ, τ) − wDEM(−ζ, τ)} (0 < ζ < L∗/2) , (25)
respectively.
In the weakly nonlinear analysis, the hydrodynamic fields are given by the summation of the base state φ0 =
(ν0, ζ, 0, θ0) and the hybrid solution φˆh. At first, we project φˆh on the ζ-axis as
φˆh(ζ, τ) ≃ A¯(ζ, τ)φLqceiqζ(τ)ζ + c.c. , (26)
where qζ(τ) ≡ qc − τ is the ζ component of q(τ) [82] and we ignore φNLq(τ), because φNLq(τ) exponentially decays to
zero and the following results are unchanged even if we take into account φNL
q(τ). We note that φ
L
qc is defined as
φLqc = (νqc , iuqc , iwqc , θqc)
T with the imaginary unit i, where νqc , uqc , wqc and θqc are the Fourier coefficients of the
area fraction, the velocity fields u and w, and the granular temperature, respectively, and they are given in our
previous paper [60]. If we ignore the higher order terms in Eq. (15), A¯(ζ, τ) may be given by the numerical solution
of Eq. (16) projected on the ζ-axis. Then, the hydrodynamic fields are given by φTDGL(ζ, τ) = φ0 + φˆh(ζ, τ), where
each component of φTDGL(ζ, τ) is written as
νTDGL(ζ, τ) = ν0 + 2νqcA¯(ζ, τ) cos(qζ(τ)ζ) , (27)
uTDGL(ζ, τ) = ζ − 2uqcA¯(ζ, τ) sin(qζ(τ)ζ) , (28)
wTDGL(ζ, τ) = −2wqcA¯(ζ, τ) sin(qζ(τ)ζ) , (29)
θTDGL(ζ, τ) = θ0 + 2θqcA¯(ζ, τ) cos(qζ(τ)ζ) , (30)
respectively, where the factor 2 comes from the complex conjugate.
Figures 3 and 4 display the time evolution of the hydrodynamic fields for the supercritical case (ν0 = 0.18) and the
subcritical case (ν0 = 0.26), respectively, where the symbols represent Eqs. (22)-(25) obtained by the DEM simulation
and the lines represent the scaling functions
X¯TDGL(ζ, τ) ≡ a∗XXTDGL(ζ/ζ∗X(τ), τ/τ∗) (X = ν, u, w, θ) (31)
with the scaling factors a∗X , ζ
∗
X(τ) and τ
∗, respectively. We quantify the difference between Eqs. (22)-(25) and Eq.
(31) by introducing the relative standard deviation
Err. ≡
√(
X¯DEM − X¯TDGL
)2
X¯2TDGL
(X = ν, u, w, θ) , (32)
where we omit the arguments (ζ, τ). In Fig. 3(a)-(c), ν¯TDGL(ζ, τ), u¯TDGL(ζ, τ) and w¯TDGL(ζ, τ) are quantitatively
agreed with ν¯DEM(ζ, τ), u¯DEM(ζ, τ) and w¯DEM(ζ, τ), respectively, where Err. is less than or equal to 0.1. In Fig. 4
(a) and (b), ν¯TDGL(ζ, τ) and u¯TDGL(ζ, τ) are quantitatively agreed with ν¯DEM(ζ, τ) and u¯DEM(ζ, τ), respectively. We
should note that we could not get any reasonable agreements between the ζ component of the velocity field even in a
numerical solution of a set of the granular hydrodynamic equations and the result of DEM simulation in our previous
work [17]. We can also see the qualitative agreements in the ζ component of the velocity field for the subcritical case
(Fig. 4(c)) and the granular temperature for the supercritical and subcritical cases (Figs. 3(d) and 4(d)), where Err.
is less than or equal to 0.43.
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FIG. 3: Time evolution of (a) ν¯DEM(ζ, τ ) and ν¯TDGL(ζ, τ ), (b) u¯DEM(ζ, τ ) and u¯TDGL(ζ, τ ), (c) w¯DEM(ζ, τ ) and w¯TDGL(ζ, τ ),
(d) θ¯DEM(ζ, τ ) and θ¯TDGL(ζ, τ ), respectively, for the supercritical case (ν0 = 0.18), where the solid squares and the solid lines
correspond to the dimensionless time 4.8, the solid circles and the hashed lines correspond to the dimensionless time 11.2, and
the solid triangles and the dotted lines correspond to the dimensionless time 20.0, respectively. Here, we have introduced the
scaling factors τ∗ ≃ 0.14, a∗ν ≃ 0.24, a∗u ≃ 0.02, a∗w ≃ 1.96 and a∗θ ≃ 0.02, respectively, and we also use ζ∗ν (τ ) ≃ 1.6, 0.9, 0.75,
ζ∗u(τ ) ≃ 0.8, 0.8, 0.8, ζ∗w(τ ) ≃ 1.5, 1.1, 1.8 at the the dimensionless time 4.8, 11.2 and 20.0, respectively, and ζ∗θ (τ ) ≃ 1.6, 1.35
at the dimensionless time 11.2 and 20.0, respectively. It should be noted that we do not show the result of the granular
temperature at the dimensionless time 4.8, because it homogeneously distributed around θ0 and the fluctuation is too large to
plot in the same figure. Here, the relative standard deviations defined as Eq. (32) are (a) 0.09, (b) 0.07, (c) 0.10 and (d) 0.35,
respectively.
IV. DISCUSSION AND CONCLUSION
In this paper, we examine the validity of the TDGL equation for a two-dimensional sheared granular flow from the
comparison with the results of the DEM simulation by the CG method. The results of the TDGL equation, at least,
qualitatively agree with the results of the DEM simulation. Such transient dynamics cannot be reproduced by neither
the one dimensional TDGL equation nor the zero dimensional Stuart-Landau equation derived by the ordinary weakly
nonlinear analysis. We also obtain that the velocity fields and the granular temperature qualitatively agree with the
solution of the TDGL equation.
We compare the one dimensional hydrodynamic fields obtained from the DEM simulation with the scaled forms
of the numerical solution of the TDGL equation, where we find the quantitative agreements in the area fraction and
the ξ component of the velocity field. In the supercritical regime, we also find the quantitative agreement in the ζ
component of the velocity field. We can also observe the qualitative agreements in the ζ component of the velocity
field for the subcritical case and the granular temperature for both the supercritical and subcritical cases. In our
previous work, the hydrodynamic fields obtained from the DEM simulation are reasonably explained by the numerical
solutions of the granular hydrodynamic equations by Jenkins and Richmann except for w(z, τ) [14, 15, 17]. In the
present work, even though we need to introduce the scaling factors, the results of the DEM simulation is qualitatively
reproduced by the numerical solution of the TDGL equation. It is needless to say that more precise analyses will be
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FIG. 4: Time evolution of (a) ν¯DEM(ζ, τ ) and ν¯TDGL(ζ, τ ), (b) u¯DEM(ζ, τ ) and u¯TDGL(ζ, τ ), (c) w¯DEM(ζ, τ ) and w¯TDGL(ζ, τ ),
(d) θ¯DEM(ζ, τ ) and θ¯TDGL(ζ, τ ), respectively, for the subcritical case (ν0 = 0.26), where we have used the same dimensionless
time and the same scaling factors τ∗, a∗ν , a
∗
u, a
∗
w, a
∗
θ, ζ
∗
ν (τ ), ζ
∗
u(τ ), ζ
∗
w(τ ) and ζ
∗
θ (τ ) in Fig. 3. Here, the relative standard
deviations defined as Eq. (32) are (a) 0.10, (b) 0.07, (c) 0.40 and (d) 0.43, respectively.
important to remove the scaling factors. In addition, quantitative comparison with the DEM simulations in quasi
elastic limit should be done in our future studies.
In conclusion, the numerical solution of the TDGL equation can qualitatively explain the time evolution of the
hydrodynamic fields obtained by the DEM simulation.
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