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AND EFFICIENT RANK-BASED ESTIMATION
By Johan Segers1, Ramon van den Akker and Bas J. M. Werker
Universite´ catholique de Louvain, Tilburg University and Tilburg University
We propose, for multivariate Gaussian copula models with un-
known margins and structured correlation matrices, a rank-based,
semiparametrically efficient estimator for the Euclidean copula pa-
rameter. This estimator is defined as a one-step update of a rank-
based pilot estimator in the direction of the efficient influence func-
tion, which is calculated explicitly. Moreover, finite-dimensional al-
gebraic conditions are given that completely characterize efficiency
of the pseudo-likelihood estimator and adaptivity of the model with
respect to the unknown marginal distributions. For correlation ma-
trices structured according to a factor model, the pseudo-likelihood
estimator turns out to be semiparametrically efficient. On the other
hand, for Toeplitz correlation matrices, the asymptotic relative effi-
ciency of the pseudo-likelihood estimator can be as low as 20%. These
findings are confirmed by Monte Carlo simulations. We indicate how
our results can be extended to joint regression models.
1. Introduction. Let X= (X1, . . . ,Xp)
′ be a p-dimensional random vec-
tor with absolutely continuous marginal distribution functions F1, . . . , Fp
and joint distribution function F . The copula, C, of F is the joint distribu-
tion function of the vector U = (U1, . . . ,Up)
′ with Uj = Fj(Xj), uniformly
distributed on (0,1). By Sklar’s theorem,
F (x) =C(F1(x1), . . . , Fp(xp)), x ∈Rp,
yielding a separation of F into its margins F1, . . . , Fp and its copula C. The
copula remains unchanged if strictly increasing transformations are applied
to the p components of X.
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A semiparametric copula model for the law of the random vector X is a
model where F is allowed to have arbitrary, absolutely continuous margins
and a copula Cθ which belongs to a finite-dimensional parametric family. An
important inference problem is the development of an efficient estimator of
the copula parameter θ on the basis of a random sampleXi = (Xi1, . . . ,Xip)
′,
i = 1, . . . , n. The marginal distributions F1, . . . , Fp are thus considered as
infinite-dimensional nuisance parameters. In accordance to the structure of
the model, a desirable property for the estimator of θ is that it is invariant
with respect to strictly increasing transformations applied to the p compo-
nents. This is equivalent to the requirement that the estimator is measur-
able with respect to the vectors of ranks, R
(n)
i = (R
(n)
i1 , . . . ,R
(n)
ip )
′, with R
(n)
ij
the rank of Xij within the jth marginal sample X1j , . . . ,Xnj ; see also Hoff
[(2007), Section 5], who shows that the ranks are G-sufficient.
There exist a number of rank-based estimation strategies for θ, none
of them guaranteed to be semiparametrically efficient. The most common
are method-of-moment type estimators [Oakes (1986), Genest and Rivest
(1993), Klu¨ppelberg and Kuhn (2009), Brahimi and Necir (2012), Liu et al.
(2012)], minimum-distance estimators [Tsukahara (2005), Liebscher (2009)],
and the pseudo-likelihood estimator [Oakes (1994), Genest, Ghoudi and
Rivest (1995)]. For vine copulas, the pseudo-likelihood estimator and vari-
ants thereof are studied in Hobæk Haff (2013). An expectation–maximization
algorithm for a Gaussian copula mixture model is proposed in Li et al.
(2011).
Conditions for the efficiency of the pseudo-likelihood estimator are de-
rived in Genest and Werker (2002), where it is concluded that efficiency is
the exception rather than the rule. One notable exception is the bivariate
Gaussian copula model (see below), where the pseudo-likelihood estimator is
asymptotically equivalent to the normal scores rank correlation coefficient,
shown to be efficient in Klaassen and Wellner (1997).
A semiparametrically efficient estimator for the copula parameter is pro-
posed in Chen, Fan and Tsyrennikov (2006). However, the estimator is based
on parametric sieves for the unknown margins, so that the estimator is not
invariant under increasing transformations of the component variables, that
is, the estimator is not rank-based. Moreover, it requires the choice of the
orders of the sieves as tuning parameters. The approach has been extended
to Markov processes [Chen, Wu and Yi (2009)] and to bivariate survival
data [Cheng et al. (2014)].
Besides the already mentioned paper by Klaassen and Wellner (1997),
the issue of efficient, rank-based estimation is taken up in Hoff, Niu and
Wellner (2014) for the important class of semiparametric Gaussian copula
models with structured correlation matrices. They derive the semiparametric
lower bound to the asymptotic variance of rank-based regular estimators for
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the copula parameter. However, they do not provide such an estimator.
They also construct a specific Gaussian copula model for which the pseudo-
likelihood estimator is not efficient. They conclude their paper with the
suggestion that the maximum rank-likelihood estimator in Hoff (2007) may
be efficient.
Following Klaassen and Wellner (1997) and Hoff, Niu and Wellner (2014),
we put the focus in this paper on semiparametric Gaussian copula models.
In the context of graphical models for high-dimensional random vectors,
these have been called “nonparanormal” models, that is, the variables fol-
low a joint normal distribution after a set of unknown monotone transfor-
mations [Liu et al. (2012), Xue and Zou (2012)]. Allowing for covariates,
semiparametric Gaussian copula models also lead to semiparametric regres-
sion models [Song (2000), Song, Li and Yuan (2009), Basrak and Klaassen
(2013)].
The Gaussian copula Cθ is the copula of a p-variate Gaussian distribution
Np(0,R(θ)) with p× p positive definite correlation matrix R(θ):
Cθ(u) = Φθ(Φ
−1(u1), . . . ,Φ
−1(up)), u= (u1, . . . , up) ∈ (0,1)p,(1.1)
with Φθ the Np(0,R(θ)) cumulative distribution function and Φ
−1 the stan-
dard normal quantile function. In the unrestricted Gaussian copula model,
R(θ) can be any p× p positive definite correlation matrix. Submodels arise
by considering structured correlation matrices. In that case, the dimension,
k, of the parameter set is smaller than the number of pairs of variables,
p(p− 1)/2. As model for one observation, we thus consider
P = (Pθ,F1,...,Fp|θ ∈Θ, F1, . . . , Fp ∈ Fac), Θ⊂Rk,(1.2)
where Fac denotes the set of absolutely continuous distributions on the real
line and Pθ,F1,...,Fp denotes the law of the random vector X which has copula
(1.1) and margins F1, . . . , Fp.
For the model P , we compute the efficient score and influence functions
and the efficient information matrix for θ. The computations are based on a
detailed analysis of the tangent space structure of the model. The practical
interest of this analysis is that it yields an efficient semiparametric, rank-
based estimator for θ. Starting from an initial, rank-based,
√
n-consistent
estimator, our estimator is defined as a one-step update in the direction
of the estimated efficient influence function. The idea of constructing an
efficient estimator via a one-step update is already to be found in Bickel
[(1982), Remark 1], who refers in turn to Le Cam [(1969), Theorem 4].
Existence of an initial estimator is usually no problem: take the pseudo-
likelihood estimator, use a minimum-distance estimator, or express the pa-
rameter components as functions of the entries of the correlation matrix and
use a plug-in estimator based on the normal scores correlation coefficients.
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In the semiparametric Gaussian copula model, the update step is easy to
implement, relying on simple matrix algebra.
We thereby provide a positive answer to the conjecture formulated in Hoff,
Niu and Wellner (2014) whether it is possible to attain the semiparametric
lower bound using a rank-based estimator. We wish to stress the fact that, in
contrast to the sieve-based estimator in Chen, Fan and Tsyrennikov (2006),
our estimator is rank-based, and thus invariant with respect to increasing
transformations of the component variables, in accordance with the group
structure of the model. Note, however, that the methodology in Chen, Fan
and Tsyrennikov (2006) also applies to general, not necessarily Gaussian,
copula models.
By restricting attention to estimators with influence functions of a cer-
tain form, we construct an algebraic framework which allows for particularly
simple, finite-dimensional conditions on the parametrization θ 7→R(θ) for ef-
ficiency of the pseudo-likelihood estimator and for adaptivity of the model.
These are detailed for a large number of examples. The pseudo-likelihood
estimator turns out to be efficient not only in the unrestricted model, con-
firming a remark in Klaassen and Wellner (1997), but also in the often-used
class of factor models. On the other hand, for correlation matrices with a
Toeplitz structure, the pseudo-likelihood estimator can be quite inefficient,
with an asymptotic relative efficiency as low as 20%. Although Hoff, Niu
and Wellner (2014) already identified a Gaussian copula model for which
the pseudo-likelihood estimator is inefficient, the asymptotic relative effi-
ciency of the pseudo-likelihood estimator in their example was still not far
from 100%. The asymptotic results are complemented by a Monte Carlo
study, confirming the above theoretical findings for small samples, even in
high dimensions.
The outline of the paper is as follows. In Section 2, we study the model’s
tangent space, culminating in the calculation of the efficient score function
and information matrix for θ. These serve to define the one-step estimator
in Section 3, where its semiparametric efficiency is proved. Simple criteria
for efficiency of estimators and of adaptivity of the model are established in
Section 4. Examples and numerical illustrations are provided in Section 5.
Section 6 concludes and discusses extensions to other copula families and
to joint regression models. Detailed proofs are deferred to the Appendices,
which are collected in the supplement [Segers, van den Akker and Werker
(2014)].
2. Tangent space and efficient score. The purpose of this section is to
compute the semiparametric lower bound for estimating the Gaussian cop-
ula parameter θ. Main keys to obtain this lower bound are the tangent space
of the semiparametric Gaussian copula model P and the efficient score func-
tion for θ; see Bickel et al. [(1993), Chapters 2–3] and van der Vaart [(2000),
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Chapter 25] for detailed expositions on these notions. Readers mainly in-
terested in our rank-based efficient estimator for θ may want to jump to
Section 3 on a first reading.
Section 2.1 states our assumptions and introduces notation that will be
used throughout. Section 2.2 shortly discusses the Gaussian copula model
with known marginals. In Sections 2.3 and 2.4, we determine the tangent
space and efficient score function, respectively. The tangent space theory
in Section 2.3 is inspired upon the one for bivariate semiparametric copula
models in Bickel et al. [(1993), Section 4.7].
2.1. Assumptions and notation. The log density of the Gaussian copula
(1.1) with p× p correlation matrix R(θ) is given by
ℓ(u; θ) = log cθ(u) =−12 log(detR(θ))− 12z′(R−1(θ)− Ip)z,(2.1)
for u ∈ (0,1)p, where Ip is the p×p identity matrix and where z= (z1, . . . , zp)′
with zj = Φ
−1(uj). Nonsingularity of the correlation matrix is part of the
following assumption.
Assumption 2.1. Suppose Θ⊂Rk is open and:
(i) the mapping θ 7→R(θ) is one-to-one;
(ii) for all θ ∈Θ, the inverse S(θ) =R−1(θ) exists;
(iii) for all θ ∈ Θ, the matrices of partial derivatives R˙1(θ), . . . , R˙k(θ),
defined by R˙m,ij(θ) = ∂Rij(θ)/∂θm, for m= 1, . . . , k and i, j = 1, . . . , p, exist
and are continuous in θ;
(iv) for all θ ∈Θ, the matrices R˙1(θ), . . . , R˙k(θ) are linearly independent.
Let us also define p× p matrices S˙m(θ) by S˙m,ij(θ) = ∂Sij(θ)/∂θm. These
derivatives satisfy S˙m(θ) =−S(θ)R˙m(θ)S(θ), which follows from differenti-
ating R(θ)S(θ) = Ip [Magnus and Neudecker (1999), Section 8.4].
The p-dimensional vectorX= (X1, . . . ,Xp)
′ denotes, as in the Introduction,
a random vector with copula (1.1) and margins F1, . . . , Fp ∈ Fac. Its law is de-
noted by Pθ,F1,...,Fp and expectations with respect to this law are denoted by
Eθ,F1,...,Fp . In case all margins are uniform on [0,1], notation Un[0,1], we use
U, Pθ and Eθ as notation. Let Z= (Z1, . . . ,Zp)
′ be defined by Zj =Φ
−1(Uj)
and note that Z∼Φθ under Pθ.
Moreover, we consider a measurable space (Ω,F) supporting probability
measures Pθ,F1,...,Fp , for θ ∈ Θ and F1, . . . , Fp ∈ Fac, and i.i.d. random vec-
tors Xi, i ∈N, each with law Pθ,F1,...,Fp under Pθ,F1,...,Fp . Expectations with
respect to Pθ,F1,...,Fp are denoted by Eθ,F1,...,Fp . Furthermore, Pθ is shorthand
for Pθ,Un[0,1],...,Un[0,1], for which expectations are denoted by Eθ.
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2.2. The Gaussian copula model with known margins. The starting point
of the analysis is the case that the margins F1, . . . , Fp ∈ Fac are known. In
particular, we compute the Fisher information matrix for θ in this case. Due
to the transformation structure of the model, it suffices to consider uniform
margins, that is, to consider the model Pkm = (Pθ|θ ∈Θ).
Under Assumption 2.1, the score ℓ˙θ(u; θ) = (ℓ˙θ,m(u; θ))
k
m=1 is given by
ℓ˙θ,m(u; θ) =
∂
∂θm
ℓ(u; θ) =−1
2
tr(S(θ)R˙m(θ))− 1
2
z′S˙m(θ)z,(2.2)
for u ∈ (0,1)p, where the partial derivative of detR(θ) follows from Jacobi’s
formula [Magnus and Neudecker (1999), Section 8.3]. The k × k Fisher in-
formation matrix is defined by I(θ) = Eθ[ℓ˙θ ℓ˙
′
θ(U; θ)].
To obtain a convenient representation of I(θ), we introduce an inner
product on the linear space Sym(p) of real symmetric p × p matrices. For
A,B ∈ Sym(p), put
〈A,B〉θ = covθ(12Z′AZ, 12Z′BZ) = 12 tr(AR(θ)BR(θ)),(2.3)
the covariance being calculated for Z∼Φθ. The latter equality follows from
Theorem 12.10.12 in Magnus and Neudecker (1999). It is easily verified that
〈·, ·〉θ defines an inner product on Sym(p). In particular, if A ∈ Sym(p) is
such that 〈A,A〉θ = 0, then Z′AZ is almost surely equal to a constant and
thus, R(θ) being nonsingular (Assumption 2.1), A= 0.
From (2.2) and (2.3), we obtain, for m,m′ = 1, . . . , k,
Imm′(θ) = 〈−S˙m(θ),−S˙m′(θ)〉θ,(2.4)
which is continuous in θ. Note that I(θ) is the Gram matrix associated to
the matrices −S˙1(θ), . . . ,−S˙k(θ), using (2.3) as inner product. Since As-
sumption 2.1 implies linear independence of −S˙1(θ), . . . ,−S˙k(θ) (see part
A of the proof of Proposition 2.8 below), the information matrix I(θ) is
nonsingular.
From these observations, it follows that the Gaussian copula model with
known margins is regular [Bickel et al. (1993), Definition 2.1.1 and Proposi-
tion 2.1.1]. For ease of reference, we state this fact in the following lemma.
Lemma 2.2. If the parametrization θ 7→R(θ) satisfies Assumption 2.1,
then the parametric Gaussian copula model with known, uniform margins is
regular.
Remark 2.3. Regularity of Pkm has some useful consequences:
(i) The score function has zero expectation, Eθ[ℓ˙θ(U; θ)] = 0. This can
also be seen from (2.2) and Eθ(Z
′AZ) = tr(AR(θ)).
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(ii) By the Ha´jek–Le Cam convolution theorem, the inverse of the Fisher
information matrix, I−1(θ), constitutes a lower bound to the asymptotic
variance of regular estimators of θ in the model Pkm [see, e.g., van der Vaart
(2000), Chapter 8].
2.3. Tangent space. In this section, we derive the tangent space of the
semiparametric Gaussian copula model P . The structure of the space is
similar to the one of the bivariate semiparametric Gaussian copula model
in Klaassen and Wellner (1997). In Section 2.4, we use this tangent space
to calculate the efficient score for the copula parameter θ. In turn, the effi-
cient score determines the semiparametric lower bound for the asymptotic
variance of regular estimators of θ.
Informally, the tangent space at Pθ,F1,...,Fp ∈ P is given by the collection
of score functions of parametric submodels of P . Such score functions can
be thought of as functions on Rp of the form
x 7→ ∂
∂η
log pθ+ηα,F1,η ,...,Fp,η(x)
∣∣∣∣
η=0
.(2.5)
Here, α ∈ Rk, while pθ+ηα,F1,η ,...,Fp,η is the density of Pθ+ηα,F1,η ,...,Fp,η ∈ P ,
depending on a real parameter η taking values in a neighborhood of 0. The
marginal distributions are parametrized through paths η 7→ Fj,η in Fac that
pass through Fj at η = 0.
The tangent space falls apart into two subspaces:
– a parametric part, arising from score functions of parametric submodels
for which the margins are constant, Fj,η = Fj ;
– a nonparametric part, arising from score functions of parametric submod-
els for which the copula parameter is constant, α= 0.
The parametric part corresponds in fact to the linear span of the score
functions in the parametric Gaussian copula model with known margins.
The nonparametric part describes the additional part of the model stemming
from the margins being unknown.
Formally, the tangent space is a subspace of L2(Pθ,F1,...,Fp), the space of
square-integrable functions with respect to Pθ,F1,...,Fp . The pointwise deriva-
tives (2.5) will be replaced by derivatives in quadratic mean. The nonpara-
metric part of the tangent space is described most conveniently as the image
of a bounded linear operator, called score operator. It is the description and
the analysis of this score operator that constitutes the gist of this section.
The density of Pθ,F1,...,Fp ∈ P is given by
pθ,F1,...,Fp(x) = cθ(F1(x1), . . . , Fp(xp))
p∏
j=1
fj(xj), x ∈Rp,
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with f1, . . . , fp the densities of F1, . . . , Fp, respectively. If η 7→ Fj,η(xj) is
differentiable at η = 0, we obtain
∂
∂η
log pθ,F1,η,...,Fp,η(x)
∣∣∣∣
η=0
=
p∑
j=1
{
∂
∂η
log fj,η(xj)
∣∣∣∣
η=0
+ ℓ˙j(F1(x1), . . . , Fp(xp); θ)
∂
∂η
Fj,η(xj)
∣∣∣∣
η=0
}
,
with, for j = 1, . . . , p and u ∈ (0,1)p,
ℓ˙j(u; θ) =
∂
∂uj
ℓ(u; θ) =
zj
ϕ(zj)
−
p∑
i=1
Sij(θ)
zi
ϕ(zj)
,(2.6)
where ϕ denotes the standard normal density. Note that, for uj ∈ (0,1),
Eθ[ℓ˙j(U; θ)|Uj = uj ] = zj
ϕ(zj)
(
1−
p∑
i=1
Sij(θ)Rij(θ)
)
= 0.(2.7)
The above formulas motivate the introduction of the following linear op-
erators, which together will constitute the above mentioned score operator.
Let L02[0,1] be the subspace of L2[0,1] = L2([0,1],B[0,1],dλ) resulting from
the restriction
∫
h(λ)dλ = 0 for h ∈ L2[0,1]. For j = 1, . . . , p, we introduce
linear operators Oθ,j : L02[0,1]→ L2(Pθ) by
Oθ,jh= [Oθ,jh](U) = h(Uj) + ℓ˙j(U; θ)H(Uj),(2.8)
where H(u) =
∫ u
0 h(λ)dλ and where U is the identity mapping on (0,1)
p.
The claim that the random variable on the right-hand side has a finite
variance for U∼ Pθ is part of Lemma 2.4.
The score operator itself, Oθ, has domain (L02[0,1])p and is defined by
Oθh=
p∑
j=1
Oθ,jhj , h= (h1, . . . , hp) ∈ (L02[0,1])p.
Lemma 2.4 will present basic properties of Oθ,j and Oθ . A formal description
of the tangent space via the score operator will be given in Proposition 2.6.
To this end, we first need to introduce some additional notation. For
i, j = 1, . . . , p and u ∈ (0,1)p, we define
ℓ¨ij(u; θ) =
∂
∂ui
ℓ˙j(u; θ)
=


z2j +1− Sjj(θ)
ϕ2(zj)
−
p∑
t=1
Stj(θ)
ztzj
ϕ2(zj)
, if i= j;
− Sij(θ)
ϕ(zi)ϕ(zj)
, if i 6= j.
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For uj ∈ (0,1), we have
Ijj(uj ; θ) = Eθ[ℓ˙
2
j(U; θ)|Uj = uj]
(2.9)
=−Eθ[ℓ¨jj(U; θ)|Uj = uj] = Sjj(θ)− 1
ϕ2(zj)
.
From well-known results on Mill’s ratio [Gordon (1941)], we obtain the
bound 1/ϕ(zj) ≤M{uj(1 − uj)}−1, for all uj ∈ (0,1) and some constant
M > 0. Hence, under Assumption 2.1, there exists a constant Mθ > 0 such
that
Ijj(uj ; θ)≤ Mθ{uj(1− uj)}2 , uj ∈ (0,1).(2.10)
This bound is exploited in the proof of the following lemma, which states that
Oθ is a continuously invertible operator from (L02[0,1])p into L02(Pθ). Here
we equip (L02[0,1])
p with the inner product 〈g,h〉 =∑pj=1 ∫ 10 gj(λ)hj(λ)dλ
for g,h ∈ (L02[0,1])p, while L02(Pθ) is the subspace of L2(Pθ) resulting from
the restriction Eθ[f(U)] = 0 for f ∈ L2(Pθ).
Lemma 2.4. Let θ 7→ R(θ) be a parametrization that satisfies Assump-
tion 2.1 and let θ ∈Θ:
(a) The map Oθ,j , j = 1, . . . , p, is a bounded operator from L02[0,1] into
L02(Pθ). The map Oθ is a bounded operator from (L02[0,1])p into L02(Pθ).
(b) The operator Oθ is continuously invertible on its range, ROθ, with
inverse O−1θ : L02(Pθ)→ (L02[0,1])p given by
[O−1θ f ]j(uj) = Eθ[f(U)|Uj = uj ], uj ∈ (0,1), j = 1, . . . , p.
The proof is given in Appendix Ain the supplement. Here, we just note
that the proof of part (a) follows the one of Proposition 4.7.2 in Bickel et al.
(1993).
Remark 2.5. An application of Banach’s theorem [see, e.g., Bickel et al.
(1993), Proposition A.1.7] implies that ROθ is closed.
We proceed with the construction of the tangent space. First, we define
the “local paths” through Fac. To this end, fix F1, . . . , Fp ∈ Fac with den-
sities f1, . . . , fp. Let h1, . . . , hp ∈ L02[0,1] and introduce univariate densities
fj,η(·;hj), for η ∈ (−1,1) and j = 1, . . . , p, by
fj,η(x;hj) = d(η;fj , hj)g(ηhj(Fj(x)))fj(x), x∈R,
where g(z) = 2/(1 + e−2z) and where d(η;fj , hj) is a positive constant such
that fj,η(·;hj) integrates to one. Let F hjj,η ∈ Fac be the induced distribution
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functions. The path η 7→ (F h11,η, . . . , F hpp,η), with values in the space (Fac)p,
passes through (F1, . . . , Fp) at η = 0.
The following proposition describes the score function at η = 0 of the
parametric submodel
(P
θ+ηα,F
h1
1,η ,...,F
hp
p,η
| − ε < η < ε)⊂P
for fixed α ∈Rk and h1, . . . , hp ∈ L02[0,1] and some ε > 0. The collection of all
such score functions is, by definition, the tangent set of the semiparametric
Gaussian copula model P at Pθ,F1,...,Fp .
Proposition 2.6. Consider a parametrization θ 7→R(θ) for which As-
sumption 2.1 holds and let Pθ,F1,...,Fp ∈ P. Let h = (h1, . . . , hp) ∈ (L02[0,1])p
and let α ∈ Rk. Then the path η 7→ (θ + ηα,F h11,η , . . . , F hpp,η), in Θ × (Fac)p,
yields the following score at η = 0:
ℓ˙α,h(x) = α′ℓ˙θ(F1(x1), . . . , Fp(xp); θ) + [Oθh](F1(x1), . . . , Fp(xp))
for x ∈Rp, that is,
lim
η→0
∫
Rp
(√
pη(x)−
√
p0(x)
η
− 1
2
ℓ˙α,h(x)
√
p0(x)
)2
dx= 0,
where pη = pθ+ηα,Fh11,η ,...,F
hp
p,η
. The tangent set
{ℓ˙α,h|α ∈Rk,h ∈ (L02[0,1])p},(2.11)
is a closed subspace of L02(Pθ,F1,...,Fp).
The tangent set (2.11), being a closed subspace, is called the tangent
space of P at Pθ,F1,...,Fp . Apart from the statement on closedness, which
we discuss below, the proof of Proposition 2.6 is analogous to the proof of
Proposition 4.7.4 in Bickel et al. (1993) and is omitted.
The nonparametric part TPθ,F1,...,Fp of the tangent space at Pθ,F1,...,Fp cor-
responds, by definition, to the subset of (2.11) resulting from the restriction
α= 0, that is,
TPθ,F1,...,Fp = {ℓ˙
0,h|h ∈ (L02[0,1])p}
(2.12)
= {x 7→ [Oθh](F1(x1), . . . , Fp(xp))|h ∈ (L02[0,1])p}.
Since TPθ,F1,...,Fp is isometric to TPθ and since TPθ =ROθ , which is closed, it
follows that TPθ,F1,...,Fp is a closed subspace of L02(Pθ,F1,...,Fp). The tangent
space (2.11), being the sum of TPθ,F1,...,Fp and a finite-dimensional space, is
closed as well.
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2.4. Efficient score. The semiparametric lower bound for regular es-
timators of the copula parameter θ is determined by the efficient score,
ℓ˙∗θ(X;Pθ,F1,...,Fp). (As before, we identify square-integrable functions with
random variables; formally, view X as the identity map on Rp.) This effi-
cient score is, by definition, given by
ℓ˙∗θ(X;Pθ,F1,...,Fp) = ℓ˙θ(F1(X1), . . . , Fp(Xp); θ)
−Π(ℓ˙θ(F1(X1), . . . , Fp(Xp); θ)|TPθ,F1,...,Fp ),
where Π(·|TPθ,F1,...,Fp ) is the (coordinate-wise) projection operator from
L2(Pθ,F1,...,Fp) onto the closed subspace TPθ,F1,...,Fp . Note that ℓ˙θ, and hence
ℓ˙∗θ are vectors of length k, the length of the copula parameter θ.
For Gaussian copula models, parametrized by θ 7→ R(θ), the projection
can be calculated explicitly, which will lead eventually to our one-step esti-
mator in Section 3. This situation is in contrast to the one for most other
copula models, even for bivariate copulas indexed by a real-valued param-
eter, where the calculation of the efficient score requires the solution of a
pair of coupled Sturm–Liouville differential equations [Bickel et al. (1993),
Section 4.7].
From the isometry between TPθ,F1,...,Fp and TPθ , via the mapping X 7→
(F1(X1),
. . . , Fp(Xp)), we obtain the important identity
ℓ˙∗θ(X;Pθ,F1,...,Fp) = ℓ˙
∗
θ(F1(X1), . . . , Fp(Xp); θ), Pθ,F1,...,Fp-a.s.,(2.13)
where ℓ˙∗θ(·; θ) is shorthand notation for ℓ˙∗θ(·;Pθ) and Pθ is shorthand for
Pθ,Un[0,1],...,Un[0,1]. As a consequence, the k × k efficient information matrix
for θ at Pθ,F1,...,Fp , given by
I∗(θ) = Eθ,F1,...,Fp [ℓ˙
∗
θ ℓ˙
∗′
θ (X|Pθ,F1,...,Fp)] = Eθ[ℓ˙∗θ ℓ˙∗′θ (U; θ)],
does not depend on the marginals F1, . . . , Fp.
Because TPθ =ROθ and Oθ is one-to-one (see Proposition 2.4), there exist
unique elements hθm = (h
θ
1,m, . . . , h
θ
p,m) ∈ (L02[0,1])p, m= 1, . . . , k, such that
Π(ℓ˙θ,m(U; θ)|TPθ ) = [Oθhθm](U).(2.14)
These “generators of the efficient score” are completely determined by the
orthogonality conditions
0 = Eθ[(ℓ˙θ,m(U; θ)− [Oθhθm](U))[Oθh](U)], h ∈ (L02[0,1])p.(2.15)
Before we solve for hθm, m= 1, . . . , k, we provide a necessary and sufficient
condition for orthogonality of quadratic forms in the Gaussianized variables
to the space TPθ . Its proof is given in Appendix A in the supplement.
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Lemma 2.7. Consider a parametrization θ 7→ R(θ) for which Assump-
tion 2.1 holds and let θ ∈Θ and A ∈ Sym(p). The following two conditions
are equivalent:
(a) the function Z′AZ in L2(Pθ) is orthogonal to TPθ ;
(b) (R(θ)A)jj = 0 for j = 1, . . . , p.
The following proposition presents the solution hθm to (2.15) and the re-
sulting efficient score and efficient information matrix. To formulate these
results, we introduce the notation, for b ∈Rp and θ ∈Θ,
Dθ(b) = S(θ)diag(b) + diag(b)S(θ),(2.16)
where diag(b) is the diagonal matrix with diagonal b. Let ιp denote the
p-dimensional vector of ones and let A ◦B denote the Hadamard product
of conformable matrices A and B. Recall the inner product introduced in
(2.3) and recall the convention z =Φ−1(u) for u ∈ (0,1).
Proposition 2.8. Consider a parametrization θ 7→R(θ) for which As-
sumption 2.1 holds and let θ ∈ Θ. Then, for m= 1, . . . , k, the vector hθm ∈
(L02[0,1])
p in (2.14) is given by
hθj,m(uj) = gj,m(θ)(1− z2j ), uj ∈ (0,1), j = 1, . . . , p,(2.17)
where gm(θ) = (g1,m(θ), . . . , gp,m(θ))
′ is given by
gm(θ) =−(Ip +R(θ) ◦ S(θ))−1(R˙m(θ) ◦ S(θ))ιp.(2.18)
Moreover, the efficient score, ℓ˙∗θ, is given by, for m= 1, . . . , k,
ℓ˙∗θ,m(u; θ) =
1
2z
′(Dθ(gm(θ))− S˙m(θ))z.(2.19)
Finally, the efficient information matrix, I∗(θ), is given by
I∗mm′(θ) = 〈Dθ(gm(θ))− S˙m(θ),Dθ(gm′(θ))− S˙m′(θ)〉θ,(2.20)
for m,m′ = 1, . . . , k, and is nonsingular.
Outline of the proof. The proof is decomposed into four parts. Here,
we just give an outline. For a detailed proof, please see Appendix A in the
supplement.
In part A, we show that the k+ p matrices
−S˙1(θ), . . . ,−S˙k(θ),Dθ(e1), . . . ,Dθ(ep),
with ei the ith canonical unit vector in R
p, are linearly independent. Part B
exploits this result to demonstrate nonsingularity of Ip+R(θ)◦S(θ), thereby
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showing that the vector gm(θ) in (2.18) is well defined. Part C shows that
equation (2.17) together with the definition
ℓ˙∗θ,m(u; θ) = ℓ˙θ,m(u; θ)− [Oθhθm](u)(2.21)
lead to (2.19)–(2.20) and also demonstrates nonsingularity of I∗(θ). Finally,
part D proves that the orthogonality conditions (2.15) hold by applying
Lemma 2.7, and thus shows that (2.19) is the efficient score. 
Remark 2.9. The k × k positive semidefinite matrix I(θ)− I∗(θ) rep-
resents the loss of information due to not knowing the marginals. In Sec-
tion 4.4, we provide conditions for adaptivity, that is, I(θ) = I∗(θ).
Remark 2.10. Klaassen and Wellner (1997) derived the efficient score
for the bivariate (p = 2) unrestricted Gaussian copula model by solving a
system of Sturm–Liouville equations. The functions (2.17) solve a p-variate
analogue for the componentm ∈ {1, . . . , k} of the efficient score; see equation
(A.11) in the supplement.
3. An efficient rank-based estimator. In this section, we use the efficient
score ℓ˙∗θ and the efficient information matrix I
∗(θ), as obtained in Propo-
sition 2.8, to construct a rank-based, semiparametrically efficient estimator
of θ. Recall [van der Vaart (2000), Sections 25.3–25.4] that θˆn is an efficient
estimator of θ in model P at Pθ,F1,...,Fp ∈ P if and only if, under Pθ,F1,...,Fp ,
√
n(θˆn − θ) = 1√
n
n∑
i=1
I∗−1(θ)ℓ˙∗θ(F1(Xi1), . . . , Fp(Xip); θ) + oP (1).(3.1)
Moreover, θˆn is called efficient (in the model P) if it is efficient at all
Pθ,F1,...,Fp ∈ P . The limiting distribution of an efficient estimator is thus
given by Nk(0,
I∗−1(θ)). By the Ha´jek–Le Cam convolution theorem, the limiting distri-
bution of any regular estimator is given by the convolution of Nk(0, I
∗−1(θ))
and another, estimator specific, distribution. As a consequence, I∗−1(θ) pro-
vides a lower bound to the asymptotic variance of regular estimators. See
Section 4.2 for an insightful characterization of regularity for estimators in
structured Gaussian copula models.
The vector-valued function
x 7→ I∗−1(θ)ℓ˙∗θ(F1(x1), . . . , Fp(xp); θ)(3.2)
is called the efficient influence function. According to (3.1), an estimator
sequence θˆn is efficient for θ if and only if
√
n(θˆn − θ) is asymptotically lin-
ear in the efficient influence function. By Proposition 2.8, each component
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of the efficient influence function is a centered quadratic form in the Gaus-
sianized vector z ∈ Rp, where zj =Φ−1(uj) and uj = Fj(xj). This fact will
be extensively used in Section 4.
We construct an efficient one-step estimator (OSE) by updating an ini-
tial
√
n-consistent estimator of θ. Since we want to construct a rank-based
estimator of θ, we require that the initial estimator is rank-based, too. We
summarize these requirements in the following assumption. Recall that we
consider a measurable space equipped with probability measures Pθ,F1,...,Fp
and carrying random vectors Xi = (Xi1, . . . ,Xip)
′, for i ≥ 1, which, un-
der Pθ,F1,...,Fp , are i.i.d. with common law Pθ,F1,...,Fp ∈ P . Also recall that
R
(n)
i = (R
(n)
i1 , . . . ,R
(n)
ip )
′ denotes a vector of ranks, with R
(n)
ij the rank of Xij
within the jth marginal sample X1j , . . . ,Xnj .
Assumption 3.1. There exists an estimator θ˜∗n = tn(R
(n)
1 , . . . ,R
(n)
n ) such
that, for all Pθ,F1,...,Fp ∈ P , we have
√
n(θ˜∗n − θ) =OP (1) under Pθ,F1,...,Fp .
An obvious candidate is the pseudo-likelihood estimator. If the copula
parameter θ can be expressed as a smooth function of the correlation matrix
R(θ), an alternative is to construct a minimum distance type estimator of θ
using the normal scores rank correlations.
In what follows, θ˜n denotes a discretized version of θ˜
∗
n, obtained by round-
ing θ˜∗n to the grid n
−1/2
Z
k. Discretization of the initial estimator is needed in
the efficiency proof but has little to no practical implications [see pages 125
or 188 in Le Cam and Yang (1990) for a discussion].
From Proposition 2.8, recall the efficient score function ℓ˙∗θ and the effi-
cient information matrix I∗(θ). Further, rescaled versions of the marginal
empirical distribution functions are provided by
Fˆn,j(x) =
1
n+ 1
n∑
i=1
1{Xij ≤ x}, x ∈R, j = 1, . . . , p.
The one-step estimator is then defined by
θˆOSEn = θ˜n +
1
n
n∑
i=1
I∗−1(θ˜n)ℓ˙
∗
θ(Fˆn,1(Xi1), . . . , Fˆn,p(Xip); θ˜n).(3.3)
The initial estimator being rank-based, the one-step estimator is rank-based,
too. In particular, θˆOSEn is invariant with respect to strictly increasing trans-
formations applied to each of the p variables.
Hoff, Niu and Wellner (2014) raised the question whether it is possible
to develop a rank-based, semiparametrically efficient estimator for Gaussian
copula models. The following theorem gives a positive answer: the proposed
one-step estimator is efficient.
SEMIPARAMETRIC GAUSSIAN COPULA MODELS 15
Theorem 3.2. Suppose that the parametrization θ 7→R(θ) satisfies As-
sumption 2.1. Also assume that the initial estimator θ˜∗n satisfies Assump-
tion 3.1. Then θˆOSEn is an efficient, rank-based estimator of θ in the semi-
parametric Gaussian copula model P, that is, for all F1, . . . , Fp ∈ Fac and
θ ∈Θ we have (3.1) with θˆn replaced by θˆOSEn and thus, as n→∞,
√
n(θˆOSEn − θ) d→Nk(0, I∗−1(θ)).
Outline of the proof. We give a detailed proof in Appendix B in the
supplement and present here a short outline. First, we show that it suffices
to prove the theorem for uniform marginals. Let Ui, i ∈N, be i.i.d. random
vectors with law Pθ under Pθ. Following the lines of the proof of the efficiency
of parametric one-step estimators [Bickel et al. (1993), Theorem 2.5.2], we
show that (3.1) holds if:
(P1) for any sequence θn = θ+ hn/
√
n, with hn ∈Rk bounded, we have
1√
n
n∑
i=1
ℓ˙∗θ(Ui; θn) =
1√
n
n∑
i=1
ℓ˙∗θ(Ui; θ)− I∗(θ)hn + o(1;Pθ);
(P2) for any sequence θn = θ+ hn/
√
n, with hn ∈Rk bounded, we have
1√
n
n∑
i=1
ℓ˙∗θ(Fˆn,1(Ui1), . . . , Fˆn,p(Uip); θn) =
1√
n
n∑
i=1
ℓ˙∗θ(Ui; θn) + o(1;Pθ).
We show that (P1) holds by exploiting the smoothness of the efficient score
and Proposition A.10 in van der Vaart (1988). Statement (P2) follows from
a modification of Corollary 3.1 in Hoff, Niu and Wellner (2014). 
Remark 3.3. (i) The special structure (2.13) of the efficient score allows
us to follow the lines of the proof of the efficiency of parametric one-step
estimators. We thus do not need to use sample-splitting as in, for example,
Klaassen (1987).
(ii) The update step (3.3) is simple to implement in practice. Regarding
the calculation of the efficient information matrix in (2.20), recall that the
inner product 〈·, ·〉θ is defined in (2.3) and that S˙m(θ) =−S(θ)R˙m(θ)S(θ).
4. Quadratic influence functions. Structured Gaussian copula models
are completely specified by the parametrization θ 7→ R(θ). This implies
that conditions for, for example, efficiency of a given estimator or adap-
tivity of the model at a certain value of θ can be expressed in terms of this
parametrization. In addition, all relevant score and influence functions turn
out to be quadratic in the Gaussianized observations in the sense of (4.2). In
this section, we will give finite-dimensional algebraic conditions under which
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an estimator with such an influence function is regular (Proposition 4.6) or
even efficient (Proposition 4.7). In addition, Proposition 4.8 gives a simple
condition for adaptivity of the model at some value of θ.
For practice, the most relevant result in this section concerns the charac-
terization of those Gaussian copula models for which the pseudo-likelihood
estimator, θˆPLEn , is efficient. Recall, see Genest, Ghoudi and Rivest (1995),
that θˆPLEn is the maximizer of θ 7→
∑n
i=1 log cθ(Fˆn,1(Xi1), . . . , Fˆn,p(Xip)).
Theorem 4.1. Suppose that the parametrization θ 7→R(θ) satisfies As-
sumption 2.1. The pseudo-likelihood estimator θˆPLEn is semiparametrically
efficient at Pθ,F1,...,Fp ∈ P in the sense of (3.1) if and only if, for every
m= 1, . . . , k, the matrix
Lm(θ)− 12(diag(Lm(θ))R(θ) +R(θ)diag(Lm(θ)))(4.1)
with
Lm(θ) =R(θ)diag(R˙m(θ)S(θ))R(θ)
belongs to the linear span of R˙1(θ), . . . , R˙k(θ).
The proof of Theorem 4.1 is given in Appendix C in the supplement, after
the proofs of the other results in this section, on which it depends. Theo-
rem 4.1 immediately implies that the pseudo-likelihood estimator is efficient
in the unrestricted model, in which each of the p(p− 1)/2 off-diagonal en-
tries of the correlation matrix is a parameter. Indeed, in the unrestricted
model, the matrices R˙1(θ), . . . , R˙k(θ), with k = p(p− 1)/2, span the space of
symmetric matrices with zero diagonal, to which the matrix in (4.1) clearly
belongs. In Section 5, efficiency of the pseudo-likelihood estimator will also
be established for exchangeable correlation matrices (Example 5.3) and for
the versatile class of factor models (Example 5.5).
For the present section, it is convenient to assume that all marginal dis-
tributions are uniform, so that the relevant nonparametric part of the tan-
gent space becomes TPθ . We maintain the notation Z = (Z1, . . . ,Zp)′ with
Zj =Φ
−1(Uj) for j = 1, . . . , p, where U is the identity mapping on the space
(0,1)p, which is equipped with the probability measure Pθ induced by the
Gaussian copula Cθ. The distribution of Z is then Np(0,R(θ)). Recall that
Sym(p) is the space of real, symmetric p× p matrices.
4.1. Quadratic functions and the tangent space. For A ∈ Sym(p), define
the function qA ∈ L02(Pθ) via
qA(U) =
1
2(Z
′AZ−Eθ[Z′AZ]).(4.2)
We call a score or influence function of this form “quadratic” and “generated
by A.” For instance, the parametric score (2.2) for θm is generated by A=
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−S˙m(θ), while the semiparametrically efficient score (2.19) is generated by
A=Dθ(gm(θ))− S˙m(θ) with Dθ(·) defined in (2.16). By Theorem 3.2, the
one-step estimator has a quadratic influence function, and in the proof of
Theorem 4.1, we will see that the pseudo-likelihood estimator has a quadratic
influence function, too.
First we characterize the matrices A ∈ Sym(p) that generate quadratic
forms qA(U) belonging to TPθ , the nonparametric part of the tangent space.
Lemma 4.2. Suppose that the parametrization θ 7→ R(θ) satisfies As-
sumption 2.1. The matrix A ∈ Sym(p) generates an element qA(U) of TPθ
if and only if there exists a vector b ∈Rp such that A=Dθ(b).
Lemma 4.2 motivates us to define a linear subspace of Sym(p),
T˙θ = {Dθ(b)|b ∈Rp},
whose elements generate quadratic scores in the nonparametric part, TPθ ,
of the tangent space. It follows from part A in the proof of Proposition 2.8
that the dimension of T˙θ is p.
Recall that we had endowed the space Sym(p) with the inner product
〈·, ·〉θ in (2.3). In the present notation, the inner product can be written as
〈A,B〉θ = covθ(qA(U), qB(U)), A,B ∈ Sym(p).(4.3)
It follows that the map A 7→ qA(U) constitutes an isometry between Sym(p)
and the linear subspace QPθ = {qA(U)|A ∈ Sym(p)} of L02(Pθ). Lemma 4.2
then states that the intersection of QPθ and TPθ is isometric to T˙θ.
The construction of the one-step estimator (3.3) was based on the effi-
cient score function, which in turn was found through a projection of the
parametric score on (the orthocomplement of) TPθ (Proposition 2.8). For
quadratic forms, the calculation of such projections is particularly simple.
Corollary 4.3. Suppose that the parametrization θ 7→ R(θ) satisfies
Assumption 2.1 and let θ ∈ Θ and A ∈ Sym(p). Statements (a) and (b) in
Lemma 2.7 are both equivalent to:
(c) the matrix A is orthogonal to T˙θ.
Corollary 4.4. If the parametrization θ 7→R(θ) satisfies Assumption 2.1,
the projection of A ∈ Sym(p) on T˙θ is equal to Dθ(b) and the projection of
qA(U) on TPθ is equal to qDθ(b)(U), where b ∈Rp is the unique solution of
diag(R(θ)A− diag(b)−R(θ)diag(b)S(θ)) = 0.(4.4)
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Corollary 4.4 sheds new light on Proposition 2.8. The projection of the
parametric score ℓ˙θ,m(U; θ) = q−S˙m(θ)(U) on TPθ is given by ℓ˙θ,m(U; θ) −
ℓ˙∗θ,m(U; θ) = qDθ(gm(θ))(U) with the vector gm(θ) given by (2.18). But the
latter equation says that −gm(θ) is equal to the solution to (4.4) with the
matrix A equal to −S˙m(θ).
Corollaries 4.3 and 4.4 greatly simplify all tangent space projection cal-
culations. Any quadratic score or influence function qA(U) generated by
a matrix A such that diag(R(θ)A) = 0 is automatically orthogonal to the
infinite-dimensional space TPθ in L02(Pθ). This property will be used exten-
sively below in the investigation of regularity and efficiency of estimators
and of adaptivity of the model.
Remark 4.5. By studying rank-based likelihoods, Hoff, Niu and Well-
ner (2014) conclude that, with Gaussian marginals, the p unknown marginal
variances generate the least-favorable directions. Indeed, using the calcula-
tions in their Theorem 4.1, one may verify directly that these marginal
variances generate scores of the form qDθ(b)(U) with b ∈Rp.
4.2. Regularity. The study of (semi)parametric efficiency is usually lim-
ited to regular estimators, which are estimators with the property that their
limiting distribution, after proper centering and rescaling, is the same un-
der any sequence of local alternatives [van der Vaart (2000), Section 23.5,
page 365]. Consider an estimator θˆn whose components are asymptotically
linear with quadratic influence functions, that is, for all θ ∈ Θ and all
m= 1, . . . , k there exists Am(θ) ∈ Sym(p) such that
√
n(θˆn,m− θm) = 1√
n
n∑
i=1
qAm(θ)(Ui) + o(1;Pθ).(4.5)
(Recall that we focus on rank-based estimators, so that we may, without loss
of generality, assume that the margins are uniform.) For an asymptotically
linear estimator, regularity is equivalent to the statement that the orthogonal
projection of its influence function on the full tangent set is equal to the
efficient influence function [Bickel et al. (1993), Proposition 3.3.1]. Since
the full tangent set (2.11) of the Gaussian copula model is spanned by the
nonparametric part TPθ and the parametric scores ℓ˙θ,m(U; θ), m= 1, . . . , k,
regularity of θˆn in (4.5) is equivalent to
qAm(θ)(U)⊥ TPθ ,(4.6)
covθ(qAm(θ)(U), ℓ˙θ,m′(U)) = δm=m′ ,(4.7)
for all m,m′ ∈ {1, . . . , k}. These equations pose restrictions on Am(θ), char-
acterized by the following proposition.
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Proposition 4.6. Suppose that the parametrization θ 7→R(θ) satisfies
Assumption 2.1. Let θˆn be an estimator sequence satisfying (4.5) for every
θ ∈ Θ and m = 1, . . . , k. Then θˆn is regular at Pθ if and only if, for all
m,m′ ∈ {1, . . . , k},
Am(θ)⊥ T˙θ,(4.8)
〈Am(θ),−S˙m′(θ)〉θ = δm=m′ ,(4.9)
or equivalently, if and only if, for all m,m′ ∈ {1, . . . , k},
diag(R(θ)Am(θ)) = 0,(4.10)
tr(Am(θ)R˙m′(θ)) = 2δm=m′ .(4.11)
A matrix Am(θ) satisfying the two conditions (4.10) and (4.11) is called a
regular influence matrix for θm at θ. For the one-step estimator, for instance,
the influence matrices are
A∗m(θ) =
k∑
m′=1
(I∗−1(θ))mm′(D(gm′(θ))− S˙m′(θ)),(4.12)
which can be seen from the right-hand side of (3.1) and the expression for
the efficient score in Proposition 2.8. By construction, the matrices A∗m(θ)
in (4.12) are regular influence matrices. Of course, this property also follows
more generally from the above description of regularity and the fact that the
one-step estimator is asymptotically linear in the efficient influence function.
In the proof of Theorem 4.1, we check that the pseudo-likelihood estimator
is regular, too.
For each m = 1, . . . , k and θ ∈ Θ, equations (4.8) and (4.9) pose p + k
independent linear restrictions on Am(θ). Indeed, the dimension of T˙p(θ) is
p while the matrices −S˙1(θ), . . . ,−S˙m(θ) are linearly independent and are
not contained in T˙p(θ); see part A of the proof of Proposition 2.8. It follows
that the set of regular influence matrices for a given component of θ is an
affine subspace of Sym(p) of dimension p(p+1)/2− (p+k) = p(p−1)/2−k.
4.3. Efficiency. In the unrestricted model, each pairwise correlation be-
ing a parameter, there are k = p(p − 1)/2 parameters, so that there is a
unique regular influence matrix for each component θm, which then must be
equal to the efficient one, A∗m(θ). In Example 5.1, this matrix will be iden-
tified with the one generating the influence function of the rank correlation
estimator, proving efficiency of the latter.
In structured Gaussian copula models, that is, those models where the
matrices S˙m(θ), m= 1, . . . , k, span a subspace of dimension k = dim(Θ) less
than p(p−1)/2, multiple regular quadratic influence functions exist. Within
this set of regular influence matrices, the efficient influence matrices A∗m(θ)
admit the following characterization.
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Proposition 4.7. Suppose that the parametrization θ 7→R(θ) satisfies
Assumption 2.1. Consider a regular, rank-based estimator θˆn for which there
exist matrices B1(θ), . . . ,Bk(θ) ∈ Sym(p) such that the influence functions of
all components θˆn,1, . . . , θˆn,k are quadratic and are given by matrices belong-
ing to the linear span of B1(θ), . . . ,Bk(θ). Write Bm,R(θ) =R(θ)Bm(θ)R(θ).
Then θˆn is efficient at Pθ in the sense of (3.1) if and only if, for each m,
the matrix
Bm,R(θ)− 12(diag(Bm,R(θ))R(θ) +R(θ)diag(Bm,R(θ)))(4.13)
belongs to the linear span of R˙1(θ), . . . , R˙k(θ).
The characterization is based essentially on the fact that, by Proposi-
tion 4.6, the efficient influence matrices A∗m(θ) are the only regular influence
matrices that belong to the space
span(T˙θ ∪ {S˙1(θ), . . . , S˙k(θ)}).(4.14)
Moreover, the projection of any other regular influence matrix Am(θ) on
the space (4.14) is equal to A∗m(θ). The efficiency criterion for the pseudo-
likelihood estimator in Theorem 4.1 is essentially a particular case of Propo-
sition 4.7.
4.4. Adaptivity. If the efficient information matrix I∗(θ) is equal to the
Fisher information matrix I(θ) in the parametric model with known margins,
the fact of not knowing the margins does not make a difference asymptot-
ically for the efficient estimation of θ. For semiparametric Gaussian copula
models, there is a simple criterion for the occurrence of this phenomenon,
called adaptivity.
Proposition 4.8. The semiparametric Gaussian copula model is adap-
tive at Pθ,F1,...,Fp ∈ P if and only if
diag(R(θ)S˙m(θ)) = 0, m= 1, . . . , k.(4.15)
Obviously, adaptivity always occurs at the independence copula (assum-
ing it belongs to the model) as in that case R(θ) and S(θ) equal the identity
matrix and diag S˙m(θ) = −diag R˙m(θ) = 0. See Example 5.6 for a model
which is adaptive at a copula different from the independence one. Still,
adaptivity is the exception rather than the rule: most of the time, not know-
ing the margins makes inference on the copula parameter θ more difficult.
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5. Examples and simulations. This section presents some analytical and
numerical results for the one-step and pseudo-likelihood estimators for a
number of correlation structures. For some cases, the pseudo-likelihood es-
timator is efficient (unrestricted model, exchangeable model, factor model,
Toeplitz model in p = 3), sometimes it is almost efficient (circular model),
and sometimes it is quite inefficient (Toeplitz model in p= 4). The results
of a Monte Carlo study indicate that the asymptotic approximations to the
finite-sample distributions are excellent for the one-step estimator. Adaptiv-
ity almost never occurs, except at independence and at a contrived example.
The simulation study is implemented in MATLAB 2012a and the code is
available upon request. In the simulations, the pseudo-likelihood estimator
is used as (rank-based and
√
n-consistent) pilot estimator.
Example 5.1 (Unrestricted model). In the full, unrestricted model,
there are k = p(p− 1)/2 parameters, which can be identified with the corre-
lations rij between Zi and Zj for i= 2, . . . , p and j = 1, . . . , i− 1. Efficiency
of the normal scores rank correlation estimator for the unrestricted Gaus-
sian copula model was already observed in Klaassen and Wellner (1997).
Here we obtain this result within our general algebraic analysis of (possibly)
structured Gaussian copula models.
First, one can check that for arbitrary Gaussian copula models, the pseudo-
score equations
∑n
i=1 ℓ˙θ,m(Fˆn,1(Xi1), . . . , Fˆn,p(Xip); θ) = 0 are equivalent to
tr(S˙m(θ)(R(θ)− Rˆn)) = 0, m= 1, . . . , k,(5.1)
where Rˆn is the p× p matrix
Rˆn =
1
n
n∑
i=1
Zˆn,iZˆ
′
n,i(5.2)
and Zˆn,ij = Φ
−1(Fˆn,j(Xij)) for i = 1, . . . , n and j = 1, . . . , p. It follows that
for the unrestricted model, the pseudo-likelihood estimator is given by Rˆn
itself. The normal scores rank correlation estimator is just Rˆn/σ
2
n with
σ2n = n
−1
∑n
i=1[Φ
−1(i/(n+1))]−2 = 1+O(n−1 logn), and is therefore asymp-
totically equivalent to the pseudo-likelihood estimator. But the latter was
already shown to be efficient in the paragraph following Theorem 4.1.
The fact that for the unrestricted model, the normal scores rank correla-
tion estimator, the pseudo-likelihood estimator and the one-step estimator
are all asymptotically equivalent is due to the uniqueness of the regular in-
fluence matrices for the correlation parameters. Indeed, fix i= 2, . . . , p and
j = 1, . . . , i− 1 and consider a regular influence matrix Aij ∈ Sym(p) for rij .
The derivative matrix R˙ij of R with respect to rij equals the p× p matrix
whose elements are all zero, except for the (i, j)th and (j, i)th elements,
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which equal unity. In view of (4.11), regularity implies, for every i′ = 2, . . . , p
and j′ = 1, . . . , i′ − 1,
2δi=i′,j=j′ = tr(AijR˙i′j′) = 2(Aij)i′j′ .
Hence, the regularity conditions (4.11) imply that all off-diagonal elements
of Aij are zero, but for (Aij)ij = (Aij)ji = 1. Subsequently, (4.10) implies
(Aij)ii = (Aij)jj = −rij , while the other diagonal elements are zero. Con-
sequently, in the unrestricted model, there is only one quadratic regular
influence function for each pair (i, j), which, therefore, must be equal to the
efficient influence function in (3.2).
Example 5.2 (Toeplitz model). A Toeplitz model for the correlation
matrix arises if there are k = p− 1 parameters θ1, . . . , θp−1 such that rij =
θ|i−j|, where rij is the correlation between Zi and Zj . In dimension p = 3,
for instance, the model is R12(θ1, θ2) =R23(θ1, θ2) = θ1 and R13(θ1, θ2) = θ2,
and a brute-force calculation using the computer algebra system Maxima
(version 5.29.1, http://maxima.sourceforge.net) shows that the inverse
of the efficient information matrix is equal to the asymptotic covariance
matrix of the pseudo-likelihood estimator, calculated from (C.1)–(C.2). The
explicit formula for I∗−1(θ) is given in (D.2).
In dimension p= 4, however, the pseudo-likelihood estimator is no longer
efficient. The analytic expressions for the asymptotic variance matrices of
the one-step and pseudo-likelihood estimators are too long to display, but
for specific values of θ = (θ1, θ2, θ3)
′, they can easily be computed numer-
ically. This allows us to search for values for θ in which the asymptotic
relative efficiency of the pseudo-likelihood estimator is particularly low. At
θ∗ = (0.4945460,−0.4592764,−0.8462492)′ , for instance, the asymptotic rel-
ative efficiencies of the pseudo-likelihood estimator with respect to the in-
formation bound are equal to (18.3%,19.8%,96.9%). The finite-sample per-
formance of the one-step and pseudo-likelihood estimators were compared
using 15,000 Monte Carlo samples of sizes n= 50 and n= 250. The boxplots
of the estimation errors, shown in Figure 1, confirm that for the components
θ1 and θ2, the pseudo-likelihood estimator is quite inefficient at θ = θ∗.
Example 5.3 (Exchangeable model). The exchangeable Gaussian cop-
ula model is a one-parameter model in which all off-diagonal entries of the
p × p matrix R(θ) are equal to the same value of θ between −1/(p − 1)
and 1. Efficiency of the pseudo-likelihood estimator for θ in dimension p= 4
was established in Hoff, Niu and Wellner (2014) and can, for general p, be
verified using Theorem 4.1; see Appendix D in the supplement for some al-
gebraic details. Using the computer algebra system Maxima, we calculated
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Fig. 1. Simulation results, based on 15,000 replications, for the Toeplitz model in Ex-
ample 5.2 in dimension p= 4 at θ = (0.4945,−0.4593,−0.8462)′ and sample size n = 50
(left) and n= 250 (right). Boxplots of θˆPLEn,m − θm and θˆ
OSE
n,m − θm for m= 1 (top), m= 2
(middle) and m= 3 (bottom).
the optimal asymptotic variance for regular estimators of θ in dimensions
three and four:
I∗−1(θ) =
{
1
3(θ − 1)2(2θ +1)2, if p= 3,
1
6(θ − 1)2(3θ +1)2, if p= 4.
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In contrast, if the margins are known, the optimal asymptotic variance re-
duces to
I−1(θ) =
{
I∗−1(θ)/(1 + 2θ2), if p= 3,
I∗−1(θ)/(1 + 3θ2), if p= 4,
so that adaptivity occurs at independence (θ = 0) only.
We assessed the finite-sample performance of the one-step and pseudo-
likelihood estimators by 15,000 Monte Carlo samples of sizes n = 50 and
n = 250 in dimension p = 3 for θ in a grid of values between −1/2 and
1; see Figure 2 and Figure E.1 in the supplement. Even for n = 50, the
finite-sample variance of the one-step estimator is well approximated by its
limit. For the pseudo-likelihood estimator, the convergence is slower and its
variance in finite samples is a bit larger. The biases of both estimators are
of comparable order and are generally negligible relative to the variances.
To assess the impact of the dimension, we also compare the one-step and
pseudo-likelihood estimators in dimension p = 100 for 15,000 Monte Carlo
samples of size n = 50 at θ = 0.25. Boxplots of the estimation errors are
shown in Figure E.2 in the supplement. Although the variances of both
estimators are about the same, the pseudo-likelihood estimator suffers from
a large bias, whereas the one-step estimator remains centered around the
true value.
Example 5.4 (Circular model). In Hoff, Niu and Wellner (2014), the
four-dimensional circular model
R(θ) =


1 θ θ2 θ
θ 1 θ θ2
θ2 θ 1 θ
θ θ2 θ 1

 , −1< θ < 1,
is introduced as a one-parameter Gaussian copula model where the pseudo-
likelihood estimator is not efficient. The optimal asymptotic variance if mar-
gins are unknown, the asymptotic variance of the pseudo-likelihood estima-
tor, and the inverse Fisher information if margins are known can be com-
puted explicitly:
I−1(θ) =
I∗−1(θ)
1+ 2θ2
≤ I∗−1(θ) = 1
4
(1− θ2)2
≤ I∗−1(θ)
(
1 +
2θ6
(1 + 2θ2)2
)
= σ2PLE.
Even though the pseudo-likelihood estimator is not efficient, its asymptotic
relative efficiency is close to 100%, except for θ close to 1 or −1. Adaptivity
occurs at independence (θ = 0) only.
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(a) The semiparametric lower bound I∗−1(θ) and approximations (based on 15,000 replications)
to nvarθ(θˆ
PLE
n ) and nvarθ(θˆ
OSE
n ) as a function of θ.
(b) Approximations (based on 15,000 replications) to the biases Eθ[θˆ
PLE
n ]− θ and
Eθ[θˆ
OSE
n ]− θ as a function of θ.
Fig. 2. Simulation results for the exchangeable model of Example 5.3 in dimension p= 3
for θ ∈ {−0.475,−0.45} ∪ {k/10|k =−4, . . . ,9} ∪ {0.95,0.975} and n ∈ {50,250}.
We assessed the finite-sample performance of the one-step and pseudo-
likelihood estimators by 15,000 Monte Carlo samples of sizes n= 50 and n=
250 for θ in a grid of values between −1 and 1. The results are comparable
to those for the exchangeable model: see Figures E.3–E.4 in the supplement.
Example 5.5 (Factor models). Factor models are a popular tool for
dimension reduction. In dimension p≥ 3, set
Z= θW+ (Ip − diag(θθ′))1/2ε,(5.3)
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where θ denotes a p × q matrix, q < p, and where W and ε are inde-
pendent random vectors of dimensions q and p, respectively, such that
(W′,ε′)′ ∼Nq+p(0, Ip+q). The parameter space Θ is an open subset of {θ ∈
R
p×q|(θθ′)jj < 1, j = 1, . . . , p}; in particular, Ip− diag(θθ′) is a diagonal ma-
trix with positive elements on the diagonal. As the variance matrix of Z is
a correlation matrix, (5.3) defines a Gaussian copula model with
R(θ) = θθ′+ (Ip − diag(θθ′)) = Ip + rd(θθ′)(5.4)
in terms of the diagonal-removal operator rd(A) =A−diag(A) for A ∈Rp×p.
The parameter θ is not identifiable: if O is an orthogonal q × q matrix,
then R(θO) = R(θ). Still, by Corollary D.2 in Appendix D, we may study
efficiency of the pseudo-likelihood estimator for the parameter ν in any
reparametrization ν 7→ θ(ν) satisfying Assumption D.1, which makes the
model identified, by the criterion in Theorem 4.1. After some calculations,
which are detailed in the Appendix, the criterion can be shown to be satis-
fied, confirming the efficiency of the pseudo-likelihood estimator for Gaussian
factor copula models.
Example 5.6 (Adaptivity). Proposition 4.8 gives a necessary and suffi-
cient criterion for adaptivity of a Gaussian copula model at a certain value of
θ. Adaptivity always occurs at the independence copula but, apart from this,
is the exception rather than the rule. With some trial and error, other (artifi-
cial) examples can be constructed. For instance, the one-parameter model in
dimension p= 3 given by R12(θ) =R13(θ) = θ
2+ 0.5 and R23(θ) = θ+0.25,
for θ in a neighborhood of 0, can be verified to be adaptive at θ = 0.
6. Conclusion and extensions. The present paper provides a semipara-
metrically efficient, rank-based estimator for the copula parameter in struc-
tured Gaussian copula models under mild conditions on the parametrization
θ 7→R(θ) of the correlation matrix. This gives a positive answer to the con-
jecture formulated in Hoff, Niu and Wellner (2014) that in Gaussian copula
models, semiparametrically efficient, rank-based estimators do exist. The es-
timator is based on the analysis of the tangent space structure of the model
and the explicit calculation of the efficient score function. Simulations indi-
cate that the large-sample distribution provides an accurate approximation
to the finite-sample distribution of the estimator, even in large dimensions.
Moreover, we show that inference in structured Gaussian copula models
can be studied using a convenient finite-dimensional algebraic representa-
tion of relevant scores and influence functions. This leads to straightforward
conditions to verify the regularity or the efficiency of existing estimators.
In particular, we provide a convenient necessary and sufficient condition for
the semiparametric efficiency of the pseudo-likelihood estimator. It follows,
for example, that this estimator is efficient in models that exhibit a suitable
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factor structure. However, we also provide examples where its relative effi-
ciency can be as low as 20%. Several other concrete examples complement
the analysis.
6.1. Other copulas. A natural question is how to perform rank-based,
semiparametrically efficient inference in general semiparametric copula mod-
els. The Bickel–Le Cam technique of a one-step update based on a suitable
pilot estimate should work in general, too. However, our derivation of the
efficient score function and information matrix (Proposition 2.8) and the
proof of the asymptotic normality of the estimator (Theorem 3.2) heavily
relied on the Gaussian-copula assumption, by which all relevant score and
influence functions are quadratic forms in the Gaussianized observations.
In general, one will have to pass through the Sturm–Liouville equations in
(A.11) in the supplement.
Another point of concern is what happens if the model is misspecified.
Suppose, for instance, that the true copula is elliptical with a correlation
matrix R(θ). Then the Gaussian quasi-score ℓ˙θ in (2.2) will still be centered,
and statistical inference procedures derived from it can be expected to be√
n-consistent. Semiparametric efficiency will be lost, however, since the
structure of the tangent space will have changed.
6.2. Regression models. An important application of (Gaussian) copula
models lies in joint regression analyses [Song (2000), Song, Li and Yuan
(2009), Masarotto and Varin (2012)]. Consider a generalized linear model
for each component of a vector of dependent variables Y = (Y1, . . . , Yp). The
vector of covariates, X, is common to each of the p model equations. Assume
that the joint distribution of the vector of error variables (ε1, . . . , εp) in the
p model equations has copula Cθ with unknown parameter vector θ. The
joint conditional distribution of Y given X is then parametrically specified.
Estimating the p vectors of regression parameters jointly with θ, for instance,
by maximum likelihood, is potentially more efficient than fitting each of the
p univariate models separately.
The question is what happens in the semiparametric context, when the
marginal distributions of the errors εj are left unspecified, except for a re-
striction to identify the model parameters. Does joint modeling still lead to
more efficient inference on the regression coefficients? Is it still possible to
estimate the (Gaussian) copula parameter efficiently using ranks?
We illustrate the possibilities and difficulties by means of a simple exam-
ple. Consider a bivariate “dependent” variable Y = (Y1, Y2) and a univariate
“explanatory” variable X . The precise setup is described by
Yj = βjX +αj + εj , j ∈ {1,2},
28 J. SEGERS, R. VAN DEN AKKER AND B. J. M. WERKER
where εj = F
−1
j (Φ(Zj)), for j ∈ {1,2}, with (Z1,Z2) bivariate standard nor-
mal with correlation θ ∈ (−1,1) and F1, F2 ∈ Fac with absolutely continuous
densities f1, f2, respectively. The model parameters are identified by im-
posing a location restriction on F1 and F2; for instance, their means or
their medians should be zero. We assume that X , with 0 < varX <∞, is
independent of (Z1,Z2), has an unknown density fX w.r.t. some dominat-
ing measure, and is exogenous, that is, its distribution does not depend on
(α1, α2, β1, β2, θ,F1, F2). Finally, we assume that f1 and f2 have finite Fisher
information for location, that is,
∫
[(f ′j(x))
2/fj(x)] dx <∞ for j ∈ {1,2}.
We are both interested in efficient inference about the copula parameter
θ and about the regression coefficients β1 and β2, in the presence of the
nuisance parameters α1, α2, f1, and f2. We follow the tangent space calcu-
lations as in Section 2. Conditionally on X , the joint distribution of Y has
a bivariate Gaussian copula Cθ with correlation parameter θ. The density
of (Y,X) is given by
(y1, y2, x) 7→ cθ(F1(y1 −α1 − β1x), F2(y2 −α2 − β2x))
× f1(y1 − α1 − β1x)f2(y2 − α2 − β2x)fX(x).
The scores of the Euclidean parameters are given by
ℓ˙θ(Y,X) =
d
dθ
log cθ(F1(ε1), F2(ε2)),(6.1)
ℓ˙αj (Y,X) =−ℓ˙j(F1(ε1), F2(ε2); θ)fj(ε1)−
f ′j
fj
(ε1),(6.2)
ℓ˙βj(Y,X) =Xℓ˙αj (Y,X),(6.3)
for j ∈ {1,2}. Irrespective of the specific location restriction that is used to
identify α1 and α2, the set of distribution functions Gj that are obtained as
those of αj + εj = Yj − βjXj is unrestricted. As a consequence, the tangent
space generated by the nuisance parameters α1, α2, f1 and f2 is equal to the
collection of the score functions s(Y1− β1X1, Y2− β2X2) with s in TPθ,G1,G2
as in (2.12).
We first consider efficient estimation of the copula parameter θ. As the
score function for θ and the tangent space generated by the nuisance param-
eters α1, α2, f1, and f2 are, up to isometry, identical to those in Section 2,
the efficient score for estimating θ in the presence of the nuisance parameters
α1, α2, f1, and f2 remains ℓ˙
∗
θ(F1(ε1), F2(ε2); θ). Given the independence of
X and (ε1, ε2), the function ℓ˙
∗
θ(F1(ε1), F2(ε2); θ) is automatically orthogonal
to ℓ˙βj(Y,X) =Xℓ˙αj (Y,X), for j ∈ {1,2}.
These tangent space calculations show the possibility of efficient estima-
tion of Gaussian copula parameters in joint regression analyses. A formal
proof of efficiency of the OSE would be significantly complicated by the fact
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that one now has to rely on aligned ranks. That is, the ranks to be used for
the computation of the initial estimator and the update step would be those
of the residuals based on some initial estimates αˆj and βˆj , for j ∈ {1,2}.
Techniques for this exist [Hallin, Vermandele and Werker (2006) and the
references therein] but require subtle analysis of remainder terms.
Usually, the interest lies in the estimation of the regression parameters αj
and βj for j ∈ {1,2}. In order to identify αj , an identification restriction on
the location of fj is needed. Focusing on rank-based procedures, a natural
choice is to use a median restriction, that is, to impose
∫ 0
−∞ f(x)dx= 1/2.
In univariate settings, this problem has been studied extensively and semi-
parametrically efficient inference procedures can be based on signs and ranks
[Hallin, Vermandele and Werker (2006)].
Concerning the estimation of βj , its efficient score is given by the residual
of the projection of ℓ˙βj (Y,X) on the tangent space generated by the score
functions for α1, α2, f1, f2 and β3−j . Elementary calculations (see Appendix
F in the supplement) show that this efficient score is given by
ℓ˙∗βj (Y,X) = (ℓ˙αj − cj ℓ˙α3−j )(X − EX),(6.4)
with cj = cov(ℓ˙α1 , ℓ˙α2)/var(ℓ˙α3−j ).
It is interesting to compare this efficient score to the univariate regression
case, that is, to the case where only (Yj ,X) is observed. It is known [see
Example 3 in Bickel (1982)] that in that case the efficient score is given by
− f
′
j
fj
(εj)(X −EX).(6.5)
In general, the score functions in (6.4) and (6.5) do not coincide, which sug-
gests that efficiency gains are possible from joint regression analyses. The
numerical size of the gains would have to be investigated further. One in-
teresting observation is that, at Gaussian marginals, the efficient score func-
tions in (6.4) and (6.5) do coincide as, again, follows from straightforward
calculations detailed in the supplement. This result is well-known from the
literature on Seemingly Unrelated Regressions [see Chapter 12 in Davidson
and MacKinnon (2004)], but does not extend to non-Gaussian distributions.
Indeed, obtaining more efficient estimators of regression parameters by joint
analyses using copulas was exactly the point in Song (2000) and Song, Li
and Yuan (2009).
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SUPPLEMENTARY MATERIAL
Supplement to the paper: “Semiparametric Gaussian copula models”
(DOI: 10.1214/14-AOS1244SUPP; .pdf). The supplement contains the proofs
for the results in this paper as well as some additional figures for the Monte
Carlo simulations reported in Section 5.
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