Capsule Networks have great potential to tackle problems in structural biology because of their a ention to hierarchical relationships. is paper describes the implementation and application of a Capsule Network architecture to the classi cation of RAS protein family structures on GPU-based computational resources. e proposed Capsule Network trained on 2D and 3D structural encodings can successfully classify HRAS and KRAS structures. e Capsule Network can also classify a protein-based dataset derived from a PSI-BLAST search on sequences of KRAS and HRAS mutations. Our results show an accuracy improvement compared to traditional convolutional networks, while improving interpretability through visualization of activation vectors.
INTRODUCTION
Proteins are responsible for most functions in our body. ey are made as an extended chain of amino acids and fold into a 3D structure that determines their function [6] . Determining their 3D structure is key to understanding how they work, why they cause diseases and how to design drugs to block or activate their functions [17] . While experimental sequence generation is relatively cheap, it is challenging and expensive to classify and predict protein structure from sequences using experimental methods such as X-ray crystallography or NMR spectroscopy. Computational based prediction methods have the potential to reduce the burden cost of 3D protein structure analysis.
Convolutional Neural Networks (CNNs) have been applied to structural biology. is approach enables computers to classify proteins or predict their structures by modeling the way the human brain processes inputs of information through di erent layers of representation. However, the computational cost associated with training CNNs increases when the networks are provided with a large number of data channels as required in complex protein structural problems. In addition CNNs do not take into account important spatial hierarchies between simple and complex objects which is also very important in protein structure classi cations. Finally, it is hard to explain the rationale behind CNN models decisions. us, enhancing model's predictions with interpretability mechanisms is highly valuable.
Recently, Hinton et al. [16] proposed Capsule Networks which introduce a new building block that can be used in deep learning to be er model hierarchical relationships inside of internal knowledge representation of a neural network. is new development has the potential to help overcome the limitations of traditional CNNs when applied to protein structure problems.
In this paper, we discuss the implementation and interpretability improvements of a Capsule Network applied to structural biology. e contributions of this paper are twofold: (1) e implementation and application of a Capsule Network architecture to the classi cation of RAS protein family structures on GPU-based computational resources.
e results show that the proposed Capsule Network trained on 2D and 3D structural encodings can successfully classify RAS family protein structures. e Capsule Network can also classify a protein-based dataset derived from a PSI-BLAST search on sequences of RAS mutations. (2) e implementation of mechanisms for step by step interpretability of activation vectors and post-hoc interpretability of the Capsule Network.
e ultimate goal is to demonstrate how the network ensembles pieces of knowledge to arrive at speci c decisions and why those decisions are made.
e internal activation of capsules is visualized and the information encoded in the Capsule Network is used for explanatory purposes.
is paper is organized as follows: In Section II, a review of related work on the application and interpretability of deep learning models in protein structure classi cation and prediction is presented. In Section III, the data representation and implementation details of the Capsule Network are discussed. Experimental results are presented in Section IV. Finally, conclusions and future work are discussed in Section V.
BACKGROUND AND RELATED WORK
In this section, we discuss the related work in two speci c areas: e application of deep learning in structural biology and the interpretability aspects of deep learning networks.
Deep Learning in Structural Biology
Recently, the application of deep learning techniques in protein structure analysis has gained traction. For example, Zhou [23] proposed a generative stochastic network (GSN) based method to predict local secondary structures. Spencer et al. [19] proposed a protein structure predictor that uses deep learning network architectures combined with the position-speci c scoring matrix generated by PSI-BLAST. ey used a restricted Boltzmann machine based deep network. Wang et. al. [21] proposed DeepCNF, a deep learning extension of Conditional Neural Fields (CNF). AtomNet [20] is a deep convolutional neural network that can be applied to the analysis of bioactivity of small molecules for drug discovery applications. MoleculeNet [22] expanded on AtomNet by adding many more features to each voxel, including partial charge and atomic mass. CNNs have also been used to recognize protein-ligand interactions [8, 13] .
In spite of all these advances, CNNs cannot preserve spatial relationship between components of an object because, some features will be discarded during the pooling process. CNNs compensate this de ciency by increasing the number of training data, a process known as data augmentation. Capsule Networks [16] have been proposed as a be er approach to deep learning. A capsule is a group of neurons whose activation vector represents a speci c type of entity. e length of the activation vector represents the probability that the entity exists and the orientation represents the instantiation parameters of the entity. Instead of using pooling to reduce dimensionality in CNNs, Capsule Networks implements a routing by agreement strategy in which outputs are sent to all parent capsules in the next layer. Each Capsule tries to predict the output of the parent capsules, and if this prediction conforms to the actual output of the parent capsule, the coupling coe cient between these two capsules increases. e work presented in this paper is a rst approach to the application of capsule networks to structural biology. e results are promising and it opens a unique opportunity to explore issues related to interpretability of deep learning for computational structural biology.
Interpretability of Deep Learning Models
Deep learning models do not provide information on their internal processing actions. while deep neural networks may generate more accurate predictions by learning nonlinear interactions between input variables, at the same time it makes explaining deep learning models very di cult.
e are several interpretability works particularly in computer vision. Goferman et al. [7] used saliency maps to highlight pixels of the input image that are more relevant to the output classi cation. However, pixels identi ed as salient regions are not necessarily the pixels being involved in making the predictions. In addition salient maps do not explicitly deal with hidden layers. Ribeiro et al [14] proposed Local Interpretable Model-agnostic Explanations (LIME), which explains the prediction by approximating the original model with an interpretable model around several local neighborhoods. e Gradient-weighted Class Activation Mapping (Grad-CAM) [18] approach is another explanation method for CNNs which uses gradient to obtain localization map as a visual explanation and nds important layers for each class. A summary of interpretability techniques is provided by Montaven et al. [12] . ey evaluated the performance of several recently proposed techniques of interpretation.
In the context of protein discovery, Alipanahi et al [2] used sensitivity analysis to evaluate the relevance nucleotide mutations in the neural network prediction. e result is a mutation map that shows binding variations within a sequence. Vidovic [3] proposed the Measure of Feature Importance (MFI), a metric that is intrinsically non-linear. It focuses on measuring how the interaction among features changes the prediction.
As we have pointed out previously, Capsule Networks exhibit more intrinsic interpretability properties, which is indeed a result of the routing-by-agreement algorithm.
e instantiation parameter values of the activations vectors can be used to explain why the network detects certain features. Speci cally, when all capsules of an object are in an appropriate relationship, the higher level capsule of that object should have a higher likelihood of activation. 
CAPSULE NETWORK IMPLEMENTATION

Dataset
Loss Hyperparameters 2D KRAS-HRAS categorical hinge lters = 64, kernel size = 9 primarycap dim = 32, voxelcap dim = 64 3D KRAS-HRAS categorical hinge lters = 128, kernel size = 7 primarycap dim = 32, voxelcap dim = 64 2D PSI-BLAST logcosh lters = 512, kernel size = 5 primarycap dim = 16, voxelcap dim = 32 3D PSI-BLAST logcosh lters = 64, kernel size = 5 primarycap dim = 16, voxelcap dim = 32
In this section, we discuss the proposed Capsule Network architecture along with the data representation for a protein classi cation problem.
DataSets
e datasets used in this research are KRAS-HRAS and PSI-BLAST. e RAS family of proteins are of great interest in cancer research since these proteins are considered to be undruggable due to their lack of obvious cavities on their lobular surfaces [11] . RAS family of proteins which are related to 95% of the pancreatic cancer and 45% of colorectal cancer.
e KRAS-HRAS dataset contains protein structures belonging to the KRAS and HRAS subfamilies of RAS. ere is a total of 233 structures, 77 and 156 belonging to KRAS and HRAS respectively. e PSI-BLAST dataset contains protein structures obtained from a PSI-BLAST search using RAS sequences. is set was generated to test the ability of neural network to classify between RAS structures and structures that closely resemble RAS, but do not belong to the family. ere is a total of 510 structures, 362 and 148 belonging to RAS and Non-RAS, respectively.
Data Representation
We use the approach proposed by Corcoran et al. [5] to encode 3D proteins from Protein Data Bank (PDB) les into 2D representations (voxel grid) by mapping a traversal of space-lling Hilbert curves. 3D PDB les are also easily transformed into 3D voxel cubes representations (no Hilbert curves mapping involved).
ese representations contain information of the atoms in the 3D protein structure, including the type of amino acid residue. ese representations are the input data of our 2D and 3D Capsule Network implementations with a 512 2 voxel grid (voxel size of 1Å) and a 64 3 voxel cube, (voxel size of 1Å), respectively, and 8 channels of information. e 8 channel of information correspond to the following type of residues: aliphatic, aromatic, neutral, acid, basic, glycine, α-carbon and β-carbon. Figures 1 to 3 show a cartoon representation of a RAS protein instance along with its 3D voxel representation and the corresponding 2D mapping. 
Capsule Network implementation
e proposed Capsule Network architecture is illustrated in Figure 4 . e input data is fed into a convolutional layer that detects basic features of the voxel representations. e output of this layer is passed to the primary capsule layer where a combination of the features detected is produced. In this layer the data is fed into a convolutional sub-layer and then passed to a reshape sub-layer that prepares the data for the squash operation before it is passed to the voxel capsule layer. In the voxel capsule layer, the dynamic routing operation occurs with 3 routing iterations. Finally, the data is passed to a length layer where each capsule in the voxel capsule layer is replaced with its length. is length represents the probability of a voxel capsule matching the label of a protein (i.e.
RAS or Non-RAS).
Hinton's capsule Network architecture has a dense decoder at the end of the network for regularization purposes. In contrats, we do not use a decoder in our Capsule Network implementations due to scalability issues related to the size of our problem. Instead, we tested di erent combinations of loss functions, optimizers, and hyperparameters until our model reached acceptable results. e nal selection of these functions and parameters are listed in Table 1 . e categorical hinge [15] function performs a summatory over the all the incorrect categories and compares the score of the correct and incorrect categories. If the score of the correct category is greater than the score of the incorrect one by some margin, the loss is 0. Otherwise, the loss is obtained by subtracting the score of the correct category from the incorrect one and adding it to 1. is makes the hinge function suitable for our classi cation problem since it is binomial. e lo (cos(x)) loss function is similar to the Huber loss function [9] , but it can be di erentiated twice everywhere. It is approximately equals to
for small values of x and to |x | − lo (2) for large values of x which avoid sensitivity to incorrect predictions. We use Root Mean Squared Propagation (RMSProp) as optimizer. RMSProp takes the sign of the last two gradients to increase or decrease the step size at which the decay is done by dividing the last gradient by the root mean squared of the moving average of the squared gradient for each weight. is is suitable for training, validating, and testing network models in batches as in our case where this was done batches of 1 sample. e values of the parameters for RMSProp are shown in Table 2 . Five hyperparameters can be tuned including the dimensions of the primary and voxel capsules, number of lters, kernel size, and stride. e lters apply to the convolutional layer only.
e kernel size applies to the convolutional and primary capsule layers while the primary and voxel dimensions apply to the primary capsule layer and voxel capsule layer respectively. In terms of the stride, it was set to 8 for all the datasets.
RESULTS
Dataset 1: KRAS-HRAS
For baseline performance, ve convolutional neural networks [5] classify 2D representations of KRAS or HRAS proteins with a testing accuracy between 0.67 and 0.83. Our Capsule Network implementation obtained a testing accuracy of 0.94 for that same dataset. In this case, both training and validation reached values of more than 0.95 between 4 epochs and 8 epochs. e loss reached its minimum at the ninth epoch during both training and validation. Figure 5 shows the accuracy results for the 2D case. similar results of accuracy are obtained in other cases.
In addition, 3 convolutional neural networks [5] classify 3D representations of KRAS or HRAS proteins with a testing accuracy between 0.65 and 0.77. Our Capsule Network implementation obtained a testing accuracy of 0.93 for that same dataset. e accuracy in training and validation Tables 3 and 4 summarizes the testing accuracy and running time obtained by multiple neural network schemes on the 2D and 3D KRAS-HRAS dataset with and without data augmentation. Similarly, Tables 5 and 6 summarizes the testing accuracy and running time results for the 2D and 3D PSI-BLAST dataset. It is worth to note that in all cases the Capsule Network implementation does not require data augmentation to reach high accuracy and consequently the computational time is decreased compared to the Convolutional Neural Network with data augmentation. 
Runtime Performance
Protein Structure Prediction
When predicting the classes of the samples in the two datasets, the accuracy of our model is calculated as follows:
where cp is a vector with values that indicate if the ith prediction is correct. e magnitude of cp is equal to the number of samples used during testing for each dataset. Our 2D and 3D Capsule Network implementation obtained a prediction accuracy of 0.92 in both 2D and 3D KRAS-HRAS datasets while for the 2D and 3D PSI-BLAST datasets they obtained 0.68 and 0.84 respectively. Figure 8 shows the scores per channel for an instance of the KRAS-HRAS dataset. a high score values means high probability to be predicted correctly as part of the channels of information in the protein instance. 
Interpretability
To demonstrate the interpretability bene ts of the Capsule Network implementation, we show how the activation vectors provide valuable information about the protein structure. A er training the network, a speci c PDB le is chosen and a modi ed version is created by changing information about some of its atoms (i.e. location in space, type of atom, etc.). en, both the original and the modi ed versions are put through the network and their respective activation vectors are retrieved. Once obtained, the original output vectors are compared with the modi ed version s by obtaining the distance between the individual elements and calculating the norm of the resulting vectors (one for each classi cation). is allows us to observe just how much each classi cation s respective vector changes due to the modi cation made to the input, and therefore, analyze which parts of the input the network considers important for its classi cation. Figure 9 shows cartoon representations generated in VMD of the original protein, found in PDB le 5XCO of the KRAS-HRAS dataset, and the protein a er removing the alpha helix with residue ids 152 through 166. Table 7 shows how the classi cation changes with regards to speci c changes in the protein and how the changes are re ected into the most signi cant components of the activation vectors. [10] with 250GB of storage, 128GB of RAM, 48 Intel(R) Xeon(R) CPU E5-2670 v3 @ 2.30GHz, and two NVIDIA Tesla P100 GPU accelerators.
CONCLUSION AND FUTURE WORK
In this work, we have discussed the implementation and application of a Capsule Network architecture to the classi cation of proteins. It shows the potential of Capsule Networks to tackle problems in structural biology. To the best of our knowledge, our team is the rst one to apply Capsule Networks to this eld. e results demonstrate a gain in accuracy of Capsule Networks when compared to traditional convolutional networks.
For future work, we plan to address the more complex problem of protein structure prediction using Capsule Networks. A typical computational approach to protein structure prediction is to sample the protein conformational space using a large number of 3D structures known as decoys.
e quality of these decoys is evaluated and the most optimal decoys are selected. e proper selection of decoys becomes an important factor for an accurate protein structure prediction. e selection is done through scoring functions that combine certain features to provide an indicator of decoy quality. However, current scoring functions do not consistently select the best decoys. Deep learning o ers great potential to improve decoy scoring by using sets of annotated decoys and learning the relations between the features and decoy quality. Moreover, it provides an opportunity to determine other features that may produce be ers scores.
