Abstract. In this paper, we discuss the statistical inference on the unknown parameters and reliability function of type-II extreme value (EVII ) distribution when the observed data are progressively type-II censored. By applying EM algorithm, we obtain maximum likelihood estimates (MLEs). We also suggest approximate maximum likelihood estimators (AMLEs), which have explicit expressions. We provide Bayes estimates using both the symmetric and asymmetric loss functions via squared error loss, LINEX loss, and general entropy loss functions. Bayes estimates are obtained using the idea of Lindley and Markov chain Monte Carlo techniques. Finally, Monte Carlo simulations are presented to illustrate the methods discussed in this paper. Analysis is also carried out for a real data set.
Introduction
Data arising from life-testing and reliability experiments are often censored based on cost and time considerations. Among the different censoring schemes, the progressive censoring scheme has received a specific attention in the last few years, particularly in reliability analysis. The statistical inference on the parameters of failure time distributions under progressive type-II censoring schemes has been studied by sevral authors, such as Cohen (1963) , Mann (1971) , Viveros and Balakrishnan (1994) , Balakrishnan and Aggarwala (2000) and Balakrishnan (2007) . These schemes of censoring are the most popular censoring schemes which are used in practice. A type-II progressively right censored scheme defined as follows. Suppose that n units are placed on a life test and the experimenter decides beforehand the quantity m, the number of units to be failed. Suppose a censoring scheme (R 1 , . . . , R m ) is prefixed such that following the first failure, denoted with X 1:m:n , R 1 surviving units are randomly chosen and removed from the experiment. Similarly after the second failure (X 2:m:n ), R 2 surviving items are removed at random from the n − R 1 − 2 remaining items, and so on. The procedure is continued until all R m remaining units are removed after the m-th failure (X m:m:n ); n = m + ∑ m i=1 R i . We will denote the m order observed failure times by X 1:m:n , . . . , X m:m:n .
In the recent years, the extreme value distribution has received considerable attention in engineering statistics as an appropriate model to represent phenomena with usually large maximum observations. Often, in engineering circles this distribution is called the Frechet model. It is one of the pioneers of extreme value statistics. The type-II extreme value (EVII) is one of the probability distributions used to model extreme events. The generalization of the standard EVII has been introduced by Nadarajah and Kotz (2003) and Abd-Elfattah and Omima (2009) . There are over fifty applications ranging from accelerated life testing through to earthquakes, floods, rain fall, queues in supermarkets, sea currents, wind speeds and track race records, see Kotz and Nadarajah (2000) . Recently, several articles have been published on estimating of the unknown parameters for different distribution functions. See, for example Balakrishnan et al. (2004) , Kim et al. (2011 ), Mubarak (2012 , Rastogi and Tripathi (2012) , etc. In the present article, we consider the type-II progressively censored lifetime data, when the lifetime follows type-II extreme value distribution. First, we try to earn the maximum likelihood estimates (MLEs) of the unknown parameters. It is observed that the MLEs can be obtained implicitly by solving two nonlinear equations, but they cannot be obtained in closed form. The EM algorithm is suggested to determine the MLEs which involves solving two one-dimensional optimization problems. Since the MLEs do not have explicit forms, the approximate maximum likelihood estimators (AMLEs) are proposed which have explicit expressions (see Balakrishnan and Varadan, 1991) . Furthermore, we consider the Bayes estimates under the assumptions of independent gamma priors on the scale and shape parameters. Based on these priors, the Bayes estimates can not be obtained explicitly, so we obtain the Bayes estimates using Lindley's approximation and Markov chain Monte Carlo (MCMC) techniques. In order to compare the performances of these methods we use Monte Carlo simulations and for illustrative purposes we have analyzed one real data set. This paper is organized as follows. In Section 2 we describe the model and provide the MLEs of the unknown parameters. The AMLEs are presented in Section 3. The Bayes estimates for the shape and scale parameters α and β, respectively, are derived in Section 4. Simulation results and discussions are provided in Section 5 and finally the article concludes in Section 6.
Maximum Likelihood Estimators
The form of the probability density function (pdf) and cumulative distribution function (cdf) of EVII distribution, with shape parameter α and scale parameter β are given, respectively, by
We denote a type-II extreme value distribution with the pdf (1) by EVII(α,β). Also, the reliability function of the EVII(α,β) distribution, for t > 0 becomes:
Let X 1:m:n , . . . , X m:m:n be a progressively type-II censored sample from EVII(α,β) distribution with censoring scheme (R 1 , . . . , R m ). By considering θ = β α , the likelihood function based on the progressive type-II censored sample is given by
where C = ∏ m i=1 γ i is a normalizing constant and
Then the log-likelihood function is proportion to
To obtain the MLEs of α and θ, sayα andθ, we derivative from (4) with respect to α and θ and we set these derivatives equal to zero.
MLEs can be secured by solving nonlinear equations of (5) and (6), but they cannot be obtained in closed forms. So MLEs of parameters are derived numerically. We use the EM algorithm to compute the MLEs of α and θ which involves solving two one-dimensional optimization problems rather than one two-dimensional problem. Also, we can get MLEs of β and R(t), sayβ andR(t), by using the invariance property of MLEs.
EM Algorithm
In the previous section, it was observed that MLEs of α and β can be obtained by solving two nonlinear normal equations, whose explicit solutions cannot be obtained. In this subsection, we propose to use the EM algorithm to compute the MLEs of α and β as suggested by Dempster et al. (1977) . This way is a very powerful tool for handling the incomplete data problem. In the EM algorithm method, we use the likelihood function of complete data. First, let us symbolize the observed and the censored data by X = (X 
where α (h) and θ (h) are the hth iteration values of the parameters α and θ, respectively. In the M-step of the (h + 1)th iteration, (α (h+1) , θ (h+1) ) can be obtained by maximizing (7). The conditional expectations in (7) are obtained using the result that given X i:m:n = x i:m:n , Z , i s have a left-truncated distribution F , truncated at x i:m:n . The conditional probability density of Z, given x, is as follows (see Ng et al., 2002) :
It can be seen that
where Γ(·) is gamma function. Note that the maximization of (7) can be earned easily as follows. First, α (h+1) can be obtain by solving the equation
) .
Also, MLE of θ can be obtained by solving the equation
. Therefore, we can use the following algorithm to proceed from the hth iterate to (h+1)th iterate. The resultant estimates of α, β and R(t) via EM algorithm are thereafter referred asα EM ,β EM andR EM (t) respectively in this paper.
Approximate Maximum Likelihood Estimators
We 
Upon differentiation of the logarithm of the likelihood function with respect to µ and σ, the score equations to be solved for µ and σ in this case are given by
and
The likelihood equations (11) and (12) 
,
j+R m−j+1 +···+Rm j+1+R m−j+1 +···+Rm , see Balakrishnan and Aggarwala (2000, pp. 81-83) .
We may then consider the following approximations:
where, for i = 1, 2, . . . , m,
By using (13)-(18), the approximate likelihood equations for µ and σ can be written as
Replacing (y i:m:n − µ)/σ by z i:m:n in (19) and (20), we havẽ
where
We obtain the AMLE of σ from (20) as
which is the only positive root. Also, we can get AMLEs of α, β and reliability function of R(t), sayα,β andR(t) respectively, by using the invariance property of MLEs.
Bayes Estimation
In this section we are concerned on the Bayes estimates of the parameters α and β and the reliability function of the EVII distribution. For computing the Bayes estimates, we use different symmetric and asymmetric loss functions. The loss function plays a critical role in Bayesian perspective. Most authors use the simple symmetric loss function and obtain the posterior mean as the Bayes estimate. However, in practice, the real loss function is often not symmetric. For example, the consequences of overestimates, in loss of human life and reliability estimation are much more serious than the consequences of underestimates. Thus, an asymmetric loss function might be more appropriate. A very well known symmetric loss function is the squared error which is given by
Here f (µ) denotes some parametric function of µ. Bayes estimate, sayf SB (µ) is evaluated by the posterior mean of f (µ). The most popular asymmetric loss function, called the LINEX (Linear-Exponential) loss function has been suggested by Varian (1975) , and is the simple generalization of squared error loss function. It is defined as follows
Using the loss function L 2 , the Bayes estimator
E µ (·) exists and is finite. The general entropy loss function, which is a generalization of the entropy loss function, is another useful asymmetric loss function and is given by
The Bayes estimate of f (µ) under general entropy loss function is obtained asf
provided E µ (·) exists and is finite. It is assumed that α and β have the following independent gamma priors:
So, the bivariate prior density function of α and β is of the form
Then by applying (3), the joint posterior density function of α and β given x is as
Therefore, under the loss function L 1 , the Bayes estimate of any function of α and β, say g = g(α, β) is aŝ
Similarly, for the loss function L 2 , we havê
and under the loss function L 3 , the Bayes estimate of g(α, β) is obtained aŝ
As these estimators can not be evaluated explicitly, so we adopt Lindley's approximation and MCMC methods to approximate them.
Lindley's Approximation Method
It is easily observed that the Bayes estimators have not explicit closed forms. Therefore, in such a situation, we resort to the use of a numeric integration technique such as Lindley's approximation. An approximate procedure has been developed for the evaluation of the ratio of two integrals by Lindley (1980) . This approach has been used by several authors to obtain the approximate Bayes estimates (for details, see Lindley, 1980) . Suppose
where π(α, β) is the joint prior density function and h(α, β) is any function of α and β. Consider (λ 1 , λ 2 ) = (α, β), then utilizing the Lindley's method I(x) can be approximated aŝ
and for i, j = 1, 2,
and for i ̸ = j,
, where l(λ 1 , λ 2 |x) is the log-likelihood function of the observed data. Expression (29) is to be evaluated at the maximum likelihood estimates of λ 1 and λ 2 . So, we get
, using prior density (23), we obtain
With the above defined expressions, we now get the approximate Bayesian estimates. The Bayes estimates of α and β under the squared error loss function L 1 can be obtained respectively, aŝ 
Also, under the loss function L 2 , the Bayes estimate of α is given bŷ 
and for β we havê 
Finally, for the loss function
q , where
+ l * 12 (τ 11 τ 22 + 2τ
By considering h(α, β) = 1 − e −s and
where s = Now, against the loss function L 1 , we can obtain the Bayes estimate of reliability function,R SB (t), from (29). Similarly, the Bayes estimates of reliability function under LINEX and general entropy loss functions, saŷ R LB (t) andR EB (t) respectively can be computed.
An MCMC Process
Here we study the MCMC process through the application of the MetropolisHastings (M-H) algorithm (Hastings, 1970, and Metropolis et al., 1953) to draw samples of α and β, via Gibbs scheme Geman and Geman (1984) . Consider (λ 1 , λ 2 ) = (α, β). Hence, the marginal posterior density function of λ j , j = 1, 2, is given as
Given λ 2 , the conditional posterior for λ 1 could be written as
and similarly for given λ 1 Given j = 1, 2, the emprical distribution of λ j can then be described by the realizations of λ j from the constructed Markov chain after some burnin period, N b . Therefore the Bayes estimates of λ j and reliability function under the loss function L 1 can be obtained aŝ
respectively. Similarly, the Bayes estimates under LINEX and general entropy loss functions can be computed.
Simulations and Data Analysis
It is very difficult to compare the theoretical performances of the different estimates proposed in the previous sections. Therefore, we perform a simulation study to compare the performances of the different methods. In the simulation study performance of all estimates have been compared numerically in terms of their bias values. We also compare the non-Bayesian and Bayes estimates in terms of mean squred error (MSE) and risk values, respectively. The simulation is performed for different choices of n, m, censoring schemes and priors (non-informative and informative). The MLEs of parameters are obtained by solving the nonlinear equations (5) and (6) using the root-solve package, in which the AMLEs are applied as starting values for the iterations. Moreover for the EM algorithm we also employ the AMLEs in role of starting values. We stop iterations in the EM algorithm when absolute difference of estimates in (h + 1)th and hth iterate less than 1 × 10 −4 . Non-informative prior (prior 1) can be obtained with
Also informative prior is denoted with prior 2. We used the prior 2 by considering c 1 = 3, d 1 = 2 and c 2 = d 2 = 3. For prior 2 we have chosen the hyper-parameters in such a way that the prior mean became the expected value of the corresponding parameter. To implement the MCMC process a uniform distribution with center location as the current state value of the parameter is used as the transition probability, q j (λ
, from the current state value λ (i) j of the parameter λ j to the next state value λ ( * ) j of the parameter λ j where j = 1, 2. Then following the iterative process runs up to 50,000 iterations with 30,000 as the burn-in period in the MCMC process. All calculations are performed on R package. Since β is a scale parameter, we have taken in all cases β = 1 without loss of generality. For that purpose we report the result only for α = 1.5. We replicated the process 5,000 times and report the average biases, MSEs and risks for different censoring schemes. Note that, compact notations have been used to represent different censoring schemes in tables. For example, censoring scheme (0, 0, 0, 0, 0, 1, 1, 1, 1, 1, 0, 0, 0, 0, 0) is denoted as (0 * 5 , 1 * 5 , 0 * 5 ). 7. When n and m are fixed, choosing the best censoring scheme depends on the parameter of interest. If the shape parameter α is important for us, the censoring scheme (n−m, 0, . . . , 0) posses the smallest bias, MSE and risk values. Also, for estimates of scale parameter β and reliability function R(t), the censoring scheme (0, . . . , 0, n − m) is better compare with the other censoring schemes.
8. The best estimates of α, β and reliability function R(t) have been reported in Table 6 . Although this table represent the best estimates but there are some other methods of estimation which gives close results in some parts of the table. For example, the performance of the estimatê β EM is also good asβ in terms of MSEs. Lindley's approximation (MCMC) prior 1 biasαEB (αEB)βEB (βEB)RSB(t) (-)RLB(t) (RLB(t)) riskαEB (αEB)βEB (βEB)RLB(t) (RLB(t))RLB(t) (RLB(t)) prior 2 biasαLB (αEB)βEB (βEB)RSB(t) (-)RLB(t) (-) riskαEB (αEB)βEB (βEB)RLB(t) (RLB(t))RLB(t) (RLB(t)) Example 1. (Real Data).To illustrate the methods of inference proposed in this paper, we perform the following data analysis. We consider the real data set as given by Nelson (1982) concerning the data on time to breakdown of an insulating fluid between electrodes at a voltage of 34 KV (minutes). The 19 time to breakdown are: 0.19, 0.78, 0.96, 1.31, 2.78, 3.16, 4.15, 4.67, 4.85, 6.50, 7.35, 8.01, 8.27, 12.06, 31.75, 32.52, 33.91, 36.71, 72.89 .
Before progressing further, we have first fitted the EVII distribution to the complete data set, and it is observed thatα = 0.6434 andβ = 2.7729. The Kolmogorov-Smirnov distance is 0.158 and the corresponding p-value is 0.6732. Since the p-value is high, we cannot reject the null hypothesis that the data are coming from the EVII distribution. From these data, a progressively type-II censored sample of size m = 8 from n = 19 observations recorded at 34 kilovolts has been produced by Viveros and Balakrishnan (1994) . These progressively censored data with censoring scheme (0, 0, 3, 0, 3, 0, 0, 5) are as 0. 19, 0.78, 0.96, 1.31, 2.78, 4.85, 6.50, 7.35 .
The non-Bayesian and Bayes estimates of α, β and R(t) are given in Tables 7 and 8 , respectively. Since we do not have any prior information, we take c 1 = d 1 = c 2 = d 2 = 0 for Bayes estimates.
Conclusion
In this article, we considered the statistical inference of the EVII distribution under progressive type-II censoring. Utilizing different methods of estimation, such as MLE, AMLE and EM algorithm, we obtained non-Bayesian estimates of the unknown parameters. Also we found that, the Bayes estimates cannot be obtained in explicit forms. We used Lindley's approximations and MCMC methods to compute the Bayes estimates under the squared error, LINEX and general entropy loss functions. Furthermore, we compared the performance of the proposed methods by Monte Carlo simulations. 
