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ABSTRACT
We give another proof for
∞
∑
n=1
1
n2
=
pi2
6
that basically follows from the theory of difference equations.
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INTRODUCTION
Euler got world-famous, when he proved in 1740
∞
∑
n=1
1
n2
=
pi2
6
and solved the so-called Basel-Problem. In his career he gave at least six diffe-
rent proofs [E41], [E61], [E63], [E189], [E464], [E592] for this series, all derived
from completely different sources. In this paper we want to add another one,
that could have also given by Euler himself. This will also give us the oppur-
tunity to give an example of the operator calculus, which in its foundations
traces back to Heaviside [H] and is based on the formal inversion of a diffe-
rential operator. We will begin with a proof of Bourlet’s Theorem [B], which
is important in the theory of differential equations of infinite order and that
we will use, to solve the basic difference equation
f (x+ 1)− f (x) = g(x)
An application of the results will lead to another proof of the desired sum.
DERIVATION OF BOURLET’S THEOREM FOR THE PRODUCT
OF DIFFERENTIAL EQUATIONS
LEMMA 1 LEIBNIZ-RULE
Let u(x) and v(x) be functions ∈ C∞(R,R), then
dn
dxn
uv =
n
∑
k=0
(
n
k
)
u(n)v(n−k)
This rule is well-known, that we can omit its proof here.
LEMMA 2
Let F(x, z) = ∑∞n=0 Fn(x)z
n, then formally
F
(k)
z (x, z)
k!
=
∞
∑
n=0
(
n+ k
k
)
Fn+k(x)z
n
2
where F
(k)
z (x, z) =
∂k
∂zk
F(x, z)
Proof : We have
Fkz (x, z) =
∞
∑
n=k
n(n− 1) · · · (n− k+ 1)Fn(x)z
n−k
=
∞
∑
n=0
(n+ k)(n+ k− 1) · · · (n+ 1)Fn+k(x)z
n
therefore
F
(k)
z (x, z)
k!
=
∞
∑
n=0
n+ k
1
·
n+ k− 1
2
· · ·
n+ 1
k
Fn+k(x)z
n
=
∞
∑
n=0
(
n+ k
k
)
Fn+k(x)z
n
which proves the resulz. Q.E.D.
LEMMA 3
Let F(x, z) = ∑∞n=0 Fn(x)z
n, and u, v ∈ C∞(R,R) and let z = ddx , that F(x, z)
denotes a differential operator of infinite order, then formally
F(x, z)uv =
∞
∑
n=0
v(n)F
(n)
z
n!
u
Proof : Just use the Leibniz−rule for every term, then one finds
F0(x)z
0 uv = F0(x)
[(
0
0
)
u(0)v(0)
]
F1(x)z
1 uv = F1(x)
[(
1
0
)
u(1)v(0) +
(
0
1
)
u(0)v(1)
]
F2(x)z
2 uv = F2(x)
[(
2
0
)
u(2)v(0) +
(
2
1
)
u(1)v(1) +
(
2
1
)
u(1)v(1)
]
F3(x)z
2 uv = F3(x)
[(
3
0
)
u(3)v(0) +
(
3
1
)
u(2)v(1) +
(
3
1
)
u(1)v(2) +
(
3
3
)
u(3)v(0)
]
etc.
3
Now just sum the columns
F(x, z) uv =
∞
∑
k=0
v(k)
∞
∑
n=0
Fn+k(x)
(
n+ k
k
)
u(n)
=
∞
∑
n=0
∞
∑
k=0
Fn+k(x)
(
n+ k
k
)
v(k]u(n)
=
∞
∑
n=0
∞
∑
k=0
Fn+k(x)
(
n+ k
k
)
v(k]zn u
=
∞
∑
n=0
v(n)F
(n)
z (x, z)
n!
u
where Lemma 2 was used in the last step. Q.E.D.
BOURLET’S THEOREM FOR THE PRODUCTS OF OPERATORS
Let X(x, z) = ∑∞n=0 Xn(x)z
n and F(x, z) = ∑∞n=0 Fn(x)z
n, then we have formal-
ly
X(x, z)F(x, z) =
∞
∑
n=0
1
n!
∂nX
∂zn
∂nF
∂xn
Proof : Consider the test function u ∈ C∞(R,R). By Lemma 3 we have
X(x, z)F(x, z) u =
∞
∑
j=0
∞
∑
n=0
1
n!
∂nFj
∂xn
∂nX
∂zn
u(j)
=
∞
∑
j=0
∞
∑
n=0
1
n!
∂nFj
∂xn
∂nX
∂zn
zj u
=
∞
∑
n=0
1
n!
∂nX
∂zn
∞
∑
j=0
∂nFj
∂xn
zj u
=
∞
∑
n=0
∂nX
∂zn
∂nF
∂xn
u
which proves the theorem. Q.E.D.
Bourlet’s Theorem is crucial for the study of differential equations of infi-
nie order and seems to be not very well-known despite its importance. Hence
4
it was appropriate, to mention and derive it here. We will just need the follo-
wing corollary.
COROLLARY
If F is independend of x, then the iverse operator is easily found, because we
just have to solve the equation
X(x, z)F(x, z) =
∞
∑
n=0
1
n!
∂nX
∂zn
∂nF
∂xn
= 1
and because F is independend of x wie zu have
X(z)F(z) = 1 and
X(z) =
1
F(z)
Now we can use this result to solve the basic difference equation.
SOLUTION OF THE DIFFERENCE EQUATION
f (x + 1)− f (x) = g(x)
At first we note, that we have by Taylor’s Theorem
f (x+ a) =
∞
∑
n=0
f (n)(x)
n!
an
and hence for a = 1
f (x+ 1) =
∞
∑
n=0
f (n)(x)
n!
So if we substitute this into the propounded difference equation we obtain
∞
∑
n=1
f (n)(x)
n!
= g(x)
∞
∑
n=1
zn
n!
f (x) = g(x)
(ez − 1) = g(x)
5
We will need the following partial fraction decomposition of 1ez−1
1
ez − 1
= −
1
2
+
1
z
+
∞
∑
n=1
1
z− 2npii
+
1
z+ 2npii
which is easily proved by calculating the residues and an application of Liou-
ville’s Theorem.
Now we just proceed in the usual way, to solve a differential equation, and
solve the homogenous equation at first, namely
f (x+ 1) = f (x)
which is easily seen to be solved in general by
fhom(x) =
∞
∑
n=−∞
cne
2pinix
a Fourier series, of course. To find one particular solution, we just apply the
operator
1
ez − 1
= −
1
2
+
1
z
+
∞
∑
n=1
1
z− 2npii
+
1
z+ 2npii
to g(x), note, that 1z is to be interpreted as
∫ x
a
, meaning the integral. Therefore
we find
fpart(x) =
(
−
1
2
+
1
z
+
∞
∑
n=1
1
z− 2npii
+
1
z+ 2npii
)
g(x)
= −
1
2
g(x) +
∫ x
g(t)dt+
∞
∑
n=1
∞
∑
k=0
(2npii)k
∫ k+1
g(x)dx + (−2npii)k
∫ k+1
g(x)dx
= −
1
2
g(x) +
∫ x
g(t)dt+
∞
∑
n=1
∞
∑
k=0
(2npii)k
∫ x (x− t)kg(t)dt
k!
+ (−2npii)k
∫ x (x− t)kg(t)dt
k!
= −
1
2
g(x) +
∫ x
g(t)dt+
∞
∑
n=1
∫ x
e2npii(x−t)g(t)dt +
∫ x
e−2npii(x−t)g(t)dt
where we used the well-known formula to reduce the iterated integral to a
single one, namely
6
∫ k+1
f (x)dx =
∫ x (x− t)k f (t)
k!
dt
Note, that for g(x) = 0 we would obtain the Fourier series again. Our general
solution, if Π(x+ 1) = Π(x) is a periodic function
f (x) = Π(x)−
1
2
g(x)
∫ x
g(t)dt+ 2
∞
∑
n=1
∫ x
cos(2npi(x− t))g(t)dt
where we omitted the lower boundaries in the integrals for the sake of brevity.
PROOF OF THE SERIES ∑
∞
n=1
1
n2
= pi
2
6
Now we can just apply our results to prove the propounded series
Consider the sum
x
∑
k=1
(k− 1)2 = f (x)
then one by elementary methods one finds fir integral x
f (x) =
x3
3
−
x2
2
−
x
6
Now we can rewrite this as difference equation
f (x+ 1)− f (x) = x2
and we already now, that the value found above is a particular solution, com-
paring it to our general solution we obtain
x3
3
−
x2
2
+
x
6
= Π(x)−
1
2
x2 +
∫ x
x2dt+ 2
∞
∑
n=1
∫ x
cos(2npi(x− t))t2dt
= Π(x)−
1
2
x2 +
x3
3
+
x
pi2
∞
∑
n=1
1
n2
where all constants of integration can be absorbed in the periodic function.
Now for x = 0 we conclude
7
0 = Π(0) = Π(n) for all n ∈ N
So let n be a natural number, then
n3
3
−
n2
2
+
n
6
= Π(n) +
n3
3
−
n
2
−
n
pi2
∞
∑
k=1
1
k2
and by comparing he coefficients
1
6
=
1
pi2
∞
∑
k=1
1
k2
and hence
∞
∑
k=1
1
k2
=
pi2
6
which is the desired series.
CONCLUDING REMARKS
In similar manner we can conclude
∞
∑
n=1
pi4
90
from g(t) = t4
∞
∑
n=1
pi6
945
from g(t) = t6
∞
∑
n=1
pi8
9450
from g(t) = t8
etc.
This proof could indeed have been given by Euler, who was again the first
to consider differential equations of infinie orde in [E189], but he considered
other things in this paper and made a slight mistake in the solution of the cor-
responding differential equation. We could proceed further and prove other
sums of this kind, we would just have to find the corresponding difference
equation and solve it by the operator method. But we will undertake this task
on another occasion.
8
LITERATUR
[B] C. Bourlet Sur les operations en general et les equations differentilles lineaires
d’ordre infini, Annales de l’Ecole Normale Superieure, 3rd ser., vol. 14
(1897), pp.130-190
[E41] L. Euler De summis serierum reciprocarum, Opera Omnia: Series 1, Volu-
me 14, pp. 73 - 86
[E61] L. Euler De summis serierum reciprocarum ex potestatibus numerorum natu-
ralium ortarum dissertatio altera, in qua eaedem summationes ex fonte maxime
diverso derivantur , Opera Omnia: Series 1, Volume 14, pp. 138 - 155
[E63] L. Euler Demonstration de la somme de cette suite 1+ 14 +
1
9 +
1
16+ etc. ,
Opera Omnia: Series 1, Volume 14, pp. 177 - 186
[E189] L. Euler De serierum determinatione seu nova methodus inveniendi termi-
nos generales serierum , Opera Omnia: Series 1, Volume 14, pp. 463 - 515
[E464] L. Euler Nova methodus quantitates integrales determinandi , Opera Om-
nia: Series 1, Volume 15, pp. 621 - 660
[E592] L. Euler De resolutione fractionum transcendentium in infinitas fractiones
simplices , Opera Omnia: Series 1, Volume 17, pp. 421 - 457
[H] O. Heaviside Electromagnetic Theory, Volume 1-3, Forgotten Books, 2010
9
