Abstract. In this paper we describe a method for continuing periodic solution bifurcations in periodic delay-differential equations. First, the notion of characteristic matrices of periodic orbits is introduced and equivalence with the monodromy operator is demonstrated. An alternative formulation of the characteristic matrix is given, which can be computed efficiently. Defining systems of bifurcations are constructed in a standard way including the characteristic matrix and its derivatives. For following bifurcation curves in two parameters, the pseudo-arclength method is used combined with Newton iteration. Two test examples (an interrupted machining model and a traffic model with driver reaction time) conclude the paper. The algorithm has been implemented in the software tool, PDDE-cont.
1. Introduction. Continuation methods have wide-spread use in scientific applications described by ordinary differential equations (see e.g. [6, 9, 21] ). These methods are used to investigate invariant structures, such as fixed points and periodic orbits of dynamical systems over a range of parameter values. Usually only special or trivial solutions are available analytically and direct simulations only converge to stable (or unstable, if time reversed) solutions. Numerical continuation methods provide an ideal tool to find bifurcations of these solutions even after they become of saddle type. Similarly, bifurcations can also be continued by allowing additional parameters to vary.
However when delay differential equations (DDEs) [7, 17, 18] are considered, the resulting infinite dimensional system presents far greater numerical challenges. Available continuation methods for bifurcations in DDEs are essentially limited to fixed points. The software DDE-biftool, developed by Engelborghs et al. [13] , is capable of continuing bifurcations of fixed points. It can also continue periodic orbits, but not their bifurcations. To compute fixed point bifurcations, Engelborghs et al. [13] used the characteristic matrix [17] , which can be computed analytically when the partial derivatives of the vector field are known. They exploit the fact that this matrix is singular at bifurcation points. In this paper we use a similar approach, but for periodic orbits.
The paper is organized as follows. In Section 2, we introduce the characteristic matrix for periodic orbits. We derive its equivalence with the monodromy operator and show how its computational cost can be reduced to that of the solution of one system of linear equations. In Section 3, continuation of periodic orbits is discussed using the pseudo-arclength method. Continuation of bifurcations is discussed in Section 4. In Section 5, we give implementation details of the algorithm. In Section 6, two examples, an interrupted machining model and a traffic model, are analyzed.
Characteristic matrices.
It is well known [7, 18] that linear autonomous delay equations admit the construction of a characteristic matrix. Thus, the task of finding the spectra of the infinite dimensional problem is reduced to finding the roots of a nonlinear function, which is just the determinant of the characteristic matrix. Jordan chains [7] of the characteristic matrix at a spectral point can be used to obtain (generalized) eigenvectors of the infinitesimal generator.
For periodic DDEs, there is no such general characteristic matrix, except for special cases. For example, where the delay is an integer multiple of the period length and the partial derivatives of the vector field with respect to the delayed arguments are invertible, Verduyn Lunel [22] constructed a characteristic matrix. This case can also be found in [18] , where an equivalence with the monodromy operator is derived (as in the autonomous case) based on the theory presented in [20] .
Unfortunately many important practical problems, such as our first test example of interrupted machining (see Sect. 6.1), have noninvertible partial derivatives, so the case in [22] is not applicable. This difficulty can be overcome using Floquet theory [17] and a characteristic matrix can be constructed for integer delays [25] . Although this latter problem does not give equivalence with the monodromy operator, it serves as a starting point of our more general case.
In what follows, we generalize the results of Kaashoek and Verduyn Lunel [20] to periodic delay equations. Let x be a continuous function x : I ⊂ R → R n and let h > 0 be a real number. Define
and consider the following delay-differential equation
where
in the second variable, and the prime denotes time-derivative. Further, assume that f is periodic in the first variable, so f (t, .) = f (t + ω, .) with ω ≥ h. Consider a ω-periodic solution v(t) of (2.1). Since f is smooth, we can linearize (2.1) at v in the form
where η v is a matrix-valued function that is of bounded variation in θ, and it is associated with the periodic solution v. We can represent η uniquely if we take the space N BV , which consists of functions of bounded variations normalized such that η(θ) = 0 for θ ∈ (−∞, 0], right continuous on (0, h) and constant on [h, ∞). According to the basic theory of delay equations, (2.2) has a unique (forward) solution if we specify an initial function with x s = φ, s ∈ R fixed. The linearized equation can be written equivalently
where the first term includes merely the unknown function, and the second term includes the initial function. Since the initial function is in the equation now, we can solve it uniquely by specifying an initial value x(s) = φ(0) only.
In what follows, we will consider a bigger space
is a closed subspace in X. This choice of X guarantees that there is a one-to-one relationship between solutions of (2.2) and the solutions given by our extended monodromy operator (defined below) by maintaining the compatibility with the duality framework for delay equations developed by Clement et al. [2, 3] (see also Diekmann et al. [7] ). Let us define the operator
and A(v, s) has an n dimensional kernel since, as we mentioned, we can solve A(v, s)ϕ = 0 by specifying ϕ(−ω) = c, for any c ∈ R n . To obtain the monodromy operator, we solve the equation A(v, s)ψ = B(v, s)ϕ (which is just a reformulation of (2.3)) with the boundary condition ψ(−ω) = ϕ(0). Thus the monodromy operator becomes
The boundary condition can be eliminated by introducing the (even) bigger spacê X = R n × X, which includes the initial function φ and its initial value φ(0), as well. For ease of notation we use the following boundary value operators
These definitions make sense, since we consider only functions in the domain of A(v, s). LetÂ
With this definition, it is easy to check thatÂ(v, s) is one-to-one and onto.B(v, s) is defined similarlyB
The extended monodromy operator becomesÛ (s+ω,
gives (2.6). It can easily be proved that the eigenvalues ofÛ (s + ω, s) and U (s + ω, s) are the same (see [20, Proposition 1.1.] ). Therefore we can equivalently analyze the spectrum
−1 is a bounded linear operator}.
In case of delay equations,Û (s + ω, s) is compact: thus, its spectrum consists of eigenvalues which have a cluster point at 0. Since we are not interested in 0, we can define µ = 1/λ and analyze the equivalent problem
or, for the sake of simplicity,Â(v, s) − µB(v, s). In this latter case,
From now on, we suppress the initial time s, the periodic solution v or both in the notation of
2.1. Equivalence. Kaashoek and Verduyn Lunel [20] derived the equivalence of unbounded linear operators including infinitesimal generators of evolutionary systems and a characteristic matrix ∆(z), with some spectral parameter z under quite general assumptions. Here, we show how general periodic DDEs can fit into their framework, and extend the characteristic matrix constructions for equations with integer delays in [18, Section 8.3] .
In accordance with the previous Section, we infer that operator A has the following properties 1. N := ker(A) is finite dimensional, dim(N ) = n and N = {0} 2. the operator A has a restriction A 0 :
In what follows, we will use the graph norm x Â = x + Â x on D(Â). Using this norm,Â becomes bounded and X A := D(Â) becomes a closed space (see Hille and Phillips [19] ).
Theorem 2.1. If the above conditions hold, we have the equivalence
where E : Ω → L(X,X A ) and F : Ω → L(X A ,X) are holomorphic bijective operator valued functions and
Proof. Is similar to the one in [20, Theorem 3.1.], therefore it is omitted. Remark. The proof is based on the observation that for all µ ∈ Ω, (µB −A) has an n dimensional kernel and that the projection onto ker(µB −A) is Q(µ). Since ker Q(µ) is independent of µ, Q(µ 1 ) = Q(µ 1 )Q(µ 2 ) and therefore Q(µ) is an isomorphism from R n to ker(µB − A). Applying (M Q(µ), Q(µ)) T to µB −Â, we find that the first equation is the characteristic matrix and the second equation is identically zero.
We need a characteristic matrices around geometrically simple inverse characteristic multipliers, so we make the following Conjecture 2.2. (A 0 − µB) has a bounded inverse in the following cases:
is not a characteristic multiplier; (ii) µ −1 is a geometrically simple characteristic multiplier of a "generic" periodic orbit.
In continuation the inverse of A 0 − µB is numerically computed using LU decomposition, so that the above Conjecture can be checked by monitoring the smallest diagonal element of the U factor. In our examples in Section 6 this minimal diagonal element always stayed away from zero.
Explanation. First we expand (A − µB)ϕ = ψ, Lϕ = c intȯ
by using (2.4) and (2.5), which contains our problem, when Lϕ = 0. After integration by parts and changing integration limits, we get thaṫ
Denote φ =φ, then the equation becomes
9) where
For the sake of simplicity define
which is a Fredholm operator. Hence ker(I −S) has the same dimension as ker(I −S) * , which implies that (I − S) is onto if and only if it is one-to-one. From equation (2.9) it is clear that (A − µB) has at least an n dimensional kernel. It is also clear that if the kernel has exactly n dimensions then there is a unique φ satisfying (2.9) for c = 0, which implies that
Hence it is enough to prove that dim ker(A − µB) = n under our assumptions.
When µ is not a spectrum point of (Â − µB) we prove that (A 0 − µB) is one-toone by contradiction. Assume that dim ker(A − µB) = m, m > n. This implies the existence of an isomorphism p : R m → ker(A − µB). In this case (L − µM )p has an at least m − n dimensional kernel, which contradicts our assumption that (Â − µB) is one-to-one and proves that dim ker(A − µB) = n.
At a geometrically simple inverse characteristic multiplier µ, by definition, (Â − µB) has a one dimensional kernel spanned by (M ϕ 0 , ϕ 0 ). In this case we either have dim ker(A − µB) = n or n + 1 by a similar argument as above. We have to prove that the latter case does not occur generically. If dim ker(A− µB) = n+ 1 we then have the isomorphism p :
However this is not generic, because for any operator, say F : X → R n , dim ker F p 1. In order to fix this we need dim ker(A − µB) = n and this must hold for almost every periodic orbit with a geometrically simple singularity of a parameter dependent system within a parameter interval. If it is true, the same reasoning applies as above, and we infer that (A 0 − µB) is one-to-one and onto.
In numerical applications, computing (2.8) is not efficient. Instead, we use the isomorphism R(µ) : R n → ker(µB − A),
in light of Conjecture 2.2. In this case, the equivalent characteristic matrix becomes
3. Continuation of periodic orbits. Define the following nonlinear operator
We can extend this operator in the same way as in the previous section:
Now we have the nonlinear equation for the periodic solutions of (2.1) in the form
Let (c 0 , ϕ 0 ) = u 0 be a solution of (3.1) at λ 0 . Then the Frechet derivative of (3.1) iŝ A(ϕ 0 ) −B(ϕ 0 ). By the equivalence (2.7) we infer thatÂ(ϕ 0 ) −B(ϕ 0 ) is one-to-one and onto at a regular solution, when there is no +1 multiplier of the monodromy operator (det ∆(1) = 0). In this case, the solution u 0 can be continued according to the Implicit Function Theorem.
3.1. Pseudo-arclength continuation. In our computations, we use the pseudoarclength method to continue branches beyond limit points [10] . Here, we will use the following bilinear form
where the * denotes the (conjugate) transpose. Let us denote a branch of solutions by (u, λ) : I ⊂ R →X × R parametrized with the arclength γ with respect to the norm (u, λ) = u, u + |λ|. Consider a solution (u 0 , λ 0 ) = (u(0), λ(0)), which we want to continue in λ. Since u 0 is a regular solution, we can obtain the tangentsu 0 , λ 0 from the equation
Further, we normalize the tangents such that (u 0 ,λ 0 ) = 1. With these tangents we predict the next solution point on the branch of solutions u
where dγ is the step-size. Newton iteration of the correction step proceeds by solving
and updating u
1 + ∆λ. According to bordering theorems (see e.g. [10] ), the coefficient operator in (3.2) is also one-to-one and onto, sinceÂ(u 0 ) −B(u 0 ) is one-to-one and onto andλ 0 = 0 at a regular solution. The same is true in the case of a quadratic fold when
Continuation of bifurcations.
In this section we reformulate classical continuation theorems of codimension-one bifurcations for periodic DDEs. Since we have the equivalence with the finite-dimensional characteristic matrix, these classical theorems can be applied almost directly. In order to compute the Jacobians, we will need derivatives of the characteristic matrix with respect to u, λ and the spectral parameter µ. For the sake of simplicity (and computational efficiency) we use∆(µ). In general, the derivative of the inverse of an operator valued function A is
Using this relation
Note, that in the above formulae, it is always the same operator that is inverted.
Fold bifurcation.
In case of a fold bifurcation there is a +1 eigenvalue of the monodromy operator, which is equivalent to det ∆(1) = 0. This implies that we have unit vectors p and q, (p * p = 1, q * q = 1) such that p * ∆(1) = 0 and ∆(1)q = 0. The kernel ofÂ−B and (Â−B)
* is spanned by ϕ = E(1)(q, 0) T and ψ = F * (1)(p, 0) T , respectively. The defining system is (see e.g. Beyn et al. [1] )
The Jacobian with respect to (u, q, λ) is 
4.3. Neimark-Sacker bifurcation. The defining system iŝ
∆(e iα )q = 0, q * 0 q − 1 = 0 and its Jacobian with respect to (u, q, α, λ) becomes
Here we use complex values in the last two rows of the Jacobian, which can be expanded to reals, and then use the same argument to prove the regularity as in [10, Section 2.3.].
4.4.
Remark on the autonomous case. The presented method can easily be extended for autonomous equations by adding a phase condition to the defining systems and the period to the list of unknown variables [12] . In the case of a fold bifurcation in autonomous systems, the characteristic multiplier +1 has algebraic multiplicity two, therefore, it is not sufficient to use ∆(1)q, but by the equivalence of Jordan chains [20] ,∆ (1)q 1 = 0,
The size of this system of equations can be reduced by computing q 1 and D µ ∆(1)q 1 . The eigenfunction φ 1 of the trivial multiplier 1 is always the derivative of the solution, which equals the right hand side of the equation φ 1 (θ) = f (ı θ (u 0 ), λ) . Further, from the analysis above, we infer that
On the other hand, D µ ∆(1)q 1 can be computed according to (4.2) as
.
In general, Eqn. (4.6) defines a one dimensional kernel space at a regular solution, which corresponds to q 1 . However, if there is a algebraically double +1 multiplier our system (4.6) has a two dimensional kernel space. To eliminate the trivial kernel we use bordering, which reduces (4.6) to
whereq 2 is a new variable, which contains q 2 from its second element. We remark that in [8] , test functionals for folds in ODEs are constructed in a similar way.
Implementation.
In this section, we summarize the numerical methods used in our continuation software that uses orthogonal collocation [5] to discretize the operators A and B of equations with discrete fixed delays. Thus, equation (2.1) can be written as
By rescaling the time witht = ωt and defining f (t, x 1 , . . . , x m ) =f (ωt, x 1 , . . . , x m ), our equation becomes
Its variational system at v is
Also, assume that the initial time s = 0. Let A i , B i :
where mod maps to [−1, 0] and H is the Heaviside function. Then (2.4) and (2.5) become
5.1. Collocation. Here, we summarize the main steps of the method, its detailed discussion can be found in [12] . We approximate the solution ϕ on n intervals by degree m polynomials. The method requires the space X to be
and f also C m -smooth in t. The mesh is represented by the intervals [θ i , θ i+1 ], i = 0, . . . , n − 1 with −1 = θ 0 < θ 1 < · · · < θ n = 0. Also denote the length of an interval by h i := θ i+1 − θ i . The approximate solution can be written on the i-th subinterval as 
Operator B is discretized similarly. Note that (5.1) is an operator from R (m×n−1)×n to R m×n×n , so it has (at least) an n dimesional kernel just as its abstract counterpart (2.4) has. The discretized version ofÂ acting on (M ϕ, ϕ) can be represented by a square matrix by placing the −Lϕ vector into the first n rows, which is of full rank at a regular solution v according to [11, if |h| ∈ (0, δ] (see Engelborghs and Doedel [11, Theorem 3.3] ). Although superconvergence is lost for delay equations, some improvement can be achieved over (5.2) by using modified collocation schemes (see [11, Section 4] and [12] ).
Solving bordered linear systems. Equations (3.2), (4.3), (4.4) and (4.5)
contain the operatorÂ −B, functionals like u 0 , . onX, vectors like D λĜ (u 0 , λ 0 ) in X, and also the finite dimensional characteristic matrix. From a computational point of view, it is better to factorize the discretized counterparts of these components separately, rather than copying them into one big matrix. Usually, the discretized infinite dimensional part has a special sparsity structure, which can be exploited in computations. Other reasons for bordering methods might be the reuse of code and avoiding the frequent copying of large data structures. In our code, we used methods developed by Govaerts [14, 15] and Govaerts and Pryce [16] . These methods have the advantage over classical bordering methods [10, 1] that they do not require the calculation of the kernel of singular matrices for the computation and can be used with arbitrary stable solvers. This feature makes it possible to use the same routine for sparse (e.g.,Â d −B d with discrete delays) and dense (e.g.,Â d −B d with distributed delays) matrices, leaving space for future improvements.
The method of Mixed Block Elimination (BEM) [14] is used in factorizing the discretized counterpart of the Jacobian in Eqn. (3.2) . For solving equations of the form
the method requires a solution with A and one with A * . Note, that for this solution A is factorized only once. For the bigger problem
which appears in Eqns. (4.3) and (4.4), we apply the Generalized Mixed Block Elimination (GMBE) [14] technique, which requires one solution with D T and two BEM steps with A and D, respectively. In case of systems augmented with wider borders, BEMW [14] is used, which is the iterative form of the recursive version of BEM. The wider borders occur in Eqns. (4.5), (4.3), and also in (4.4) when it is further augmented with derivatives and tangent vectors in the two-parameter continuation context similarly to Eqn. (3.2). These kinds of equations can be solved using GMBE but BEM replaced with BEMW.
Factorization of sparse matrices was carried out using UMFPACK 1 , which implements the Unsymmetric Multifrontal method of direct LU factorization (see Davies [4] ). For (nearly) optimal performance we construct the matricesÂ d −B d directly in compressed row form instead of the default compressed column form. After factorization, we interchange the solution methods for the matrix and its transpose to get the correct results. For dense matrices, we use the standard LAPACK routine GESVX.
6. Examples. Our first example is a forced system which models an interrupted machining process. In this example, when considering period-one solutions, the delay equals the period. However, it is not the case of the period-two solutions where it has two delays, the smallest being half the period length, so the characteristic matrix definition of Lunel [22] is not applicable and we need our general construction. The second example is a traffic model, which demonstrates that our algorithm can handle arbitrary (varying) delays. This second example, being autonomous, also demonstrates the fold continuation in our remark in Section 4.4. 6.1. Interrupted machining. Here, we analyse bifurcations of period-two orbits in an interrupted machining model. To this end, we consider an extended version of the equation of motion in [25] in the form
where H is the Heaviside function,
This cutting force function F c is a polynomial approximation of the common threequarter rule F c (x) ≈ 4/3 x 3/4 (see [27] ). Also, ζ = 0.015 is the relative damping, ρ = 0.1 is the ratio between the period length T and the time spent with cutting. Equation (6.1) has a unique T -periodic solution, which is described by the ODE
In a quite large neighborhood of this periodic solution, (6.1) simplifies to
while the second line of (6.1) is turned on if the tool did not cut the workpiece in the previous period. Its variational equation around the T -periodic solution is
The stability of the above equation was analyzed analytically in [25] in great detail. The stability chart is shown in Fig. 6 .1. We analyze the lowest lens at T ≈ 15.
The bifurcation diagram at T = 14.75 can be seen in Fig. 6 .2. The first period doubling bifurcation at w ≈ 0.6629 is subcritical. The arising unstable period-two orbit folds back and then loses its stability through a torus bifurcation. The other period doubling bifurcation is supercritical. On the stable branch there is a torus bifurcation window. This branch folds back, too and becomes unstable. The bifurcations in Fig. 6 .2 were continued in two parameters using our method. First, the stability boundaries of (6.2) are obtained, which coincide with the semianalytical results of [25] . The period T orbits are also checked analytically. In order to avoid difficulties arising from the non-smoothness of (6.1), we substitute the Heaviside function H(x) by (1 + tanh(C x))/2 with C = 30. Choosing bigger values for C is not reasonable because it only improves the results within the line thickness but makes the computation more difficult due to derivatives tending to infinity. The period-two orbits arising at the lens in the space of two parameters extended with the solution amplitude form a highly distorted tube-like object. Figure 6 .3 shows the computed bifurcation curves. The lower continuous curve corresponds to the fold bifurcation of orbits arising at the lower part of the lens. The other continuous curve shows the fold of the upper solution branch in Fig. 6 .2. It can be seen that there are two cusp points on the bifurcation curve, which in addition, connects to the period doubling boundary of period-one solutions separating sub-and supercritical period doubling bifurcations. The dash-dot lens near to the upper fold curve is an unstable island on the supercritically bifurcated family of period-two solutions, while the other dash-dot line corresponds to the stability loss of motion on the other branch of orbits.
Traffic model with driver reaction time.
Here, we focus on the fold bifurcations of periodic orbits in the autonomous traffic model described in Orosz et al. [23] . We consider N c cars on a circular track of length L, so that the distances between the cars (
and these distances vary with the speed difference between two adjacent carṡ
where v i denotes the speed of the ith car. The drivers increase or decrease their speed according to their current speed and the headway before them. However, they can not react immediately, so a delayed value of the headway is considered in the model:
where β is the sensitivity of the drivers and V is the so-called optimal velocity function defined as
The steady state solution of the model corresponds to equal headways and equal car velocities, that is,
where N c is the number of cars on the track.
From now on we focus on the case N c = 3, thus our equations becomė
using Eqn. 6.3. The fixed points can undergo a Hopf bifurcation. Although it is not computationally efficient, we computed the Hopf bifurcation curve using our method, considering the fixed point as a periodic solution (see Fig. 6 .5). After computing the critical eigenvectors of the characteristic matrix we constructed a linearly approximate periodic solution around the fixed point where ǫ is a sufficiently small real number, α is in the argument of the critical characteristic multiplier (see Eqn. 4.5) and h q i , v q i are the respective components of the kernel vector q of ∆(e iα ). The computed branches of periodic solutions for different values of β can be seen in Fig. 6 .4. These periodic orbits undergo fold bifurcations, whose locations can be continued in two parameters using our method. These fold curves are represented by continuous lines in Fig. 6 .5, while the Hopf bifurcation of the fixed point is denoted by the dashed lines. It can be seen that the two type of bifurcations meet in a degenerate Hopf (DH) point, where the monodromy operator has triple +1 eigenvalues including the trivial one.
7. Discussion. In our presentation the characteristic matrix definition was given for equations with delays smaller than or equal to the period. However, our definition can be easily extended to any bounded delays such as the special case of integer delays in [22] . This extended algorithm is already implemented in the software PDDE-cont [24] .
Although the full equivalence of a characteristic matrix and the monodromy operator at spectral points remains to be proven, the correctness of our conjecture can be checked numerically with a minimal effort. For discrete delays τ i that are rationally related to the period, e.g., τ i = r i /p, r i , p ∈ N, one can construct an n × p dimensional characteristic matrix that is equivalent to the monodromy operator, since the operator in Conjecture 2.2 can be inverted by solving ordinary differential equations. Hence for discrete delays that are sufficiently close to rational delays a characteristic matrix can be constructed, because the resolvent set of an operator is open and the operator is norm continuous with respect to the delays.
The equivalence with the monodromy operator also gives the opportunity to compute center manifolds and normal forms for periodic equations in special cases where the characteristic matrix is analytically available as it was demonstrated in [26] 8. Conclusions. Periodic delay-differential equations frequently arise in applications that describe phenomena in engineering, biology, etc. In this paper we have constructed a characteristic matrix for general periodic DDEs in order to use it in the numerical continuation of bifurcations. We also presented the equivalence of the characteristic matrix with the monodromy operator, which makes regularity proofs of defining systems of equations similar to the proofs in the case of finite dimensional algebraic systems. We have implemented the algorithm in software written in C++ [24] , which uses collocation to discretize the infinite dimensional operators. Bordering techniques were also used in the solution of linear systems extended with the characteristic matrix, some derivatives, and tangent vectors. Finally, two examples, an interrupted machining model and a traffic model was analyzed.
