Abstract. Writing unit test code is labor-intensive, hence it is often not done as an integral part of programming. However, unit testing is a practical approach to increasing the correctness and quality of software; for example, the Extreme Programming approach relies on frequent unit testing. In this paper we present a new approach that makes writing unit tests easier. It uses a formal specification language's runtime assertion checker to decide whether methods are working correctly, thus automating the writing of unit test oracles. These oracles can be easily combined with hand-written test data. Instead of writing testing code, the programmer writes formal specifications (e.g., pre-and postconditions). This makes the programmer's task easier, because specifications are more concise and abstract than the equivalent test code, and hence more readable and maintainable. Furthermore, by using specifications in testing, specification errors are quickly discovered, so the specifications are more likely to provide useful documentation and inputs to other tools. We have implemented this idea using the Java Modeling Language (JML) and the JUnit testing framework, but the approach could be easily implemented with other combinations of formal specification languages and unit test tools.
Introduction
Program testing is an effective and practical way of improving correctness of software, and thereby improving software quality. It has many benefits when compared to more rigorous methods like formal reasoning and proof, such as simplicity, practicality, cost effectiveness, immediate feedback, understandability, and so on. There is a growing interest in applying program testing to the development process, as reflected by the Extreme Programming (XP) approach [3] . In XP, unit tests are viewed as an integral part of programming. Tests are created before, during, and after the code is written -often emphasized as "code a little, test a little, code a little, and test a little ..." [4] . The philosophy behind this is to use regression tests [25] as a practical means of supporting refactoring.
The Problem
However, writing unit tests is a laborious, tedious, cumbersome, and often difficult task. If the testing code is written at a low level of abstraction, it may be tedious and time-consuming to change it to match changes in the code. One problem is that there may simply be a lot of testing code that has to be examined and revised. Another problem occurs if the testing program refers to details of the representation of an abstract data type; in this case, changing the representation may require changing the testing program.
To avoid these problems, one should automate more of the writing of unit test code. The goal is to make writing testing code easier and more maintainable.
One way to do this is to use a framework that automates some of the details of running tests. An example of such a framework is JUnit [4] . It is a simple yet practical testing framework for Java classes; it encourages the close integration of testing with development by allowing a test suite be built incrementally.
However, even with tools like JUnit, writing unit tests often requires a great deal of effort. Separate testing code must be written and maintained in synchrony with the code under development, because the test class must inherit from the JUnit framework. This test class must be reviewed when the code under test changes, and, if necessary, also revised to reflect the changes. In addition, the test class suffers from the problems described above. The difficulty and expense of writing the test class are exacerbated during development, when the code being tested changes frequently. As a consequence, during development there is pressure to not write testing code and to not test as frequently as might be optimal.
We encountered these problems ourselves in writing Java code. The code we have been writing is part of a tool suite for the Java Modeling Language (JML). JML is a behavioral interface specification language for Java [29, 28] . In our implementation of these tools, we have been formally documenting the behavior of some of our implementation classes in JML. This enabled us to use JML's runtime assertion checker to help debug our code. In addition, we have been using JUnit as our testing framework. We soon realized that we spent a lot of time writing test classes and maintaining them. In particular we had to write many query methods to determine test success or failure. We often also had to write code to build expected results for test cases. We also found that refactoring made testing painful; we had to change the test classes to reflect changes in the refactored code. Changing the representation data structures for classes also required us to rewrite code that calculated expected results for test cases.
While writing unit test methods, we soon realized that most often we were translating method pre-and postconditions into the code in corresponding testing methods. The preconditions became the criteria for selecting test inputs, and the postconditions provided the properties to check for test results. That is, we turned the postconditions of methods into code for test oracles. A test oracle determines whether or not the results of a test execution are correct [37, 41, 45] . Developing test oracles from postconditions approach helped avoid dependence of the testing code on the representation data structures, but still required us to write lots of query methods. In addition, there was no direct connection between the specifications and the test oracles, hence they could easily become inconsistent.
These problems led us to think about ways of testing code that would save us time and effort. We also wanted to have less duplication of effort between the specifications we were writing and the testing code. Finally, we wanted the process to help keep specifications, code, and tests consistent with each other.
Our Approach
In this paper, we propose a solution to these problems. We describe a simple and effective technique that automates the generation of oracles for unit testing classes. The conventional way of implementing a test oracle is to compare the test output to some pre-calculated, presumably correct, output [18, 35] . We take a different perspective. Instead of building expected outputs and comparing them to the test outputs, we monitor the specified behavior of the method being tested to decide whether the test passed or failed. This monitoring is done using the formal specification language's runtime assertion checker. We also show how the user can combine hand-written test inputs with these test oracles. Our approach thus combines formal specifications (such as JML) and a unit testing framework (such as JUnit).
Formal interface specifications include class invariants and pre-and postconditions. We assume that these specifications are fairly complete descriptions of the desired behavior. Although the testing process will encourage the user to write better preconditions, the quality of the generated test oracles will depend on the quality of the specification's postconditions.
We wrote a tool to automatically generate JUnit test classes from JML specifications. The generated test classes send messages to objects of the Java classes under test; they catch assertion violation exceptions from test cases that pass an initial precondition check. Such assertion violation exceptions are used to decide if the code failed to meet its specification, and hence that the test failed. If the class under test satisfies its interface specification for some particular input values, no such exceptions will be thrown, and that particular test execution succeeds. So the automatically generated test code serves as a test oracle whose behavior is derived from the specified behavior of the target class. (There is one complication which is explained in Section 4.) The user is still responsible for generating test data; however the generated test classes make it easy for the user to add test data.
Outline
The remainder of this paper is organized as follows. In Section 2 we describe the capabilities our approach assumes from a formal interface specification language and its runtime assertion checker, using JML as an example. In Section 3 we describe the capabilities our approach assumes from a testing framework, using JUnit as an example. In Section 4 we explain our approach in detail; we discuss design issues such as how to decide whether tests fail or not, test fixture setup, and explain the automatic generation of test methods and test classes. In Section 5 we discuss how the user can add test data by hand to the automatically generated test classes. In Section 6 we describe our implementation of tools that support the design described in the previous sections. Finally, Section 7 describes related work and Section 8 concludes with a description of our experience, future plans, and the contributions of our work.
Assumptions About the Formal Specification Language
Our approach assumes that the formal specification language specifies the interface (i.e., names and types) and behavior (i.e., functionality) of classes and methods. We assume that the language has a way to express class invariants and method specifications consisting of pre-and postconditions.
Our approach can also handle specification of some more advanced features. One such feature is an intra-condition, usually written as an assert statement. Another is a distinction between normal and exceptional postconditions. A normal postcondition describes the behavior of a method when it returns without throwing an exception; an exceptional postcondition describes the behavior of a method when it throws an exception.
The Java Modeling Language (JML) [29, 28] is an example of such a formal specification language. JML specifications are tailored to Java, and its assertions are written in a superset of Java's expression language. Fig. 1 shows an example JML specification. As shown, a JML specification is commonly written as annotation comments in a Java source file. Annotation comments start with //@ or are enclosed in /*@ and @*/. The spec public annotation lets non-public declarations such as private fields name and weight be considered to be public for specification purposes 1 . The fourth line of the figure gives an example of an invariant, which should be true in each publiclyvisible state.
In JML, preconditions start with the keyword requires, frame axioms start with the keyword assignable, normal postconditions start with the keyword ensures, and exceptional postconditions start with the keyword signals [20, 29, 28] . The semantics of such a JML specification states that a method's precondition must hold before the method is called. When the precondition holds, the method must terminate and when it does, the appropriate postconditions must hold. If it returns normally, then its normal postcondition must hold in the post-state (i.e., the state just after the body's execution), but if it throws an exception, then the appropriate exceptional postcondition must hold in the post-state. For example, the constructor must return normally when called with a non-null, non-empty string n. It cannot throw a runtime exception because the corresponding exceptional postcondition is false.
JML has lots of syntactic sugar that can be used to highlight various properties for the reader and to make specifications more concise. For example, one can omit the requires clause if the precondition is true, as in the specification of addKgs. However, we will not discuss these sugars in detail here.
JML follows Eiffel [33, 34] in having special syntax, written \old(e) to refer to the pre-state value of e, i.e., the value of e just before execution of the body of the method. This is often used in situations like that shown in the normal postcondition of addKgs.
For a non-void method, such as getWeight, \result can be used in the normal postcondition to refer to the return value. The method getWeight is specified to be pure, which means that its execution cannot have any side effects. In JML, only pure methods can be used in assertions.
In addition to pre-and postconditions, one can also specify intra-conditions with assert statements.
The Runtime Assertion Checker
The basic task of the runtime assertion checker is to execute code in a way that is transparent, unless an assertion violation is detected. That is, if a method is called and no assertion violations occur, then, except for performance measures (time and space) the behavior of the method is unchanged. In particular, this implies that, as in JML, assertions can be executed without side effects.
We do not assume that the runtime assertion checker can execute all assertions in the specification language. However, only the assertions it can execute are of interest in this paper.
We assume that the runtime assertion checker has a way of signaling assertion violations to a method's callers. In practice this is most conveniently done using exceptions. While any systematic mechanism for indicating assertion violations would do, to avoid circumlocutions, we will assume that exceptions are used in the remainder of this paper.
The runtime assertion checker must have some exceptions that it can use without interference from user programs. These exceptions are thus reserved for use by the runtime assertion checker. We call such exceptions assertion violation exceptions. It is convenient to assume that all such assertion violation exceptions are subtypes of a single assertion violation exception type.
JML's runtime assertion checker [6] can execute a constructive subset of JML assertions, including some forms of quantifiers. In functionality, it is similar to other design by contract tools [26, 33, 34, 42] ; such tools could also be used with our approach.
To explain how JML's runtime checker monitors Java code for assertion violations, it is necessary to explain the structure of the instrumented code compiled by the checker. Each Java class and method with associated JML specifications is instrumented as shown in Fig. 2 . The original method body is enclosed inside a try statement. To handle old expressions (as used in the postcondition of addKgs), the instrumented code evaluates each old expression occurring in the postconditions in the pre-state, and binds the resulting value to a locallydefined name. When the code to evaluate such a postcondition is executed, the corresponding locally-defined name is used in place of the old expression.
Next, the class invariant and precondition, if any, are evaluated and checked in the pre-state, i.e., before the execution of the original method body. The checking code throws either JMLInvariantException or JMLPreconditionException if these assertions are not satisfied in the pre-state. After the original method is executed in the try block, the exceptional postconditions are checked in the second catch block and the normal postcondition is checked in the finally block. To make assertion checking transparent, the code that checks the exceptional Our approach assumes that the runtime assertion checker can distinguish two special kinds of assertion violation exceptions: precondition exceptions and internal precondition exceptions. Other distinctions among exception types are useful in reporting errors to the user, but are not important for our approach.
In JML the assertion violation exceptions are organized as shown in Fig. 3 . The ultimate superclass of all assertion violation exceptions is the abstract class JMLAssertionException. This class has several subclasses that correspond to different kinds of assertion violations, such as precondition violations, postcondition violations, invariant violations, and so on. The precondition and internal precondition exceptions of our assumptions correspond to the types JMLPreconditionException and JMLInternalPreconditionException.
Assumptions About the Testing Framework
Our approach assumes that the unit testing framework has a way to run test methods. For convenience, we will assume that test methods can be grouped into test classes. A test method can indicate to the framework whether the test fails or succeeds.
We also assume that there is a way to provide test data to test methods. Following JUnit's terminology, we call this the test fixture. A test fixture is a context for performing test execution; it typically contains several declarations for test inputs and expected outputs. For the convenience of the users of our approach, we assume that it is possible to define a global test fixture, i.e., one that is shared by all test methods in a test class. With a global test fixture, one needs ways to initialize the test inputs, and to undo any side effects of a test after running the test.
JUnit is a simple, useful testing framework for Java [4, 23] . In JUnit, a test class consists of a set of test methods. The simplest way to tell the framework about the test methods is to name them all with names beginning with "test". The framework uses introspection to find all these methods, and can run them when requested. Fig. 4 is a sample JUnit test class, which is designed to test the class Person. Every JUnit test class must be a subclass, directly or indirectly, of the framework class TestCase. The class TestCase provides a basic facility to write test classes, e.g., defining test data, asserting test success or failure, and composing test cases into a test suite.
One uses methods like assertEquals, defined in the framework, to write test methods, as in the test method testAddKgs. Such methods indicate test success or failure to the framework. For example, when the arguments to assertEquals are equal, the test succeeds; otherwise it fails. Another such framework method is fail, which signals test failure. JUnit assumes that a test succeeds unless the test method signals test failure, for example, by calling fail.
The framework provides two methods to manipulate the test fixture: setUp creates objects and does any other tasks needed to run a test, and tearDown undoes otherwise permanent side-effects of tests. For example, the setUp method in Fig. 4 
Test Oracle Generation
This section presents the details of our approach to automatically generating a JUnit test class from a JML-annotated Java class. We first describe how test success or failure is determined. Then we describe the convention and protocol for the user to supply test data to the automatically generated test oracles in the test classes. After that we discuss in detail the automatic generation of test methods and test classes.
Deciding Test Success or Failure
A test class has one test method, testM , for each method, M , to be tested in the original class. The method testM runs M on several test cases. Conceptually, a test case consists of a pair of a receiver object (an instance of the class being tested) and a sequence of argument values; for testing static methods, a test case does not include the receiver object.
Success or failure of a call to M for a given test case is determined by whether the runtime assertion checker throws an exception during the M 's execution, and what kind of exception is thrown. If no exception is thrown, then the test case succeeds (assuming the call returns), because there was no assertion violation, and hence the call must have satisfied its specification.
Similarly, if the call to M for a given test case throws an exception that is not an assertion violation exception, then this also indicates that the call to M succeeded for this test case. Such exceptions are passed along by the runtime assertion checker because it is assumed to be transparent. Hence if the call to M throws such an exception instead of an assertion violation exception, then the call must have satisfied M 's specification. With JUnit, such exceptions must, however, be caught by the test method testM , since any such exceptions are interpreted by the framework as signaling test failure. Hence, the testM method must catch and ignore all exceptions that are not assertion violation exceptions.
If the call to M for a test case throws an assertion violation exception, however, things become interesting. If the assertion violation exception is not a precondition exception, then the method M is considered to fail that test case. However, we have to be careful with the treatment of precondition violations. A precondition is an obligation that the client must satisfy; nothing else in the specification is guaranteed if the precondition is violated. Therefore, when a test method testM calls method M and M 's precondition does not hold, we do not consider that to be a test failure; rather, when M signals a precondition exception, it indicates that the given test input is outside M 's domain, and thus is inappropriate for test execution.
On the other hand, precondition violations that arise inside the execution of M should still be considered to be test failures. To do this, we distinguish two kinds of precondition violations that may occur when testM runs M on a test case, (o, x): The JML runtime assertion checker converts the second kind of precondition violation into an internal precondition violation exception. Thus, testM decides that M fails on a test case (o, x) if M throws an internal precondition violation exception, but rejects the test case (o, x) if it throws a (non-internal) precondition violation exception. This treatment of precondition exceptions was the main change that we had to make to JML's existing runtime assertion checker to implement our approach.
To summarize, the result of a test execution is a test failure if and only if an assertion violation exception other than a non-internal precondition violation is thrown on the invocation of the method being tested.
Setting Up Test Cases
In our approach, a test fixture is responsible for constructing test data, i.e., constructing receiver objects and argument objects. For example, testing the method addKgs of class Person (see Fig. 1 ) requires one object of class Person in the test fixture, and one value of type int. The first object will be the receiver of the message addKgs, and the second will be the argument. In our approach, a test fixture does not need to construct expected outputs, because success or failure is determined by observing the runtime assertion checker, not by comparing results to expected outputs.
How does the user define these objects and values in the test fixture, for use by the automatically generated test methods? There are three general approaches to answering this question: (i) one can define a separate fixture for each test method, (ii) a global test fixture shared by all methods, or (iii) a combination of both. In the first approach, each test method defines a separate set of test fixture variables, resulting in more flexible and customizable configuration. However this makes more work for the user. Thus, we take the second approach. Other than execution time, there is no harm to run a test execution with a test fixture of another method if both are type-compatible; it may turn out to be more effective. The more test cases, the better! One might worry that some of these inputs may violate preconditions for some methods; recall, however, that (noninternal) precondition violations are not treated as test failures, and so such inputs do not cause any problems.
Our implementation defines test fixture variables as one-dimensional arrays. The test fixture variables are defined to be protected fields of the test class so that users can initialize them in subclasses of the automatically generated test classes. To let test fixtures be shared by all test methods, we adopt a simple naming convention. Let C be a class to be tested and T 1 , T 2 , . . . , T n be the formal parameter types of all the methods to be tested in the class C. Then, the test fixture for the class C is defined as 3 :
The first array named testee refers to the set of receiver objects and the rest are for argument objects. If a particular method has formal parameter types A 1 , A 2 , . . . , A m , where each A i is drawn from the set {T 1 , . . . , T n }, then its test cases are:
For example, the methods to be tested from the class Person (that are shown in Fig. 1 ) have only one type of formal parameter, which is the type int (in the method addKgs). Therefore, the class Person's fixture is defined as follows: The test fixture variables such as testee and vint will be initialized and reset by the methods setUp and tearDown respectively (see Section 4.4 for more details).
Test Methods
Recall that there will be a separate test method, testM for each target method, M , to be tested. The purpose of testM is to determine the result of calling M with each test case and to give an informative message if the test execution fails for that test case. The method testM accomplishes this by invoking M with each test case and checking whether the runtime assertion checker throws an assertion violation exception or not.
To describe our implementation, let C be a Java class annotated with a JML specification and C JML Test the JUnit test class generated from the class C. For each instance (i.e., non-static) method of the form:
T M (A 1 a 1 ,. . ., A n a n ) throws E 1 ,..., E m { /* ... */ } of the class C, a corresponding test method testM is generated in the test class C JML Test.
The generated test method testM has the code skeleton shown in the Fig. 5 . The test method first initializes a sequence of local variables to the test fixture variables corresponding to the formal parameters of the method under test. The local variables are named the same as the formal parameters of the method under test. The local variables are not necessary, but they make the resulting code more comprehensible if one should ever try to read the generated test class. For each test case, given by the test fixture, the test method then invokes the method under test in a try statement and sees if the JML runtime assertion checker throws an exception. As described above, an internal precondition exception or a JMLAssertionException that is not a precondition exception means a failure of the test execution; thus an appropriate error message is composed and printed. This message will contain the failed method name, the failed test case (i.e., the values of receiver and argument objects), and the exception thrown by the JML runtime assertion checker. A similar form of test method is generated for testing the static methods of a class. For static methods, however, test messages are sent to the class itself, therefore, the outer-most for loop is omitted and the body of the try block is replaced with
A test method is generated only for the public, protected, and package visible methods of the class to be tested. That is, no test methods are generated for private methods, although these may be indirectly tested through testing of the other methods. Also, test methods are not generated for a static public void method named main; testing the main method seems inappropriate for unit testing. Furthermore, no test methods are generated for a class's constructor methods. However, we should note that constructor methods are implicitly tested when the test fixture variable testee is initialized; if the pre-or postconditions of a constructor are violated during initialization, the test setup will fail, and the user will be led to the error by the message in the assertion violation exception. Fig. 6 is an example test method generated for the method addKgs of the class Person. We use a very simple convention to name the generated test methods. We prefix the original method name with the string "test" and capitalize the initial letter of the method name. 
Test Classes
In addition to test fixture definition and test methods described in the previous sections, a JUnit test class must have several other methods. Let C be a Java class annotated with a JML specification and C JML Test the JUnit test class generated from the class C.
A JUnit test class should be a subclass of the framework class TestCase, directly or indirectly. The package and import definitions for C JML Test are copied verbatim from the class C. As a result, the generated test class will reside in the same package as in the original testee class. This allows the test class to have access to package-private members of the testee class. In addition to the copied import definitions, several import statements are generated that import JUnit-specific packages.
The test class includes several boilerplate methods that are the same in all the generated test classes. A constructor, a main method, and a method for test suites are automatically generated, as shown in Fig. 7 . As explained in the previous section, test fixture variables are defined as protected member fields. A test fixture definition is accompanied by default setUp and tearDown methods. The setUp method is supposed to be redefined by a subclass to populate the test fixture with actual test data. Let T 1 , T 2 , . . . , T n be the formal parameter types of all the methods to be tested in the class C. Then, the test fixture for the class C and the setUp and tearDown methods are defined as in Fig. 8 (see also Section 4.2).
For example, the generated code for the test fixture definition and test fixture setup methods of the test class, Person JML Test, generated for our example class Person, will be as shown in Fig. 9 .
Test fixture variables are initialized to zero-element arrays so that the test class can be run "out of the box," although it is not very useful to do so. At least the setUp method, and sometimes the tearDown method, will need to be to be overridden in the subclasses to populate the fixture with actual test data (see Section 5).
Supplying and Running Test Cases
To perform actual test executions, the user must supply reasonable test inputs by initializing the test fixture's variables. This can be done either by directly editing the setUp method of the generated test class or by subclassing and redefining Fig. 9 . Example of an automatically generated test fixture, for Person the setUp method. We recommend the subclassing approach. The subclassing approach prevents the user from losing test cases if the test class is regenerated. In addition, in the subclass the user can also tune the testing by adding handwritten test methods. The JUnit framework collects and exercises the added test methods together with the automatically generated methods.
Populating the Test Fixture with Test Data
A test input can be any type-correct value. For example, we can set the test fixture variables for the class Person as written in Fig. 10 . Remember that the test class for the class Person has two test fixture variables testee and vint, of types Person[] and int[] respectively.
As shown, test inputs can even be null. Also there can be aliasing among the test fixture variables, although this is not shown in our example. With the above test fixture, the addKgs method is tested 24 times, one for each pair of testee 
Running Test Cases
It is very simple to perform test execution with user-defined test cases such as the class PersonTestCase shown in Fig. 10 . It is done in three steps as follows.
1. Generate and compile an instrumented Java class for the class to be tested (e.g., class Person).
Generate and compile a JUnit test class for the target class (e.g., class
Person JML Test). 3. Compile and run the user-defined test case class (e.g., class PersonTestCase).
The first two steps are done using the JML support tools (see Section 6 for details); for example, the command "jtest --all Person.java" does the first two steps, assuming that the class Person is stored in the file Person.java. The last step can be done with any Java compiler and interpreter. Fig. 11 shows the result of running the test cases of Fig. 10, i. e., the class PersonTestCase. It reveals the error that we mentioned in the caption of Fig. 1 .
As the above output shows, one test failure occurred for the method addKgs. The test data that caused the failure is also printed, i.e., the receiver, an object of class Person with name Baby, and the argument of value -24. 
Implementation
We have implemented our approach as part of the JML support tool-set. The implementation of the test oracle generator has the structure shown in Fig. 13 . It follows the familiar pipe-and-filter architectural style [44] . The implementation is based on the existing input and output facilities of JML for the internal program representation. The test oracle generator module receives a type-annotated abstract syntax tree (TAST) from the JML type checker, transforms it into a JUnit test class by directly mutating the internal representation (AST), and finally outputs an external textual representation (i.e., Java source code) by using the unparser.
Adding the test oracle generator into the JML toolset was rather straightforward. Each module is written as a tree-walk using ANTLR [36] . Hence we only needed to write one ANTLR grammar file that transforms the input TAST into the output AST of a JUnit class. We were able to do this without much difficulty by reusing existing utility and helper classes. We also had to slightly We also provide two shell scripts, jmlc and jtest, to further facilitate the use of JML and JUnit in combination. The first compiles JML annotated Java source code into bytecode with runtime assertion checking enabled. The second compiles JML annotated Java source classes into both assertion check-enabled Java classes and JUnit test classes. Both shell scripts make the code generation process transparent to the user by directly writing Java bytecode from source files.
Related Work
There are now quite a few runtime assertion checking facilities developed and advocated by many different groups of researchers. One of the earliest and most popular approaches is Meyer's view of Design By Contract (DBC) implemented in the programming language Eiffel [32] [33] [34] . Eiffel's success in checking pre-and postconditions and encouraging the DBC discipline in programming partly contributed to the availability of similar facilities in other programming languages, including C [42] , C++ [12, 16, 39, 46] , Java [2, 13, 14, 24, 26] , .NET [1] , Python [38] , and Smalltalk [7] . These approaches vary widely from a simple assertion mechanism similar to the C assert macros, to full-fledged contract enforcement capabilities. Among all that we are aware of, however, none uses its assertion checking capability as a basis for automated program testing. Thus, our work is unique in the DBC community in using a runtime assertion checking to automate program testing.
Another difference between our work and that of other DBC work is that we use a formal specification language, JML, whose runtime assertion checker supports manipulation of abstract values. As far as we know, all other DBC tools work only with concrete program values. However, in JML, one can specify behavior in terms of abstract (specification) values, rather than concrete program values [6, 28, 29] . So-called model variables -specification variables for holding not concrete program data but their abstractions -can be accompanied by represents clauses [28] . A represents clause specifies an abstraction function (or relation) that maps concrete values into abstract values. This abstraction function is used by the runtime assertion checker in JML to manipulate assertions written in terms of abstract values.
The traditional way to implement test oracles is to compare the result of a test execution with a user supplied, expected result [18, 35] . A test case, therefore, consists of a pairs of input and output values. In our approach, however, a test case consists of only input values. And instead of directly comparing the actual and expected results, we observe if, for the given input values, the program under test satisfies the specified behavior. As a consequence, programmers are freed from not only the burden of writing test programs, often called test drivers, but also from the burden of pre-calculating presumably correct outputs and comparing them. The traditional schemes are constructive and direct whereas ours is behavior observing and indirect.
Several researchers have already noticed that if a program is formally specified, it should be possible to use the specification as an oracle [37, 41, 45] . Thus, the idea of automatically generating test oracles from formal specifications is not new, but the novelty lies in employing a runtime assertion checker as the test oracle engine. This aspect seems to be original and first explored in our approach. Peters and Parnas discussed their work on a tool that generates a test oracle from formal program documentation [37] . The behavior of program is specified in a relational program specification using tabular expressions, and the test oracle procedure, generated in C++, checks if an input and output pair satisfies the relation described by the specification. Their approach is limited to checking only pre and postconditions, thus allowing only a form of black-box tests. In our approach, however we also support intra-conditions, assertions that can be specified and checked within a method, i.e., on internal states [28] ; thus our approach supports a form of white-box tests. As mentioned above, our approach also support abstract value manipulation. In contrast to other work on test oracles, our approach also support object-oriented concepts such as specification inheritance.
There is a large volume of research papers published on the subject of formal specification-based software testing [5, 8, 9, 21, 25, 41, 43] . Most of these papers are concerned with methods and techniques for automatically generating test cases from formal specifications, though there are some addressing the problem of automatic generation of test oracles as noted before [37, 41, 45] . A general approach is to derive the so-called test conditions, a descriptions of test cases, from the formal specification of each program module [8] . The derived test conditions can be used to guide test selection and to measure comprehensiveness of an existing test suite, and sometimes they even can be turned into executable forms [8, 9] . The degree of support for automation varies widely from the derivation of test cases, to the actual test execution and even to the analysis of test results [9, 41] . Some approaches use existing specification languages [19, 21] , and others have their own (specialized) languages for the description of test cases and test execution [8, 9, 41, 43] . All of these works are complimentary to the approach described in this paper, since, except as noted above, they solve the problem of defining test cases which we do not attempt to solve, and they do not solve the problem of easing the task of writing test oracles, which we partially solve.
Conclusion and Future Work
We presented a simple but effective approach to implementing test oracles from formal behavioral interface specifications. The idea is to use the runtime assertion checker as the decision procedure for test oracles. We have implemented this approach using JML, but other runtime assertion checkers can easily be adapted to work with our approach. The only complication is that the runtime assertion checker has to distinguish two kinds of precondition violations: those that arise from the call to a method and those that arise within the implementation of the method; the first kind of precondition violations is used to reject test cases as not being applicable to the call, while the second indicates a test failure.
Our approach trades the effort one might spend in writing code to construct expected test outputs for effort spent in writing formal specifications. Formal specifications are more concise and abstract than code, and hence we expect them to be more readable and maintainable. Formal specifications also serve as more readable documentation than testing code, and can be used as input to other tools such as extended static checkers [10] .
Most testing methods do not check behavioral results, but focus only on defining what to test. Because most testing requires a large number of test cases, manually checking test results severely hampers its effectiveness, and makes repeated and frequent testing impractical. To remedy this, our approach automatically generates test oracles from formal specifications, and integrates these test oracles with a testing framework to automate test executions. This helps make our implementation practical. It also makes our approach a blend of formal verification and testing.
In sum, the main goal of our work -to ease the writing of testing codehas been achieved.
A main advantage of our approach is the improved automation of testing process, i.e., generation of test oracles from formal behavioral interface specifications and test executions. We expect that, due to the automation, writing test code will be easier. Indeed, this has been our experience. However, measuring this effect is future work.
Another advantage of our approach is that it helps make formal methods more practical and concretely usable in programming. One aspect of this is that test specifications and target programs can reside in the same file. We expect that this will have a positive effect in maintaining consistency between test specifications and the programs to be tested, although again this remains to be empirically verified.
A third advantage is that our approach can achieve the effect of both blackbox testing and white-box testing. White-box testing can be achieved by specifying intra-conditions, predicates on internal states in addition to pre-and postconditions. Assertion facilities such as the assert statement are an example of intra conditions; they are widely used in programming and debugging. JML has several specification constructs for specifying intra-conditions which support white-box testing.
Finally, in our approach a programmer may extend and add his own testing methods to the automatically generated test oracles. This can be done easily by adding hand-written test methods to a subclass of the automatically generated test class.
Our approach frees the programmer from writing unit test code, but the programmer still has to supply actual test data by hand. In the future, we hope to partially alleviate this problem by automatically generating some of test inputs from the specifications. There are several approaches proposed by researchers to automatically deriving test cases from formal specifications. It would be very exciting to apply some of the published techniques to JML. JML has some features that may make this future work easier, in particular various forms of specification redundancy. In JML, a redundant part of a specification does not itself form part of the specification's contract, but instead is a formalized commentary on it [27] . One such feature are formalized examples, which can be thought of as specifying both test inputs and a description of the resulting poststate. However, for such formalized examples to be useful in generating test data, they would: (a) have to be specified constructively, and (b) it would have to be possible to invert the abstraction function, so as to build concrete representation values from them.
Another area of future work is to gain more experience with our approach. The application of our approach so far has been limited to the development of the JML support tools themselves, but our initial experience seems very promising. We were able to perform testing as an integral part of programming with minimal effort and to detect many kinds of errors. Almost half of the test failures that we encountered were caused by specification errors; this shows that our approach is useful for debugging specifications as well as code. However, we have yet to perform significant, empirical evaluation of the effectiveness of our approach.
JML and a version of the tool that implements our approach can be obtained through the JML web page at the following URL:
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