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Inversion in Range-dependent Environments 1Abstract
The paper presents an application of a method for the characterization
of underwater acoustic signals based on the statistics of their wavelet
transform sub-band coeﬃcients in range-dependent environments. As
it was illustrated in previous works, this statistical characterization
scheme is a very eﬃcient tool for obtaining observables to be exploited
in problems of ocean acoustic tomography and geoacoustic inversion,
when range-independent environments are considered. Now the scheme
is applied in range-dependent environments for the estimation of range-
dependent features in shallow water. A simple denoising strategy, also
presented in the paper, is shown to enhance the quality of the inver-
sion results, as it helps to keep the signal characterization to the energy
signiﬁcant part of it. The results presented for typical test cases are
encouraging and indicative of the potential of the method for the treat-
ment of inverse problems in acoustical oceanography.
PACS numbers: 43.60 Pt, 43.30 Pc, 43.60 Lq
2I. INTRODUCTION
The statistical characterization of an underwater acoustic signal has been recently in-
troduced in solving problems of ocean acoustic tomography and geoacoustic inversions, with
encouraging results for the recovery of the environmental parameters using appropriate in-
version procedures1–4.T h em a i na d v a n t a g eo ft h es t a t i s t i c a lc h a r a c t e r i z a t i o nm e t h o di st h a t
it can be applied with a single hydrophone and does not require the identiﬁcation of any
particular physical observable in the acoustic ﬁeld (such as modal or ray arrivals) as it is the
case with the conventional inversion approaches for ocean acoustic tomography or bottom
classiﬁcation when a single receiver is used. The test cases examined so far were based
on range-independent environments. Simulated data have been used to validate the signal
characterization scheme and the associated inversion procedures. Both noise-free and noisy
data have been considered and the cases studied illustrated the reliability of the inversion
approaches even in the cases of noisy data, although with less accuracy as it was expected.
In addition, real data have been used with encouraging results for the validation of the
scheme when geoacoustic inversion are considered5. In this paper, we expand the range
of applicability of the method by applying the signal characterization and the associated
inversion procedure in range-dependent environments using simulated data.
It is well known that the concept of ocean acoustic tomography has been introduced
in acoustical oceanography for the estimation of range-average quantities6,7. However, later
studies (for instance8)s h o w e dt h a tt h er e c o v e r yo fr a n g e - d e p e n d e n tp a r a m e t e r si sa l s op o s s i -
ble under certain conditions. The aim of the work presented here is to study the applicability
of the statistical method for signal characterization in typical range-dependent environments,
with the restriction that the range-dependency is of compact support.
To this end, two environments are considered: a shallow water environment with irregu-
lar bottom but range-independent sound speed proﬁle and an environment with ﬂat bottom
a)Electronic address: taroud@math.uoc.gr; Also at FORTH, Institute of Applied and Com-
putational Mathematics, Heraklion, Crete, Greece
3with range-dependent sound speed proﬁle representing a cold eddy. In the ﬁrst environment,
the recovery of the geometry of the water-bottom interface was studied, while in the second
environment, the recovery of the structure of the eddy has been examined. The ﬁrst case
is not strictly a case for ocean acoustic tomography but it can be served as an academic
example of a realistic situation where the shape of some item buried in the sea-bed sediment
is to be assessed.
It is well known that the presence of noise in the measured signal is an important hand-
icap when trying to uniquely characterize the signal for inversion purposes. By examining
typical cases, it seems that the inﬂuence of noise in signal characterization is more important
when range-dependent environments are considered. As an attempt to solve this problem a
new approach has been studied and presented here. The basic idea is that the low energy
part of the signal is noise sensitive and practically contains little information on the actual
sea environment. Therefore, it can in principle be excluded from the part of the signal which
will be statistically characterized. This denoising strategy is proven in this work to be very
eﬃcient in both range-independent and range dependent environments.
Overall, the results presented here, conﬁrm that the statistical characterization of a
typical tomography signal can in principle be applied with acceptable eﬃciency in range-
dependent environments for inversion purposes at least for the typical cases studied, provided
that the signal is preprocessed to exclude the low energy part of the acoustic ﬁeld.
The paper is organized as following: In Section II we brieﬂy describe the statistical
characterization and inversion procedure. The new approach suggesting the use of the energy
signiﬁcant part of the signal for its characterization is presented in Section III. Section IV
is devoted to the inversions in range-dependent sea environments and ﬁnally in Section V
conclusions and future work research plans of the authors are presented.
4II. INVERSIONS BASED ON THE STATISTICAL CHARACTERIZATION
OF THE ACOUSTIC SIGNAL
A. Statistical Characterization
The details of the signal characterization based on the statistical analysis of the Wavelet
sub-band coeﬃcients have been presented in other publications and will not be repeated
in detail here. The interested reader will ﬁnd extensive analysis of the method in previous
works of Taroudakis et al.1–3
However, for completeness, the outline of the method will be presented in this section.
According to the method, an acoustic signal is characterized by means of the statistical pa-
rameters of the coeﬃcients resulting from the application of a 1-D Discrete Wavelet Trans-
form (DWT) to the discrete signal ￿S,ψa,b￿,w h e r eψa,b is an appropriately chosen wavelet,
with subsequent convolution by a High-Pass and a Low-Pass ﬁlter giving two sets of coef-
ﬁcients called detailed d1[n;S], and approximate, a1[n;S]. In our analysis the Daubechies’
(db4) wavelet9 is used. By continuing this process using the detailed coeﬃcients up to the
kth level of decomposition the signal is represented by the vectors of coeﬃcients obtained
through this multilevel analysis. The approximate coeﬃcients are kept at the ﬁnal level only.
It has been shown in1 that the wavelet coeﬃcients of a typical underwater signal emitted
from a Gaussian source obey a Symmetric Alpha Stable distribution (SaS) described by its
characteristic function:
Φ(t)=e x p ( iδt − γ
α|t|
α), (1)
where 0 ≤ α ≤ 2i st h ec h a r a c t e r i s t i ce x p o n e n tw h i c hc o n t r o l st h em a r g i n a lb e h a v i o ro ft h e
tails, −∞ <δ<+∞ is the local parameter, γ is the dispersion of the distribution, which
determines the spread of the distribution around the local parameter δ and t is the value of
the coeﬃcient.
In our case δ =0a n dt h es i g n a lS is eventually characterized by a vector d of dimensions
2L +2a sf o l l o w i n g :
S ↔{ Φ
0,...,Φ
L}↔d =( α
0,γ
0,α
1,γ
1,...,α
L,γ
L), (2)
5where L is the total number of levels considered.
It should be noted that an alternative formulation for signal characterization could be
the Fourier transform. However we have used Wavelet transform in our work to exploit
the fact that Wavelet analysis even in stationary signals, better exploits the local frequency
information.
B. Inversion Procedure
Following the formulation described above, the signal measured in a typical experiment
of ocean acoustic tomography or geoacoustic inversion, is characterized by the vector d. As
it was shown in1,t h ev e c t o ri ss e n s i t i v et os m a l lc h a n g e so ft h ee n v i r o n m e n t a lp a r a m e t e r s ,
which of course result to diﬀerent receptions of the signal emitted by the same source. When
these parameters are described by a vector m,a na p p r o p r i a t ep r o p a g a t i o nm o d e lp r o v i d e s
the background for the deﬁnition of a discrete inverse problem of the form :
T(d,m)=0 ( 3 )
and mest will be the vector of the parameters to be estimated by solving the inverse problem.
The inverse problem is non-linear and is typically solved as an optimization procedure
minimizing or maximizing an appropriate cost function and searching for possible solutions
among a pre-deﬁned search space. A simple choice of cost function could be a distance from
the usual family of Hilbert space norms such as L2 Euclidean norm, but in our case a such
choice has some disadvantage. The model vector d does not consist an element of an deﬁned
Hilbert space but typically expresses a vector which characterizes a family of distributions
and thus an other approach of distance is necessary to use. Moreover, the classical norms
are not suitable for the current characterization scheme, because the parameters α,γ have
diﬀerent relevant magnitude and thus a norm of the above family will be dominated by the
alphas parameter values.
For these reasons, the cost function is taken to be the Kullback Leibler Divergence (KLD)
which expresses the diﬀerence (or distance) Ds between two acoustic signals S1 and S2,w h e n
6these signals are characterized by some statistical distribution of selected coeﬃcients10.I n
the case of two signals represented by the parameters of the SaS distributions of the wavelet
sub-band coeﬃcients as described above, the KLD is expressed in closed form according to
the following formula1:
Ds(S1,S 2)=
L ￿
k=0
￿
ln
￿
ck
2
ck
1
￿
−
1
αk
1
+
￿
γk
2
γk
1
￿αk
2 Γ(
αk
2+1
αk
1 )
Γ( 1
αk
1)
￿
, (4)
where Γ(x) is the Gamma function and
c
k
i =
2Γ( 1
αk
i
)
αk
iγk
i
,i=1 ,2 ,k=0 ,...,L. (5)
Formula (4) is based on the assumption that the statistical character of the wavelet coeﬃ-
cients at each level is independent to that of another level.
In the case of tomographic or geoacoustic inversions in underwater acoustics, the pa-
rameters to be recovered are typically the parameters describing the sound speed proﬁle in
the water column and/or in the sea-bed, the densities of the various layers of the ocean
environment, the location of the interfaces, the attenuation coeﬃcients in the various layers
and the shear speeds in the sea-bed if an elastic bottom is considered. These parameters
are normally treated as discrete unknowns, forming the vector m.
The inversion procedure formulated as an optimization problem involves the calculation
of the signal observables ˜ d based on the model parameters ˜ m taken within a pre-deﬁned
search space, using a suitable propagation model to obtain the corresponding acoustic signal
˜ S in the time domain, followed by the appropriate signal processing and characterization.
When the proposed statistical characterization is used, the observables are simply the pa-
rameters α and γ as in equation 2.
As it is the case in all the optimization processes, the systematic search over the multi-
dimensional search space is time consuming and in general is accelerated by some directive
algorithm that reduces substantially the elements of the search space which are introduced
in the optimization process. The signal characterization for all cases studied here, were
based on the wavelet analysis in three levels using the db4w a v e l e t .T h e r e f o r e ,p a r a m e t e rL
(in relation 2) equals to 3, with index 0 corresponding to the approximation subband3.
7In our work we have used the Genetic Algorithm (G.A.) described in a previous paper3,i n
association with the KLD. The G.A. is initiated by a random population of model parameters
˜ m0 and is terminated after a certain number of generations is reached, providing a population
of ”possible” solutions ˜ mF to the optimization problem. In our work we present the possible
solutions using an A-posteriori probability distribution of the individual members of the
population11,12. This representation has been shown to give an adequate indication of the
possibility that a speciﬁc value of the model parameter is the actual solution to the inverse
problem. The mest is taken to be the solution corresponding to the highest value in the
distribution.
III. KEEPING THE ENERGY SIGNIFICANT PART OF THE SIGNALS
A. Theory
As stated in the Introduction, the measurements of the acoustic ﬁeld are performed in
the presence of noise. Due to the negative inﬂuence of noise in the signal characterization
and the subsequent inversion, denoising strategies should be applied taking into account
that according to the proposed inversion procedure a single hydrophone is the only means
of obtaining the acoustic ﬁeld.
The simple method to be presented below, can be used as a tool to isolate the part of
the signal which contains the most useful information to be exploited and from this point
of view it can be applied as a pre-processing procedure to both noise-free and noisy signals.
Consider a discrete acoustic signal represented by N samples and denote it as {S[n]} with
n =1 ,...,N.L e ta,b be integer numbers, with 2 ≤ a<b≤ N − 1a n dA ⊂{ 1,2,...,N}
be an index set. We denote the restriction of the signal S into the above set A as
S|A[n]=

  
  
S[n], if n ∈ A
0, otherwise
(6)
8We deﬁne a signal partition which consisted of three sub-signals as (see Figure 1):
SL(a)=S|[1,a)∩Z
SC(a,b)=S|[a,b]∩Z (7)
SR(b)=S|(b,N]∩Z.
where Z is denoted the set of the integer numbers.
The initial signal S could be reconstructed from its partitioning, using the simple additive
relation
S = SL(a)+SC(a,b)+SR(b). (8)
The signals SL(a),S C(a,b)a n dSR(b)h a v ed i s j o i n ts u p p o r t s ,h e n c et h ee n e r g yn o r mo b e y
the following additive law
￿S￿
2
2 = ￿SL(a)￿
2
2 + ￿SC(a,b)￿
2
2 + ￿SR(b)￿
2
2. (9)
Choosing integer numbers a∗,b ∗ for any pair ￿1,￿ 2 ∈ (0,1) with restriction ￿1 +￿2 to be also
in (0,1) as
a∗ =s u p
a
￿
￿SL(a)￿
2
2 ≤
￿1
￿
(1 − ￿)￿S￿
2
2
￿
(10)
b∗ =i n f
b
￿
￿SR(b)￿
2
2 ≤
￿2
￿
(1 − ￿)￿S￿
2
2
￿
, (11)
then the central projected part SC(a∗,b ∗)h a sa b o u t1 0 0 ￿ percent of the energy of the whole
signal, where
￿ = ￿1 + ￿2. (12)
Typical recordings corresponding to signals from sources utilized in ocean acoustic tomogra-
phy experiments show concentration of energy around the central time of the recording while
noise has important contribution in the whole signal. On the other hand, when considering
the statistical signal characterization, the actual signal has no eﬀective energy at the SL,S R
parts of it and therefore the wavelet coeﬃcients are estimated with narrow SaS distributions
and small dispersion parameters γ. These parameters exhibit constant behavior to the small
signal perturbations which are involved in inversion processes.
9In view of the above observations, we studied a strategy to reduce the noise eﬀect which
is based on the use of the the central parts of signal SC(a∗,b ∗)f o rs i g n a lc h a r a c t e r i z a t i o na n d
subsequent inversion procedure. This part will be denoted in the sequel as “cropped” signal.
The parameters a∗ and b∗ are chosen so that the eﬀective energy of the signal is between 90
and 98 % of the total signal energy. It is obvious that the lower limit corresponds to noisy
data, as noise is present in the whole signal while for noise free data the upper bound gives a
safe limit for the inclusion of the energy signiﬁcant part of the signal in the characterization
process. The values of epsilons (￿1,￿ 2)a r ep r o p o r t i o n a lt ot h ec h o i c eo f￿ as well as the
position of the eﬀective part of signal in the time axis. Denoting by tc the sample number
for which the cumulative energy distribution has value equal or close enough to 0.5, the
following relation
￿1
￿2
=
tc
N − tc
, (13)
in connection with the relation (12) gives an appropriate pair of the coeﬃcients
(￿1,￿ 2)=
￿
tc
N
￿,
N − tc
N
￿
￿
, (14)
whose values are following the energy interpretation as described above.
In our inversion procedure, for the evaluation of any candidate signal S we calculate the
distance Ds(SC,obs(a∗,b ∗),S C(a∗,b ∗)) where a∗,b ∗ are calculated for the measured acoustic
signal Sobs.
Figure 1 displays the cumulative distribution of the energy of a simulated acoustic signal
due to a Gaussian source, in a Pekeris environment. The three parts of the signal are clearly
seen there. This signal corresponds to the simulated measurement of the acoustic ﬁeld to
be used in the next subsection as the ﬁrst application of inversion procedure using cropped
signals.
B. An Application in a Pekeris Environment
In order to test the denosing strategy presented above, we consider a typical Pekeris
shallow water environment.
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FIG. 1. Cumulative energy distribution of the Pekeris environment described in Table I and
an example of its energy partitioning. In this test case we have ￿ =0 .92 and the pair (a∗,b ∗)
equals to (1285,1605).
The inverse problem corresponds to the recovery of the sound speed in the water col-
umn cw as well as the compressional velocity cb and the density ρb of the halfspace, when
measurements of the acoustic ﬁeld due to a sound source modelled with Gaussian source
excitation function are made at a single hydrophone. Thus, the recoverable parameters of
the inverse problem are :
m =[ cw,c b,ρ b]
T. (15)
We assume that the measurements are made in the presence of Gaussian noise, with
Signal-to-Noise Ratio (SNR) 17 dB. The constant environmental parameters as well as the
actual values of the recoverable parameters appear in Table I, along with the operational
parameters of the sound source. This test case has been presented in a previous work of the
authors3 without any denoising process.
Now we perform the signal characterization and the subsequent inversion using only the
11central parts of the ”actual” and candidate signals SC containing 92 % of the total energy
in the sense described in the previous section and the inversion procedure is supported by a
G.A. The forward propagation model utilized to calculate the system transfer function for all
the candidate environments of the search algorithm is the Normal-Mode program MODE1
developed by Taroudakis at FORTH. The calculation of the system transfer function at the
discrete values of the frequency within the signal bandwidth is followed by an Inverse Fourier
transform to obtain the signal in the time domain for the subsequent characterization.
By applying the GA using 30 Generations of 100 individuals each, with probabilities
of crossover 0.8a n dm u t a t i o n0 .02 within the search space appearing in Figure 2, and the
cropped signals as described above, we get the following results :
• The best individual mest of the ﬁnal population:
m
est =[ 1 4 9 9 .4,1159.3,1600.0]
T. (16)
• The A-posteriori probability distribution of the ﬁnal population which appears in
Figure 2
Comparing the best individuals obtained by the current approach with the actual values,
and recalling that the best individuals obtained when the whole signal is considered as in3,
is :
m
est =[ 1 4 9 8 .4,1312.5,1600.0]
T, (17)
we conclude that the density of the sea-bed was recovered with an error 40.7kg/m3
against the error of 112.5kg/m3 corresponding to the recovery of the density when using the
whole signals, whereas the recovered values of the other two parameters (the sound speed
in the water column and in the halfspace) obtained by the two approaches were very close
to the actual values.
This test case illustrates the eﬃciency of the denoising strategy in simple cases. For
this particular environment the recovery of the sound speed values when whole signals were
considered were almost perfect and this behavior was retained when the cropped signals were
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FIG. 2. A-posteriori probability distributions of the ﬁnal population for the Pekeris envi-
ronment
considered. The important observation is that the recovery of the density of the bottom,
a parameter which is known to be recovered with diﬃculty by most inversion procedures
in acoustical oceanography is improved when the energy signiﬁcant part of the signal is
retained for characterization and subsequent inversion.
IV. APPLICATIONS IN RANGE-DEPENDENT ENVIRONMENTS
The main purpose of the work presented here, is to assess the functionality of the sta-
tistical characterization of the acoustic signal as part of the inversion procedure in range-
dependent environments. It should be noted that in all the cases to be considered here, the
environment is axially-symmetric.
When a range-dependent environment is considered, the formulation with respect to
the range-independent case remains the same. However several key factors controlling the
13inversion procedure should be taken into account. Keeping in mind that the initial concept
of ocean acoustic tomography or geoacoustic inversion has been based on the hypothesis
that range-average characteristics of the environment were to be recovered, the transition to
the range-dependent case without change of the formulation requires additional constraints
or a-priori information to be included in the inversion procedure8.
For instance, an eddy is described as a sound speed anomaly of compact support. This
means that there is some indication of the start and of the end of the anomaly in range. The
sound speed variation in depth can be treated using historical information and projecting the
diﬀerences with respect to some mean velocity structure in terms of Empirical Orthogonal
Functions (EOFs) with the corresponding coeﬃcients varying in range.
We consider here, two shallow water environments with range-dependent characteristics:
an environment with irregular water-bottom interface representing a sea-mount of simple
geometry and an environment with ﬂat bottom but including a cold eddy in the water
column. For the ﬁrst case, the geometry of the interface (a sea mount) will be recovered,
while in the second case the structure of the eddy will be estimated.
For both cases, we will assume that an experiment involving a typical source modeled
by a Gaussian excitation function is performed and the measurements are taken at a single
receiver at known distance from the source. When noisy data are considered, the SNR is 17
dB.
In both cases, the Normal-Mode program MODE 4, based on full coupling between
modes13 has been used to calculate the system transfer function. A Gaussian source has
been considered, which is an adequate representation of an actual tomographic source.
A. Test Case 1 : Sea-Mount
We consider a sea-mount of bi-linear shape (See Figure 3). Thus, the mount is described
by four parameters: namely the range at the beginning of the mount r1,t h er a n g ea tt h e
mount summit r2, the water depth at the mount summit zh and the range at the end of the
14mount r3. All the other environmental parameters are considered range-independent but
this is not a restriction in the application of the inversion procedure, as the forward model
can treat any type of range dependency.
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FIG. 3. The sea environment - Test Case 1
Table II presents the known environmental parameters as well as the actual values of
the recoverable parameters describing the mount. The central frequency of the source and
its bandwidth are also shown.
The signal (1024 samples) calculated using the actual values of the signal, after adding
Gaussian noise with SNR=17 dB was characterized by the statistical method using both the
whole and the cropped signal following the denoising procedure described in Section III with
cropping parameter ￿ =0 .92. After performing the procedure which has been described in
the previous session, we ﬁnaly calculated the cropping bounds as (a∗,b ∗)=( 5 1 3 ,763).
The inversion results are obtained using 80 individuals for each generation and probabili-
15ties of crossover and mutation 0.8a n d0 .02 respectively. Figure 4(a) presents the A-posteriori
probability distribution of the ﬁnal population for this case when whole signal have been
characterized, after 40 generations. Figure 5, illustrates the shape of the actual mount as
well as that of the mount estimated by means of the whole and the cropped signals.
It can be seen that the results obtained with the cropped signals lead to an improved
reconstruction of the mount, as the depth at the summit of the mount is recovered with
acceptable accuracy. The other three parameters were recovered with similar accuracy when
whole or cropped signals were used. Overall, the recovery is considered satisfactory.
An interesting observation results from the examination of the A-posteriori probability
distribution of the ﬁnal population for the two cases with the whole and the cropped signals
appearing in Figures 4(a) and 4(b). It is obvious that the distribution around the best
individual for each recoverable parameter when the cropped signals are used is more narrow
than in the case of the inversion using the whole signal, even for the parameters recovered
equally by the two cases. This means that the conﬁdence of the inversion results is higher
when the cropped signals are used.
B. Test Case 2 : Cold Eddy
The second test case corresponds to an environment originally studied in paper8 and it is
also considered here as an internal benchmark exercise for studying applicability of inversion
procedures in range-dependent environments.
The range-dependent feature of the environment is a cold eddy. The lower temperature
of the water at some region of the environment is described by a variation of the sound speed
proﬁle outside the eddy (reference proﬁle), towards lower values. This variation is of range-
dependent character. This case is more interesting for typical applications of acoustical
oceanography when oceanographic structures of 2-D character must be estimated. In our
case, the cold eddy is globally represented by means of three orders of EOFs appearing in
Figure 6 which are the basis functions upon which the deviation from the reference sound
16speed proﬁle c0(z)i sr e p r e s e n t e d ,a c c o r d i n gt ot h ef o l l o w i n gf o r m u l a:
c(z,r)=c0(z)+
3 ￿
n=1
an(r)fn(z), (18)
In the case under consideration the reference sound speed proﬁle is piecewise linear
between the values c0(0) = 1500m/sec,c0(100) = 1495m/sec,c0(400) = 1509m/sec.T h e
water depth is 400 m.
In the real world the EOFs are obtained by analyzing historical data representing typical
anomalies in the water column. In order to assess the range-dependent structure of the
eddy an appropriate discretization in range should be applied so that the inverse problem is
expressed as a discrete one, according to formula (3). Following exactly the same procedure
as in8, ﬁve segments of equal width are considered. Thus, in each of these segments the
sound speed proﬁle is given by the following formula :
ci(z)=c0(z)+
3 ￿
n=1
ai,nfn(z),i =1 ,...,5. (19)
The coeﬃcients ai,n,i=1 ,...,5,n=1 ,...,3, are the unknown parameters to be recov-
ered. Thus, the total unknowns of the inversion scheme are 15 as the location of all the
segments is considered known. The bottom structure is considered known as well.
Table III presents the environmental and operational parameters of the Test Case 2 when
at o m o g r a p h ye x p e r i m e n ti ss i m u l a t e d . As i n g l er e c e i v e ri sa g a i nc o n s i d e r e d . T h ec e n t r a l
frequency of the source as in the previous case has been considered low (may be non realistic
for a typical tomography experiment) for reasons related to the speed of the inversion process
which is very low when many propagating modes are to be calculated and coupled for a high
number of frequencies. The authors are on the stage of developing a new version of the
inversion algorithm involving parallel processing in order that the signal characterization
and the inversion process was applied with signals of higher central frequencies so that the
scheme to be applicable in real experiments at a reasonable execution time.
The actual parameters of the EOFs representing the sound speed anomaly at the eddy
appear in Table IV along with their search space which is exactly the one used in8. Figure
7p r e s e n t st h e’ a c t u a l ’( s i m u l a t e d )s t r u c t u r eo ft h ee d d y .
171. Inversions with Noise-Free Data
As a ﬁrst attempt to assess the applicability of the scheme in this environment, we
applied the whole procedure with noise-free data. The cropped signal was used for the
characterization. In this case 98 % (￿ =0 .98) of the whole signal energy was kept in
the signal to be processed. The cropped coeﬃcients have been calculated as (a∗,b ∗)=
(1048,1550). Note that the whole signal is represented by 2048 samples. By applying the
signal characterization scheme and a GA after 50 generations of 80 individuals each with
probabilities of crossover 0.8a n dm u t a t i o n0 .02, the estimation of the EOF coeﬃcients leads
to the eddy structure appearing in Figure 8.
The actual and recovered EOF coeﬃcients appear in Table V. In Figure 9 we present the
A-posteriori probability distributions of the ﬁnal population for the inversions with noise-free
data.
The inversion results are considered very good. The individual sound speed proﬁles at
the ﬁve segments are recovered with acceptable accuracy and the eddy itself is represented
with most of the oceanographic signiﬁcant details of the sound speed variation in range and
depth.
2. Inversions with Noisy Data
In order to assess the applicability of the method in more realistic situations, we repeated
the same procedure adding Gaussian noise with SNR=17 dB. The cropped signals were used
for signal characterization and subsequent inversion with 92 % (￿ =0 .92) of the total signal
energy remaining in the central part. The cropped coeﬃcients pair has been calculated as
(a∗,b ∗)=( 9 6 2 ,1575). The recorded signal is represented again by 2048 samples.
Table VI presents the actual and recovered EOFs at the ﬁve segments in this case.
Again 50 generations were produced by the G.A. with 80 individual each and probabilities
of crossover 0.8 and mutation 0.02. As expected, the recovery is not as good as in the case of
the noise-free data. However, by looking at Figure 10 representing the eddy, reconstructed
18with the EOF’s estimated with noisy data. we can conclude that the eddy was adequately
reconstructed, perhaps without all the signiﬁcant details, which might be of interest for the
oceanographers. For completeness, we also present the A-posteriori probability distribution
of the EOF coeﬃcients at the ﬁnal population of the G.A. in Figure 11.
Comparing the results of noise-free with them of the noisy case it is obvious that a main
problem in the recovery of some oceanographic structure in the water with range-depended
features, using the suggested statistical signal characterization, is the presence of noise.
Therefore, additional work is needed to assess alternative denoising scheme procedures that
could eventually lead to signal characterization, free of all the artifacts which are due to
noise.
V. CONCLUSION
It has been shown that the statistical signal characterization scheme introduced in un-
derwater acoustics as a tool for general inversion purposes, can in principle be applied in
range dependent environments for the recovery of structures in the water column and the
sea bed which are of compact support. This conclusion supports the statement that the
proposed characterization scheme is an eﬃcient tool for ocean acoustic tomography and
geo-acoustic inversions in realistic environments. The range of possible applications is wide
and includes pollution monitoring, oceanographic processes monitoring, identiﬁcation of the
shape of objects lying in the sea bed and in general estimation of oceanographic structures
of any type, and a range-dependent character. However, it should be noted that when noisy
data are used, the estimation of the environmental parameters is less accurate with respect
to the case of noise-free data. Of course, by studying just a few cases no deﬁnite conclu-
sions can be derived as regards the applicability or speciﬁc limitations of the method. It
is obvious that additional work is needed to assess the potential of the method in realistic
environments with actual data obtained in the presence of noise. This means that alter-
native signal processing methods to further reduce noise eﬀects, is of primary importance
19for the speciﬁc signal characterization method. Another problem when the environments
are range-dependent, comes from the fact that the normal-mode codes for treating the for-
ward propagation problem are time consuming due to the full coupling of modes which is
considered. It is questionable if less accurate codes (for instance based on the adiabatic or
parabolic approximation) could lead to similar results at a lower speed. In any case the
authors believe that the solution would be the parallelism of the inversion algorithm which,
by the nature of the process, could reduce drastically the time required for the performance
of the inversions using G.A. Among the future research plans of the authors, is the study of
hybrid approaches, always based on the same source-receiver conﬁguration, which we expect
to lead to a further improvement of the results in more or less the same way as suggested
in a previous paper of Taroudakis et al.8
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FIG. 4. A-posteriori probability distributions of the ﬁnal population - Test Case 1
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FIG. 9. A-posteriori probability distributions of the ﬁnal population for the inversions with
noise-free data. Range-dependent, Test Case 2
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FIG. 10. The eddy reconstructed with noisy data
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FIG. 11. A-posteriori probability distributions of the ﬁnal population for the inversions with
noisy data. Range-dependent, Test Case 2
27Actual Values
Water Depth h (m) 200
Source Depth zs (m) 100
Receiver Depth zR (m) 100
Range r (m) 5000
Central Frequency fo (Hz) 100
Bandwidth ∆f (Hz) 40
Water density ρw (kg/m3) 1000
Sound Speed in Water cw (m/s) 1500
Bottom Density ρb (kg/m3) 1200
Sound Speed in Bottom cb (m/s) 1600
TABLE I. Environmental, source and receiver parameters for the Pekeris environment
28Actual Values
Water Depth h (m) 100
Source Depth zs (m) 25
Receiver Depth zR (m) 25
Starting Range of the Mount r1 (m) 2000
Range at Maximum Mount Height r2 (m) 4000
Ending Range of the Mount r3 (m) 6000
Water Depth at the Mount Summit zh (m) 50
Source Central Frequency fo (Hz) 50
Frequency Bandwidth ∆f (Hz) 50
Range r (m) 8000
Sound Speed in Water cw (m/s) 1500
Sediment Density ρb (kg/m3) 1200
Sound Velocity in the Sediment cb (m/s) 1600
Substrate Density ρsb (kg/m3) 1400
Sound Velocity in the Substrate csb (m/s) 1800
TABLE II. Environmental, source and receiver parameters of the Test Case 1 : Sea Mount
29Cold Eddy Parameters Actual Value
Water Depth (m) 400
Density of the Water (kg/m3) 1000
Starting Range of the Eddy (m) 2000
Ending Range of the Eddy (m) 3200
Sound Velocity at the Bottom (m/s) 1600
Density of the Bottom (kg/m3) 1500
Source Depth (m) 50
Receiver Depth (m) 50
Receiver Range (m) 5000
Central Frequency/Bandwidth (Hz) 50/20
TABLE III. Environmental, source and receiver parameters of the Test Case 2 : Cold Eddy
30Segment
Order 1st 2nd 3rd 4th 5th L. Bound U. Bound
1 −19.21 −33.007 44.713 −25.657 −8.726 −50.00 .0
22 7 .845 34.352 44.438 32.824 22.876 0.05 0 .0
3 −11.105 −11.008 −14.892 −13.073 −12.001 −30 0
TABLE IV. EOF coeﬃcients and search space (lower bound and upper bound) for the
environment of Test Case 2
31Segment a1 Actual↔Recovered a2 Actual↔Recovered a3 Actual↔Recovered
1st −19.21 ↔− 21.43 27.85 ↔ 42.06 −11.10 ↔− 10.00
2nd −33.00 ↔− 37.30 34.35 ↔ 23.02 −11.00 ↔− 12.00
3rd −44.71 ↔− 43.40 44.44 ↔ 42.06 −14.89 ↔− 12.00
4th −25.66 ↔− 22.22 32.82 ↔ 46.83 −13.01 ↔− 22.00
5th −8.72 ↔− 18.27 22.88 ↔ 25.56 −12.01 ↔− 9.00
TABLE V. Actual and recovered EOF coeﬃcients - Test Case 2. Noise-free data.
32Segment a1 Actual↔Recovered a2 Actual↔Recovered a3 Actual↔Recovered
1st −19.21 ↔− 45.24 27.85 ↔ 38.89 −11.10 ↔− 30.00
2nd −33.00 ↔− 29.37 34.35 ↔ 47.62 −11.00 ↔− 30.00
3rd −44.71 ↔− 38.10 44.44 ↔ 46.03 −14.89 ↔− 30.00
4th −25.66 ↔− 43.65 32.82 ↔ 38.10 −13.01 ↔− 30.00
5th −8.72 ↔− 48.41 22.88 ↔ 31.75 −12.01 ↔− 12.00
TABLE VI. Actual and recovered EOF coeﬃcients - Test Case 2. Noisy data.
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