A magic series is a set of natural numbers that, by virtue of its size, sum, and maximum value, could fill a row of a normal magic square. In this paper, we derive an exact two-dimensional integral representation for the number of magic series of order N . By applying the stationary phase approximation, we develop an expansion in powers of 1/N for the number of magic series and calculate the first few terms. We find excellent agreement between our approximation and the known exact values. Related results are presented for magic cube and hypercube series, bimagic series, and trimagic series.
Introduction
A (normal) magic square of order N is an arrangement of the integers from 1 to N 2 in an N × N grid such that each row, column, and diagonal has the same sum. The common sum is given by
A subset of [N 2 ] = {1, 2, . . . , N 2 } that could populate a row of a normal magic square (i.e., an N -element subset of [N 2 ] whose sum is S 1 ) is known as a magic square series. Analogously, a (normal) magic cube of order N is an arrangement of the integers from 1 to N 3 into a cube such that each row, column, pillar, and space diagonal has the same sum; legal subsets for the rows of a normal magic cube are magic cube series; and so on for hypercubes of any order. The number of magic square series of order N has been computed exactly for N as large as 1000 [1] , and is empirically well-described by H. Bottomley's formula:
While the leading-order behavior can be given a statistical justification, the coefficients of the correction terms are purely empirical [2] . The goal of the present paper is to derive the leading-order behavior and the first two correction terms analytically, and to present a perturbative framework within which arbitrarily high-order correction terms can be calculated. The structure of the paper is as follows. In Section 2, we describe a probabilistic problem that is equivalent, for various parameter values, to the enumeration of magic series for squares, cubes, and hypercubes. By applying the central limit theorem to this probabilistic problem, we find approximate (Gaussian) formulae for the number of magic series of each type. In Section 3, we derive an exact two-dimensional integral representation of the desired result, and show how corrections to the Gaussian formulae can be expressed as perturbation series in 1/N . We compute the first-and second-order correction terms in these series. In Section 4, we collect our results for magic series and compare them to the exact counts that are known. Finally, in Section 5, we discuss extensions to bimagic and trimagic series, compute approximations to the number of bimagic square series, bimagic cube series, and trimagic square series, and compare these results to known exact counts.
Probabilistic approach 2.1 Formulation
For each i ≥ 1, let (X i , Y i ) be a random vector that is equal to (1, i) with probability β and equal to (0, 0) otherwise. Then the partial sums (A m , B m ) = m i=1 (X i , Y i ) have the following interpretation: the probability that (A m , B m ) is equal to (A, B) is the probability of selecting A numbers and arriving at a total of B, selecting each value in {1, 2, . . . , m} for inclusion with probability β. When we convert this probability to a count, the relevance to enumerating magic series is clear. Specifically,
where N (m, A, B) is the number of subsets of {1, 2, . . . , m} that have A elements and sum to B. For appropriately chosen arguments, the value of N is equal to the number of magic series for squares, cubes, or hypercubes.
For magic series, we will be interested in cases where A m and B m take on their mean values, which are
Define the "central probability" to be
The corresponding count is given by
The prefactor in Eq. (7) is exact. We will now develop an approximation scheme for the central probability P * (m, β), beginning with the Gaussian approximation.
Gaussian approximation
As m becomes large, the central limit theorem (the Lyapunov central limit theorem, specifically, since the summed variables are independent but not identically distributed) implies that the distribution of (A m , B m ) approaches a two-dimensional Gaussian. The center of the Gaussian is (µ x , µ y ). The components of its covariance matrix are
The limiting distribution of (A m , B m ) is therefore
where the exponent is quadratic in the distance from (A, B) to the center of the distribution, and we have used the following for the square root of the determinant of the covariance matrix:
In the Gaussian approximation, then, the central probability is
We can obtain results for various interesting cases by specifying m and β.
Magic square series
The number of magic square series of order N is given by N 2 (N ) = N (N 2 , N, S 1 ), where
. We see that if we choose m = N 2 and β = 1/N , then the center of the Gaussian is located at (µ x , µ y ) = (N, S 1 ). In this case, the prefactor in Eq. (7) is
where the series is readily extended to any order. The Gaussian approximation for the number of magic square series of order N is therefore
When we compare this estimate to the actual counts for large N , we find that it is correct to leading order, but the higher-order correction coefficients are wrong. (For instance, the coefficient of 1/N appears to be 3/5, not 5/6.) This should not be terribly surprising. First, although the CLT guarantees a Gaussian distribution in the limit m → ∞, there are finite-m corrections that affect the higher-order terms. Second, as the careful reader will have noted, the CLT no longer applies when β is a function of m. We can only guarantee convergence to a normal distribution when β is fixed. To address both these problems, we will need to systematically include non-Gaussian corrections, as we will do in Section 3.
Magic cube series
The number of magic cube series of order N is given by N 3 (N ) = N (N 3 , N, T 1 ), where
If we choose m = N 3 and β = 1/N 2 , then the center of the Gaussian is located at (µ x , µ y ) = (N, T 1 ). The prefactor in this case is
and the Gaussian approximation for the number of magic cube series of order N is
As with the magic square series, a comparison to the exact counts shows that the leading order here is correct, while the higher-order terms are wrong.
Magic series for α-hypercubes
Generalizing the above by taking m = N α and β = 1/N α−1 , we obtain an estimate for the number of magic series for α-hypercubes. Assuming α > 3, the prefactor becomes
The Gaussian approximation for the number of magic series for α-hypercubes of order N (α > 3) is
Again, only the leading-order behavior is correct.
3 Integral representation
Formulation
Now consider evaluating the probability distribution p(x, y) without appealing to the central limit theorem. The probability distribution is a convolu-tion of m simple distributions; in Fourier space, this convolution becomes a product. Definingp(k x , k y ) = x,y exp(ik · x)p(x, y), we havẽ
and
Taking the product over j gives
The central probability is then given by the inverse Fourier transform:
This expression, while exact, is not of very much use as it stands, and will need to be approximated.
Stationary phase approximation
First, expanding in β, we rewrite the exponent as
This expansion is convergent for small β. We now propose that the primary contribution to the integral in Eq. (24) comes from the region around the origin, where the real part of the exponent is zero and its imaginary part is stationary with respect to k. This leads us to employ the stationary phase approximation, in which the integral of a rapidly oscillating function is approximated by the local integral(s) at the point(s) of stationary phase. As the oscillations in phase become increasingly rapid (which we expect to occur here as m → ∞), contributions from all other points are exponentially suppressed. (In this case, the amplitude of the integrand is also exponentially suppressed away from the origin.) Collecting like powers of z, we have
in the exponent, where each "vertex correction" function f k (β) is equal to 1 plus corrections of order β.
To be more precise, the first few vertex corrections are
Summing over j then gives the exponent as
where repeated indices are summed over, Σ is exactly the same as before, and
All higher-order vertices follow the same pattern: the value of V abc... , where V is any vertex and abc . . . are its indices, is equal to .
The central probability is now given by
Using rescaled variablesk x = mβ(1 − β)k x andk y = m mβ(1 − β)k y , we remove all β-dependence and the leading-order dependence on m from the vertex terms, giving
exactly, andṼ
up to corrections of order 1/m, andf k (β) = (1 − β) −k/2 f k (β). The first two rescaled vertex corrections arẽ
For simplicity we will drop the tildes on k and work with the rescaled variables from this point forward. At this point we have arrived at our main theoretical result:
where the expectation value is evaluated with respect to the normalized Gaussian distribution with covariance matrixΣ −1 . Because each additional power of k (that is, each new vertex) comes with a multiplier of (βm) −1/2 , expanding the exponential gives us an asymptotic series, in powers of 1/(βm), for the multiplicative correction to P * g (m, β). Odd powers of k evaluate to zero by symmetry, so only integer powers of 1/(βm) appear.
First-order correction
To first order in 1/(βm), we have
where
Note that the cubic and quartic (in k) corrections both contribute to this order. The usual diagrammatic approach applies: the "propagator" is
to leading order in 1/m, and expectation values of higher powers of k can be evaluated by combining pairs of k's in every possible way, e.g.,
BecauseṼ is symmetric on its indices, this gives
In terms of diagrams, we are summing over all distinct diagrams for which the sum of the vertex degrees is equal to twice the number of vertices plus two. There are three such diagrams, corresponding to the three terms in Eq. (47). A straightforward summation over the indices yields the correction coefficient:
Higher-order corrections
The coefficient K 1 derived in the previous section is universal, in that it describes the first non-Gaussian correction to P * whenever β → 0 and (βm) → ∞. In particular, the same value of K 1 applies in counting magic series for hypercubes of any order. In each case, the Gaussian approximation derived in Section 2 must be multiplied by 1 + K 1 /(βm) = 1 − 7/(30N ) to yield the correct expression to order 1/N .
Higher-order corrections are not universal in the same way, because there are correction terms in powers of 1/m (from approximations made to the propagator and the vertex), powers of 1/(βm) (from higher-order diagrams), and powers of β (from the vertex corrections). Depending on the dimensionality of the problem, these correction terms scale differently. For magic square series, β = 1/(βm) = 1/N , and so we need both the next-order terms in β and the next round of diagrams to get the coefficient of 1/N 2 in the large-N expansion. For magic cube and hypercube series, on the other hand, β ≪ 1/N , and so only the next round of diagrams are required for order 1/N 2 . (The approximations made to the propagator and the vertex produce still finer corrections: they enter the calculation at order 1/N 3 for magic series for squares, and at even higher orders for cubes and hypercubes.) So, to correctly determine the next order in 1/N we need at most two types of additional correction. Omitting the details, we find
arises fromf k (β)-corrections, and includes only the three diagrams already considered; and includes a large number of higher-order diagrams. The summation was performed with the help of a computer.
Magic series results
After multiplying the Gaussian results from Section 2 by the correction series derived in the previous section, the second-order results for the various types of magic series are as follows:
(52)
(53)
(54)
It is interesting to note that if the expansion of N 2 (N ) in decreasing powers of N is moved to the denominator, one obtains a very slight correction to Bottomley's formula, Eq. (2), for the number of magic square series :
The coefficient (2/7) in Bottomley's empirical formula is replaced by (2/7)+ (1/2100). All coefficients in the above formulae are exact; all besides the (3/5) in N 2 (N ) are novel, to the author's knowledge. Table 1 compares these second-order estimates with the exact counts, which are known at least up to N = 1000 for squares, N = 200 for cubes, and N = 20 for 4-dimensional hypercubes [1] . The agreement is excellent: at these largest known values, our second-order approximations are correct to (respectively) 11, 7, and 4 decimal places. Moreover, the exact values allow us approximate the unknown third-order terms fairly well. Based on the contents of Table 1 , the third-order terms are roughly 0.032/N 3 , −1.44/N 3 , and 1.12/N 3 for squares, cubes, and 4-dimensional hypercubes respectively.
Extension to multimagic series

Bimagic series
A bimagic square is a magic square with the additional property that the squares of the entries in each row, column, and diagonal have the same sum; Table 1 : Comparison of second-order magic series estimates to selected exact values. Results are shown for the number of magic square series (α = 2), magic cube series (α = 3), and magic series for 4-dimensional hypercubes. The underlined numbers are the first incorrect digits in each estimate. The final column approximates the coefficient of the N −3 term for each α; note that these approximations appear to have converged.
one then defines bimagic square series as before. Moreover, one can define bimagic cube series, etc., as well as trimagic and higher multimagic squares, cubes, etc., and their associated series. The method described in this paper can be adapted to enumerate multimagic series as well. We limit ourselves here to briefly describing its application to bimagic and trimagic series.
For bimagic series, we will want start by considering random vectors (X i , Y i , Z i ) that are equal to (1, i, 1 2 i(i − 1)) with probability β and equal to (0, 0, 0) otherwise. (If we were to choose Z i = i 2 instead, Y i and Z i would be equal modulo 2; in the k-space analysis, this would lead to multiple points of stationary phase, complicating the problem.) The probability distribution of the sum of the first m such vectors is related to the number of bimagic series just as in Eq. (3). This probability distribution approaches a threedimensional Gaussian centered at
Its covariance matrix has components
Σ zz = 1 20
To leading order in 1/m, this matrix has determinant β 3 (1 − β) 3 m 9 /8640; the Gaussian approximation for the peak probability is then
For bimagic square series, the prefactor is the same as in Eq. (14), β = 1/N , and m = N 2 , so the Gaussian approximation for the number of bimagic square series is
For bimagic cube series, the prefactor is the same as in Eq. (17), β = 1/N 2 , and m = N 3 , so the Gaussian approximation here is
Perturbative corrections to the Gaussian results may be calculated exactly as before. In fact, Eq. (41) is still correct, as is the expression for the first correction coefficient K 1 . The only difference is that the propagator and vertex have changed. The propagator is now 
also to leading order in 1/m. We find that
Multiplying 1 + K
1 /N by the Gaussian approximations gives
for the number of bimagic square series and bimagic cube series, respectively. Table 2 compares our approximations to some known results (from [3] ). The number of bimagic square series is known to N = 28, at which point our approximation is correct to 4 significant digits. The number of bimagic cube series is only known to N = 11; our first-order approximation is no better than the Gaussian approximation at that value, but should improve thereafter. We predict the number of bimagic square series of order 29 to be 3.9714 × 10 44 , and the number of bimagic cube series of order 12 to be 3.1966 × 10 20 .
Trimagic series
A trimagic square is a bimagic square with the additional property that the cubes of the entries in each row, column, and diagonal have the same sum. To enumerate trimagic series, we will consider random vectors (X i , Y i , Z i , W i ) that are equal to (1, i,
) with probability β and equal to (0, 0, 0, 0) otherwise. All aspects of the preceding calculation go through as before, so we will omit the details. One important difference is that the expected value of 
to leading order.
The exact values (from [3] ) are compared to the leading-order approximation in Table 3 . The agreement is fairly poor at the accessible values of N , and because the errors oscillate in magnitude, the 1/N correction cannot improve matters much. There are clearly non-perturbative effects that need to be better understood, and these effects are evidently more important for higher multimagic series. Indeed, similar (albeit smaller) oscillatory effects are already apparent in the bimagic series approximation. 
