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Abstract
Noncoding RNAs are integral to a wide range of biological processes, including translation, gene regulation, host-pathogen
interactions and environmental sensing. While genomics is now a mature field, our capacity to identify noncoding RNA
elements in bacterial and archaeal genomes is hampered by the difficulty of de novo identification. The emergence of new
technologies for characterizing transcriptome outputs, notably RNA-seq, are improving noncoding RNA identification and
expression quantification. However, a major challenge is to robustly distinguish functional outputs from transcriptional
noise. To establish whether annotation of existing transcriptome data has effectively captured all functional outputs, we
analysed over 400 publicly available RNA-seq datasets spanning 37 different Archaea and Bacteria. Using comparative tools,
we identify close to a thousand highly-expressed candidate noncoding RNAs. However, our analyses reveal that capacity to
identify noncoding RNA outputs is strongly dependent on phylogenetic sampling. Surprisingly, and in stark contrast to
protein-coding genes, the phylogenetic window for effective use of comparative methods is perversely narrow: aggregating
public datasets only produced one phylogenetic cluster where these tools could be used to robustly separate unannotated
noncoding RNAs from a null hypothesis of transcriptional noise. Our results show that for the full potential of
transcriptomics data to be realized, a change in experimental design is paramount: effective transcriptomics requires
phylogeny-aware sampling.
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Introduction
Genome sequencing has transformed microbiology, offering
unprecedented insight into the physiology, biochemistry, and
genetics of Bacteria and Archaea [1–4]. Equally, careful examina-
tion of transcriptional outputs has revealed that bacterial and
archaeal transcriptomes are remarkably complex [5]. Roles for
RNA include regulation, post-transcriptional modification and
genome defense processes [6–10]. However, our view of the
microbial RNA world still derives from a narrow sampling of
microbial diversity [11]. Additional bias comes from the fact that
many microbes are not readily culturable [12]. The development of
metagenomics and initiatives such as the Genomic Encyclopedia of
Bacteria and Archaea (GEBA) project have sought to redress these
biases, generating genomes spanning undersampled regions of the
bacterial and archaeal phylogeny [1], and sequencing uncultured or
unculturable species through metagenomics [2,13–16].
A further source of bias in our genome-informed view of
microbes derives from a protein-centric approach to genome
annotation. The majority of genome sequences deposited in
public databases carry limited annotation of noncoding RNAs
and cis-regulatory elements, yet it is rapidly becoming clear that
RNA is essential to our understanding of molecular functioning
in microbes [17].
The paucity of annotations is understandable, as RNA gene
annotation is non-trivial [18,19]. However, the increasing
number of roles for RNAs uncovered through experimental
and bioinformatic studies make illuminating this ‘‘dark matter’’
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all the more urgent. Among the remarkable discoveries made
are: riboswitch-mediated regulation [9,20], transcriptional
termination by RNA elements [21–23], identification of novel
natural catalytic RNAs [24–27], CRISPR-mediated acquired
immunity [28,29], temperature-dependent gene regulation
[30,31], and sno-like RNAs in Archaea [32–34]. The Rfam
database [22,35] provides a valuable platform for collating and
characterising these and other families of noncoding RNA.
However, a recent comparative analysis [36] revealed that
fewer than 7% of RNA families within Bacteria and less than
19% in Archaea show a broad phylogenetic distribution (that
is, presence in at least 50% of sequenced phyla). Crucially, that
analysis revealed that underlying genome sequencing biases
were a major contributor to this pattern, and that the wider
genomic sampling provided by the GEBA dataset [1] did help
improve identification of broadly-conserved RNA families
[36]. Tools such as RNA-seq [37] and transposon insertion
sequencing [38–40] promise to complement comparative
genomics tools for RNA family discovery, and it may be
possible to use a mix of data types in the identification of RNA
elements. However, to date, no systematic analysis of available
data has been undertaken, suggesting ncRNAs may be hidden
in the deluge of published data.
We have therefore assessed the value of RNA-seq data for
identification of unannotated non-coding and cis-regulatory
RNA elements in bacterial and archaeal genomes. We show
that numerous, hitherto uncharacterised, expressed RNA
families are lurking in publicly available RNA-seq datasets.
We find that poor sequence conservation for RNA families
limits the capacity to identify evolutionarily conserved, ex-
pressed ncRNAs from existing genomic and transcriptomic
data. Our results suggest that maximising phylogenetic
distance, a sampling strategy effective for identification of
novel protein families [1,2], is not the most effective strategy for
ncRNA identification. Instead, our results show that, for RNA
element identification, sequencing clusters of related microbes
will generate the greatest benefit.
Results
Non-coding RNA elements dominate bacterial and
archaeal transcriptional profiles
To assess the relative contribution of noncoding RNAs and
protein-coding genes to transcriptional output, we collected all
publicly-available bacterial and archaeal RNA-seq datasets (avail-
able as of August 2013), spanning 37 species/strains and 413
datasets. For all datasets, we supplemented publicly available
genome annotations with screening for additional loci against the
Pfam and Rfam databases [22,35,41,42], followed by manual
identification of expressed unannotated regions that have pre-
viously been dubbed RNAs of Unknown Function (RUFs) [43].
This latter annotation yielded 922 expressed RUFs.
We next examined the relative abundance of transcripts within
each RNA-seq dataset, yielding an expression rank for individual
transcripts. This analysis reveals that most transcriptomes are
dominated by highly expressed non-coding RNA outputs
(Figure 1) (P-value vv0:0001, Chi-square test of observed vs.
expected ratios and Fisher’s Exact test on the counts). In addition
to well-characterised RNAs (rRNA, tRNA, tmRNA, RNase P
RNA, SRP RNA, 6S and sno-like sRNAs), and known cis-
regulatory elements (riboswitches, leaders and thermosensors -
Table S1), the top 50 most abundant transcriptional outputs
(Figure 1) across the 32 Bacteria and 5 Archaea in our dataset
included a total of 308 RUFs.
Comparative analyses reveal that highly expressed
transcripts are often poorly conserved
To assess whether highly expressed RUFs possess features
commonly associated with function, we employed three criteria: 1)
evolutionary conservation, 2) conservation of secondary structure,
3) evidence of expression in more than one RNA-seq dataset. For
this analysis, we compared and ranked transcriptional outputs
across species/strains (see Methods for details). Based on the
relative rank across RNA-seq datasets and the maximum
phylogenetic distance observed across all genomes, each transcript
was classified as high, medium or low expression, and high,
medium or low conservation. This yielded a set of highly expressed
transcripts consisting of 162 Rfam families, 568 RUFs and 1429
Pfam families. As expected [44–46], conserved, highly expressed
outputs are dominated by protein-coding transcripts (Figure 2
B&C). In contrast, transcripts that are highly expressed but poorly
conserved are primarily RUFs (Figure 2A). Of the 568 RUFs
identified, only 25 are supported by all three conservative criteria
(conservation, secondary structure and expression) (Figure 2D),
a further 138 RUFs are supported by two criteria (Figure 2D).
Consequently, on these criteria, the vast majority of RUFs appear
indistinguishable from transcriptional noise. However, as these
RUFs are among the most highly expressed transcripts in public
RNA-seq data, we next considered whether our criteria were
sufficiently discriminatory to identify functional RNAs. It is well
established that not all functional RNAs exhibit conserved
secondary structure – antisense base pairing with a target is
common, and does not require intramolecular folding [47]. This
indicates that criterion 2 will apply to some, but not all functional
RNA elements. Criteria 1 and 3 both derive from comparative
analysis: criterion 1 requires an expressed RUF to be conserved in
some other genome, while criterion 2 requires an expressed RUF
to be expressed in another of the datasets in our study. We
therefore sought to examine how effective our comparative
analyses are given that the available data represent a small sample
(transcriptomes from 37 strains) and given that biases in genome
Author Summary
We have analysed more than 400 public transcriptomes,
generated using RNA-seq, from almost 40 strains of
Bacteria and Archaea. We discovered that the capacity to
identify noncoding RNA outputs from this data is strongly
dependent on phylogenetic sampling. Our results show
that, for the full potential of transcriptomics data as
a discovery tool to be realized, a change in experimental
design is critical: effective comparative transcriptomics
requires phylogeny-aware sampling. We also examined
how comparative transcriptomics experiments can be
used to effectively identify RNA elements. We find that,
for RNA element discovery, a phylogeny-informed sam-
pling approach is more effective than analyses of in-
dividual species. Phylogeny-informed sampling reveals
a narrow ‘Goldilocks Zone’ (where species are not too
similar and not too divergent) for RNA identification using
clusters of related species. In stark contrast to protein-
coding genes, not only is the phylogenetic window for the
effective use of comparative methods for noncoding RNA
identification perversely narrow, but few existing datasets
sit within this Goldilocks Zone: by aggregating public
datasets, we were only able to create one phylogenetic
cluster where comparative tools could be used to
confidently separate unannotated noncoding RNAs from
transcriptional noise.
Noncoding RNA Discovery with Phylogenetic Sampling of Transcriptomes
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sampling across bacterial and archaeal diversity impact compar-
ative analysis of RNAs [36].
Comparative analysis reveals a ‘Goldilocks Zone’ for
ncRNA identification
Effective comparative analysis requires appropriate phylogenet-
ic distances between species under investigation [48]. For
discovery of protein-coding gene families, maximising phyloge-
netic diversity across the tree of life has proven very effective [1,2].
For non-coding RNA, underlying biases in genome sampling do
affect the assessment of ncRNA conservation, and adding
phylogenetic diversity improves the identification of broadly
conserved ncRNA families [36]. However, few ncRNAs appear
conserved across broad evolutionary distances [36]. We have
therefore considered how species selection impacts comparative
analysis as a tool for the identification of conserved ncRNAs.
To assess the effect of strain selection on our capacity to identify
RNA families using comparative analysis, we first generated F84
phylogenetic distances between 2562 bacterial strains and 154
archaeal strains using SSU rRNA sequences from each strain (see
Methods for details). Next, for each Rfam RNA family and Pfam
protein family, we identified the maximum phylogenetic distance
between any two species/strains that encode a given family. We
then calculated the fraction of conserved RNA and protein
families for a given phylogenetic distance.
This reveals a dramatic difference in evolutionary conservation
of Rfam and Pfam families (Figure 3). While 80% of protein
families are still conserved at the broad evolutionary distances that
separate Bacteria and Archaea, the phylogenetic distance at which
80% of RNA families are conserved lies somewhere between the
taxonomic levels of genus and family (Figure 3). The explanation
for this rapid decay of RNA family conservation across long
Figure 1. Identification of transcribed elements across publicly-available RNA-seq data. Non-coding RNA elements show high expression
across transcriptomes. Both annotated Rfam families (red - core Rfam families (see Methods) are dark red, all others are light red) and expressed RUFs
(black) are among the highest expressed outputs in transcriptomes (blue - core Pfam families (see Methods) are dark blue, all others are light blue).
For each strain we generated relative rankings of expression spanning protein coding genes, RNA genes and candidate RUFs. Accurately estimating
expression levels from read depths is confounded by a number of factors (e.g. sample preparation, overall sequencing depths, rRNA depletion, etc.).
For consistency, we have ranked genes for each strain and compared rankings instead of comparing the read depths directly between strains. For
a given strain, the annotated genes were ranked based on the median read depth of the annotated region. RUFs were manually picked by masking
out annotated genes and selecting regions showing evidence of expression by inspecting read depth across the genome. This yielded 844 gene
candidate sequences in Bacteria and 78 in Archaea. The plot contains the 50 most highly expressed elements for each strain/species.
doi:10.1371/journal.pcbi.1003907.g001
Noncoding RNA Discovery with Phylogenetic Sampling of Transcriptomes
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evolutionary time-scales is likely to be a combination of the limited
abilities of existing bioinformatic tools to correctly align RNA
sequences [49] and rapid turnover of non-coding RNAs during
evolution [36].
These results in turn indicate that appropriate evolutionary
distances for optimal comparative analysis differ greatly for
protein- and RNA-coding genes. Figure 3 confirms the utility of
the GEBA sampling strategy [1,2] for protein-coding gene
identification, since maximising phylogenetic diversity permits
effective identification of conserved protein-coding genes. In
contrast, at the largest phylogenetic distances, less than 40% of
the RNA families are amenable to comparative analysis. These
results define a ‘Goldilocks Zone’ (an evolutionary distance neither
too close nor too distant) for ncRNA analysis through comparative
analysis.
In order to assess the potential for existing RNA-seq data to be
used for ncRNA analysis, we mapped the pairwise distances
between strains covered by the RNA-seq datasets in this study. Of
the 506 possible pairs (excluding Bacteria vs Archaea), only 11 are
in the Goldilocks Zone for RNA (phylogenetic distance between
0.0118 and 0.0542) covering 9 species/strains. While five pairs of
datasets are ‘too hot’ (i.e. too close phylogenetically), the remaining
490 comparisons are ‘too cold’ for effective comparative RNA
analysis (Figure 3). The datasets in the Goldilocks Zone span three
Figure 2. Many ncRNAs and RUFs are highly expressed but show limited conservation across represented strains/species. A–C: We
have defined the ‘‘family conservation’’ for Pfam, Rfam and RUFs based upon the maximum phylogenetic distance (using structural SSU rRNA
alignments) between any two strains hosting the family. We have divided the highly expressed transcripts (ranks 1–204) into Low, Medium and High
conservation groups based on the lower-quartile, inter-quartile range and the upper-quartile of the family conservation measure (see Methods for
further details). Both the known Rfam families and the RUFs identified in this analysis are often highly expressed transcripts. In contrast to protein-
coding transcripts (blue), where highly-expressed transcripts are well-conserved, the opposite is true of many non-coding RNA elements (Rfam, red;
RUFs, black). Notably, the greatest proportion of highly expressed Rfam-annotated RNA elements show a narrow evolutionary distribution. This is also
reflected in the RUFs identified in this study. D: Venn diagram of the 568 highly expressed RUFs. Each RUF was analysed to look for evidence of
secondary structure formation, level of conservation, and evidence of expression in at least one other RNA-seq dataset. All RUFs showing expression
in other strains/species are conserved in at least two strains/species, so the figure also shows that 219 highly expressed RUFs are conserved across
a limited phylogenetic distance only.
doi:10.1371/journal.pcbi.1003907.g002
Noncoding RNA Discovery with Phylogenetic Sampling of Transcriptomes
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distinct clades covering five Enterobacteria, three Pseudomanada,
and two Xanthomonada (Figure 4).
We next calculated the percentage of conserved RUFs for all
Enterobacterial strain pairs. On average, 83% of RUFs are
conserved across the Goldilocks Zone. The two E. coli strains are
extremely similar, and share 99% of their RUFs, suggesting that
these strains are too similar for us to robustly separate expression
of bona fide RNAs from noise. While these outputs could be
genuine RNAs, these strains are in the ‘too hot’ region, meaning if
everything is conserved, comparative power is lost. In contrast,
only 12% of RUFs are conserved between strains/species pairs in
the ‘too cold’ region (spanning clades; Figure 4) and of the 197
RUFs found through comparative analysis of transcriptomes
within the Goldilocks Zone, only 19 show evidence of expression
Figure 3. Conservation of protein and RNA families. All of the available full length Bacterial and Archaeal genomes were annotated using Rfam
and Pfam models. For each Pfam/Rfam family, RNA-seq species or taxonomic group the ‘‘phylogenetic distance’’ is calculated using the maximum
SSU rRNA F84 distance (see Methods for details). A. For the Pfam and the Rfam families we compare the levels of conservation as a function of
phylogenetic distance using annotations of 2,562 bacterial genomes. E.g. &60% of RNA families are conserved between species from the same
family, whereas w90% of protein families are conserved within the same taxonomic range. B. The barplot shows the distribution of all pairwise
distances between the RNA-seq datasets. Eleven pairs (boxed) are in the Goldilocks Zone (See Figure 4 for further analysis). C. The ranges of
phylogenetic distances for comparing species from different taxonomic groups.
doi:10.1371/journal.pcbi.1003907.g003
Noncoding RNA Discovery with Phylogenetic Sampling of Transcriptomes
PLOS Computational Biology | www.ploscompbiol.org 5 October 2014 | Volume 10 | Issue 10 | e1003907
50
in another transcriptome outside of this zone. This suggests that
the low number of RUFs from Figure 2D showing both
conservation and expression is primarily a consequence of limited
sampling. That said, mining RNA-seq data within the Goldilocks
Zone permits a higher confidence in the identification of novel
ncRNAs. Three examples of this are illustrated in Figure 5. These
RUFs exhibit sequence and secondary structure conservation and
are expressed at high levels across multiple Goldilocks Zone
transcriptomes.
In summary, the Goldilocks Zone for RNA is surprisingly
narrow, and suggests that optimal strain selection for RNA
comparative analyses should comprise strains of the same species,
members of the same genus, and closely related taxonomic families
(Figure 3). Thus, the Goldilocks Zone for RNA is not encom-
passed by the sampling regimes currently being employed for
protein family discovery.
Discussion
Our analyses of over 400 publicly-available bacterial and
archaeal RNA-seq datasets reveal that there is evidence for large
numbers of RNAs of unknown function in public data. We find
evidence for close to 1000 unannotated noncoding transcriptional
outputs, but, given that RNA-seq experiments provide a snapshot
of gene expression under specific experimental conditions, this
number is likely to be far lower than the complete set of
transcriptional outputs. Thus, the dataset we assembled for this
project, which includes data generated by a number of labs and
derives from various species and strains grown under a range of
experimental conditions, is expected to represent a broad, though
partial, census of total expression outputs across the species
represented. Equally striking is the fact that, for the 922 RUFs
identified in our study, over half (568) are among the most
abundant transcripts. These results suggest that ncRNA may play
an even greater role in the molecular workings of Bacteria and
Archaea than hitherto realised.
This use of transcriptome data clearly improves our capacity to
identify noncoding outputs: applying three criteria (sequence
conservation, conservation of secondary structure, and expression
in multiple strains/species) we have identified 163 high-confidence
expressed RUFs from public data (Figure 2). An additional 405
RUFs are highly expressed across the transcriptomes we have
examined, yet these do not show clear signs of sequence or
structural conservation in other sequenced genomes. Given their
high expression level, these seem unlikely to be transcriptional
noise. Some may represent technical artefacts, but many could be
bona fide lineage-specific ncRNAs with potentially novel functions.
Our results indicate that the greatest gain in analytical power for
ncRNA discovery will come from phylogenetically-informed
experimental design. Indeed, we find that this is critical to
successful element identification, since the ‘Goldilocks Zone’ for
optimal comparative analysis of RNA elements is surprisingly
narrow. Hence, existing efforts to maximise phylogenetic coverage
of genome space [1,2] need to be complemented with fine-scale
sampling of the tips (Figure 4). Indeed, analysing the few
transcriptomes that span the Goldilocks Zone reveals a remarkable
enrichment of transcripts showing evidence of structure, conser-
vation and expression in other strains/species. Furthermore, it is
worth noting that the RNA family conservation decays as the
phylogenetic distance increases (shown in Figure 3). There is
a possibility that the Rfam families used for this are biased.
However, if a bias exists, it is towards families with higher
Figure 4. Public RNA-seq datasets that lie in the Goldilocks Zone. Ten strains with corresponding, publicly available RNA-seq data and
phylogenetic distances in the Goldilocks Zone (Figure 3) have been identified. The maximum likelihood tree from a SSU rRNA alignment shows the
relationships between these taxa. They fall into three clades, containing members of the families: Enterobacteriaceae and Xanthomonadaceae, and
the genus: Pseudomonas. The nodes connecting taxa within the Goldilocks Zone are coloured gold, taxa that are too close are coloured red and those
that are too divergent are coloured cyan. Each strain is annotated with gold boxes where there was stranded information, or if the majority of core
mRNAs and ncRNAs (see Methods) were expressed (see Table S3 for the raw data).
doi:10.1371/journal.pcbi.1003907.g004
Noncoding RNA Discovery with Phylogenetic Sampling of Transcriptomes
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conservation (as the families are constructed from published
ncRNAs that are often discovered based upon sequence conser-
vation [22,35]). Thus, we might actually be overestimating RNA
element conservation, making phylogenetically informed sampling
even more important.
Given that isolation, cultivation and study of individual bacterial
and archaeal strains can be extremely challenging [12] successful
phylogeny-informed comparative RNA-seq will be a demanding
endeavour, requiring complex sets of expertise spanning advanced
culturing and isolation techniques, functional genomics capability
and RNA bioinformatics. This places such a project beyond the
reach of most individual labs. We therefore propose that
comprehensive resolution of the comparative RNA-seq problem
can best be resolved via a community-driven initiative: in
recognition of the success of the GEBA project, we have dubbed
this An RNA Encyclopedia of Bacteria and Archaea (AREBA).
The appropriateness of this acronym will be especially clear to
Japanophones, as, in Japanese, the phrase ‘areba’ ( )
translates to ‘if there’.
Materials and Methods
Preprocessing and mapping
All available bacterial and archaeal genomes were downloaded
from the European Nucleotide Archive (ENA) (2,562 and 154
genomes, respectively) [50]. RNA-seq datasets published as of
August 2013 were collected, spanning 37 species/strains, 44
experiments and 413 lanes of sequencing data (Table S2). Most of
these datasets were generated on the Illumina platform [51], with
a few lanes from the SOLiD platform [52] and the 454 platform
[53]. Where possible, FastQ files were downloaded, scanned for
residual adapter sequences using AdapterRemoval (v1.5.4) [54],
and mapped to the reference genome using Bowtie2 (v2.1.0) [55]
for Illumina and 454 data and BFAST (v0.7.0a) [56] for SOLiD
data.
Producing consistent genome annotations
All genomes were re-annotated for both RNA genes and protein
coding genes. Non-coding RNA genes were annotated using
Figure 5. Comparative analysis of RNA-seq datasets in the Goldilocks Zone is a powerful approach for identifying RUFs. In this figure
we illustrate data corresponding to 3 exemplar RUFs that show high covariation, conserved predicted secondary structures and are derived from one
of the Goldilocks Zone clades shown in Figure 4. (A–C) The expression levels inferred from RNA-seq in the region encompassing each RUF. The
regions contain a mix of ncRNAs (red arrows) and protein coding genes (blue arrows) and a RUF (red arrow). For each nucleotide, the total number of
reads that map to that nucleotide was computed, and are presented as a heatmap; darker colours indicate high relative expression, lighter colours
indicate low expression and black indicates a gap in the genomic alignment of the sequences for the locii. (D–F) R2R [68] representations of the
predicted consensus secondary structures for exemplar RNAs of Unknown Function (RUFs) selected from the Enterobacteriaceae, Pseudomonas and
Xanthomonadaceae data. Covariation is highlighted in green, structure-neutral variation is highlighted in blue, highly conserved regions are
highlighted in pink. The Enterobacteriaceae RUF contains a conserved tetraloop of the GNRA or UNCG type, and there have been two independent
insertions of hairpins in S. enterica and K. pneumoniae within the first hairpin. The Pseudomonas RUF hosts a 39 rho independent transcription
terminator.
doi:10.1371/journal.pcbi.1003907.g005
Noncoding RNA Discovery with Phylogenetic Sampling of Transcriptomes
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cmsearch (v.1rc4) [57] to identify homologs of RNA families from
the Rfam database (v11.0) using the default ‘‘gathering threshold’’
(cmsearch –cut_ga) [22,35]. Protein coding genes were annotated
using three approaches: First, annotations were parsed from the
ENA files. Secondly, Glimmer (v3.02) was run on all genomes to
predict open reading frames (with parameters ‘‘-o7 -g45 -t15’’)
[58]. Thirdly, all genomes were translated into all possible amino
acid sequences of length 15 or more and scanned for homologs of
entries in the Pfam database of protein families using hmmsearch
(v3.1dev and the parameter ‘‘–cut_ga’’) [41,42].
Identification of novel RNAs
From the mapped RNA-seq data, potential novel RNA genes
(designated RNAs of Unknown Function, or RUFs) were picked
manually by locating regions in the genomes that showed high
levels of expression without overlapping annotated protein coding
or RNA genes. Only RUFs of lengths 50 to 400 nucleotides were
included, yielding a total of 844 RUFs in Bacteria and 78 RUFs in
Archaea.
Homology search and structure prediction
Homologs of the identified RUFs were found in all the
downloaded genomes using nhmmer [59] in an iterative fashion:
First, the RUF sequence alone was used in the scan; then, all hits
with E-value v0:001 were included and a HMM built. This was
iterated 5 times. The alignments from the RUF homology search
were analyzed further by investigating the potential for secondary
structure formation using RNAz [60] and alifoldz [61]. Protein
coding potential of the RUFs was assessed using RNAcode [62].
Overlaps between potential RUF homologs in other strains/
species and all the annotations in the respective genomes were also
assessed.
Comparative expression and conservation analysis
For each strain, the available RNA-seq datasets were pooled
and a list was created of transcripts showing expression in that
strain in at least one experiment (defined as a transcript having
a median depth of at least 10 reads in any experiment). A RUF
homolog was defined as being expressed if the median read
depth of the homologous region was at least 10X. Transcripts
were ranked for each strain based on median expression (i.e.
the most highly expressed transcript will have rank 1), which
makes relative comparison across strains and datasets possible.
The final set comprises 452 different Rfam families, 922
different RUFs, and 7249 different Pfam domains.
For comparative analysis, if a gene was found to be
expressed in more than one strain/species, the minimum rank
was used (i.e. showing the relatively most abundant expression
of the gene). This ensures that transcripts that are always low
abundance will remain low abundance, whereas genes that are
highly abundant in at least one of the sampled time points and
conditions will be treated as such. The ranking is used as
a measure of expression.
‘‘Family conservation’’ is based on SSU rRNA alignments of
all Bacteria and Archaea, respectively. For each genome, the
best hit to the Rfam model of SSU rRNA was extracted
(RF00177 for Bacteria and RF01959 for Archaea). The
sequences were aligned to the model using cmalign [57].
Finally, a distance matrix was calculated using dnadist [63] with
the F84 model [64,65] which allows for different transition/
transversion rates and for different nucleotide frequencies. The
pairwise strain/species distances produced in this manner
estimate the total branch length between any pair of strains/
species. For any gene found in two or more strains/species, the
maximum pairwise distance is used as the conservation score.
Upper and lower quartiles of the distributions are used to define
sets of high, medium and low expression and conservation,
respectively. (Expression, upper quartile: 204. Expression, lower
quartile: 1660. Conservation, upper quartile: 0.478. Conserva-
tion, lower quartile: 0.267).
Quality control of RNA-seq datasets
We ranked datasets based on the following quality control
metrics (values reported in Table S3).
Strand correlation. We calculated correlation between the
reads on the two strands. If the dataset is unstranded, we expect
a correlation close to 1.
Expression of core genes. We defined a set of 40 core
protein-coding genes based on [66,67] and 16 noncoding RNA
genes (the union of tRNA, RNaseP, tmRNA, SRP, 6S and rRNA
RNA families) [22,35]. If the median read depth is greater than
10X, we defined the gene as expressed. For each dataset, we report
the fraction of the core genes that are expressed.
Coverage. We calculated coverage as the fraction of the
genome covered by at least 10 mapped reads.
Fraction mapped reads. For each dataset, we ascertained
the fraction of mapped reads.
Concordance. To measure how well a given RNA-seq
dataset corresponds to the annotated genes in a genome, we
developed a concordance metric. For this, we define true positives
(TP) to be the number of annotated positions that are expressed;
false positives (FP) to be the number of unannotated positions that
are expressed; true negatives (TN) to be the number of
unannotated positions that are not expressed; and false negatives
(FN) to be the number of annotated positions that are not
expressed. Note, not all annotated genes are expected to be
expressed, and not all unannotated positions are false. Therefore,




This measures the fraction of expressed positions that are





To make the PPV more robust, our final concordance metric
normalizes PPV by ANN.
Supporting Information
Table S1 The Pfam, Rfam and RUF identifiers for each entry
corresponding to Figure 1.
(XLS)
Table S2 Strain/species names, genome accessions, RNA-seq
data sources, Pubmed IDs, sequencing platform and notes for each
dataset used for this study.
(XLS)
Table S3 Quality control measures computed for each RNA-seq
dataset used in this study. The values are defined in detail in the
Methods section.
(XLS)
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Abstract
Motivation: The aim of this study is to assess the performance of RNA-RNA interaction prediction tools
for all domains of life.
Results: Minimum free energy (MFE) and alignment methods constitute most of the current RNA
interaction prediction algorithms. The MFE tools that include accessibility (i.e. RNAup, IntaRNA and
RNAplex) to the final predicted binding energy have better true positive rates (TPRs) with a high positive
predictive values (PPVs) in all datasets than other methods. They can also differentiate almost half of the
native interactions from background. The algorithms that include effects of internal binding energies to
their model and alignment methods seem to have high TPR but relatively low associated PPV compared
to accessibility based methods.
Availability: We shared our wrapper scripts and datasets at Github (github.com/UCanCompBio/RNA_Interactions_Benchmark).
All parameters are documented for personal use.
Contact: sinan.umu@pg.canterbury.ac.nz
Supplementary information: Supplementary data are available at Bioinformatics online.
1 Introduction
RNA biology has become more prominent after the discovery of non-
coding RNAs (ncRNAs) and their versatile functions (Mattick, 2004;
Ambros, 2004; Kidner and Martienssen, 2005; Mattick, 2009; Waters and
Storz, 2009; Storz et al., 2011; Barquist and Vogel, 2015). The versatility
of RNA molecules has led to the idea of an "RNA world" where RNA
formed the first primitive life forms (Gilbert, 1986). The importance of
RNA biology is highlighted by the relatively small fraction of protein-
coding regions of most eukaryotic genomes (Mattick, 2004, 2009). For
example, 1.2% of the human genome contain protein coding genes, while
76% is transcribed into RNA (Pennisi, 2012). Likewise, prokaryotic cells
contain various ncRNAs genes (Vogel, 2009; Holmqvist and Vogel, 2013;
Gottesman, 2004; Thébault et al., 2014) and have also been shown to
have transcriptional complexity like eukaryotes (Güell et al., 2011, 2009;
Barquist and Vogel, 2015; Lindgreen et al., 2014; Cohen et al., 2016).
ncRNA molecules often utilize RNA-RNA base pairing like
bacterial/archaeal small RNAs (sRNAs) (Storz et al., 2011; Prasse et al.,
2013), small interfering RNAs (siRNAs) (Carthew and Sontheimer, 2009),
microRNAs (miRNAs) (Carthew and Sontheimer, 2009; Cuperus et al.,
2011), spliceosomal small nuclear RNAs (snRNAs) (Karijolich and Yu,
2010), small nucleolar RNAs (snoRNAs) (Brown et al., 2001; Kiss, 2002;
Gardner et al., 2010; Omer et al., 2000), cajal-body specific small nuclear
RNAs (scaRNAs) (Darzacq et al., 2002), clustered regularly-interspaced
short palindromic repeats (CRISPR) RNA (Bhaya et al., 2011) and piwi-
interacting RNAs (piRNAs) (Klattenhoff and Theurkauf, 2008; Brennecke
et al., 2007). It seems some long-noncoding RNAs (lncRNAs) may also
engage RNA-RNA interactions (Kung et al., 2013), which are quite
abundant in eukaryotes (Zhao et al., 2016).
In addition to endogenous ncRNAs genes, many experimental
techniques take advantage of RNA-RNA interactions such as gene
silencing (i.e. knock-out) by artificial siRNAs (Deleavey and Damha, 2012;
Reynolds et al., 2004) and designing oligonucleotides for ribosomal RNA
(rRNA) depletion in RNA-seq experiments (O’Neil et al., 2013).
Different clades of life utilize regulatory RNA-RNA interactions with
different constraints: various mediator proteins (Vogel and Luisi, 2011;
Carthew and Sontheimer, 2009), binding regions preference and distinct
complementarity requirements (Millar and Waterhouse, 2005; Ameres
and Zamore, 2013). Thus, many different tools have been developed to
predict stable interactions. Some algorithms solve RNA-RNA interaction
as an alignment problem using local alignment approaches (Wenzel et al.,
© The Author 2015. Published by Oxford University Press. All rights reserved. For permissions, please e-mail: journals.permissions@oup.com 1
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2012; Hodas and Aalberts, 2004). Most of these use dynamic programming
and minimum free energy methods (MFE) (Dieterich and Stadler, 2012;
Lorenz et al., 2011; Backofen and Hess, 2010), which are also widely used
methods for RNA secondary structure predictions (Zuker and Sankoff,
1984; Zuker and Stiegler, 1981; McCaskill, 1990; Nussinov and Jacobson,
1980; Zuker, 2000; Markham and Zuker, 2008). In bacteria, comparative
methods are becoming popular (Wright et al., 2013; Kery et al., 2014; Pain
et al., 2015), but they are restricted to conserved sRNAs, which are quite
rare (Lindgreen et al., 2014; Barquist and Vogel, 2015).
RNA target detection is still a challenging task but it is vital to
understand more about RNA-RNA interactions for functional annotation
of unknown transcripts while making computationally feasible and
biologically relevant predictions. In this study, we assessed the
performance of available RNA-RNA interaction prediction tools on
trusted, verified datasets from all domains of life. We evaluated their ability
to find true RNA-RNA pairs by calculating TPRs, PPVs and Matthews
correlation coefficients (MCCs) (Matthews, 1975) in eukaryotic, bacterial
and archaeal systems. We also assessed how successfully they predict
binding scores and reported the significance of these predictions.
2 Materials and Methods
All RNA interaction prediction algorithms are freely available and cited
in the manuscript. We used Python, R, Bash for the scripts and wrappers,
which are shared in our Github repository (github.com/UCanCompBio
/RNA_Interactions_Benchmark). A parser script (or a wrapper script) has
been written for each of the tools benchmarked here. All the parameters
and command line arguments are also accessible.
2.1 Benchmark datasets
We manually confirmed the correct interaction regions for all dataset items
and used entire target regions (i.e. UTRs, coding regions or target RNA)
without any truncation to make our benchmark as realistic as possible.
The eukaryotic benchmark dataset consisted of miRNAs from
human, Arabidopsis, Caenorhabditis elegans (C. elegans) (Kozomara
and Griffiths-Jones, 2013; Chou et al., 2015); C/D and H/ACA box
snoRNAs from human, Arabidopsis, C. elegans, yeast (Brown et al., 2001;
Yoshihama et al., 2013; Lestrade and Weber, 2006; Piekna-Przybylska
et al., 2007); human and yeast U6/U2 snRNAs (Will and Lührmann,
2011); endogenous siRNAs from Arabidopsis (Addo-Quaye et al., 2008)
and piRNAs from mouse (Gou et al., 2015). Experimentally verified
miRNA/siRNA/piRNA-target mRNAs and snoRNA/snRNA-target RNAs
were selected from different ncRNA families as much as possible (in total
88 pairs) (Supplementary Table S1).
We compiled a bacterial sRNA and target mRNA dataset from
Salmonella, Escherichia coli (E. coli) and Listeria monocytogenes (L.
monocytogenes) that consists of 60 verified sRNA-mRNA pairs (Cao et al.,
2010; Peer and Margalit, 2011; Lai and Meyer, 2015). The target regions
of bacterial sRNAs lie either in 5‘UTR or downstream of start codon
(Storz et al., 2011; Richter and Backofen, 2012). We selected regions 200
nucleotides (nts) upstream to 100 nts downstream of the start codons (i.e.
5‘end mRNA) which contain verified binding regions. We extracted both
sRNAs and target 5‘ end mRNAs from their associated genome sequences
(Acces. AE006468.1, AL591824.1 and U00096.3) (Supplementary Table
S1).
We gathered a set of archaeal C/D box snoRNAs consisting of 5
snoRNAs and their ribosomal RNA targets (Omer et al., 2000). We also
added a member of less studied archaeal sRNA (from Methanosarcina
mazei) (Jäger et al., 2012). Selected genes and targets were obtained
from their associated archaeal genomes (AE008384.1) or Genbank
(Supplementary Table S1).
2.2 Accuracy measures
We calculated TPR (sensitivity) and PPV (precision) scores of each
algorithm based on prediction of binding region for all 154 interactions.
Therefore, true positives (TPs) are the number of correctly predicted
pairings (of the RNA duplex), false positive (FPs) are the number of
falsely predicted base pairings, and false negatives (FNs) are the missed
base pairings on the targets. True negatives (TNs) are not applicable to
our predictions, as TN numbers increase with the size of target RNAs and
are bounded by the total number of predicted base-pairs. However, we
calculated approximated MCCs (Matthews, 1975) by using the geometric
mean of TPR and PPV (Wenzel et al., 2012; Gorodkin et al., 2001). These
can be defined as:
TPR(sensitivity) = TP/(TP + FN) (1)
PPV (precision) = TP/(TP + FP ) (2)
MCC ≈
√
TPR · PPV (3)
Besides the well known accuracy measures, we also assessed the scores
generated by the algorithms, which usually show the stability of interaction
(e.g. a binding MFE). For each true and verified target (positive control),
we created 200 dinucleotide shuffled sequences (negative controls) using
the esl-shuffle tool (Eddy, 2011) to prevent possible biases caused by
the nearest-neighbour energy model of structure prediction (Workman
and Krogh, 1999). As a further test to determine the significance of
native interactions, we fitted shuffled interactions (as a background) into
both normal and Gumbel distributions (using negative energies) (Gumbel,
1958), since MFE values mostly follow an extreme value distribution
(Rehmsmeier et al., 2004; Tjaden, 2008). We applied this approach only
to bacterial dataset due to time constraints and the uniform distribution of
bacterial targets (i.e. targets 300 nts long).
We selected the best scoring interaction as the native interaction if an
algorithm produces more than one interaction, which is also true for all
our analyses.
3 Results and Discussion
3.1 RNA-RNA interaction prediction tools
The RNA-RNA interaction prediction methods are divided mainly into
three groups: alignment like methods, MFE methods and comparative
(homology) methods. We can also further divide the MFE methods into
three different sub-classes based on whether their approach considers
intramolecular base-pairs (internal structure), neglects intramolecular
structure or measures the accessibility of the binding region. There are also
other machine learning algorithms (Oğul et al., 2011; Yang et al., 2008),
and probabilistic approaches like RactIP (Kato et al., 2010), which uses
the CONTRAfold model (Do et al., 2006) for RNA interaction prediction.
RIsearch (Wenzel et al., 2012), Bindigo (Hodas and Aalberts, 2004)
and Guugle (Gerlach and Giegerich, 2006) are examples of alignment-
like methods. The RIsearch algorithm was mainly developed for rapidly
searching genomes to detect RNA-RNA pairs from genome sequencing
data by combining the Smith-Waterman-Gotoh algorithm with a nearest-
neighbor energy model (Wenzel et al., 2012), while Bindigo adopts an
optimized Smith-Waterman to find optimal oligonucleotide-RNA pairs
(Hodas and Aalberts, 2004). Guugle uses suffix arrays to seek RNA targets
based on RNA helix rules that allow G-U pairs (Gerlach and Giegerich,
2006).
Besides these alignment based methods, tools like BLAST (Altschul
et al., 1990), Blat (Kent, 2002), ssearch (Pearson and Lipman, 1988) or
other local alignment implementations can be used to rapidly collect long
61
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(reverse) complementary regions by including G-U pairs (C-U or G-A for
the reverse complement) in the scoring matrix (Gerlach and Giegerich,
2006; Wenzel et al., 2012; Thébault et al., 2014).
MFE methods form the majority of the RNA-RNA interaction
prediction tools (Dieterich and Stadler, 2012; Lorenz et al., 2011; Backofen
and Hess, 2010). Many secondary structure prediction tools also utilize
MFE methods (Mathews and Turner, 2006; Lorenz et al., 2011; Zuker
and Sankoff, 1984; Markham and Zuker, 2008). Some MFE methods
including RNAhybrid (Rehmsmeier et al., 2004), RNAduplex (Lorenz
et al., 2011), DuplexFold (Reuter and Mathews, 2010) and TargetRNA
(Tjaden, 2008) neglect intramolecular structures for the sake of algorithmic
speed. Algorithms like Pairfold (Andronescu et al., 2005), RNAcofold
(Bernhart et al., 2006) and bifold (Reuter and Mathews, 2010) take
intramolecular base-pairing into account. RNAup (Mückstein et al., 2006),
RNAplex (Tafer and Hofacker, 2008) and IntaRNA (Busch et al., 2008)
compute the accessibility of binding regions to report the final MFE
of the RNA duplex, which is considered more realistic biophysically
(Richter and Backofen, 2012). AccessFold includes accessibility using
a method defined as pseudo-energy minimization (DiChiacchio et al.,
2015). BistaRNA also includes accessibility and can predict multiple
binding sites (Poolsap et al., 2011). Lastly, tools like TargetRNA2 (Kery
et al., 2014), CopraRNA (Wright et al., 2013), miRanda (John et al.,
2004), TargetScan (Lewis et al., 2005), PETcofold (Seemann et al.,
2011) and DIANA-microT (Kiriakidou et al., 2004) exploit homology
and evolutionary conservation to predict interactions
Some RNA-RNA interaction prediction tools are developed to achieve
a specific task or to predict very specific group of interactions. For example,
PLEXY is designed for C/D snoRNAs (Kehr et al., 2011), RNAsnoop
(Tafer et al., 2010) for H/ACA snoRNAs and TargetRNA (Tjaden, 2008)
for bacterial sRNAs (E. coli and Salmonella). In this study, we tried to
assess the versatility of prediction tools on different datasets as well as
their prediction power where applicable. We excluded tools designed for
specific RNA families such as specialized miRNA algorithms (reviewed in
Witkos et al. 2011), specialized snoRNA target prediction algorithms and
comparative bacterial sRNA prediction methods (reviewed in Backofen
and Hess 2010, Pain et al. 2015). We also excluded inteRNA (Alkan
et al., 2006), IRIS (Pervouchine, 2004), piRNA (Chitsaz et al., 2009b)
and biRNA (Chitsaz et al., 2009a), as they are either no longer supported
or obsolete.
In summary, our final list of selected tools used for further analyses
consisted of RIsearch (Wenzel et al., 2012), IntaRNA (Busch et al., 2008),
RNAcofold (Bernhart et al., 2006), RNAhybrid (Rehmsmeier et al., 2004),
RNAduplex (Lorenz et al., 2011), RNAplex (Tafer and Hofacker, 2008),
RNAup (Mückstein et al., 2006), pairfold (Andronescu et al., 2005), bifold
(Reuter and Mathews, 2010), DuplexFold (Reuter and Mathews, 2010),
ssearch (Pearson, 1991), RactIP (Kato et al., 2010), bistaRNA (Poolsap
et al., 2011), AccessFold (DiChiacchio et al., 2015) and NUPACK (Dirks
et al., 2007) (Supplementary Table S2).
3.2 Overall prediction performances
Our analyses of the overall performances of RNA interaction prediction
algorithms show that three accessibility based algorithms (RNAup,
IntaRNA and RNAplex) scored highest for sensitivity and precision.
RNAup was highly precise compared to other tools (Figure 1 and Table
1). IntaRNA was the second algorithm (almost identical to RNAup) with
a reasonable running time. RNAplex was comparable to both algorithms.
RNAduplex had the best overall TPR score, but it was not as precise
as IntaRNA. Table 1 summarizes the ’cumulative’ TPR, PPV and MCC
scores, while Figure 1 shows their distribution for all interactions (n=154)
on all domains of life.
RIsearch and ssearch were the fastest methods, but they were not very
sensitive or precise (Table 1). AccessFold and bifold had the longest run
time, which appeared to increase for long RNA sequences like ribosomal
RNAs or large target UTR regions. RIsearch and bifold gave inconsistent
results, with combined MCCs of 0.33 and 0.40 respectively (Table 1).
However, if we use a distribution of results as in Figure 1, the median
MCCs appear to be zero for these algorithms. As bifold frequently returned
no duplex structures for some RNA pairs (e.g. C. elegans miRNAs lin-4,
lsy-6-3p etc.), and RIsearch produced many unsuccessful predictions for
bacterial sRNAs, which produced to zero MCC scores for both.
Table 1. Total run time of algorithms, and the cumulative TPR, PPV and MCC
scores.
Algorithm Total run time (s) on TPR PPV MCC
selected files (n=50) (Sensitivity) (Precision)
AccessFold 596.44 0.38 0.31 0.35
bifold 404.63 0.37 0.31 0.34
bistaRNA 102.29 0.15 0.16 0.15
DuplexFold 5.33 0.48 0.17 0.29
IntaRNA 24.44 0.59 0.56 0.58
NUPACK 794.2 0.42 0.42 0.42
pairfold 90.24 0.39 0.29 0.34
ractIP 87.62 0.16 0.06 0.1
RIsearch 4.16 0.36 0.45 0.40
RNAcofold 15.28 0.41 0.32 0.36
RNAduplex 6.45 0.66 0.12 0.27
RNAhybrid 32.84 0.56 0.12 0.26
RNAplex 17.19 0.55 0.57 0.56
RNAup 137.48 0.51 0.69 0.60
ssearch 4.69 0.56 0.1 0.23
The cumulative scores (i.e. TPR, PPV, MCC) are calculated by adding individual TP,
FP and FN values for all predictions.
3.3 The significance test results of bacterial dataset
The MFE values produced by the algorithms are not very explicit, so
it is common to use negative controls to determine the significance of
predicted energy values (Rehmsmeier et al., 2004), especially for structure
predictions (Workman and Krogh, 1999). We created negative controls
for each pair as explained in materials and methods. Some algorithms
were excluded from this assessment, because either they do not produce
a score (i.e. RactIP, bistaRNA and ssearch) or are biased towards internal
structures (i.e. pairfold, RNAcofold, bifold and NUPACK). Thus, the test
of significance includes only 8 prediction algorithms (Table 2).
Table 2. The test of significance results of selected algorithms on bacterial
sRNAs.
Algorithm Total # of significant Total # of significant Median rank of
correct predictions for correct predictions for native interactions
Gumbel dist. (n=60) normal dist. (n=60)
AccessFold 15 17 41.75
DuplexFold 2 8 63.5
IntaRNA 23 26 19
RIsearch 13 14 52.25
RNAduplex 8 11 54.25
RNAhybrid 5 6 76
RNAplex 23 30 10.5
RNAup 28 29 13.5
Higher is better for the second and third columns. Lower is better for the fourth
column.
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These results show that RNAplex and RNAup reported almost half of
the native energies as significant if they are fitted to normal distributions.
It seems the Gumbel fitting of scores is more conservative which likely
decreases the risk of FP predictions on high-throughput predictions.
RNAup results were almost identical for both distributions. IntaRNA
performed slightly worse than these two algorithms. The last column
of Table 2 shows the median rank of native interactions. If a prediction
score of a native interaction has the highest score (e.g. lowest MFE), it is
ranked 1 out of 201. Therefore, the median ranks in the last column can
be interpreted as the expected number of FPs introduced by the algorithms
before predicting the native interaction.
3.4 A summary of RNA-RNA interactions and algorithm
performances for all domains of life
Eukaryotic RNA interactions mostly focus on RNA interference (RNAi)
(i.e. miRNAs and siRNAs) (Carthew and Sontheimer, 2009; Ambros,
2004; Chen, 2008). In animal RNAi, miRNAs (~20 nts long) prefer
perfect complementarity in the seed region and have overall lower
complementarity than plant counterparts (Axtell et al., 2011; Ameres and
Zamore, 2013). In plants, high complementary target regions may lie
in coding region as well as UTRs rather than only 3‘UTRs (Millar and
Waterhouse, 2005; Axtell et al., 2011; Ameres and Zamore, 2013). It is
possible for a miRNA to target more than one region, especially in animals,
which is known to increase efficiency of target gene downregulation (Millar
and Waterhouse, 2005). However, in our benchmark we preferred to
select miRNA targets containing a single designated binding region. Piwi
associated piRNAs are also small endogenous RNAs (24-30 nts long)
(Klattenhoff and Theurkauf, 2008; Zhang et al., 2015), some of which use
antisense binding to regulate target RNAs (Gou et al., 2015) like miRNA
and siRNA. H/ACA and C/D snoRNAs have roles in rRNA and snRNA
maturation (Brown et al., 2001; Kiss, 2002; Gardner et al., 2010). These
interactions differ in that C/D snoRNAs prefer a binding region on target
RNA with consecutive nts around 7 to 20 bases long with a few mismatches
(Gardner et al., 2010; Kehr et al., 2011), while H/ACA snoRNAs contain
a stem loop within the binding region, which complicates target prediction
(Kiss et al., 2004; Tafer et al., 2010; Gardner et al., 2010). Spliceosomal
snRNAs form ribonucleoprotein (RNP) complexes with other snRNAs
(Karijolich and Yu, 2010), and they are also targeted by snoRNAs (termed
scaRNAs) (Darzacq et al., 2002). We included examples of both snRNA-
snRNA and scaRNA-snRNA interactions to our dataset. It is also known
that some lncRNAs use RNA-RNA interactions (Kung et al., 2013) but
these were not included in our benchmark.
We found that in the eukaryotic dataset, accessibility based methods
performed best based on the average MCC scores (except AccessFold and
bistaRNA) (Figure 2). IntaRNA (av. MCC: 0.51) slightly outperformed
RNAup (av. MCC: 0.49) and produced a higher PPV than the other tools
benchmarked. RNAplex (av. MCC: 0.48) and RIsearch (av. MCC: 0.48) (an
alignment-like method) were also comparable with these two algorithms
for eukaryotic datasets. Supplementary Table S3 explicitly shows the
prediction scores for all 88 eukaryotic interactions.
Bacterial small RNAs can be divided into three major types: antisense
binding sRNAs, Hfq dependent sRNAs and csrA binding sRNAs (Vogel,
2009; Storz et al., 2011). However, in this study, bacterial sRNAs refer
to either antisense or Hfq dependent sRNAs, which achieve their role
via RNA-RNA base-pairing interactions. Bacterial sRNAs (50-200 nts
long) prefer short binding regions relative to their size (Vogel, 2009; Storz
et al., 2011). This was also true for our dataset, with an average binding
region size of 23 nts, with the smallest just 7 nts long (Supplementary
Table S1). Model bacterial organisms like E. coli or Salmonella contain
hundreds of different sRNAs which points to a complex regulatory system
in prokaryotic organisms (Waters and Storz, 2009). Moreover, increasing
number of RNA-seq studies (Sharma and Vogel, 2014; Sharma et al.,
2010; Cohen et al., 2016) reveal that there are novel regulatory ncRNAs
are spanning in prokaryotes than previously anticipated (Lindgreen et al.,
2014; Barquist and Vogel, 2015; Chen et al., 2016).
We found that in the bacterial dataset, accessibility based methods
performed better than the others based on the average MCC scores, as
with the eukaryotic dataset. RNAup (av. MCC: 0.68) slightly outperformed
IntaRNA (av. MCC: 0.65) in bacterial sRNA interactions. RNAplex (av.
MCC: 0.61) was comparable with the other two algorithms. In bacterial
dataset, RIsearch (av. MCC: 0.31) did not perform as well as on the
eukaryotic dataset, which decreased the overall performance (Figure 2).
RNA interactions in archaea are not well characterized. Recent
studies have shown that archaeal genomes contain a large number of
ncRNA repositories similar to bacterial genomes (Lindgreen et al., 2014).
Unfortunately, there are not many verified RNA interactions available in
archaea, except archaeal snoRNAs. Archaeal genomes mostly contain C/D
box snoRNAs; thus, we added 5 C/D box snoRNAs (Omer et al., 2000)
and one archaeal sRNA (Jäger et al., 2012) as an archaeal benchmark
dataset. The archaeal sRNA targets a bicistronic gene and trans-regulates
expression of two protein coding genes concurrently (Jäger et al., 2012)
(Figure 1, Figure 2 and Supplementary Table S3).
We found that in the archaeal dataset, RNAplex (av. 0.65) performed
better than the other algorithms, followed by IntaRNA (av. MCC:
0.61). These two algorithms were followed by RNAup (av. MCC:
0.53) and RIsearch (av. MCC: 0.40). RIsearch was better on snoRNA
predictions than the single archeal sRNA, which reduced the average
overall performance. RNAplex recovered the binding region with a perfect
MCC score, followed by IntaRNA.
3.5 Limitations of RNA-RNA interaction predictions
algorithms
Unfortunately, 15 out of 154 RNA interaction pairs in our benchmark
dataset could not be correctly predicted by any of the algorithms (i.e.
an MCC score of 0 for all algorithms) (Figure 2 and Supplementary
Table S3) including 6 human miRNAs, and snoRNAs from yeast, human
and archaea. The mouse piRNA results were also unsatisfactory, and
one (piR-013474) could not be detected by any of the algorithms. The
algorithms benchmarked performed best on Arabidopsis miRNAs, siRNAs
and bacterial sRNAs (Figure 2).
We applied the significance test to some of these failed eukaryotic
interactions (e.g. mouse piRNAs, human miRNAs), aiming to see whether
the predicted scores enabled the detection of true interactions (and separate
scores for native interactions from background) rather than using correctly
predicted base-pairs, which were used to calculate TPs. The comparison
of two methods revealed consistent results as expected. For example, the
native interaction of piR-013474 cannot be differentiated from background
by any algorithm. This is also similar for other piRNAs and human
miRNAs, where all algorithms consistently failed.
The lengths of target RNA regions (which include binding regions)
seem to influence prediction quality (also discussed by Lai and Meyer
2015). The average length of a eukaryotic target RNA is 1690 nts long
in our dataset. However, this rises to around 2400 nts for those miRNAs
which did not give prediction scores, and longer in piRNAs. As described
in materials and methods, we did not truncate the targets (e.g. UTRs)
that contained binding regions. We found a significant reverse correlation
(Pearson’s r = - 0.28, p < 0.05) between the lengths of target RNAs
and average MCCs (i.e. overall performances). However, some of the
algorithms (RNAup, RNAplex, RIsearch, RNAcofold and NUPACK) are
less prone to this length bias (p > 0.05) (Supplementary Table 4), making
them ideal for use on untruncated targets.
Another explanation for inadequate prediction may be the quality of
the dataset. Not all experimental protocols are equally strong at detecting
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Fig. 1. The distribution of scores for RNA-RNA interaction prediction algorithms. (A) RNAduplex gave the highest median TPR (sensitivity) followed by IntaRNA. (B) RNAup was the
most precise algorithm based on PPV score followed by the other accessibility based methods IntaRNA and RNAplex. (C) RNAup was the best prediction algorithm based on median MCC
score, with IntaRNA and RNAplex giving similar scores. RactIP produced the worst overall MCC.
correct binding regions, functional characterization or identifying new
targets (Chou et al., 2015; Thomson et al., 2011; Kuhn et al., 2008; Vogel
and Wagner, 2007). However, the incorrectly predicted human miRNAs
(hsa-miR-21-5p, hsa-miR-29b-3p etc.) were validated by relatively strong
evidence (Chou et al., 2015), which could rule out this explanation.
RNA structure prediction (and also RNA-RNA interaction prediction)
algorithms are based on biophysical assumptions where the influence
of tertiary interactions and other factors are neglected (Mathews, 2006;
Mathews and Turner, 2006; Wuchty et al., 1999). RNA structures with the
lowest free energy may not be the biologically active form, which may have
multiple different conformations with different MFEs (Mathews, 2006;
Mathews and Turner, 2006). Many algorithms ignore computationally
expensive RNA structures (e.g. pseudoknots) (Hofacker et al., 1994;
Lorenz et al., 2011; Do et al., 2006). MFE methods also become inaccurate
with longer RNA sequences (Mathews and Turner, 2006; Lange et al.,
2012; Lai and Meyer, 2015; Meyer, 2008). RNA interaction prediction
algorithms generally do not consider multiple binding regions - only
a few of which such as bistaRNA and ractIP, include multiple binding
positions in their model (Poolsap et al., 2011; Kato et al., 2010). Cellular
dynamics (i.e. interaction with other molecules, ion concentrations
etc.) can influence RNA structures (Onoa and Tinoco, 2004) and RNA
interactions (Mückstein et al., 2006; Meyer, 2008), which is hard to factor
into prediction models.
The ssearch tool uses the Smith-Waterman algorithm (Pearson and
Lipman, 1988) and is the only pure alignment tool in our benchmark,
although it is possible to use similar tools like BLAST or Blat to extract
complementary regions for high-throughput predictions. Once the gap
penalty and scoring matrix parameters were tweaked to make it more
suitable for RNA-RNA interaction prediction, ssearch was quite successful
and even comparable with some MFE methods (e.g. RNAhybrid and
DuplexFold) (Figure 1).
Those MFE methods that include internal structures (e.g. pairfold,
RNAcofold, bifold, NUPACK) are biased towards internal structures
as many ncRNAs have stable internal structures (Clote et al., 2005).
Therefore, using negative controls may lead to false significant predictions
due to internal structures of interacting partners, giving misleading MFE
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Fig. 2. This heatmap shows MCC values of each tool for entire dataset. The red cells display a higher MCC value denoting a better prediction. Similar methods are mostly clustered together
based on these predictions (dendrogram at top). Row labels show the type of interactions. Predictions for the single archaeal sRNA are on the last row. An in depth examination of these
results show that the algorithms are poor at predicting human miRNA-mRNA interactions (av. MCC: 0.22), snoRNAs (weaker for H/ACA as expected, av. MCC: 0.09 ), mouse piRNAs (av.
MCC: 0.07). Conversely, they perform best on Arabidopsis miRNAs (av. MCC: 0.72), siRNAs (av. MCC: 0.71) and bacterial sRNAs (av. MCC: 0.40), which is most likely an effect of high
complementarity in binding regions for these.
scores. We also observed this effect in our predictions (data not shown),
and so excluded those algorithms from the significance test. They also have
relatively slow running times, and some have problems utilizing memory
(e.g. bifold). NUPACK is the best among this type of prediction methods
and RNAcofold is the fastest (Table 1).
It is apparent that the algorithms do not necessarily perform equally
for all types of RNA-RNA interactions, and it is better to select algorithms
appropriate to the input dataset. For example, RIsearch is fast and
accurate for eukaryotic datasets, and would be suitable for high throughput
predictions which can be combined statistical significance testing of the
predicted scores. IntaRNA and RNAplex seem to be reliable and relatively
fast for all datasets. RNAup is precise and less prone to length bias
(Supplementary Table S4).
4 Conclusion
Here we present one of the most comprehensive benchmark of RNA-
RNA interaction prediction methods that covers almost all RNA-RNA
interactions in RNA biology. We extended the previous work (Pain
et al., 2015; Lai and Meyer, 2015) by including all types of RNA-
RNA interactions and the latest algorithms (DiChiacchio et al., 2015)
in the RNA interaction prediction field. We have included a test to
determine the statistical significance of the predicted scores by each
algorithm. We have also reported that increasing length of target RNAs
which contain binding regions also negatively influences overall prediction
quality (Supplementary Table S4).
Three accessibility based algorithms, RNAup, IntaRNA and RNAplex,
performed best for all types of interactions. We found that the accessibility
based MFE methods could also differentiate almost half of the native
interactions from background in our bacterial dataset (Table 2). Therefore,
carefully designed negative controls (e.g. dinucleotide shuffling) allow for
the use of predicted MFE values and separate scores for native interactions
from the background. This makes the accessibility algorithms ideal tools
for de novo predictions, especially those with smaller run-times such as
IntaRNA and RNAplex, since candidate target RNAs can be thousands of
nts long. RNAplex is also effective on detecting correct interaction regions
buried in larger RNA targets (Results and Supplementary Table S4).
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RNA interaction prediction is still an expanding field. Advances
in sequencing technology has unveiled a vast number of novel
uncharacterized ncRNA transcripts in different clades of life. These
methods are also showing that many ncRNAs utilize RNA-RNA
interactions (Kudla et al., 2011; Sharma et al., 2016; Lu et al., 2016)
which makes RNA target prediction an important asset to determine
functions of novel genes. Comparative methods are becoming popular
(Wright et al., 2013; Pain et al., 2015; Lai and Meyer, 2015; Seemann
et al., 2011), and may increase the prediction accuracy (Wright et al.,
2013; Pain et al., 2015). However, some other results suggest that
there is little to be gained from comparative approaches for predicting
interactions (Lai and Meyer, 2015; Richter and Backofen, 2012) due to low
conservation of many ncRNAs (Lindgreen et al., 2014). Unfortunately,
most of the verified interactions in the RNA literature still belong to
model species (human, C. elegans, Arabidopsis and E. coli etc.) which
also raises the risk of overfitting results to a modest numbers of known
interactions. Weak prediction rates for piRNAs may suggest inadequacy
of prediction methods for novel regulatory RNAs, but even well-known
miRNA interaction predictions have failed to be detected by any of the
algorithms benchmarked (Figure 2). Archaeal regulatory systems are
also not well studied, and only a handful of archaeal sRNAs have been
identified. Therefore, non-comparative methods are still a robust way
to produce ab initio interaction predictions. Our benchmark will help
researchers to find an appropriate algorithm for functional annotation
of unknown transcripts or a basis from which to improve or develop
new methods. Our scripts and datasets are publicly available at Github
(github.com/UCanCompBio/RNA_Interactions_Benchmark).
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subunit (SSU) RNAs of these strains using ​cmalign ​ program​ ​ (Nawrocki et al. 2009)​ . The yellow 
marked nodes show the Goldilocks zone strains including the selected strains for AREBA­II. The 
light­blue marked nodes show the connections of divergent strains while a single red dot shows 
the strains that are too similar for a comparative analysis. 
 
In conclusion, sampling two different clades from bacteria and archaea will be a direct 
application of phylogeny­informed approach. We believe this will further illuminate genomic 
dark matter in large­genome­size­bacteria and underrepresented archaea. Generating RNA­seq 
data for both ​Planctomycetes ​ and​ Halococcus ​ strains will extend our knowledge on ncRNA 
biology (Figure 5.2). 
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Figure 5.2 ​The​ ​AREBA project phase one and two overview​.  
 
 
5.2.2 The RNA avoidance hypothesis reloaded 
It seems RNA avoidance is a widespread phenomenon in prokaryotes. Therefore, it is worth 
doing further work on this subject. As we mentioned that we detected a lack of (extrinsic) 
avoidance when compared to other bacterial strains (Chapter IV) ​(Umu et al. 2015)​. On the other 
hand, there are not many sequenced ​Planctomycetes ​ genomes available to totally reject RNA 
avoidance for ​Planctomycetes​  strains (there are only 4 strains available). Therefore, it would be 
logical to deeply investigate RNA avoidance on newly sequenced ​Planctomycetes ​ strains, which 
we plan to create DNA­seq and RNA­seq data for AREBA­II.  
 
In contrast, we may observe RNA avoidance in some eukaryotes (especially in lower 
eukaryotes). For example, abundant regulatory RNAs (e.g. eukaryotic small RNAs) and 
abundant lncRNAs may avoid interaction with mRNAs. There is also novel class of small RNAs, 
called tRNA­derived RNA fragments (tRFs), available in eukaryotes ​(Lee et al. 2009; Goodarzi 
et al. 2015)​ which proves regulatory interactions between mRNAs and tRNAs are possible. 
Furthermore, an analogous miRNA­mRNA avoidance was observed in mammals ​(Farh et al. 
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2005)​. Therefore, it would be logical to do further work in eukaryotes. Eukaryotic mitochondria 
and chloroplast are also ideal candidates for an investigation due to their resemblance to 
prokaryotic cells. 
 
Besides these, avoidance may have implications for G+C bias and sRNA evolution in 
prokaryotes. For example, G+C distributions vary among prokaryotic genomes ​(Hildebrand et al. 
2010)​ as well as between ncRNA genes and mRNAs, which cannot be explained by adaptation 
for optimal growth temperature ​(Hurst & Merchant 2001; Zeldovich et al. 2007)​. The 
‘politeness’  hypothesis states that purine­loading restricts distracting RNA­RNA interactions in 
thermophilic bacteria ​(Lao & Forsdyke 2000)​. Therefore, (intrinsic) RNA avoidance may be a 
factor that constrains G+C distribution in genomes and optimizes G+C variation to decrease 
crosstalk RNA interactions. In fact, we proposed the intrinsic avoidance features of mRNAs 
(Chapter IV) based on this idea. Moreover, sRNA evolution in bacteria may be affected by RNA 
avoidance. It is believed that pervasive transcription products are subject to evolutionary 
selection in order to create new genes ​(Wade & Grainger 2014)​. Thus, RNA avoidance can be 
one of the factors that drives this selection. 
 
It seems RNA interaction avoidance is an important factor to optimize transformed genes, so it 
can be used as a complementary factor to design genes for synthetic biology. Therefore, an 
algorithm that can produce the most optimal codon configuration by including all major factors 
to increase protein output for various host cells with different host ncRNA gene sets will be 
useful. Such an algorithm might also be useful to fine­tune final protein counts rather than 
increasing protein outputs. The current avoidance model also assumes the equal contribution of 
core ncRNAs to the final avoidance score and the region of avoidance is limited to 5` ends of 
mRNAs (Chapter IV), which can be fine­tuned for a novel gene design algorithm.  
 
In conclusion, RNA avoidance may have applications on various other studies in the future, from 
answering evolutionary biology questions, to designing new bioinformatics tools (e.g. gene 
design tools). Furthermore, the field of synthetic biology is emerging to solve some fundamental 
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problems of the world such as producing biofuels, creating drugs and tissues for medical 
purposes ​(Khalil & Collins 2010; Purnick & Weiss 2009)​. RNAs play a central role in synthetic 
biology not only for carrying protein coding information but also for their versatility and 
regulatory properties ​(Chappell et al. 2013)​. Thus, it seems RNA avoidance can be an important 
addition to the discipline of engineering gene expression inside cells. 
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