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a b s t r a c t
The boundary element method (BEM) is a popular method to solve various problems in
engineering and physics and has been used widely in the last two decades. In high-order
discretization the boundary elements are interpolated with some polynomial functions.
These polynomials are employed to provide higher degrees of continuity for the geometry
of boundary elements, and also they are used as interpolation functions for the variables
located on the boundary elements. Themain aim of this paper is to improve the accuracy of
the high-order discretization in the two-dimensional BEM. In the high-order discretization,
both the geometry and the variables of the boundary elements are interpolated with the
polynomial function Pm, where m denotes the degree of the polynomial. In the current
paper wewill prove that if the geometry of the boundary elements is interpolated with the
polynomial function Pm+1 instead of Pm, the accuracy of the results increases significantly.
The analytical results presented in this work show that employing the new approach, the
order of convergence increases from O(L0)m to O(L0)m+1 without using more CPU time
where L0 is the length of the longest boundary element. The theoretical results are also
confirmed by some numerical experiments.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
The boundary element method (BEM) [1,2] has been successfully used to solve several problems in engineering and
science. The basic idea of the BEM is the reduction of the governing partial differential equation of the given problem into
boundary integral equations by means of the corresponding Green’s theorem and its fundamental solution. In other words
all domain variables and their derivatives are only considered at the boundary of the domain. When complex problems
are encountered, the existence of domain integrals reduces the attractiveness of the method. These problems arise when
the fundamental solution can not be expressed in a closed form, and when the technique is applied to nonlinear and time
dependent problems.
As is mentioned in [3], various techniques (i.g., the cell integration approach and the Monte Carlo method) have been
proposed to overcome the difficulties generated by internal integrals. Severalmethods have been devised to take the domain
integrals to the boundary. Among them we can mention: the use of Fourier expansion, the Galerkin vector technique,
analytical integration of the domain integral, the dual reciprocity method (DRM) [4–7] and the multiple reciprocity method
(MRM) [8]. In this article, we shall apply a new scheme to BEM problems using MRM (introduced in 1988 by Nowak).
The main advantage of the MRM is that it does not require using inner nodes for the particular solution. The core task in
MRM is to determine the unknown surface sources on boundaries, and the accuracy of the method highly depends on the
quality (smoothness and simplicity and etc.) of the boundary of domain [8].
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Fig. 1. The boundary Γ , the collocation point x and the field point y.
In the BEM, usually the piecewise-constant approximation of the surface sources [9,10] has been applied. This
approach is named the constant BEM, and it leads to discontinuities in the approximation of surface sources, and it has
unsatisfactory accuracy in some situations [9,11]. Subsequently the utilization of high-order discretization, instead of
constant approximation, has been recommended. The polynomial functions which are used in high-order discretization
can only guarantee the continuity of the unknown functions itself at best. However the simplicity of the method makes
it more applicable than other schemes such as spline [12] or B-spline [13] methods which ensure the continuity over the
boundary.
It is conventional that in high-order discretization, both the geometry and the unknown functions on the boundary
elements are interpolated with the same polynomial function Pm [2,14], where the parameter m indicates the degree of
Pm. In the current work we will prove that the order of convergence of this scheme is O((L0)m)where L0 is the length of the
longest boundary element. Also we will show that if the geometry and the unknown functions of the boundary elements
are interpolated with the polynomial functions Pm+1 and Pm, respectively, the rate of convergence increases to O((L0)m+1).
Then the accuracy of the solution of the BEM solution can be improved by the use of this scheme. Note that the unknown
functions on the boundary elements are interpolatedwith the polynomial function Pm in both the classical and new versions
of the high-order discretization. Then as we will show in Section 3.3 the CPU time does not change (you can also see [15]).
Therefore using the improved version presented in the current paper, the accuracy of the BEM increases with no more CPU
time compared to the classical one.
The new scheme is applied to the so-called higher order fundamental solution (see [8] for more details) for the potential
problems in the multiple reciprocity method. Numerical results which are presented at the end of this paper validate our
theoretical results. We refer the interested reader to [16–28] for more research works on the BEM.
2. Background
In this sectionwebriefly describe howa set of algebraic equations is obtained fromaboundary value problem for the BEM.
In particular we consider the potential problem for the unknown function u = u(x). The boundary Γ of the computational
domain is divided into two parts, i.e. Γ = ΓuΓq. On the part Γu we pose the Dirichlet boundary conditions; on the part
Γq we pose the Neuman boundary conditions. We introduce q := ∂u/∂n as the normal derivative of u on the boundary and
we obtain the boundary value problem∇
2u = b, x ∈ Ω,
u = u¯, x ∈ Γu,
q = q¯, x ∈ Γq,
(2.1)
where u¯ and q¯ represent the given boundary values. Using Green’s second identity we have
c(x)u(x)+

Γ
[q∗(x, y)u(y)− u∗(x, y)q(y)]dΓ = −

Ω
b(x, y)u∗(x, y)dΩ, (2.2)
where u∗(x, y) = ln(r)/2π , and q∗(x, y) = (1/2πr)∂r/∂n. r is the distance between the collocation point x and the field
point y (see Fig. 1). If x ∈ Γ , c(x) is αx/2π where αx is [14] the internal angle regarding the boundary point x. Now, the
MRM will be used to solve Eq. (2.2) and to find the unknown values of u on Γq and the unknown values of q on Γu.
In the MRM the so-called higher order fundamental solution for the potential problem and Green’s second identity are
used. In fact the boundary value problem (2.2) will be transformed to the following boundary integral equation [8]
c(x)u(x)+

Γ

q∗(0)(x, y)u(y)− u∗(0)(x, y)q(y) dΓ
=
∞
k=0

Γ

q∗(k+1)(x, y)b(k)(y)− u∗(k+1)(x, y)w(k)(y) dΓ , (2.3)
where b(0) := b, and
b(k) := ∇2b(k−1), w(k−1) := ∂b
(k−1)
∂n
; k = 1, 2, . . . .
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Also for k ≥ 0 we define
Ak+1 := Ak4(k+ 1)2 , Bk+1 :=
1
4(k+ 1)2

Ak
k+ 1 + Bk

; A0 := 1, B0 := 0,
u∗(k)(x, y) := 1
2π
r2k(Ak ln(r)+ Bk), (2.4)
p∗(k)(x, y) := 1
2π
r2k−1 (2kAk ln(r)− 2kBk + Ak) ,
q∗(k)(x, y) := p∗(k)(x, y) ∂r
∂n
.
The boundary Γ will be discretized into N boundary elements denoted by Γs (s = 1, 2, . . . ,N), then Eq. (2.3) will be
transformed to
c(x)u(x)+
N
s=1

Γs
q∗(0)udΓs −
N
s=1

Γs
u∗(0)qdΓs =
∞
k=0

N
s=1

Γs
q∗(k+1)b(k)dΓs −
N
s=1

Γs
u∗(k+1)w(k)dΓs

. (2.5)
When we use high-order discretization to approximate Γs, the values of functions u, q, b(k) andw(k) will be interpolated
by the polynomial function Pm over the boundary element. It must be emphasized that the degree of the polynomial function
Pm ism, i.e.
Pm(t) =
m
k=0
pktk; pk ∈ R.
So when we interpolate the unknown functions on the boundary element Γs with Pm, the error produced from the
interpolation over the boundary Γ will be O((L0)m+1) where L0 is the length of the longest boundary element. Therefore
we have
u = uex + O((L0)m+1),
q = qex + O((L0)m+1),
b(k) = b(k)ex + O((L0)m+1); k = 0, 1, 2, . . . ,
w(k) = w(k)ex + O((L0)m+1); k = 0, 1, 2, . . . ,
(2.6)
where uex, qex, b
(k)
ex and w
(k)
ex are the exact values of the functions u, q, b(k) and w(k) on the boundary Γ , respectively. Note
that the boundary Γ must be smooth over the boundary elements. Regarding Eq. (2.5), after numerical implementation we
have the following linear system of equations
H(0)U− G(0)Q =
∞
k=0

H(k+1)B(k) − G(k+1)W(k)+ Ru, (2.7)
where Ru is the error produced from the unknown functions’ interpolation, and from Eq. (2.6) we have
Ru = O((L0)m+1). (2.8)
In Eq. (2.7), H(k) and G(k) refer to the functions q∗(k) and u∗(k), respectively. The size of the matrices H(k) and G(k) is
mN × mN(H(k) = H(k)[i, j] and G(k) = G(k)[i, j]) where i and j refer to i-th and j-th collocation points, respectively. The
matrices U, Q, B(k) andW(k) are obtained from uex, qex, b
(k)
ex andw
(k)
ex , respectively, and their size ismN × 1.
In Eq. (2.7) assume that the exact values of matrices H(k) and G(k) are H′(k) and G′(k), respectively, and the corresponding
errors are ∆H(k) and ∆G(k), respectively (∆H(k) = H′(k) − H(k) and ∆G(k) = G′(k) − G(k)). Regarding Eq. (2.7), when we
truncate the infinite summation with the firstM terms (M is sufficiently large) we have:
H′(0)U− G′(0)Q =
M
k=0

H′(k+1)B(k) − G′∗(k+1)W(k)+ Ru + Rd. (2.9)
The upper bound of the infinite norm of Rd, which appears in the right hand side of Eq. (2.9), can be calculated as:
∥Rd∥∞ ≤ (M + 1)×max{∥U∥∞, ∥Q∥∞} × max
k=1 : M
{∥B(k)∥∞, ∥W(k)∥∞} × max
k=0 : M
{∥∆H(k)∥∞, ∥∆G(k)∥∞}. (2.10)
Three first terms of Eq. (2.10) are nearly constant and they are not zero generally. But the values of ∥∆H(k)∥∞ and
∥∆G(k)∥∞ depend on the geometry of the boundary Γ and they tend to zero when the boundary discretization becomes
fine. So regarding to Eq. (2.10), the order of convergence ∥Rd∥∞ is the minimum of the orders of ∥∆H(k)∥∞, ∥∆G(k)∥∞ for
k = 0, 1, . . . ,M .
In Section 3 we will show that when the boundary elements are interpolated by the polynomial function Pm, the orders
of convergence of ∥∆H(k)∥∞ and ∥∆G(k)∥∞ are O((L0)m) at least. Then ∥Rd∥∞ ≤ O((L0)m). Considering Eqs. (2.8) and (2.9),
the order of convergence of the solution of the MRM is O((L0)m).
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Fig. 2. The boundary element Γ0 with interpolating points x0, x1, x2, x3, x4 .
As we will see in Section 3, the order of convergence can be increased by using the polynomial function Pm+1 instead of
Pm as a geometric interpolation function. In fact we will prove that using the modified scheme, the order of convergence of
the solution of the BEM increases from O((L0)m) to O((L0)m+1)while both schemes use the same CPU time.
The obtained theoretical results will be validated in Section 4 by numerical examples which are solved using the MRM.
3. The upper bounds of ∥∆H(k)∥∞ and ∥∆G(k)∥∞
Suppose that x0, x1, . . . , xm are m + 1 anticlockwise sequential points of the boundary Γ . Let Γ0 be the smooth part
of Γ which passes through the points. Also assume x0 is the local origin, and the straight line which joins the two points
x0 and xm to each other is the horizonal axis −→x in R2. If the boundary discretization becomes sufficiently fine, there is the
function f which for an arbitrary field point y ∈ Γ0 we have y = (x, f (x)) where x and f (x) refer to the horizontal and
vertical terms of y, respectively (see Fig. 2). When the polynomial function Pm(x) interpolates the function f at the boundary
points x0, x1, . . . , xm, we have
|f (x)− Pm(x)| =
 (x− a0)(x− a1) · · · (x− am)(m+ 1)!
× ∂m+1f∂xm+1 (ξ)
 , a0 ≤ ξ ≤ am, (3.1)
where ak is the horizontal term of the boundary point xk, and x in [a0, am] is an optional point. Then whenm ≥ 1, generally
we have
|f (x)− Pm(x)| = O(∆xm+1),
|f ′(x)− P ′m(x)| = O(∆xm),
|f ′′(x)− P ′′m(x)| = O(∆xm−1),
(3.2)
where∆x = |am−a0|. Let dΓ =

1+ f ′(x)2dx anddΓ ′ = 1+ P ′m(x)2dx. Considering Eq. (3.2) andusing Taylor expansion√
1+ t = 1+ O(t), it can be shown that
dΓ
dΓ ′
=

1+ f ′(x)2
1+ P ′m(x)2
= 1+ O ∆xm . (3.3)
Also suppose v and v′ are the tangent vectors of the functions f (x) and Pm(x) at x, respectively. If γ is the angle between
vectors v and v′, using the Taylor expansion (arctan(x) = x+ O(x3)) and regarding Eq. (3.2), we can show that
γ = arctan(f ′(x))− arctan(P ′m(x))
= 1+ arctan(f ′(x))× arctan(P ′m(x))× arctan(f ′(x)− P ′m(x))
≤ (1+ 4π2)× | arctan(f ′(x)− P ′m(x))|
= O(∆xm). (3.4)
3.1. The Off-diagonal Elements
Now assume the collocation point x is far fromΓ0. At first we define the two parameters r and r ′ as given in the following:
r = (x, f (x))− x, r ′ = (x, Pm(x))− x.
Let β be the angle between vectors r and r ′, β is a function of x (we write β = g(x)) and since g(a0) = g(a1) = · · · =
g(am) = 0, we have
β = g(x) = O(∆xm+1). (3.5)
In addition, since |r − r ′| = |r|2 + |r ′|2 − 2|r||r ′| cos(β) and |r − r ′| = |f (x) − Pm(x)|, using the Taylor expansion and
Eqs. (3.2) and (3.5) we can write
|r|
|r ′| = 1+ O(∆x
m+1). (3.6)
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Regarding Eq. (2.4),
u∗(k)(r) = 1
2π
r2k(Ak ln(r)+ Bk),
p∗(k)(r) = 1
2π
r2k−1 (2kAk ln(r)− 2kBk + Ak) ,
for k ≥ 0. Hence Eq. (3.6) yields u∗(k)(r)u∗(k)(r ′)
 = 1+ O(∆xm+1),  p∗(k)(r)p∗(k)(r ′)
 = 1+ O(∆xm+1).
Now we can concludeu∗(k)(r)− u∗(k)(r ′) = O(∆xm+1), p∗(k)(r)− p∗(k)(r ′) = O(∆xm+1). (3.7)
Assume n and n′ are the unit outward normal vectors on the boundary point p corresponding to f (x) and Pm(x), respectively.
Since the angle between vectors n and n′ equals γ (also see [22]), Eqs. (3.4) and (3.5) yield
∂r
∂n
− ∂r
′
∂n′
= cos(α)− cos(α′) = (α − α′) sin(α′)+ O(|α − α′|2)
= (γ − β) sin(α′)+ O(|γ − β|2) = O(∆xm), (3.8)
where α and α′ are the angles between vectors ‘‘r and n’’ and ‘‘r ′ and n′’’, respectively. Note that α − α′ = γ − β .
Lemma 1. Suppose the collocation point x does not belong to the boundary element Γ0. Let ψm(x) be the shape function
corresponding to the polynomial function Pm and the boundary point xj [2,14]. Considering Eqs. (3.3), (3.7) and (3.8), for k ≥ 0
we can write
|∆G(k)[i, j]| =

Γ0
ψm(x)u∗(k)(r) dΓ −

Γ0
ψm(x)u∗(k)(r ′) dΓ ′

≤

Γ0
ψm(x)u∗(k)(r)− ψm(x)u∗(k)(r ′) dΓ + O(∆xm) 
Γ0
ψm(x)u∗(k)(r ′) dΓ
≤

Γ0
|ψm(x)|
u∗(k)(r)− u∗(k)(r ′) dΓ + O(∆xm+1)
≤ O(∆xm+1)

Γ0
|ψm(x)|dΓ + O(∆xm+1)
≤ O(∆xm+1) ≤ O((L0)m+1).
|∆H(k)[i, j]| =

Γ0
ψm(x)q∗(k)(r)dΓ −

Γ0
ψm(x)q∗(k)(r ′)dΓ ′

≤

Γ0
ψm(x)q∗(k)(r)− ψm(x)q∗(k)(r ′) dΓ + O(∆xm) 
Γ0
ψm(x)q∗(k)(r ′) dΓ
≤

Γ0
|ψm(x)|
q∗(k)(r)− q∗(k)(r ′) dΓ + O(∆xm+1)
≤

Γ0
|ψm(x)|
p∗(k)(r) ∂r∂n − p∗(k)(r ′) ∂r ′∂n′
 dΓ + O(∆xm+1)
≤ O(∆xm+1)

Γ0
|ψm(x)|dΓ + O(∆xm+1)
≤ O(∆xm+1) ≤ O((L0)m+1). 
Note that |ψm(x)| is bounded for all x in [a0, am], and the boundary integrals are not singular.
3.2. The diagonal elements
When the collocation point x equals one of the boundary points x0, x1, . . . , xm, there is no positive real number r0 which
|r| ≥ r0. In this situationwemay face singularity to calculate the boundary integrals [1,2,8]. So the equations of the previous
subsection are not valid any more, and we must drive some new relations. In this case we assume x = xm (there are similar
relations for the other cases).
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It is clear that when y ≠ x,
|x− am| ≤

(x− am)2 + (Pn(x)− Pn(am))2 = |r ′|. (3.9)
The angle β(= g(x)) vanishes when y = x0, x1, . . . , xm−1, but for y = xm we have β = arctan(f ′(am)) − arctan(P ′m(am)).
Thus it can be deduced that
β = g(x) = (x− a0)(x− a1) · · · (x− am−1)
(am − a0)(am − a1) · · · (am − am−1) × g(am),+(x− am)× O(∆x
m), (3.10)
such that
g(am) = arctan(f ′(am))− arctan(P ′m(am)) = O(∆xm). (3.11)
Also we have
limx→am(|r ′|/|r|) = cos(β)+ sin(β)P ′m(am) if β ≥ 0,
limx→am(|r|/|r ′|) = cos(β)− sin(β)f ′(am) else.
Then regarding to Eqs. (3.10) and (3.11), we have
|r|
|r ′| =

1 if x = a0, a1, . . . , am−1,
1+ O(∆xm) if x be so near to am. (3.12)
Therefore for all x ∈ [a0, am) the following equation is valid
|r|
|r ′| = 1+ O(∆x
m). (3.13)
Since the right hand side of the above equation is not singular, using the Taylor expansion and Eq. (3.13) we can write u∗(k)(r)u∗(k)(r ′)
 = 1+ O(∆xm),  p∗(k)(r)p∗(k)(r ′)
 = 1+ O(∆xm). (3.14)
Also from Eqs. (3.2) to (3.4) we get
γ = arctan(f ′(x))− arctan(P ′m(x))
= g(am)+ (x− am)× O(∆xm−1). (3.15)
Then using Eqs. (3.1), (3.2), (3.10) and (3.15), the following equation will be obtained ∂r∂n − ∂r ′∂n′
 = | cos(α)− cos(α′)| ≤ |α − α′| = |γ − β|
≤
 (x− a1)(x− a2) · · · (x− am−1)(am − a1)(am − a2) · · · (am − am−1) − 1
× |g(am)| + |(x− am)| × O(∆xm−1)
=
 1am − a1 + 1am − a2 + · · · + 1am − am−1
 |(x− am)| × |g(am)| + |(x− am)| × O(∆xm−1)
= |(x− am)| × O(∆xm−1),
and consequently from Eq. (3.9) we have ∂r∂n − ∂r ′∂n′
 ≤ |r ′| × O(∆xm−1). (3.16)
Lemma 2. From Eqs. (3.3), (3.9), (3.14) and (3.16), for k ≥ 0 when the collocation point x is located on the boundary element
Γ0 we have
|∆G(k)[i, j]| =

Γ0
ψm(x)u∗(k)(r)dΓ −

Γ0
ψm(x)u∗(k)(r ′)dΓ ′

≤

Γ0
ψm(x)u∗(k)(r)− ψm(x)u∗(k)(r ′) dΓ + O(∆xm) 
Γ0
|ψm(x)u∗(k)(r ′)|dΓ
≤

Γ0
|ψm(x)|
u∗(k)(r)− u∗(k)(r ′) dΓ + O(∆xm+1)
≤ O(∆xm)

Γ0
|ψm(x)|dΓ + O(∆xm+1)
≤ O(∆xm+1) ≤ O((L0)m+1).
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|∆H(k)[i, j]| =

Γ0
ψmq∗(k)(r)dΓ −

Γ0
ψmq∗(k)(r ′)dΓ ′

≤

Γ0
ψm(x)q∗(k)(r)− ψm(x)q∗(k)(r ′) dΓ + O(∆xm) 
Γ0
|ψm(x)q∗(k)(r ′)|dΓ
≤

Γ0
|ψm(x)|
p∗(k)(r) ∂r∂n − p∗(k)(r ′) ∂r ′∂n′
 dΓ + O(∆xm+1)
≤

Γ0
|ψm(x)||p∗(k)(r ′)|
 ∂r∂n − ∂r ′∂n′
 dΓ + O(∆xm) 
Γ0
|ψm(x)|
p∗(k)(r ′) ∂r∂n
 dΓ + O(∆xm+1)
≤ O(∆xm−1)

Γ0
|ψm(x)|
p∗(k)(r ′) |r ′|dΓ + O(∆xm+1)
≤ O(∆xm) ≤ O((L0)m). 
Note that regarding Eq. (2.4), the function p∗(k)(r ′) = |p∗(k)(r ′)||r ′|which appears in the last equation is bounded and it does
not tend to the infinity when r ′ tends to zero. In fact
lim
|r ′|→0
p∗(k)(r ′) =

1
2π
k = 0,
0 k ≥ 1,
(3.17)
so the boundary integrals of the previous lemma don’t have any singularity and they can be calculated easily.
We want to now conclude some corollaries from the previous lemmas. Suppose that the geometry of the boundary
elements has been interpolated with the polynomial function Pm. We proved in Lemma 1 that |∆G(k)[i, j]| ≤ O((L0)m+1)
and |∆H(k)[i, j]| ≤ O((L0)m+1)when the collocation point x does not belong to the boundary element Γ0. On the other hand
in Lemma 2 we show that if x ∈ Γ0, |∆G(k)[i, j]| ≤ O((L0)m+1) and |∆H(k)[i, j]| ≤ O((L0)m). Therefore, since for a sample
matrix A ∈ RK×K we have
∥A∥∞ = max
1≤i≤K
K
j=1
|Ai,j|,
the following corollary is valid:
Corollary 1. for k ≥ 0,
∥∆G(k)∥∞ ≤ O((L0)m), ∥∆H(k)∥∞ ≤ O((L0)m),
and regarding Eq. (2.10), the order of convergence of ∥Rd∥∞ will be the minimum of the orders of convergence of ∥∆G(k)∥∞ and
∥∆H(k)∥∞ for k ≥ 0, therefore
∥Rd∥∞ ≤ O((L0)m).  (3.18)
In the following we would like to present a new corollary. Suppose that the boundary Γ is discretized to N boundary
elements, and the ‘‘unknown function’’ over the boundary elements is interpolated with the polynomial function Pm. Then
from Eq. (2.8) the order of convergence of ∥Ru∥∞ is O((L0)m+1).
Regarding to Corollary 1, when the ‘‘geometry’’ of the boundary elements is interpolated with Pm, the order of
convergence of Eq. (2.9) is O((L0)m) because ∥Rd∥∞ = O((L0)m). But when we use the polynomial function Pm+1 instead of
Pm to interpolate the geometry, the order of convergence of Eq. (2.9) becomes O((L0)m+1). Therefore the following corollary
can be concluded:
Corollary 2. In the MRM, when we use the classical high-order discretization (i.e. both the geometry and the unknown functions
of the boundary elements are interpolated with the polynomial function Pm), the order of convergence is O((L0)m). But if we use
the modified version proposed in the current paper i.e. we interpolate the geometry of the boundary elements with Pm+1 instead
of Pm, the order increases to O((L0)m+1). 
3.3. Computational Complexity
In this subsection we want to compare the computational complexity of modified version of high-order discretization
introduced in Corollary 2 with the classical one. Suppose the boundary is discretized to N boundary elements. When the
geometries of the boundary elements are interpolated with the polynomial function Pm, the algorithm takes time m2O(N).
Therefore if we use the polynomial function Pm+1 instead of Pm to interpolate the geometry, the computational complexity
increases to (m+ 1)2O(N).
After that we must drive the matrices H and G. Since the polynomial function Pm is used to interpolate the unknown
values of the boundary elements, the number of the computational nodes aremN and consequently the size of the matrices
ismN ×mN . And because the BEMmatrices are dense, the computational complexity of solving linear system of equations
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Fig. 3. The order of convergence of ∥∆H(0)∥∞ . Slopes of the dashed and solid lines are−1 and−2, respectively.
is m3O(N3) in the BEM [29]. Then regarding the last paragraph we can conclude that if the geometry and the unknown
functions of the boundary are approximated with the polynomial functions Pm+1 and Pm, respectively, the CPU time of the
algorithm is m3O(N3). Then the CPU time doesn’t change significantly when we use the modified version of high-order
discretization instead of the classical version.
4. Numerical experiments
The linear BEM is a kind of high-order discretization where the geometry and the unknown functions of the boundary
elements are interpolated with the linear function P1. The simplicity and the accuracy of the linear BEM make it more
applicable than other high-order methods such as the quadratic method in which m = 2. Considering the Corollary 2,
the order of convergence of the linear BEM is O(L0), and it can be increased to O((L0)2) using the polynomial function P2
as the geometric interpolation function of the boundary elements. In fact to improve the linear BEM, the geometry and
the unknown functions are interpolated with the quadratic (P2) and the linear (P1) polynomial functions, respectively. This
scheme is named as the improved linear BEM in the current paper.
In this section we will compare the classical linear BEM (denoted P1 − P1) with the new improved linear BEM (denoted
P2 − P1) by employing several test problems. The discretization of the boundary into elements of equal lengths is not a
simple problem. However in these numerical examples the discretization of the boundary is done in such a manner that the
lengths of the boundary elements are nearly equal, so we have
O(L0) = O

1
N

,
where N is the number of the boundary elements. Note that the boundary conditions are assumed Dirichlet in all examples.
4.1. Example 1
For the sample ellipse x2/a2 + y2/b2 = 1, with the diagonals a and b (a ≥ b), the fraction a/b is called the aspect ratio
(denoted a.r.) of the ellipse (see [30]). In this example the orders of convergence of ∥∆H(0)∥∞ when the geometry of the
boundary elements are interpolated with the polynomial functions P1 and P2 are compared for the ellipses with two aspect
ratios; a.r.= 2 and a.r.= 4.
Fig. 3 shows that the order of convergence of ∥∆H(0)∥∞ for P1 and P2 discretizations areO(1/N) andO(1/N)2, respectively
for the ellipses. This fact was also obtained in Corollary 1 by using Lemmas 1 and 2.
4.2. Example 2 (Laplace equation)
Let the computational domain be themulti domainwhich is shown in Fig. 4, i.e. the region between the circle 4x2+4y2 =
1 and the ellipse x2+4y2 = 4. Note that our function is u(x, y) = x2−y2. The analytical values of q = ∂u/∂n in the external
boundary points are
q = x
2 − 2y2
x2/4+ 4y2 .
The average of absolute errors of the external boundary points is shown in Table 1 for five different cases; N =
64, 128, 256, 512 and 1024 (N is the number of boundary elements).
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Fig. 4. The multiple domain for Example 2.
Fig. 5. The computational domain for Example 3. The boundary is not smooth.
Table 1
Comparison between the conventional and improved linear BEM for
Laplace equation.
N p1 − p1 p2 − p1
Error Ratio Time Error Ratio Time
64 1.44e−1 – 0.031 8.13e−3 – 0.034
128 7.08e−2 2.04 0.13 1.95e−3 4.18 0.16
256 3.51e−2 2.02 0.57 4.77e−4 4.10 0.59
512 1.75e−2 2.01 1.1 1.18e−4 4.04 1.2
1024 8.72e−3 2.00 3.1 2.94e−5 4.02 3.4
It can be seen that Table 1 approves Corollary 2. Note that in the Laplace equation ∇2u = 0, and subsequently the value
ofM in Eq. (2.9) is 0. So in this example there is no error arising from truncating the summation in Eq. (2.9).
4.3. Example 3 (Biharmonic equation)
The boundary is the Cardioid r(t) = 1 + cos(t) where t in [0, 2π ] is the argument of the boundary points, and r is the
distance between the boundary points from the origin (Fig. 5). As can be seen from Fig. 5, the boundary is not smooth at the
origin, however Corollary 2 is valid for this problem. The governing equation for this example is
∇4u = 0.
The boundary conditions u = x4 − y4 and ∇2u = 12(x2 − y2) are imposed on Γ , and the values of the flux at the boundary
points are obtained numerically using the classical linear and improved linear BEM to validate the Corollary 2.
The absolute value of the errors of the boundary nodes and the CPU times are presented in Table 2. Also in this example
we have
b(0) = 12(x2 − y2), b(k) = 0 = w(k) for k = 1, 2, 3, . . . .
Note that there is no error produced from truncating the summation in Eq. (2.9), as in Example 2. As can be seen in Table 2,
the rates of convergence for the classical and the improved linear BEM are O(1/N) and O(1/N)2, respectively. It is very
important to note that not only is the newmethodmore accurate than the classical one, but also the values of CPU times for
the two techniques are nearly equal.
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Table 2
Comparison between the conventional and improved linear BEM for
Biharmonic equation.
N p1 − p1 p2 − p1
Error Ratio Time Error Ratio Time
64 3.35e−1 – 0.188 3.13e−2 – 0.195
128 1.69e−1 1.98 1.23 7.99e−3 3.92 1.24
256 8.57e−2 1.97 8.88 2.03e−3 3.94 8.90
512 4.34e−2 1.97 167 5.11e−4 3.97 167
1024 2.20e−2 1.98 1317 1.28e−4 3.98 1317
Table 3
Comparison between conventional and improved linear BEM for
Helmholtz equation.
N p1 − p1 p2 − p1
Error Ratio Time Error Ratio Time
32 1.02e−1 – 0.12 3.40e−3 – 0.13
64 5.03e−2 2.02 0.33 6.93e−4 5.76 0.34
128 2.50e−2 2.01 1.38 1.92e−4 3.61 1.39
256 1.25e−2 2.01 8.36 4.91e−5 3.92 8.36
512 6.23e−3 2.00 165 1.25e−5 3.93 165
4.4. Example 4 (Helmholtz equation)
The domain’s boundary of this example is an ellipse which has a semi-major axis of length π/4 and a semi-minor axis
of length π/8 (a = π/4, b = π/8), and the governing equation is ∇2u + u = 0. The exact solution which satisfies the
boundary condition u = cos(x) on Γ is
q = −1
2
x
x2/4+ 4y2 sin(x).
In the MRM we have
b(k) = (−1)(k+1)u, w(k) = (−1)(k+1)q,
for k = 0, 1, 2, . . .. The absolute values of errors are calculated for the boundary nodes by the MRM (forM = 4 in Eq. (2.9))
in two cases; the classical linear BEM and the improved linear BEM. The results are shown in Table 3. Table 3 shows that the
accuracy of the newmethod is significantly more than the classical linear BEM. Also note that the newmethod does not use
more CPU time.
4.5. Example 5 (Heat equation)
We consider the two-dimensionmodel of the heat equation to test the high-order discretization for theMRM (for details
see Chapter 3 of [8]). The heat equation studied in this example is
∇2u = α2 ∂u
∂t
,
where the parameter t refers to time, and α = 0.1. Initial and boundary conditions satisfy the exact solution u = et+0.1x,
0 ≤ t ≤ 2, 0 ≤ x2 + 4y2 ≤ 4.
The boundary condition is composed as Dirichlet and the numerical results for the absolute value of error of the boundary
nodes are shown in Fig. 6 at t = 2 when∆t = 0.05. The absolute value of error is evaluated using the following equation:
absolute error =
N
k=1
|(∂u/∂n)k − (∂u/∂n)exk |
N
,
where (∂u/∂n)k represents the approximate value of the flux at k-th boundary node, and (∂u/∂n)exk represents its exact
value. We can see in Fig. 6 that the accuracy of the improved linear is more than the classical one significantly.
Also we refer the interested reader to [31] for applications of various types of partial differential equations.
5. Final remarks
The accuracy of the solution is very important in the boundary element method (BEM) as a robust numerical method to
solve several problems in engineering and physics. As we showed in the current paper, the accuracy of the BEM depends
mainly on the boundary discretization. Regarding Corollary 2, the classicalmethods of using high-order discretization in BEM
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Fig. 6. Comparison between the conventional linear (P1 − P1) and the improved linear (P2 − P1) BEM for the heat equation.
can be improved to producemore accurate results. We showed that the improved version of the high-order discretization is
more accurate and uses the same amount of CPU time, compared to the classical BEM. We presented several test problems
and the experimental results verified our theoretical results. Because the Laplacian fundamental solution has been used to
solve DRM problems, the new scheme presented in the current paper can be extended to DRM too. Also the new approach
can be extended to solve problems with other governing equations in the two-dimensional BEM.
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