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1. INTRODUCTION 
In 1931 Wiener and Hopf wrote their fundamental paper [I] on the solution 
of the homogeneous linear integral equation 
y(t) - jm k(t - s) p(s) a5 = 0, o<t<co. (1) 
0 
During the past three decades many applications, e.g. [2], and some 
extensions [3] of their techniques have appeared in the literature. The 
subject of the present work is an extension of the basic method of Wiener 
and Hopf to the nonhomogeneous linear difference-differential-integral 
equation 
i ~o%.fi~ v(l - p) - jm hct - s) v(s) ds -f(t), -- m < i < =, 
0 
(2) 
where a,,, are complex constants. The principal result obtained is the repre- 
sentation of a Y + 1 -+ n parameter family of solutions of (2), where Y is the 
index of Eq. (2) [see Eq. (36)]. 
Theorems similar to those stated and proved by Krein[3] for the multiplicity 
of solutions of (1) and the existence of a solution of the nonhomogeneous 
form are stated and proved for (2). The analysis is effected using only classical 
theorems from the theory of Fourier integrals and extensions of well-known 
ideas on the basic Wiener-Hopf technique. 
* The work of this author was supported by a grant from the National Science 
Foundation, NSF-GP 6064. 
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2. BASIC HYPOTHESIS 
We assume that the functionsfand K in (2) satisfy 
f(t) e-=ltl E P2(R), 
K(t) $1’1 E 2$(R), 
for some 
for all 
a E (0, d), (3) 
b E (0, 4, (4) 
where R denotes the set of real numbers. Additional assumptions on k will be 
made in the analysis that follows. A solution q~ of (2) is sought in the class 
of functions defined by 
(i) q~f”)(t) is piecewise continuous on R, 
(ii) v(“)(t) e-cltl E L?‘.,(R), 7 - , ,..., n 01 , 
(iii) lim! tl+m q (p)(t) e+ltl = 0, 7 = 0, l,..., n 
for some c, a < c < d. A more precise determination of the exponent c is 
part of the solution to the problem. The above class will be denoted by 
PP2. 
We assume, of course, that at least one of the coefficients u,,, is nonzero. 
It can then be assumed, without loss of generality, that a,,, # 0, for the 
contrary situation can be rectified by the translation t +jO , where j,, is the 
smallest j such that %,, # 0. 
It is convenient to set 
(5) 
K(y) = j-= K(t - s) q(s) ds. 
0 
The notation above permits (2) to be written 
Jw - %) =J 
Let 
(6) 
(7) 
g = - (&o) - ~(VON, 44 = f(t) + g(t). (8) 
Clearly p. E Cn JZa; moreover, it is easy to show that g(t) e+ltl E P,(R), 
0 < c < d. Let 
h+(t) = I 
h(t) if t > 0, if r>O 0 if t <0, ‘-(‘) = Ii(t) if t < OI 
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Denote by (0 .YYJ” the set of all functions rp E Cn Ya such that q’“)(O) =.= 0, 
7 = 1) 2 )..., n --. I. 
The general solution of (7) can be expressed as 
where v,, is defined by (8), vi is the general solution in (Cn Pa)0 of the homo- 
geneous equation 
4P) - K(v) = 01 (10) 
~a and pa are particular solutions in (P -YJ” of 
4P) - WV) = h+ (10’) 
4P) - qd = h- , (10”) 
respectively. The solution pa can be sought in the form 
v3(t) = 9)3-(t) .=! O 
if t > 0, 
v3(t) if t GO. 
Such a solution would satisfy 
I&) = h- ) - a < t d 0, ?a E (C” %I0 
and could be obtained by standard Fourier transform techniques [4]. We 
shall assume that this has ken done and concentrate our attention on (IO) 
and (10’) 
3. THE TRANSFORMED EQUATIONS 
\Ve consider first the transformed equation of (10) and (10’). Let 
z = x + iy, gl E (C” 9*)O 
@j”‘(t) = J,” p(t) eizt dt, a@‘(t) =- ,y, rp(t) eiZf dt, Tj = 0, l,..., n. 
It follows that @2’ is holomorphic in the half-plane y > c and @?’ is holo- 
morphic in y < - c. The generalized inversion formula [4, p. 51 for v(“) 
asserts that 
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The transforms 0:“’ and 02’ are formally related to the transforms of y+ and 
v- by the formulas 
Q:‘(2) = (- iz)” O+(z) P O>‘(z) = (- iz)” O-(z). (12) 
It is convenient to set 
L,(z) = f  a , ei@ =L,(z + 27r), 
p=o ‘) )r 
7j = 0,l ,***, n, 
L(z) = i (- iz)“L,(z). 
F-0 
Inserting (12) into (1 I) yields 
L(9) = &- 1 :~~L(z) Q+(z) e-itZ dx + & J_:“,‘,t(z) Q-(z) e-“* d2. (13) 
The Fourier transform of K, 
K(z) = lrn k(t) eiZs dt, 
-m 
is holomorphic in the strip S, : 1 y 1 < d. The convolution theorem for the 
functions k and q~ asserts that 
K(q) = 1,” k(t - s) v(s) dz = -& fb’m R(z) a+(z) e-its dz, (14) 
ib--0, 
where c < b < d. The expressions (13) and (14) are inserted into (10) and 
the analytic continuation theorem [4, Theorem 141, p. 2551 is formally 
applied. The result is that [L(z) - R(z)] 0+(z) and t(z) a-(z) can be con- 
tinued analytically into the strip S, where they satisfy the Wiener-Hopf 
equation 
A(z) Q+(z) -!- L(z) O-(z) = 0, ZESb, (15) 
where A(z) =L(z) - g(z). 
If $ denotes a particular solution of (10’) and H, the Fourier transform 
of h, , then 
h+(t) = $ /:,:I: H+(z) eciz’ dz, 
and a procedure similar to that above yields that A(z) ‘y,(a) - H+(z) and 
L(z) Y-(z) can be continued analytically into the strip a < y < d and they 
satisfy 
A(z) Y+(z) - H,(z) f L(z) Y-(2) = 0, a<y<d. (16) 
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4. THE FACTORIZATION PROBLEM 
If z # 0 and Q(z) + 0, then J(z) can be written as 
-4(z) = e(z) - - R(z) = (- iz)“Q(z) (1 - S(z)), 
where Q(z) = L,,(z), 
S(z) = 
[ - ni1 f  as,J - hi)“-” eiez + R(z) (- iz)“] 
1-o h-0 
Q(z) 
lf 
.._ w -- Q@> if 
To obtain a factorization of A, we require that 
jqz) -- KG) ) Kly 
- iz 
for 1 x ) sufficiently large, IYI x4 
(17) 
n>l 
n = 0. 
(18) 
where K, and Kl are bounded holomorphic functions. If n = 0, then in 
addition to (18) we require 
K,(z + 274 = K,,(z) (18’) 
A large class of kernels satisfy (18) while (18’) is more restrictive. We also 
introduce 
I-&>, 
Ql@) = 1,(z), 
n > 1, 
n = 0. (19) 
The conditions on our coefficients a,,+ imply that Q(z) $0. Consequently 
Q has at most a finite number q < m of zeros in the rectangle - n < x < n, 
I y 1 = d. We denote the distinct zeros of Q in this rectangle by 
Zk (k = 1, 2,..., q) and the multiplicity of zlc by (Ye. Since Q is also periodic 
with period 2x, there exists a positive number 6, such that if z; , z; are any 
two distinct zeros of Q, then 1 z; - z; 1 > 26,. Let 0 < 6 < 6,. Then there 
exists a positive integer N -= N(6) such that 1 x ] > (2N $- 1) r implies 
I Q(z) S(z) j < 3 I Q(zk + 2~3~ + 6ea) I; K = l,..., q; t = 0, f l,...; 
0 < e < 2x. 
Let 
C&S) = {z : 1 z - (zk + 2h) I < 6, [ Re (zt T 2&) 1 > (2N + 1) n}. 
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Rouche’s theorem asserts that Q and A have the same number of zeros, 
counting multiplicities, inside each of the circles C&). Let {z~,,} denote the 
zeros of Q inside the circles {C,,{(S)}; zk + 2749 E C&). The integers ej 
are ordered so that 14 1 < 1 h,i ! , j .= 1,2,... . Let {Wk,j} denote the zeros 
of A inside the circles {C&)}. Clearly, there is only a finite number of zeros 
of A that are not inside the circles {C,,,(6)}, k -= 1, 2,..., q. It follows that 
there exist numbers y and ci , 0 < ci < d, such that 
0 < y 6 I Q(x f icJ A(x f- icl) : for all X. 
Let n(ci) denote the number of distinct zeros of Q(z) in the rectangle 
- x < x < rr, 1 y 1 < c1 < d and set ti(cJ = z$’ ak . Q can then be 
written as 
Q(4 = &(4 kq n(c’lsina~(+), xES,,:lyl <ct, (20) 
.E 
where 
Q(z -i- 274 = (- I)+)[, 
and & is entire. 
Q(Z) # 0, 2 E se, , G = 0, f l,... 
Let 2M, + 1 denote the number of zeros, counting multiplicities, of Q 
of the form zk + 27r6’ in the rectangle - (2N + 1) rr < x < (2N + 1) n, 
1 y 1 < c,; k = 1,2,..., tl(cJ. Let M denote the number of zeros of A not in 
any C&Y) and label these zeros w1 ,..., wM . 
It is important to have an estimate for 
6k,j = wk.j - zk,j as I.-+ 03. (21) 
This can be obtained by setting A(w,,,) = 0 and using Eqs. (17)-(20). The 
result is 
@k.l - zk) ‘%j = ‘k” + ‘k,j’k,j 9 (22) 
where 
ho = n(c ) 
i 2%?o(Zk) 
fl sinac (9) &@k> 
C#k 
and @k,j is bounded as j -+ co. In the present work we shall consider only the 
case ak = 1, k = 1, 2 ,..., n(cJ. 
The product form of sin z and the notation introduced permit Q to be 
written 
Q(a) = f&z> g 7 n (I--- YE,,) eyks’ fi (1 - 5k.j) et”‘, (23) 
Oclj(&Mk 
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where 
It follows from estimate (22) that the infinite product 
PA(Z) = [fi (2 - Wj)] nfi' fi (1 - Wk,j) Jhsi 
j=l k-1 j-1 
(24) 
with 
wk,i = 
2 - Zk 
wk.j - zk 
is an entire function whose zeros coincide with the zeros of A in the strip 
SC1 . Let 
A(z) = A(z) Q(z) PA(Z) ’ z E SC1 * (25) 
A is holomorphic and nonzero in S,, . Substitution of (17), (23), and (24) 
into (25) yields 
I 
I 
n(cJ 
I-I 
k-1 
7 n (I - yk.j)e'*'fJ : Itksj 1 
O<lfl<Mk %.i 
A(s) = 
x (1 - S(2)) (- i2)” 
M 
1, 
(26) 
on the lines o = x f ic, . 
Let 
44 A&) BI 
Al(2) = 42) (2 + id)” 2 + ic: “* (“-“) 
A,(a) = fi (2 - w, + i 2d) 
i-l 
2 - 2, 
1 
ev’. j 
2srj-i2d ’ 
(27) 
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where d < cs; the constants Y and j3 will be chosen later. A, and A, are 
holomorphic and nonzero in the half-plane y > - cr . It follows that A, is 
holomorphic and nonzero in the strip SC,; moreover, in a neighborhood of the 
lines y = f cr , A, can be written 
where 
I 
T&l) 
Rl(a) = ,” z -“aT;i 2d n 
1 - Yk.j 
O<ljl<M, 1 - 
z - Zk 
237’ - i 2d I 
(28) 
LEMMA 1. If I (W - [)/UT I < 1 f or all ~~[l,l -4 and l-5 and 
1 - w are not real nonpositive, then 
where 
PROOF. There is a branch of the logarithm such that 
l-5 
log 1 -W - = log (1 - 5) - log (1 - w) 
where the logarithms on the right are chosen so that log 1 = 0. It then follows 
that 
dr =- 
T2(1 -23) 
WT 
The hypotheses of the lemma imply that the above series converges, and the 
proof is complete. 
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LEMMA 2. 
where 
H,(z) =: exp S,(z), 
n(q) m 
(29) 
and j3 can be chosen such that 
PROOF. It follows from (21) that ukej can be written 
The first series on the right in (30) is absolutely convergent when 
&k,j/(Zk,j - Zk) 1 < 1. Since lifIlj,m k,, -- 6  0, it is without loss of generality 
to assume that this bond holds for all k and j. The second series on the 
right in (30) is absolutely and uniformly convergent when 
IZ”“r,,I ~ <m’< 1. 
This bound holds in a neighborhood of the lines y = & c, if 6k.j is suffi- 
ciently small; since SkSj -+ 0, it is again without loss of generality to assume 
that (31) holds for all K andj. 
It is now apparent that the natural candidate for the constant fl is 
‘I’he convergence of (32) is a consequence of the inequality 
1 zk,j - zk !  z 2dj > 277 (2kfk.6) + 1 -,- 4) 
and the estimate (22) with (Ye = 1. 
The exponent in (29) can now be written 
S,(z) T - ff,(z) - ff,(z), 
(32) 
(33) 
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where 
Estimate (22) and the identity 
2 - 2k 
lg 1, = - 2d(z - - 274 t ‘“: -1, (2 : &)2’ 
d#O 
[5, p. 1131 implies 
The fact that 
,$li H,(x & icJ = 0. 
/ilk.& H,(x f its) = 0 
follows from elementary arguments. 
THEOREM 1. The constant v  can be chosen so that 
,lis log A,(% f icI) = 0 
for an appropriate branch of the logarithm. 
PROOF. It follows from Lemma 1 that 
It is also clear from the definition of R, that 
Let 
It then follows from the. definition of R, that 
1 * y=--- 
s 277 -m 4[arg 4(x + ic,)l. 
(35) 
(36) 
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Moreover it follows from the above and the argument principle that 
s 3) --oo d,[arg A,(% - ic,)] = 0. 
Following Krein [3], we call the integer v the index of Eq. (2). Now, log A,(z) 
chosen to be that branch of the logarithm whose imaginary part tends to 
zero as x + co and y = f c1 . Q.E.D. 
We can now write 
log A,(x) = A:(z) - A&.), lYl<Cl (37) 
where 
A&,) _ 1 sic’+” 1%4(t) dt. 
2ri icl-m A - z 
A: and A, are holomorphic in y > - c1 and y < cr , respectively; moreover 
,$li A:(x + iy) = ,$I~ A;(x + iy) = 0, IY I <Cl. 
Set 
E+(z) = exp AZ+ E-(z) = exp A;(z), 
so that (37) becomes 
A,(x) = 3 , I Y I < ~1. 
Equations (25), (27) and (38) yield 
(38) 
The form of (39) and the properties of the functions contained therein are 
summarized by 
THEOREM 2. There exist a number c, 0 < c < d, functions A+ and A- 
holomorphic and nonzero in y  > - c and y  < c, respectively, and an entire 
function P(z) such that 
-f(z) - k(z) = A(z) = ‘&P(z), 2 E SC w 
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Let 
5. THE EQUATION L(v) - K(v) = 0 
.a - Zk 
X 
’ -2xj-i2d 2 - wj 
o< 1 - z yTjy 
z-w, +i2d’ 
R(z) is holomorphic and nonzero in y 3 cl and lim,rl+oc R(x + icJ = I; 
moreover 
A(4 PAb) 
n(c,’ 
B,A,(z) n sin 7 
= (- i)” R(z). 
k-l 
(41) 
Let j. = the smallest integer j such that u,,~ # 0, 
(I =m-j,, and a E (0, u). 
The factorization of A, as given by (39) and the above notation permits (15) 
to be written 
(- i)” Q(z) E+(z) R(z) (z + id)” (z + icJy e-&z O+(z) 
= - E-(z) e-iuzL(z) (z - ic.$ ei(u-a)r Op-(z) = h(z) (42) 
The left-hand side of (42) is holomorphic in y > ci - E (C > 0 sufficiently 
small) and the right-hand side is holomorphic in y < ci . It follows that A is an 
entire function. 
Let 
(cn~,>2 = (d4 4 : v(t, 4 E (C”~2J0 and ~(l, a) = 0 for - (u - a) < t < a}. 
We seek the general solution of L(p) - K(v) = 0 in (Pa&o. 
The Fourier transforms @+ and CD- of a function IJI(~, CC) E(CnU,),O have 
the property that 
1 
e-‘CLZ Q+(z) = 0 m , 
( 1 y > c, 
eib-a)z @5-(z) = 0 -!- 
( 1 !zI ’ 
y<-c. 
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The generalized Liouville theorem applied to /\ implies that X must be a 
polynomial of degree at most v - 1. Thus we can write 
i 
Y-l 
C Aj2j if V - 1 3 0, h( ) 
2 = j=O 
0 if v = 0. 
As already mentioned, one consequence of y E (Cn9J0 is that @+ and @ 
are holomorphic in upper and lower half-planes, respectively. In order for 
this to be true, some restriction must be placed on the location of zeros of Q 
and e. It is sufficient to require that 
(9 Q(z) f 0, IY I ZCl, 
(ii) fqz) # 0 Y d -5' (43) 
A large class of operators L(F) satisfy (i) and (ii). It should also be be noted 
that the distribution of the zeros of e is discussed in [6]. We can now state 
LEMMA 3. &ippose conditions (43) hold. Then 
e 44x2 @y2) = 
P-4(2) 21 
Q(2) E+(z) R(z) (2 + id)” (2 Y- ic2) 
=O( ,.,f_,,l ’ 1 y > Cl ) 
ei(n-a)z @-T(x) = - (- i)” h(x) 2” 
E-(z) e-&z f(z) (2 - ic$ 
=o( , 2 ,;++I Y 
1 
Y < -cl * 
Let c, < c < b < d. Define 
&)(4 4 = & /::1” e-iar @$I)(~) e-i(t-dzh 
&,)@, a) _ 1 -ib+r*, @Cd% @3,(2) ,-i(t+UdZ & 
27r I , --ib-w 
for Tj = 0, l,..., n - 1; where the first factors in the above integrands are 
given by (44) and (44’), respectively. Let 
$)(t, a) = &)(t, a) + q.?qt, a), ?j = 0, l,..., n - 1 
p)(t, a) = #O)(t, a). (46) 
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Parseval’s equation implies that 
#q)(t, a) eecltl E s2(R) for 7j = 0, I,..., n - 1 
and the bounds (43) imply that 
y+qt, a) = dWt, 4 ~ E CO(R) 
dts 
for 7j = 0, l,..., tl - 1. 
The fact that dt, a) = 0, - (U - CX) < t < LX, is a consequence of Cauchy’s 
integral theorem. The properties of ~(“1 can be obtained by straightforward 
transformation on the representation of vo-l). 
One can write 
p-‘)(l, a) --_ &-“( t - a) + c$-l)(t, LY), 
where 
and da “‘--l)/ dt E CO(R). An application of the residue theorem shows that (47) 
can be written as 
&-l)(t) = e(t) 
[ 
“F’ a-1 e-izkt 
fl(Cl) . Zk - z , 
k-1 Qw 2 sill -yj--- 1 + &1)(th (48) 
where 
i 
t2--++ 
2 
if O<t<l, 
e(t) = 
The result of the above analysis is that p(“)(t, LY) is continuous except at the 
pointst=or+K,k=O,#l,... and at each of these points, p(*) has a finite 
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discontinuity. The fact that vcn)(t) e- C:tl E Y2(R) follows from the periodicity 
of the above functions and Parseval’s equation. 
Differentiation of (47) and recombination of the above formulas yields 
wheret#a+k,k=O, il,.... It follows from the definition of cr that 
there exists z > 0 such that A(z) @+(a) is holomorphic in ct - E < y < b, 
and e(z) 0-(z) is holomorphic in - b <y < - (cl - E). Hence the above 
line integrals can be shifted to the1 ines y =y cr - E and y = -- (cl -‘-. c). In 
the strip S+) the factorization (39) and (15) can be employed to write (49) as 
Since L(z) a-(z) is holomorphic in S+,, , the right-hand side of (50) is 
zero by Cauchy’s integral theorem. This proves that ~(t, a) is a solution of 
L(v) - K(v) = 0, t # a + k, k : 0, f I,... . For the case n = 0, the limit 
in Eq. (49) must be interpreted as the limit in the mean. The conclusions 
of this section are summarized by Theorem 3, which is stated in Section 7. 
6. THE EQUATION L(#) -K(#) = h+ 
Let a < a, < c1 - E < a2 < c1 and 
fi+ and n- are holomorphic in y > a, and y < a,, respectively, and 
E-(a) H+(z) = g+(z) - fim(a), al < Y < a2 (51) 
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LEMMA 4. 
PROOF. We can write 
1 
W) = 2ni I 
%+- [E-(t) - I] H+(t) d& 
ia*-m 5-z 
The lemma then follows from the growth properties of H+(s) and the estimate 
1 E(5) - 1 I < I A,-(5) I I U) I = 0 (h) ’ 
The factorization of A permits (16) to be written as 
Q(z) E+(z) (- i>” R(z) (z + id)” (z $ its>” U+(z) - (z - ics)‘~+(z) 
= - (2 - iC2)” (E-(z)L(z) Y-(z) + fz(z)), c,-e<y<a,. (54 
Since we need only a particular solution of L($) - K(#) = h, , we set each 
side of (52) equal to zero and obtain 
infi+(z) 
yr+(2) = E+(Z) R(Z) Q(z) (z + id)” 
K(z) 
y-64 = - E_(z)t(z) * 
(53) 
If v > 0, then for any f  E e altl Za(R), Y+ is holomorphic in y > cr. If 
v < 0, then it is necessary that ic, be a zero of fi+ of order - Y. When these 
conditions are satisfied, the candidate for a solution is 
Y+(Z) e-itz dz -+- &- JTkx Y-(z) e-its &, 
c,<c<b<d. (54) 
409118/3-10 
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7. PRINCIPAL 'I'H~:OWMS 
The question of the existence and uniqueness of A solution of 
L(v) - K(v) = 0 
is summarized by 
(.A) 
THEOREM 3. I f  v  :.: I there exist v  \. n linearly independent solutious of 
(A) rn (Cn .ZJ for each a E [0, u]. I f  TJ 7 0 there exist n linearly independent 
solutions of (A) in (C” L$). If Y SC: 0 there exist n linearly independent solutions 
of(A) in (C” LQ 18 
I 
%- E-(5) G:‘(5) d5 = o & = 0, l,... - z: -.. I ( 
jo,-cc (5 - &)t*l ’ k = 0, l,... n - i. 
where 
G:‘(z) = fgk(t) ei” dt, 
g&) = - Wk) - W)), k = 0, I,..., n - 1. 
The nonhomogeneous equation 
1,(P) - K(v) = f  
is covered by 
(B) 
' THEOREM 4. lf v  > 0 there exists a solution of (B) in (C” 9J for each 
f E eat P2(R). If v  < 0 then there extits a solution of (B) in (C" 5$) # 
I 
i0l- E-(5) F+(5) 4 = o 
ial-m (5-q=- ’ 
e = 0, l,... - w - 1. (55) 
P+(z) = JIj(t) elrr dt. 
it is interesting to note that if L(q) = tp and 1 - k(z) # 0, v c. 0, then (55) 
becomes the Fredholm alternative condition stated by Krein for the existence 
of a solution of 9 - K(p) -& 
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