On differential Galois groups of strongly normal extensions by Brouette, Quentin & Point, Françoise
ar
X
iv
:1
51
2.
05
99
8v
2 
 [m
ath
.L
O]
  7
 N
ov
 20
16
ON DIFFERENTIAL GALOIS GROUPS OF STRONGLY NORMAL
EXTENSIONS
QUENTIN BROUETTE AND FRANC¸OISE POINT
Abstract. We give a detailed proof of Kolchin’s results on differential Galois
groups of strongly normal extensions, in the case where the field of constants is not
necessarily algebraically closed. We closely follow former works due to Pillay and
his co-authors which were written under the assumption that the field of constant is
algebraically closed. In the present setting, which encompasses the cases of ordered
or p-valued differential fields, we find a partial Galois correspondence and we show
one cannot expect more in general. In the class of ordered differential fields, using
elimination of imaginaries in CODF , we establish a relative Galois correspondence
for definable subgroups of the group of differential order automorphisms.
MSC: Primary 03C60; Secondary 20G
Keywords: Galois groups, strongly normal extensions, existentially closed, defin-
able.
1. Introduction
We investigate Galois theory for strongly normal extensions within given classes
of differential fields of characteristic 0, whose field of constants are not necessarily
algebraically closed.
Our main motivation comes from inductive classes C of topological L-fields K of
characteristic 0, as introduced in [7], and their expansion to differential structures
where the derivation D on K has a priori no interactions with the topology on
K (see section 4.1). Let Cec be the subclass of existentially closed elements of C.
On C, we assume the topology is first-order definable, the class Cec is elementary
and Hypothesis (I) holds. This hypothesis was introduced in [7] and says that any
element of C has always an extension belonging to C which contains the field of
Laurent series. In particular this implies that the elements of Cec are large fields.
Then, one can show that the corresponding class CD of differential expansions of
elements of C has a model-completion which is axiomatised by expressing that any
differential polynomial in one variable with non zero separant, has a zero close to a
zero of its associated algebraic polynomial [7, Definition 5(3)].
The setting described above is an adaptation to a topological setting of a former
work of M. Tressl [38]. Recently N. Solanki described an alternative approach [36] in
a similar topological context.
Examples of such classes C are the classes of ordered fields, ordered valued fields,
p-adic valued fields and valued fields of characteristic zero, and so the corresponding
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classes Cec are the classes of real closed fields, real closed valued fields, p-adically
closed fields and algebraically closed valued fields. When C is the class of ordered
fields, we obtain in this way an axiomatisation of the model completion of CD, the
class of closed ordered differential fields, alternative to the one given by M. Singer
[35]; the theory of closed ordered differential fields is denoted by CODF .
Given a differential field F , we denote by CF its subfield of constants. Let K ⊆ L
be two differential fields. Let A be a saturated differentially closed field containing
L and let U be any intermediate differential field between L and A.
Let L/K be a strongly normal extension as defined by E. Kolchin [13], where CK
is not supposed to be algebraically closed. The field L is first assumed to be finitely
generated but in the last section we will drop that hypothesis. We consider the differ-
ential Galois group gal(L/K), namely the group of differential field automorphisms
of L fixing K, and varying U, the differential Galois group GalU(L/K), namely the
group of differential field automorphisms of 〈L,CU〉 fixing 〈K,CU〉. When U = A, we
denote this group by Gal(L/K).
It follows from the work of Kolchin that GalU(L/K) is isomorphic to H(CU), the
CU-points of H , an algebraic group defined over CK . We give a proof of that fact only
using elementary algebra. We also show that there is a bijection between GalU(L/K)
and HomK(L,U), the set of embeddings of L into U and this set is in bijection with
a definable subset of U (with parameters in CK).
We obtain a partial Galois correspondence. Let E be an intermediate extension
(K ⊆ E ⊆ L) such that dclU(E) ∩ L = E. We get that the map E 7→ GalU(L/E) is
injective and we observe that it cannot be surjective in general.
We illustrate our results by revisiting the classical examples of strongly normal
extensions, namely Picard-Vessiot and Weierstrass extensions.
The existence and unicity of Picard-Vessiot extensions within specific classes of
differential fields (such as formally real or formally p-adic differential fields) have
been considered by several authors (see for instance [6], [5], using among other things
Deligne’s work on Tannakian categories). It has been generalised to strongly normal
extensions corresponding to logarithmic differential equations in [10]; there, they
replace Tannakian categories by the formalism of groupoids as introduced by E.
Hrushovski [8].
In the case of a Picard-Vessiot extension, it is well-known [11] that its Galois group
is isomorphic to a linear algebraic group defined over the field of constants.
In the case of a Weierstrass extension of a formally real or a formally p-adic field,
we give more explicit information on which groups may arise as differential Galois
groups. When the field of constants is R and the differential Galois group G is
infinite, we show that it is isomorphic either to S1 or S1 × Z/2Z, where S1 is the
compact connected real Lie group of dimension 1. When the field of constants is
an ℵ1-saturated real closed field, we quotient out by G
00, the smallest type-definable
subgroup of G of bounded index [9], and we similarly obtain that G/G00 is isomorphic
to S1 or to S1×Z/2Z. When the field of constants is Qp, we show that G is isomorphic
to a subgroup of the Qp-points of the associated elliptic curve.
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Assuming now that T is an axiomatisation of a class C of topological L-fields where
Hypothesis (I) holds and letting T ∗c,D an axiomatisation of the model-completion of
CD, we easily obtain a criterion for the existence of a strongly normal extension within
the class of models of TD. We compare that result and Theorem 1.5 of [10].
Then we restrict ourselves to the class of ordered differential fields. Let L/K be
two differential ordered fields, let L ⊆ U with U |= CODF and let AutT (L/K) be the
subgroup of GalU(L/K) of automorphisms that preserve the order. Using that the
theory CODF has elimination of imaginaries [27], we show that if G is a definable
subgroup of H(CU), then we can find a tuple d¯ in the real closure of L such that
AutT (L(d¯)/K(d¯)) is isomorphic to G ∩H(CU).
In the last section we consider non necessarily finitely generated strongly normal
extensions L/K, as defined by J. Kovacic [15], and show that GalU(L/K) is isomor-
phic to a subgroup of an inverse limit of groups of the form Hi(CU), where Hi is an
algebraic group defined over CK , i ∈ I.
This article supersedes the results obtained in [3] where we dealt with the case of
ordered differential fields and are also a part of the first author’s thesis [2, chapter 3].
2. Preliminaries
In this paper, we make use of basic tools coming from model theory in order to
show certain definability results for differential Galois groups. For the convenience
of a reader coming from the differential algebra community, we quickly recall some
notations coming from model theory and we will be careful pointing out references
(mainly from [20] and [31]).
Throughout this section, L denotes a first order language, M an L-structure and
A ⊆ M . Only in this section, we will make the distinction between an L-structure
M and its domain M .
Notation 2.1. We denote by L(A) := L ∪ {ca : a ∈ A}, where ca is a new constant
symbol for each element a ∈ A (not to be confused with the element of the subfield of
constants in a differential field). We denote byDiag(M) the set of all L(M)-sentences
true in M. It is a complete L(M)-theory.
Given a tuple a¯ ∈ M , we denote by tpMA (a¯) the type of a¯ in M over A. We will
also use the notation tpTA(a¯), for T a complete theory.
The set of all algebraic elements over A inM is denoted by aclM(A) and called the
(model-theoretic) algebraic closure of A inM. Similarly the set of definable elements
over A in M is denoted by dclM(A) and called the definable closure of A in M.
We will consider (expansions of) differential fields as LD-structures where L con-
tains the language of rings Lrings := {+,−, ., 0, 1} and LD := L∪{
−1, D} where D is a
new unary function symbol that will be interpreted in our structures as a derivation:
Additivity: ∀a ∀b D(a+ b) = D(a) +D(b),
Leibnitz rule: ∀a ∀b D(a.b) = a.D(b) +D(a).b.
We denote by DCF0 (respectively ACF0) the theory of differentially (respectively
algebraically) closed fields of characteristic 0.
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A. Robinson showed that DCF0 (respectively ACF0) is the model completion of
the Lrings,D∪{
−1}-theory of differential fields (of, respectively, the Lrings∪{
−1}-theory
of fields) of characteristic 0. Since these theories can be universally axiomatised, it
implies that DCF0 (respectively ACF0) admits quantifier elimination [31, Theorem
13.2].
L. Blum gave an elegant axiomatisation of DCF0 [31, Section 40] and showed
that any differential field K has an atomic extension, model of DCF0, called the
differential closure of K [31, Section 41]. Recall that it is unique up to isomorphism
and that the type of a tuple a¯ in the differential closure of K is isolated over K;
following E. Kolchin, one says that a¯ is constrained over K [14, Section 2]. In the
introduction of [14, page 142], one can find a ”dictionary” between the terminology
used by model theorists and by the differential algebra community.
Notation 2.2. Given a field F (respectively a differential field F ), denote by F¯ the
algebraic closure (respectively Fˆ some differential closure) of F . We denote by CF
the subfield of constants of F . Note that CFˆ = C¯F .
Given an algebraic group H defined over F0 ⊆ F and given a subfield F0 ⊆ F1 ⊆ F ,
we will denote by H(F1) its F1-points.
Now let us introduce some differential algebra standard notation.
Notation 2.3. Let K{X1, · · · , Xn} be the ring of differential polynomials over K in
n differential indeterminates X1, · · · , Xn overK, namely it is the ordinary polynomial
ring in indeterminates X
(j)
i , 1 ≤ i ≤ n, j ∈ ω, with by convention X
(0)
i := Xi. One
can extend the derivation D of K to this ring by setting D(X
(j)
i ) := X
(j+1)
i and using
the additivity and the Leibnitz rule.
Set X¯ := (X1, · · · , Xn) and X¯
(j) := (X
(j)
1 , · · · , X
(j)
n ). We will denote by K〈X¯〉
the fraction field of K{X¯}. Let f(X¯) ∈ K{X¯} \ K and suppose that f is of order
m, then we associate with f(X¯) the ordinary polynomial f ∗(X¯∗) ∈ K[X¯∗] with
X¯∗ a tuple of variables of the appropriate length such that f(X¯) = f ∗(X¯∇) where
X¯∇ := (X¯(0), . . . , X¯(m)). We will make the following abuse of notation: if b¯ ∈ Kn,
then f ∗(b¯) means that we evaluate the polynomial f ∗ at the tuple b¯∇.
If n = 1, recall that the separant sf of f is defined as sf :=
∂f
∂X
(m)
1
.
We will use the following consequence of the quantifier elimination results for T =
ACF0 (respectively DCF0). Let M |= T , let K be a subfield of M (respectively a
differential subfield) and a¯ ∈ M , then the type tpTK(a¯) of a¯ over K is determined by
the ideal
IK(a¯) := {p(X¯) ∈ K[X¯ ] : p(a¯) = 0}
(respectively the differential ideal IDK (a¯) := {p(X¯) ∈ K{X¯} : p(a¯) = 0}).
Finally letting F0 ⊆ F , with F |= ACF0 and F0 a subfield, recall that given an F0-
definable function f in F , we can find finitely many F0-algebraic subsets Xi such that
f is equal to an F0-rational function on Xi (straightforward from [20, Proposition
3.2.14]). Moreover if E is an F0-definable equivalence relation on F
n, then there is an
F0-definable function f from F
n to F ℓ such that E(x¯, y¯) iff f(x¯) = f(y¯) [20, Theorem
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3.2.20]. This is another way to express that ACF0 admits elimination of imaginaries
(e.i.) (see [19], Chapter I, section 4, for a formal definition of e.i.)
We will work inside a saturated structure M [20, Definition 4.3.1], but as usual
we will only need κ+-saturation for some cardinal κ. Such a structure M has the
following homogeneity property [20, Proposition 4.3.3 and Proposition 4.2.13]. Let
A ⊆M such that |A| < |M | and a¯, b¯ be finite tuples of elements of M with tpMA (a¯) =
tpMA (b¯), then there is an automorphism of M fixing A and sending a¯ to b¯.
3. Strongly normal extensions
Let K ⊆ L ⊆ U be three differential fields and let CK ⊆ CL ⊆ CU their respective
subfields of constants; we will also use the notations U/L/K, L/K or U/L. Let A be
a saturated model of DCF0 containing U; A will play the role of a universal extension
[12, page 768].
Since DCF0 admits quantifier elimination, A has the following property: any
Lrings,D-embedding from K〈a¯〉 to K〈b¯〉 fixing K and sending a¯ to b¯, where a¯, b¯ are
finite tuples from A, can be extended to an automorphism of A fixing K (we use the
homogeneity of A, see section 2).
Denote by HomK(L,A) the set of Lrings,D-embeddings from L to A which are fixed
on K.
The notion of strongly normal extension has been introduced by E. Kolchin. Recall
that an element τ ∈ HomK(L,A) is strong if τ is the identity on CL and if 〈L,CA〉 =
〈τ(L), CA〉 [13, page 389]. Then L is a strongly normal extension of K if L a finitely
generated extension of K such that every τ ∈ HomK(L,A) is strong [13, page 393].
From the above remarks, it follows that, whenever L is a finitely generated exten-
sion of K, any element of HomK(L,A) extends to an Lrings,D-automorphism of A
fixing K and when L is a strongly normal extension of K, any such automorphism
restricts to an automorphism of 〈L,CA〉.
One can extend this notion to not necessarily finitely generated extensions L of K
by asking that L is the union of finitely generated strongly normal extensions [15,
Chapter 2, section 1]. Except in Section 6, we will assume that strongly normal
extensions are finitely generated.
By [13, Chapter 6, section 3, Proposition 9], if L is a strongly normal extension of
K, then CK = CL.
Notation 3.1. Let U/L/K be two differential extensions of K. We denote by
gal(L/K) the group of Lrings,D-automorphisms of L fixing K, by Gal(L/K) the
group of Lrings,D-automorphisms of 〈L,CA〉 fixing 〈K,CA〉, and by GalU(L/K) the
group of Lrings,D-automorphisms of 〈L,CU〉 fixing 〈K,CU〉.
In the following definition, we use a similar terminology as used by I. Kaplansky
for a differential extension to be normal [11, page 20].
Definition 3.2. Let L be a differential field extension of K with K ⊆ L ⊆ A. Let
Σ ⊆ HomK(L,A). Then L is Σ-normal if for any x ∈ L\K, there is τ ∈ Σ such that
τ(x) 6= x.
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I. Kaplansky showed that if K is a differential field of characteristic 0 with al-
gebraically closed field of constants, then any Picard-Vessiot extension L of K is
gal(L/K)-normal [11, Theorem 5.7]. E. Kolchin showed that if L is a strongly nor-
mal extension ofK, then L isHomK(L,A)-normal [13, Chapter 6, section 4, Theorem
3].
Let L be a strongly normal extension of K, then E. Kolchin has shown that
Gal(L/K) is isomorphic to the CA-points of an algebraic group H defined over CK ,
which is equivalent, since ACF0 admits elimination of imaginaries [28, Chapter 16],
to prove that it is isomorphic to a group interpretable in CA (with parameters in
CK).
In the following, we will revisit Kolchin’s result and give a detailed proof that there
is an algebraic group H defined over CK such that GalU(L/K) is isomorphic to the
CU-points of H for any field L ⊆ U ⊆ A ( Theorem 3.21). We also show that H(CU)
is in bijection with the following sets: Hom〈K,CU〉(L,U), HomK(L,U) and a definable
subset of U with parameters in CK .
We begin by a few easy remarks.
Remark 3.3. Suppose that CK is algebraically closed in CU (denoted by CK ⊆ac CU).
Then the fields U and C¯K are linearly disjoint over CK , respectively U and 〈K, C¯K〉
are linearly disjoint over K. Therefore 〈L, C¯K〉 ∩ U = L.
Proof: By assumption CK is algebraically closed in CU and so in U. Note that since
U is separable over CK , U is a regular extension of CK . Then the first assertion follows
by [17, Chapter 3, Theorem 2] and the second one from [17, Chapter 3, Section 1,
Proposition 1].
Let u :=
∑
i ℓi.ci∑
j ℓj .cj
∈ 〈L, C¯K〉 ∩ U with ℓi, ℓj ∈ L, ci, cj ∈ C¯K . Since C¯K and U are
linearly disjoint over CK , there exist di, dj ∈ CK such that u.
∑
j ℓj.dj =
∑
i ℓi.di, so
u ∈ L. 
Remark 3.4. Note that we have always that U (respectively L) and CA are linearly
disjoint over CU (respectively CK) and so 〈L,CA〉 ∩ U = 〈L,CU〉.
Proof: Indeed, CU ⊆ac U and DCF0 is model-complete. 
Remark 3.5. Assume now that L/K is a strongly normal extension. Then for any
σ ∈ HomK(L,U), we have 〈L,CU〉 = 〈σ(L), CU〉.
Proof: Given σ ∈ HomK(L,U), since L is a strongly normal extension of K, we
have 〈L,CA〉 = 〈σ(L), CA〉.
By Remark 3.4, we have that 〈L,CA〉∩U = 〈L,CU〉. Since σ(L) ⊆ U, applying the
same remark to σ(L), we also have that 〈σ(L), CA〉 ∩ U = 〈σ(L), CU〉. Therefore, we
obtain: 〈L,CU〉 = 〈σ(L), CU〉. 
Remark 3.6. Let u¯ ∈ L, then tpAK(u¯) |= tp
A
〈K,C¯K〉
(u¯).
Proof: Since CL = CK , L and C¯K are linearly disjoint over CK , which implies that
L and 〈K, C¯K〉 are linearly disjoint over K. So, the ideal I
D
〈K,C¯K〉
(u¯) (Notation 2.2)
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has a set of generators in K{X¯} [17, Chapter 3, Section 2, Theorem 8]. Since the
theory DCF0 admits q.e., the type of a tuple is determined by the set of differential
polynomials it annihilates. 
It is well-known that a strongly normal extension L of K is of the form K〈a¯〉 for
some tuple a¯ ∈ Kˆ [14, section 9, Theorem 3], which implies that the definition of
strongly normal does not depend on the universal extension one is working in.
Moreover one can observe that ”K〈a¯〉 is a strongly normal extension of K” only
depends on tpDCF0K (a¯). This is well-known but we will use the proof later and so
we will quickly review it below, following [24]. We derive the additional information
that, in case CK ⊆ac CU, any tuple b¯ ∈ Kˆ ∩U in the image of some σ ∈ HomK(L,A),
belongs to L.
Proposition 3.7. (See [14, section 9, Theorem 3], [24]) Let L/K be a strongly ex-
tension. Then L is of the form K〈a¯〉 for some constrained tuple a¯ over K. Moreover
there exists a formula ξ(y¯) ∈ tpDCF0K (a¯) such that for any b¯ ∈ A with A |= ξ(b¯), we
have a¯ ∈ 〈K, b¯, CA〉, b¯ ∈ 〈K, a¯, CA〉 and C〈K,b¯〉 = CK.
Moreover, assume that L ⊆ U and b¯ ∈ U. Then if U |= ξ(b¯), we have b¯ ∈ 〈L,CU〉)
and if in addition, CK ⊆ac CU and b¯ ∈ U ∩ Kˆ, then b¯ ∈ L.
Proof: Let a¯ := (a1, · · · , an) ∈ L be such that L := K〈a¯〉 and let Σ(y¯) = tp
DCF0
K (a¯).
Let
χiη(ai, y¯) := ∃c¯1iη∃c¯2iη (ai =
p1iη(y¯, c¯1iη)
p2iη(y¯, c¯2iη)
& p2iη(y¯, c¯2iη) 6= 0 & D(c¯1iη) = D(c¯2iη) = 0),
where p1iη(Y¯ , Z¯), p2iη(Y¯ , Z¯), 1 ≤ i ≤ n, range over all elements of K{Y¯ }[Z¯] \ {0}, Z¯
is a countably infinite tuple of variables. (⋆)
Claim 3.8. Ξ(y¯) := Σ(y¯) ∪Diag(L) ∪ {
∨n
i=1¬χiη(ai, y¯); η < |K|} is inconsistent.
Proof of Claim: Otherwise, since A is |K|+-saturated, Ξ(y¯) would have a realisation
b¯ ∈ A, realising the same type in A over K as a¯. So there would exist an elementary
map from K〈a¯〉 to K〈b¯〉 fixing K and sending a¯ to b¯. However, a¯ would not belong
to 〈K〈b¯〉, CA〉 contradicting the fact that L is a strongly normal extension of K. 
So by Claim 3.8 and the compactness theorem [20, Theorem 2.1.4], there exists a
formula φ(y¯) in tpDCF0K (a¯) such thatDCF0∪Diag(L) |= ∀y¯(φ(y¯)→ (
∨
j∈J
∧n
i=1 χij(ai, y¯)),
with J finite. So, Lˆ |= ∀y¯(φ(y¯)→ (
∨
j∈J
∧n
i=1 χij(ai, y¯))).
We may assume that Kˆ  Lˆ  A and so there exists b¯1 ∈ Kˆ such that Kˆ |= φ(b¯1)
and so Lˆ |= φ(b¯1). Since CLˆ = C¯L = C¯K , we get 〈K, b¯1, CLˆ〉 ⊆ Kˆ, and so a¯ ∈ Kˆ.
So w.l.o.g. we may choose a quantifier-free formula ξ(y¯) isolating the type of a¯ over
K. Since L is a strongly normal extension ofK, we also have that DCF0∪Diag(L) |=
∀y¯ (ξ(y¯)→ (
∨
j′∈J ′
∧n
i=1 χij′(yi, a¯))), with J
′ finite. Therefore, if b¯ ∈ A and ξ(b¯) holds,
then we have a¯ ∈ 〈K, b¯, CA〉, b¯ ∈ 〈K, a¯, CA〉.
Finally note that the formula ξ(y¯) implies that D(f(y¯)) 6= 0, for any f(Y¯ ) ∈ K〈Y¯ 〉
such that f(a¯) is well-defined and f(a¯) /∈ K. So, if A |= ξ(b¯), then K〈b¯〉/K is a
strongly normal extension.
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If b¯ ∈ U, then b¯ ∈ 〈L,CA〉 ∩ U, which is equal to 〈L,CU〉 (Remark 3.4).
If in addition CK ⊆ac CU, for any b¯ ∈ U ∩ Kˆ, since C¯L = C¯K = CKˆ , we have that
b¯ ∈ 〈L, C¯K〉∩U. By Remark 3.3, b¯ ∈ L. This finishes the proof of the proposition. 
Note that by a recent result of Pogudin [26], any finitely generated differentially
algebraic field extension L of K such that CL 6= L, is generated by one element; this
extends in characteristic 0 a former result of Kolchin [13, Chapter 2, Proposition 9].
Therefore we may assume that any strongly normal extension L/K is of the form
K〈a〉 for a single element a.
Remark 3.9. Keeping the same notations as in the proof above but assuming that
n = 1 (ai = a) and using the terms occurring in (⋆), we will check that we can express
a as a rational function of b, a fixed tuple k¯ ∈ K and tuples c¯ either belonging to
CA or to CU or CK and conversely with b in place of a. We will use the fact that we
may use the same rational functions later, whenever c¯ ∈ CA, CU or CK (see Theorems
3.14, 3.21).
Indeed, in the above proposition, we have seen that for b ∈ U, if ξ(b) holds, then
b ∈ 〈L,CU〉 and further for b ∈ U ∩ Kˆ and if CK ⊆ac CU, then b ∈ L.
(1) First take b ∈ A with A |= ξ(b), rewrite the polynomials p(Y, c¯) occurring in
χj , χj′, with p(Y, c¯) ∈ K[c¯]{Y }, c¯ ∈ CA, as p˜(Y, T¯ , c¯) =
∑
s csms(Y, T¯ ) with cs ∈ CA
and ms(Y, T¯ ) a monomial in Y
∇ and T¯ . We obtain p˜2(b, k¯, c¯2).a − p˜1(b, k¯, c¯1) = 0
and p˜2(b, k¯, c¯2) 6= 0, with p˜2(Y, T¯ , Z¯2).X =
∑
s Z2sms(Y, T¯ ).X and p˜1(Y, T¯ , Z¯1) =∑
s Z1sms(Y, T¯ ). Set α¯1 := (c1s), α¯2 := (c2s) and α¯ := (α¯1, α¯2) and Z¯ := (Z¯1, Z¯2)
with Z¯1, respectively Z¯2, of the same length as α¯1, respectively α¯2. Denote by
t1(Y, T¯ , Z¯1), t2(Y, T¯ , Z¯2) ∈ Z{Y }[T¯ , Z¯] the terms corresponding to
∑
s Z1s.ms(Y, T¯ ),∑
s Z2sms(Y, T¯ ).X . We have that∑
s
c1s.ms(b, k¯)−
∑
s
c2sms(b, k¯).a = 0 (⋆).
Let f(Y, T¯ , Z¯) := t1(Y,T¯ ,Z¯1)
t2(Y,T¯ ,Z¯2)
. Similarly we can express b using rational functions f˜ :=
s1(Y,T¯ ,Z¯1)
s2(Y,T¯ ,Z¯2)
∈ Q〈Y, T¯ , Z¯〉 of a, k¯, α¯, namely as b = f˜(a, k¯, α¯). These rational functions
vary in a finite set {fℓ, f˜ℓ; ℓ ∈ Λ}. W.l.o.g. we enlarge the tuples k¯ ∈ K, α¯ with
α¯ ∈ CA, in order to use them in both expressions (when we express a in terms of b
and b in terms of a).
(2) Assume in addition that b ∈ U. Choose a basis (eµ) of CA over CU and express
each c1s ∈ CA as
∑
µ α1sµ.eµ with α1sµ ∈ CU and similarly for c2s. If we substitute it
in expression (⋆), we obtain for all µ that:
∑
s α1sµ.ms(b, k¯)−
∑
s α2sµ.ms(b, k¯).a = 0,
since U and CA are linearly disjoint over CU.
Moreover, for some µ0 we have that
∑
s α2sµ0 .ms(b, k¯) 6= 0. Set α¯1 := (α1s)s,
α¯2 := (α2sµ)s and α¯ := (α¯1, α¯2).
We obtain for b ∈ U that a = fℓ(b, k¯, α¯) and b = f˜ℓ(a, k¯, α¯), with α¯ varying in CU.
This implies in particular that b ∈ 〈L,CU〉.
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(3) If we restrict ourselves to b ∈ L, we get that a = fℓ(b, k¯, α¯) and b = f˜ℓ(a, k¯, α¯),
with α¯ varying in CK . (We proceed as above choosing now a basis (eµ) of C¯K over
CK and using that L and C¯K are linearly disjoint.)
(4) Finally assume that b ∈ Kˆ ∩ U and in addition that CK ⊆ac CU. Since now U
and C¯K are linearly disjoint over CK , we may assume that we have chosen a basis
(eµ) of CA over CU which extends a basis of C¯K over CK . We express each c1s ∈ C¯K
as
∑
µ α1sµ.eµ with α1sµ ∈ CK (and similarly for c2s).
We obtain that a = fℓ(b, k¯, α¯), respectively b = f˜ℓ(a, k¯, α¯), with α¯ ∈ CK , which
implies that b ∈ L.
Lemma 3.10. Let a¯ ∈ A be such that tpA〈K,CK¯〉(a¯) is isolated, then tp
A
〈K,CK¯〉
(a¯) |=
tpA〈K,CA〉(a¯).
Proof: Let φ(y¯) be an Lrings,D(〈K,CK¯〉)-formula isolating tp
A
〈K,CK¯〉
(a¯). By the
way of contradiction, suppose there is a tuple a¯1 ∈ A satisfying the set of for-
mulas tpA〈K,CK¯〉(a¯) ∪ {¬ψ(y¯)} where ψ(y¯) ∈ tp
A
〈K,CA〉
(a¯). Rewrite ψ(y¯) as ψ˜(y¯, c¯), a
Lrings,D(K)-formula: where c¯ ∈ CA. So, we have:
A |= ∃x¯1∃x¯2∃c¯ (φ(x¯1) & φ(x¯2) & D(c¯) = 0 & ψ˜(x¯1, c¯) &¬ψ˜(x¯2, c¯)).
Therefore K̂ |= ∃x¯1∃x¯2∃c¯ (φ(x¯1) & φ(x¯2) & D(c¯) = 0 & ψ˜(x¯1, c¯) &¬ψ˜(x¯2, c¯)), a
contradiction. 
Lemma 3.11. Let L/K be a strongly normal extension, then there is an embedding
of gal(L/K) into Gal(L/K). Any element of HomK(L,U) extends uniquely to an
element of Gal(L/K), which restricts to an element of GalU(L/K).
Proof: Let a ∈ L be such that L = K〈a〉.
Let σ ∈ HomK(L,U). SinceDCF0 admits q.e., tp
A
K(a) = tp
A
K(σ(a)) and these types
are determined by IDK (a) (respectively I
D
K (σ(a))). Since a ∈ L, we have that tp
A
K(a) |=
tpA
〈K,C¯K〉
(a) (Remark 3.6). Since tpAK(a) = tp
A
K(σ(a)), we also have tp
A
〈K,C¯K〉
(a) =
tpA
〈K,C¯K〉
(σ(a)).
By Proposition 3.7, tpAK(a) is isolated. So, by Lemma 3.10, it implies that tp
A
〈K,CA〉
(a) =
tpA〈K,CA〉(σ(a)). Thus the map σ˜ sending a to σ(a) and which is the identity on 〈K,CA〉
is elementary. Going to a |CA|
+-saturated extension A˜ of A, we can extend it to an
automorphism of that extension and since L is strongly normal, we have 〈L,CA˜〉 =
〈K, σ(a), CA˜〉. By Remark 3.4, 〈L,CA˜〉∩U = 〈L,CU〉 and 〈σ(L), CA˜〉∩U = 〈σ(L), CU〉.
So, σ˜ ∈ GalU(L/K). The uniqueness is clear.
In the case when U = L, we get that gal(L/K) embeds in Gal(L/K). 
Lemma 3.12. Let F ⊆ F0 ⊆ F1 be a tower of fields, u¯ ∈ F1 and q(X¯, Y¯ ) ∈ Z[X¯, Y¯ ],
where Y¯ := (Y1, · · · , Yn).
Then the set of n-tuples c¯ ∈ F n0 such that q(X¯, c¯) ∈ IF0(u¯) is a quantifier-free
F0-definable subset of F
n
0 .
Moreover, if F (u¯) and F0 are linearly disjoint over F , then the set of n-tuples
c¯ ∈ F n0 such that q(X¯, c¯) ∈ IF0(u¯) is a quantifier-free F -definable subset of F
n
0 .
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Proof: Let I := IF0(u¯). Since the polynomial ring F0[X¯] is Noetherian, this ideal is
finitely generated by say f1, · · · , fe ∈ F0[X¯]. Let us rewrite these generators fm(X¯)
as gm(X¯, c¯m), with gm(X¯, Z¯m) ∈ Z[X¯, Z¯m] and c¯m ∈ F0, 1 ≤ m ≤ e.
Claim 3.13. Let p(X¯) ∈ F0[X¯ ]. Then we have
(F¯1 |= ∀x¯(
e∧
m=1
fm(x¯) = 0→ p(x¯) = 0)) iff p(X¯) ∈ I.
Proof of Claim: (⇐) If p ∈ I, then there exist pm(X¯) ∈ F0[X¯ ], 1 ≤ m ≤ e, such that
p(X¯) =
∑e
m=1 fm(X¯).pm(X¯) and so the implication holds.
(⇒) If F¯1 |= ∀x (
∧e
m=1 fm(x¯) = 0 → p(x¯) = 0), then since by hypothesis the f
′
ms
belong to I, we have
∧e
m=1 fm(u¯) = 0. So, we have p(u¯) = 0 and p(X¯) ∈ I. 
Now we rewrite fm(X¯) as gm(X¯, c¯m), with c¯m ∈ F0. Let Z¯ := (Z¯m)1≤m≤e and
consider each gm(X¯, Z¯m) as an element of Z[X¯, Z¯].
Let θ(z¯, y¯) be a quantifier-free Lrings-formula equivalent in ACF to the formula
∀x¯(
∧e
m=1 gm(x¯, z¯) = 0→ q(x¯, y¯) = 0), with q(X¯, Y¯ ) ∈ Z[X¯, Y¯ ].
Let c¯ ∈ F n0 . We have F0 |= θ((c¯m)1≤m≤e, c¯) if and only if it holds in F¯1. Since
F¯1 |= ACF , this is equivalent to F¯1 |= ∀x (
∧e
m=1 fm(x¯) = 0 → q(x¯, c¯) = 0), and by
the Claim, equivalent to q(X¯, c¯) ∈ I. Set θ˜(y¯) := θ((c¯m)1≤m≤e, y¯). Then q(X¯, c¯) ∈ I
if and only if θ˜(c¯) holds in F0.
Now assume that F (u¯) and F0 are linearly disjoint over F , so IF0(u¯) is of the form
IF (u¯).F0[X¯ ] ([17, Chapter 3, section 2, Corollary 1]). Therefore we may assume that
f1, · · · , fe ∈ F [X¯]. So we obtain for c¯ ∈ F0, that q(X¯, c¯) ∈ I if and only if θ˜(c¯) holds
in F0, where now the parameters occurring in the formula θ˜ belong to F . 
Theorem 3.14. Let L/K be a strongly extension. Then Gal(L/K) is isomorphic to
a group interpretable in CA and the interpretation is given by Lrings(CK)-quantifier-
free formulas.
Proof: We proceed as in [25] but in order to check that indeed we do not need the
hypothesis that CA is algebraically closed, we will review the steps of the proof. We
will use Proposition 3.7 and its proof. We have that L = K〈a〉 for some element
a constrained over K. Let ξ(y) be a (quantifier-free) Lrings,D(K)−formula isolating
tpAK(a).
Claim 3.15. [25] There is a bijection between the Lrings,D(K)-definable subset of
〈L,CA〉: GA := {b ∈ 〈L,CA〉 : 〈L,CA〉 |= ξ(b)} = {b ∈ A : A |= ξ(b)} and
Gal(L/K).
Proof of Claim: Let b ∈ GA and let σ ∈ HomK(L,A) sending a to b. By Remark
3.4, 〈L,CA〉 ∩L = CL and so extending σ on CA by the identity and using that L/K
is strongly normal, we may extend σ to an element of Gal(L/K).
Conversely, let σ ∈ Gal(L/K). Then σ is uniquely determined by σ(a) and the
fact that it is the identity on CA. 
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Claim 3.16. [25] One can define a group law ∗ on GA by an LD(K ∪ {a})-formula
such that (GA, ∗) is isomorphic to the group (Gal(L/K), ◦), where ◦ denotes the
composition of maps.
Proof of Claim: Let σ, τ ∈ Gal(L/K) and let µ := τ ◦ σ with σ(a) = b1, τ(a) =
b2, µ(a) = b3. So τ(b1) = b3. We have that b1 = f˜ℓ(a, k¯, α¯), with f˜ℓ(Y, T¯ , Z¯) =
s1ℓ(Y,T¯ ,Z¯)
s2ℓ(Y,T¯ ,Z¯)
the Lfields,D-term obtained in Remark 3.9, k¯ ∈ K, α¯ := (α¯1, α¯2) ∈ CA, and
ℓ vary over a finite set Λ only depending on ξ. So, τ(b1) = b3 = f˜ℓ(τ(a), k¯, α¯) =
f˜ℓ(b2, k¯, α¯). This allows us to define the graph of a group law ∗ as a ternary relation
R between b1, b2 and b3 in L, as follows: R(b1, b2, b3)↔ ξ(b1) & ξ(b2) & ξ(b3) &
(1)
∨
ℓ∈Λ
∃α¯1α¯2 (
2∧
j=1
D(α¯j) = 0 & b1 = f˜ℓ(a, k¯, α¯) & b3 = f˜ℓ(b2, k¯, α¯)).
Then we express that this ternary relation is the graph of a group law. Note that
this is existentially K ∪ {a}-definable in 〈L,CA〉.
Now we want to show that we can interpret this group in CA, using only parameters
from CK . At this point, we need to proceed in a more explicit way than in [25] since
CK is not necessarily algebraically closed.
Let b ∈ 〈L,CA〉 such that 〈L,CA〉 |= ξ(b). Since DCF0 admits q.e., we may
assume that ξ(y) is of the form
∧
m gm(y) = 0 & h(y) 6= 0, gm(Y ), h(Y ) ∈ K{Y }.
Substituting in that formula σ(a) := f˜ℓ(a, k¯, α¯) for y, where b = σ(a), we obtain that
some polynomials are in the annihilator of (a∇, k¯) in CA[Y
∗, T¯ ] and that some (and
in particular s∗2ℓ(Y
∗, T¯ , α¯2)) do not belong to that annihilator.
We rewrite the rational differential functions corresponding to gm(f˜ℓ(a, k¯, α¯)) as
rm1ℓ(a
∇,k¯,α¯1)
rm2ℓ(a∇,k¯,α¯2)
(respectively h(f˜ℓ(a, k¯, α¯)) as
w1ℓ(a
∇,k¯,α¯1)
w2ℓ(a∇,k¯,α¯2)
), where rm1ℓ, rm2ℓ, w1ℓ, w2ℓ are
Lrings-terms. Note that rm2j(a
∇, k¯, α¯2), w2ℓ(a
∇, k¯, α¯2) are powers of s
∗
2ℓ(a
∇, k¯, α¯2).
We will consider these terms as polynomials in Z[Y ∗, T¯ , Z¯], with Y ∗ of the same
length as a∇, T¯ of the same length as the parameters k¯ and Z¯ of the same length as
the constants α¯ := (α¯1, α¯2) (and assume the length of that last tuple is d).
Let I := ICA(a
∇, k¯). By Lemma 3.12 (with F0 = CA and F1 = 〈L,CA〉), the set of
tuples c¯ = (c¯1, c¯2) ∈ C
d
A such that (
∧
m rm1ℓ(Y
∗, T¯ , c¯1) ∈ I and
w1iℓ(Y
∗, T¯ , c¯1).s
∗
2ℓ(Y
∗, T¯ , c¯2) /∈ I) is definable by a quantifier-free Lrings-formula θℓ(t¯)
with parameters in CA such that CA |=
∨
ℓ∈Λ θℓ(α¯) if and only if 〈L,CA〉 |= ξ(σ(a)).
Set θ(t¯) :=
∨
ℓ∈Λ θℓ(t¯).
Since L and CA are linearly disjoint over CK (Remark 3.4), we have by Lemma 3.12
that ICA(a
∇, k¯) = ICK (a
∇, k¯).CA[X¯ ]. Therefore we may assume that the parameters
occurring in θ belong to CK .
Let S := {c¯ := (c¯1, c¯2) ∈ C
d
A : CA |= θ(c¯)}.
Suppose that c¯ ∈ S, then for some ℓ ∈ Λ,
(2)
∧
m
(rm1ℓ ∈ I & w1ℓ.s
∗
2ℓ /∈ I),
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and the map sending a to b := f˜ℓ(a, k¯, c¯) ∈ L is a partial elementary map. Indeed,∧
m gm(f˜j(a, k¯, c¯)) = 0 and h(f˜j(a, k¯, c¯)) 6= 0.
We define a map ν from CdA to 〈L,CA〉, sending c¯ ∈ S to one of the tuple
(f˜ℓ(a, k¯, c¯) ∈ GA, where ℓ ∈ Λ is such that (2) holds. (We may assume that Λ is
included in N and we choose the smallest such index ℓ.) Note that ν is definable.
Claim 3.17. The following relation on S:
c¯ ∼ c¯′ iff ν(c¯) = ν(c¯′).
is a CK-definable equivalence relation in CA.
c¯ ∼ c¯′ iff
∨
ℓ 6=ℓ′∈Λ(θℓ(c¯) & θℓ′(c¯
′) &
∧
j<ℓ¬θj(c¯) &
∧
j<ℓ′ ¬θj(c¯
′) &
s1ℓ(a, k¯, c¯1)
s2ℓ(a, k¯, c¯2)
=
s1ℓ(a, k¯, c¯
′
1)
s2ℓ′(a, k¯, c¯′2)
)
iff
∨
ℓ 6=ℓ′∈Λ(θℓ(c¯) & θℓ′(c¯
′) &
∧
j<ℓ¬θj(c¯) &
∧
j<ℓ′ ¬θj(c¯
′) &
s∗1ℓ.s
∗
2ℓ′(Y¯
∗, T¯ , c¯1, c¯
′
2)− s
∗
1ℓ′ .s
∗
2ℓ(Y¯
∗, T¯ , c¯′1, c¯2) ∈ I).
Again we apply Lemma 3.12 and the fact that L and CA are linearly disjoint over
CK , and we get that this is a quantifier-free Lrings(CK)-definable relation in CA. 
Claim 3.18. (S/ ∼, R/ ∼) is a group Lrings(CK)-quantifier-free interpretable in CA.
First we note that the relation ∼ is a congruence on (S,R). Indeed, we have that
if c¯ ∼ d¯, c¯′ ∼ d¯′, c¯′′ ∼ d¯′′ and R(ν(c¯), ν(c¯′), ν(c¯′′)), then R(ν(d¯), ν(d¯′), ν(d¯′′)).
It remains to show that the relation R is interpretable in CA. In equation (1),
assume that b1 = ν(c¯11, c¯12), b2 = ν(c¯21, c¯22), b3 = ν(c¯31, c¯32), namely
(3) b1 = f˜ℓ(a, k¯, c¯1), b2 = f˜ℓ(a, k¯, c¯2), b3 = f˜ℓ(a, k¯, c¯3).
Then express b3 = f˜ℓ(b2, k¯, c¯1) by substituting for b3 and b2 the expressions corre-
sponding to equation (3), and use Lemma 3.12 to get rid of the parameters a∇, k¯. 
Claim 3.19. The group (Gal(L/K), ◦) is isomorphic to (S/ ∼, R/ ∼).
We send σ ∈ Gal(L/K) to c¯/ ∼, where c¯ ∈ CdA is such that ν(c¯) = σ(a). 
Using the same notations as in the proof above, we obtain the following corollary.
Corollary 3.20. Let L ⊆ U ⊆ A with L/K strongly normal.
Let GU := {b ∈ 〈L,CU〉 : 〈L,CU〉 |= ξ(b)} = {b ∈ U : U |= ξ(b)}. Then there is a
bijection between GalU(L/K) and GU.
Proof: Let b ∈ GU and let σ ∈ HomK(L,U) sending a to b. By Lemma 3.11, σ
extends to an element of GalU(L/K).
Conversely, let σ ∈ GalU(L/K). Then σ is uniquely determined by σ(a) and the
fact that it is the identity on 〈K,CU〉. Since σ is the identity on K, A |= ξ(σ(a)) and
this quantifier-free formula also holds in U and 〈L,CU〉. 
So we obtain the following result which follows from former work of Kolchin [13].
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Theorem 3.21. Let L/K be a strongly extension. Then, the group Gal(L/K) is
isomorphic to the CA-points of an algebraic group H defined over CK. Moreover
for any intermediate subfield L ⊆ U ⊆ A, GalU(L/K) is isomorphic to H(CU). In
particular, gal(L/K) is isomorphic to H(CK).
Proof: The field of constants CA is algebraically closed, so we apply the fact that
ACF0 admits e.i. So we have a CK-definable function f in ACF0 which sends any
equivalence class of ∼ on CnA to a unique element in C
m
A . By [20, Proposition 3.2.14],
there are finitely many CK-algebraic subsets Xi of C
n
A such that f ↾ Xi is a rational
function with coefficients in CK (see section ??). We already showed that the group
law was definable over CK .
Therefore, if we take a tuple α¯ ∈ Cn
U
in an equivalence class of ∼, then f(α¯) = β¯ ∈
Cm
U
; furthermore the image of α¯ by the map ν (introduced above Claim 3.17), is an
element b ∈ 〈L,CU〉 ∩ ξ(U). Then we apply Corollary 3.20. 
Notation 3.22. We will denote by µ the isomorphism either from GalU(L/K) to
H(CU) or its restriction from gal(L/K) to H(CK).
Corollary 3.23. Let L/K be a strongly extension and let E an intermediate subfield.
Then GalU(L/E) is isomorphic to an Lrings(CK)-quantifier-free definable subgroup of
H(CU).
If E is a strongly normal extension of K, then GalU(L/E) is a normal subgroup of
GalU(L/K).
Proof: Note that L is a strongly normal extension of E and that E is finitely
generated over K, say E := K〈e¯〉 with e¯ ⊆ L (L is also finitely generated as a field
extension of K and so one applies [17, Chapter 3, section 2, Proposition 6]). Again
we may appeal to the result of Pogudin (recalled above Remark 3.9) since E 6= CE
is finitely generated and differentially algebraic and so w.l.o.g. e¯ is reduced to one
element e.
We proceed as before noting that to express that σ ∈ GalU(L/E), it suffices to say
that σ ∈ GalU(L/K) and σ(e) = e. So we express e in terms of a and K. Namely,
e = t(a, k¯), with t(Y, T¯ ) ∈ Q〈Y, T¯ 〉, k¯ ∈ K.
Assume that µ(σ) := α¯ ∈ CU, then, keeping the notation of Claim 3.16, we get:
(4) σ(a) = f˜(a, k¯, α¯),
Now we express that σ(e) = e by:
(5) e = t(σ(a), k¯, α¯),
replacing σ(a) by the expression (4).
So we obtain a K∪{a}-definable subset GE of GU such that (GE , ∗T ) is isomorphic
to (GalU(L/E), ◦).
Then we replace a by a∇, similarly for k¯ and the differential polynomials by their
associated ordinary polynomials. We apply Lemma 3.12 as in Theorem 3.14. So
(5) is equivalent to express whether certain polynomials belong to ICU(a
∇, k¯∇)(=
ICK (a
∇, k¯∇).CU[X¯]). In this way, we express in the Lrings(CK)-language which equiv-
alence classes for the relation ∼ on H(CU) correspond to an element of µ(GalU(L/E)).
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Let us prove the second assertion. Let τ ∈ GalU(L/K), σ ∈ GalU(L/E) and b ∈ E.
We want to show that τ(b) belongs to 〈E,CU〉. Since E is a strongly normal extension
of K and τ ∈ HomK(E,U), by Remark 3.5, 〈E,CU〉 = 〈τ(E), CU〉. 
Now we will examine under which hypothesis, a strongly normal extension of K
included in U is GalU(L/K)-normal (see Definition 3.2).
Proposition 3.24. Assume that U is |K|+-saturated. Suppose that L/K is a strongly
normal extension and that dclU(K)∩L = K. Then L is a GalU(L/K)-normal exten-
sion of K.
Proof: Let L := K〈a〉. By Lemma 3.11, it suffices to prove that L is HomK(L,U)-
normal.
Let u ∈ L \ K and consider tpUK(u). Express u as a rational function
p1(a)
p2(a)
, with
p1(X), p2(X) ∈ K{X} and p2(a) 6= 0. By Proposition 3.7, tp
A
K(a) is isolated by a
quantifier-free formula χ(x) with parameters in K.
Suppose there is d 6= u ∈ U such that tpUK(u) = tp
U
K(d). In particular for some
b ∈ U, we have d = p1(b)
p2(b)
& χ(b). In particular, tpAK(b) = tp
A
K(a). So, there is an
element σ ∈ HomK(L,U) such that σ(a) = b.
So, either there is u 6= d ∈ U \K such that tpUK(u) = tp
U
K(d) and so we get that for
some σ˜ ∈ GalU(L/K), σ˜(u) = d.
Or u is the only element of U realizing tpUK(u), then u ∈ dcl
U(K) and so by hy-
pothesis u ∈ K. 
Note that if Tc = RCF and dcl
U(K) = K, then K |= Tc.
From the above results we can deduce a partial Galois correspondence, between
intermediate extensions and groups Lrings(CK)-definable in CU.
Corollary 3.25. Let K ⊆ L ⊆ U, suppose L/K is strongly normal. Then,
(1) the map sending E to GalU(L/E) is an injective map from the set of inter-
mediate extensions E with dclU(E) ∩ L = E, to the set of groups Lrings(CK)-
definable in CU,
(2) assume that K ⊆ E ⊆ L is a strongly normal extension of K, then GalU(L/K)/GalU(L/E)
is isomorphic to a subgroup of GalU(E/K) and the group GalU(L/K)/GalU(L/E)
is interpretable in CU.
Proof:
(1) It follows from Proposition 3.24 and Corollary 3.23.
(2) Let f be the map sending σ ∈ GalU(L/K) to σ ↾ 〈E,CU〉; it is well-defined
and it goes from GalU(L/K) to GalU(E/K) by Remark 3.5. The kernel of f is
equal to GalU(L/E) (see also Corollary 3.14). As in the proof of Theorem 3.21,
we apply the elimination of imaginaries in ACF0 and we obtain that the quotient
Gal(L/K)/Gal(L/E) is a groupH which is CK-definable in ACF0 and so an algebraic
group defined over CK . Since the definable function which chooses a point in each of
the equivalence classes (containing a CU-point) is also CK-definable, we obtain that
GalU(L/K)/GalU(L/E) is isomorphic to a subgroup of H(CU).
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Since we have a Galois correspondance when dealing with the full galois group
Gal, we have that Gal(L/K)/Gal(L/E) is isomorphic to Gal(E/K). Therefore,
GalU(E/K) is isomorphic to the CU-points of an algebraic group isomorphic to
Gal(L/K)/Gal(L/E). 
We will show that GalU(L/K)/GalU(L/E) is, in general, isomorphic to a proper
subgroup of GalU(E/K) (see Example 4.11).
4. Examples of strongly normal extensions
We will provide in this section some examples of strongly normal extensions within
some classes of differential fields and of their Galois groups. In particular, we review
the two classical examples of Picard-Vessiot and Weierstrass extensions in classes of
formally real fields or formally p-adic fields. In this setting (and more generally), deep
results on existence of strongly normal extensions have been obtained for instance in
[5], [6] and [10].
First we will recall the framework developed in [7]. Then, we will review classical
examples of strongly normal extensions as Picard-Vessiot extensions and Weierstrass
extensions in these classes of topological differential L-fields.
4.1. Model completion. Let L be a relational expansion of Lrings by {Ri; i ∈ I} ∪
{cj ; j ∈ J} where the cj ’s are constants and the Ri’s are ni-ary predicates, ni > 0.
Definition 4.1. [7] Let K be an L ∪ {−1}-structure such that its restriction to
Lrings∪{
−1} is a field of characteristic 0. Let τ be a Hausdorff topology on K. Recall
that 〈K, τ〉 is a topological L-field if the ring operations are continuous, the inverse
function is continuous on K \ {0} and every relation Ri (respectively its complement
¬Ri), with i ∈ I, is interpreted in K as the union of an open set ORi (respectively
O¬Ri) and an algebraic subset {x¯ ∈ K
ni :
∧
k ri,k(x¯) = 0} of K
ni (respectively
{x¯ ∈ Kni :
∧
l si,l(x¯) = 0} of K
ni), where ri,k, si,l ∈ K[X1, · · · , Xni].
The topology τ is said to be first-order definable [22] if there is a formula φ(x, y¯)
such that the set of subsets of the form φ(K, a¯) := {x ∈ K : K |= φ(x, a¯)} with
a¯ ∈ K can be chosen as a basis V of neighbourhoods of 0 in K.
Examples of topological L-fields are given in [7, Section 2]. For instance, ordered
fields, ordered valued fields, valued fields, p-valued fields, fields endowed with several
distinct valuations or several distinct orders.
We now consider the class of models of a universal theory T which has a model-
completion Tc, and we assume that the models of T are in addition topological L-
fields, with a first-order definable topology. Further, we work under the extra as-
sumption that the class of models of Tc satisfies Hypothesis (I) [7, Definition 2.21].
This hypothesis is the analog in our topological setting of the notion of large fields
introduced by Pop [29].
We then consider the expansions of the models of T to LD-structures and we
denote by TD the LD-theory consisting of T together the axioms expressing that D
is a derivation.
Hypothesis (I) was used in [7, Proposition 3.9] in order to show that any model of
TD embeds in a model of Tc which satisfies the scheme (DL), namely that if for each
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differential polynomial f(X) ∈ K{X} \ {0}, with f(X) = f ∗(X,X(1), . . . , X(n)), for
every W ∈ V,
(∃α0, . . . , αn f
∗(α0, . . . , αn) = 0 ∧ s
∗
f (α0, . . . , αn) 6= 0)⇒(
∃z
(
f(z) = 0 ∧ sf(z) 6= 0∧
n∧
i=0
(z(i) − αi ∈ W )
))
.
Note that in [7], the scheme (DL) is not quite given as above, but in an equivalent
form [7, Proposition 3.14].
Note that since we assumed that the topology is first-order definable, the scheme
of axioms (DL) can be expressed in a first-order way. Let T ∗c,D be the LD-theory con-
sisting of Tc∪TD together with the scheme (DL). Then T
∗
c,D is the model completion
of TD. A consequence of that axiomatisation is that the subfield of constants of a
model U of T ∗c,D is dense in U [7, Corollary 3.13].
Notation 4.2. Let f ∈ K{X} and let 〈f〉 denote the differential ideal generated by
f in K{X}. Then, set I(f) := {g(X) ∈ K{X} : skf .g ∈ 〈f〉}.
Let θ(x¯) be a quantifier-free LD-formula. Then denote by θ
∗(y¯) the quantifier-free
L-formula obtained by replacing in θ(x¯) every term of the form x
(j)
i by a new variable
yij ([7, Definition 3.16]).
In this section, U is a saturated model of T ∗c,D containing K and A as before a
saturated model of DCF0 containing K. (Recall that in a complete theory T , if the
cardinal κ is uncountable and strongly inaccessible, then there is a saturated model
of T of cardinality κ [20, Corollary 4.3.14]. )
To stress that we consider strongly normal extensions within the class of models
of TD, we will use the term: T -strongly normal.
Definition 4.3. Let K |= TD and L be a strongly normal extension of K. Then L
is a T -strongly normal extension of K if L is in addition a model of TD.
Lemma 4.4. Let K |= TD. Let F/K be a strongly normal extension, included in
A and assume F 6= K; let a ∈ A be such that F = K〈a〉. Let φ(x) be a formula
isolating tpDCF0K (a). Then if there is b¯ ∈ U such that φ
∗(b¯) holds, then K has a
T -strongly normal extension in U, isomorphic to F over K.
Proof: By [19, Lemma 1.4], IDK (a) is of the form I(f) for some f ∈ K{X}. Then we
may assume that φ(x) is of the form f(x) = 0 & sf .q(x) 6= 0, where q(X) ∈ K{X}.
Since f ∗(b¯) = 0 & s∗f(b¯) 6= 0, one can apply the scheme (DL). Therefore, one can
find u ∈ U such that f(u) = 0, with u∇ close to b¯. So, we also have that sf .q(u) 6= 0.
So φ(u) holds and by Proposition 3.7, K〈u〉 is a strongly normal extension of K
included now in U and so a model of TD. 
Let G be a connected algebraic group over CK and let A ∈ LG(K), where LG
denotes the Lie algebra ofG. If CK is existentially closed inK, then there is a strongly
normal extension L of K for the logarithmic differential equation dlogG(Y ) = A [10,
Theorem 1.3]. Moreover if CK is existentially closed in K, CK is large and is bounded
(namely has for each n only finitely many extensions of degree n, the so-called Serre
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property), then K has a strongly normal extension L in which CK is existentially
closed [10, Theorem 1.5].
Further assume that CK |= Tc, then both K and the strongly normal extension L
of K constructed above are models of TD.
In Proposition 3.24, we assume that dclUK ∩ L = L, where U |= Tc,D and U is
sufficiently saturated. We will denote by U ↾ L the L-reduct of U. In the following
lemma, we relate the algebraic closure in models of T ∗c,D and of Tc.
Lemma 4.5. Let L |= TD and let U be a model of T
∗
c,D extending L. Then the
algebraic closure aclU(L) is equal to aclU↾L(L).
Proof: Let a ∈ aclU(L) and let φ(x) be an LD(L)-formula such that φ(a) holds
in U and which has only finitely many realizations. Since T ∗c,D admits quantifier
elimination, φ(x) is equivalent to a finite disjunction of formulas of the form:∧
i∈I
pi(x) = 0 & θ(x),
where θ∗(U) is an open subset of some cartesian product of U. If I = ∅, then we
obtain a contradiction since θ(U) is infinite (it is a direct consequence of the scheme
(DL) that near every tuple, one can find a tuple of the form d∇ [7, Lemma 3.12]).
Therefore we may assume that I 6= ∅; consider IDL (a). This is a prime ideal of the
form I(f), for some f ∈ L{X} [19, Lemma 1.4]. Note that f ∗(a∇) = 0 & s∗f(a
∇) 6= 0.
Either the set S of solutions in U of the formula f ∗(y¯) = 0 & θ∗(y¯) is finite and so
a ∈ aclL(L). Or S is infinite and for any a ∈ S, there exists a neighbourhood Va
of a, included in θ∗(U). Applying the scheme (DL), there exist element b ∈ U ∩ Va
satisfying f(b) = 0 (and so θ(b) holds). So we get a contradiction with the finiteness
of the number of solutions of φ(x). 
4.2. Picard-Vessiot extensions. Let K be a differential field which is a model of
TD and assume that CK |= Tc.
Let P (Y ) := Y (n) + Y (n−1).an−1 + · · ·+ Y.a0, be a differential linear polynomial of
order n with coefficients in K.
Definition 4.6. [19, Definition 3.2] Let L be an extension of K. Then L is a Picard-
Vessiot extension of K corresponding to the linear differential equation P (y) = 0
if
(1) L is generated by the solutions of P (y) = 0 in L,
(2) CL = CK ,
(3) P (y) = 0 has n solutions in L which are linearly independent over CK .
Recall that if L be a Picard-Vessiot extension of K, then L is a strongly normal
[19, section 9].
If CK is algebraically closed, there exists a Picard-Vessiot extension of K corre-
sponding to the equation P (y) = 0, and such extension is unique up toK-isomorphism
[18, Theorems 3.4, 3.5].
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In our particular setting, we have the following result. The corresponding alge-
braic equation is Yn + Yn−1.an−1 + · · ·+ Y0.a0 = 0; it has n linearly CK-independent
solutions: ui := (ui0, · · · , uin), i = 1 · · · , n, equivalently the determinant of the cor-
responding n × n-matrix formed by the first n coordinates of the u1, · · · , un is non
zero. Let K ⊆ U with U |= T ∗c,D. By the scheme of axioms (DL), we can find n solu-
tions: v1, · · · , vn ∈ U of the differential equation P (y) = 0 with (vi, v
(1)
i , · · · , v
(n−1)
i ) in
any chosen neighbourhood of (ui0, · · · , uin−1). Moreover by choosing a small enough
neighbourhood, we can guarantee that the Wronskian of v1, · · · , vn is non zero, equiv-
alently v1, · · · , vn are linearly independent over CK [19, Lemma 4.1]. However the
field of constants of K(v1, · · · , vn) might be bigger than CK .
Remark 4.7. Assume that CK is existentially closed in the class of models of T and
let S be the full universal algebra solution algebra for P [18, Definition 2.12]. Then a
corollary of the proof of [18, Theorems 3.4, 3.5] is that if there is a maximal differential
ideal I of S such that Frac(S/I), the fraction field of S/I, is a model of TD, then
there exists a Picard-Vessiot extension of K corresponding to the equation P (y) = 0
[18, Corollary 1.18] (which will be T -strongly normal).
Lemma 4.8. [11, Theorem 5.5] Let L be a Picard-Vessiot extension of K, then
gal(L/K) is isomorphic to the CK-points of a linear algebraic group defined over
CK . 
Proposition 4.9. ([18, Proposition 3.9]) Let L be a differential extension of K and
suppose that
(1) CK = CL,
(2) there is a finite-dimensional CK-vector space V such that L = K〈V 〉,
(3) there is a subgroup H of gal(L/K), leaving V invariant and such that L/K
is H-normal.
Then L/K is a Picard-Vessiot extension of K. 
Corollary 4.10. Let K be a differential field and let L be a finite Galois extension
of K such that CK is algebraically closed in L. Then L is a Picard-Vessiot extension
of K. 
Example 4.11. When T is the theory of ordered fields, we provide here an example
of extensions K ⊆ E ⊆ L satisfying the hypotheses of Proposition 3.25 and such that
GalU(L/K)/GalU(L/E) is isomorphic to a proper subgroup of GalU(E/K).
Let K := R endowed with the trivial derivation, E := R〈t〉 where D(t) = t,
L := R〈u〉 where u2 = t (and so D(u) = 1
2
u), L/K and E/K are Picard-Vessiot
and so are strongly normal. Take σ ∈ GalU(E/K) such that σ(t) = −t. Since t is a
square in L and −t is not, σ may clearly not be in the image of the map f from the
proof of Proposition 3.25.
Here we can easily describe GalU(E/K) and GalU(L/K). They are both isomorphic
to Gm(CU).
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However GalU(L/E) is isomorphic to the subgroup {−1, 1} of Gm(CU). Note that
since CU is real closed, any element of the group Gm(CU)/{−1, 1} is a square, which
is no longer true for the group Gm(CU) and so they cannot be isomorphic.
4.3. Weierstrass extensions. Now we will consider the case of a strongly nor-
mal extension generated by a solution of a differential equation Wk(Y ) = 0 where
Wk(Y ) := (Y
(1))2 − k2.(4.Y 3 + g2.Y − g3) (⋆), with k, g2, g3 ∈ K and 27g
2
3 − g
3
2 6= 0.
Note that sWk =
∂
∂Y (1)
Wk = 2.Y
(1). Let K be a differential field satisfying TD and
let U be a model of T ∗c,D containing K. Then given any solution (u, u1) ∈ U
2 of the
Weierstrass equation: (†) Y 2 = 4.X3+ g2.X − g3 with u1 6= 0, there exists a solution
a of the differential equation Wk(Y ) = 0 such that (a,
a(1)
k
) is close to (u, u1).
Recall that an elliptic curve (over K) is defined as the projective closure of a
nonsingular curve defined by the equation (†). We will denote by E the corresponding
elliptic curve (or E(F ) if we look at its points on an intermediate subfield F : K ⊆
F ⊆ A) and usually we will use the affine coordinates of the points on E . We denote
by ⊕ the group operation on the elliptic curve E and by ⊖ the operation of adding
the inverse of an element. It is well-known that (E ,⊕) is an algebraic group over K
(one can express the sum of two elements as a rational function of the coordinates of
each of them [33, Chapter 3, section 2]).
Let σ ∈ HomK(L,A) and let a be such that Wk(a) = 0. Then σ(a) also satisfies
Wk(y) = 0.
Consider the element (σ(a), σ(a)
(1)
k
) ⊖ (a, a
(1)
k
), then one can verify that it belongs
to E(CA) (see [12, Lemma 2, chapter 3], or for instance [19, section 9]). So we get
the following Lemma.
Lemma 4.12. Let L := K〈a〉, where a ∈ U satisfies Wk(a) = 0. Assume that
CK = CL. Then L is a strongly normal extension of K. 
Assume that L is a strongly normal extension of K generated by a with Wk(a) = 0
and set µ : gal(L/K) → E(CK) : σ → (σ(a),
σ(a)(1)
k
) ⊖ (a, a
(1)
k
) (respectively µ :
GalU(L/K)→ E(CU) : σ → (σ(a),
σ(a)(1)
k
)⊖ (a, a
(1)
k
)).
Lemma 4.13. [19, section 9, Example] The group (gal(L/K), ◦)
(respectively (GalU(L/K), ◦)) is isomorphic to a definable subgroup of (E(CK),⊕)
(respectively (E(CU),⊕)).
Proof: It is easy to see that µ is an injective group morphism [12, Chapter 3,
section 6]. In order to show that the image of µ is a definable subset of E(CK)
(respectively E(CU)), one notes that (c1, c2) ∈ E(CK) belongs to the image of µ if the
first coordinate of (c1, c2)⊕ (a,
a(1)
k
) satisfies the formula χ(x) isolating tpDCF0K (a). 
In order to identify µ(gal(L/K)), we now examine in more details which kind of
(definable) subgroups may occur in E(CK), when CK is first a real closed field and
then a p-adically closed field.
Let CK |= RCF . Then the o-minimal dimension of E(CK) assuming E(CK) in-
finite, is equal to 1 and so in case gal(L/K) is infinite, the o-minimal dimension
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of µ(gal(L/K)) is also equal to 1. It has a connected component of finite index
µ(gal(L/K))0 which is definable [23, Proposition 2.12]. So in case CK = R, we
get that µ(gal(L/K))0 is isomorphic to R/Z, as a connected 1-dimensional compact
commutative Lie group over R .
Recall that over R, E(R) is either isomorphic to S1 × Z/2Z or to S1, depending
on the sign of the discriminant (or on whether the polynomial 4.X3+ g2.X − g3) has
three or one real roots) (see [34] or [30]). So the only non-trivial proper subgroup of
finite index in E(R) has index 2; this property (restricted to definable subgroups) can
be expressed in a first-order way. So it transfers to any other real closed field, and
so µ(gal(L/K))0 ∼= E(CK)
0. Moreover we have that µ(gal(L/K))0/µ(gal(L/K))00 ∼=
E(CK)
0/E(CK)
00 where µ(gal(L/K))00 is the smallest type-definable subgroup of
bounded index of µ(gal(L/K)).
Suppose now that CK is a p-adically closed field, then one can find a description of
definable (and type-definable) subgroups of E(CK) in [33, Chapter 7] and [21]. Even
though in this case the theory does not admit elimination of imaginaries, since we
obtained the isomorphism explicitly, we get that gal(L/K) (respectively GalU(L/K))
is isomorphic to the CK-points (respectively to its CU-points) of a group Lrings(CK)-
definable. However, even in the case CK = Qp, the lattice of subgroups is more
complicated. Let us give a quick review of some of the known subgroups.
First let us recall some notations. Given an elliptic curve E , E˜ is its reduction
modulo p and E˜ns the subset of the non-singular points of E˜ . One can also attach
to E a formal group Eˆ over Zp. Then we have E1(Qp) ⊆ E0(Qp) ⊆ E(Qp) and
E1(Qp) has a subgroup of finite index isomorphic to the additive group of Zp, where
E0(Qp) := {P ∈ E(Qp) : P˜ ∈ E˜ns(Fp)} and E1(Qp) := {P ∈ E(Qp) : P˜ = 0˜} ∼= Eˆ(p.Zp)
[33, Proposition 6.3]. The index [E(Qp) : E0(Qp)] = 4 and E0(Qp)/E1(Qp) ∼= E˜ns(Fp).
In case CK is sufficiently saturated, we have E(CK) has an open definable subgroup
H such that H/H◦◦ is isomorphic to the profinite group (prZp,+, 0), where r >
v(p)
p−1
[33, Chapter 4, 6.4, b)].
5. Ordered differential fields
We will use the same notations as in the previous section. We will consider the
case where T is the theory of ordered fields and so Tc is the theory RCF of real
closed fields and T ∗c,D the theory CODF of closed ordered differential fields. Note
that in this case, the language LD is equal to the language of ordered differential
fields, namely LD = {+,−, .,
−1, 0, 1, <,D}. We will use the fact that CODF admits
elimination of imaginaries [27].
Let K ⊆ L ⊆ U with K,L |= TD. Assume that CK ⊆ac CU and that L is
a strongly normal extension of K, then both gal(L/K) (respectively GalU(L/K))
are isomorphic to the CK-points (respectively the CU-points) of an algebraic group
Lrings(CK)-definable. We will further assume that U |= CODF and so CU |= RCF .
(Note that CK ⊆ac CU implies that CK |= RCF , as well.)
By former results of A. Pillay [23], any definable group G in a real closed field can
be endowed with a definable topology in such a way it becomes a topological group.
Moreover G has a connected component G0 of finite index (which is also definable)
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[23, Proposition 2.12]. If G lives in a sufficiently saturated model, then it has a
smallest type-definable subgroup of bounded index denoted by G00; this result holds
in fact in any NIP theory [32]. One can endow the quotient G/G00 with the logic
topology and if G is in addition definably connected and definably compact, then
G/G00 is a compact connected Lie group [1, Theorem 1.1]. Moreover the o-minimal
dimension of G is equal to the dimension G/G00 as a Lie group [9, Theorem 8.1].
Notation 5.1. We denote by aut(L/K) the group of LD-automorphisms of L fixing
K and by AutT (L/K) the group aut(〈L,CU〉/〈K,CU〉).
Let Lrc be the real closure of L in U. Note that any σ ∈ aut(L/K) (respectively
aut(〈L,CU〉/〈K,CU〉) has a unique extension to an element of aut(L
rc/K) (respec-
tively aut(〈Lrc, CU〉/〈K,CU〉). In the next proposition we will use the following easy
consequence of Lemma 4.5 that Lrc = dclU(L) (one uses in addition that in an ordered
structure, the algebraic closure is equal to the definable closure).
Let L be a strongly normal extension of K and d¯ ∈ Lrc. Then L〈d¯〉 = L(d¯) and
L〈d¯〉 is again a strongly normal extension of K〈d¯〉. First CL(d¯) = CL = CK since
CK = CL is algebraically closed in L. If σ ∈ GalU(L〈d¯〉/K〈d¯〉), σ(L) ⊆ 〈L,CU〉 and
σ(d¯) = d¯. So, σ(L(d¯)) ∈ 〈L(d¯), CU〉.
Since d¯ ∈ Lrc = dclU(L), any τ ∈ AutT (L/K) extends uniquely to an element of
AutT (L〈d¯〉/K〈d¯〉). In the proposition below, we will obtain a relative Galois corre-
spondance for definable subgroups of µ(AutT (L/K)) (see Notation 3.22).
Proposition 5.2. Let L/K be a strongly normal extension with L ⊆ U.
Let G0 be an L(K)-definable subgroup of H(CU). Then there is a tuple of elements
d¯ ∈ Lrc such that we have: G0 ∩ µ(AutT (L/K)) ∼= Aut(L(d¯)/K〈d¯〉).
Proof: Let L := K〈a〉 for some a ∈ L. Let G0 be a definable subgroup of H(CU)
by some L(K)-formula ψ(x¯).
Consider W := {τ(a) : µT (τ) ∈ G0 ∧ τ ∈ GalU(L/K)}, it is a LD(L)-definable
subset of 〈L,CU〉. Indeed, we can writeW as {(f˜ℓ(a, k¯, α¯)), with f˜ℓ(Y, Z¯, T¯ ) LD∪{
−1}-
terms as in Claim 3.16, with k¯ ∈ K, α¯ ∈ CU and ℓ vary over a finite set Λ. Since CU
is definable in U, we can express in U that CU |= ψ(α¯) by a LD(K)-formula .
Since CODF has elimination of imaginaries [27, Theorem 2.6], there is a canonical
parameter d¯ for W in some elementary extension U˜ of U, namely a tuple fixed by
any LD-automorphism which leaves W invariant [37, Definition 8.4.1]. Note that d¯
belongs to dclU˜(L) = Lrc since any LD-automorphism of U˜ which fixes L, leaves W
invariant.
Set F := K〈d¯〉. Let us show that G0 ∩ µT (AutT (L/K)) ∼= AutT (L(d¯)/F ).
Let τ ∈ AutT (L(d¯)/F ) and consider τ ↾ L(d¯). It extends to an automorphism τ˜
of U, which leaves F fixed and so it leaves W invariant. Since a¯ ∈ W , τ(a¯) ∈ W ,
namely there is τ0 ∈ GalU(L/K) with µ(τ0) ∈ G0 and τ(a¯) = τ0(a¯). Since µ(τ0) is
determined by the action of τ0 on a¯, we get that µ(τ) ∈ G0.
Since L is a strongly normal extension of F and τ(L) ⊆ U, 〈L,CU〉 = 〈τ˜(L), CU〉 =
〈τ(L), CU〉 (see Remark 3.5). In particular, τ˜ (a) = τ(a) ∈ 〈L,CU〉.
Conversely, if c¯ ∈ G0 ∩ µ(AutT (L/K)), then µ
−1(c¯) ∈ AutT (L/K).
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Again µ−1(c¯) ↾ L extends to an LD-automorphism σ of U, which has the same
action on a¯ and so leaves W invariant and thus d¯ fixed. Therefore the restriction of
σ to 〈L(d¯), CU〉 belongs to AutT (L(d¯)/F ). 
Note that we could have expressed the conclusion of the above proposition as
follows. G0 ∩ µT (AutT (L
rc/K)) ∼= AutT (L
rc/K〈d¯〉).
6. On the non finitely generated case
J. Kovacic extended the notion of strongly normal extensions to the infinitely gen-
erated case [15, Chapter 2, section 1]. Recall that L is a strongly normal extension of
K if L is a union of finitely generated strongly normal extensions of K. Equivalently,
CL = CK and L is generated by finitely generated strongly normal extensions of K
[15, Chapter 2, Section 1, Definition].
In this section we will place ourselves in the setting of section 3. We will fix a
differential field K, we work inside an extension U, and embed U in a saturated
model A of DCF0.
In [15, Chapter 2, Theorem 1], J. Kovacic proved that if L is a strongly normal
extension of K with CK algebraically closed, then on one hand, the set of finitely
generated strongly normal extensions of K in L forms an injective system and on the
other hand, Gal(L/K) is the inverse limit of the differential Galois groups of finitely
generated extensions. In particular, it is isomorphic to an inverse limit of algebraic
groups.
In the following proposition, we will establish an analog for the differential Galois
groups gal(L/K) and GalU(L/K) (Notation 3.1) (without the assumption that CK
is algebraically closed).
Proposition 6.1. Let L/K be a strongly normal extension with L ⊆ U. Then
GalU(L/K)) is isomorphic to a subgroup of an inverse limit of groups of the form
Hi(CU) where Hi is an algebraic group defined over CK, i ∈ I. Moreover, gal(L/K)
is a subgroup of GalU(L/K) and is isomorphic to a subgroup of an inverse limit of
groups of the form Hi(CK), i ∈ I.
Proof: Let L =
⋃
F∈F F , where F denotes the set of all finitely generated strongly
normal extensions of K in L. Then GalU(L/F ) is a normal subgroup of GalU(L/K)
(see Corollary 3.23, note that there we only use that F was a (finitely generated)
strongly normal extension ofK). Moreover we have an embedding ofGalU(L/K)/GalU(L/F )
into GalU(F/K), sending σ to σ ↾ F (Corollary 3.25).
For each K ⊆ Fi ⊆ Fj ⊆ L with Fi, Fj ∈ F , define the maps
f
Fj
Fi
: GalU(L/K)/GalU(L/Fj)→ GalU(L/K)/GalU(L/Fi),
sending σ.GalU(L/Fj) to σ.GalU(L/Fi) and
r
Fj
Fi
: GalU(Fj/L)→ GalU(Fi/K)
sending σ to σ ↾ Fi (with kernel GalU(Fj/Fi)). The following diagram commutes:
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GalU(L/K)/GalU(L/Fj) −−−→ GalU(Fj/L)
f
Fj
Fi
y rFjFi
y
GalU(L/K)/GalU(L/Fi) −−−→ GalU(Fi/K)
The family of differential Galois groups GalU(F/K) forms a projective system, as
well as the family of quotients GalU(L/K)/GalU(L/F ), F ∈ F .
Since
⋂
F∈F GalU(F/K) = {1}, we get an embedding ofGalU(L/K) into lim←−F∈F GalU(F/K).
Finally, for σ ∈ GalU(L/K), define µ(σ) := (µ(σ ↾ F )) (Notation 3.22).
We get µ(GalU(L/K)) ⊆ lim←−F∈F µ(GalU(F/K)).
The second part is clear. 
Let us give an example of a strongly normal extension which is possibly infinitely
generated.
Example 6.2. Let K be a formally real differential field with a real closed subfield of
constants. Let K∗ be the intersection of all real closed subfields of a given algebraic
closure of K. Then by a result of M. Griffin [4], K∗ is the maximal Galois extension
of K to which all the orderings of K extend [4, Theorem 1.1]. Then by Corollary
4.10, K∗ is a union of Picard-Vessiot extensions of K.
Adapting the classical proofs [18], we will show that one can find a maximal strongly
normal extension of K inside U which has proper strongly normal extension (inside
U).
Remark 6.3. Let K |= Tc with a trivial derivation and suppose that K is ℵ0-saturated
(we have to be able to find n ≥ 3 elements α1, · · · , αn of K linearly independent over
Q). Let U be a saturated extension of K satisfying T ∗c,D. Inside U, choose n elements
a1, · · · , an which are algebraically independent over K. Consider L2 the differential
subfield generated by K and a1, · · · , an. Consider the subfield L1 of L2 containing K
and generated by b1, · · · , bn the coefficients of the polynomial
∏n
i=1(X − ai) (namely
the bi’s are the images (up to a sign) of the elementary symmetric functions on
a1, · · · , an and so also algebraically independent over K). Now define a derivation
on L2 by first imposing that D(bi) = αi.bi and then D(ai) is given by using the fact
that ai is algebraic over L1.
The field L1 is a Picard-Vessiot extension ofK [18, Proposition 1.20, Example 3.23]
corresponding to the linear differential equation Y (n) + Y (n−1).βn−1 + · · ·+ Y.β1 = 0,
where
∏n
i=1(Y −αi) = Y
n+Y n−1.βn−1+ · · ·+Y.β1. The extension L2/L1 is a Picard-
Vessiot extension. Indeed, we use Corollary 4.10: L2 is a finite Galois extension of
L1 and CL1 = CK = K is algebraically closed in U. However L2 is not contained
in a Picard-Vessiot extension of K. Suppose otherwise, then 〈L2, C¯K〉 would also be
contained in a Picard-Vessiot extension of 〈K, C¯K〉, which contradicts [18, Example
3.33].
Now let F be a maximal strongly normal extension of K inside U containing L1.
Let us show that the subfield F1 := 〈F, L2〉 of U is a proper strongly normal extension
of F .
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Indeed, F1/F is a Picard-Vessiot extension since it is a finite Galois extension and
CF1 = CK . Suppose that F1 = F , then 〈L2, C¯K〉 is contained in a strongly normal
extension of 〈K, C¯K〉. It implies by [16, Proposition 11.4] that 〈L2, C¯K〉 is contained
in a Picard-Vessiot extension of 〈K, C¯K〉, a contradiction.
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