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Navier-Stokes Characteristic Boundary Conditions
Using Ghost Cells
Emmanuel Motheau∗ , Ann Almgren† and John B. Bell‡
Center for Computational Sciences and Engineering, Lawrence Berkeley National Laboratory
1 Cyclotron Rd, MS 50A-3111, Berkeley, CA 94720, USA
Solution methods for the compressible Navier-Stokes equations based on finite volume
discretizations often implement boundary conditions using ghost cells outside of the compu-
tational domain. Filling the ghost cells using straightforward zeroth- or first-order extrap-
olation, while computationally expedient, is well-known to fail even for some simple flows,
especially when turbulent structures interact with the boundaries or if time-varying inflow
conditions are imposed. The Navier-Stokes Characteristic Boundary Condition (NSCBC)
approach provides more accurate boundary conditions but requires the use of special dis-
cretizations at boundaries. The present paper develops a new technique based on the
NSCBC approach to derive values for ghost cells that significantly improve the treatment
of boundaries over simple extrapolation but retain the ghost cells approach. It is demon-
strated in the context of a Godunov integration procedure that the new method provides
accurate results while allowing the use of the same stencil and numerical methodology near
the boundaries as in the interior.
I. Introduction
The accurate treatment of boundary conditions is critical in many computational fluid dynamics (CFD)
simulations. Fundamentally, problems associated with boundary conditions for compressible flows arise
because of the difficulty in ensuring a well-posed problem. This may result in the establishment of an
unphysical flow in the computational domain, independent of the target values that one wants to impose.
Another common problem is the generation of spurious inward-propagating waves, which again can create
undesirable flow features in the domain. For example, the conversion of entropy waves to acoustic waves at
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the outlet of a combustion chamber may trigger a combustion instability in an aeronautical gas turbine.1
This physical phenomenon is very sensitive to the geometry and small fluctuations of the flow, thus it is
essential in numerical studies of this type of flow to accurately represent the outflow boundary conditions.
Several approaches have been proposed to derive consistent boundary conditions that would tackle the
problems cited above. One of the most popular is the decomposition of the flow through 1D characteristic
waves, allowing numerical control of the waves entering and leaving the domain. Initially proposed in
the context of the Euler equations,2–4 the approach has been formalized as the well-known Navier-Stokes
Characteristic Boundary Conditions (NSCBC)5 and later augmented to include viscous, reactive and three-
dimensional terms.6–11 Recent works have improved the NSCBC method to include non-linear terms12 or to
impose time domain impedances.13
Basically, the concept of NSCBC is to formulate an approximation of the evolution equations through
the derivation of Local One-Dimensional Inviscid (LODI) relations that ensure the well-posedness of the
problem. After computation of the characteristic waves crossing the boundary via the LODI relations, and
possibly the addition of transverse, diffusive and reactive terms, variables are advanced to the next time step
(say, from time n to n+ 1) in order to provide boundary values to compute interior points.
This procedure is particularly well adapted for finite-difference schemes or cell-vertex finite-volume meth-
ods in which fluxes are directly computed at points that lie exactly on the physical boundary of the com-
putational domain. This kind of discretization procedure is schematically depicted in Figure 1.(a) for the
finite-difference method. However, in methods such as the finite-volume Godunov method (see, e.g.14), time-
centered fluxes at physical domain boundaries are based on extrapolation in space and time from values stored
in cell centers, including, potentially, those lying outside the domain (see Figure 1.(b)). The values in ghost
cells are often filled with a zeroth- or first-order extrapolation method. Whereas this technique provides good
results for one-dimensional simulations of the Euler equations as it corresponds to a well-posed problem, the
application to complex multi-dimensional flows leads to significant errors, with spurious unphysical waves
generated that propagate back into the computational domain.5,14 As a remedy, filtering techniques via
the imposition of an artificial field near boundaries have been proposed,15–17 but their efficiency in practical
applications is questionable.
Application of the characteristic boundary condition strategy in the context of methods using ghost
cells methods is problematic. For example in the context of the finite-volume Godunov procedure, a direct
implementation as proposed in the references aforementioned would require special discretizations at physical
boundaries. To the author’s knowledge, only one paper18 has been published in the literature to deal with
characteristic ghost cells boundary conditions. However this work proposes only a first-order technique to
fill a single ghost cell in one dimension. There is also no discussion about the implementation of transverse
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(a) (b)
Figure 1. Schematic representation of examples of discretization procedures of the flux F for the finite-difference
method (a) and the finite-volume Godunov method (b).
terms or how to deal with ghost cells around corners in multi-dimensional domains.
The aim of the present paper is to present a generic multi-dimensional approach for imposing Navier-
Stokes Characteristic Boundary Conditions in numerical methods that use multiple ghost cells. It will be
referred to as the GC-NSCBC approach. While the method is described here in the context of a Godunov
integration procedure, it is applicable to other integration schemes that use ghost cells. For ease of exposition,
the method is presented in two dimensions, but extension to three dimensions is straightforward. In addition,
the treatment of transverse terms as well as corners for different sets of mixed-conditions in two dimensions
will be described. Results computed using this approach will be further compared with examples in the
current literature.
II. Governing equations
The fully compressible Navier-Stokes equations in two-dimensional Cartesian coordinates are expressed
as
∂U
∂t
+
∂Fc
∂x
+
∂Gc
∂y
= Sv. (1)
In Eq. (1), subscripts c and v refer to the convective and viscous terms, respectively. Here U is the conserved
state vector
U =

ρ
ρu
ρv
ρE

, (2)
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and the inviscid convective flux vectors are given as
Fc =

ρu
ρu2 + p
ρvu
(ρE + p)u

, Gc =

ρv
ρuv
ρv2 + p
(ρE + p) v

. (3)
The source term Sv contains derivatives of the viscous fluxes
Sv =
∂Fv
∂x
+
∂Gv
∂y
, (4)
where
Fv =

0
τxx
τxy
τxxu+ τxyv + λ
∂T
∂x

, Gv =

0
τyx
τyy
τyxu+ τyyv + λ
∂T
∂y

. (5)
Here, ρ is the fluid mass density whereas u and v are the velocity components in the x- and y-directions,
respectively. The total energy per unit mass is expressed as E = e + (u2 + v2)/2, where e is the specific
internal energy. The thermodynamic pressure p is related to the energy through the following equation of
state for an ideal single-component gas:
p = (γ − 1) ρe = ρRT, (6)
where T is the temperature, R the gas constant and γ the ratio of the specific heats. The components of
the viscous stress tensor τ are given by
τxx = 2µ
∂u
∂x
− 2
3
µ
(
∂u
∂x
+
∂v
∂y
)
, (7)
τyy = 2µ
∂v
∂y
− 2
3
µ
(
∂u
∂x
+
∂v
∂y
)
, (8)
τxy = τyx = µ
(
∂v
∂x
+
∂u
∂y
)
, (9)
where the viscosity coefficient µ is obtained from the thermal conductivity λ according to
λ = µCp/Pr, (10)
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with Pr the Prandtl number and Cp the specific heat capacity at constant pressure.
III. Integration Algorithm
While the GC-NSCBC method is applicable to a variety of integration schemes, for ease of exposition
and concreteness of examples it will presented in the context of a second-order conservative finite-volume
unsplit Godunov method. All numerical results are computed using the implementation of the algorithm in
CASTRO,19 a compressible flow solver based on BoxLib,20,21 a hybrid C++ /Fortran90 software framework
that provides support for the development of parallel structured-grid AMR applications.
The solution is advanced from time n to time n+ 1 as follows:
U∗ = Un −∆t
(
∂Fc
∂x
+
∂Gc
∂y
)n+1/2
+ ∆t Snv , (11)
Un+1 = U∗ +
1
2
∆t (S∗v − Snv ) . (12)
where ∆t = tn+1 − tn is the time step. The second step at Eq. (12) is a correction of the solution to ensure
second-order accuracy by effectively time-centering the diffusion source terms.
The conserved state vector U is stored at cell centers and the flux vectors, Fc,v and Gc,v, are computed
on cell edges. Recall that here, subscripts c and v refer to either the convective or viscous terms, respectively.
The gradients of fluxes are simply discretized using centered finite differences:
∂Fc,v
∂x
∣∣∣∣
i,j
=
(Fc,v)i+ 12 ,j
− (Fc,v)i− 12 ,j
∆x
, (13)
∂Gc,v
∂y
∣∣∣∣
i,j
=
(Gc,v)i,j+ 12
− (Gc,v)i,j− 12
∆y
, (14)
with the viscous flux vectors discretized as follows:
(Fv)i+ 12 ,j
=

0
4
3∆xµ (ui+1,j − ui,j)− 16∆yµ [(vi+1,j+1 − vi+1,j−1) + (vi,j+1 − vi,j−1)]
1
4∆yµ [(ui+1,j+1 − ui+1,j−1) + (ui,j+1 − ui,j−1)] + 1∆xµ (vi+1,j − vi,j)
1
2 (ui+1,j + ui,j) (Fv,2)i+ 12 ,j
+ 12 (vi+1,j + vi,j) (Fv,3)i+ 12 ,j
+ 1∆xλ (Ti+1,j − Ti,j)

, (15)
(Gv)i,j+ 12
=

0
1
4∆xµ [(vi+1,j+1 − vi−1,j+1) + (vi+1,j − vi−1,j)] + 1∆yµ (ui,j+1 − ui,j)
4
3∆xµ (vi,j+1 − vi,j)− 16∆yµ [(ui+1,j+1 − ui−1,j+1) + (ui+1,j − ui−1,j)]
1
2 (ui,j+1 + ui,j) (Gv,2)i,j+ 12
+ 12 (vi,j+1 + vi,j) (Gv,3)i,j+ 12
+ 1∆yλ (Ti,j+1 − Ti,j)

. (16)
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where Fv,m and Gv,m, m = 1, . . . , 4, represent the components of the discrete viscous flux vectors in Eqs. (15)
and (16), respectively.
The convective flux vectors Fc and Gc that appear in Eq. (11) are constructed from time-centered edge
states computed with a conservative, shock-capturing, unsplit Godunov method, which makes use of the
Piecewise Parabolic Method (PPM), characteristic tracing and full corner coupling.19,22,23 The integration
procedure is complex and a complete description is out of scope of the present paper. It will only be
summarized below and details can be found in the aforementioned references. Basically this particular
procedure follows four major steps:
1. The conservative Eq. (1) is rewritten in terms of primitive variables, such that:
∂Q
∂t
+ F˜
∂Q
∂x
+ G˜
∂Q
∂y
= SQ. (17)
Here Q = {ρ, u, v, p} is the primitive state vector, whereas F˜ and G˜ are the non-conservative Jacobian
matrices defined as
F˜ =

u ρ 0 0
0 u 0 1ρ
0 0 u 0
0 ρc2 0 u

, G˜ =

v 0 ρ 0
0 v 0 0
0 0 v 1ρ
0 0 ρc2 v

. (18)
where c =
√
γp/ρ is the sound speed, and the viscous source terms SQ are given by
SQ =
∂
∂x

0
1
ρFv,2
1
ρFv,3
(γ − 1) Fv,4

+
∂
∂y

0
1
ρGv,2
1
ρGv,3
(γ − 1) Gv,4

. (19)
2. A piecewise quadratic parabolic profile approximation of Q is constructed within each cell with a
modified version of the PPM algorithm.19 These constructions are performed in each coordinate
direction separately.
3. Average values of Q are predicted on edges over the time step using characteristic extrapolation. A
characteristic tracing operator with flattening is applied to the integrated quadratic profiles in order
to obtain left and right edge states at time n+ 1/2.
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4. The time-centered fluxes are computed using an approximate Riemann problem solver. At the end
of this procedure the primitive variables are centered in time at n + 1/2, and in space on the edges
of a cell. This is the so-called Godunov state and the convective fluxes described at Eq. (5) can be
computed to advance Eq. (11).
IV. Navier-Stokes Characteristic Boundary Conditions
In this section a methodology based on the NSCBC approach is presented to determine the values of
primitive variables stored at the centers of the ghost cells. The discretization described in Sec. III employs
a spatial stencil composed of 9 points in each coordinate direction. The PPM integration strategy requires
information from 4 cells in each positive and negative coordinate direction, thus 4 ghost cells are required. A
piecewise linear approach with 4th order slopes, for example, would require 3 ghost cells, but the GC-NSCBC
methodology would be identical; it is emphasized that this approach works for an arbitrary number of ghost
cells and a variety of integration strategies.
IV.A. Characteristic formulation in one dimension for edges
Eq. (17) can be reformulated in terms of characteristic waves traveling along the axis x through the diago-
nalization of the vector F˜:
∂Q
∂t
+ S(x)ΛS
−1
(x)
∂Q
∂x
+ G˜
∂Q
∂y
= SQ, (20)
where Λ = λI4 is a diagonal matrix containing the eigenvalues, which physically represents the propagation
speeds of the characteristic waves:
λ1 = u− c, λ2,3 = u, λ4 = u+ c. (21)
The eigenvector matrix S(x) and its inverse S
−1
(x) are defined as
S(x) =

1
2c2
1
c2 0
1
2c2
− 12ρc 0 0 12ρc
0 0 1 0
1
2 0 0
1
2

, S−1(x) =

0 −ρc 0 1
c2 0 0 −1
0 0 1 0
0 ρc 0 1

. (22)
A vector L containing the amplitude time variations of the characteristic waves5 is defined as
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L = ΛS−1(x)
∂Q
∂x
=

λ1
(
∂p
∂x − ρc∂u∂x
)
λ2
(
c2 ∂ρ∂x − ∂p∂x
)
λ3
∂v
∂x
λ4
(
∂p
∂x + ρc
∂u
∂x
)

. (23)
Eq. (23) is then put back into Eq. (20), leading to:
∂Q
∂t
+ d + G˜
∂Q
∂y
= SQ, (24)
where d is the so-called LODI system5 and is expressed as
d = S(x)L =

1
c2
[L2 + 12 (L4 + L1)]
1
2ρc (L4 − L1)
L3
1
2 (L4 + L1)

. (25)
Eq. (23) can be discretized to compute in a strong way the amplitude of the time variations of the charac-
teristic waves. In contrast, the principle of the NSCBC approach is to provide a model for the expressions
in Eq. (23) so as to impose in a soft way the desired physical properties at the boundary. In practice,
waves leaving the domain are numerically computed from interior values while incoming waves are imposed
via analytical expressions aiming to introduce a damping behavior. However, the underlying assumption is
that the flow at the boundary is considered to be locally inviscid and one-dimensional, and this may lead
to unphysical results for complex multi-dimensional flows. As explained in the introduction, there is a large
literature investigating how to introduce properly transverse, viscous and reactive effects in the expression
of L.
In most applications, Eq. (24) is employed to predict the solution vector Q at time n+ 1 at the physical
boundary of the computational domain. In the Godunov procedure described here, ghost cells values must
be expressed at time n and the time-derivative in Eq. (24) vanishes. The main idea of the present method
is to express the spatial derivative in the last interior cell of the computational domain so as to provide an
expression for the ghost cells with the help of finite-difference schemes. This can be easily done by applying
a backward transformation to Eq. (23), leading to:
∂Q
∂x
= S(x)Λ
−1L. (26)
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If one defines a domain of length lx discretized along the x axis by a uniform distribution of i = 1, . . . , Lx
points, the values of Q at the center of the ghost cells outside of the left boundary at i = 1 are defined by
Qi−1 = Qi+1 − 2∆x∂Q
∂x
, (27)
Qi−2 = −2Qi+1 − 3Qi + 6Qi−1 + 6∆x∂Q
∂x
, (28)
Qi−3 = 3Qi+1 + 10Qi − 18Qi−1 + 6Qi−2 − 12∆x∂Q
∂x
, (29)
Qi−4 = −2Qi+1 − 13Qi + 24Qi−1 − 12Qi−2 + 4Qi−3 + 12∆x∂Q
∂x
. (30)
Similarly, the values of Q in the points located in the ghost cells outside of the right boundary at i = Lx are
defined by
Qi+1 = Qi−1 + 2∆x
∂Q
∂x
, (31)
Qi+2 = −2Qi−1 − 3Qi + 6Qi+1 − 6∆x∂Q
∂x
, (32)
Qi+3 = 3Qi−1 + 10Qi − 18Qi+1 + 6Qi+2 + 12∆x∂Q
∂x
, (33)
Qi+4 = −2Qi−1 − 13Qi + 24Qi+1 − 12Qi+2 + 4Qi+3 − 12∆x∂Q
∂x
. (34)
Note that here the index j has been omitted for clarity. Ghost cells at the top and bottom boundaries could
be filled analogously.
IV.A.1. Subsonic non-reflecting outflow
Let us consider an outflow boundary condition at one edge of a 2D Cartesian domain. In this case, only one
unknown wave is entering the domain and its amplitude variation is modeled as
Lφ = K (p− pt)− (1− β) Tφ, (35)
where φ = 1 or φ = 4 if the boundary is located at i = Lx or i = 1, respectively. The term pt refers to
a target pressure that one wants to impose at the outflow, and β is a parameter to control the amount of
contribution of the transverse term Tφ defined either as
T1 = v
(
∂p
∂y
− ρc∂u
∂y
)
+ γp
∂v
∂y
, (36)
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or
T4 = v
(
∂p
∂y
+ ρc
∂u
∂y
)
+ γp
∂v
∂y
. (37)
Finally, the term K is a relaxation coefficient parameter defined by
K = σc
(
1−M2) /lx, (38)
with σ a constant parameter usually set to 0.25.
It is worth noting that the choice of the parameters σ and β is highly dependent on the physics of the
flow. Moreover, the Mach number M may be taken locally or averaged over the whole surface where the
outflow boundary is imposed. Many studies have investigated the impact of these parameters to minimize
spurious reflections when multi-dimensional vortical structures are leaving the domain,5,7–11,24 and there
has yet to be a consensus on a generic choice.
The remaining waves are computed according to Eq. (23). The spatial derivatives are evaluated from
known interior points with a second-order one-sided finite difference scheme. If one defines first a generic
variable Υ that may be either ρ, u, v or p, the spatial derivative of Υ is expressed as follows for a boundary
located at
• i = 1:
∂Υ
∂x
=
−3Υi + 4Υi+1 − 1Υi+2
2∆x
, (39)
• i = Lx:
∂Υ
∂x
=
Υi−2 − 4Υi−1 + 3Υi
2∆x
. (40)
Again, note that here the index j has been omitted for clarity as the derivatives are computed for all j.
Similarly, the spatial derivatives that appear in the transverse terms described in Eq. (36) and (37) are
evaluated with a second-order central finite-difference scheme:
∂Υ
∂y
=
Υi,j+1 −Υi,j−1
2∆y
, (41)
where here i is either 1 or Lx depending on the location of the boundary. Note that for the very first or
last ghost cells in the y direction, and if no periodicity conditions are involved, Eq. (41) degenerates to a
one-sided scheme similar to Eq. (39) or Eq. (40).
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IV.A.2. Subsonic non-reflecting inflow
For a subsonic non-reflecting inflow, three waves are entering the domain while only one is leaving. The
amplitude variations with transverse terms are imposed in a soft way as follows:8
Lφ = ηφ
ρc2
(
1−M2)
lx
(u− ut)− Tφ (42)
L2 = η2 ρcR
lx
(T − Tt)− T2 (43)
L3 = η3 c
lx
(v − vt)− T3 (44)
where η are parameters controlling the damping of the amplitude of waves imposed to the domain, while the
index t refers to target values of the primitive variables. Again, φ = 1 or φ = 4 if the boundary is located at
i = Lx or i = 1, respectively, and the corresponding transverse terms Tφ are defined at Eqs. (36) and (37).
The remaining transverse terms are given by
T2 = v
(
c2
∂ρ
∂y
− ∂p
∂y
)
+ c2ρ
∂v
∂y
− γp∂v
∂y
(45)
T3 = v ∂v
∂y
+
1
ρ
∂p
∂y
(46)
IV.A.3. Adiabatic/isothermal viscous/slip walls
In the case of viscous or slip walls, the velocity normal to a boundary is zero. Thus, waves L2 and L3 vanish.
Moreover, as the time derivative of the velocity in Eq. (24) also vanishes, it implies that L1 = L4. To be
consistent with the inflow/outflow conditions, φ = 1 or φ = 4 if the boundary is located at i = Lx or i = 1,
respectively. Thus, after defining φ∗ = 5 − φ, the wave Lφ∗ impacting the wall in the normal direction is
computed numerically from interior points, and Lφ is set to Lφ∗ .
In the present paper, viscous and slip walls are treated in the same manner during the computation of
the waves L. Once the convective fluxes have been computed through the Godunov procedure, GC-NSCBC
values are no longer needed, and velocity and temperature values are enforced in ghost cells during the
computation of the viscous fluxes. Recall that for a viscous wall, both u and v are set to zero, while for a slip
wall only the velocity in the normal direction vanishes. Note that a different formulation of the waves has
been proposed9 to take into account viscous terms at this stage. This approach has not been tested in the
present work but its implementation is straightforward in the context of GC-NSCBC. Beside the treatment
of velocities at walls, the procedure is rather similar for the diffusive heat fluxes. If adiabatic walls are
considered, the temperature in the ghost cells is computed from the last interior node with a zeroth-order
extrapolation technique so a to reproduce a zero heat flux. For isothermal walls, the desired temperature is
11 of 24
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imposed straight inside the ghost cells.
IV.B. Characteristic formulation in two dimensions for corners
In a 2D Cartesian square domain, corners require a particular treatment because characteristic waves in
both the x− and y−directions are coupled. Depending on the physical boundary conditions, a linear system
in the unknown waves has to be solved. Moreover, when the corner shares boundaries of different type, an
additional compatibility condition must be introduced to ensure numerical stability. These issues have been
investigated in details by Lodato et al.10 for 2D and 3D configurations. The present paper aims to revisit
the corner treatment proposed in this latter reference, but in the context of the ghost cells implementation.
At a corner, Eq. (17) is reformulated in terms of characteristic waves traveling along the axis x and y
through the diagonalization of the vector F˜ and G˜ as follows:
∂Q
∂t
+ S(x)ΛS
−1
(x)
∂Q
∂x
+ S(y)MS
−1
(y)
∂Q
∂y
= SQ, (47)
where Λ = λI4 and M = ξI4 are diagonal matrix containing the eigenvalues of F˜ and G˜, respectively, with
λ1 = u− c, λ2,3 = u, λ4 = u+ c, (48)
ξ1 = v − c, ξ2,3 = v, ξ4 = v + c. (49)
Here, the eigenvector matrix S(y) and its inverse S
−1
(y) are defined as
S(y) =

1
2c2 0
1
c2
1
2c2
0 1 0 0
− 12ρc 0 0 12ρc
1
2 0 0
1
2

, S−1(y) =

0 0 −ρc 1
0 1 0 0
c2 0 0 −1
0 0 ρc 1

. (50)
The wave amplitude time variations are defined as
L = ΛS−1(x)
∂Q
∂x
, (51)
M = MS−1(y)
∂Q
∂y
, (52)
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where L is expressed by Eq. (23) and M is
M =

ξ1
(
∂p
∂y − ρc∂v∂y
)
ξ2
∂u
∂y
ξ3
(
c2 ∂ρ∂y − ∂p∂y
)
ξ4
(
∂p
∂y + ρc
∂v
∂y
)

. (53)
Finally, in a similar way that in Sec. IV.A, the spatial derivatives of the primitive variables at the corner
point are defined as
∂Q
∂x
=S(x)Λ
−1L, (54)
∂Q
∂y
=S(y)M
−1M. (55)
The procedure to compute ghost cells is depicted in Figure 2 and consists of 2 steps:
1. Once the wave amplitude time variations L and M are computed, the spatial derivatives expressed at
Eqs. (54)-(55) are employed together with Eqs. (27)-(34) to fill the ghost cells in the x− and y−axis
of Qi,j , where i can be either 1 or Lx, and j either 1 or Ly.
2. The remaining ghost cells for each boundary edge are treated as in Sec. IV.A.
Figure 2. Schematic representation of the treatment procedure for computation of ghost cells around corners.
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IV.B.1. Outflow/outflow corner
The system of unknown waves are solutions of the system:10

Lφ + 1− β
2
Mψ = σ
c
(
1−M2)
Lx
(p− pt)− (1− β)
(Mψ∗
2
+ ζ (φ) ρcM2
)
1− β
2
Lφ +Mψ = σ
c
(
1−M2)
Ly
(p− pt)− (1− β)
(Lφ∗
2
+ ζ (ψ) ρcL3
) (56)
Here the wave amplitude time variations L and M are identified by indexes φ and ψ, depending on their
location in the computational domain. Table 1 summarizes all possible configurations. Similarly as in
Sec. IV.A.3, φ∗ = 5− φ and ψ∗ = 5− ψ. The term ζ is a switch defined as
ζ (φ) =
φ− 1
2
=
 −1 if φ = 1+1 if φ = 4 (57)
As recalled by Lodato et al.,10 the system (56) always admits a solution for 0 6 β 6 1.
φ ψ φ ψ
j
i 1 Lx
1 4 4 1 4
Ly 4 1 1 1
Table 1. Indices φ and ψ identifying waves L and M depending on the edge location.
IV.B.2. Inflow/outflow corner
The treatment of a corner sharing inflow and outflow boundary edges is more problematic. In principle, all
the waves for both boundary edges could be imposed, but it would lead to numerical instability. In practice,
a so-called compatibility condition is set to relax the boundary conditions.5 In the present case, the incoming
wave amplitude relative to the outflow boundary condition is set to zero so that the pressure is then free to
adapt to the local flow field.10
As an example, let us define the inflow and outflow boundary conditions normal to the x− and y−direction,
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respectively. The unknown waves are then expressed as
Mψ = 0 (compatibility condition) (58)
Lφ = ηφ
ρc2
(
1−M2)
lx
(u− ut)− Mψ
∗
2
− ζ (φ) ρcM2 (59)
L2 = η2 ρcR
lx
(T − Tt)−M3 (60)
L3 = η3 c
lx
(v − vt) + ζ (ψ)
2ρc
Mψ∗ (61)
Again, the indices φ and ψ and the value of ζ are obtained from Table. 1 and Eq. (57).
IV.B.3. Wall/outflow corner
In this case, the wall boundary edge is treated without any other assumption as in Sec. IV.A.3, and the known
acoustic wave is introduced as a transverse term in the computation of the outgoing wave relative to the
outflow direction. If one sets the outflow and wall boundary conditions normal to the x− and y−direction,
the system of unknown waves is then
Mψ =Mψ∗ (62)
Lφ = K (p− pt)− (1− β)Mφ∗ (63)
with K defined at Eq. (38).
IV.B.4. Wall/inflow edges
Let us consider the configuration where the inflow is on the x−direction and a wall is normal to the
y−direction. Following the discussion presented at Sec. IV.B.2 and IV.B.3, the system of unknown waves is
then expressed as
Mψ =Mψ∗ (64)
Lφ = ηφ
ρc2
(
1−M2)
lx
(u− ut)− Mψ
∗
2
(65)
L2 = η2 ρcR
lx
(T − Tt) (66)
L3 = 0 (compatibility condition) (67)
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V. Results
In this section the solutions using the GC-NSCBC method are contrasted with solutions computed using
the extrapolation technique or with reference simulations available in the literature.
V.A. One-dimensional channel with varying inflow
The first test case is a one-dimensional channel containing an unperturbed mean flow, but then subjected
to a sudden increase in the inflow velocity at the left edge. The right edge has an outflow boundary; the
bottom and top boundaries are periodic.
The length of the channel is lx = 1 m, and the domain is discretized with 256 × 32 points. For each
boundary, the computational domain is extended by 4 ghost cells as explained in Sec. III. The initial flow
velocity is u0 = 20 m/s, while the density is 1.1 kg/m
3 and the static pressure pref = 101325 Pa. Moreover,
γ = 1.1. For simplicity, the flow is considered inviscid, i.e. µ = 0 and λ = 0. At the inflow boundary, the
target inlet velocity is set to ut = 2u0 = 40 m/s.
For the GC-NSCBC method, the target values for the inflow and outflow conditions are the same as the
initial condition, except for the target velocity, which is set to ut. All the η parameters are set to a value of
2, while σ = 0.25. No transverse terms are considered here.
For the extrapolation method, the points in the center of the ghost cells are filled with the values of
the last point inside the physical domain. For example, if one considers a generic variable Υ at the outflow
boundary, ΥLx+1,...,4 = ΥLx. For the inlet boundary, the value of ut is imposed straight inside the ghost
cells for the velocity variable.
The results are depicted in Figure 3. Figures 3.(a)-(b) show the velocity at two different times; Fig-
ures 3.(c) and (d) show the density and pressure, respectively, at the latter time when the solution has
reached as steady state. In Figure 3.(a), it can be seen that at an early stage of the simulation the velocity
very quickly reaches a steady state when the extrapolation technique is employed, whereas the solution with
the GC-NSCBC method adjusts more smoothly. However, as shown in Figures 3.(a)-(d), the steady state
reached by the flow is wrong when the extrapolation technique is used. This behavior is symptomatic of a
ill-posed problem at the boundary condition. It is clear that not only does the velocity not reach the target
velocity imposed, but the density and pressure also reach unphysical values. However, with the GC-NSCBC
method, all variables reach the expected target values provided at the inflow boundary, and the density and
pressure are not affected by the velocity change.
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Figure 3. State variables at times 0.002 s and 0.01 s, computed with ghost cells filled with a zeroth-order extrapolation
technique ( ) and the GC-NSCBC method ( ).
V.B. Two-dimensional convected vortex leaving a domain
The following test case consists of the convection of a 2D vortex out of a computational domain. This
test case has been used frequently in the literature to assess the performance of different formulations of
characteristic boundary conditions.5,9–11 The physical set-up is chosen to replicate Case C in Granet et al.11
The configuration is a single vortex superimposed on a uniform flow field along the x-direction. The
stream function Ψ of the initial vortex is given by
Ψ = Γ exp
(−r2
2R2v
)
+ u0, (68)
where r =
√
(x− xv)2 + (y − yv)2 is the radial distance from the center of the vortex located at [xv, yv],
while Γ and Rv are the vortex strength and radius, respectively. The velocity field is then defined as
u =
∂Ψ
∂x
, v =
∂Ψ
∂y
. (69)
The initial pressure field is expressed as
p (r) = pref exp
(
−γ
2
(
Γ
cRv
)2
exp
(
− r
2
R2v
))
, (70)
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and the corresponding density field is given by
ρ (r) =
p (r)
RTref , (71)
where Tref is assumed constant.
The computational domain is a square of dimension L = 0.013 m and is discretized with 128 × 128
points. The reference temperature Tref and pressure pref are set to 300 K and 101325 Pa, respectively. The
vortex is located at [xv, yv] = [0, 0], and its parameters are set to Γ = 0.11 m
2/s and Rv = 0.1L. The
initial flow velocity is u0 = 100 m/s. When the GC-NSCBC method is used, the η parameters for the inflow
condition are all set to 1, whereas the σ parameter for the outflow is set to 0.25. For both conditions, the
transverse terms are taken into account via the parameter β, which is computed as the average of the Mach
number over the boundary considered. Among all of possible definitions of β, it has been demonstrated that
this latter choice ensures minimum spurious reflections at boundaries for this particular test case.11 In this
latter reference, Nitrogen is employed in the simulation. In order to replicate the results, the viscosity is
accordingly chosen to be µ = 2.86× 10−5 kg/(m.s).
Results are depicted in figure 4. The top and bottom rows present the stream-wise velocity contours as
well as the normalized pressure field taken at 4 different times, and computed either with the GC-NSCBC
method or the zeroth-order extrapolation technique, respectively. The normalized pressure field is defined
using the initial pressure at the vortex center and is given by
p∗ = −p2R
2
v
ρΓ2
, (72)
whereas the dimensionless time is defined as t∗ = t/τ with τ = L/2u0.
Results computed with the GC-NSCBC method are very close to the results published in Granet et al.,11
which are based on a cell-vertex finite volume numerical method that does not require any ghost cells. The
vortex begins to interact with the outflow boundary condition at about t∗ = 0.5 and leaves the domain at
t∗ = 1.5. It is clear that the shape of the vortex is preserved and almost no spurious reflections are sent
back into the computational domain. However, when the extrapolation technique is employed to fill the
ghost cells, the vortex appears to be sucked through the boundary (see figure 4 at time t∗ = 0.45) and then
distorted. Strong pressure fluctuations are then generated at the boundary and remain in the computational
domain as the vortex leaves.
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GC-NSCBC
Extrapolation technique
Figure 4. Stream-wise velocity contours and normalized pressure field p∗, at time t∗ = 0, 0.45, 1.12, 1.43 from left to right.
V.C. Two-dimensional circular pressure wave leaving a square domain
This test case consists of a circular pressure wave generated in the center of a square domain of length
Lx = Ly = L, and propagating at the sound speed in all directions. All boundaries are set to outflow
conditions. This configuration is numerically difficult due to the geometrical mismatch between the circular
flow structure and the rectilinear boundary.
The pressure field is initialized as follow:
p (r) = pref
[
1 + δ exp
(
− r
2
2R2
)]
, (73)
where δ is the amplitude of the pressure pulse, r =
√
x2 + y2 the distance from the center of the com-
putational domain, and R is a characteristic length of the pressure pulse. In the present configuration,
δ = 0.001 and R = 0.05L with L = 0.0013 m. The domain is discretized with 128 × 128 points. The
background pressure is set to pref = 101300 Pa. The relative density field is computed from the state equa-
tion ρ (r) = p (r) / (RTref) with Tref = 300 K is the uniform temperature. Finally, the viscosity is set to
µ = 0.001 kg/(m.s).
When the GC-NSCBC method is employed, the numerical parameters are set to σ = 0.25 and β = 0.5.
This latter value of β has been reported to give best results for this particular test case.10 The zeroth-order
extrapolation is also tested to provide comparison.
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Figures 5.(a) and 5.(b) show the pressure field when the acoustic wave has left the domain, computed
with the zeroth-order extrapolation and the GC-NSCBC methods, respectively. When the extrapolation
method is employed, spurious inward waves are gradually generated as the physical acoustic wave leaves the
domain. As depicted in Figure 5.(a), the combination of physical and spurious acoustic waves leads to a
distorted pressure field that features a square shape. As shown in Figure 5.(b), the GC-NSCBC method
is able to preserve the circular shape of the acoustic wave. Moreover, no numerical instability appears at
corners and the wave leaves the domain smoothly.
(a) Zeroth-order extrapolation (b) GC-NSCBC
Figure 5. Circular pressure wave leaving a square domain: pressure contours superimposed on top of pressure map.
V.D. Two-dimensional backward-facing step
The behavior of the GC-NSCBC method in the context of a complex configuration is now investigated by
simulating the classical backward-facing step test case. The set-up of the configuration is identical to the
benchmark simulation provided by Gartling.25 It consists of a rectangular domain of length L = 15H, where
H is the height of the domain. An expansion ratio 1/h is defined and set to a value of 2. On the left boundary,
an inflow velocity is imposed for h 6 y 6 1 and follows the target parabolic profile ut (y) = 24y (0.5− y).
For 0 6 y < h as well as for the top and bottom boundaries, a no-slip wall condition is imposed. An outflow
condition is imposed at the right end of the domain.
The domain is discretized with a grid of 960 × 64 points. For the inlet condition, all the η parameters
are set to a value of 2. For the outflow, σ = 0.25. For both inflow and outflow, the β parameter is set to the
edge-averaged value of the Mach number. The initial solution is a flow at rest with no velocity. The initial
density and pressure are set to ρ0 = 1.17 kg/m
3 and p0 = 101325 Pa, respectively. Moreover, γ = 1.4. Note
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that in addition to the velocity profile at the inflow, the target inlet temperature is set to Tt = p0/Rρ0. The
target outflow pressure is set to pt = p0 as well. As reported in the reference test case, the Reynolds number
is Re = 800.
After starting the simulation, the flow enters the domain and reaches a steady state. Note that the Mach
number is small (max (M) = 0.004) and due to the CFL restriction, reaching convergence is a fairly long
process. The streamlines of the flow are depicted in Figure 7. Note that the right part of the domain has
been omitted for clarity. The flow features two recirculation zones, on the lower and upper walls, similar to
the reference solution provided by Gartling.25 Figure 7 presents quantitative comparisons of the u−velocity
field taken along the y−axis at x = 7 m. Results computed with the present algorithm (solid line) are very
similar to the reference solution (black circles). Moreover, no numerical instabilities have been noticed in the
flow and near corners of the domain. This present test case demonstrates that the GC-NSCBC method is
able to handle complex flows at boundaries, while a variety of boundary conditions are imposed and coupled
at the corners of the domain.
Figure 6. Streamlines of the flow between x = 0 and x = 10 m.
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Figure 7. Profile of u−velocity along y−axis, taken at x = 7 m. Solid line ( ): present algorithm with GC-NSCBC
method. Black circles ( • ): reference solution.25
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VI. Conclusions
A new technique based on the NSCBC approach has been presented to derive values for ghost cells
that significantly improves the treatment of boundaries over simple extrapolation but retains the ghost cells
approach. Comparisons with simulations using extrapolated boundary conditions demonstrate the efficacy
of the new approach. The modification of the inlet velocity in a one-dimensional channel demonstrates that
with the GC-NSCBC treatment the flow is able to adapt to a sudden change in velocity imposed at an inflow
boundary. When the zeroth-order extrapolation technique is employed to fill ghost cells values, the interior
flow reaches an unphysical steady state. In a 2D simulation of a convected vortex leaving a square domain,
GC-NSCBC treatment of the outflow boundary preserves the shape of the vortex as it leaves the domain, and
no spurious reflections are sent back. With the extrapolation technique, the vortex is significantly distorted
as it attempts to leave the domain, and an unphysical pressure field is created inside the domain. The
coupling of boundary conditions at the corners of the domain is also treated by the GC-NSCBC method. A
simulation of a circular pressure wave leaving a square domain demonstrates the ability of the GC-NSCBC
method to preserve the ciruclar shape of the wave, while the zeroth-order extrapolation deteriorates the wave
that adopt a square shape. Moreover, the simulation of the flow over a backward-facing step is performed
to demonstrate the ability of the GC-NSCBC method to impose flow profiles, and to deal with different
boundary conditions coupled at corners. Results are successfully compared to a reference solution published
in the literature. Overall, the new GC-NSCBC method proposed in the present paper allows the imposition
and control of complex boundary conditions with the simplicity of setting values in ghost cells as opposed to
requiring specialized discretizations at boundaries. While a particular Godunov procedure has been employed
in the present study, it is emphasized that the GC-NSCBC is applicable to a variety of integration strategies
and for an arbitrary number of ghost cells. In addition, the method has been presented in two dimensions
for conciseness, but extension to three dimensions is straightforward.
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