The probability that a transient Markov chain, or a Brownian path, will ever visit a given set Λ, is classically estimated using the capacity of Λ with respect to the Green kernel G(x, y).
Introduction
The rest of this paper is organized as follows. Section 2 states and proves the connection between the probability of a Markov chain hitting a set and the Martin capacity of the set. Section 3 gives several examples, including a relation between simple random walk in three dimensions and the time-space chain arising from simple random walk in the plane. The ratio of 2 between the two sides in the estimate (1) may remind the reader of a theorem of Lyons (1992) that gives a precise relation between capacity and independent percolation on trees.
In SectionT 4 we show how recognizing a "hidden" Markov chain in the percolation setting leads to a very short proof of this theorem. In Section 5 we give the proof of Proposition 1.1 concerning Brownian motion. Section 6 discusses motivations and extensions.
Main result
First we recall some potential theory notions. where the infimum is over probability measures µ on (Λ, B) and by convention, ∞ −1 = 0.
If Λ is contained in Euclidean space, we always take B to be the Borel σ-field; if Λ is countable, we take B to be the σ-field of all subsets. When Λ is countable we also define the asymptotic capacity of Λ in the kernel F :
Let {p(x, y) : x, y ∈ Y } be transition probabilities on the countable set Y , i.e. y p(x, y) = 1
for every x ∈ Y . Let ρ ∈ Y be a distinguished starting state and let {X n : n ≥ 0} be a Markov chain with P[X n+1 = y | X n = x] = p(x, y).
Define the Green function
where p (n) (x, y) are the n-step transition probabilities and P x is the law of the chain {X n : n ≥ 0} when X 0 = x. We want to estimate the probability that a sample path {X n } visits a set Λ ⊆ Y . We assume that the Markov chain {X n } is transient; in fact, it suffices to assume that G(x, y) < ∞ for all x, y ∈ Λ. 
and 1 2 Cap
where K is the Martin kernel
defined using the initial state ρ.
Remarks:
1. The Martin kernel K(x, y) can obviously be replaced by the symmetric kernel 1 2 (K(x, y) + K(y, x)) without affecting the energy of measures or the capacity of sets.
2. If the Markov chain starts according to an initial measure π on the state space, rather than from a fixed initial state, the theorem may be applied by adding an abstract initial state ρ with transition probabilities p(ρ, y) = π(y) for y ∈ Y .
Proof: (i) The right hand inequality in (3) follows from an entrance time decomposition.
Let τ be the first hitting time of Λ and let ν be the (possibly defective) hitting measure
Now for all y ∈ Λ :
Thus K(x, y) dν(x) = 1 for every y ∈ Λ. Consequently
. By (6), this proves half of (3).
To establish the left hand inequality in (3) we use the second moment method. Given a probability measure µ on Λ, consider the random variable
By Tonelli and the definition of G,
Now we bound the second moment:
For each m we have
Summing this over all m ≥ 0 yields G(ρ, x)G(x, y), and therefore
By Cauchy-Schwarz and (7),
.
Since the left hand side does not depend on µ, we conclude that
as claimed.
To infer (4) from (3) observe that since {X n } is a transient chain, almost surely every state is visited only finitely often and therefore
Applying (3) and the definition (2) of asymptotic capacity yields (4). 2
Corollaries and examples
This section is devoted to deriving some consequences of Theorem 2.2. The first involves a widely applicable equivalence relation between distributions of random sets.
Definition: Say that two random subsets W 1 and W 2 of a countable space are intersection-equivalent (or more precisely, that their laws are intersection-equivalent) if there exist positive finite constants C 1 and C 2 , such that for every subset A of the space,
It is easy to see that if W 1 and W 2 are intersection-equivalent then 
for all x ∈ Y (m) and y ∈ Y (m + n). Then
Sketch of proof: Clearly ∞ n=1 b −n Cap G (Λ∩Y (n)) = ∞ if and only if n Cap K (Λ∩Y (n)) = ∞. The equivalence (9) then follows from a version of the Borel-Cantelli lemma proved in Lamperti's paper (a better proof is in Kochen and Stone (1964) ).
Lamperti's Wiener test is useful in many cases; however the condition (8) excludes some natural transient chains such as simple random walk on a binary tree. Next, we deduce from Theorem 2.2 a criterion for a recurrent Markov chain to visit its initial state infinitely often within a prescribed time set. 
Then for any set of times A ⊆ Z + :
and
Proof: Consider the space-time chain {(X n , n) : n ≥ 0} on the state space Y × Z + . This chain is obviously transient; let G denote its Green function. Since G((ρ, m), (ρ, n)) =G(m, n) for m ≤ n, applying Theorem 2.2 with Λ = {ρ} × A shows that (10) and (11) 
provided that the summands S n − S n−1 are aperiodic. Therefore
with
By the Hewitt-Savage zero-one law, the event in (12) must have probability zero or one. Consider the special case in which A consists of separated blocks of integers:
A standard calculation (e.g., with the Wiener test applied to the time-space chain) shows that in this case S n = 0 for infinitely many n ∈ A with probability one, if and only if n L 1/2 n 2 −n/2 = ∞. On the other hand, the expected number of returns n∈A P[S n = 0] is infinite if and only if n L n 2 −n/2 = ∞. Thus an infinite expected number of returns in a time set does not suffice for almost sure return in the time set. When the walk is periodic, i.e.
the same criterion holds as long as A is contained in rZ + .
In some cases, the criterion of Corollary 3.3 can be turned around and used to estimate asymptotic capacity. For instance, if {S ′ n } is an independent random walk with the same distribution as {S n } and A is the random set A = {n : S ′ n = 0}, then the positivity of Cap 
For instance, if A consists of disjoint blocks
The expected number of returns to zero is infinite if and only if 2 −n L n = ∞.
Comparing the kernel F with the Martin kernel for simple random walk on Z 3 leads to the next corollary. 
where
Note that both sides of (15) 
n (cf. Spitzer (1964) ). The Wiener test implies the equality (15) but not the estimate (14) . Erdös (1961) and McKean (1961) showed that for A = {primes} , the lefthand side of (15) is 1. The corresponding result for the right-hand side is in Kochen and Stone (1964) . To see why Corollary 3.4 is surprising, observe that the space-time chain {(S (2) n , n)} travels to infinity faster than S (3) n , yet by Corollary 3.4, the same subsets of lattice points on the positive z-axis are hit infinitely often by the two processes. n : a n ∈ D for all n , and N ≥ 0}.
It may be shown that Cap 
Corollary 8.4 in Barlow and Taylor (1992) shows that this definition is equivalent to the definition of discrete Hausdorff dimension in that paper.
When applying Theorem 2.2, it is often useful to know whether for the Markov chain under consideration, the probability of visiting a set infinitely often must be either 0 or 1. As remarked before, random walks on Z d (or any abelian group) have this property by the Hewitt-Savage zero-one law. Easy examples show that this fails for random walk on a free group. More generally, the following "folklore" criterion holds. Notation: Let T be a finite, rooted tree. Vertices of degree one in T (apart from the root ρ)
are called leaves, and the set of leaves is the boundary ∂T of T . The set of edges on the path connecting the root to a leaf x is denoted Path(x).
Independent percolation on T is defined as follows. To each edge e of T , a parameter p e in [0, 1] is attached, and e is removed with probability 1 − p e , retained with probability p e , with mutual independence among edges. Say that a leaf x survives the percolation if all of Path(x) is retained, and say that the tree boundary ∂T survives if some leaf of T survives. Proof: Embed T in the lower half-plane, with the root at the origin. The random set of r ≥ 0 leaves that survive the percolation may be enumerated from left to right as V 1 , V 2 , . . . , V r . The key observation is that The random sequence ρ, V 1 , V 2 , . . . , V r , ∆, ∆, . . . is a Markov chain on the state space ∂T {ρ, ∆} (where ρ is the root and ∆ is a formal absorbing cemetery).
Indeed, given that V k = x, all the edges on Path(x) are retained, so that survival of leafs to the right of x is determined by the edges strictly to the right of Path(x), and is thus conditionally independent of V 1 , . . . , V k−1 . This verifies the Markov property, so Theorem 2.2 may be applied.
The transition probabilities for the Markov chain above are complicated, but it is easy to write down the Green kernel. Clearly, G(ρ, y) = P[y survives the percolation] = e∈Path(y) p e .
Also, if x is to the left of y, then G(x, y) is equal to the probability that the range of the Markov chain contains y given that it contains x, which is just the probability of y surviving given that Thus K(x, y) + K(y, x) = F (x, y) for all x, y ∈ ∂T , and Lyons' Theorem follows from Theorem 2.
2
Remark: The same method of recognizing a "hidden" Markov chain may be used to prove more general results on random labeling of trees due to Evans (1992) and Lyons (1992).
Martin capacity and Brownian motion
Proof of Proposition 1.1: To bound from above the probability of ever hitting Λ, consider the stopping time τ = min{t > 0 :
Now recall the standard formula, valid when 0 < ǫ < ||y|| :
By a first entrance decomposition, the probability in (18) is at least
Dividing by ǫ d−2 throughout and letting ǫ → 0, we obtain
which by (17) yields the upper bound on the probability of hitting Λ.
To obtain a lower bound for this probability, a second moment estimate is used. It is easily seen that the Martin capacity of Λ is the supremum of the capacities of its compact subsets, so we may assume that Λ itself is compact. For ǫ > 0 and y ∈ IR d let D(y, ǫ) denote the Euclidean ball of radius ǫ about y and let h ǫ (||y||) denote the probability that a standard Brownian path will hit this ball:
Given a probability measure µ on Λ, and ǫ > 0, consider the random variable
Clearly EZ ǫ = 1. We compute the second moment of Z ǫ in order to apply Cauchy-Schwarz as in the proof of Theorem 2.2.
By symmetry,
The last integrand is bounded by 1 if ||y|| ≤ ǫ. On the other hand, if ||y|| > ǫ and ||y − x|| ≤ 2ǫ
, so that the integrand on the right-hand side of (20) is at most 2 d−2 K(x, y) . Thus
Since the kernel is infinite on the diagonal, any measure with finite energy must have no atoms.
Restricting attention to such measures µ, we see that the first two summands in (21) drop out as ǫ → 0 (by dominated convergence) . This leaves
Clearly the hitting probability P[∃t > 0, y ∈ Λ :
Transience of Brownian motion implies that if the Brownian path visits every ǫ-neighborhood of the compact set Λ then it almost surely intersects Λ itself. Therefore, by (22):
Since this is true for all probability measures µ on Λ, we get the desired conclusion:
2
Remark: The right-hand inequality in (1) is sometimes an equality-a sphere centered at the origin has hitting probability and Martin capacity both equal to 1. To see that the constant 1/2 in (23) cannot be increased, consider the spherical shell
We claim that lim R→∞ Cap K (Λ R ) = 2. Indeed by Proposition 1.1, the Martin capacity of any compact set is at most 2, while lower bounds tending to 2 for the capacity of Λ R are established by computing the energy of the probability measure supported on Λ R , with density a constant multiple of ||x|| 1−d there.
Next, we pass from the local to the global behavior of Brownian paths. Barlow and Taylor (1992) noted that for d ≥ 2 the set of nearest-neighbour lattice points to a Brownian path in IR d is a subset of Z d with dimension 2, using their definition of dimension which is equivalent to (16) . This is a property of the path near infinity; another such property is given by
and let Λ 1 be the cubical fattening of Λ defined by
Then a necessary and sufficient condition for the almost sure existence of times t j ↑ ∞ at which
The proof is very similar to the proof of Theorem 2.2 and is omitted.
6 Concluding remarks
1. With the exception of Section 5, this paper is concerned with discrete Markov chains. Of course the proof of Proposition 1.1 given in that section extends without difficulty to some other Markov processes in continuous time, but a classification of the processes for which this extension is possible is beyond the scope of this paper. Nevertheless, we do mention explicitly the range of a stable subordinator of index 1/2, since this range can be viewed as the zero set of a one-dimensional Brownian motion, and is therefore of wider interest.
Corollary 6.1 Let {B(t)} denote standard one-dimensional Brownian motion, and let A be any closed set in (0, ∞). Then
Sketch of proof:
Use the obvious estimate P(|B(t)| < ǫ) ∼ 2ǫ/ √ 2πt as ǫ ↓ 0 , and mimic the proof of Proposition 1.1.
2.
A probabilist might wonder what is gained by capacity estimates such as Proposition 1.1 and Theorem 2.2, since the quantity of interest, the hitting probability, is estimated by a quantity which appears more complicated. Indeed only in special situations can the capacity of a set be calculated exactly. Capacity estimates are useful because of their robustness (see corollaries 2.3 and 2.6, as well as the proof of the stability of the Nash-Williams recurrence criterion in Lyons (1992)) and the ease with which they yield lower bounds for hitting probabilities. Finally, in the continuous setting, such estimates allow one to exploit the information amassed on capacity by analysts studying singularities of solutions to PDE's.
3. The restriction to dimension d ≥ 3 in Proposition 1.1 is natural since planar Brownian motion will hit any measurable set with probability 0 or 1. However, by killing the motion at a finite time one may obtain a planar version of the proposition. is used to compare the probability of Brownian motion hitting a set, to the probability of hitting its projection on a hyperplane. However, the denominator plays a different role there, as the Brownian motion is not started at 0, and is stopped when it leaves the upper half-space.
5. The methods of this paper do not seem to yield upper estimates for the probability that a set will be hit by the intersection of the ranges of two Markov chains. Such estimates were obtained, in a very general setting, in a remarkable paper by Fitzsimmons and Salisbury (1989) .
However, the estimates in that paper required that the initial distribution for each chain be an equilibrium measure, so that for fixed initial states only qualitative (though important)
information was obtained. After we showed Tom Salisbury the statement of Proposition 1.1, he observed that the methods of his paper with P. Fitzsimmons may be used to estimate the hitting probability of a set by the intersection of two chains (with no restrictions imposed on the initial distributions), in terms of the product of the corresponding Martin kernels. See Salisbury (1994) for a very readable exposition.
