Aspect-based sentiment analysis (ABSA) is a finegrained task. Recurrent Neural Network (RNN) model armed with attention mechanism seems a natural fit for this task, and achieves the stateof-the-art performance recently. However, previous attention mechanisms proposed for ABSA may attend irrelevant words and thus ruin the performance, especially when dealing with long and complex sentences with multiple aspects. In this paper, we propose a novel architecture named Hierarchical Gate Memory Network (HGMN) for ABSA: firstly, we employ the proposed hierarchical gate mechanism to learn to select the related part about the given aspect, which can keep the original sequence structure of sentence at the same time. After that, we apply Convolutional Neural Network (CNN) on the final aspect-specific memory. We conduct extensive experiments on the SemEval 2014 and Twitter dataset, and results demonstrate that our model outperforms attention based stateof-the-art baselines.
Introduction
Aspect-based sentiment analysis (ABSA) is an important subtask in sentiment classification, and has attracted much attention in recent years [Pontiki et al., 2014; Liu, 2012] . The main task is to identify the sentiment polarity (i.e., positive, neutral, or negative) expressed towards the given aspect. Given that the polarities could be same or opposite when different aspects are considered, in order to predict sentiment polarity correctly, an essential step is to select aspect-specific effective text spans 1 . Considering have achieved great success in many areas, Recurrent Neural Networks (RNNs) armed with attention mechanism, proposed in machine translation [Bahdanau et al., 2014] , seem a natural solution for this problem, and actually achieve the state-of-the-art performance recently. For example, recent works Tang et al., 2016b; Chen et al., 2017; Liu and Zhang, 2017; Ma et al., 2017] apply attention mechanism to enforce the model to pay more attentions on the related part of the sentence about the given aspect, and finally get a weighted contextual representation for sentiment prediction. However, these attention-based methods have some drawbacks. Firstly, the attention mechanism can be viewed as the process of one-shot soft selection in general and thus may attend irrelevant words and introduce noise in predicting the sentiment polarity of the specific aspect especially when dealing with long and complex sentences with multiple aspects. Secondly, the aggregated contextual representation obtained by the attention mechanism is usually used as input of following fully connected layer. We conjecture that this simple fully connected layer may not have enough capacity to learn to distinguish complex linguistic structures such as negation sentence, comparative sentence and even the noise introduced by the attention mechanism effectively. Moreover, after such one-shot soft selection, the original sequence structure of sentence is destroyed and a lot of useful information such as word order is lost, which prevents the use of more effective text classifier. We show such drawbacks by several misclassified examples by ATAE-LSTM , let us consider the following sentences with attention scores shown in Figure 1 (The color depth represents the attention scores and the given aspects are in bold): In sen- tence (1), ATAE-LSTM attends the incorrect words "worst"; while in sentence (2), although ATAE-LSTM learns to attend the correct words "not" and "dissapointed", the prediction is still wrong mainly because the model can't learn a meaningful semantic combination of different parts mainly due to the mentioned simple fully connected layer.
In this paper, we propose a new architecture, named Hierarchical Gate Memory Network (HGMN), to solve the above issues based our observations. Firstly, we introduce a novel Hierarchical Gate Mechanism (HGM) to distill out aspect-specific effective text spans to construct an aspect-specific memory representation layer by layer. For example, in the sentence "Granted the space is smaller than most, it is the best service you will find in even the largest of restaurants.", the sentiment polarity about aspect space can be determined by "Granted the space is smaller than most," only. The goal of HGM is to distill out such aspect-specific effective text spans in sentence instead of only the aggregated contextual representation. During the process of selection, HGM also builds the contextualized memory with RNNs model on effective text spans per layer, and the process can be repeated by the hierarchical structure to generate a dynamically adjustable aspect-specific memory representation. As we mention earlier, the main advantage is that it can keep the sequence structure while selecting the aspect-specific effective text spans. After that, we apply Convolutional Neural Network (CNN) on the final aspect-specific memory for sentiment prediction.
Meanwhile, we also make some attempts to enhance the selective ability of HGM. Intuitively, the part-of-speech tag (POS tag) information could be helpful for this task, that is, words with different POS tag such as "food" and "the" should play different roles in determining the final sentiment polarity. Similarly, the relevant distance between the aspect and the context word may also have different roles. Therefore, we leverage the POS tag and position information to enhance the selective capacity.
Related Work
Aspect-based sentiment analysis (ABSA) can be considered as a fine-grained sentiment analysis task which aims at identifying the sentiment polarity of a sentence expressed towards a specific aspect [Pontiki et al., 2014] . The traditional methods for aspect-based sentiment analysis mostly rely on rich manual features and syntactic dependencies [Nasukawa and Yi, 2003; Pang et al., 2002; Turney, 2002] , which are labor intensive and can't model the relatedness between the aspect and context words. Jiang et. al [Jiang et al., 2011] first emphasize the importance of targets according to their manual evaluation results that 40% of sentiment classification errors are caused by not considering aspects. Since then, research on ABSA has focused on how to better take aspect information into account, some related works are described below.
Neural Network for Aspect-based Sentiment Analysis
Neural Networks have achieved competitive result on ABSA in recent years [Dong et al., 2014; Tang et al., 2016a; Xue and Li, 2018; . For example, Dong et al. [Dong et al., 2014] propose an Adaptive Recursive Neural Network (AdaRNN) to model the adaptive propagations of the sentiment words to specific aspect which totally rely on syntactic dependency tree. Tang et al. [Tang et al., 2016a] divide a sentence into two parts and use two LSTMs to model the relatedness of a target with its left context and right context respectively.
Attention and Memory Network for Aspect-based Sentiment Analysis
Attention mechanism has been successfully used in ABSA. Wang et al. first introduce attention mechanism to attend the important parts of a sentence about specific aspect and indeed achieve state-of-the-art performance at that time. To emphasize the importance of separate modeling of aspect, Ma et al. [Ma et al., 2017] design an interactive attention network (IAN) which use two attention networks to model the aspect and context interactively, they argue that the aspect and context can be modeled separately but learned from their interaction and their experimental results also prove this point. All these attention-based models have the same problem that they eventually generate a weighted contextual representation which may involve irrelevant noise and destroy the sequence structure of the sentence. Memory Network is first proposed for question answering and language modeling by Weston et al. [Weston et al., 2014] . Tang et al. [Tang et al., 2016b] first introduce deep memory network to ABSA task by applying multi-attentions on the memory consisted of stacked context word vectors. Based on Tang et al. [Tang et al., 2016b] 's work, Chen et al. [Chen et al., 2017] develop a tailor-made memory which is first produced by a bidirectional LSTM and then take the position information into consideration, after that they pay multiple attentions on the memory and combine the results of attentions by GRU to promote the power of handling complicated sentences. But their memory built for specific aspect simply use the shallow representation of the sentence and merely consider the position information without aspect information.
Proposed Model
Aspect-based sentiment analysis task can be formulated as follows: given a sentence S with n words {w 1 , w 2 , . . . , w n } and an aspect A with m words {w a 1 , w a 2 , . . . , w a m }, where the sentence contains the aspect, the task aims at predicting the sentiment polarity y ∈ {positive, neutral, negative} expressed on the aspect by the sentence. In this section, we detailedly describe our proposed model designed for this problem. The architecture of our model is shown in Figure 2 .
Input
In our model, the inputs have four kinds of representation: word embedding, POS tag embedding, position embedding and aspect encoding 2 .
Word embedding. For each word w i in the considered sentence, we create a word representation x i ∈ R dw . The considered sentence is denoted as X = {x 1 , x 2 , . . . , x n }, which is viewed as the initial memory block. In a similar way, for each word w a i in the considered aspect, we also create a word representation x a i ∈ R dw and the considered aspect is denoted as
2 One natural extension is taking the dependency parsing trees into consideration to model the relationship between the aspect and context words. Here for the simplicity of our model, we leave that for the future work. 
Bi-GRU

POS Tag embedding.
Here the main idea of POS tag embedding is to map each POS tag type into a real-valued vector. For each word w i in the considered sentence, we create a POS tag embedding t i ∈ R dt based on its POS tag. The POS tag embedding matrix of the considered sentence is denoted as T = {t 1 , t 2 , . . . , t n }. The POS tag embedding is fine-tuned during the training phase to learn a tailor-made representation. Position embedding. For each word w i in the considered sentence, we create a position embedding p i ∈ R dp based on the relevant distance v i between w i and aspect terms and the position embedding matrix of the considered sentence is denoted as P = {p 1 , p 2 , . . . , p n }. The position embedding is fine-tuned during the training phase to learn a tailor-made representation. Specifically, we calculate v i as follows 3 :
where l, r is the index of the first and the last aspect word respectively and abs (·) means absolute value function. Aspect Encoding. Here we employ a bidirectional GRU model to learn a meaningful aspect representation instead of simply using vanilla word embedding. For the considered aspect, we create the aspect representation v a ∈ R 2d h by averaging the hidden states of bidirectional GRU run on the aspect word embeddings
The index i may be bigger than the length n of the sentence due to sentence padding. denotes the dimension of the hidden state of the bidirectional GRU here.
Gate Layer
In order to select the aspect-specific effective text spans and keep the sequence structure of the sentence, we propose to design a gate layer instead of previous attention-based approaches.
The gate layer is composed of n gate units. The gate units take the word embeddings X = {x 1 , x 2 , . . . , x n }, aspect encoding v a , POS tag embedding T = {t 1 , t 2 , . . . , t n } and position embedding P = {p 1 , p 2 , . . . , p n } as inputs, then they output scalar gate values G = {g 1 , g 2 , . . . , g n } for every word in the sentence 4 . Here we combine the position and POS tag embedding to calculate gate value. After the gate layer, the new memory representation for w i is calculated as x new i = g i ⊗ x i , where the ⊗ operation means elementwise multiplication and G is computed as follows:
where v a is the aspect representation. The operation means:
, that is, the operator repeats v a for n times. σ denotes the logistic sigmoid function. tanh (·) means the hyperbolic tangent function. e N is a column vector with n 1s, and parameter matrix
Gate Layer with Context-Aware Memory
The gate layer takes the vanilla pre-trained word embedding as the initial memory representation, similar to the MemNet [Tang et al., 2016b] which utilizes the pre-trained word embeddings as memory block. In this way, although the word vector can reveal the words' similarity in the original embedding space, it can't obtain the context-aware representation, which is very important for text classification intuitively. It is straightforward to tackle the drawback with powerful deep recurrent models, in particular their gated versions, Long Short-Term Memory (LSTM) networks [Hochreiter and Schmidhuber, 1997] and Gated Recurrent Units (GRU) , as done in [Chen et al., 2017; . We employ bidirectional GRU to obtain the context-aware memory representation. We denote bidirectional GRU here as two GRUs: the forward one GRU f and the backward one GRU b . Take GRU f as an example, the backward one does the same thing, except that its input sequence is reversed, at time step t, the GRU f observes an tth element x t of X and the update process of its internal hidden state h t is as follows:
where
are weight parameters and σ denotes the logistic sigmoid function. The update gate r t controls the update extent of the output from a new hidden stateh t and the reset gate z t controls how much information from the previous hidden state is allowed to be kept.
The forward one GRU f outputs a hidden state list H f = {h 
Hierarchical Gate Memory Network
Considering the advantage that the gate layer can keep the sequence structure of sentence while selecting the effective text spans, it's natural to extend the single gate layer into hierarchical structure. Intuitively the selective ability of the gate layer can be enhanced through hierarchical structure, because such hierarchical structure can shorten the length of the effective text spans layer by layer, that is, the higher layer can benefit from the output of the lower layer given that the lower layer may have filtered out some unrelated parts and shortened the length of the effective text spans, which is helpful for handling the long and complex sentences. The structure of HGMN is shown in Figure 2 (bottom right). As we can see, the output of previous gate layer l
n } is used as the input to the next gate layer to do further selection and the gate layer l + 1 output
n } similarly. The internal structure of each gate layer here is described in Section 3.3, which is context-aware. Specifically, the first gate layer after input layer doesn't employ bidirectional GRU for memory building 5 .
CNN
CNN should be a suitable method for feature extractor, whose capability for extracting informative n-gram features as sentence representations has been verified in [Kim, 2014] . The final gate layer's output is fed into a CNN layer to extract the most informative n-gram features as sentence representation. Specifically, a filter w c ∈ R 2kd is applied to k concatenated consecutive hidden states h i:i+k−1 ∈ R 2kd to compute c i , one value in the feature map corresponding to the filters:
where f is the rectified linear unit function and b ∈ R is a bias term. A max-pooling operation is further applied over the feature map c = (c 1 , c 2 , . . . , c N −k+1 ), to capture the most important semantic featurec in each feature map: c = max{c} (9) andc is the feature generated by filter w c . We denote the extracted vector representation as v c ∈ R s , where s is the number of feature map.
Model Training
The final representation of the sentence about specific aspect, v is obtained as follows:
where parameter matrix W ∈ R r×(s+2d h ) , b ∈ R r , then it serves as the feature and is fed into a softmax layer to predict the aspect sentiment distributionỹ.
The model is trained by minimizing the cross entropy using back propagation algorithm, the loss function is defined as follows 6 :
where C is the sentiment label set, y ∈ R C is a one-hot vector where only the element for the true label is 1,ỹ ∈ R C is the predicted sentiment distribution. [Pennington et al., 2014] to initialize the word embeddings, the dimension is 300 and the vocabulary size is 2.2M
Experiments
Experimental Setup
7 . For out-of-vocabulary words, we randomly initialize their embeddings from the uniform distribution U (−0.01, 0.01). The convolutional kernel size k and the number of feature map s here we adopt is 3 and 50. The hidden state size, postion and POS tag embedding dimensions, i.e., d h , d p , d t are set to 50. To ease overfitting, we apply dropout on the input word embeddings of the bidirectional GRU and the final sentence representation v with dropout rate 0.5. All weight matrices are initialized with the uniform distribution U (−0.01, 0.01) and the biases are initialized as zeros. Adam [Kingma and Ba, 2014 ] is adopted as the optimizer here. The batch size is set to 25 and the learning rate is set to 0.001. Specifically, all hyperparameters are tuned on 20% randomly held-out training data and the hyper-parameter collection producing the highest accuracy score is used for testing.
Compared Methods
HGMN is compared with the following methods: et al., 2014] : It employs an Adaptive Recursive Neural Network (AdaRNN) to model the adaptive propagations of the sentiment words to specific target which rely on dependency tree;
• ATAE-LSTM : It uses attention mechanism to capture the key part of the sentence about a given aspect and incorporates the aspect embedding with each word embedding as input to make the better use of aspect information at the same time;
• IAN [Ma et al., 2017] : It utilizes two attention blocks to model the target and context interactively and uses one's representation to help better generate the representation of the other;
• [Chen et al., 2017] : It uses multiple attentions on a tailor-made memory which first produced by a bidirectional LSTM and then take the position information into consideration, different hops' attention results are nonlinearly combined by GRU; • GCNN [Xue and Li, 2018] : It is a model based on convolutional neural networks and gate mechanism, which proposes a Gated Tanh-ReLU Unit to select the sentiment features about specific aspect; et al., 2018] : It first applies a target specific transformation component to better integrate target information into the word representation and then uses CNN classifier for sentiment classification; • HGM-MLP: HGMN-MLP is the same model as HGMN described in Section 3 except that the CNN layer in HGMN is replaced by a fully connected layer. The average word representations is fed into the layer, which is similar to the way the attention mechanism works. All of the neural approaches are implemented in Pytorch 8 , and we adopt the parameters in corresponding reference paper.
Results and Analysis
Main experiment results can be seen in Table 2 . The main evaluation metrics are Accuracy and Macro-averaged F1-score. Generally speaking, Our model outperforms all the attention-based models such as ATAE-LSTM, IAN, and RAM, which verifies the effectiveness of our HGMN model. TNet-AS achieves best performance among all baseline methods on Laptop and Twitter due to its target-specific transformation component. Our HGMN model achieves 1.83% and 1.16% improvements on Restaurant and Twitter dataset compared with TNet-AS.
On the other hand, HGM-MLP, HGMN model with the CNN layer replaced by a fully connected layer, also outperforms all the attention based models, the main difference between HGM-MLP and attention-based models is the difference between the hierarchical gate mechanism and the attention mechanism, which shows the effectiveness of the former in soft selection. HGM-MLP improves the performance about 3% on Laptop and Restaurant dataset compared with ATAE-LSTM. Moreover, Our HGMN model outperforms HGM-MLP further, which verifies the advantage of keeping the sequence structure of sentences and utilizing CNN as the feature extractor.
Impact of the Number of Gate Layer
To investigate the impact of the number of gate layers, we evaluate our model with 1 to 3 gate layers. As shown in Ta- ble 3, in general, our model with 2 gate layers works better, but the advantage is not always there for different datasets. For example, on the Twitter dataset, our model with 3 gate layers performs the best in terms of Accuracy. We can conclude that using 1 gate layer is generally not as good as using more, which shows the effectiveness of the proposed hierarchical gate mechanism, on the other hand, as the model's layer increases, the complexity of model increases and becomes more difficult to train and less generalizable.
Impact of POS Tag Embedding and Position Embedding
To investigate the impact of position embedding and POS tag embedding, we perform some ablation studies. HGMN w/o sth represents the HGMN model with sth removed. As shown in Table 2 , we can see that both Accuracy and F1-score of HGMN w/o both drop significantly. However, even in this way, HGMN w/o both outperforms most of attention-based models such as ATAE-LSTM and IAN, which verifies the effectiveness of our hierarchical gate mechanism. While removing position embedding only, HGMN w/o position drops about 2% on all the datasets but still performs better than HGMN w/o both. On the other hand, HGMN w/o POS tag drops about 1% on all the datasets but still performs better than HGMN w/o both, from which we can conclude that both position embedding and POS tag embedding are beneficial for HGMN, i.e. both can help the gate mechanism select more accurately. (a) An test example with single aspect only: "however , being foodies , we were utterly disappointed with the food .", where the "food" is the given aspect term. (b) An test example contains more than one aspect: "the menu is interesting and quite reasonably priced .", where the "menu" is the given aspect term. Sample Sentences ATAE-LSTM RAM HGMN 1. would you ever believe that when you complain about over an hour wait N , when they tell you it will be 20-30 minutes , the manager N tells the bartender O to spill the drinks O you just paid for ?
2. how can they survive serving mediocre food O at exorbitant
3. the decor P is what initially got me in the door . (N) (N) (P) 4. price N was higher when purchased on mac when compared to price P showing on pc when i bought this product .
(O, O) (P, P) (N, P)
5. yes , they 're a bit more expensive then typical , but then again , so is their
6. new hamburger with special sauce P is ok -at least better than 
Visualization
We randomly pick some examples from test set and visualize the gate values obtained by Equation (3) to check whether the proposed hierarchical gate mechanism conforms with our intuition. The visualization results are depicted in Figure 3 . Figure 3 presents several examples with only one aspect (Figure 3(a) ) or multiple aspects (Figure 3(b) and 3(c) ). As shown in Figure 3 , generally speaking, the lower gate layer trends to select the meaningful parts, then the higher gate layer distills out effective text spans further and concentrates on the most related part the given aspect. For example, in Figure 3 (a), the first gate layer selects the major part such as "however", "foodies", and "disappointed", then the second gate layer focuses on the really related part such as "utterly", and "disappointed".
Case Study
We pick some test examples from test set to convince the performance of HGMN further. Two attention-based models, i.e., ATAE-LSTM and RAM, are compared with HGMN in Table 4 . Generally speaking, our HGMN is better at handling long and complex sentence structures. For example, sentence (1)(2)(4) are typical long reviews and mention multiple aspect terms. When facing with such long sentences, attention-based models usually can't attend to the related part well, ATAE-LSTM and RAM both make wrong prediction on some aspects, while our HGMN still can make correct predictions on all four aspect terms due to the hierarchical gate mechanism. What's more, when facing the cases where the semantics of the whole sentence needed to be understood, HGMN works pretty well. For example, sentence(3)(5) contain no obvious sentiment words about the given aspect but the whole sentence indeed expresses positive polarity on the given aspect, the model needs to capture the semantics in whole to correctly predict the sentiment. On the other hand, there are some cases HGMN struggles with. For example, HGMN misclassify sentence(6) as neutral, so do ATAE-LSTM and RAM. Actually most of error cases are similar, that is, misclassification between neutral and postive/negtive, as future work, we can consider improving the accuracy in such cases.
Conclusions and Future Work
In this paper, to solve some drawbacks of previous attentionbased approaches for ABSA, we propose a novel architecture named Hierarchical Gate Memory Network (HGMN) which can keep the sequence structure of sentence instead of obtaining the aggregated contextual representation merely when selecting the effective text spans. At first, HGMN employs the hierarchical gate mechanism to filter out the unrelated part of sentences to build the dynamically adjustable aspect-specific memory by taking the aspect representation, word representation, POS tag and position information into consideration simultaneously. After that, we apply the effective CNN layer to extract the most informative n-gram features as sentence representation. Extensive experiments on the SemEval 2014 and Twitter dataset demonstrate that our model outperforms several attention-based state-of-the-art baselines. How to leverage dependency parsing trees and design better regularization terms to guide the hierarchical gate mechanism would be our future work.
