INTRODUCTION
Many engineering systems are in consecutive form structurally so that the output of one section is the input of the next. Especially in electrical and electronics engineering, many circuits such as electrical filters are designed in this form which is known to be cascade or chain connection [1] [2] [3] [4] [5] .
The order of the connection of subsystems in the chain may be compatible with the physical system model or may depend on the special synthesis method in a design problem. In cases where sensitivity, stability, linearity, noise disturbance and robustness effects are of concern, a certain as well. The paper emphasizes this importance and is aimed to be the first attempt to carry the theory developed for commutativity of analog systems [6] into discrete-time domain. One possible benefit of commutativity for discrete-time systems is also demonstrated by an example.
Consider the time-varying linear systems and described by the -th order and -th order differential equations A: ∑ ( ) ( ) = ( ), ( ) ≠ 0, and coefficient function spaces both systems have unique solutions for any given set of initial conditions [28] .
The cascade connection of the systems and is defined as the combined system obtained by feeding the input of by the output of , that is = ; hence for , the input is = and the output is = . Therefore, the system is described by the ( + )-th order differential equation
=0
For the cascade connection of , a similar approach with = , = , = yields
The systems and are said to be (zero-state) commutative if and yield the same solution ( ) for any input ( ); that is they have the same input-output pairs.
The first paper about the commutativity of continuous-time linear time-varying systems is due to E. Marshall and appeared in 1977 [29] . In that paper and in all that are cited thereafter, the commutativity of continuous-time linear time-varying systems are investigated on the base of the above mentioned definition. E. Marshall has shown the necessary and sufficient conditions for the commutativity of first-order systems and proven that for the commutativity of two linear systems, it is required that either both systems are time-invariant (scalar constant gain systems are excluded)
or both systems are time-varying. After Marshall's work, there had been several publications confined to special cases [30] [31] [32] [33] until the first exhaustive study of commutativity of continuoustime linear time-varying systems appeared in 1988 [34] .
In [29] [30] [31] , the commutativity results for second-order systems are presented with the contribution of S.V. Saleh [32] . Explicit commutativity conditions for the third and fourth order systems are derived in [33] . The general commutativity conditions for linear time-varying systems presented in [34] not only covered all the previous works as special cases but it also forecasted open questions on commutativity conditions with non-zero initial values, role of the performance concerning sensitivity, disturbance and noise, which are all important from engineering point of view. Later, the concept of commutativity has not been studied about 20 years until the work [6] in 2011. This work is not only a tutorial paper on the commutativity of linear time-varying systems covering the results of [34] and those of published thereafter, it also includes the explicit conditions for the commutativity of fifth-order linear time-varying systems.
Although the commutativity of continuous-time linear time-varying systems have been studied in many papers scattered in the literature on time since 1978, the most of the work on this area can be found in a single reference [6] .
On the other hand, literature on commutativity of discrete-time linear time-varying systems hardly exist, and as far as the author knowledge these has appeared a single reference in 2015 [7] .
It is true that continuous-time linear time-varying systems and discrete-time linear time-varying systems are quite different in nature; the first is modelled by differential equation and the second by difference equation. The theory of these two different area is hardly similar; for example Laplace transform, Green functions are some of the tools for differential equations whiles z-transform is used for studying the discrete-time linear time-varying systems.
In that reference, after introducing the commutativity concept for discrete-time linear time- By considering the second-order discrete-time linear time-varying systems only, some of the above questions (for example, iii, iv, v) have been answered in [7] . However, the first and second question have not been answered. In fact, considering the commutativity of second-order discrete-time linear time-varying systems, comparing the results for analog systems in [6] and discrete-time systems in [7] , it is seen that the commutativity conditions for analog and digital systems are completely in different forms, for example a matrix equation for the coefficients of the commutative pairs cannot be obtained in the case of discrete-time systems.
The main objective of the present paper is focused on the commutativity of first-order discrete-time linear time-varying systems. For such systems, it is shown that i. the feedback conjugate of a first-order discrete-time linear time-varying system is always commutative with the system itself, and ii. The relation between the commutative pairs is expressed by a matrix equation.
It is satisfied with the introductory knowledge given in this section which will be closed by describing the content of the rest of the paper. Section 2 is devoted to the equivalence of two discrete-time linear time-varying systems. Section 3 defines and formulates the commutativity problem for the discrete-time linear time-varying systems. In Section 4, the explicit commutativity conditions for the first-order discrete-time linear time-varying systems are derived. Section 5 includes some examples validating the results of the previous section; one possible merit of commutativity is also included for discrete-time linear time-varying systems. Finally, the paper finishes with Section 5 that deals with conclusions and the suggested future work.
II. EQUIVALENCE OF DISCRETE-TIME LINEAR SYSTEMS
Before studying commutativity, some preliminaries concerning definitions of equivalence and the related lemmas about the discrete-time linear time-varying systems are considered. Let such a system of order be described by the difference equation
where the coefficients (•) and the input (•) are bounded functions from the discrete-time space 
It is obviously true that the solution of the system (3) is uniquely obtained by successive applications of the formula
Hence, the condition ( ) ≠ 0, ∀ ≥ 0 is a sufficient condition for the existence and For the formulation of the conditions of the commutativity, the following lemma is needed:
Lemma 1: For the zero-state equivalence of two systems of the same type, (3) and (5)
it is necessary and sufficient that
The proof follows directly from Eq. (4) and similar equation written for the solution of (5) by considering the zero-states = ̅ = 0 for = 0,1,2, ⋯ , − 1 and requiring identical solutions ( ) = ̅( ) for all ≥ for arbitrary equal inputs ( ) = ̅ ( ).
Proof of Lemma 1: Solution of (5) can be written by a similar equation to (4) , that is
Consider the sequence of arbitrary input values ̅ ( ) = ( ), ∀ ≥ 0 for the systems (3) and (5).
Since for the zero-state response the initial values ( ) = ̅( ) are all zero for = 0,1,2, ⋯ , − 1, (4) and (7) 
(0); respectively; the zero-state
For all arbitrary (0). This is satisfied if and only the coefficient of (0) is zero, that is
Furthermore ̅( ) = ( ) can be set to any value since (0) is arbitrary.
Having ̅( ) = ( ) for = 0,1, ⋯ , ; whilst ̅( ) = ( ) = 0 for = 0,1, ⋯ , − 1, and ̅( ) = ( ) can be set to any arbitrary value by (0), now consider the solutions (4) and (7) for = 1.
The zero-state equivalence requires ̅( + 1) = ( + 1), that is
This equation is valid for all arbitrarily chosen (1) and arbitrary values ( ) set by (0).
Therefore, it is satisfied if and only if the coefficients of (1) and ( ) are zero. This requires
Further, ̅( + 1) = ( + 1) can be set to any value independent from their previous values since
(1) is arbitrary.
Having ̅( ) = ( ) for = 0,1, ⋯ , , − 1, whilst ̅( ) = ( ) = 0 for = 0,1, ⋯ , − 1, and ̅( ) = ( ), ̅( + 1) = ( + 1) can be set to any arbitrary values by (0) and (1), consider now the solutions (4) and (7) for = 2.
Following similar procedure to above and using the zero-state equivalence condition, ̅( + 2) = ( + 2) yields
for all arbitrary values of (2), arbitrarily and independently set values of ( + 1) and ( ).
The validity of this equation is possible if and only if the coefficients of (2), ( + 1) and ( ) are zero. Hence it is straight forward to drive
Continuing this way for = 3,4, ⋯ , , the process yields
for = 0,1, ⋯ , ; and for ≥ + 1
Thus combining the results in Eqs. (8) and (9), we arrive the result in Eq. (6) . Hence the lemma is proved. So the lemma is proved.
Note that the equivalence of ̅ ( ) and ( ) is not necessary for = 0,1, ⋯ , − − 1. Since these are the coefficients coupling the initial values ̅(0), ̅(1), ⋯ , ̅( − 1) and (0), (1), ⋯ , ( − 1) to ̅( ) and ( ), respectively, and these initial conditions are zero for the zero-state response; therefore the mentioned coefficients may not be equal.
Zero-input equivalence of systems (3) and (5) can be defined similarly by considering ( ) = ̅ ( ) ≡ 0, ∀ ≥ 0 as follows:
Definition 2: Two discrete-time linear time-varying systems of the same order described by the difference equations (3) and (5) are said to be zero-input equivalent if they produce the same outputs for the same set of arbitrarily chosen initial conditions; that is
for zero-inputs
and for all arbitrarily chosen initial states
Lemma 2: For the zero-input equivalence of the systems (3) and (5), it is sufficient but not necessary that one system is an algebraic multiple of the other, that is
where the non-zero finite constants are given by
The proof of the lemma directly follows from Eqs. (4) and (7) with ( ) = ̅ ( ) ≡ 0. The equivalence of these zero-input solutions with the same arbitrary set of initial states for the systems (3) and (5) for = 0,1,2, ⋯ follows with the conditions in (11); thus, the sufficiency proof ends.
In fact with (11a), both systems (3a) and (5a) with ̅ ( ) = ( ) ≡ 0 could be made identical by multiplying all the coefficients of (3a) by , or dividing all the coefficients of (5a) by , ≥ 0.
The non-necessity could be shown by a counter example; let the two systems be defined as Hence, the condition (11a) is not necessary for all ≥ 1.
We now ready to define the equivalence of the systems (3) and (5) in general.
Definition 3:
Two discrete-time linear time-varying systems of order described by Eqs. (3) and (5) are equivalent if they produce the same solutions for all ≥ 0 for all equal input functions and equal initial conditions; hence, equivalent systems have the same input-output pairs.
Lemma 3:
For the equivalence of systems (3) and (5) it is necessary and sufficient that
that is both systems are identical.
The proof of this lemma follows from the results of Lemma I and II. In fact, from the linearity, the complete solution is the summation of the zero-state and zero-input solutions, which are independently found from each other. Therefore, Lemma I requires ̅ ( ) = ( ) for = , = 0,1,2, ⋯ ; which implies = 1 in (11b) ∀ ≥ 0. This result in turn implies (13a) from (11a). It is obviously true that the condition of Lemma I is also satisfied with (13a). Eq. (13b) follows directly from the definition of the zero-input equivalence.
Remark 1:
In spite of the fact that the condition of Lemma 2 is not necessary, the necessity of the condition of Lemma 3 is required due to the necessity condition of Lemma 1, this is an expected result because Lemma 3 reduces to Lemma 1 for the case of zero initial conditions.
III. COMMUTATIVITY OF FIRST-ORDER SYSTEMS
In this section, the definition of commutativity and the formulation of the commutativity problem for first-order discrete-time linear time-varying systems are presented. Consider the systems and described by A:
B: 1 ( ) ( + 1) + 0 ( ) ( ) = ( ); (0) = 0 (14b)
for ≥ 0; where 1 ( ) ≠ 0, 1 ( ) ≠ 0. When these systems are connected in cascade as shown in Fig.1 to form a single system with input ( ) and output ( ), the constraint equations
follow. Taking Eq. (14b) for and + 1 and using Eq. (15b), Eq. (14a) can be written as
Since ( ) = ( ) and ( ) = ( ), for the connection the following difference equation is obtained
for ≥ 0. The initial values (0) and (1) are obtained similarly
(1) = (0) − 0 (0) (0)
For the interconnection as shown in Fig. 1(c) , the constraint equations = , = , together with Eqs. (14) and (15) yield
Naturally, Eqs. (19) and (20) could also be obtained from the corresponding equations (17, 18) by interchanging , and , . Since there are a few definitions for the equivalence (Definitions 1, 2, 3) considering the zero-state, zero-input and the general equivalence, respectively, the commutativity problem will be formulated accordingly.
For the commutativity of and with zero initial conditions, that is 0 = 0, 0 = 0 in Eqs. 14a and 14b, respectively, the initial conditions of the interconnection (Eq. 18) and those of (Eq. (20)) will be zero. Hence, the zero-state equivalence of the systems and is of the case. The coefficient conditions of Lemma I state the necessary and sufficient conditions as
When the commutativity of and is considered due to the initial conditions only, that is without any input to the interconnections and , the zero-input equivalence of and is of concern. Hence, the sufficient condition of Lemma II sets
For the commutativity of and under general conditions, the systems and are required to be equivalent; hence, Lemma III sets
IV. ALTERNATE COMMUTATIVITY CONDITIONS
In the light of the definitions of commutativity and the formulation of the various commutativity problems considered in the previous sections, the alternate commutativity conditions and some special forms of commutativity are considered in this section. The new conditions which are equivalent to the explicit conditions obtained in the previous Sections are more useful to obtain all the commutative pairs ( ) of a given system . Further, they are expressed in the matrix form as in the commutativity conditions for the analog systems of any order [6] . Note that the commutativity conditions for the second-order discrete-time systems can not be written in the matrix form [7] . Moreover, the new conditions set explicitly the relation between the arbitrary constants ( 1 , 2 ) used in matrix form and 0 ( ) coefficient of , they are also favorable to prove Theorems I and II and the related Corollaries of this Section.
Let the purpose be to find the commutative pairs of the system . In this respect, (21c) is an identity and always satisfied. (21a) implies
The solution of this difference equation for 1 ( ) is simply The proof is apparent from Eq. (27).
Corollary 2:
A first-order discrete-time linear time-varying system is always commutative with its pair which is feedback controlled by arbitrary constant feedback and feed forward path gains ( and , respectively); it is necessary that both of the feed-gains should be constant for commutativity, that is no commutative pairs exist with variable feed gains. Conversely, all the commutative pairs of a first-order discrete-time linear time-varying system can be obtained by using the constant feed forward and feedback gains applied to it. Moreover, if the initial conditions exist, these gains should satisfy = 1 − 1/ .
Proof: Consider the original system and its feedback controlled version as shown in Fig. 2 . It is obvious that
Inserting these equations in Eq. (14a) and arranging, we obtain
= .
(30b)
Comparing with Eq. (27) , the coefficients of this system can be written as
Hence, with the arbitrary constants (32a) and (32b) necessitate and being constants. This completes the first part of the proof.
The proof of the converse case follows from Eqs. (32a) and (32b); in fact for any 1 ≠ 0, 0 , the feed forward and feedback gains can be chosen as
which naturally satisfy Eq. (33) for the equal nonzero initial conditions due to Eq. (28).
We now consider commutativity conditions of a first-order system with a zero order one.
First, we state the theorem and then give the proof.
Theorem II: A first-order discrete-time linear time-varying system is commutative with a zeroorder discrete-time linear system if and only if the zero order system is time-invariant; and moreover, if the first-order system has a nonzero initial condition, then the zero order system is an identity.
Proof: Let the first and zero order systems denoted by and , respectively and connected as in
Figs. 1b and c. Let the system be represented as in (14a), and as . This means 0 (0) = 1; hence, if has a nonzero initial condition it has no zero-order commutative pair except identity, that is 0 ( ) ≡ 1, ∀ ≥ 0 and ( ) = ( ), ∀ ≥ 0.
V. EXAMPLES Example 1
This example mainly validates the theoretical results and proves the possible use of commutativity to reduce disturbance in cascade connected systems.
Let the system be described by 
Note that both systems and have the same initial conditions 0 = 0 = 2 as implied by Eq.
(24a) and due to nonzero value of the initial conditions 1 and 0 are chosen so that Eq. (28) is satisfied.
The simulation of the interconnected systems and is worked by Simulink for an input of unit sample sequence and seen that both systems yield the same output solution as shown in Fig.   3 . In fact, this is the unit sample response of (unit sample stimulus occurring at ≥ 0). Due to linearity, the response of for any input ( ) which can be expressed by
is given by the superposition and the result is
which is known as convolution summation. Hence, the effect of the value of any ( ) at any = on ( ) is proportional with ℎ ( , ).
On the other hand, for any noise ( ) applied at the interconnection of will produce Since the effect of the value of ( ) at any = on ( ) is proportional with ℎ ( , ) due to Eq.
(44), it is sufficient to compare ℎ ( , ) and ℎ ( , ) to investigate the general effect of ( ) on the outputs of the interconnections and , respectively. 
Obviously, the effect of ( ) on the output of will be twice its effect on the output for = + 1. For all ≥ + 2 it is true that Eq. (46) yields ℎ ( , ) > ℎ ( , ). Hence, due to Eqs. (43) and (44) the individual value of the noise ( ) at is affecting the output of system more than that of for all instants grater than . Therefore, considering the overall effects of ( ) for ≥ and the summations in Eqs. (43) and (44), the connection where the output is taken from is more robust than for any sequence of ( ) applied at the interconnection. That is, this conclusion is general for the given example and it is not due to the particularly chosen noise 0.04 − .
As the final simulation to validate Corollary 2, let the system A in Fig. 2 be defined by Eq.
(38) with the forward and backward feedback gains α = 2, β = 0.5 which is a choice satisfying Eq. (33) . Hence, the system and its feedback connected version defined in β is changed to 1 whilst α = 2, which is a case Eq. (33) is not satisfied, the commutativity is spoiled as shown in Fig. 6 ( , ).
Figure 6:
The responses of the cascade connection of a second-order system by its feedback connection with and without satisfied commutativity conditions.
Example 2
In this example, the commutativity concepts are illustrated by a second order low pass filter which is used as an amplitude modulator in telecommunication circuits [39] . 
VI. CONCLUSIONS
After introducing the commutativity and commutativity conditions about the continuoustime linear time-varying systems, the commutativity concept for discrete-time systems is presented for the first time, as far as the author's knowledge, in this paper. Explicit commutativity conditions are derived and proven for the first-order discrete-time linear time-varying systems. The results are presented in a format similar to those of continuous-time systems although they are quite different from them. In this respect, the validity of the commutativity of a system with its feedbackcontrolled version is also verified.
An example is given to show the validity of the results and the possible use of the commutativity in applications for decreasing the disturbance effects. Many other applications are considered in various digital systems [7, [35] [36] [37] [38] .
Future work for the commutativity of higher order systems and further advantages of the commutativity properties would provide original results on the subject.
