Abstract. In this paper we show undecidabillity of universality problem for weighted one counter automata over infinite words by direct reduction from any Infinite Post Correspondence Problem (ω PCP). Obviously, this increases the structural complexity of weighted automata comparing to our previous work, but provides more general reduction without taking into account specific constraints of encoding from the proof of undecidability for ω PCP. Moreover, our result on integer weighted automata reveals a problem in a chain of previously claimed decidability results (in PSPACE) for several one-dimensional reachability games under different update semantics (Counter Reachability Game, Games on Vector Additional System with States and non-blocking Vector Additional System with States). In particular we show that the problem of checking the winning strategy for above mentioned games is undecidable, including the subcases where all updates are with values from {−1, 0, 1}.
Introduction
This paper extends our recent work on weighted automata on infinite words [4] in several directions. In contrast to [4] , where we aimed to have minimalistic form of automata with only 3 states and linear structure of nested loops, we provide more general construction that allows avoiding detailed analyses of used morphisms from Infinite Post Correspondence Problem (ω PCP), but at the same time increases structural complexity of automata. Also, we show that the result on undecidability of universality problem for weighted automata over infinite words have far away consequences. In addition to previous wide range of applications to word, matrix, braids and robot games we show in this paper undecidability results for three types of one-dimensional counter reachability games revealing a problem in a chain of decidability results in [1] and [7] .
First we show that universality problem for integer weighted automata on infinite words is undecidable. The technique of encoding ω PCP into weighted automata on infinite words [4] and its extension in the current paper is based on non-deterministic guesses about incorrect applications of morphisms from ω PCP and fragmentary simulation of words in the area of potential error using integer numbers in a single counter.
Then we apply the results and some of the techniques from [7] to show that deciding winner in three previously studied variants of games (Counter Reachability Game, Games on Vector Additional System with States and non-blocking Vector Additional System with States) are also undecidable. In all games there are two players playing on a graph adding integer vectors that are labels of edges. The differences is in how the game behaves when components of vectors are around zero. In Counter Reachability Games all vectors are allowed, in Vector Additional System with States the edges are disabled if applying them would result in negative values in the vector, and in non-blocking Vector Additional System with States the negative values are replaced by 0.
Decidability of the proposed games in dimension 1 has been studied before in [1] and [7] . In [1] it was proven that deciding winner in Vector Additional System States, where vectors are in {−1, 0, 1} is in PSPACE and in [7] that Counter Reachability Games and non-blocking Vector Additional System with States are also in PSPACE by reduction to earlier result in [1] . However we show that the problem of checking the winning strategy is undecidable for all three types of the games, including the subcases where vectors are defined with values from {−1, 0, 1}.
Notations and definitions
First we fix some notation needed in the following sections. The sets of integers is denoted by Z, non-negative integers by N. Vector (0, . . . , 0) ∈ Z n is denoted by 0 n . An infinite word w over a finite alphabet A is an infinite sequence of letters w = a 0 a 1 a 2 a 3 · · · where a i ∈ A is a letter for each i = 0, 1, 2, . . .. We denote the set of all infinite words over A by A ω . The monoid of all finite words over A is denoted by A * . A word u ∈ A * is a prefix of v ∈ A * , denoted by u ≤ v, if v = uw for some w ∈ A * . If u and w are both nonempty, then the prefix u is called proper, denoted by u < v. A prefix of an infinite word w ∈ A ω is a finite word p ∈ A * such that w = pw ′ where w ′ ∈ A ω . This is also denoted by p ≤ w. The length of a finite word w is denoted by |w|. For a word w, we denote by w(i) the ith letter of w, i.e., w = w(1)w(2) · · · .
Consider a finite (nondeterministic) automaton A = (Q, A, δ, q 0 , F ) with the set of states Q, the finite alphabet A, the set of transitions δ ⊆ Q × A × Q, the initial state q 0 and the set of final states F ⊆ Q. For convenience, we consider the transitions as edges T = {t 1 , t 2 , . . . , t m } such that each edge t i corresponds to a transition σ(t i ) = (q i , a i , p i ) ∈ δ. The mapping σ is allowed to be many-toone, i.e., we allow different edges t i and t j for which σ(t i ) = σ(t j ). Clearly this new definition of the transitions does not affect the language accepted by the automaton.
Let Z, or (Z, +, 0), be the additive group of integers with identity 0. An integer weighted finite automaton A γ consists of a finite automaton A = (Q, A, σ, q 0 , F ) with edges T = {t 1 , t 2 , . . . , t n } together with a weight function γ : T → Z on the edges. We require that γ(t i ) = γ(t j ) if the edges correspond to the same transition, σ(t i ) = σ(t j ). This allows us to simplify the notation: we write the edges in the form t = q, a, p, z where σ(t) = (q, a, p) and γ(t) = z. In the graphical presentation of an edge t we denote q (a,z) −→ p. Similarly, we shall write the transition function σ as a set, σ ⊆ Q × A × Q × Z, where σ = { q, a, p, z | ∃t ∈ T : σ(t) = (q, a, p) and γ(t) = z}.
Define the morphism · : T ω → A ω by setting t = a if σ(t) = (q, a, p). Let π = t i0 t i1 · · · be an infinite path of A, where σ(t ij ) = (q ij , a j , q ij+1 ) for j ≥ 0. Let p = t i0 t i1 · · · t in for some n be a prefix of π. The weight of the prefix p is the element γ(p) = γ(t i0 ) + γ(t i1 ) + · · ·+ γ(t in ) ∈ Z. The prefix p reaches state q ∈ Q if the last transition of p enters q, i.e., if t n = (q in , a n , q in+1 ), then q in+1 = q. Denote by R(p) the state reached by the finite path p.
An infinite word w ∈ A ω is accepted by A γ if there exists an infinite path π such that at least one prefix p of π reaches a state in R(p) ∈ F and has weight γ(p) = 0. The language accepted by A γ is
, if there is an edge t ∈ T such that σ(t) = (q, a, p) with γ(t) = z 2 . Let |= * A γ or simply |= * , if A γ is clear from the context, be the reflexive and transitive closure of the relation |= A γ .
3
In the universality problem we ask whether the language accepted by weighted automaton A γ is the set of all infinite words. In other words, whether or not
The problem of non-universality is the complement of universality problem, that is, whether or not L(A γ ) = A ω or whether there exists w ∈ A ω such that for every path π corresponding to computation of w and every prefix p ≤ π, γ(p) = 0. An instance of the Post Correspondence Problem (PCP, for short) consists of two morphisms g, h : A * → B * , where A and B are alphabets. A nonempty word w ∈ A * is a solution of an instance (g, h) if it satisfies g(w) = h(w). It is well known that it is undecidable whether or not an instance of the PCP has a solution; see [6] . Also the problem is undecidable for domain alphabets A with |A| ≥ 7; see [5] . The cardinality of the domain alphabet A is said to be the size of the instance.
The Infinite Post Correspondence Problem, ω PCP, is a natural extension of the PCP. An infinite word w is a solution of the instance (g, h) of the ω PCP if for every finite prefix p of w either h(p) < g(p) or g(p) < h(p). In the ω PCP it is asked whether or not a given instance has an infinite solution or not. Note that in our formulation prefixes have to be proper. It was proven in [3] that the problem is undecidable for domain alphabets A with |A| ≥ 9 and in [2] it was improved to |A| ≥ 8. In both proofs more general formulation of ω PCP was used, namely the prefixes did not have to be proper. It is easy to see that adding a new letter α to the alphabets and desynchronizing the morphisms h, g, gives us solution where prefix has to be proper. That is, we add α to the left of each letter in the image under h, to the right of each letter in the image under g and g(α) = α, h(α) = ε. Now the solution has to start with α and images cannot be of equal length because image under g ends with α but not under h. Note that in fact, both constructions already have this property, see [2, 3] for details.
A Counter Reachability Game (CRG) consists of a directed graph G = (V, E), where set of vertices is partitioned into two parts V 1 and V 2 , each edge e ∈ E ⊆ V × Z n × V is labeled with vectors in Z n , and an initial vector
The goal of the first player, called Attacker, is to reach final configuration (v f , 0 n ) for some v f ∈ V while the goal of the second player, called Defender, is to keep Attacker from reaching (v f , 0 n ). We say that Attacker has a winning strategy if he can reach the final configuration regardless of the choices of Defender. On the other hand, we say that Defender has a spoiling strategy if there is an infinite play that never reaches the final configuration. In the figures we use for Attacker's states V 1 and for Defender's states V 2 . If the ownership of state is not relevant, we use ♦.
A Vector Addition System with States (VASS) is a modification of Counter Reachability Game, where all elements of counter vector are non-negative. To enforce this edges are enabled or disabled depending on the current vector. That is, let (v, (x 1 , x 2 , . . . , x n )) be a configuration, then edge (v, (y 1 , y 2 , . . . , y n ), q ′ ) is disabled if and only if x i + y i < 0 for some i ∈ {1, . . . , n}.
A non-blocking Vector Addition System with States (NBVASS) is another modification of Counter Reachability Game. As in VASS, also in NBVASS all elements of counter vector are non-negative. But rather than disabling an edge that would have made some component negative, negative values are replaced by 0. That is, let (v, (x 1 , x 2 , . . . , x n )) be a configuration, then applying an edge (v, (y 1 , y 2 , . . . , y n ), q ′ ), where
3 Universality for weighted automata on A ω We prove that the universality problem is undecidable for integer weighted automata on infinite words by reducing the instances of the infinite Post Correspondence Problem, or the ω PCP, to the universality problem.
Let (g, h) be a fixed instance of the ω PCP. Then g, h :
where Q = {q 0 , q 1 , q 2 , q 3 , q 4 }, corresponding to the instance (g, h) such that an infinite word w ∈ A ω is accepted by A γ if and only if for some finite prefix p of w, g(p) ≮ h(p) and h(p) ≮ g(p).
Let us begin with the transitions of A γ , see Figure 1 . (Recall that the weight function γ is embedded in the transitions.) Recall also that the cardinality of the alphabet B is s − 1. First for each a ∈ A, let
be in σ. For error checking we need the following transitions for all letters a ∈ A:
Symmetrically we define edges for
Finally
We call the transitions in (1) and (3) error guessing transitions and in (2) and (4) error verifying transitions. Note that transitions in (5) and (6) are both error guessing and verifying transitions.
The idea is to keep track of differences in lengths of images under g and h and then guess and verify an error in the images. The difference in lengths of images is positive when image under h is longer and negative when image under g is longer. For each case there are two possibilities for position of error. Either the difference is small enough that, after reading the next letter, there will be a position in images where letters differ, or the difference is large enough, that image of the second morphism has to catch-up before error can be verified. Also from our formulation of ω PCP, it is possible that images are of equal length which means that the word is not a solution of ω PCP. We summarize the possible cases for a word w ∈ A ω that is not a solution of ω PCP. For w there exists a prefix p such that one of the following holds
This cases are depicted in Figure 2 .
The following Lemma shows that for each case, there exists a path with zero weight ending in state q 4 . Lemma 1. Let w ∈ A ω such that it is not a solution of ω PCP instance (h, g). Then w ∈ L(A γ ). Proof. Since w is not a solution, it is one of the cases described above. Assume the first case. Now p = a and w is accepted by using the edge q 0 , a, q 4 , s(|h(a)| − |g(a)|) = q 0 , a, q 4 , 0 .
Assume the second case. Now consider pb = aub, where a, b ∈ A and u ∈ A * . Using the edge q 0 , a, q 1 , s(|h(a)| − |g(a)|) followed by transition
for each letter u(i) of u and finally transition q 1 , b, q 4 , 0 the computation reaches q 4 . By our assumption |h(p)| = |g(p)| and thus the total weight is 0.
Assume the third case. Now let the first letter of p be a. By using the transition q 0 , a, q 4 , j k − c we get an accepting computation for w.
Assume the fourth case. Let p = aub, where a, b ∈ A and u ∈ A * . Using the transition q 0 , a, q 1 , s(|h(a)| − |g(a)|) followed by transitions Assume the fifth case. Let r be the minimal position for which h(w)(r) = g(w)(r). In other words for p = c 1 · · · c n , there exists a position s < n such that r = |h(c 1 c 2 · · · c s−1 )| + k where k ≤ |h(c s )|, and r = |g(c 1 c 2 · · · c n−1 )| + ℓ where ℓ ≤ |g(c n )|. Denote h(w)(r) = b j k . It is the kth letter of the image h(c s ), and g(w)(r) is the ℓth letter of the image g(c n ). Also, these letters are nonequal. Now, w is accepted in the state q 4 with the following path: First c 1 is read with transition q 0 , c 1 , q 2 , s(|h(c 1 )| − |g(c 1 )|) , and the prefix c 2 · · · c t−1 is read in state q 1 with weight s(|h(c 2 · · · c t−1 )| − |g(c 2 · · · c t−1 )|). When reading c t , the automaton uses the error guessing transition q 1 , c t , q 2 , s(k − |g(c t )|) + j k , and then the word c t+1 · · · c n−1 is read in state q 2 with weight s(−|g(c t+1 · · · c n−1 )|). Finally, while reading c n , the state q 4 is reached by the error verifying transition q 2 , c n , q 4 , −sℓ − j k . Note that such an error verifying transition exists as the ℓth letter in g(c n ) is not equal to the kth letter b j k of h(c t ). Naturally after reaching q 4 the weight does not change as for all letters there are only transitions with zero weight. Now the weight of the above path is s(|h(c 1 
Finally the sixth case is symmetric to the fifth and is proven in the similar manner.
⊓ ⊔ Lemma 2. Let w be a solution of an instance (g, h) of the ω PCP. Then w is not accepted by A γ .
Proof. Assume contrary to the claim that w is a solution and there is an accepting path of w in A γ . There are three cases to be considered for the accepting path.
(i) An edge from q 0 to q 4 is used, or (ii) the path does not visit q 2 or q 3 , or (iii) the path visits either q 2 or q 3 .
Assume first that w is accepted by a path π that goes to q 4 directly from q 0 . To get zero weight, either |h(w(1))| = |g(w(1))|, meaning that w is not a solution, or j k − c = 0 for some position k, but this is not possible because letters at position k are equal under both morphisms.
If the accepting path does not visit q 2 or q 3 , then for some prefix p |h(p)| = |g(p)| which implies that w is not a solution.
Finally if the path visits q 2 , in other words w has a prefix p = auxvy, where x, y ∈ A, such that a is read using the edge q 0 , a, q 1 , s(|h(u)| − |g(u)|) , u is read in state q 1 and v in state q 2 , and when reading the letter y the path moves to q 4 . The weight γ(p) of p is now s(|h(au)| − |g(au)|)
and g(y)(ℓ) = b c . As j k < s and c < s, we have that γ(p) = 0 if and only if |h(au)| + k = |g(auxv)| + ℓ and j k = c. Denote r = |h(au)| + k. Now, γ(p) = 0 if and only if h(w)(r) = b j k = b c = g(w)(r), which is a contradiction since w was assumed to be a solution of (g, h). Moreover, for paths visiting q 3 the proof is symmetric.
⊓ ⊔ Theorem 1. It is undecidable whether or not L(A γ ) = A ω holds for 5-state integer weighted automata A γ over its alphabet A.
Proof. Claim follows from Lemmata 1 and 2, and from the fact that the infinite PCP is undecidable, see [8] .
The automaton A γ is depicted in figure 1 . ⊓ ⊔ Corollary 1. It is undecidable whether or not L(A γ ) = A ω holds for 5-state integer weighted automata A γ over its alphabet A where all states are final.
Proof. Consider previously constructed integer weighted automaton A γ . We show that if all states are final, no new words are accepted.
It is clear that no new words will be accepted in states q 0 , q 2 or q 3 . In states q 2 and q 3 weight cannot be zero because ±j k is added to the weight by edge from q 1 . Now consider a word w accepted in q 1 . For prefix p < w all letters a add t(|h(a)| − |(g(a)|) to the counter. But in this case w is also accepted in the original automaton. Either |p| = 1 and the word is accepted using the edge q 0 , p, q 4 , t(|h(a)| − |(g(a)|) or |p| > 1, then pa < w is accepted by following computation path for p and then using the edge q 1 , a, q 4 , 0 .
By above consideration, we can remove some edges without modifying the language of automaton. Modified automaton is depicted in Figure 3 . Corollary 2. It is undecidable whether or not for weighted automaton A γ , there exists a word w ∈ A ω such that for its each computation path π and prefix p ≤ π, γ(p) = 0 holds.
Proof. The statement formulates the condition for non-universality. By previous Theorems, universality problem is undecidable, and thus so is its complement problem.
⊓ ⊔
In this section we prove that deciding whether a one-dimensional Counter Reachability Game has a winning strategy for Attacker is undecidable using Theorem 1. We modify any integer weighted automaton into a CRG such that Defender chooses input letters and Attacker chooses edge for that letter. If Defender plays a word that is not accepted by automaton, no matter which edges Attacker chooses, the weight will never be zero. Let A γ , where A = {Q, A, σ, q 0 , F }, be an integer weighted automaton. We construct CRG with vertices V 1 = {q a | a ∈ A, q ∈ Q} and V 2 = Q and edges E = {(q, 0, q a ), (q a , z, p) | q, a, p, z is an edge in the automaton}. Now, the initial configuration is (q 0 , 0) and targets are {(v, 0) | v ∈ F }.That is, a transition q, a, p, z of A γ is simulated by edges (q, 0, q a ) and (q a , z, p) of CRG. Proof. Let p = p 1 · · · p n be the prefix of w with weight γ(p) = 0 and visiting states q i1 , q i2 , . . . , q in . Consider choices made during player's jth turn. Denote q = q ij and a = p j . Defender picks the edge e = (q, 0, q a ) and Attacker picks the edge (q a , z, q ij+1 ), where q, a, q j+1 , z = q ij , p j , q j+1 , z is the jth transition in the accepting computation of p.
After Attacker's nth turn, the game will be in state q in and weight will be γ(p) = 0. That is, Attacker wins.
⊓ ⊔ Lemma 4. Let w = w 1 w 2 · · · be a word not accepted by weighted automaton A γ . Defender has as a spoiling strategy in the corresponding CRG.
Proof. Consider a play by Defender where on his jth turn, he chooses edge (q, 0, q w j ). Assume the contrary that Attacker can win. That is, after his k turns, the counter value is 0. But due to our construction of CRG, also γ(w 1 . . . w k ) = 0 and w is accepted by A γ . ⊓ ⊔ Theorem 2. It is undecidable whether or not Attacker has a winning strategy in one-dimensional Counter Reachability Game.
Proof. We construct the corresponding CRG for automaton A γ of Corollary 2 for which non-universality problem is undecidable. If A γ is not universal, then by Lemma 4 Attacker does not have a winning strategy.
⊓ ⊔
In [7] it was proven that for one-dimensional Counter Reachability Game deciding whether Attacker has a winning strategy is in EXPSPACE. The proof is based on subcase of the game, where vectors are in {−1, 0, 1}, that is shown to be PSPACE-complete. Clearly we can modify our construction of CRG to also have vectors in {−1, 0, 1} by splitting larger values into chains where counter is modified by ±1.
Theorem 3. It is undecidable whether or not Attacker has a winning strategy in one-dimensional Counter Reachability Game where all vectors are in {−1, 0, 1}.
VASS and NBVASS in dimension 1
In this section we consider Counter Reachability Games under VASS-semantics and non-blocking VASS-semantics and prove that both are undecidable in dimension 1 by reducing CRG to them.
The following is a polynomial-time reduction from one-dimensional VASS to one-dimensional CRG presented in [7] . Note that in the construction, both VASS and CRG have vectors in {−1, 0, 1}.
Theorem 4 ([7]).
A VASS reduces to CRG in polynomial time.
Proof. Consider a CRG (V, E), where vectors are in {−1, 0, 1}, objective is (v f , 0) with v f ∈ V 1 . Note that without loss of generality we can assume that v f ∈ V 1 by adding a new final state v
, and that the target counter value is 0 by shifting the initial and target values. The idea is to construct two copies of CRG, one corresponding to counter being positive, the other to counter being negative, and ensure that switching between them is allowed only when the sign of counter changes.
Let V + = {v + | v ∈ V } and V − = {v − | v ∈ V } be the two copies of V , and let V E = {v e | u, v ∈ V, z ∈ {±1}, e = (u, z, v) ∈ E}. We construct a VASS (V ′ , E ′ ), where
The set of edges E ′ contains two copies of E for moving in negative and positive copies as well as edges used to move between V + and V − via locations of V E . More precisely
is designed in such a way that a play in it corresponds to a play in the CRG (V, E). To bypass VASS's condition on positivity of counter,
Which is why the labels of the edges between locations in V − have their signs flipped.
The initial configuration of VASS is dependent on initial counter of CRG. Let (v 0 , z 0 ) be the initial configuration of CRG. If z 0 ≥ 0 then (v 0+ , z 0 ) is the initial configuration of VASS. If z 0 < 0 then (v 0− , −z 0 ) is the initial configuration. The objective of (Q ′ , E ′ ) is (⊥, 0). Since ⊥ is a sink state that does not alter the counter, Attacker loses if a play reaches it with non-zero counter. Furthermore, if a player moves to a location v e ∈ V E and the counter is non-zero, his adversary, who owns v e , has a winning move.
⊓ ⊔ Theorem 5. It is undecidable whether or not Attacker has a winning strategy in one-dimensional VASS.
Proof. Based on Theorems 3 and 4 the problem is undecidable even for onedimensional VASS with vectors in {−1, 0, 1}.
⊓ ⊔
In [1] it was proven that deciding winner in extended VASS is in PSPACE. In extended VASS, there is an additional symbolic transition ω whose intuitive meaning is "add an arbitrary large non-negative integer to a given counter". Clearly it follows that VASS is also in PSPACE.
In [7] the polynomial-time reduction from NBVASS to VASS is presented. But we give a direct reduction from NBVASS to CRG. Proof. Consider a CRG (V, E), where vectors are in {−1, 0, 1}, the objective is (v f , 0). As in Theorem 4, we construct two copies of CRG, one for positive counter values and one for negative. We have to be extra careful when we change the sign of states because no edge is ever disabled. For this purpose, we consider CRG (V, E 2 ), where values of counter are doubled. This is easy to do by doubling the initial counter value and for edge (u, z, v), we have edge (u, 2z, v). It is clear that in both games the winners are the same.
Let
The set of edges E ′ contains two copies of E 2 for moving in negative and positive copies as well as edges used to move between V + and V − via locations of V E . More precisely
As in proof of Theorem 4, NBVASS is designed in such a way that a play in it corresponds to a play in the CRG (V, E 2 ). The significant difference between the constructions is that the target of NBVASS is (⊥, 1). Note that Defender loses the game if he picks wrong state from v e . He must choose v =0 e if the counter is 0 and v =0 e if the counter is non-zero. If the choice was wrong, Attacker has a winning strategy in both scenarios. In first case, the counter z ≥ 3 is odd and the game is in state v =0 e . Now Attacker can use loop v a , v b , v c to subtract 2 until the counter is 1 after which he can move to the sink state. In the second case, the counter is 0 and the game is in state v Theorem 7. It is undecidable whether or not Attacker has a winning strategy in one-dimensional NBVASS.
Proof. Based on Theorems 3 and 6 the problem is undecidable even for onedimensional NBVASS with vectors in {−2, −1, 0, 1, 2}. ⊓ ⊔
Conclusions
In this section we conclude with summary of our results. All games were considered in dimension one and undecidability results follow from the undecidability of universality problem for integer weighted automata via a number of new and known reductions. In particular, VASS was reduced to CRG using construction by Reichert [7] , and NBVASS was reduced to CRG. Reichert also reduced VASS to NBVASS, but we provided a direct reduction from CRG instead. All of Reichert's reductions were based on decidability of VASS by Brázdil, Jančar and Kučera [1] . Their result incorporated result of Serre [9] on decidability of the emptiness problem for alternating two-way parity word automata. At the moment it is as far as we got with the chain of reductions and we have already shown the undecidability for both results in [1] and [7] . All the results are presented in Table 1 , where subscript 1 denotes that vectors are in the {−1, 0, 1} and U denotes that the problem is undecidable. 
