In this paper we introduce XCSF with support vector prediction: the problem of learning the prediction function is solved as a support vector regression problem and each classifier exploits a Support Vector Machine to compute the prediction. In XCSF with support vector prediction, XCSFsvm, the genetic algorithm adapts classifier conditions, classifier actions, and the SVM kernel parameters. We compare XCSF with support vector prediction to XCSF with linear prediction on the approximation of four test functions. Our results suggest that XCSF with support vector prediction compared to XCSF with linear prediction (i) is able to evolve accurate approximations of more difficult functions, (ii) has better generalization capabilities and (iii) learns faster.
INTRODUCTION
XCSF [26] extends the idea of learning classifier systems through the introduction of a computable classifier prediction. In XCSF classifier prediction is not memorized into a parameter but computed as a linear combination of the current input and a weight vector associated to each classifier. Thus, the original update of the prediction parameter [24] is replaced by the update of the parameters of the prediction function. In [26] , the prediction function is defined as the linear combination s · w, where s is the current input and w is the parameters vector associated to each classifier, but more complex functions can be used [10, 11] . As shown in [12] Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. GECCO'07, July 7-11, 2007 the problem of learning the prediction function is basically an incremental parameters estimation problem that can be solved with many parameters estimation techniques.
In this paper, we show that the problem of learning the prediction function can also be solved as a support vector regression problem [21] , i.e., using Support Vector Machines (SVMs) to compute classifier prediction. SVMs are a widely used machine learning technique with both a sound theoretical background and a lot of practical successful applications. We introduce XCSF with support vector prediction, dubbed XCSFsvm, in which classifiers prediction is computed using SVMs. In XCSFsvm classifier prediction is updated with a well known SVM training techniques adapted to the online learning setting used in XCSF. The extension of XCSF with SVMs has two main advantages: (i) it sets the problem of learning the classifier prediction function as a well-posed quadratic optimization problem and (ii) it can tackle non-linear prediction function using the so-called "kernel trick" [21] . One of the known drawbacks of SVMs is that they require suitable values for the kernel parameters which are typically set through empirical search and experience. In XCSFsvm, we let evolution do the job, so that the system is in charge of finding the adequate parameters for the SVM kernels. Thus, in XCSFsvm the genetic algorithm works both on the partitioning of the problem space (as it usually happens) and on the search for the most suitable SVM kernel parameters. We compared XCSF with our XCSFsvm on four functions inspired to those used by Butz [1, 2] . Our results suggest that XCSFsvm is not only able to evolve accurate approximations of functions that are too difficult for XCSF [26, 9] , but it also generalizes significantly better than XCSF.
The paper is organized as follows. In Section 2 we introduce the basics of support vector regression. Then, we show how support vector regression is extended for online learning (Section 3). In Section 4 we describe XCSF and then we show how we extended XCSF by adding support vector regression for classifier prediction (Section 5). The experimental design is described in Section 6 while in Section 7 we report the experimental results.
SUPPORT VECTOR REGRESSION
Consider a given set of training samples { (x1, y1) , ..., (x , y )} ⊂ X × IR, where X is the input space (e.g. X ≡ IR 3 ) and yi is the target associated to each input xi. We define ε−SV regression [21] as the problem of finding a function, f : X → IR, such that f (xi) has at most a deviation ε from the target yi for all the training samples. In order to be a good solution, f should be as flat as possible [19] , i.e. the smoothest function with at most an ε deviation from the targets.
In the simplest case the problem can be solved with a linear function, f (x) = w · x + b, where w ∈ X and b ∈ IR. In this particular case the flattest solution is the smallest w [19] , such that
Unfortunately very often this problem has no solution and thus the ε−SV regression problem is usually defined as
subject to (∀i = 1 · · · ):
where ξi and ξ * i , called the slack variables, represents at what degree the original problem constraints (Equation 1) are violated by the solution; the positive constant, C, represents a trade-off between the accuracy and the flatness of the solution.
The optimization problem defined by Equation 2 and Equation 3 can be often solved more easily in its dual formulation (for the details we refer the reader to [19] ).
In order to extend this approach to non linear regression problems it is possible to introduce a mapping function, φ : X → H, that maps the input space X in a suitable feature space H where the regression problem can still be solved by a linear function f (x) = w · φ(x) + b. In practice, in many problems the dimensionality of such a suitable feature space grows exponentially and this approach would quickly become infeasible. Luckily the solution of the optimization problem associated to the regression problem can be expressed solely in terms of the kernel function,
e. the inner product in H. This key observation, usually referred to as the kernel trick, allows to solve the regression problem in a feasible way, because a large class of mapping function φ(·) admits an easy to compute kernel. Accordingly the solution of the regression problem becomes [19] : 
ONLINE LEARNING WITH SUPPORT VECTOR REGRESSION
Solving the ε−SV regression problem introduced in the previous section involves a non-trivial quadratic programming optimization that is, in general, computationally quadratic both in time and memory with respect to the number of training samples. Many efforts have been done for solving efficiently such optimization problem [6, 16] but the proposed algorithms usually require all the training samples at once, i.e. they solve a batch learning problem. In this paper instead we only deal with the online learning problem, that is at each time step a new training sample is available. A lot of incremental algorithms have been introduced in literature either for computing an approximate solution [7, 22] or the exact solution [14, 15, 4] of the optimization problem. Unfortunately these incremental algorithms are not widely used in practice basically for two reasons [13] : (i) there is not yet any standard available implementation of such algorithms; (ii) they are rather complex and tricky to implement in order to get a good computational performance.
A completely different approach is the one of chunking methods [21, 17, 18, 20] . The basic idea of chunking methods is that of solving at each time step a new support vector regression problem from scratch using a small subset of the training data. The selection of such training subset thus a key role in the chunking methods. A common approach [21, 18] is using at each time step, as training set, the last available training sample and the actual set of SVs.
Here we implemented a slightly different version of chunking methods. The main drawback of chunking methods is actually that the complexity of the solution, i.e. the number of SVs, can grow indefinitely. Even if some methods for keeping small the number of SVs have been introduced in the literature [7] , this is a serious issue for us both because it results in a significant slowdown of the training process and because our aim is solving many simple local regression problems. To deal with this issue we introduced a superior bound, θSV , to the number of SVs used. At time step, t, a new training sample (xt, yt) is presented to the Support Vector Machine (SVM) that is updated as described in Algorithm 1. At first the SVM is used to predict the output of the current training sample, SVM(xt); if the predicted output differs more than ε from the target, i.e. |SVM(xt) − yt| > ε (line 2, Algorithm 1), a new SVM is trained; the training set, T , is built by adding the latest training sample, (xt, yt), to the actual set of SVs (line 7, Algorithm 1). If the number of SVs is greater than a fixed threshold θSV , the oldest one is dropped 1 . The resulting data set, T , is used for training a new SVM from scratch with a standard procedure for solving a batch support vector regression problem (line 8, Algorithm 1). In our implementation we used the well known LIBSVM [5] library for performing the underlying batch training of SVMs.
Algorithm 1 Incremental update of SVM.
1:
Remove the oldest SV from T 6: end if 7:
end if 10: end procedure
DESCRIPTION OF XCSF
In XCSF [26] , computed prediction replaces the usual classifier prediction with a parameter vector w and a prediction function p(st, w), which defines how classifier prediction is computed from the current input st and parameter vector w.
Classifiers consist of a condition and four main parameters. Since as in [26] , we focus on function approximation problems, classifiers do not have actions. The condition is represented by a concatenation of interval predicates, inti = (li, ui), where li ("lower") and ui ("upper") are real values. The four parameters are: the weight vector w, used to compute the classifier prediction as a function of the current input; the prediction error ε, that estimates the error affecting classifier prediction; the fitness F that estimates the accuracy of the classifier prediction; the numerosity num, a counter 1 At each time step, the training set built has at most θSV +1 training samples, resulting in no more than θSV +1 SVs. Thus at most one support vector requires to be dropped at the next training step.
used to represent different copies of the same classifier. The weight vector w has one weight wi for each possible input, and an additional weight w0 corresponding to a constant input x0, that is set as a parameter of XCSF (in this work x0 is always set to 1).
Performance Component. At each time step t, XCSF builds a match set [M] containing the classifiers in the population [P] whose condition matches the current sensory input st; if [M] contains less than θmna actions, covering takes place as in XCSI [25, 26] . The weight vector w of covering classifiers is initialized with zero values (note that originally [26] , the weights were initialized with random values in [-1,1]); all the other parameters are initialized as in XCS (see [3] ).
XCSF computes the system prediction of the classifiers in [M] which, at time t for input st is defined as,
where cl is a classifier, [M] is the match set, cl.F is the fitness of cl; cl.p(st) is the prediction of cl in state st, which is computed as:
where cl.wi is the weight wi of cl. Then XCSF performs a dummy action (there are actually no actions involved in function approximation problems [26] ) and a reward P is returned to the system. Reinforcement Component. XCSF uses the incoming reward P to update the parameters of classifiers in [M] . In the original XCSF, the weight vector w is updated using a modified delta rule [23] . In this paper, we use the most recent recursive least square update introduced in [9] . After the prediction of the classifiers in [M] is updated according to the target value P . Finally, the prediction error ε and the classifier fitness is updated as in XCS.
Discovery Component. The genetic algorithm in XCSF works as in XCSI [25] . On a regular basis depending on the parameter θga, the genetic algorithm is applied to classifiers in [A] . It selects two classifiers with probability proportional to their fitness, copies them, and with probability χ performs crossover on the copies; then, with probability μ it mutates each allele. Crossover and mutation work as in XCSI [25, 26] .
EXTENDING XCSF WITH SVM
It is rather straightforward to extend XCSF with classifier prediction based on support vector regression. In XCSF with support vector prediction, briefly XCSFsvm (i) each classifier cl k has an associated SVM for regression, cl k .SVM (·) , that is used to compute the prediction; (ii) the update of the classifier parameter vector w (Section 4) is replaced by the update of cl k .SVM according to Algorithm 1; (iii) the genetic algorithm is applied both to classifier conditions and to the parameters of the SVM associated to each classifier.
A support vector machine for regression (Section 2) is completely described by the pair , C (see Equation 2 and Equation 3 ) and by the kernel function k(·, ·) used. In our implementation of XCSFsvm, we used the RBF kernel, provided by the LIBSVM [5] library, which is defined as,
where γ ∈ IR is a kernel parameter. The performance of this type of SVM is highly affected by the value of γ which is problem dependent. For this reason, in XCSFsvm the value of γ is not fixed but it is evolved. The parameter ε is set as the error threshold 0 that is used in XCSF to control classifier accuracy. In XCSFsvm the parameters vector w used in XCSF [26] [3] .
The genetic algorithm works as in XCSF [26] for what concerns the classifier condition. In addition in XCSFsvm genetic algorithm is also applied to the kernel parameter γ. With probability χ crossover is applied and the γ values of the offsprings are recombined. In this work we compared two different recombination strategies. The first one simply switches the γ values between the two offsprings, the second one set γ in both the offsprings to the average of γ values of the parents. The resulting versions of XCSFsvm are dubbed respectively XCSFsvm-χ1 and XCSFsvm-χ2. Finally, with probability μ, mutation is applied and γ is either increased or decreased of an amount uniformly drawn from the continuous interval (0, γ0]. The initialization of the set of SVs in the offsprings is straightforward: each offspring inherits the parent SVs.
Computational Complexity. XCSFsvm requires to store, for each classifiers, the value of γ, the coefficient b, and at most θSV support vectors with the respective targets yi and coefficients βi; thus, in the worst case, the additional memory requirements of XCSFsvm results in a space complexity of order O(n · θSV ), where n is the dimensionality of the in the input space. The update of classifier SVMs is based on the LIBSVM optimized training algorithm that has time complexity of order O(n · θSV ) [5] . Therefore the computational complexity of XCSFsvm is strongly influenced by the choice of the threshold θSV . In this paper we compared XCSFsvm to the XCSF version with recursive least squares update [9] , which complexity is O(n 2 ) both in time and in space. XCSF can be computationally more expensive than XCSFsvm if n θSV but this is not the case of the problems considered in this paper, where n ≤ 4 and θSV = 10.
DESIGN OF EXPERIMENTS
In this work, we followed the standard experimental design used in the literature [24] . Each experiment consists of a number of problems that the system must solve. Each problem is either a learning problem or a test problem. Classifiers parameters are always updated. The genetic algorithm is enabled only during learning, and it is turned off during test. The covering operator is always enabled, but operates only if needed. Learning problems and test problems alternate.
Test Functions
We tested XCSF with support vector prediction, XCSFsvm, on the approximation of the four real functions reported in Table 1 , that are a generalization of the ones introduced in [1] . The functions are continuous; F1, F2, and F4 are normalized so that their range is [−1, 1]; the range of F3 is [0, 1]. Figure 1 shows the plots of the four functions when only two input variables are used. The function F1 is the simplest one since it is additively separable. Accordingly, it is easily approximated by XCSF (see for instance [1] ). This does not hold in F2 which is therefore more difficult to approximate with XCSF [1] . Function F3 and F4 present additional difficulties: the former is not continuously differentiable and the second one has a continuously changing slope. All the statistics reported in this paper are averages over 10 experiments.
Statistical Analysis
To analyze the results reported in this paper, for each experiments and for every tested setting, we collected (i) the average of the absolute system error in the first 50000 test problems, to measure the convergence speed; (ii) the average of the absolute system error in the last 50000 test problems, to measure the accuracy of the evolved solutions; (iii) a fitness-weighted average of the classifiers generality (i.e. the hypervolume identified by the classifier conditions in the input space) in the final populations, to measure the level of generalization achieved. On these data, we applied a one-way analysis of variance (ANOVA) [8] to test whether there was some statistically significant differences; we also applied four post hoc tests [8] , (Tukey HSD, Scheffé, Bonferroni, and StudentNeumann-Keuls) to find which settings performed significantly different.
EXPERIMENTAL RESULTS
We compared XCSF with the two models of XCSFsvm, XCSFsvm-χ1 and XCSFsvm-χ2, on four test functions (Table 1) using different number of inputs. Our goal was threefold. First, we wanted to test how the choice of the parameter γ would affect the performance of the XCSFsvm approaches. In addition, we also wanted to test whether the XCSFsvm models could evolve the adequate value of the kernel parameter γ. Then, we wanted to study how the performance of XCSF and of the XCSFsvm models would be influenced by the problem size.
Fixed γ vs. Evolved γ
In this first set of experiments we analyzed how the choice of the kernel parameter, γ, affects the system performances. For this purpose we used a slightly modified version of XCSFsvm in which the value of γ is initialized to a given fixed value and is neither mutated nor recombined. Then we compared XCSFsvm with different values of γ on the four functions in Table 1 with two input variables. We also compared such XCSFsvm model that keeps a fixed value of γ with XCSFsvm-χ1 and XCSFsvm-χ2, where the value of γ is randomly initialized and can be both mutated and recombined. All the experiments were performed with the following parameters setting: N = 6400; η = 0.5; β = 0.5; α = 0.1; ν = 5; χ = 1.0, μ = 0.05, 0 = 0.05; θ del = 20; θGA = 20; δ = 0.1; GA-subsumption is on with θ sub = 50; while action-set subsumption is off; r0 = 1.0, m0 = 0.5; in XCSFsvm-χ1 and XCSFsvm-χ2 we used C = 30, γmin = 0, γmax = 100, and γ0 = 10. For each function we tested the following values of γ: (i) γ = 0.05, (ii) γ = 100 and (iii) the best value of γ experimentally found. It is worthwile observing that the best value of γ is different for each function tested. Figure 2a compares performance of XCSFsvm-χ1, XCSFsvm-χ2, and XCSFsvm with γ ∈ {0.5, 10, 100} on the approximation of func- tion F1(x1, x2) . All the systems compared are able to evolve an accurate approximation of the target function, but XCSFsvm with γ = 10 (the best value empirically found) learns faster than all the other settings; however XCSFsvm-χ1 and XCSFsvm-χ2 learn faster than XCSFsvm with γ = 0.5 and γ = 100. Figure 2b compares the performance of XCSFsvm-χ1, XCSFsvm-χ2, and XCSFsvm with γ ∈ {0.5, 32, 100} on the approximation of func- tion F2(x1, x2) . On this function XCSFsvm-χ1 and XCSFsvm-χ2 learns even faster than XCSFsvm with γ = 32 (the best value empirically found). The results on the more complex functions, F3(x1, x2) and F4(x1, x2), show ( Figure 2c and Figure 2d ) that XCSFsvm-χ1 and XCSFsvm-χ2 learn roughly as fast as XCSFsvm with the best fixed value of γ. Overall our finding suggest that evolving γ not only does not slow down the learning in XCSFsvm but can even result in a faster learning, suggesting that the most suitable value of γ may change either during the learning process or in different subspace of the input space.
Two variables
In this set of experiments we applied XCSF, XCSFsvm-χ1, and XCSFsvm-χ2 to the approximation of the four functions in Table 1 when n = 2. The parameters are set as in the previous experiments. For each function and for each version of XCSF we compared, Table 2a reports the average absolute system error in the first 50000 test problems. The data in Table 2a show that XCSFsvm-χ1and XCSFsvm-χ2 learn faster than XCSF and after the same number of learning problems reach a smaller prediction error. We applied a one-way analysis of variance (ANOVA [8] ) to test whether the differences reported in Table 2a are statistically significant. Then, we applied the typical post-hoc procedures (SNK, Tukey, Scheffé, and Bonferroni) to analyze the differences among the three systems The analysis of variance shows that the differences in Table 2a are statistically significant at the 99.99% confidence level; the subsequent post-hoc procedures cluster the three versions of XCSF into two groups with similar (not significantly different) performances. The first group contains only XCSF, the second contains both XCSFsvm-χ1 and XCSFsvm-χ2. This suggests that the difference between XCSF and XCSFsvm is statistically significant, i.e., XCSFsvm models are faster than XCSF with a probability of the 99.99%. However, the two versions of XCSFsvm perform similarly, the difference in their performance is not statistically significant. The average prediction error over the last 50000 test problems is reported in Table 2b . All the three systems learn an accurate solution for the four functions. The statistical analysis shows that XCSF is generally more accurate than XCSFsvm-χ1 and XCSFsvm-χ2 (the difference is statistically significant at the 99.99% confidence). But this is not surprising since, as Table 2c demonstrates, XCSF evolves solutions that are more specific and therefore tend to be more accurate. XCSFsvm models evolve accurate solutions (the final prediction error is smaller than the target threshold 0) that are significantly more general than those evolved by XCSF. The ANOVA shows that the differences in classifier generality reported 
in Table 2c are statistically significant at the 99.99% confidence level. The post-hoc procedures cluster the three versions into three groups, one for each version of XCSF, i.e., all the three versions perform significantly differently. Thus, from the data in Table 2c , XCSFsvm-χ1 evolves classifiers that are on the average more general than those evolved by XCSFsvm-χ2 and XCSF. Overall, the experiments with the functions of two variables show that (i) XCSFsvm models converges faster than XCSF to accurate solutions; (ii) at the end of the runs, the solutions evolved by XCSF are generally more accurate than those evolved by XCSFsvm models, however, they are also the less general: XCSFsvm-χ1 and XCSFsvm-χ2 evolve solutions that are significantly more general than those evolved by XCSF; (iii) although the solutions evolved by XCSFsvm-χ1 and by XCSFsvm-χ2 are equally accurate, XCSFsvm-χ1 generalizes better than XCSFsvm-χ2. This suggests that the recombination strategy of XCSFsvm-χ1 may be more effective than the one used in XCSFsvm-χ2, allowing for a more reliable generalization than XCSFsvm-χ2 despite to an equivalent learning speed and accuracy.
Three variables
We repeated the same set of experiments increasing the number of variables up to three. The parameters are set exactly as in previous experiments, except for the population size N which in this case is set to 12800 in accordance with the settings in [2] .
As the number of variables increases, the problems become more challenging so that XCSF cannot reach an accurate solutions for some of the functions. In contrast, XCSFsvm models always reach accurate solutions. Table 3b reports the prediction error in the last 50000 test problems for all the versions of XCSF. As it can be noted, XCSF model cannot evolve an accurate approximation for the most difficult functions , F3(x1, x2, x3) and F4(x1, x2, x3) : the final prediction error is higher than the target threshold 0= 0.05. It can be noted that the solutions for the function F1 with three variables evolved by XCSFsvm-χ1 and XCSFsvm-χ2 are actually more accurate than those evolved with only two variables: the errors in Table 3 are smaller than those in Table 2 . On the other hand, even in the simple function F1 the performance of XCSF decreases as the number of variables increases: the error in Table 3 for F1 is larger than that in Table 2 . These results suggest that, even in a linearly separable functions, XCSFsvm is able to scale up better than XCSF. The statistical analysis of the data in Table 3 shows that the differences between XCSF and the two XCSFsvm models are significantly different at the 99.99%, while the differences between XCSFsvm-χ1 and XCSFsvm-χ2 are not. XCSFsvm-χ1 and XCSFsvm-χ2 learn significantly faster than XCSF though these differences are statistically significant at the 99.99% confidence only in F2(x1, x2, x3) . Table 3c reports the average generality of the classifier in the final populations. Again, the data show that, when XCSF is able to reach an accurate solution, it still evolves solutions that are less general classifier than those evolved by XCSFsvm models. As in the previous experiments, XCSFsvm-χ1 generalizes better than XCSFsvm-χ2. In fact, the statistical analysis shows that at the 99.99% confidence level, the populations evolved by XCSFsvm-χ1 are significantly more general than those evolved by XCSFsvm-χ2.
Four variables
Finally, we applied XCSF, XCSFsvm-χ1, and XCSFsvm-χ2 to F1 and F2 with four variables. The parameters are set as in the previous experiment except for the population size N which is set to 51400 for F1 and to 102800 for F2. The results reported in Table 4 confirm what previously found. In the simple F1, all the three models find an accurate solution but the solutions evolved by XCSFsvm-χ1 and XCSFsvm-χ2 are significantly more accurate than those evolved by XCSF. In the more difficult F2, XCSF cannot reach an accurate solution, below the target error 0, and only XCSFsvm-χ1 and XCSFsvm-χ2 succeed in the task. As in all the previous experiments, in F1, all the three systems find accurate solutions but those evolved by the XCSFsvm models are significantly more accurate than those evolved by XCSF. As before, the data of the average prediction error during the initial 100000 test problems (Table 4a) shows that XCSFsvm-χ1 and XCSFsvm-χ2 learn faster than XCSF, though this difference is statistically significant only in function F1. The previous findings on the generalization are also confirmed. The solutions evolved by XCSFsvm-χ1 are more general than those evolved by XCSFsvm-χ2 and by XCSF, though the difference is significant only in function F1.
CONCLUSIONS
We have introduced XCSF with support vector prediction, briefly XCSFsvm, in which classifier prediction is computed using a Support Vector Machine. We proposed two XCSFsvm models, dubbed XCSFsvm-χ1 and XCSFsvm-χ2, for evolving the kernel parameter of classifier SVMs. The results presented suggest that XCSFsvm-χ1 and XCSFsvm-χ2 effectively adapt the kernel parameter and are able to learn an accurate solution for the target problem as fast as XCSFsvm with the best kernel parameter empirically determined. We have also compared XCSFsvm-χ1 and XCSFsvm-χ2 with XCSF on the approximation of four functions that are a generalization of the ones introduced in [1] . Our results suggest that the proposed XCSFsvm models are not only able to evolve accurate solutions for functions too difficult for XCSF but also learn significantly faster than XCSF, exploiting better generalization capabilities. F2(x1, x2, x3, x4) 0.0004 ± 0.0000 0.0004 ± 0.0001 0.0003 ± 0.0000 (c) Table 4 : XCSF, XCSFsvm-χ1, and XCSFsvm-χ2 applied to four input variables functions: (a) absolute system error average in the first 100000 test problems, (b) absolute system error average in the last 100000 test problems, and (c) fitness-weighted generality of classifiers evolved by the systems.
