GOALI/IUCP: Prediction of Wood Pulp K-Number with Neural Networks by Musavi, Mohamad T. & Coughlin, Daniel
The University of Maine
DigitalCommons@UMaine
University of Maine Office of Research and
Sponsored Programs: Grant Reports Special Collections
6-17-1999
GOALI/IUCP: Prediction of Wood Pulp K-
Number with Neural Networks
Mohamad T. Musavi
Principal Investigator; University of Maine, Orono, musavi@maine.edu
Daniel Coughlin
Co-Principal Investigator; University of Maine, Orono
Follow this and additional works at: https://digitalcommons.library.umaine.edu/orsp_reports
Part of the Wood Science and Pulp, Paper Technology Commons
This Open-Access Report is brought to you for free and open access by DigitalCommons@UMaine. It has been accepted for inclusion in University of
Maine Office of Research and Sponsored Programs: Grant Reports by an authorized administrator of DigitalCommons@UMaine. For more
information, please contact um.library.technical.services@maine.edu.
Recommended Citation
Musavi, Mohamad T. and Coughlin, Daniel, "GOALI/IUCP: Prediction of Wood Pulp K-Number with Neural Networks" (1999).
University of Maine Office of Research and Sponsored Programs: Grant Reports. 178.
https://digitalcommons.library.umaine.edu/orsp_reports/178
Final Report: 9522981
Final Report for Period: 04/1996 - 03/1999 Submitted on: 06/17/1999
Principal Investigator:Musavi, Mohamad T. Award ID: 9522981
Organization: University of Maine
GOALI/IUCP: Prediction of Wood Pulp K-Number with Neural Networks
Participant Individuals
Senior Personnel
Name:Musavi, Mohamad
Worked for more than 160 Hours: Yes
Contribution to Project:
The PI was responsible for managing the entire project. His responsibilities can be divided as those performed at UM and those conducted
at SDW. The PI's UM activities included supervision of graduate students, development of mathematical foundation of the neural network
models, evaluation of the models, preparing seminars, reports, and technical papers. His SDW activities are for human resource
development and training, data gathering, seminars, and implementation of the methodologies on SDW computers.
For the entire project, the PI received 2 months of summer support and 0.5 month of academic support from NSF, and 2 months of academic
release time from the University of Maine.
Name: Coughlin, Daniel
Worked for more than 160 Hours: Yes
Contribution to Project:
The Co-PI's responsibilities were to provide digester process expertise to the PI and assist him in collecting data, testing the models,
evaluating the models, evaluating the benefits, and identifying future areas of application.
The Co-PI's time effort was 200 hrs/year at a rate of $50/hr. This was allocated under the SDW cost sharing.
Post-doc
Graduate Student
Name: Jon, Miranda
Worked for more than 160 Hours: Yes
Contribution to Project:
There were three graduate students working on the project. The primary responsibilities of the graduate students were to develop computer
codes for the predication and characterization models, to prepare data, to train and test the neural networks, to assist the PI in his industry
assignments, and to cooperate with the industrial Co-PI. The graduate students were supported from the NSF funds and the S.D. Warren
(industrial partner) funds.
Name: Li, Junxu
Worked for more than 160 Hours: Yes
Contribution to Project:
There were three graduate students working on the project. The primary responsibilities of the graduate students were to develop computer
codes for the predication and characterization models, to prepare data, to train and test the neural networks, to assist the PI in his industry
assignments, and to cooperate with the industrial Co-PI. The graduate students were supported from the NSF funds and the S.D. Warren
(industrial partner) funds.
Name: Huang, Wenxun
Worked for more than 160 Hours: Yes
Contribution to Project:
There were three graduate students working on the project. The primary responsibilities of the graduate students were to develop computer
codes for the predication and characterization models, to prepare data, to train and test the neural networks, to assist the PI in his industry
assignments, and to cooperate with the industrial Co-PI. The graduate students were supported from the NSF funds and the S.D. Warren
Page 1 of 4
Final Report: 9522981
(industrial partner) funds.
Undergraduate Student
Name: Slade, Wayne
Worked for more than 160 Hours: Yes
Contribution to Project:
The task of the undergraduate student was to test the developed software on the industrial data and provide the results.
Partner Organizations
S.D. Warren Company
The partner company provided:
1) digester data and expertise,
2) testing and evaluation of the methodologies,
3) computing facility for integration of the methods in the process,
4) other processes for future work,
5) financial support for the project, and
7) engineering time and other in-kind services.
Other Collaborators
Activities and Findings
Research Activities: (See PDF version submitted by PI at the end of the report)
Please see the attached PDF file
Research Findings: (See PDF version submitted by PI at the end of the report)
Please see the attached PDF file
Research Training:
This research provided research experiences for three graduate students and two undergraduate students. These students gained expertise in
the development and application of neural networks and fuzzy systems for modeling and control of industrial processes. Students also
traveled to the partner's industrial plant and were involved in direct communications with the plant engineers for data collection and
gathering of process expertise.
In addition, the project provided the project PI and his industrial partner a two way communication and transfer of knowledge in an area of
interest to the pulp and paper companies. Other collaborative research projects supported by other federal agencies and private companies
were initiated as the result of this project.
Education and Outreach:
The results of this research have been made available in our public web sit at www.eece.maine.edu/research/intsys. On September 25, 1997
a workshop entitled 'Intelligent Systems for Industrial Applications' was organized. More than 40 industry engineers and three nationally
known speakers attended the conference and shared their experiences in applying intelligent systems to industrial applications.
Journal Publications
Books or Other One-time Publications
Page 2 of 4
Final Report: 9522981
Musavi, M.T., A. Fern, and D. Coughlin, "Paper Industry: System Identification and Modeling", (1999).Book, Published
Editor(s): John Webster
Bibliography: John Wiley Encyclopedia of Electrical and Electronic Engineers, John Wiley & Sons, New York, Vol. 15, pp. 579-592, 1999
Musavi, M.T. and J. Li, "A Dynamic Parameter Tuning Algorithm for RBF Neural Networks", (1999). Conference, Published
Bibliography: 1999 NSF Design & Manufacturing Grantees Conference
Musavi, M., R. Bryant, D. Coughlin, and A. Gould, "Prediction of Pulp Digester Flow Dynamics with Neural Networks", (1998).
Conference, Published
Bibliography: Proceedings of the 1998 NSF Design and Manufacturing Grantees Conference
Fern, A., J. Miranda, M.T. Musavi, & D. Coughlin, "Pulp Digester Level Prediction Using Multiresolution Networks of Locally Active
Units", (1997). Conference Proceeding, Published
Bibliography: Proceedings of International Conference on Neural Networks (ICNN), IEEE Catalog Number 97CH36109, Vol. 2, pp. 633-
638, June 9-12, 1997
Web/Internet Sites
URL(s):
www.eece.maine.edu/research/intsys
Description:
This is the Intelligent Systems Laboratory web site that provides this NSF research as one of its projects.
Other Specific Products
Product Type: Software (or netware)
Product Description:
The methodologies developed in the research have been implemented using MATLAB and are available for public use.
Sharing Information:
For access to the developed software, the porject PI has to be contacted.
Product Type: Data or databases
Product Description:
The data used in the experiments is from the digester operation of our industrial partner.
Sharing Information:
Due to its proprietary nature, the data is not available to the public.
Contributions
Contributions within Discipline:
In the neural network community, this research has contributed to the development of new methodologies for implementation of Radial
Basis Function (RBF)function approximator/predictor. In the pulp and paper industry, the research has provided an extensive set of
experiments in predicting two important quality measures in the preparation of wood pulp.
Contributions to Other Disciplines:
The neural network development and experimental results of this research can be used in handling other continuous processes in a wide
range of chemical processes.
Contributions to Education and Human Resources:
In addition to the project PI and the industrial partner engineer, several graduate and undergraduate students, and industry engineers
benefited from direct interaction or indirect involvement in the research.
Contributions to Science and Technology Infrastructure:
The data and software developed in this research have been instrumental in the development of the Intelligent Systems Laboratory in the
University of Maine. The developed methodology and software is currently being integrated into a software package for educational and
research purposes.
Beyond Science and Engineering:
Page 3 of 4
Final Report: 9522981
Categories for which nothing is reported:
Any Journal
Contributions: Beyond Science or Engineering
Page 4 of 4
1Major Research Activities
Sending wood chips through the digester, where they are impregnated with caustic liquor
and cooked to remove lignin and break down the chips, produce wood pulp.  The degree to which
the raw chips are pulped is estimated by measuring the K# which is related to the lignin content
remaining in the pulp.  Availability of an accurate K# during any time of digester operation is
very critical in reducing variability and significant savings could be achieved through reductions
in energy and raw material consumption.
The project major research activities consisted of collecting industrial data from a
continuous wood pulp digester, developing neural networks for the task of functional
approximation and prediction, and testing and evaluation of the methodologies on the collected
data.
A. Data Collection
In order to perform digester prediction experiments, data was collected for approximately
five months of continuous digester operation at the pulp mill of the industrial partner.  The data
acquisition system samples the values of 19 input process variables every minute.  The process
output K# that is sampled once an hour is measured in the laboratory.  The dynamics of the
digester process is such that the use of one-minute sampling is not very beneficial.  To account
for this and also to smooth the data, 15-minute averages were computed for the input variables,
yielding four samples per hour.  An interpolation process was also used to create 15-minute data
for the K#.  The resulting data curves adequately exhibit the characteristics of the digester
process.  A diagram of the digester process and the names of 19 variables are given in Figure 1
and Table 1 respectively.  The numbers on the diamond shape boxes of the diagram correspond
to the variable numbers given in the table.  Figure 2 through Figure 4 provide a graphical
representation of the process input and output variables.  The data was scaled to the range [0,1]
and the actual values were removed so that the plots show the relative movement of each variable
with respect to time and each other.  The Digester Feed Grade variable is left out because it has a
constant value in the 200 sample interval shown.  Also, note that Figure 4 shows both K# and
digester level.  Digester level is another important variable that is sometimes used to control K#.
Before presenting to the neural network models, the data was processed to remove invalid
data due to plant shut down and other malfunctions.
2Figure 1.  Digester Process Diagram
3Table 1.  Digester Process Variables
No. Variable Name Units
1 Upper Heater Liquor Flow gal/min
2 Upper Heater Outlet Temp. qF
3 Lower Heater Liquor Flow gal/min
4 Lower Heater Outlet Temp. qF
5 Chip Meter Speed RPM
6 Blow Flow gal/min
7 Extraction Flow gal/min
8 White Liquor Effective Alkali lbs/ft3
9 Lower Heater Effective Alkali lbs/ft3
10 White Liquor Flow gal/min
11 Digester Level %
12 Blowline K# K#
13 Digester Feed Grade 2, 3
14 Upper Strain Gauge %
15 Middle Strain Gauge %
16 Lower Strain Gauge %
17 Top Separator Motor Amps %
18 Digester Bottom Delta Pressure PSI
19 Total Filtrate gal/min
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2.  Upper Heater Outlet Temp.
3.  Lower Heater Liquor Flow
4.  Lower Heater Outlet Temp.
5.  Chip Meter Speed
6.  Blow Flow
7.  Extraction Flow
8.  White Liquor Effective Alkali
9.  Lower Heater Effective Alkali
Figure 2.  Digester Variables 1-9
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10.  White Liquor Flow
11.  Digester Level
12.  Blowline K#
14.  Upper Strain Gauge
15.  Middle Strain Gauge
16.  Lower Strain Gauge
17.  Top Separator Motor Amps
18.  Digester Bottom Delta. Pressure
19.  Total Filtrate
Figure 3.  Digester Variables 10-12, 14-19
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Figure 4.  Digester Level and K#
B. Neural Network Models
1. Introduction
The function approximation task for neural networks can be stated as follows: given a
functional relationship as defined by (1),
y f ( ),x   f R Rn( ):x  (1)
construct an approximation to y,  ( ) ( )f fx x e  , based on a training set of M input and output
observations, {xi}, {yi}, i = 1, 2, …, M, where y fi i ( )x .  The network is trained through the
determination of network parameters that yield acceptable training and testing errors.  The
training error depicts the ability of the network to approximate the function at data points in the
training set.  The testing error measures the performance of the network in approximating the
function at data points outside of the training set, and is a good indication of the generalization
ability of the network.  It is the generalization property of neural networks that makes them most
useful for function approximation.
7A predictive model of a dynamic system can be constructed using a static function
approximator by increasing the dimension of the input space to include past samples of the input
variables and system response as shown by (2) and (3), where ( )y k l  is the predicted response,
l is the period of prediction, and x(k) is the input of the system.  The independent variables used
to form the system input are represented by u j nj ,  1 , d d dy n, , ,1   are the discrete time lags
used, and m m my n, , ,1   are the orders of the system variables selected so that the mapping
between x( )k  and y k l( )  is a unique functional relationship.  The use of large orders often
causes the dimension of the input space to grow excessively, complicating the function
approximation task.
( ) ( ( ))y k l f k  x (2)
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2. Radial Basis Function Neural Networks
The neural networks used in this research are variations of the radial basis function (RBF)
network.  The standard RBF architecture consists of a hidden layer of N neurons, each with its
own radial basis function,Ii i N, , , 1 .  The output of the i
th
 neuron is represented by Ii ( )x ,
where x Rn  is the n-dimensional input vector of the network.  Each basis function is local, so
that each neuron influences the network output only when the input vector lies in a small subset
of the total input space called the receptive field.  The general location and size of the receptive
field are denoted by the center and width of the function.  Also, because each activation function
is radial, its value decreases continuously as the distance from the input vector to the center of
the function increases.
The use of local basis functions is of great importance to function approximation tasks for
industrial processes, because local regions of the total input space correspond to different
operating conditions.  The disadvantage of global activation functions is that small perturbations
in the function parameters can distort the performance of the network over a large portion of the
input space.
The RBF networks proposed in this research use the multidimensional Gaussian
activation function.  Each Gaussian is defined by a center, cR n , and a width scaling matrix,
a  6 1 , where 61  is an n nu  diagonal matrix which gives the shape of the receptive field and a
8is a scalar which defines the size, or resolution, of the receptive field.  The Gaussian activation
function for the i th  neuron is given by (4).
Ii
d
e i( ) ( ( ))x x  12 2 ,       d ai i i i T( ) ( ) ( )x x c x c    601 (4)
where di(x) represents a weighted distance measure which defines a hyper-ellipsoidal receptive
field in an n-dimensional space.  The output of the network, given in (5), the function
approximation ( )f x , is a linear combination of the outputs of the individual neurons, where wi is
the weight of the connection from the ith neuron to the network output.
 ( ) ( )f wi i
i
N
x x 
 
ƒ I
0
(5)
An optional bias, or threshold, neuron is included which provides a shift in the network output,
where I0 1 .  Thus, the total number of neurons, including I0 , is N+1.  The standard RBF
network structure is shown in Figure 5.
Figure 5.  RBF Network Structure
9The training process consists of the determination of appropriate network parameters such
as centers, widths and weights.  After the number of neurons, N, and corresponding centers and
widths are selected, the activation matrix, ), is found by evaluating the output of each neuron for
each input training vector.  The dimension of ) is (Mx(N + 1)), and Iij is the output of neuron j
when stimulated by input vector xi.  The network target values, yi,  associated with each input
vector are used along with ) and the unknown weight vector, w, to form a system of linear
equations (6).  The vector form of equation (6) is referred to as the network equation (7).
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y w ) (7)
Although the gradient descent method is often used to find the optimal weight solution,
another common approach is to find the least-squares solution (8) to minimize the sum of the
squared errors over the training data set.
 w y 

) ) )T T
1 (8)
Although the pseudo-inverse of ) is used in equation (8), other techniques such as singular value
decomposition and the recursive least-squares algorithm can also be utilized to find the least-
squares solution.
Assuming ) is well conditioned, the solution for the weights is easily obtained.
Consequently, the selection of centers and widths for the N neurons is the most crucial part of the
training process.  In addition to securing a low training error, special consideration is needed in
the determination of these network parameters to ensure proper generalization.  After the centers
of the N neurons are selected, their widths can be determined to ensure that their receptive fields
overlap each other enough to sufficiently cover the regions of interest in the input space.
There are many ways to determine the number of neurons to include in an RBF network.
An “exact” network contains M neurons, whose centers are equal to the input training vectors.
However, for large training sets, the number of computations and amount of memory needed to
form the network equation and solve for the weights can limit the usefulness of the network for
practical applications.  In addition, the information gained from some relatively close centers
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may be redundant, adding mathematical complexity to the problem.  In such cases, ) contains
two or more columns that are almost linearly dependent and the solution for the weights is
unstable.  This instability usually causes one or more weights to diverge toward infinity.  As a
result, the network testing output often diverges, producing large errors for at least a few data
points.  Therefore, it is usually advantageous to reduce the number of nodes so that only the most
significant ones are included in the network.  Three methods of neuron reduction are clustering,
the Hotelling transform, and orthogonal search.
a) Clustering and Width Selection
The most popular approach to neuron reduction uses clustering algorithms to create a
smaller set of vectors that adequately represents the input training data.  Clustering algorithms
used for function approximation tasks group input vectors that are close to each other into
clusters.  There are several popular clustering algorithms available, including MacQueen’s K-
means algorithm [1].
Although this algorithm performs well, it does have a weakness: there is no guarantee that
all K centers represent valid clusters.  If an initial center is not the closest one to any input vector,
it is not updated and becomes useless.  To account for this, a variation of the K-means algorithm
is used in this research which employs the “Robin Hood” criteria, so that the “rich” centers are
robbed to feed the “poor” centers.  Essentially, input vectors are stolen from the richest centers
and given to the centers with no data points assigned to them.  This procedure relocates isolated
centers to the most heavily populated regions of the input space.  Thus, the clusters provide a
better approximation of the input space because more centers are present in the dense regions of
the input space.
After the input vectors are clustered to produce a set of K nodes, the shape and widths of
the receptive fields are calculated.  Although these can be arbitrarily selected for each neuron
using trial and error, such a task becomes unfeasible when approximating complicated functions
of high dimension.
Another approach uses the “p-nearest neighbor” heuristics, which are described by
Moody and Darken [2].  In general, these heuristics use properties of the pth nearest neuron to
calculate the width of each Gaussian node.  In this research, each receptive field is defined to
have the same shape as given by 6 0
1
 which has diagonal elements equal to the reciprocals of the
training data variances in each input dimension.  If the training data is a good representation of
the true input space then 6 0
1
 essentially normalizes each input dimension. The size of the
receptive field aI is calculated by using (9) that has been derived from the “p-nearest neighbor”
heuristic [3].
> @ > @
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In (9), cp is the center of the pth nearest neighbor of the ith neuron and b is referred to as the
intersect, which is the value of the activation function where it crosses over the center of the pth
nearest neighbor.  In general, p=1 is used for this research effort.  Varying intersect directly
influences the amount of overlap among the Gaussian functions of the neurons.  Figure 6 shows
two graphs of three evenly spaced, one-dimensional Gaussian activation functions.  The values of
intersect are 0.5 and 0.1, respectively.
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Figure 6.  Comparison of Gaussian Functions with Different Values of intersect
To demonstrate this algorithm, a set of 1000 two-dimensional data points was clustered
with the following parameters: K=5, intersect=0.1, p=1.  The data points are shown as dots in
Figure 7, and the five cluster centers are the small bold circles.  The larger circles are contours of
the Gaussian functions at 0.3, which illustrate the overlap among the nodes.  In addition, Figure 8
displays a three-dimensional plot of the Gaussian functions centered at each node.
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Figure 7.  Contour Plots for Clustered Data Points
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Figure 8.  Gaussian Functions for Clustered Data Points
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Another method of selecting the node locations and width is discussed by Whitehead and
Choate [4], in which genetic algorithms are used to evolve populations of RBF nodes toward a
good approximation structure.  The initial results indicate that this method outperforms the K-
means clustering algorithm; however, further study is necessary to draw definite conclusions.
One possible weakness of the genetic approach is that it is very sensitive to changes in its many
parameters.
b) Fixed Node RBF
The first type of network explored in this project is an RBF network using the “Robin
Hood” clustering algorithm and the “p-nearest neighbor” heuristics.  The number of nodes, N, is
set equal to K, the number of clusters generated, so that a total of K+1 neurons are included in the
network after the bias neuron is added.  In addition, no form of node reduction is used.  This
network structure is called the Fixed Node RBF network.
c) Hotelling Transform
Although the use of clustering algorithms is a good method for reducing the number of
neurons in an RBF network while still properly covering the input space, it does not reveal any
knowledge about the usefulness of each resulting neuron to the overall approximation.  Even
after clustering, there is still a chance that the matrix ) in equation 3-7 might have near linearly
dependent columns.  One way to determine the usefulness of a neuron is to examine the variance
of its response over all of the input training points.  When the response of a particular neuron
does not vary much when presented with all of the input training vectors, it does not provide any
worthwhile information to the network equation.  In effect, these neurons which exhibit small
output variances provide little more information than the bias neuron.
Since the output of an individual neuron over all input patterns is represented by a single
column of ), the variance of each neuron’s response can be found by computing the eigenvalues
of the covariance matrix of ).  An approximation to ) containing fewer columns may be
calculated using a modified version of the Hotelling transform [5].
The Hotelling transform has been shown to be a useful tool for data reduction and is a
good method for decreasing the number of RBF neurons.  One disadvantage is that the
calculation of the covariance matrix and corresponding eigenvalues and eigenvectors requires
considerable computation time for very large values of M and N.  Although it compares the
variance of each column of the activation matrix with respect to the others, the Hotelling
transform method does not consider the target values of the approximation, y.  In contrast, the
orthogonal search method selects a small set of neurons to include in the network architecture
based on their relationship to the network targets.
d) Orthogonal Search
The concept behind the orthogonal search is to select neurons from a set of candidates to
add to the network in the order of their importance to the approximation, until an acceptable
14
performance is achieved.  The activation matrix, ), is computed by applying each training data
point to each candidate neuron.  Each individual column of ), Ii i C, , , 1  is a vector
containing the activation of the ith candidate neuron for all training points, where C is the number
of candidate neurons.  The importance of each column of ) is determined by how much unique
energy a column has in the direction of y, the training target values.
The uniqueness criteria implies that each basis function that is added to the network has
the maximum amount of useful energy which is not already present in the approximation, and
can be evaluated in many ways.  This research uses the Fast Orthogonal Search (FOS) algorithm
[6], which is a quick version of a previous orthogonal search algorithm based on the Gram-
Schmidt procedure [7].  Although the orthogonal search is a powerful technique for neuron
reduction, its disadvantage is that it often requires more computation time than other training
procedures.
The FOS algorithm can only achieve good results if the candidate node set has the
capacity to form the function approximation.  In this study, two different methods were
developed to construct the set of candidate neurons: the Multi-Resolution Clustering (MRC)
network and the Gridded Centers (GC) network.  Both networks utilize the concept of multi-
resolution analysis (MRA), which is popular in the area of wavelet-based signal processing [8].
In some regions of an input domain, observations are dense and the function to be approximated
contains high frequency information while other low frequency areas have fewer observations.
Therefore, it is desirable to use a basis set that has the capacity to represent multiple resolutions
over local regions of the input space.
e) Multi-Resolution Networks Using FOS
Two different networks that use the FOS algorithm to select neurons from a candidate set
are used in this thesis.  A set of candidate nodes is generated through the creation of several
layers of neurons with different spatial densities and resolutions.  An adjustment to the receptive
field size parameter, ai, of an individual neuron is analogous to a change in the resolution of its
activation function.  The two techniques used to generate the candidate neuron sets are named
Multi-Resolution Clustering (MRC) and Gridded Centers (GC).
In addition to the use of multi-resolution Gaussian neurons, both networks have an option
to add a linear neuron for each of the n input variables to the candidate set to compensate for
strong linear relationships between the inputs and the function to be approximated.  The
activation function for a linear neuron is shown in (10), where xj represents the jth column of x
(corresponding to the jth input variable) and the subscript L makes the distinction that the neuron
is linear as opposed to Gaussian.
IL j jx, ( )x  (10)
If linear neurons are included in the candidate set, the activation matrix, ), has the form shown
in (11), where C is the number of multi-resolution Gaussian candidates and n is the number of
15
input variables.  Thus, the total number of candidate neurons given to the FOS algorithm is
C n .
> @)  I I I I I I1 2 1 2 C L L L n, , , (11)
f) Multi-Resolution Clustering
The Multi-Resolution Clustering (MRC) technique is similar in structure to the
Multilayer Self-Organizing Feature Map used for image segmentation [9].  This method uses the
K-means algorithm and “p-nearest neighbor” heuristic to form an initial set of neurons.  The
subsequent MRC iterations cluster the centers created in the previous step to build lower
resolution levels, so that the final level contains no less than two neurons.
The total number of candidate nodes generated by the MRC technique is a function of the
number of nodes in the initial layer, designated by cStart, and the dimension of the input space,
n, as well as the distribution of the training data.  The following is an outline of the MRC
algorithm.
Multi-Resolution Clustering (MRC) Algorithm
1. Initialization:
x Create sets C and A to store the centers, c, and width parameters, a, of
the neuron candidates.
x Set C    and A   .
x Define a set of vectors to be clustered, ^ ‘D d i .  Initialize D to
contain the input training data vectors.
 ^ ‘ ^ ‘d xi i i M  , , ,1
x Set the iteration counter, k  0.
x Select P0, the number of neurons for the initial layer, which is referred
to as cStart.
2. Clustering:
16
x Create a new set of centers, ^ ‘D d' ' , , ,  i ki P1 , by clustering D with
the K-means algorithm and “Robin Hood” criteria.
x Calculate a set of width parameters, ^ ‘A' ' , , ,  a i Pi k1 , for the
centers in D'  using the “p-nearest neighbor” technique, equation (3-9).
x Add the new centers in D'  to C and the new width parameters in A'  to
A.
x Set D D ' , so that the most recent set of centers will be clustered into
a smaller set with the next iteration.
x Calculate the number of neurons for the next layer.
  P Pk k  1 int O , 0 1 O
 In general, O  0 5.  is used, so that the number of neurons decreases by
50% with each iteration.
3. Termination Criteria:
x If the number of neurons for the next layer is at least two, the above
process is repeated.
 IF Pk t1 2,
 THEN increase the counter
 k k 1
 GOTO Step 2
ELSE END
Figure 9 displays the plots for the MRC candidate nodes created from the same data set
shown in Figure 7.  The contour level was again 0.3.  Since five nodes were created in the first
layer, the second layer consists of two nodes for a total of seven candidates.  The contours of the
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nodes in the first layer are shown as large solid circles with small, bold, solid circles (o) at the
center locations.  The nodes in the second layer are shown as the dashed circles with bold plus
signs (+) at the centers.  Figure 10 shows 3-D plots of the Gaussian activation functions of the
nodes in each layer.
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Figure 9.  Contour Plots for MRC Candidate Nodes
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Figure 10.  3-D Plots for MRC Candidate Nodes
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g) Gridded Centers
The method of selecting a candidate node set for the Gridded Centers (GC) network is
similar to the method used by the wavelet based network, WaveARX [8].  Like MRC, the
Gridded Centers technique generates multiple levels of neurons with different resolutions.  In
contrast, however, GC begins with the lowest resolution grid, such that there are two evenly
spaced centers along each input dimension.  The algorithm then creates higher resolution grids,
such that the number of centers along every dimension in each new grid is doubled, until a
predetermined number of grids is obtained.  The number of desired grids is denoted by the
variable levels.  Thus, the total number of candidate nodes generated by the GC technique is a
function of levels, the dimension of the input space, n, and the distribution of the training data.
Because each grid consists of equally spaced neurons, clustering is not needed, and the
algorithm is considerably faster than MRC.  The width scaling parameters are calculated using
the same “p-nearest neighbor” technique as previously described.  Also, the neurons covering
portions of the input space that contain no training data are not included in the candidate set.
Figure 11 shows the contour plots for the candidate nodes created from the same data set
as Figure 7, using GC with two levels.  As in the MRC plot, the contours of the nodes in the first
layer are shown as large solid circles while those in the second layer are shown as the dashed
circles.  The bold, dashed circles in the upper-left and upper-right corners of the graph represent
nodes that were not included in the candidate set because there are no data points inside their
regions.
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Figure 11.  Contour Plots for GC Candidate Nodes
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Although the nodes in the second layer do not appear to overlap in the figure, the
contours are shown at 0.3, so the nodes are able to cover the entire input space.  The addition of
higher resolution levels supplies more neurons with smaller widths to fill the input space more;
however, levels was set to two for viewing purposes.  Since the dimension of the input space is
two, the first level has four nodes (two along each dimension) and the second layer has 14 nodes
(four along each dimension, excluding the two neurons in the corners where no data is present)
for a total of 18 candidates.  Figure 12 displays 3-dimensional plots of the activation functions
for both layers of nodes.
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Figure 12.  3-D Plots for GC Candidate Nodes
3. Error Measures
Two different error measures are used to assess and compare the results generated from
the various neural networks, Emean and Emax.  These are defined by (12) and (13) as the mean and
maximum value of the absolute error between the network output and the target function values,
where e represents the error between the target values and the network output, as given by (14).
 Emean  mean e (12)
 Emax  max e (13)
e y w  ) (14)
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Emean is used to confer, on average, how far the network output is from the target function.
This is especially beneficial to the evaluation of the results of the digester level experiments.  The
chief use of Emax is to observe if the network output is ever at a great distance from the target
values, signifying an unstable solution for the network weights.  If the value of Emax is close to
Emean, it is a good indication that the weights are stable and that the error curve is relatively flat.
C. Testing and Evaluation of Neural Network Models
Both digester level and K# were considered as the output objective functions of our
neural network models.  Based on the recommendation of the industrial partner, the network
models were initially used to predict the digester level based on the actual values of the process
input.  The digester level experiments, although valuable, did not provide meaningful results.
Based on our understanding of the digester plugging/unplugging phenomenon and learning from
the lessons learned in dealing with the digester level, the K# experiments were conducted with
two major differences.  First, only a few of the input variables that supported our
plugging/unplugging phenomenon were used.  In fact, the variable actual values were not used.
Instead, shape descriptions of these variables were used.  Also, rather than using K# itself, we
used the difference in K# (’K#).  Our experiments in modeling both digester level and K# have
been provided below.
1. Digester Level Experiments
In these experiments, in addition to the process 19 input variables, several past values, up
to 20 samples into the past, of variables and their derivatives were included in the total data set
for training and testing of the neural network models.  Not all of these variables were actually
used to train and test neural networks, but they were all made available for the variable selection
process discussed below.  A total of 500 possible input variables were obtained and arranged as
columns of a large data file, as presented in Table 2.  For example, as shown in the second row of
Table 2, variables 20-39 represent the past 20 values of the digester level.
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 Table 2.  Arrangement of Input Data Variables
Variable # Input Variable Description
1-19 Present values of variables 1-19 , as presented in Table 1
20-39 Past values of digester level
40-59 Past values of blow flow
60-79 Past values of extraction flow
80-99 Past values of white liquor flow
100-119 Past values of total filtrate
120-139 Past values of lower strain gauge
140-160 Present and past values of variable 20:
Chip Meter Speed * L - Blow Flow * 0.6
161-181 Present and past values of variable 22:
Blow Flow - Total Filtrate
182-202 Present and past values of variable 23:
Blow Flow - Total Filtrate + Extraction Flow
203-223 Present and past values of variable 24:
Blow Flow - Total Filtrate + Extraction Flow - White Liquor Flow
224-228 Present and past values of variable 21:
Chip Meter Speed@(T-4 hrs) * L - Blow Flow * 0.6
229-245 Present and past values of DER1 for digester level
246-262 Present and past values of DER2 for digester level
263-279 Present and past values of DER1 for blow flow
280-296 Present and past values of DER2 for blow flow
297-313 Present and past values of DER1 for extraction flow
314-330 Present and past values of DER2 for extraction flow
331-347 Present and past values of DER1 for white liquor flow
348-364 Present and past values of DER2 for white liquor flow
365-381 Present and past values of DER1 for total filtrate
382-398 Present and past values of DER2 for total filtrate
399-415 Present and past values of DER1 for lower strain gauge
416-432 Present and past values of DER2 for lower strain gauge
433-449 Present and past values of DER1 for variable 20
450-466 Present and past values of DER2 for lower variable 20
467-483 Present and past values of DER1 for variable 24
484-500 Present and past values of DER2 for lower variable 24
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Finally, in addition to the expansion of the data set as shown in Table 2, the data was
processed in order to separate samples corresponding to hardwood or softwood according to the
Digester Feed Grade (var. 13).  Because the digester is controlled in a different manner for these
two modes of operation, the data set was split up into two separate files so that each neural
network was run using just hardwood or just softwood data.  Also, because the digester contains
a mixture of both softwood and hardwood for approximately five hours after a transition from
hardwood to softwood or vice versa, 20 data samples were removed from the data sets after each
transition.  Furthermore, any sample containing invalid data (i.e. the data acquisition system was
unable to record an authentic value) was removed.
Because of the great number of possible combinations of input variables and target
functions, the digester level prediction experiments are divided into two sections titled
Experiment 1 and Experiment 2.  Experiment 1 includes trials that use input variables chosen
using knowledge of the pulp process and operator control strategies.  The input variables for the
networks used in Experiment 2 were selected using the FOS algorithm, as presented in the neural
network modeling section.
For each trial, the following network parameters were held constant:
x goal = 1x10-4
x intersect = 0.3
x cMax = 50
Note that goal is the error threshold of FOS algorithm.  In addition, the networks using MRC
used cStart = 75 and p = 1.  For the networks using GC, levels was varied according to Table 3
to make sure the number of candidate neurons did not grow unnecessarily large to limit
processing time and memory consumption.
Table 3.  Selection of levels for Networks Using GC
# of input variables levels
1 6
2 5
3 3
>3 2
In most trials, the optimal number of neurons to include in the network was difficult to
decide.  The training error usually decreases continually as the number of neurons is increased.
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However, the testing error usually decreases as the first few neurons are added to the network but
then begins to increase at some point.  Figure 13 shows example plots of Emean for training and
testing versus the number of nodes selected.
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Figure 13.  Example of Training and Testing Error vs. Number of Nodes
To obtain good generalization, the number of neurons should be selected at the point
where the testing error curve is at a minimum.  As can be seen in the above graphs, the optimal
number of nodes is 10.  However, because the optimal number of neurons varies greatly in the
experiments shown in the following sections, the tables displaying the results show the best case
errors (lowest Emean) for training and testing separately, along with the corresponding number of
nodes.  Some experiments in which the networks did not perform well or relied heavily on linear
neurons yield a testing error curve that rose after adding only a few neurons.  In these trials, the
best case for training usually includes a very large number of nodes while the best case for testing
uses a very small number (approximately one to five).
The column of each results table labeled “Linear Terms?” states whether linear terms
were included in the FOS candidate node set.  If so, the corresponding variable numbers are
listed in the last column, in the order in which they were selected.  The point at which these
linear terms were selected relative to the other Gaussian nodes is not shown; however, they were
most often among the first nodes selected by the FOS algorithm.  This indicates that the linear
terms were usually more important to the approximation than the large number of Gaussian
nodes supplied to the candidate set.
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a) Experiment 1
The first few trials of Experiment 1 use networks with a small number of input variables
in order to predict digester level at various points in the future (15 min, 1 hour, 2 hours).  The
input variables used are present and past values of digester level.  The last group of trials used
five inputs that were identified by a pulp process engineer as variables that have key roles in the
control of the digester.  These variables were selected as the result of an educated guess of which
inputs may be most valuable to a neural network, based on the information the operators monitor
closely.  Table 4 presents the input variable numbers and prediction period for each trial.
Following the table is an explanation of the setup for each trial along with a discussion of the
experimental results.
The first trial used only the present value of the digester level (var. 11) as input to predict
the digester level 15 minutes into the future.  The number of training and testing samples, Nsamp,
was set to 100. Table 5 and Table 6 show the resulting errors for networks using GC and MRC,
respectively.
Table 4.  Trial Descriptions (Experiment 1)
Trial # Input Variable Numbers Prediction Period
1 11 15 min.
2 11, 20 15 min.
3 11, 23, 27 1 hour
4 11, 23, 27 2 hours
5 11, 23, 27, 31, 35 1 hour
6 11, 16, 18, 140, 203 1 hour
Table 5.  GC Network Results, 100 Training and Testing Points (Trial 1)
HW / SW
Linear
Terms?
Training /
Testing Emean Emax # of nodes
Linear Variables
Selected
HW Yes Training 1.398 18.246 48 11
HW Yes Testing 3.466 17.627 1
HW No Training 1.260 14.841 50
HW No Testing 3.466 17.627 1
SW Yes Training 2.538 11.983 46 11
SW Yes Testing 3.269 23.265 1 11
SW No Training 2.505 12.046 50
SW No Testing 3.485 22.434 4
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Table 6.  MRC Network Results, 100 Training and Testing Points (Trial 1)
HW / SW
Linear
Terms?
Training /
Testing Emean Emax # of nodes
Linear Variables
Selected
HW Yes Training 0.451 3.556 50 11
HW Yes Testing 3.450 16.420 1 11
HW No Training 0.675 3.304 50
HW No Testing 3.602 16.995 1
SW Yes Training 1.212 5.914 50 11
SW Yes Testing 3.269 23.265 1 11
SW No Training 1.609 9.029 49
SW No Testing 3.661 21.938 9
As shown in the above tables, the performance of both networks on the hardwood and
softwood data is very similar, regardless of the inclusion of linear terms.  The best cases for each
configuration included approximately 50 nodes for training and one node for testing.  The reason
why the testing errors for the softwood run with linear terms is the same for both GC and MRC is
because the only node that was selected for each case was the linear node for the digester level
variable (var. 11).  To illustrate the results of this trial, Figure 14 and Figure 15 display the
network output for training and testing plotted against the target values for the networks
corresponding to the first two rows of Table 5 (Hardwood, GC, linear candidates).
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Figure 14.  Training Output (Trial 1, HW, GC, linear candidates, Nsamp=100)
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Figure 15.  Testing Output (Trial 1, HW, GC, linear candidates, Nsamp=100)
As shown in Figure 14, the network was able to train with good accuracy.  However,
although the errors in Table 5 are small and the network output curve follows the same shape as
the future value curve for testing in Figure 15, the network output is almost linearly proportional
to the present value of the digester that was used as the network input.
All other trials as listed in Table 4 were conducted and their results have been
documented [3].  Here, we suffice by providing the final trial of Experiment 1, Trial 6.  This trial
uses other pulp process variables in addition to the digester level as network inputs.  There are
many different aspects of the pulp process that the operator monitors while controlling the
digester.  In addition to the original 19 digester variables, several variables were introduced, as
given in Table 7, in an attempt to capture some additional information regarding the total flow of
material into and out of the digester.  Taking this into consideration, the following input variables
were selected for Trial 6: Digester Level, Lower Strain Gauge, Digester Bottom Delta Pressure,
Chip Meter Speed * L - Blow Flow * 0.6, and Blow Flow - Total Filtrate + Extraction Flow -
White Liquor Flow.  The period of prediction selected at one hour, and Nsamp was set to 500 and
1000.  The resulting training and testing errors for each configuration are listed in Table 8 and
Table 9.  Plots of the network output follow in Figure 16 and Figure 17 (Softwood, GC, no linear
candidates, Nsamp = 1000).
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Table 7.  Additional Calculated Digester Process Variables
No. Calculated Variable Name Units
20 Chip Meter Speed * L - Blow Flow * 0.6 tons*
21 Chip Meter Speed@(T-4 hrs) * L - Blow Flow * 0.6 tons*
22 Blow Flow - Total Filtrate gal/min
23 Blow Flow - Total Filtrate + Extraction Flow gal/min
24 Blow Flow - Total Filtrate + Extraction Flow - White Liquor Flow gal/min
*
 approximate difference between tons of material entering and
exiting the digester
Table 8.  GC Network Results (Trial 6)
Nsamp
HW
SW
Linear
Terms?
Training /
Testing Emean Emax
# of
nodes
Linear Variables
Selected
500 HW Yes Training 4.654 19.189 49 16, 11
500 HW Yes Testing 7.830 49.735 50 16, 11
500 HW No Training 4.740 21.336 50
500 HW No Testing 10.040 66.440 15
500 SW Yes Training 6.935 31.252 50 11, 140, 16
500 SW Yes Testing 8.023 63.603 1 11
500 SW No Training 6.742 35.695 49
500 SW No Testing 9.657 57.828 24
1000 HW Yes Training 5.646 28.048 50 16, 203
1000 HW Yes Testing 15.953 53.018 16 16
1000 HW No Training 5.876 33.148 50
1000 HW No Testing 13.323 61.083 6
1000 SW Yes Training 7.369 38.840 50 11, 140, 18, 16
1000 SW Yes Testing 10.174 54.146 4 11, 140
1000 SW No Training 7.530 35.845 50
1000 SW No Testing 14.733 62.304 13
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Table 9.  MRC Network Results (Trial 6)
Nsamp
HW
SW
Linear
Terms?
Training /
Testing Emean Emax
# of
nodes
Linear Variables
Selected
500 HW Yes Training 4.790 20.873 50 16, 18
500 HW Yes Testing 7.779 29.070 7 16, 18
500 HW No Training 5.028 22.833 50
500 HW No Testing 10.533 90.273 50
500 SW Yes Training 6.797 36.893 50 11, 140, 16
500 SW Yes Testing 8.023 63.603 1 11
500 SW No Training 7.033 43.812 50
500 SW No Testing 10.200 62.448 4
1000 HW Yes Training 5.772 30.851 50 16, 11, 140, 203
1000 HW Yes Testing 13.517 57.380 21 16, 11, 203
1000 HW No Training 6.321 29.578 50
1000 HW No Testing 12.445 53.075 10
1000 SW Yes Training 7.340 44.904 50 11, 140, 16, 203
1000 SW Yes Testing 10.245 55.112 3 11, 140
1000 SW No Training 7.406 40.116 49
1000 SW No Testing 17.303 77.213 50
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Figure 16. Training Output (Trial 6, SW, GC, no linear candidates, Nsamp=1000)
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Figure 17.  Testing Output (Trial 6, SW, GC, no linear candidates, Nsamp=1000)
The errors from Trial 6 are, at best, slightly lower than those from Trial 3 and Trial 5, the
other trials with a one-hour prediction period.  Also, the plots do not show any drastic
improvements over the previous trials.  Comparing the target values and the network predicted
values in Figure 17, one notices that one is almost a shifted version of the other.  This is the same
phenomenon that was noted in Trial 1 and in fact all other trials of Experiment 1.  The reason is
that in all these trials the current values of the digester level (var. 11) were provided to the
network.  Since there is a very strong correlation between the current and future values of the
digester level, the current digester level was always selected by the FOS algorithm in formation
of the output.  However, since the digester level alone is not sufficient to uniquely map the
function between the input and the output, the network predicted output was calculated as the
present input value, hence, the shifting phenomenon.
In an attempt to improve these results for a one-hour prediction, Experiment 2, discussed
below, use the FOS algorithm to provide a more objective, mathematical method for the selection
of input variables.
b) Experiment 2
Although many variables may be important to pulp process control, they might not
necessarily be useful for the prediction of digester level with a neural network.  A good example
is the chip meter speed variable.  The chip meter speed has a large effect on the performance of
the digester, but it remains nearly constant for long periods of time.  Thus, it does not provide
much information that could be used by the neural network to help separate the input space to
facilitate the mapping of the inputs to the target function.  The chip meter speed is an apparent
example for this case; however, it is not a trivial task to determine which variables are beneficial
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for use as network inputs.  In order to avoid the tedious task of trial and error, which may never
result in an appropriate set of variables, this research employed a technique using the FOS
algorithm for input variable selection.
The FOS algorithm was originally designed to selects individual columns of the RBF )-
matrix in order of their importance to the approximation.  That is, it determines which are the
best nodes (columns of )-matrix) to use in a linear combination to approximate the target
function.  Naturally, FOS can also be used a variable selector.  In other words, given a matrix of
data points, FOS can be used to decide which columns, process variables, are correlated to the
output target in a linear manner.  Therefore, the FOS algorithm was presented with all 500
columns of input data.  The number of data samples (Nsamp) in each vector was selected to be 500
and 1000.  The prediction period was selected to be 15 minutes, 1 hour, and 2 hours. The results
for the first ten important variables selected by the FOS algorithm for each configuration are
given in [3].  In all cases, the current digester level, its past values, and the lower strain gauges
were selected as one of the most two important variables.
Because the network output in the trials of Experiment 1 often closely resembled the
present value of the digester level, the above variable selection procedure was repeated with all
input variables except the digester level, strain gauges, their derivatives, and their past values for
a total of 388 variables.  The hardwood results for these configurations are shown in Table 10
and the softwood results are in Table 11.
Table 10.  Variables Selected by FOS (Hardwood, No Dig. Level or Strain Gauges)
Variables Ranked 1-10
1 2 3 4 5 6 7 8 9 10
Nsamp Pred.
500 15min 6 10 71 18 46 362 384 358 78 57
1000 15min 6 7 46 10 227 8 17 154 361 9
500 1 hr 19 280 359 318 382 18 8 174 228 78
1000 1 hr 6 7 46 17 10 8 9 143 18 1
500 2 hrs 119 314 318 348 355 18 143 227 342 8
1000 2 hrs 9 280 10 17 8 48 5 362 7 119
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Table 11.  Variables Selected by FOS (Softwood, No Dig. Level or Strain Gauges)
Variables Ranked 1-10
1 2 3 4 5 6 7 8 9 10
Nsamp Pred.
500 15min 6 57 44 79 224 12 18 8 9 387
1000 15min 19 224 450 159 75 9 352 494 146 18
500 1 hr 78 18 280 54 12 3 17 45 7 96
1000 1 hr 19 224 280 159 76 9 41 3 18 118
500 2 hrs 74 48 18 228 12 3 17 41 7 1
1000 2 hrs 19 280 224 158 364 330 9 73 40 3
The result of variable selection while using all the 500 variables are fairly consistent in
that the digester level or the lower strain gauge was chosen first for all of the hardwood and
softwood configurations.  However, for each case, the rest of the variables chosen were not
consistent at all.  The same effect is exhibited by the results shown in Table 10 and Table 11,
except that even the first variable selected was inconsistent among all configurations.  One
reason for these inconsistencies is that there were a very large number of variables available for
the selection process.
The five highest ranked variables for the configurations with Nsamp = 1000 were used as
inputs for Trials 7-10.  Each trial used the GC network with linear candidate neurons.  Although
the variables are selected based on a linear combination, the non-linear neural network should
have been able to perform at least as well because it had the linear candidate nodes at its disposal.
The training and testing errors for Trials 7-10 are listed in Table 12.  Figure 18 and Figure 19
display the training and testing network output for Trial 10.
Table 12.  GC Network Results, 1000 Training and Testing Points (Trials 7-10)
Trial # HW / SW
Training /
Testing Emean Emax # of nodes
Linear Variables
Selected
7 HW Training 5.757 28.069 50 16, 246, 12
7 HW Testing 13.826 60.763 23 16, 246
8 HW Training 9.175 48.568 50 6, 46
8 HW Testing 19.084 59.442 1 6
9 SW Training 7.541 42.225 50 11, 141, 364
9 SW Testing 10.256 57.934 6 11, 141
10 SW Training 12.598 52.264 50 19, 280, 76, 159
10 SW Testing 20.441 69.935 12 19, 280
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Figure 18.  Training Output (Trial 10, HW, GC, linear candidates, Nsamp=1000)
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Figure 19.  Testing Output (Trial 10, HW, GC, linear candidates, Nsamp=1000)
By comparing the results for a one-hour prediction in Experiment 2 with those in
Experiment 1, it is difficult to determine if any particular trial yielded better results than the
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others.  The mean training and testing errors, as well as the appearance of the network output
curves, were practically indistinguishable.  Therefore, no preference can be established for the
type of network used or the input variable selection method.
The trials of Experiment 1 showed that inclusion of current and previous values of the
digester level, the predicted variable, would cause difficulty because the predicted variable is
strongly correlated to its current and past values.  Therefore, the network output would be similar
to the network input.  In other words, the network was not able to provide any meaningful result.
To overcome the problems of Experiment 1, the trials of Experiment 2 did not include
current and past values of the predicted variable.  FOS algorithm was used to find the most
important variables from many possible variables.  The results in this case were not satisfactory
either.
Based on our observations in trying to predict the digester level, we did not repeat the
same experiments with K#.  Instead, we developed a new plugging/unplugging hypothesis in the
digester operation [10], explained under Major Research Findings section.  Based on this
hypothesis, we performed a set of experiments for the prediction of K#.  A description of these
experiments is given below.
2. K# Prediction Experiments
The data set that was used in the digester level prediction was also used for the
experiments of this section.  There are however differences in the representation of data to the
networks, as discussed below under the Data Representation section.  Also, the focus was to
predict K# during softwood digester consumption due to a more highly fluctuant K# behavior
during such operation.  K# for hardwood is less fluctuant and its control doesn’t pose serious
problems.
The experiments of this section were designed to provide answer to four objectives: 1)
determine the relationship between pulp digester variables and resulting K#; 2) discredit the
possibility that the K# model is simply performing a phase-shift operation as in the digester level
experiments; 3) compare the results of RBF network with other neural networks or fuzzy
systems, and 4) compare K# modeling performance when using variable transforms vs. a
standard instantaneous input representation.
a) Data Representation
It is important for an effective variable representation to be determined after careful
analysis of digester dynamics.  The question can be stated: in what format should the variables of
the system be presented to the system-modeling tool?
For the output representation, there are two methods of representing the K# output:
absolutely with K# target or relatively with change in K# (’K#) target.  The latter proved to be
more appropriate and intuitively makes more sense.  The dynamics of the digester are
continuously changing and therefore the specific input variable quantities that create a specific
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K# one day will probably not create the same K# the next day.  On the other hand, specific input
variable quantities might have the same effect on ’K# despite the passage of time.  Our belief is
that the relationship between input variables and K# is mostly relative in nature.
The most common method of input representation presents a necessary starting point in
an attempt to model any system.  The standard approach, which was used in the digester level
experiments, is simply to use the inputs as they are.  The question can be formally stated: what is
the relationship between past and present process variables and the output.  When applied to
absolute K# and digester level modeling, the standard method of input representation shows no
signs of success.  Despite the combination of inputs and their delays, the relationship remains
unknown to any level of accuracy.  When applied to relative ’K# modeling, the standard method
of input representation also showed no signs of success.
Therefore, another method of input representation was created based on our analysis of
the digester dynamics analysis that is based on a plugging/unplugging phenomenon, explained
under the Major Research Findings.  The question can be stated: assuming the
plugging/unplugging dynamic can be determined, what is the relationship between digester pulp
flow and ’K#?  Detecting the plugging/unplugging phenomenon is best accomplished through
observation of the digester level, blow flow, and K# dynamics over a window of time.  The
rational is that if a plug/unplug occurs, the digester level will first dramatically increase, then
dramatically decrease, and then return to normal.  The use of blow flow in determining the
plugging/unplugging dynamic can be reasoned as follows.  Blow flow is one of the most
significant manipulated variables used by operators to control digester level, and it therefore is
strongly related to digester level behavior, which provides information about the
plugging/unplugging dynamic.  Finally, K# behavior reflects the state of the pulp, which is a
function of the plugging dynamic.
The aim is to determine a method of quantitatively describing a variable’s behavior over a
window of time.  This method could be applied to the variables of digester level, blow flow, and
K#, thus characterizing both responsive and unresponsive digester behavior and resulting in a
quantitative measure of the manner in which pulp flowed through a particular operative region of
the digester.  Such descriptions could then be interpreted by a system-modeling tool and mapped
to resulting ’K#.
Three intuitive variable transforms come to mind: the relative first, second, and third
shape-characteristics of the variable over a window of time.  The first transform describes the
relative slope of the variable’s behavior over a window of time, the second describes the relative
curvature or “U-ness” of the variable’s behavior over a window of time, and the third describes
the relative “S-ness” of the variable’s behavior over a window of time.
The variable transforms are calculated using a linear regression-of-differences technique.
The first variable transform is the slope of a linear regression of a variable’s samples over a
specified window of time.  The second variable transform is the slope of a linear regression of
consecutive-sample differences over a specified window of time.  The third variable transform is
the slope of a linear regression of consecutive sample differences-of-differences over a specified
window of time.
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Figure 20: Modeling Approach with Variable Transform
The essence of this modeling approach is best explained through the diagram of Figure
20.  The variable transforms, performed on a variable over a window of time ’t1, provide
information about the variable’s behavior over that period of time.  Is the variable ramping up or
down?  To what degree is the variable displaying either a positive or negative “U-ness”, what
about “S-ness”?  The question can be formally stated: given first, second, and third shape-
characteristic descriptions of a variable, over a window of time ’t1, can a network model
determine the relationship to ’K# at ’t2 time units later?  If the chosen variables are digester
level, blow flow, and K#, and the prediction time, window, and delay magnitudes (’t1, ’t2, ’t,)
are chosen appropriately, it is believed that the variable transforms will reflect the manner in
which wood pulp endured the operative regions of the digester.
b) Prediction Results
Extensive experimentation has produced a model for prediction of K# [10].  The model is
mainly dependent on the 1st, 2nd, and 3rd variable transforms of K# over a one and a half-hour
window of time (’t1=’t2=1.5 hour) prior to a one and a half-hour (’t=1.5 hour) prediction of
’K#.  The prediction interval is large enough to be functional in a pulp digester feedback control
scheme.
The K# window is providing information about the behavior of K# over a window of
time prior to the prediction.  This information is indicative of the history of the state of the pulp
prior to the prediction.  Intuitively, the network is learning how this history of state relates to a
prediction of the change in K#.
The best and worst K# modeling results are given in Table 13 for the proposed RBF
network and have been compared with a backpropagation (BP) network and a neuro-fuzzy
system (NFS) [10].  The employed RBF model architecture and parameters were the same as in
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the digester level experiments and have been thoroughly described in [3], while the BP model
was generated through NeualWorks Predict, a commercial package by NeuralWare, Inc.  A
total of approximately five thousand data points are available.  Each model’s training and testing
performance is calculated for 400 consecutive samples of data, where the first 200 samples are
training and the latter are testing.  Model performance is computed as the Pearson correlation
coefficient, r, of the target and modeled outputs.  From the twelve regions of analysis, the best
and worst K# model results have been presented in table Table 13 and are shown in Figure 21
through Figure 24.  Note that the figures provide normalized values to a target value of one.
Table 13: Comparison of BP, RBF, and NFS Results for Eight Regions of Data
Data       Training Performance,          Testing Performance,
Region BP RBF NFS BP RBF NFS
Best .8710 .8721 .6423 .7665 .7993 .6359
Worst .7102 .7593 .5463 .6398 .6588 .6122
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Figure 21: Training Output of the Model for Best Region, r = .8721
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Figure 22: Testing Output of the Model for Best Region, r = .799
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Figure 23: Training Output of the Model for Worst Region, r = .7593
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Figure 24: Testing Output of the Model for Worst Region, r = .6588
c) Model Verification Experiments
In [9,11] it is shown that a model can avoid learning the intended mapping if it uses auto-
regressive inputs, inputs that are past values of the output, as it was also shown in the digester
level experiments.  Such a model approximately provides the current output as the predicted
output, a mapping that is termed a phase-shift and can lead to misinterpretation of model
performance as being acceptable.  Assume a model that uses an auto-regressive input is simply
performing a phase-shift mapping.  A plot of the target vs. modeled output could easily be
interpreted as exhibiting successful model performance with low average error.  Although the
training and testing error appears to be satisfactory, the true network behavior is simply a phase
shift; the predicted output is exactly equal to the current output, which was given as an input to
the network.  In effect, the model hasn’t done anything.
Despite the possible result of phase-shift mapping, the use of auto-regressive inputs is
mandatory for the modeling of most complex, nonlinear systems.  The model verification
experiments of this section are intended to discredit the possibility that the ’K# model presented
here is simply performing a phase-shift operation. The test is accomplished by comparing the
’K# model performance with that of a pure phase-shift.  If the ’K# model outperforms a pure
phase-shift by a significant amount, then the action of the ’K# model can be considered valid.
The pure phase-shift model is simply that the predicted ’K# is equal to the provided
’K#, a one and a half-hour phase-shift.  It is important to note that the model doesn’t actually
receive an auto-regressive ’K# input, but it does receive the variable transforms of a one and a
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half-hour window of K# prior to the prediction start point.  However, the ’K# auto-regressive
input could be “inferred” by the network, and thus this exercise remains necessary.
The correlation of the model can be compared to that of the pure phase-shift model across
the entire range of data.  Each model’s training and testing performance, Pearson correlation
coefficient r, is calculated for the first 400 samples of data, 200 samples for training and 200
samples for testing.  Each model is then trained and tested on the next 400 samples of data, and
both model’s training and testing performance calculated.  This continues until the entire data is
spanned.  The training and testing results are shown in Figure 25 and Figure 26, where the model
(solid line) has a mean training and testing correlation of about 0.75 and 0.7 respectively, and the
phase-shift model (dotted line) has a mean training and testing correlation of about 0.3.  The
developed model clearly outperforms the phase-shift model.
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Figure 25: Training Correlation of Developed and Phase-Shift Model across Entire Data
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Figure 26: Testing Correlation of Developed and Phase-Shift Model across Entire Data
           Solid line = Developed Model, Dotted line = Phase-shift Model
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1Major Research Findings
The major contributions of this research are: 1) improving the approximation ability of
the RBF neural networks, 2) providing a methodology for predicting important variables in the
operation of wood digester, and 3) providing an understanding of the digester dynamics.
A. RBF Neural Networks
This research offers two new developments in improving the approximation ability of the
RBF neural network.  First, the concept of multi-resolution analysis (MRA) has been applied to
the task of determining a sufficient number of initial RBF nodes.  Second, the fast orthogonal
search (FOS) technique has been used effectively to determine a minimum number of final nodes
as well as their associated weight.  Using MRA, the multi-resolution gridded center (GC) and the
multi-resolution clustering (MRC) algorithms have been developed and successfully tested on the
construction of RBF networks.  The development of these techniques has significantly improved
the approximation capabilities and speed of the RBF neural network and has made it a very
attractive tool not only for the functional approximation task but also for classification tasks.
B. Prediction of K# and Digester Level
K# and digester level are two major variables in controlling a continuous wood digester.
Our modeling experiments, presented under the Major Research Activities, provide an extensive
set of results in predicting these variables.  Note that the RBF results have been also compared
with the Back-Propagation (BP) network, and a Neuro-Fuzzy System (NSF).  The K# predicted
results and understanding of the digester operation have been assessed as very good by the
industrial partner engineers.
C. Plugging/Unplugging Phenomenon in Digester Operation
The results of this study suggest the distinction of two types of digester operation,
responsive and non-responsive, as caused by a frequent random plugging and unplugging
behavior of continuous digester pulp flow.  Plugging refers to a blockage of the pulp column with
a “plug” or accumulation of wood chip/pulp debris and can occur at any level of the digester,
while unplugging refers to the removal of such a plug.  During regions of plugging and
unplugging the dynamics of the digester change and are termed unresponsive.  For example,
consider the top level of the digester pulp column during normal, responsive operating
conditions.  The observed digester level follows a mostly linear function of incoming and
outgoing material flows.  The linear relationship dissolves once a plug forms, where the digester
level begins to rapidly increase without an increase of incoming material flow or a decrease in
outgoing material flow.  After some amount of time, usually within an hour, the digester level
begins to rapidly decrease, again with no change of incoming or outgoing material flows.  This is
2explained as the unplugging dynamic.  Eventually the digester level returns to responsive
operation and the approximately linear dynamics thereof.
The consequence of such a theory strongly effects the understanding of K# dynamics and
modeling strategies.  During a region of responsive digester operation the pulp flow is relatively
constant and the four regions of impregnation, heating, cooking, and washing are utilized in a
smooth and consistent fashion.  This is the intended use of the digester and results in wood chips
that are processed in a uniform fashion, thus providing consistent pulp characteristics over time.
Now consider a region of unresponsive digester operation, where a plug has formed at any
location along the height of the digester pulp column.  Below the plug, the pulp continues to flow
at a consistent rate and the corresponding digester operation(s) are performed in a uniform
manner.  Above the plug, the pulp is building up, and as a result, a particular digester
operation(s) is over-performed.  The plug eventually unplugs, due to the weight of the pulp, and
the built-up material rapidly plunges to the lower pulp column that continued to flow under the
plug in a responsive manner.  It is obvious that the plugged material has first experienced over-
performance of a digester operation(s) during the plugged state, followed by under-performance
of another digester operation(s) during the unplugging state.  Further, the extent of over and
under-performance is a function of the plug/unplug duration.
The result of the overall occurrence is a division of pulp characteristics somewhere along
the length of the pulp column, where the lower and upper portions have consistent and fluctuant
pulp characteristics respectively.  Correspondingly the K# of the lower portion is relatively
consistent, while the K# of the upper portion is highly irregular.  Eventually, through a delay in
further plugs, responsive digester operation prevails and the resulting pulp returns to displaying
relatively consistent characteristics.
To summarize, K# is a pulp quality measure that is a function of the history of pulp flow.
A consistent flow yields consistent performance of digester operations and therefore consistent
K# readings.  An inconsistent flow, caused by the plugging/unplugging phenomenon, results in
fluctuant K# readings.
