We conduct a theoretical and numerical study of the aliased spectral densities and inverse operators of Matérn covariance functions on regular grids. We apply our results to provide clarity on the properties of a popular approximation based on stochastic partial differential equations; we find that it can approximate the aliased spectral density and the covariance operator well as the grid spacing goes to zero, but it does not provide increasingly accurate approximations to the inverse operator as the grid spacing goes to zero. If a sparse approximation to the inverse is desired, we suggest instead to select a KL-divergence-minimizing sparse approximation and demonstrate in simulations that these sparse approximations deliver accurate Matérn parameter estimates, while the SPDE approximation over-estimates spatial dependence.
Introduction
For two locations in R d separated by lag h ∈ R d , the Matérn covariance function is
where σ 2 , ν, α > 0, and K ν is the modified Bessel function of the second kind. Guttorp and Gneiting (2006) provide a summary of its important properties and a detailed discussion of the history of the covariance function. This article presents a theoretical and numerical study of properties of the spectral density of the Matérn covariance when aliased to regular grids in one and two dimensions. The study of square root, inverse, and inverse square root operators follow naturally from an understanding of the aliased spectral density. These connections are reviewed in Section 2, with a more detailed treatment of the basic results given in Appendix A. These two sections can provide a refresher for most readers on these important topics. The exponential covariance is a special case of the Matérn, arising when ν = 1/2. Due to the fact that an autoregressive model of order 1 has exactly an exponential covariance, the inverse of an exponential covariance matrix is exactly sparse when the dimension of the domain is 1, meaning that many of the entries of the inverse matrix are exactly equal to zero. In fact, the exact sparsity holds even when the observation locations do not form a regular grid. To our knowledge, there are no other exact sparsity results for the inverse of Matérn covariance matrices. Lindgren et al. (2011) proposed that the inverse of Matérn covariance matrices can be approximated by sparse matrices when ν +d/2 is an integer. This approximation is commonly referred to as the stochastic partial differential equation (SPDE) approximation and builds on work by Whittle (1954) , Whittle (1963) , and Besag (1981) . We investigate this sparsity claim and find that there is nothing particularly special with regards to sparsity about the ν = 3/2, d = 1 case or the ν = 1, d = 2 case, relative to other values of ν. Further, by studying the spectral densities implied by the SPDE approximation, we show that the SPDE over-approximates power at the highest frequencies by at least a factor of 2 in the d = 1, ν = 3/2 case and by as much as a factor of 2.7 in the d = 2, ν = 1 case. This result suggests an explanation for why Guinness (2018) found that SPDE approximations were less accurate than Vecchia's approximation (Vecchia, 1988) .
We show in numerical studies that the increase in power at the highest frequencies impacts the accuracy of the SPDE approximation to the inverse covariance operator, and our simulation study shows that this leads to over-estimation of spatial ranges. The over-estimation was a feature discussed by Lee and Kaufman in the original SPDE paper (Lindgren et al., 2011, p. 479) , with the discussion centered on boundary effects. Though boundary effects are important when working with approximations to the inverse covariance matrix, the present paper suggests instead that the over-estimation stems from the fact that the SPDE approximation has too much power at the highest frequencies, causing the likelihood to select a larger range parameter in order to compensate. When a sparse approximation to the inverse of a covariance matrix on a grid is desired, we propose instead to choose the entries of the inverse to minimize the KL-divergence to the targeted model. On regular grids with periodic boundary conditions, the KL-divergence can be computed quickly via the spectral densities.
Section 2 contains a general background on spectral theory for stationary random fields on grids. Section 3 provides a theoretical study of spectral properties of Matérn covariances in particular, and of SPDE approximations to them. Section 4 details specific computational procedures used to evaluate the spectral densities and the inverse operators. Section 5 contains numerical studies and a simulation study, and Section 6 concludes with a discussion.
Background
The details for all derivations in this section are spelled out in Appendix A. Let Y : R d → R be a stationary process with autocovariance function
). Due to Bochner's theorem (cf. Stein, 1999) 
The covariance function can be recovered by inverting the Fourier transform,
We call A() the spectral density for A[ ]. Our notational convention uses the same letter for the spectral density and covariance function, and distinguishes the two with the type of bracket: round for spectral densities and square for covariances. For ∆ > 0, define the interval T ∆ = [0, 1/∆] and hypercube T d ∆ . When h ∈ Z d , the inverse Fourier transform can be rewritten as
which uses the aliasing property of complex exponentials and introduces a notation A ∆ [ ] : Z d → R for covariances on a grid with spacing ∆. We define
to be the aliased spectral density for A on a grid with spacing ∆. The discrete covariances and the aliased spectral density are related via
We say that
where 1[ h ] = 1 when h = 0 and 0 otherwise. Taking the infinite DFT of both sides of (8) results in
meaning that the spectrum of A −1 ∆ is the ∆ d times the reciprocal of the spectrum of A ∆ . We can also define the square root of A ∆ to be the operator A
Note the difference between (8), which is meant to mimic the matrix multiplication BB −1 , and (10), which is meant to mimic the matrix multiplication BB T . Taking the Fourier transform of both sides reveals that
where * denotes complex conjugate. The spectral density of A 1/2 ∆ is the complex square root of the spectral density of A ∆ . This means that the square root spectral density is unique only up to a multiple of exp(iωx). This is a necessary consequence of the translation-invariance property of stationary processes, since multiplication by exp(iωx) in the spectral domain corresponds to translation by x in the natural domain. Square root operators may also have inverses; their spectral densities again follow the reciprocal relationship.
Square root operators are useful for the simulation of processes that have particular covariances. Let W : Z d → R be a white noise process defined on a the integer lattice (i.e.
its autocovariance function is the identity function
The covariance function for Y is A ∆ . The representation in (12) is exploited in the convolution method of Higdon (1998) . The inverse of the square root operator can be used to decorrelate a process. For a process Y on (∆Z) d with autocovariance function A ∆ , let A −1/2 ∆ be the square root operator for A −1 ∆ , and define W on Z d as
The process W has covariance function 1[ h ] and is thus a white noise process.
Matérn Covariances
The stationary Matérn covariance function is
where N α,ν,d is a normalizing constant. Keeping with convention, we call σ 2 the variance parameter, α the inverse range parameter, and ν the smoothness parameter. The aliased spectral density is then
When ν + 1/2 is an integer, the Matérn covariance is the product of a polynomial and an exponential. For example,
Our notation for M includes ν because we study approximations that involve Matérn functions with different values of ν.
One Dimension
From here on, we set σ 2 = 1 to simplify the expressions. When d = 1 and ν = 1/2, the aliased spectral density has the closed form
This can be proven by taking the discrete Fourier transform of the covariance function. The inverse spectral density is simply the reciprocal
and thus the inverse operator is
which can be shown by taking the Fourier transform of M −1 ∆ (ω : 1/2, 1). When ν = 3/2, the aliased spectral density is
which does have a simplified formula, but whose reciprocal does not. Further, the inverse operator is generally not sparse, which can be verified by numerical calculation. See Section 5 for details. The SPDE sparse approximation in Lindgren et al. (2011) is
which corresponds to spectral density M ∆ (ω : 3/2, 1) = M ∆ (ω : 1/2, 1) 2 = k∈Z N α,1/2,1 α 2 + 4π 2 (ω + k/∆) 2 2 (23) = k∈Z j∈Z N α,1/2,1 α 2 + 4π 2 (ω + k/∆) 2 N α,1/2,1 α 2 + 4π 2 (ω + j/∆) 2 (24) Therefore, comparing 21 to 24, the approximation error is (25) where N α,3/2,1 = N 2 α,1/2,1 . In all of our results, we normalize the spectral densities by the factor that makes the approximation most accurate when α∆ is small. It is of no consequence if an approximation differs by a constant factor, since all models have a variance term σ 2 that corrects for any scale changes introduced by an approximation. Theorem 1 establishes that the SPDE approximation becomes an increasingly accurate representation of the spectral density as α∆ → 0.
The fact that the SPDE spectral density is a good approximation to the true spectral density does not imply that the approximation to the reciprocal of the spectral density is accurate. To provide insight into the reciprocal approximation, we study the behavior of the spectral density at the lowest frequency ω = 0 and at the highest frequency ω = 1/(2∆), resulting in the following two theorems.
Theorem 3.
Taken together, Theorems 2 and 3 imply that as α∆ → 0, the two normalized spectral densities both converge to α −4 at ω = 0, while the SPDE spectral density is at least twice as large as the true spectral density at ω = 1/(2∆). This means that the SPDE approximation differs from the true spectral density by a factor that varies substantially with frequency. In particular, the dynamic range of the SPDE approximation is too small by at least a factor of 2,
where indicates that the inequality holds asymptotically as α∆ → 0. The inaccuracy of the dynamic range impacts the quality of the approximation to the reciprocal of the spectral density and to the inverse operator. An example of how the SPDE can give an accurate approximation the spectral density but an inaccurate approximation to the reciprocal is plotted in Figure 1 . The impact on the inverse operator is explored numerically in Section 5.
Two Dimensions
The aliased spectral density for the Matérn in two dimensions is
The following theorem establishes that for ν = 1, the spectral density at ω = (0, 0) is approximately α −4 , and it establishes upper bounds for the spectral density at the frequencies ω = (1/2∆, 0) and ω = (1/2∆, 1/2∆). Theorem 4.
The numbers 258.6, 43.10, and 86.20 are the result of numerical calculations and are rounded to one or two decimals. They are available to higher accuracy. Details are given in the proof in Appendix B. The SPDE approximation is
which corresponds to the spectral density approximation,
The following theorem establishes the behavior of M ∆ at ω = (0, 0), ω = (1/2∆, 0), and ω = (1/2∆, 1/2∆).
Figure 2: True spectral density for ν = 1, a = 0.5, SPDE approximation to the spectral density, and the ratio of the two. The ratio is near 1.00 at (0, 0), near 2.69 at (1/2∆, 0) and near 1.35 at (1/2∆, 1/2∆), as predicted by the theory.
Theorem 5.
Theorems 4 and 5 imply that when α∆ is small, the SPDE over-approximates the spectral density by a factor of 43.1/16 = 2.69 at ω = (1/2∆, 0) and 86.2/64 = 1.35 at ω = (1/2∆, 1/2∆). Figure 2 contains an example where the ratio between the SPDE spectral density and the true spectral density varies between 0.999 at ω = (0, 0), 2.680 at ω = (1/2∆, 0) and 1.345 at ω = (1/2∆, 1/2∆).
Computing The Operators
All of the operators we have mentioned-covariance, square root covariance, inverse, and square root inverse-are continuous Fourier transforms of elementary functions of the aliased spectral density over the domain [0, 1/∆]. Therefore, we can efficiently compute the operators if we can evaluate the aliased spectral density on a fine grid and numerically integrate simple functions of the spectral density. Fortunately, the Matérn has properties that allow for fast evaluation of the aliased spectral density, with the help of the Poisson summation formula, and numerical integration by a simple Riemann sum approximation is fast (with the FFT) and also accurate with a surprisingly small number of integration points.
Computing Spectral Density on a Fine Grid
Let b = (b 1 , . . . , b d ) be a vector of positive integers representing a grid size. Then define
This makes F(b)/∆ the set of Fourier frequences on [0, 1/∆] d for a grid of size b. The Poisson summation formula (cf. Guinness and Fuentes, 2017) is
where • is elementwise multiplication. This means that we can compute the aliased spectral density by aliasing, or wrapping, the covariances, and then taking a finite discrete Fourier transform of the aliased covariances. We approximate the aliased covariances by truncating the sum over j in (42). For the Matérn model, aliasing the covariances is more computationally efficient than aliasing the spectral density, because the covariances have exponential decay, whereas the spectral densities have polynomial decay. This means that the truncated aliased covariances often converge after just a few terms in the sum.
Fourier Transforms
The inverse operator is
We approximate it with the Riemann sum
which can be evaluated for all h ∈ J(b) quickly using an FFT. The integrand is a periodic function on the domain of integration. For Matérn models, the reciprocal of the aliased spectral density is infinitely differentiable and tends to be well-behaved even when ∆ is very small. The periodicity and smoothness of the reciprocal spectral density makes the Riemann sum extremely accurate for small h . For Matérn covariances, the inverse operator for small h is usually all that is required because the inverse operators tend to decay to zero very quickly as h increases. Numerical results are given in Section 5.
KL-Divergence
The KL-divergence between two mean-zero multivariate normal distributions with covariance matrices Σ 0 and Σ 1 , with Σ 0 taken to be the truth, is
While the inverse operators for the Matérn are not exactly sparse-except when d = 1 and ν = 0.5-one can consider the most accurate approximation for a given sparsity level, where accuracy is judged by KL-divergence to the true model. This is explored in Section 5.
Numerical Results
This section contains results of numerical calculations and simulations meant to provide further insight into the inverse operators, SPDE approximations, and the KL-divergenceminimizing sparse approximations.
Dependence of Inverse Operator on Smoothness
In Figures 3 and 4 , we plot
for d = 1, 2, ∆ = 1, and for a range of values of smoothness parameter ν and inverse range α. First consider d = 1. When h = 1, the operator is always negative. When h = 2, the operator is exactly 0 for ν = 0.5, agreeing with the theory from Section 3, which says that the operator is exactly zero when ν = 0.5 for all |h| > 1. When h = 3, there is an additional zero near ν = 0.7 but there is no zero at ν = 1.5; the SPDE approximation sets the operator equal to zero when ν = 1.5 for ally |h| > 2. When h = 4, the only zero is at ν = 0.5. For d = 2, the SPDE approximation sets the inverse operator to zero when ν = 1.0 and |h 1 | + |h 2 | > 2. Figure 4 shows that while there are some zeros in the inverse operator, they generally do not appear at or near ν = 1.0. For example, when h = (1, 2), the inverse operator is nearly at its maximum when ν = 1.0. While the magnitudes of the operators generally decrease as h increases, there does not appear to be anything particularly sparse about the cases d = 1, ν = 3/2 or d = 2, ν = 1.
Numerical Evaluation of Approximations
We evaluate the entries and the KL-divergence of the SPDE approximation and our spectral and sparse approximations. KL-divergences are evaluated for models with periodic boundary conditions on a grid of size b = (100) when dimension d = 1 and a grid of size b = (100, 100) when dimension d = 2. Figure 5 contains entries of the various approximations to the inverse operator for d = 1, ∆ = 1, ν = 3/2, a ∈ {0.1, 0.4}. For the spectral approximation, we use b = 100 and truncate the aliasing of covariances after 16 terms. We define "SPDE A" to be the approximation that uses the specified value of inverse range α but chooses the variance σ 2 to minimize the KL-divergence to the true model. We define "SPDE B" to be the approximation that chooses both inverse range α and variance σ 2 to minimize KL-divergence. Therefore, SPDE B is necessarily more accurate (in terms of KL-divergence) than SPDE A. "Sparse 2" is an approximation with inverse operator equal to zero when |h| > 2, and thus has the same sparsity pattern as the SPDE approximation. "Sparse 3" is an approximation with inverse operator equal to zero when |h| > 3. Both are chosen to be the sparse approximation that minimizes KL-divergence. Therefore, Sparse 3 is necessarily more accurate than Sparse 2, and Sparse 2 is necessarily more accurate than SPDE B. Table 1 contains KL-divergences for the various approximations for a larger range of values of α. In all cases, we see that the spectral approximations are extremely accurate, and the approximations that are zero when |h| > 2 (SPDE A, SPDE B, and Sparse 2) are much less accurate than the approximations allow non-zero entries when |h| = 3. Figure 6 contains analogous results for the d = 2 dimensional case. SPDE A and SPDE B have the same definition as in the one-dimensional case. "Sparse 2" is the best approximation that has inverse operator equal to zero when |h 1 | + |h 2 | > 2, and thus has the same sparsity pattern as the SPDE approximation. "Sparse 3" is the best approximation that has inverse operator equal to zero when |h 1 | + |h 2 | > 3. We observe the same features as in the onedimensional case, with the Sparse 3 approximations providing a significant improvement to accuracy. One interesting observation is that the SPDE approximation always sets the (1, 1) entry to be twice the (0, 2) entry of the operator, whereas in the exact calculations, the (1, 1) entry is roughly six times smaller than the (0, 2) entry.
Simulation Study
We simulated two-dimensional data on a (30, 30) grid under a Matérn model with σ 2 = 2, α = 0.2, and ν = 1. We assumed that the mean was known to be zero. We considered five estimation assumptions, all with known ν but unknown σ 2 and α: Figure 5 : M −1 1 [ h ] for α = 0.4 and α = 0.1. "Spectral" is the discrete spectral approximation, "SPDE A" is the best-fitting SPDE approximation for specified α, but allowing variance to vary, "SPDE B" is the best-fitting SPDE approximation over α and variance. Figure 6 : M −1 1 [ h ] for α = 0.4 and α = 0.1. "Spectral" is the discrete spectral approximation, "SPDE A" is the best-fitting SPDE approximation for specified α, but allowing variance to vary, "SPDE B" is the best-fitting SPDE approximation over α and variance. For methods 2-5, we use the approximations to compute covariances under periodic boundary conditions on a (50, 50) grid, and extract the covariances from the interior (30, 30) grid. The SPDE approximation uses the coefficients in (35). The Sparse 2 approximation uses the same sparsity pattern as SPDE, but for a given (σ 2 , α), chooses the inverse operator coefficients that minimize the KL-divergence to the Matérn model. The Sparse 3 approximation does the same, except allows the inverse operator to be non-zero when |h 1 | + |h 2 | = 3. All parameters are estimated by maximum likelihood. Figure 7 contains results of the simulation study over 500 simulation replicates. We plot histograms of microergodic parameter (Zhang, 2004) σ 2 α 2 , and include a magenta line for the true value 2(0.2) 2 = 0.08. We see that the exact, spectral, Sparse 2, and Sparse 3 methods provide accurate estimates of the microergodic parameter, but the SPDE approximation under-estimates it by more than 25% in most cases. This underestimation corresponds to an overestimation of the strength of the small-scale spatial dependence, since α is an inverse range parameter.
Discussion
The SPDE approximation has proven to be useful as a computational tool and as a conceptual tool for defining extensions to irregularly-spaced data, models on manifolds, and to nonstationary models (Fuglstad et al., 2015; Bakka et al., 2018) . This paper does not question the usefulness of the SPDE approach as a tool for data analysis. Rather, it is a study of the ability of the SPDE approach to approximate Matérn models on grids. While this paper only studies properties of the covariance operators on grids, it would be interesting to explore whether the KL-divergence-minimizing sparse approximations can be ported to triangulated domains using the techniques developed by Lindgren et al. (2011) .
Although not explored here, the KL-divergence-minimizing sparse approximations can be applied to Matérn models with any value of the smoothness parameter, and to any covariance function for that matter. It would be interesting to pursue further research on the accuracy of these sparse approximations, and on algorithms for quickly finding the KLdivergence-minimizing coefficients, since we found that the optimization was tricky; we had to give it good starting values and restart the algorithms when they failed to converge. The extension to arbitrary smoothness parameter would significantly expand the usefulness of sparse inverse approximations. Indeed, the limitation of the SPDE approximation to integervalued smoothness parameters was noted in several of the discussions of the original paper. Based on the results shown in Figures 3 and 4 , we expect that the sparse approximations will more or less uniformly worsen as ν increases.
The SPDE approximation has the benefit that it does not require evaluation of a Bessel function, whereas the spectral approximation and the sparse KL-divergence-minimizing approximations do. We note that the approximations explored here require evaluation of arrays of covariances only on the computation grid; if the grid has n points, they require a small multiple of n Bessel evaluations. This is opposed to filling in an entire n × n covariance matrix for irregularly spaced data, which would require n 2 Bessel evaluations. We expect that the factoring of large sparse inverse covariance matrices will dominate the computation time. Nevertheless, there may be some scope for simpler approximations that improve on the SPDE approximation without requiring Bessel evaluations. Figure 1 , indicates that multiplying the reciprocal of the SPDE spectrum by a linear combination of 1 and cos(2π∆ω) may significantly improve the approximation to the reciprocal. This would add an additional non-zero in the inverse operator. Similarly, in the d = 2 case, multiplying the reciprocal of the SPDE spectrum by a linear combination of 1, cos(2π∆ω 1 ), cos(2π∆ω 2 ), and cos(2π∆(ω 1 +ω 2 )), may significantly improve the approximation at the expense of adding non-zeros to the inverse operator.
Supplementary Material
The appendices contain additional background and proofs. R code for reproducing all numerical results and figures has been uploaded as online supplementary material. 
A Extended Background
The first proposition establishes the aliasing property of complex exponential and uses it to express the covariances as an integral on a bounded domain instead of an infinite domain.
Proof. Using Bochner's theorem and splitting the integral into domains of size T d ∆ ,
Exchanging sum with integral gives
The complex exponential can be expanded as
Since k ∈ Z 2 and h ∈ Z 2 , k · h = n is an integer, and thus the complex exponential is
Plugging this expression back into the integral gives
as desired.
The second proposition establishes the reciprocal relationship between the spectral density of the covariance operator and the spectral density of the inverse operator.
Proof. By definition, the inverse satisfies
Take the infinite DFT of both sides, ∆ 2d
Proof. By definition, the square root operator satisfies
Taking the infinite DFT of both sides, ∆ 2d 
then
Proof.
Proposition 5. If the mean-zero process Y : (∆Z) d → R has covariance operator A ∆ , and
B Proofs for Matérn Model
The proofs are simpler if we evaluate the aliased spectral densities on [−1/2∆, 1/2∆] instead of [0, 1/∆]. This is of no consequence because the aliased spectral densities are periodic with period 1/∆.
B.1 One Dimension
Proof. For all ω ∈ [−1/2∆, 1/2∆] and k > 0,
Therefore,
Theorem 1. For all ω ∈ [−1/2∆, 1/2∆],
Proof. Recall that the approximation error is
Split the summation set into disjoint sets as {k, j ∈ Z : k = j} ={j = 0, k = 0} ∪ {k = 0, j = 0}∪ (85)
then evaluate each summation individually.
which uses Lemma 1. The exact same derivation shows that
The next term is 
Proof. The first is
The second is 
The second bound can be written as
Split the summation set into parts
and evaluate each sum individually.
which uses Lemma 2. The second term is bounded exactly the same way. The third term is
(α 2 + 4π 2 (j/∆) 2 ) −1 (α 2 + 4π 2 (k/∆) 2 ) −1 
M ∆ (1/2∆ : 3/2, 1) N α,3/2,1 = j∈Z k∈Z α 2 + π 2 ∆ 2 (2j + 1) 2 −1 α 2 + π 2 ∆ 2 (2k + 1) 2 −1 (118) = k∈Z α 2 + π 2 ∆ 2 (2k + 1) 2 −2 + k,j∈Z:k =j α 2 + π 2 ∆ 2 (2j + 1) 2 −1 α 2 + π 2 ∆ 2 (2k + 1) 2 −1 (119) ≥ M ∆ (1/2∆ : 3/2, 1) N α,3/2,1 + ∞ k=−∞ α 2 + π 2 ∆ 2 (2k + 1) 2 −1 α 2 + π 2 ∆ 2 (2(−1 − k) + 1) 2 −1 (120) = M ∆ (1/2∆ : 3/2, 1) N α,3/2,1 + ∞ k=−∞ α 2 + π 2 ∆ 2 (2k + 1) 2 −1 α 2 + π 2 ∆ 2 (−2k − 1) 2 −1 (121) = M ∆ (1/2∆ : 3/2, 1) N α,3/2,1 + ∞ k=−∞ α 2 + π 2 ∆ 2 (2k + 1) 2 −2 (122) = 2 M ∆ (1/2∆ : 3/2, 1) N α,3/2,1 .
The inequality follows from the fact that {j, k : j + k = −1} ⊂ {j, k : j = k}. Proof.
B.2 Two Dimensions
M ∆ ((0, 0) : 1, 2) N a,1,2 − 1 α 4 = k =(0,0)
[α 2 + 4π 2 (k 1 /∆) 2 + 4π 2 (k 2 /∆) 2 ] −2 
where ≈ means that the sum was calculated numerically.
M ∆ (( 1 2∆ , 0) : 1, 2) N a,1,2 = k∈Z 2 α 2 + 4π 2 (1/2∆ + k 1 /∆) 2 + 4π 2 (k 2 /∆) 2 −2 
