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Abstract 
A labeling scheme for the gaps of the bridges of a broken cycle C’ of a biconnected graph G IS 
developed. This labeling scheme incorporates the ideas of lexicographic order and of attachment 
order and is used to order the set of gaps (both proper gaps and cospan gaps) of all bridges of 
the broken cycle C’. Thus a linear order relation is induced on the set of gaps. 
An O(i k’/ + lE1) algorithm for the construction of spanning forests for the bridge graph. (3~). 
of the biconnected graph G = (V, E) with respect to the broken cycle C’ is given. As a bonus, 
this algorithm yields a set of instructions to produce a planar embedding of a biconnected graph. 
should one exist. 
1. Introduction 
In this article we consider the problem of constructing spanning forests for bridge 
graphs. An 0( 1 VI t IEI ) algorithm for the construction of spanning forests in bridge 
graphs is presented. As a bonus, this algorithm yields a set of instructions for construct- 
ing a planar embedding, should one exist. In [IO], an algorithm for the construction of 
spanning forests for segment graphs of a planar graph is given. There is a well-known 
similarity between segment graphs and bridge graphs (see for instance [6,11]). The 
algorithm presented in [lo], although optimal, is somewhat difficult to follow and to 
implement. It is hoped that the present work provides improvement in these two areas. 
The work presented in this article is derived from the theory of bridge graphs for 
biconnected simple graphs which are constructed from the bridges of a broken cycle 
C’ in a biconnected simple graph G. The basic ideas of this theory are due to Tutte 
whose work in [S] related the theory of bridges of a cycle to planar graphs. Recent 
work by Williamson [12] extends this theory and provides a canonical form for cycles 
in bridge graphs. This constructive characterization can be regarded as an extension 
of the classical Kuratowski’s theorem, which is presented as a corollary. Algorithms 
for constructing these canonical forms are also presented. In [6], the theory of bridges 
of a cycle is used to study a particular partially ordered set. Specific regions of the 
Hasse diagram of this set are used as the basic recursion for classical optimal planarity 
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testing algorithms. This theory suggests a mathematical view of why certain optimal 
graph algorithms always seem to work within specific regions of this partial order. 
We consider the set of gaps, Definition 2.6, of each bridge of the broken cycle C’ 
in the development of the method presented in this article. Preliminary definitions and 
results concerning bridge graphs and ordered cycles which provide the motivation for 
the ideas surrounding attachment order, Definition 2.11, are given in Section 2. In 
Section 3 we present a scheme for labeling and ordering the gaps of the bridges of the 
broken cycle C’ in a biconnected graph G. The rules of this scheme provide us with a 
linear order relation on the set g(C’) of these gaps. This linear order relation is used to 
construct a string of integers called the gap string which possesses certain special prop- 
erties relating to the theory of directly linked bridges. This construction and the related 
theory is presented in Section 4. Specifically, in Theorem 4.1 we show that two bridges 
are directly linked if and only if there exist positions il and i2 corresponding to one 
bridge and positions ji and j2 corresponding to the other bridge in the gap string such 
that il <j, < i2 < j2 with respect to the order imposed on the integers of the gap string. 
The special properties of gap strings are then exploited in Section 5 to develop a 
method for the construction of spanning forests for bridge graphs. Using the bridges of 
a broken cycle and the basic recursion for biconnected simple graphs (the bicomponent 
tree, [ 1 I], Definition 6.104), this method can easily be used to yield a set of instructions 
to produce a planar embedding of a biconnected simple graph, should one exist. The 
extension of the algorithm to planarity testing is based on the “sloppy planarity test” 
([ 111, 6.113), the prototypic algorithm for planarity testing and for the construction of 
planar embeddings for biconnected graphs. We thus provide a means for constructing 
spanning forests in bridge graphs which can be used to test planarity and to construct 
a planar embedding of a biconnected graph, should one exist. Complexity issues of 
this algorithm are considered in Section 6. 
The approach presented in this paper is to preprocess the bridges of the broken cycle 
to recognize, label and order the set of all gaps of all bridges of the broken cycle and 
then to use this information, in the form of a generalized gap string, to construct a 
spanning forest for the bridge graph Gc,. This method is used rather than constructing 
the bridge graph directly and then using conventional means to construct a spanning 
forest for Gel because it yields an increase in efficiency over the conventional naive 
approach. It should be noted that for some graphs and some choice of cycles, we 
could have that the number of edges in the bridge graph can bound the square of the 
number of edges in the underlying graph, thus resulting in a larger time complexity 
using conventional means. As an example, the reader should consider a graph with a 
choice of cycle which results in q equivalent 3-bridges. 
2. Bridges of a broken cycle 
In this section we present basic results concerning ordered cycles. First we provide 
some background material on related topics from the theory of bridges of the broken 
P. W. Stephens1 Discrete Applied Mathematics 69 (1996) 125-145 127 
cycle and bridge graphs which shall be used in later sections of this paper. For more 
information on the topics presented here, the reader should see [7-9,11,12]. 
Definition 2.1. Let G = (V,E) be a connected simple graph and H = ( V’, E’ ) a 
subgraph of G. Let 
I),={e: GEE, enV’f8). 
Let 5 be the induced subgraph of E -- I/r. Let g,,&, ,Eq be the connected com- 
ponents of 8 and B,, Bz, . , B, the subgraphs of G obtained from these components 
by adding to Ei all edges, e E IH, such that /e n V(E,)i = 1. B1, Bz,. . . , B, are the 
nontriviul bridges of H in G. If B has the form 
B = ({X~Y~~{{X~Yl~> 
such that x,-v E V’ and {x, y} @ E’, then Bi is a simple bridge or a triviul hridqyr of 
H in G. The nontrivial together with the trivial bridges constitute the collection of all 
bridges of H in G. 
Remark. If H is a cycle then the bridges of H are the bridges of the cycle H in G. 
Definition 2.2. Let H be a subgraph of G and B a bridge of H in G. The set VA(B) = 
V(B) n V(H) is the set of vertices of attachment of B to H. If e E E(B) and 
Ie n V(H)( = 1 th en e is an edge of attuchment of B to H. The set of edges of 
attachment of a bridge B to a subgraph H will be denoted EA(B). 
Remark. Trivial bridges have 2 vertices of attachment but no edges of attachment. 
Definition 2.3. Let G = (V, E) be a connected simple graph. A path C’ = (xl ,x2,. .-XL ). 
k > 2, such that {x~,xk} E E is called a broken cycle of the cycle C = (x1,x1,. . ,X~,XI ). 
Remark. Any broken cycle C’ linearly orders the vertices of the cycle C. A cycle with 
p edges has 2p broken cycles associated with it. 
In what follows, we shall assume that all broken cycles have been linearly ordered. 
The orientation of this ordering is not important and shall not be formally specified. 
Definition 2.4. Let C be a cycle and C’ = ( zl,zz, . ,z,,), n > 2, an associated broken 
cycle. Let B be a bridge of the cycle C in G with vertices of attachment yl, _v?, , >cy 
such that 
yI CC’ _v2 <Cl .” <C’ y, 
where <cl denotes the linear order on C’. The subpath of C’ joining yI to y4, denoted 
by P[yl, yy], is called the span of bridge B relative to C’. The span of a bridge B 
relative to C’ will be denoted by SPAN(B). 
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Remark. We shall call B U P[yl, y,], where B is a bridge of a broken cycle C’ and 
P[yl, yq] is its span, a carrier of bridge B relative to C’. For more on carriers for 
biconnected simple graphs, see [6,11]. 
In the rest of this section and in the sections that follow, we shall only consider 
biconnected simple graphs, unless otherwise stated. 
Definition 2.5. Let G = (V,E) be a biconnected simple graph, and C a cycle in G 
and VC the set of bridges of the cycle C in G. Let EC be the set of pairs {Bi,Bj}, 
where Bi,Bj E VC, such that in any embedding of G in the plane in which Bi and Bj 
are both on the inside or both on the outside of cycle C, B, and Bj have edges of 
attachment which cross. Let Gc = ( VC, EC). Gc is called the bridge graph of C in G. 
We analogously define Gc~ to be the bridge graph with respect to the broken cycle C’. 
If {Bi,Bj} E EC then we say that Bi and Bj are directly linked and we write BidlBj. 
If Bi and Bj are not directly linked, then we write BindlBj. 
Remark. Let Bi and Bj be bridges of a cycle C in a biconnected simple graph G. 
BidlBj if and only if Bi and Bj are on opposite sides of any planar embedding of G. 
Definition 2.6. Let C’ = (zi,zz,. . . ,zn) be a broken cycle. Let B be a bridge of the 
broken cycle C’ and let the vertices of attachment of B be the ordered set 
VA(B) = (YI,YZ,...,Y~) 
such that 
Yl <‘? y2 <‘? “’ <Cl yk 
The paths P[yi, Y~+I], where 1 d i < k, are called the proper gaps of B. The path 
pbk>Yll = bk ,...,ZmZl,...,Yl) 
is called the improper gap or the cospan gap of B in G. We will denote the cospan 
gap of B, COSPAN(B). The set consisting of the proper gaps and the cospan gap of 
a bridge B will be called the set of gaps for the bridge B. 
Remark. The ordered set VA(B) of vertices of attachment of bridge B to the broken 
cycle C’ defined above shall be referred to as the attachment sequence of bridge B to 
C’. 
We give the following definitions as crucial motivation for the definition of attach- 
ment order, Definition 2.11, which shall follow. 
Definition 2.7. Let B be a bridge of the broken cycle C’ in a biconnected simple graph 
G and 
VA(B) = (y1>y2>...,yq) 
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be the sequence of vertices of attachment of bridge B relative to the broken cycle 
C’. Define the sequence HT(B) = (y4,yl,y2) to be the Hopcroft-Tmjun sequence of 
bridge B. If IVA(B)I = 2 then we define HT(B) = (_vz,~I). 
Definition 2.8. Let B and B’ be two distinct bridges of the broken cycle C’ in a 
biconnected simple graph G. Let 
b’A’A(B) = (YI,.v~,...,~~) 
and 
VA(B’) =(y;.y;,...,y;!) 
be the vertices of attachment of B and of B’ respectively to the broken cycle C’. We 
write B ~HT B’ if one of the following holds: 
1. J’I = _v{. ,y~ = y;, and y, = v;,. 
2. / VA(B)1 = 1 V.(B’)I = 2, yl = y{ and y2 = yi. 
Remark. It is easily seen that NHT is an equivalence relation on the bridges of the 
broken cycle C’ (the proof of this is left to the reader). From here on we will refer 
to the equivalence classes of -HT by referring t0 a CanOniCd representative of that 
particular equivalence class. Hence the bridge B will represent all bridges which it is 
equivalent to with respect to -HT. 
Definition 2.9. Let us define the relation <Hr on the equivalence classes of -HT. such 
that B =HT B’ if B and B’ are in the same equivalence class of -117 and such that 
B <HT B’ if B and B’, where 
VA(B) = (.YI>Y~>...>_Y,) 
and 
K4(B’) = (y;.y;,. , y;,), 
are in different equivalence classes of -FIT, and if one of the following conditions 
holds: 
I. y;, CC’ .vy. 
2. y$ = y4 and yi <cl y{. 
3. y;, = yq, yi = yl and q = 2, q’ > 2. 
Lemma 2.1. The relation <HT is u purticrl order rchtion on the equivalence c~hs.sc.s 
qf ‘-fiT. 
Proof. That <Hr is reflexive with respect to the equivalence classes of -HT is im- 
mediate since for all B’ which are equivalent to B we will have B’ NHT B. Hence B’ 
and B will be in the same equivalence class. If we call this equivalence class B, we 
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will clearly see that B =HT B by the definition of the relation <HT. Hence <or is 
reflexive. 
Let us assume that B1 and Bz represent two distinct equivalence classes of NHT. 
Suppose that B1 <HT B2 and that B2 < Hr B,. One of the conditions of Definition 2.9 
must hold for both B1 < HT B2 and 82 < HT B1. But this would clearly be a contradic- 
tion. Hence, if B1 and B2 are comparable with respect to the relation <HT, then either 
B, cHT 82 or B2 <HT B1 but not both. Thus <Hr is an antisymmetric relation. 
Let B,, B2 and B3 represent equivalence classes of NHT and assume that B1 <Hr B2 
and B2 GHT B3. We must show that B1 <HT B3. If BI =HT B2 or if B2 =HT BJ then it 
is obvious that BI d HT Bs. Let us assume then that BI <HT B2 and Bz c HT Bs. Both 
of these cases will be brought about only by the conditions of Definition 2.9. 
If condition 1 holds for B1 and B2 then it is obvious that it will also hold for B1 
and B3 no matter which condition holds for B2 and B3. Hence B1 < HT B3. Assume 
that condition 2 holds for B1 and Bz. If condition 1 holds for B2 and B3 then it will 
also hold for B1 and Bs. Hence B1 <HT B3. If condition 2 holds for B2 and B3 then 
it will also hold for B1 and B3. Hence B1 <HT Bs. If condition 3 holds for B2 and B3 
then condition 2 will hold for B1 and B3. Hence B1 <HT Bs. 
Assume that condition 3 holds for B1 and Bz. If condition 1 holds for B2 and B3 
then it will also hold for B1 and Bs. Hence B1 < HT Bs. If condition 2 holds for B2 
and B3 then it will also hold for B2 and BJ. Hence Bl <HT B3. Condition 3 cannot 
hold for B2 and B3 since this would imply that JVA(B2)j = 2 and iYA(B2)j = 3, a clear 
contradiction. Thus <HT is transitive, and the lemma is proved. 0 
We can extend the relation <HT on the equivalence classes of -HT to a relation 
which makes all bridges of the broken cycle C’ comparable. One such linear extension 
of this relation is the relation between bridges of the broken cycle known as attachment 
order which is defined in [12], Definition 2.2. We repeat this definition below, but first 
we give the definition of lexicographic order a common linear ordering relation. 
Definition 2.10. Let C’ be a broken cycle and let 
and 
be two sequences of vertices of C’. We say that y is lexicographically less than x if 
the smallest integer 1 such that ye # xl has yl < xl in the linear order of C’. If no 
such I exists, then y is lexicographically less than x if i < j. We shall refer to this 
linear order relation as <tex. 
Definition 2.11. Let 
{VA(B): B E V(Gc,)} 
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be the set of all attachment sequences of bridges of a broken cycle C’. Define a linear 
order d att, called the attachment order, on this set by 
(_VltY2,...,.Yr) < (XI~X2,...,xj) 
if y, is greater than xj in the order on C’ or yi = x, and 
(Yl,Y?,...,Yl-I) <lex (~l,X2,...,Xj-l). 
In general, there are many different linear extensions of the partial order relation 
<HT. We give the following theorem which provides us with a link between any 
linear extension of <HT and the concept of two directly linked bridges. 
Theorem 2.1. Let <L be any linear extension of <HT. If BI d~B2, where VA(BI ) = 
(x1,x2 ,..., x4) and VA(B2) = (yI,y2 ,..., yp), then BldlB2 lf and only if there e.xi.st.v 
an x, such that yl -CC! xi <cl y,?. 
Proof. That BldlB2 implies there exists an x, such that yi <CC x, <c’ yP is trivial 
because if this were not the case then all vertices of attachment of Bl would exist in 
the same gap of B,. Hence B1 and B2 could not be directly linked. Let us assume 
that there exists an xi such that y1 -CC, xi <cl y,,. Since B1 <LB~, it cannot be the 
case that xq <c, yP because GL is a linear extension of <HT. So x, # xy. Suppose 
that _blP <c/ xq. It is obvious that BldlB2. Suppose that xq = yP. Since yi cc’! xi. 
xl defy1 would imply that B2 <,_ B,. Suppose that xi <cl yl. Clearly BldlB2 since 
Suppose that yl = xl. If IVA(B2)1 = 2, then we would have that B2 <Hr BI since 
Xi <C/Xi <C’ xq. But this would be a contradiction. Thus we must have that 
II’A(B2)1 > 2. H ence there exists some y, such that xi <clyl <cl xq and BldlB2. 
This proves the theorem. 0 
Corollary 2.1. Zf B1 <HTB~ and VA(Bl) = (x1,x2 ,..., x4) and VA(B2) = (yl,y2 ,.... .I’,,) 
then BldlB2 [f and only if there exists an xi such that 
Proof. This is an easy consequence of Theorem 2.1. 0 
3. Gap labeling and ordering 
We now present a labeling scheme for the gaps of the bridges of the broken cycle 
C’. This scheme will be used to order the gaps in a particularly useful manner. 
Definition 3.1. The following rules will be used to label the gaps of the bridges of a 
broken cycle C’. It is assumed that the vertices on the broken cycle have a specific 
order and orientation. 
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(1) Label the bridges of the broken cycle C’ in attachment order with respect to the 
order imposed on the set of vertices of attachment of all bridges of C’. If two bridges 
are equivalent in attachment order, then assign an order to them in an arbitrary manner. 
(2) For each gap of a bridge B;, assign a number from 1 to 1 where bridge Bi has 1 
gaps. Assign these numbers in increasing order starting with the first proper gap of Bi 
with respect to the order of C’ and ending with the cospan gap of Bi. We shall refer 
to this ordering on the gaps of a bridge of C’ as the natural gap order of bridge Bi 
with respect to C’. 
We have thus produced an order on the bridges of the broken cycle C’ and on the 
gaps of each particular bridge of C’. Each gap of a bridge of C’ can be represented as 
an interval on the broken cycle C’. We assign to each proper gap a closed interval [a, b] 
where a <c, b. To each cospan gap of B,, we assign a closed interval [a,aS], where 
a is the largest vertex of attachment of bridge B, with respect to the broken cycle C’ 
and a.5 is an “imaginary vertex” of attachment of Bi to C’ such that a < a.5 < a + 1 
if (a,a + 1) E E(C’) or, if there is no edge (a,a + 1) in E(C’), a.5 is an “imaginary 
vertex” of C’ greater than vertex a with respect to the order imposed by C’. 
We shall now consider the set of all individual gaps taken from the bridges of the 
broken cycle C’. We shall refer to this set as g(C’). Let X = [a, b] E g(C’) be any gap 
of a bridge of C’. We assign an ordered pair to gap X as follows. 
Definition 3.2. Let X = [a, b] E g(C’) be a gap of a bridge B, of the broken cycle 
C’. We assign to gap X of bridge Bj the ordered pair (i, gl,), where i is the order of 
the bridge in attachment order with respect to C’ and gii is the order of gap X with 
respect to the natural gap order of bridge B,. 
Each gap (proper and cospan) of a bridge of the broken cycle C’ now possesses 
a unique ordered pair as a label. We shall now present an ordering scheme for the 
labeled gaps of the bridges of the broken cycle C’. This scheme produces a useful 
linear order on the set g(C’) as we shall see below, Proposition 3.1. This ordering 
scheme is as follows. 
Definition 3.3. We order the gaps in the set g(C’) by the following rules. 
1. If X = [a, b] and Y = [c,d] are two gaps in the set g(C’) where a # c, then 
X < Y if [a, b] <lex [c,d]. 
2. If X = [a, b] = (i, gli ) and Y = [c, d] = (j, gj, ) are two gaps in the set g(C’) 
where a = c and X and Y are both proper gaps, then X< Y if id j. 
3. If X = [a, b] = (i, gi,) and Y = [c, d] = (j, gj,) are two gaps in the set g(C’) 
where a = c and X and Y are both cospan gaps, then X < Y if i 3 j. 
4. If X = [a, b] and Y = [c,d] are two gaps in the set g(C’) where a = c and X is 
a cospan gap and Y is a proper gap, then X < Y. 
We shall refer to the order imposed on the set g(C’) of all gaps of the bridges of 
the broken cycle C’ by the rules of Definition 3.3 as the gap order of the set g(C’). 
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Further, if X and Y are two gap labelings such that X < Y in the order imposed by 
the rules above, then we shall refer to this relation as the relation Gy. We shall call 
<(, the gup ordering relation. 
Proposition 3.1. The relation Grl is ~1 linear order relation on the set g(C’). 
Proof. In order to prove that <B is a linear order relation on the set y(C’), we must 
first show that <(, is a partial order. Consider the element X = [a, b] E q(C’). That 
the relation is reflexive is obvious by rules 2 and 3 of Definition 3.3. 
Now let us suppose that we have both X < <, Y and Y < <, X where X = [a, 61 = (i. y,, ) 
and Y = [c,d] = (j,gj,,). First let us assume that u # c. We must assume that rule I of 
Definition 3.3 holds. If X dyY then we must have that [a, 61 <I~, [c,d], and if Y <,, X 
then we must have that [c,d] <lex [a, b]. Hence [a, h] =le, [c,d] and we must have that 
x =<, Y. 
Assume now that a = c. If we assume without loss of generality that X is a cospan 
gap and Y is a proper gap, then by rule 4 of Definition 3.3 we cannot have both 
X GH Y and Y 6(,X. If X and Y are both proper gaps, then X GB Y will imply that 
i<;j and Y <,X will imply that j f i, by rule 2 of Definition 3.3. Hence we must 
have that i = j and that X and Y are the same proper gap of the same bridge of the 
broken cycle C’. Thus X =9 Y. If X and Y are both cospan gaps, then X <‘,Y will 
imply that i 3 j and Y <,X will imply that j >, i, by rule 3 of Definition 3.3. Hence 
we must have that i = j and that X and Y are the same cospan gap of the same bridge 
of the broken cycle C’. Thus X =q Y. Thus the relation is antisymmetric. 
Now let us suppose that we have both X < 9 Y and Y < 9 Z where X = [a, h] = ( i. <I,, )
and J‘ = [c, d] = (j, gj”,) and Z = [e, f‘] = (k, qk,, ). We must show that X < (, Z. First 
let us assume that X and Y satisfy rule 1 of Definition 3.3. If Y and Z satisfy any 
of the rules of Definition 3.3 then it is immediate that we have X < (, 2 since d lcx is 
a linear order relation. Assume now that Y and 2 satisfy rule 1 of Definition 3.3. If 
X and Y satisfy any of the rules of Definition 3.3 then it is immediate that we have 
X < ‘, 2 since < lcx is a linear order relation. Thus we establish the transitive property 
with either X and Y or Y and Z satisfying rule 1 of Definition 3.3. We now need only 
consider the other three rules of this definition. 
Since we are only considering rules 2, 3 and 4 of Definition 3.3, we can assume 
that a = c = P. Let us assume that X and Y satisfy rule 2 of Definition 3.3. Then we 
have that i<j. If Y and Z also satisfy rule 2, then we will have that j < li, hence 
i < k and we will have X Gy Z. Since a = c = e we cannot have Y and Z such that 
Y dy Z under rule 3 or 4 of Definition 3.3. Assume that Y and Z satisfy rule 2 of 
Definition 3.3. Then we have that j < k. If X and Y also satisfy rule 2, then we will 
have that i < j, hence i < k and we will have X < ‘, Z. If X is a cospan gap. then we 
will have X c9 Z by rule 4 of Definition 3.3. 
Let us now assume that X and Y satisfy rule 3 of Definition 3.3. Then we will have 
that i 3 j. If Y and Z also satisfy rule 3 then we will have that j 3 k. Hence i 3 k 
and we have X -$ y Z. If Z is a proper gap then we will have X <y Z by rule 4 of 
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Definition 3.3. Assume that Y and Z satisfy rule 3 of Definition 3.3. Then we have 
that j d k. If X and Y also satisfy rule 3, then we will have that i< j, hence i< k 
and we will have X < 9 Z. Since a = c = e we cannot have X and Y such that X d 9 Y 
under rule 2 or 4 of Definition 3.3. 
Let us now assume that X and Y satisfy rule 4 of Definition 3.3. Then we must have 
that Z is a proper gap and hence we will have X c9 Z by rule 4 of Definition 3.3. 
Assume that Y and Z satisfy rule 4 of Definition 3.3. Then we must have that X is 
a cospan gap and hence we will have X c9 Z by rule 4 of Definition 3.3. Thus we 
have established that <9 is a transitive relation on the set g(C’), and hence a partial 
order relation on g(C’). 
To see that each element of g(C’) is comparable, let us consider gaps X = [a,b] and 
Y = [c,d] of this set. If a # c then rule 1 of Definition 3.3 is used and X and Y are 
comparable because <iex is a linear order. If a = c then any of rules 2, 3 or 4 will 
apply depending on which type of gap X and Y are. Thus X and Y are comparable 
and & is a linear order relation on the set g(C’). 0 
Remark. We note that if X and Y are two distinct elements of the set g(C’), then we 
cannot have X =11 Y. This is due to the fact that all bridges of broken cycle C’ are 
distinct with respect to attachment order and that two different gaps of the same bridge 
cannot have the same starting and ending vertices of attachment. 
As an example of the gap ordering relation, consider Fig. 1. This example represents 
a broken cycle with vertices 1 through 14 in clockwise order and the 7 bridges of 
this broken cycle. These bridges have been labeled B1, B2, . . . , B7 in attachment order. 
The natural gap order of each bridge can be inferred from reading the gaps of each 
bridge in a clockwise manner as is described in rule 2 of Definition 3.1. This order is 
expressed as gaps are labeled 1 through 1. In Fig. 2 the gap order for the labels of the 
set of gaps corresponding to Fig. 1 is given. The gap order can be inferred from this 
figure by reading from left to right and top to bottom the gaps (i, gi, ) where (7,l) is 
the smallest and ( 1,3) the largest element in gap order. 
4. Gap strings 
Consider the graph G and the associated cycle C in G. Let us assume that there are 
q bridges of the cycle C in G and that they are represented as 
&(l),&(2), . . . ,Bc(q). 
We note that the bridges Be(i) need not be put into any specific order, but can be 
named in a random manner. Let C’ be a broken cycle in G defined on cycle C. Then 
it is easy to see that the same Be(i) defined as above will be the bridges of the broken 
cycle C’. For each gap of a bridge of C’ we assign a label (i, gi, ) by the process defined 
above, thus forming the ordered list of gap labels g(C’). For each (i,gr,) E g(C’) we 
map (i, gi, ) to the integer i which represents the bridge Bi in attachment order on the 
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< (6,2) ( (4.2) < (5,2) < (5,X) < (4,J) < (3,3) < (I, t) 
Fig. 2. 
broken cycle C’. We then map t to the integer C(i) which represents the bridge Bi 
on cycle C. We thus produce the following mapping from the set g(C’) to the set of 
integers C(i): 
(i, gj,) -+ i + C(i). 
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If we list the integers which result from mapping each gap to a bridge of cycle C’ 
in the order imposed on the gaps by the gap ordering relation G9, we will have a list 
of integers which, read in the order imposed on it by the gap order on the set g(C’), 
will be known as the gap string for the bridges of the broken cycle C’. 
We shall see below that gap strings which have been constructed in the above manner 
have a property which shall enable us to test the planarity of a graph by considering 
spanning forests in bridge graphs (see Section 5 ). 
We shall represent a gap string of a broken cycle C’ as 
r = (Yl,Y2,.~.,Yn), 
where yj is an integer corresponding to the jth ordered gap label in the set g(C’). The 
gap string for the set of bridges of the broken cycle of Fig. 1 and the corresponding 
ordered set of gap labels in Fig. 2 is 
r = (7,3,7,7,3,6,4,5,6,4,5,5,4,3,1,2,1,2,1), 
We note here that since for this example we have already ordered the bridges of 
the broken cycle in attachment order, we need only map gap labels into the number 
representing their attachment order. 
Presented next is an important theorem relating the structure of gap strings to the 
concept of directly linked bridges of a cycle. For convenience, the bridge of the cycle 
C which corresponds to the integer yj shall be denoted as B,. 
Theorem 4.1. Let r = (~1~2,. . , y,,) be a gap string for a broken cycle C’ in a 
biconnected graph G. Assume that y, # yj for some i and j. B,dlB,, if and only if 
there exist positions il, i2, jl and j2 in r where yi = 1/l, = yi2 and y, = yj, = yj2 such 
that il < jl < i2 < j2. 
Proof. We observe that since G is a biconnected graph, each bridge of the broken 
cycle C’ must have at least two gaps, hence at least two representatives in any gap 
string. 
Let us assume that B,dlB,,. Then the bridges B, and B,, can be of two types (see 
PI, 1.9). 
1. B,, and B, are skew linked. This will imply that there exist vertices a, c E VA(B, ) 
and b,d E VA(B,) such that a < b < c < d with respect to the order on C’. This will 
imply that there exist gaps [a,~] and [c, y] of B.,, and [b,u] and [d,u] of B, where 
in gap order by rule 1 of Definition 3.3 and the fact that a < b < c < d in cycle 
order. Since these gaps are used to form r, [a,x] will be represented in f at position 
il and [c, y] will be represented at position [i2] where Bi = yil = yiz. Similarly, gap 
[b,u] will be represented in r at position j, and [d,v] will be represented at position 
j2 where yj = yj, = yjz_ Hence there exist indices il, i2, jl and j, which satisfy the 
desired conditions. 
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2. B, and B,, are equivalent 3-bridges. This will imply that VA(B,) = VA(B;,, ) 
and IVA(B;,, )I = 3. Let the vertices a, b and c be the vertices of attachment of these 
two bridges where a < b < c in cycle order. [a, b] and [b, c] will be gaps of both 
bridges. We assume without loss of generality that &, < B,, in the order established 
by Definition 3.1. Consider the labels for gaps [a, b] and [b, c] for both B,, and B;,, 
For B;., these labels will be (SI, 1) = [a, b] and (x, 2) = [b, c], and for B:., they will 
be (b, 1) = [a, b] and (/3,2) = [b,c] where z < 8. By the gap ordering rules of 
Definition 3.3, 
(x7 1) <4 (B- 1) <q (u,2) <y (P,2). 
(c(, 1) and (x,2) (respectively (b, 1) and @,2)) will be mapped to C(a) (respectively 
C(o)) where Bql) (respectively Bqp,) is a bridge of cycle C in G. We will have 
j’i = C(r) and 7, = C(p) and hence there will exist positions ir, i2, j, and j? in r 
which satisfy the desired conditions. 
We now assume that positions il, il, j, and j, exist and satisfy the desired conditions. 
We will assume that bridges B,, and B:,, are not directly linked and form a contradiction. 
If B;,, ndlB,,, , then there must be some gap of Byr in which the span of B;.! lies entirely 
within ([lo], Lemma 2.1). Let us assume that this gap is the gap X = [a, b] = (r, yx, ) 
of bridge B;,, and let SPAN(B,,) = [x, y]. 
Each of the positions ii, i2, jl and jz and their elements yl,, yiz, yj, and 1;: of r 
will correspond to a gap of bridge By, or B;.,. We let these gaps be Xi, and X,, in B:, 
and X,, and X,, in By,. 
If gap X is the cospan gap of B,, such that x3 a or y< U, where SPAN(B,. ) = 
[u, c], then it is obvious that no such gaps X,,, Xi?, X,, and Xj, could exist such that 
il < jl < i2 < jz as positions in gap string r by rules 1 and 4 of Definition 3.3. hence 
we have a contradiction. 
Now let us assume that gap X is a proper gap of By.,. Then one of the following 
conditions must hold. 
1. If x # o and y # b then it is obvious that no such gaps X,,, X,?, X,, and Xjl could 
exist such that ir <jr < i2 < jl as positions in r by rule 1 of Definition 3.3. Hence 
we have a contradiction. 
2. Assume that x = a and y # b. It must be the case that B,, comes before B;$ in 
attachment order. Hence by rule 2 of Definition 3.3, gap X of B, will come before 
the first gap of By,, and be followed by all of the gaps of B;., in their natural gap order. 
These gaps would then be followed by the next gap of B;_ in the natural gap of B: 
Thus there could not exist such gaps as X,,, Xi?, X,, and XiL such that il < ,jr < iz <.jz 
as positions in r. Hence we have a contradiction. 
3. Assume that x # a and y = b. It must be the case that By, comes before B;, 
in attachment order. By rule 1 of Definition 3.3, gap X will come before any gap of 
B;., in gap order. Gap X will be followed by all of the proper gaps of B;.! in their 
natural gap order. Let Y be the gap after X in the natural gap order of B;., and Z the 
cospan gap of B,,,. Each of these gaps will share the vertex b as its first vertex of 
attachment. If gap Y is a proper gap, then by rule 4 of Definition 3.3, Z cy Y, hence 
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all of the gaps of B, come before the next gap, Y, of B, and there could not exist 
such gaps as X;:, , Xi,, Xj, and Xi, such that il < jl < i2 < j2 as positions in r. Hence 
a contradiction. If gap Y is a cospan gap, then by rule 3 of Definition 3.3, 2 c9 Y, 
hence all of the gaps of B, come before the next gap, Y, of B, and there could not 
exist such gaps as Xi,, Xix,,, Xj, and X, such that il < j, < i2 < j2 as positions in r. 
Hence we have a contradiction. 
4. Assume that x = a and y = 6. We can assume without loss of generality that 
B, comes before B,, in the bridge order imposed by Definition 3.1. By rule 2 of 
Definition 3.3, gap X will come before all of the gaps of B,. The proper gaps of B, 
will follow gap X in their natural gap order. Let Y be the gap after X in the natural 
gap order of B, and 2 be the cospan gap of B,. If gap Y is a proper gap, then by 
rule 4 of Definition 3.3, Z <4 Y, hence all of the gaps of B, come before the next 
gap, Y, of B,. If gap Y is a cospan gap, then by rule 3 of Definition 3.3, Z <y Y, 
hence all of the gaps of B,, come before the next gap, Y, of B,,. Thus there could not 
exist such gaps as Xi,, Xiu,,, Xj, and Xj, such that il < jl < i2 < j2 as positions in r. 
Hence we have a contradiction. 
Thus we must have that B,dlB,,, and the theorem is proved. 0 
The information provided by the gap string is important but is redundant if we have 
two elements yj and yj+i of r such that yj = ?/j+i (and hence represent the same 
bridge of the cycle C in G). We can eliminate consecutive entries of r which happen 
to be equal, replacing them with one such entry. We thus produce a generalized version 
of the gap string r which we shall call the generalized gap string. We represent a 
generalized gap string produced from a gap string r as r’. The generalized gap string 
corresponding to the example of Figs. 1 and 2 will be the string 
r’ = (7,3,7,3,6,4,5,6,4,5,4,3,1,2,1,2,1). 
We have the following corollary to Theorem 4.1 which considers generalized gap 
strings. 
Corollary 4.1. Let r = (yl,y2,. . . , yn) be a gap string for a broken cycle C’ in a 
biconnected graph G. Let r’ = (y’,, ~4,. . ., yk), where rn d n is the generalized gap 
string corresponding to r. Assume that y( # y; for some i and j. B,:dlB,; if and only 
if there exist positions il, i2, jl and jz in r where y: = yi, = y:, and y; = yj, = 1/:.> 
such that il < jl < i2 < jz. 
Proof. This is an immediate result of Theorem 4.1. 0 
5. Gaps and spanning forests 
In this section, we present an O(l VI + I_!?[) algorithm to construct spanning forests 
for bridge graphs of a biconnected graph using the bridges of a broken cycle and to 
provide a means of constructing a planar embedding of this graph, should one exist. 
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This algorithm makes use of the theory of gaps and gap strings which was developed 
in the preceding sections of this paper. 
There are many algorithms written for planarity testing and for the construction of 
planar embeddings for biconnected graphs. The work of Williamson in [lo] provides an 
optimal algorithm for constructing a set of spanning forests for segment graphs which 
can be used to provide a set of instructions for constructing a planar embedding. This 
algorithm is somewhat difficult to follow and to implement. In the present work we 
provide an algorithm based on the similar ideas of the bridges of a cycle which provides 
improvement in the areas of readability and implementation. 
The prototypic algorithm for carrying out optimal planarity testing algorithms is 
called the “sloppy planarity test” (SPT) ([ 111, 6.113 ). This algorithm is a rough guide 
to planarity testing and is intended for “pencil and paper” execution. SPT is based 
on the bicomponent tree of a biconnected graph ([1 11, Definition 6.104) a structure 
which describes the fundamental recursion for biconnected graphs. Classical optimal 
algorithms for planarity testing based on SPT can be found in [4,5, lo]. In [2], a new 
version of the planarity testing algorithm presented in [4] is given. The equivalence 
of the algorithms of [4,5] is shown for planar graph inputs in [3]. This results in 
an efficient planarity algorithm. This algorithm is extended to nonplanar graph inputs 
in El]. 
The ideas presented in Sections l-4 of [lo] provide a good example of the basic 
recursion of SPT and should be examined by the reader as an example. This paper 
uses the theory of segments and segment graphs to provide an optimal algorithm for 
the construction of spanning forests for segment graphs. The structures used in this 
theory are closely related to the theory of bridges of a broken cycle and bridge graphs 
which are considered in the present work (see for instance [6,1 I]). Notably, there is a 
similarity between segments and carriers of a certain type and between segment graphs 
and bridge graphs. 
In the present work, we are interested mainly in providing a means of constructing 
spanning forests in bridge graphs which can be used to test planarity and construct 
a planar embedding of a biconnected graph, should one exist. Each component of 
this spanning forest is a spanning tree for the corresponding component of the bridge 
graph. The algorithm presented below will construct these spanning trees in a depth-first 
manner, hence providing depth-first spanning trees for each component of the bridge 
graph. 
The basic recursion provided by SPT will provide the foundation for the algorithm 
presented here. Starting with a bicomponent tree which has been constructed with the 
“full span” and “pre/post-cut” properties ([6], Definitions 3.1 and 3.2, respectively) we 
form the recursion for our algorithm. The basic idea behind this method is that for 
each node (H,C’) of a bicomponent tree lc, we can construct a planar embedding, 
should one exist, or reject the graph as being nonplanar, by considering the nodes 
of the bicomponent tree which are the children of (H,C’). In general, what we shall 
be doing is constructing a spanning forest in the bridge graph of each node of the 
bicomponent tree which can be used in the overall recursion. For each node (H,C’) we 
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8, t 13, 15, 17 I 
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B, 1 6, 9, 11 1 
Fig. 3. 
attempt to construct a spanning forest in the bridge graph of (H,C’) which possesses 
a proper Z-bicoloration ([ll], 7.18). This is carried out by Procedure 1 which shall 
be detailed below. If this can be done for each node in lo, then a planar embedding 
results and the information provided by the Z-bicoloration of each spanning forest will 
provide us with a detailed set of instructions as to how to construct an embedding of 
G in the plane with no edges crossing. If this process is unsuccessful, then the graph 
G is not planar. 
We assume that, given a node (H,C’) of the bicomponent tree ‘Xc;, we know what the 
bridges of the broken cycle C’ are and that we have converted the information provided 
by the gaps of these bridges into a generalized gap string r’ = (y:, &, . . . , yk). This 
generalized gap string shall be used to determine which children of node (H,C’) the 
carriers corresponding to bridges of the broken cycle C’ are directly linked. 
For each element ri in r’ we associate a number equal to the index of that entry (for 
example, yi would be assigned the number I). Recall that each yi in r’ corresponds 
to a bridge of the cycle C in H. This bridge will be the bridge By;. To each bridge 
of the cycle C in H, we associate those indices of elements of r’ which share the 
same value. As an example, consider the set of bridges in Fig. 1 and their associated 
generalized gap string r’. A list of these bridges and their associated indices is given 
in Fig. 3. 
We let B = {BI, B2, . . , Bq} be the set of all bridges of the cycle C in H where each 
bridge, Bi, is assigned the following information. 
1. T;(l): the indices of r’ for those elements which represent bridge Bi. 
2. USED: either “TRUE” or “FALSE”. 
3. DONE: either “TRUE” or “FALSE”. 
4. EMBED: either “I” for inside or “0” for outside. 
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All bridges in B are initially set with USED = FALSE and DONE = FALSE. 
Our goal is to construct a spanning forest, 3(H,c,), for the bridge graph corresponding 
to the bridges Bi of the cycle C in H. To this end we define a set of trees, T,, for 
our spanning forest, 3(~,c,), each of which possess the necessary information on the 
embedding of the nodes of the tree with respect to the cycle C in H. 
1. Zj: the list of the “I” embedded bridges of tree Tj. 
2. Oj: the list of the “0” embedded bridges of tree T,. 
The main procedure to produce the spanning forest 3(~,c,, is given below. We will 
define the subroutines used in this procedure later. We shall call this main procedure 
BuildForest and it shall have as input the set B as defined above and as output the 
constructed spanning forest 3(~,cf). We also have the global variable PLANAR which 
is set to “TRUE” if the graph has a planar embedding and set to “FALSE” otherwise. 
PLANAR is initially set to be “TRUE” and setting it to be “FALSE” results in the 
termination of the procedure and of the program. 
Procedure 1. BuildForest(B, 3c(~,p ,) 
k := 1 
while (DONE = FALSE for all bridges in B and PLANAR = TRUE) 
i := the smallest index of a bridge in B such that DONE = FALSE. 
For bridge B;, make USED = TRUE and EMBED = I. 
Put bridge Bj on the list IX_. 
MukeTree( i, Tk ) 
if (PLANAR = TRUE) 
Mark all bridges in B as DONE = TRUE if USED = TRUE. 
k:=k+l 
Add Tk to the forest 3c~,c~,. 
else 
Signal that the graph is not planar and Return. 
Return 
END 
It is a well-known result that a graph G is planar if and only if its bridge graph Gc 
is bipartite for all cycles C (see for instance [ll], pp. 281-286). This fact is the basic 
idea behind optimal planarity testing algorithms based on SPT. We make use of this 
fact and the recursive structure of the bicomponent tree 7o for graph G to produce a 
set of instructions for embedding each node (H,C’) of 7,~ in the plane or to determine 
nonplanarity. 
The purpose of the lists Ij and 0, for each tree T, in the spanning forest ~(;H,cJ~ 
is to produce an I-bicoloration of tree Tj. This Z-bicoloration is analogous to the 
I-bicoloration produced by the algorithm given in [lo]. Those bridges of the cycle C 
which have “0” assigned to EMBED are embedded on the outside of cycle C and those 
which have “I” assigned to EMBED are embedded on the inside of cycle C. Once a 
value has been assigned to EMBED by the procedure MakeTree (Procedure 2 below) 
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it cannot be changed. If a bridge Bk with EMBED = 0 (respectively EMBED = I) 
is adjacent to a bridge B[ on the list Oj (respectively 1,) then the algorithm will set 
the value of PLANAR to be FALSE and terminate; signaling that the graph does not 
have a planar embedding. Those bridges in the list Oj (respectively Zj) when linked 
to bridge Bk will result in a cycle of odd length in the bridge graph for the node 
(H,C’) of the bicomponent tree ‘ZC;, and hence no planar embedding can be found. 
Cycles of odd length will never produce planar embeddings as each of these can be 
converted into cycles of length 3 in the bridge graph which cannot be embedded in 
the plane without edges of attachment of the bridges crossing (see [12], Theorem 2.8 
and Corollaries 2.9, 2.10 and 2.12). 
The following recursive procedure is used to create the individual trees in the span- 
ning forest Fc’(~,cj). It checks at each step whether or not a planar embedding for this 
particular graph can be found by checking the lists Ij and Oj for each tree T, of 
3(H,C’). 
Procedure 2. MakeTree( i, Tk ) 
m=i+l 
while (m,< q and PLANAR = TRUE) 
if (Linked(Bi, B,) = TRUE) 
if (USED = FALSE for bridge B,) 
Make (Bi,B,) and edge of Tk. 
For bridge B,, make USED = TRUE. 
if (EMBED = I for Bi) 
Make EMBED = 0 for B,. 
Put bridge B, on the list Ok. 
else 
Make EMBED = I for B,. 
Put bridge B, on the list &. 
else 
if (EMBED = I for Bi) 
if (B, El,) 
PLANAR = FALSE 
Return 
if (EMBED = 0 for Bj) 
if (B, E ok) 
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The previous procedures along with the basic recursion provided by the bicom- 
ponent tree are analogous to a standard implementation of SPT. At their heart is 
the procedure Linked (Procedure 3 below) which makes use of the theory of gap 
strings which was developed in the previous sections of this paper. Procedure 
Linked is designed to determine if two bridges B, and B, are directly linked 
in the bridge graph determined by cycle C and the biconnected subgraph H of G. 
This procedure uses the lists of indices for the bridges B, in B obtained from the 
generalized gap string r’. It returns “TRUE” if BidlB, and “FALSE” if 
B, nd IB,, 
Procedure 3. Linked(Bi, B,) 
count := I 
if (f:(l) < r;(l)) 
mux := r:,( 1) 
tl := m, t2 := 1 
t3 := i, t4 := 2 
else 
mux := r:( 1) 
rl := i, t2 := 1 
t3 := In, t4 := 2 
while (count < 3) 
while (ma > ri,(t4) and t4 < Irj,l) 
t4 := t4 + 1 
if (ri,(t4) > mux) 
mux := r:,(t4) 
t2 := t2 + 1 
temp := tl 
tl := t3, t3 := temp 
trmp := t2 
t2 := t4, t4 := temp 
else 
Return(FALSE) 
count := count + 1 
Return(TRUE) 
END 
An implementation of Procedure 1 for the generalized gap string of Fig. 3 will 
tell us that the graph G corresponding to Fig. 1 is not planar. This is because of 
the 3-cycle created by the bridges Bd, B5 and Bb. Verification of this is left to the 
reader. The spanning forest which is obtained by running Procedure 1 is displayed in 
Fig. 4. 
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Fig. 4 
6. Complexity issues 
In the implementation of procedure BuildForest to construct a spanning forest for a 
bridge graph and to determine planarity, we used as input the set B = {Br ,&, . . . , B4} 
of bridges of the broken cycle C’ in graph G = ( V,E). To each bridge Bi E B was 
assigned information provided by the generalized gap string r’. Thus, in order to run 
procedure BuildForest we must preprocess the graph G in order to determine the 
bridges of the broken cycle C’ and to produce the generalized gap string r’. 
An efficient, yet nonglamorous, method to determine the bridges of a broken cycle 
C’ in graph G, given C’, is to construct a depth-first spanning tree for each bridge 
of C’ taking into account the fact that the only place that a bridge Bi of C’ touches 
the rest of the graph is at its vertices of attachment. Such a procedure for the entire 
graph G can be carried out in O(lVl + IEI) t’ rme. Once this is done, the set of bridges 
must be processed in order to form the generalized gap string used by the procedure 
BuildForest. This processing must include putting the bridges into attachment order, 
labeling the gaps of each bridge and putting the set g(C’) of gaps into gap order. 
Labeling of gaps can be done in constant time. Putting bridges into attachment order 
can be done by using a modified version of a standard lexicographic sort which can be 
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carried out in 0( 141) time. It is easily seen that 1q/ < IEl since each bridge possesses 
at least one edge. Putting the set g(C’) into gap order can also be done by using a 
modified version of a standard lexicographic sort and can be carried out in 0( I.y(C’ )I) 
time. In this case Icl(C’)l< k(lVl + IEI) w h ere k is a sufficiently large constant. Thus 
the preprocessing of the information needed for the procedure BuildForest requires 
0(/V] + IEI) time. 
Once the graph G is preprocessed, BuildForest can be run. This procedure will halt 
if it is determined that G is not a planar graph. In this instance a partial spanning forest 
for the bridge graph Get is produced. If G is a planar graph, then a complete spanning 
forest for CC, is produced. Procedure BuildForest relies on the routines MukeTree and 
Linked in order to construct the desired spanning forest. These routines recursively 
compare bridges of C’ to determine if an edge should be constructed between them 
in the spanning forest for Gcf. This process requires O(lq1) time to construct a full 
spanning forest should G be planar. As was noted above, Jq( < JE(, so when the amount 
of time required to preprocess the graph G is considered, procedure BuildForest will 
run in 0( I V( + 1El) time. 
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