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ABSTRACT
Drug-Drug Interactions (DDIs) Extraction refers to the efforts to generate hand-made or automatic
tools to extract embedded information from text and literature in the biomedical domain.
Because of restrictions in hand-made efforts and their lower speed, Machine-Learning, or Deep-
Learning approaches have become more popular for extracting DDIs. In this study, we propose a
novel and generic Deep-Learning model which wraps Hierarchical Bidirectional LSTMs with two
Attention Mechanisms that outperforms state-of-the-art models for DDIs Extraction, based on the
DDIExtraction-2013 corpora. This model has obtained the macro F1-score of 0.785, and the precision
of 0.80.
1. Introduction
Drug-Drug Interactions (DDIs) usually refers to changes
in the effects of a drug which occur as results of the presence
of another drug. Although these changes are some-times
useful, the result may be harmful when the interaction in-
creases the toxicity of a drug [3]. Hazardous effects, along
with high costs for patients and insurance companies, have
turned the discovery of drug interactions into an important,
and widespread scientific research area. The results of these
researches are generally reported in medical journals, and
literature [1].
Drug-Drug Interaction (DDI) Extraction problem is de-
scribed as the application of Information Extraction (IE) tech-
niques to biomedical literature in order to discover embed-
ded interactions between drugs.
There are some published databases and resources such
as Drugbank [10], and Stockley’s Drug Interactions [3], have
gathered and categorized a number of Drug-Drug Interac-
tions, and their types. However, there are currently two ma-
jor problems with these resources: they are mainly made by
health care professionals, and are usually updated only once
every two years. Therefore, the development of an automatic
extraction tool would accelerate and simplify the browsing
of medical publications and literature to extract certain de-
tected interactions.
SemEval-2013-task-9 challenge [21], and its corpus [7],
boosted the application ofMachine Learning (ML) techniques
on DDI extraction problem.
Former generations ofML techniques weremainly based
on statisticalmethods such as Support VectorMachine (SVM)
[9, 23, 4, 5], while recent approaches have moved toward the
use of Deep Neural Networks (known as Deep-Learning) ar-
chitectures, which have been shown to perform better than
statistical models [19, 13, 29, 28, 11]. These methods have
transferred some effective features such as word features,
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POS tags, Dependency Graphs, and Parse Trees from statis-
tical methods, and use them as the input for networks. Ad-
ditionally, the inputs or features in deep-learning methods
are generally mapped into a low dimensional vector space,
such as a predefined embedding representation vectors using
Mikolov Word2Vec [15], GloVe [18], or BioBERT [12], or
into a randomly generated representation.
In this study, we propose the Attention-Wrapped Hier-
archical BLSTMs (AW-BLSTMs)model for DDIs Extrac-
tion. Themain objective of AW-BLSTMs is to use the lowest
possible level of external information and without big clean-
ing and pruning operations on the input data. This means
that we aimed to provide a model that is robust for real-life
scenarios even with uncleaned data and be easily applicable
to different languages even those have not strong syntactic
passers.
The novelty of AW-BLSTMs model is that it utilizes the
two levels of attention mechanisms that wrap two layers of
BLSTMs to tackle DDI extraction problem, and could out-
perform state-of-the-art DDIs extraction models.
The first level attention mechanism, called entity-level,
is applied to assign a weight to each word based on its con-
textual relatedness to the target entities that comes from their
embedding space. From thismechanism, themodel can high-
light the words that are more related to the target entities.
The top level attention mechanism is applied on the top of
BLSTM layers, before the softmax classifier. This mech-
anism, which feeds from the output of BLSTM, gives the
model the opportunity to learn the weight for the sentences-
wide features that are related to the annotated relationship.
Thismodel outperforms the classificationmetrics of CNN
and RNN based state-of-the-art DDIs extraction models (in
our knowledge) in both the F1-score (0.785) and the preci-
sion score (0.80) in the macro-average approach.
2. Related Works
Deep Neural Networks (DNNs) such as Recurrent Neu-
ral Network (RNN) andConvolutional Neural Network(CNN)
models have shown a good performance in the DDI Extrac-
tion task.
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One of the successful CNNbasedmodels to extract DDIs
is presented in [13], which leverages word and position em-
bedding. They obtained a 0.698 for the F1-score on the DDI-
Extraction-2013 corpora. A multi-channel CNNs model is
presented by [19], which used five different types of word
embeddings to get the best embedding performance possi-
ble. Another remarkable CNN model, used to detect DDIs
from biomedical literature, is the Syntax Convolutional Neu-
ral Network (SCNN) which could reach a 0.686 in the F1-
score based on theDDIExtraction-2013 corpora [29]. (Asada
et al.) [2] have presented a CNNs based model for DDI ex-
traction task that is intensified with an Attention mechanism
which could help the model to obtain a 0.6912 F1-score.
Although the CNNs have pointed out a good performance
in DDIs Extraction, RNNs like Long Short-Term Memory
(LSTM) networks have managed to outperform them in this
task in recent years [28, 30, 20]. Besides the LSTM net-
works, applying Attention Mechanisms to the DNNs is an-
other successful approach to increase the performance of
DDIs or general domain semantic relationship Extractors.
This mechanisms give to their models the opportunity to
highlight the effect of the features with high relatedness to
the potential relationships in the input sentence.
(Sahu et al.) [20] has presented three LSTM based mod-
els for the DDI extraction task that are called B-LSTM, AB-
LSTM, and Joint AB-LSTM. These models have employed
LSTMs, and attention mechanisms and achieved a 0.6939
F1-score as their highest value. They are designed to cate-
gorize the potential relationship into five classification types:
"Advice", "Effect", "Mechanism", "Int", "Negative" (instead
of Non-type relationship). [28] has introduced a hierarchical
RNNs (combination of LSTM and BLSTM)model to extract
DDIs from entity annotated medical text. In this model, an
attention mechanism is applied to the input layer to take ad-
vantage of the closeness of each word to the target entities.
It also shows that the usage SDP can significantly improve
the F1-score that has obtained 0.729. Because the usage of
SDP increases the dependence of the model on language, we
do not use it in our model. [30] has published a RNNs based
model for DDIs extraction with focus on data cleaning op-
erations. The architecture of their model is similar to [28]
model, but a big effort on input data pruning, cleaning and
removing redundant sentences has helped them outperform
the other models with F1-score 0.773, which is the highest
value in state-of-are models.
BO-LSTMmodel [11], has leveraged a domain ontology
knowledge to intensify the model that sound so beneficial
and achieved 0.75 percent F1-score that is higher than most
of previous works.
Our model takes advantage of BLSTM networks as its
intermediate layers in a hierarchical form. The first layer is
used for capturing the information of each separated input,
and the second layer captures information of whole inputs
together. Some previous works such as [28] and [30] have
used an entity attention mechanism alongside LSTM layers.
Some models, such as [20], have leveraged an attention layer
on the top of their LSTM layer. However, this is the first time
that a model that is presented for DDIs extraction, combines
different attention mechanisms (input-attention and output-
attention) with BLSTM layers, so that the attention layers
wrap the hierarchical BLSTM layers and outperformed the
state-of-the-art models. This combination helps the model
to highlight the more effective words of the given sentence
and selected features on the extraction performance together.
3. Model Architecture and Materials
In this section, we describe the architecture of the AW-
BLSTMs model. The main contribution of this model is
to employ two types of attention layers to surround a hier-
archical BLSTMs to tackle the DDI extraction problem as
described above. These attention layers are used to modify
the input and output of BLSTMs layers by different attention
mechanisms then outperform the standard BLSTMs. In the
following sections, a detailed description is given.
3.1. Input Features and Embeddings
Input Features: Various methods are used to exploit
more features and information from the biomedical text in
order to outperform DDIs extractors, or any biomedical re-
lationship extractor in general. These works vary from rule-
based methods to deep-learning methods [6, 22, 23, 28].
The most recent deep-learning studies on DDIs extrac-
tion have boosted their model by some strong features of the
input sentences such as Words, POS tags, and Positions (re-
lated distances) [16, 28, 27]. The words of the sentences
carry essential information about relationships between tar-
get entities, but t the effects words vary due to their distance
to each target entity. [27] has addressed the influence of the
embedded information in the positions of the target entities
within the sentence. That is, a network can obtain more in-
formation about target drugs from thewords that are closer to
them than those that are farther away which can cause noise
in the model. To access this information, the position feature
of words is often used. In addition, it is argued that the Part
Of Speech (POS) tags information fortifies the input layer
and relation extraction model to improve its performance.
Moreover, the influence of these features are also compared
in some other DDIs extractionmodels such as [28]. The SDP
feature is escaped to keep model language independent and
generic enough to be applicable to the other domains and
languages. So in this work Words, POS tags and Position
(relative distances) features are employed as input features.
Figure 1 presents an example sentence with two annotated
target entities. Figure 2 shows the Part-of-Speech tags of the
sample sentence 1 that are taken from Stanford-Core-NLP
tool [14]. In this example, the token "interferes" is tagged
by VBZ as its POS tag which indicates that it is a form of a
verb.
Embeddings: Words embedding refers to the vector rep-
resentation of a vocabulary. It maps each word of the vo-
cabulary to a vector in a real space. In fact, it is a transfor-
mation of vocabulary to a high-dimensional one-hot vector
space (with the dimension of vocabulary size), or to a low
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Figure 1: Sample Sentence
Figure 2: Part-of-Speech tag for the sample sentence
Figure 3: Attention-Wrapped Hierarchical BLSTMs (AW-
BLSTMs) model for DDIs Extraction
dimension space which can be obtained by randomly initial-
ized vectors or training a neural network such as Mikolove
Word2Vec [15], GloVe [18], BioBERT [12], etc.
Embedding representation has played a successful role
in neural networks based information extraction models in
the NPL domain [17, 27, 28]. It enables models to grabs
context and semantic information of words of a document.
In this work, an embedding representation for word and POS
tags is trained by Word2Vec [15] on the PubMed abstracts
who includes ‘drug‘ trigger word. Also, the standard normal
distribution is employed to initialize an embedding space for
position feature [25], [28].
3.2. Model Layers
Figure 3 illustrates the general architecture of our model
including its attentions and BLSTMs layers.
3.2.1. Input Layer
Words-Sequence: We partition each sentence into
three parts; (i) Before part (tokens come before the first men-
Figure 4: Partitions of a Sentence
tioned entity), (ii) Between part (tokens between two men-
tioned entities) and (iii) After part (tokens come after sec-
ond mentioned entity). Figure 4 illustrates this partitioning
strategy for words of the example sentence in Figure 1. This
strategy helps the network to learn their effect separately in
its lower layers. It also solves the problem of long sentences
that are removed by [30] in their data cleaning steps. Words
of each sentence are indicated by an index to utilize the em-
bedding look-up table in the embedding layer.
POS-Sequence: Part-of-Speech tags that gathered from
Stanford-Core-NLP tool [14]. Parallel to theWords-Sequence,
POS tags Sequence is partitioned into three parts as well.
Position-Sequence: Position sequences or distance se-
quences are the relative distance of eachword related to posi-
tion of both target entities that are presented by 푑푖푠푡푒1 , 푑푖푠푡푒2respectively. For example, in the given example sentences
Figure 1, 푑푖푠푡푎푐푖푡푟푒푡푖푛("effect") = 5, 푑푖푠푡푝푟표푔푒푠푡푖푛("effect") =
−2. So 푑푖푠푡("effect") = [5,−2]. Similar to POS tags se-
quence and word sequence, positions sequence is partitioned
into three parts too.
3.2.2. Embedding Layer
Embedding layer encodes the input sequences 푆 of each
word푊푖 to a low-dimensional vector space. Each word푊푖includes three features Word, POS tag and position (which
is a pairs of related distances to both target entities). Sup-
pose that푊 푉푖 is the embedding representation of word푊푖with its features. Then each푊 푉푖 is a concatenation of word-embedding vector 푤푣푖 (embedding representation of word
푊푖 and trained on PubMed abstracts), POS-embedding vec-tor 푝표푠푖 (also trained on PubMed abstract), and position-embedding vector [푑푖푠푡푒1 , 푑푖푠푡푒2 ] (mapped each distance valueto a 10-dimensional vector initialized by normal random dis-
tribution). Then the input sentence (or a sub-sentence; one
part) S can be displayed as a list of embedding-vectors as
follows:
푆 = [푊 푉0,푊 푉1, ..,푊 푉푚푎푥퐿푒푛] (1)
That is, for each word푊푖 includes its three features, wehave the following concatenated embedding vector:
푊 푉푖 = [푤푣푖, 푝표푠푖, [푑푖푠푡푒1 , 푑푖푠푡푒2 ]] (2)
Such that,
푤푣푖 ∈ 푅푊퐸푑푖푚 ;푊퐸푑푖푚 = dimension ofword-embedding.
푝표푠푖 ∈ 푅푝표푠푑푖푚 ; 푝표푠푑푖푚 = dimension of POS-tag-embedding.
푑푖푠푡푒푗 ∈ 푅
푑푖푠푡푑푖푚 , j = 1, 2; 푑푖푠푡푒푗= distance of word 푤푣푖related to 푒푗 th target entity.
푑푖푠푡푑푖푚 = dimension of position-embedding or distancesembedding;
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3.2.3. Entity Attention Layer
In long and complicated sentences, and in those hav-
ing multiple clauses, there will likely be some words and
clauses that could misguide the model to a different relation
label than the desired one. Assigning weight to the words,
is a successfully solution that has been applied to overcome
such problems [25], [28]. This method is called the Atten-
tionMechanism, which allows themodels to learn the weight
of each word’s contribution on the target interaction. The
essence of this mechanism is a vector (훼 vector) with the
size of the sentence length. It is considered to keep a weight
for each word. In our model, this mechanism is applied in
two different levels: (i) in the entity level (Input level atten-
tion) and (ii) the top level (feature level). The first is used
to highlight more effective words of the sentence in terms of
two target units. The latter one is applied over the top of the
bidirectional RNNs and gives the capability to the model to
precisely learn the contribution rate of the features. A de-
tailed explanation comes as follows:
Entity Attention: In this study, entity level attention
takes advantage of our embedding over PubMed training cor-
pus since the silent semantic relationships between words of
the corpora are reflecting in the unsupervised trained vectors
by Mikolove Word2vec [15]. To turn this idea into account,
the weight vector 훼 is computed as follows:
훼푖푗 =
푒푥푝(푓 (푒푖, 푤푣푗))∑
푘 푒푥푝(푓 (푒푖, 푤푣푘))
(3)
푓 (푒푖, 푤푣푗) is the function that computes semantic relat-edness of each word 푤푣푗 with target entity 푒푖 which in thiswork it is computed as the inner product of embedding vec-
tors of 푒푖 and 푤푣푗 .
In the next step to benefit from the joint impact of 훼1푗
and 훼2푗 (attention vectors related to target entity 푒1 and 푒2 re-spectively) together, a simple average of them is considered
as follows.
훼퐴푡푡푗 =
훼1푗 + 훼
2
푗
2
(4)
Finally by applying attention vector on the embedding vec-
tor of each word in sentence sequence, embedding vector of
each word updates due to the following function:
푊 푉 퐴푡푡푗 = 푑표푡(훼
퐴푡푡
푗 ,푊 푉푗) (5)
After applying thÄśs attention mechanism layer on the sen-
tences, they feed the bottom bidirectional LSTM cells.
3.2.4. BLSTM Layers
Recurrent Neural Networks (RNNs) have played an im-
portant role in Information Extraction and NLP tasks in re-
cent years. The characteristic that makes RRNs more ap-
propriate to apply on text mining and NLP problems is their
sequential structure. This structure provides the capability
to learn the dependencies between the inputs by connect-
ing previous information (state) to the present. The most
commonly used, and successful version of RNNs are Long
Short-Term Memories (LSTMs) that are a modified RNNs
which introduced by [8] to solve the long term dependen-
cies and Gradient Vanishing problem. LSTMs units benefits
from structures called cell state and gates. The gates pro-
vide the capability of removing and adding information to
the cell state, which then serves as an information belt over
time-steps. Each unit updates in time-step t due to following
operations:
푓푡 = 휎(푊푓 .[ℎ푡−1, 푥푡] + 푏푓 ) (6)
푖푡 = 휎(푊푖.[ℎ푡−1, 푥푡] + 푏푖) (7)
푔푡 = 푡푎푛ℎ(푊푔 .[ℎ푡−1, 푥푡] + 푏푔) (8)
퐶푡 = (푓푡 ⊗퐶푡−1)⊕ (푖푡 ⊗ 푔푡) (9)
Such that 휎 is the sigmoid activation function and the op-
erations⊗,⊕ indicate the point-wise tensors multiplication
and summation respectively.
BLSTMs: The information flows of the input sentence
are from left to right in an LSTMnetwork. So, the network is
only able to capture the one-side dependencies and relation-
ships between tokens. To allow the network to keep the ef-
fect of backward relationships between tokens (from the end
of the input sequence toward its begin) another LSTM layer
with the reverse direction (backward-side) is usually applied
which is called Bidirectional LSTM or BLSTM in brief. The
output of BLSTMs is the concatenation of these two lay-
ers. Formally, suppose an input sequence 푆 like equation 1:
the forward LSTM takes an element of S in each step from
푊 푉0 to 푊 푉푚푎푥퐿푒푛 respectively, and generates its outputs
퐻→ = [ℎ→1 , ℎ
→
2 , ..., ℎ
→
푛 ]. In contrast, backward LSTM takesthe input 푆 reversely from 푊 푉푚푎푥퐿푒푛 to 푊 푉0 respectivelyto calculate its outputs 퐻← = [ℎ←1 , ℎ←2 , ..., ℎ←푛 ] and 푛 is thenumber of LSTM units and 푇 is the number of time-steps or
sequences length. Thus, the BLSTM turns out the features
vector퐻 = [퐻→,퐻←].
In our work, as displayed in Figure 3, BLSTM layer con-
sists of two layers. The first BLSTMs layer is applied on the
entity attention layer. In this layer, three BLSTMs(with same
configurations) are placed on top of each part (Before, Be-
tween, and After parts) of the input sequence to capture in-
formation embedded in each part independently. This lower
BLSTMs turn out 퐻1퐵푒푓표푟 , 퐻1푀푖푑푑푙푒 .,and 퐻1퐴푓푡푒푟 .The out-puts of this layer,퐻1s, are fed into the higher BLSTM layer.The second BLSTM layer is applied to the top of the lower
BLSTMs. So, the higher BLSTM layer lies on the whole in-
put sentence and connects separated parts together. that is,
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it takes outputs of feature vectors of all three BLSTMs as its
inputs then generates its output vector퐻2,
퐻2 = [ℎ12, ℎ
2
2, ..., ℎ
푙
2] (10)
This layer allows our model to learn the features that rely
on all parts of input together.
3.2.5. Top Attention Layer
The second attention mechanism is applied to our model
to give it the opportunity to concentrate on the sentence-wide
features which are more effective in the relationship classi-
fication phase. This mechanism allows the model to learn
weights for the sentence level syntactic and semantic fea-
tures that are reflected in the output of the upper BLSTM
layer. That is, these features convey the effects of all op-
erations from the lowest level operation that is the embed-
dings attention, to the highest one, the second bidirectional
LSTMs. The model highlights the vector representation of
these features by assigning weight them. The model learns
these weights during its training and keeps them in a vector
called top attention vector or 훽. Following equations show
the Mathematical computation steps of this attention vector:
훽푗 = 푑표푡(푊푡표푝, ℎ
푗
2) + 푏푡표푝 (11)
s.t. ℎ푗2 is 푗푡ℎ element of퐻2 in the equation 10
훽푗 = 푡푎푛ℎ(훽푗) (12)
훽퐴푡푡푗 =
푒푥푝(푑표푡(푈푡표푝, 훽푗))∑
푘 푒푥푝(푑표푡(푈푡표푝, 훽푘))
(13)
We have employed the simple 푑표푡 operation to apply the
effect of attention vector 훽 on the퐻2 output vector and gen-erate attention affected output 퐻퐴푡푡2 . This vector is ready tofeed the softmax classifier layer.
퐻퐴푡푡2 = 푑표푡(훽
퐴푡푡,퐻2) (14)
3.2.6. Classification Layer (Softmax layer)
Attention-based weighted feature vectors,퐻퐴푡푡2 , are finaloutputs of the inner layers of our model. These vectors are
fed into the softmax classifier to predict the appropriate re-
lation type. The softmax classifier is set in a dense or fully
connected layer with the number of nodes equal by the num-
ber of class types (5, is this case) as its activation function.
This function computes the conditional probability value for
each input sentence using the퐻퐴푡푡2 weighted vectors and pre-dicts the highest value as the class number of the relation
type [31, 25]. That is, for DDI type y:
푝(푦 ∣ 푥) = 푠표푓푡푚푎푥(푊푑푒푛푠푒.퐻퐴푡푡2 + 푏푑푒푛푠푒) (15)
The softmax layer returns the class label y as its proba-
bility value as the input sentence x is the highest value. We
represent this label 푟 that is computed as follows:
푟 = 푎푟푔푚푎푥푦푝(푦 ∣ 푥) (16)
For the training loss, the negative "log-likelihood" of the
correct labels is leveraged as:
퐿 =
∑
푥
푙표푔(푝푥); x is the given sentence (17)
4. Result and Discussions
4.1. Dataset Description
Following previous works and, in order to have a fair
comparison, we have evaluated AW-BLSTMs model using
the well-known DDIExtraction-2013 corpus [21]. This cor-
pus is a human annotated corpus, published in XML data
format. Its Data sources are from Drugbank [10] text (792
texts), and Medline abstracts (233 abstracts). Among these
files, there are 624 train files, and 191 test files, related to
drug-drug interactions. This corpus consists of 5,021 sentence-
level drug-drug interaction instances which are known as
positive samples. It includes more than 28k negative sam-
ples that are tagged as false or not any desired relationship
type, as well. To obtain train and test data, it is randomly
split into about %77 and %23 respectively.
the objective of DDI Extraction problem due to the men-
tioned corpus is to classify the extracted relation between
two annotated drugs into one of the "Advice", "Effect", "Mech-
anism", and "Int" interaction types. We have adapted this
problem to the multi-classification problem. To this end,
negative samples (a pair of drug instances in the sentence
which does not express any type of relationships) are labeled
as "other" type interaction. By this strategy, both detecting
and classification sub-tasks of DDI Extraction task is satis-
fied.
4.2. Evaluation Metrics and Performance
comparison
EvaluationMetrics: We evaluate themodel by themost
commonly used Precision, Recall, and F1-scores measures.
The F1-score is traditionally computed by
퐹1 − 푠푐표푟푒 = 2. 푃 푟푒푐푖푠푖표푛.푅푒푐푎푙푙
푃 푟푒푐푖푠푖표푛 + 푅푒푐푎푙푙
(18)
which is harmonic mean of precision and recall.
Performance comparison: Comparison of our model
with other state-of-the-art Neural networks-based methods
on DDIExtraction-2013 corpus is presented in this section.
These results are reported inmacro-averaged evaluationmet-
rics for DDIs classification. The B-LSTM model presented
by [20] has been selected as the baseline model as contains
only simple BLSTM layer the can show the effect of atten-
tion mechanisms. Table 1 presents the comparison of our
model with some other RNN and CNN based state-of-art
DDIs extraction models.
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F1-Score of DDI-Types Overall
Model Advice Effect Mechanism Int Precision Recall F1-Score
B-LSTM [20] 0.7592 0.6515 0.7266 0.4740 0.6907 0.6435 0.6663
BR-LSTM [26] 0.7518 0.6817 0.7911 0.4336 0.7152 0.7079 0.7115
BO-LSTM [11] - - - - - - 0.751
Joint AB-LSTM [20] 0.8026 0.6546 0.7226 0.4411 0.7447 0.6496 0.6939
HRNN [28] 0.803 0.718 0.740 0.543 0.741 0.718 0.729
Att-BLSTM [30] 0.851 0.766 0.775 0.577 0.759 0.687 0.773
RHCNN [24] 0.8054 0.7349 0.7825 0.589 0.773 0.7375 0.7548
AW-BLSTM 0.819 0.774 0.78 0.584 0.80 0.77 0.785
(our model)
Table 1
Performance Comparison of AW-BLSTMs and other state-of-are deep learning based ddi
models
DDI-type Precision Recall F1-score
Effect 0.734 0.819 0.774
Mechanism 0.818 0.745 0.78
Advice 0.772 0.873 0.819
Int 0.776 0.469 0.584
Negative 0.968 0.967 0.968
Table 2
Evaluation results of each DDI-types using of AW-BLSTMs
model
In the first part, one can see F1-score of models related to
the four drug-drug interaction types separately. Our model
outperforms all in "Effect" type and shows comparable re-
sults in the rest of the types, so that in each type passes most
of the other models except one (variously).
In the second part,right side of the table, it shows the
overall (in macro-averaged) results which our model outper-
forms them in all Precision, Recall and F1-score by 0.80,
0.77, 0.785 respectively. The best F1-score of the state-of-
art model is presented in [30] with F1-score 0.773, which is
focused on data cleaning and removing redundant samples
from gold standard. Although, the real world data is noto-
riously noisy and very often requires data prepossessing, as
the they mentioned the steps are not applicable to all types
data (the don’t apply it on Madeline data) and also is not our
purpose because of losing generality of the model to tackle
real-world scenarios. However, the elimination of redun-
dancy sentences is expected to improve the proposed model.
We notice that the model presented in [20] uses attention
mechanism on the top of its BLSTMs layer but it could ob-
tain at most 0.69 for F10 score and the model presented in
[28] has used entity level attention mechanism which could
reach 0.717 for F1-score without SDP and 0.729 even with
using SDP. Indeed using combined attention mechanisms
that could capture information of relatedness words of with
target entities together with information of the features lied
on the sentences can intensify the model to the learn weights
more appropriately.
In Table 2, we show the evaluation results of four drug-
drug interaction types existing in the corpus called "Advice",
"Effect", "Mechanism", and "Int". The maximum Precision
is 0.818 "Mechanism" and maximum F1-score value is for
"Advice" with 0.819. Also, we can see that the values of
"Negative" is higher than 0.96.
4.3. Implementation and Experimental Setup
Implementation operations took place on the keras li-
brary with Tensorflow Backend. To train the model, code
is executed in Jupyter Notebook on Anaconda environment.
Code runs on a PC with core i5 CUP and 12GB RAM. The
best result of F1-score is reached on epoch 101 with batch-
size=64 and validation-split=0.1. In the last layer, classifi-
cation layer, activation function is employed.
4.4. Conclusion
In this work, we present a novel RNNs and Attention
based model for the drug-drug interactions extraction prob-
lem called AW-BLSTMs. In this model, a hierarchical layer
of BLSTMs is surrounded by two types of attention mecha-
nisms. AW-BLSTMsmodel uses onlyWords, Part-of-Speech
tags as its input features and words embedding representa-
tion. This lowest level of external information and syntactic
make it easily applicable to different languages and domains
which is planned for the future works. Further, focusing on
filtering and cleaning, limits the model, and its applicabil-
ity to real-world scenarios. However, this model has out-
performed state-of-the-are DDIs extraction models with F1-
score 0.785 by evaluation on the DDIExtraction-2013 cor-
pus.
For the futureworks, there are different approacheswhich
we would like to investigate. With keeping the generality
of model one can apply it on other languages such as the
Turkish language. In the other hand, can boost the model by
effective features like shortest-dependency-path (SDP) and
also, leveraging biomedical ontologies to get a better result
in DDI extraction problem.
5. Cross-references
In electronic publications, articles may be internally hy-
perlinked. Hyperlinks are generated from proper cross-references
in the article. For example, the words Fig. 1 will never be
more than simple text, whereas the proper cross-reference
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\ref{tiger} may be turned into a hyperlink to the figure it-
self: Fig. 1. In the same way, the words Ref. [1] will fail to
turn into a hyperlink; the proper cross-reference is \cite{Knuth96}.
Cross-referencing is possible in LATEX for sections, subsec-tions, formulae, figures, tables, and literature references.
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