Abstract: We propose smoothing spline mixed-effects density models for the nonparametric estimation of density and conditional density functions with clustered data. The random effects in a density model introduce within-cluster correlation and allow us to borrow strength across clusters by shrinking cluster specific density functions to the population average, where the amount of shrinkage is decided by data. Estimation is carried out using the penalized likelihood and computed using a Markov chain Monte Carlo stochastic approximation algorithm. We derive an approximate cross-validation estimate of the aggregated Kullback-Leibler loss for the selection of smoothing parameters. The simulation study indicates that the proposed estimation method performs well. We apply our methods to investigate the evolution of hemoglobin density functions over time in response to guideline changes on anemia management for dialysis patients.
Introduction
Density estimation plays a fundamental role in many areas including statistics and machine learning. The estimated density functions are useful for model building and diagnostics, inference, prediction, and clustering.
Many nonparametric methods have been developed to estimate density for independent data (Silverman, 1984; Gu, 2013) .
One of the central problems in statistics is the development of methods for assessing the relationship between a dependent variable and one or more independent variables. Regression analysis usually focuses on univariate characteristics such as conditional expectation or quantile of the dependent variable given the independent variables. The family of conditional distributions is usually assumed to be known, for example, as Gaussian. In some applications it is difficult, if not impossible, to specify a specific family of distributions, and the goal is to investigate covariate effects on the whole conditional density function. A conditional density provides the most informative summary of the relationship between independent and dependent variables. It allows us to examine the overall shape as well as summary characteristics such as quantiles and modes. The estimated conditional density functions may be used for further analysis including inference, prediction, clustering and functional data analysis (Petersen and Müller, 2016) . Many Statistica Sinica: Newly accepted Paper (accepted author-version subject to English editing) nonparametric methods have been developed to estimate conditional density for independent data. See for example, Hall et al. (2004) , Fan and Yim (2004) , Dunson et al. (2007) , Efromovich (2007) , Gu (2013) and references therein.
Clustered data arise in many areas of investigation such as agriculture, pharmacokinetics, epidemiology, medicine and social science. Observations from the same cluster are usually correlated and there is a huge literature on modeling conditional mean using random effects (Wu and Zhang, 2006; Wang, 2011) . We are interested in estimating densities or conditional densities for the population as well as for each cluster, investigating covariate effects on the density functions and variations between clusters. Despite its importance, there has been little research on density and conditional density estimation for clustered data. One exception is the paper by Rodriguez et al. (2009) with interesting applications to DNA damage and repair. Rodriguez et al. (2009) used a finite mixture of Gaussian distributions to approximate the density and a hierarchical model for mixture weights to assess heterogeneity across clusters and covariate effects. It is a parametric model since the number of the mixture is finite. One needs to specify hyperparameters which may become a difficult task when the number of mixtures is not small. To the best of our knowledge, no non-parametric method has been developed. In this article we propose a general and flexible family of nonparametric mixed-effects models for density and conditional density functions with clustered data.
The remainder of the article is organized as follows. In Section 2 we introduce nonparametric mixed-effects density and conditional density models. Sections 3 and 4 present procedures for estimation and selection of smoothing parameters. Section 5 reports simulation studies. We apply the proposed methods to investigate the change in hemoglobin distributions over time in Section 6. Discussions are given in Section 7.
2. Nonparametric Mixed-Effects Density Models 2.1. Density models for clustered data Let Y ij for i = 1, . . . , m and j = 1, . . . , n i be the jth observation from cluster i where the domain of Y ij is an arbitrary set Y. Assume that the observed clusters is a random sample from a population of clusters denoted
as Ω with sampling distribution P . Denote f (y|ω) as the cluster specific density function where ω is a random sample from Ω. Consequently f (y|ω) is a random function on the product domain Y × Ω. Denote the observed clusters as ω 1 , . . . , ω m which are realizations of the random variable ω. For a given ω i we assume that Y ij iid ∼ f (y|ω i ) and observations from different clusters are mutually independent. To enforce the conditions of f > 0 and Y f = 1 for a density function, throughout this article we will use the logistic transformation, f = exp(g)/ Y exp(g), where g will be referred to as the logistic transformation of f (Gu, 2013) .
A nonparametric mixed-effects density model (NMEDM) for clustered data assumes
where η(y) is the fixed effect and b i (y) is the random effect. We assume that η(y) ∈ H η where H η is a reproducing kernel Hilbert space (RKHS) and b i (y)'s are independent Gaussian processes with mean zero and covariance function σ(s, t). Different methods may be used to construct H η and σ(s, t). In this paper we assume that H η and σ(s, t) are constructed based on a smoothing spline ANOVA (SS ANOVA) decomposition (Wang, 2011 
The constant functions have been removed from W 3 2 (R) for identifiability (Gu, 2013) . H y is an RKHS which can be decomposed into H y = H 0y ⊕H 1y
where H 0y = span{ϕ 2 (y), ϕ 3 (y)}, ϕ 2 and ϕ 3 are the linear and quadratic basis functions, and H 1y is the orthogonal complement of H 0y . Let P y be the projection operator onto H 0y defined under a suitably defined inner product (see Gu (2013) for details). Let P ω g = Ω g(y, ω)dP which computes population average with respect to the sampling distribution. We have the following SS ANOVA decomposition
where I is the identity map, g pf ∈ H 0y is a quadratic polynomial corresponding to the parametric fixed main effect of the variable y, g sf is the nonparametric fixed main effect of y, g pr and g sr are the parametric and nonparametric random effects. The letters "p" and "s" in the subscripts represent parametric components in space H 0y and smooth components in space H 1y = W "f" and "r" in the subscripts represent fixed and random effects respectively. Comparing to the NMEDM (2.1), we have η(y) = g pf (y) + g sf (y),
2 ), g sr (y, ω i ) are independent Gaussian processes with mean zero and covariance function σ
where R 1 (s, t) is the reproducing kernel (RK) of H 1 , and u 1i , u 2i and
For simplicity of notation we assume that u 1i and u 2i are mutually independent. In practice a bivariate Gaussian may be assumed for the joint distribution of (u 1i , u 2i ).
The classical one-way random effect model for the clustered data described in this section assumes that
, and α i and ij are mutually independent. Then, up to a constant independent of y, the logistic density of Y ij conditional on random effects α i has the form (−y 2 /2 + µy)/σ 2 + α i y/σ 2 .
Comparing to the SS ANOVA decomposition (2.3), it is obvious that the one-way random effect model is a special case with g pf (y) ∼ = (−y 2 /2 + µy)/σ 2 , g pr (y, ω i ) ∼ = α i y/σ 2 and g sf (y) = g sr (y, ω) = 0 where ∼ = denotes equality up to a constant. A nonparametric mixed-effects conditional density model (NMECDM) assumes that
where η(y, x) is the fixed effects and b i (y, x) is the random effect. We assume
Gaussian processes with mean zero and covariance function σ(s, t|x).
In the Web Supplement S1, we give an example illustrating the construction of an NMECDM based on an SS ANOVA decomposition and compare the resulting model with the SS ANOVA mixed effects regression Statistica Sinica: Newly accepted Paper (accepted author-version subject to English editing) models. In the example, we considered the thin-plate spline space (2.2) since its null space consists of quadratic polynomials which correspond to the logistic transformation of Gaussian density functions. The SS ANOVA decomposition may be derived for tensor products of general RKHS's (Gu, 2013; Wang, 2011) . More examples of SS ANOVA decompositions for the logistic transformation of density functions with clustered data can be found in Section 5 and Chiu (2015) . Similar to the classical ANOVA, the SS ANOVA produces an hierarchical structure which facilitates model selection and interpretation. Note that some of the components (e.g. high-order interactions) in the SS ANOVA decomposition may be dropped to overcome the curse of dimensionality.
Estimation
We will describe our estimation procedure for NMECDM (2.5) only since the estimation for NMEDM (2.1) is similar, but simpler.
Penalized likelihood and its approximate solution
Denote the Gaussian stochastic process of random effect for cluster i as
, y ∈ Y} and B i as the collection of B ij for j = 1, . . . , n i .
is the conditional density of Y i , and ζ collects all parameters related to the random effects B i .
Let z = (y, x) and
. . , φ p (z)} contains functions which are not penalized, and H j for j = 1, . . . , q are RKHS's with RKs R j . We estimate ζ and η by minimizing the penalized likelihood
where N = m i=1 n i , P j is the projector onto the space H j and λ j 's are smoothing parameters. Denote Wang (2011) for details). The penalized likelihood (3.3) reduces to
where P * 1 = q j=1 P j . We will minimize the PL (3.4) in the following finite dimensional data-adaptive space
where {U l , l = 1, . . . , L} is a random subset of {Z ij , i = 1, . . . , m; j = 1, . . . , n i }. Gu and Wang (2003) suggested that an L close to 10N 2/9 is sufficient in the sense that the estimates in the whole model space H η and the subspace H * η have the same convergence rate. Let
The minimizer of the PL (3.4) in H * η has the form (Gu and Wang, 2003) 
where Q θ is an L × L matrix with the (i, j)th entry being R * 1 (U i , U j ).
Markov chain Monte Carlo stochastic approximation
The log likelihood function (3.1) involves expectations with respect to the random effects which do not have closed forms. We will use the Markov chain Monte Carlo (MCMC) method to approximate expectations with respect to the random effects. To make our computational procedure converge to the expected fixed points, we will adopt the stochastic approximation algorithm (SAA) which is briefly described in this section. See Gu and Kong (1998) , Gu and Zhu (2001) and Jiang et al. (2011) for details.
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Consider solving the following equation
where e is a random vector with a density function f e . Let I(β, e) = −∂H(β, e)/∂β. At iteration k, an MCMC sample of size m k with equilibrium distribution f e is drawn and denoted as e
SAA updates the parameter vector β and a matrix Γ as follows:
where Γ k acts as a proxy of the Hessian matrix and γ k is the step-size of the parameter updates. By increasing the MCMC sample size m k , decreasing the step-size γ k , or a combination of these two, the variation in β decreases as iteration increases. It has been shown that, under some regularity conditions, when m k and γ k satisfy the following conditions:
k /m k < ∞ for some ε ∈ (0, 1), and
almost surely (Gu and Kong, 1998) .
Estimation of η
In this subsection we apply the MCMC SAA to compute c and d with a fixed ζ. Our goal is to find c and d that minimize the PL (3.7). It is not difficult to show that
Denote the above quantity as E e H(c, d, B), where B and Y collect all B i
and Y i respectively, e = B|Y , and
and
where Λ i is an L × n i matrix with the (l, j)th entry being
is an L ×L matrix with the (k, l)th entry being
matrix with the (ν, κ)th entry being
is an L × p matrix with the (l, ν)th entry being
At iteration k of the MCMC SAA, let B 
can be calculated for any functions a and b. We compute conditional expectations and conditional covariances in H and I, and denote the resulting
k ). We then computē
Following (3.9), we update c, d and Γ as follows:
Estimation of ζ and the complete algorithm
We now apply the MCMC SAA to compute ζ with fixed η. Since the penalty term in the the PL (3.7) does not depend on ζ, it is not diffi- It is then straightforward to apply the MCMC SAA to update ζ.
Gathering all pieces together, we have the following complete algorithm:
Statistica Sinica: Newly accepted Paper (accepted author-version subject to English editing) Methods for deriving initial values and stopping criterion can be found in Chiu (2015) . The MCMC procedure is discussed in Web Supplement S3.
Note that we allow MCMC sample sizes in (a) and (b) to be different. We the scheme (i) is more stable and efficient. Therefore, the scheme (i) will be used in the following simulations and application.
The estimate of the population density, f (y|x) = exp{η(y, x)}/ Y exp{
Statistica Sinica: Newly accepted Paper (accepted author-version subject to English editing) l = 1, · · · , M be an MCMC sample of size M generated from f B i (x)|Y with η and ζ fixed at their estimates where M is a large enough number.
We estimate random effect
and estimate cluster specific density function f (y|x,
Selection of Smoothing Parameters
Smoothing parameters λ j for j = 1, . . . , q are crucial to the performance of the estimation. In this section we develop a data-driven approach to choose smoothing parameters. The Kullback-Leibler (KL) loss will be used to evaluate the quality of a density estimate and it is estimated through cross-validation.
Let λ = (λ 1 , . . . , λ q ). Denote the estimate (3.6) as η λ where the dependence on smoothing parameters is expressed explicitly. Let B ωx = {b ω (y, x), y ∈ Y} be the Gaussian stochastic process given ω and x. Denote the true and estimated cluster specific conditional densities as f (y|x, ω) =
}dt respectively. We define the aggregated KL loss of f λ (y|x, ω) as
1)
where f (x) is the density function of X, E Bωx is the expectation with respect to the Gaussian process given ω and x. Dropping terms which are independent of the estimate f λ , the aggregated relative KL loss is
Ideally we want to select the smoothing parameters λ that minimize (4.1).
This is equivalent to minimizing (4.2) since the aggregated KL loss and the relative aggregated KL loss differ only by a constant independent of λ. However, depending on unknown density functions f (x) and f (y|x, ω), ARKL(f, f λ ) cannot be calculated directly. Using empirical distributions, the first term of (4.2) can be approximated by N
}dy where E B ij is the expectation with respect to the Gaussian process given ω = ω i and X = X ij . The second term in (4.2) can be approximated by N
is the estimate that minimizes the delete-one-observation version of (3.7).
Hence, we may select the smoothing parameters by minimizing the following Statistica Sinica: Newly accepted Paper (accepted author-version subject to English editing)
cross-validation estimate of (4.2),
The computation of η
Using quadratic approximation, (4.3) can be approximated by
where a constant α is added to avoid potential under-smoothing. Gu (2013, Ch7) suggests an α value around 1.4 for various density estimation problems. The derivation of the approximation (4.4) and definitions of matrices P ⊥ 1 ,Ȓ and Π can be found in Web Supplement S4. The optimal smoothing parameters are chosen as the minimizer of the approximated CV score (4.4).
Simulations
We conduct simulations to evaluate the proposed estimation method and compare estimates of cluster specific conditional densities from an NMECDM with those from separate fits. We present simulation results for conditional density models only. Simulations results for density models are similar which can be found in Chiu (2015) . 
+b 2 (ω)(y − 0.5) + g scr (y, ω),
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For the continuous scenario, we consider the following NMECDM
where the first six terms come from the tensor product of W The solid black curves are the true cluster specific conditional densities.
The dashred curves are fits based on the NMECDM (5.1). The dotted blue curves are separate cubic spline estimates based on each cluster's data only. models (5.1) and (5.2) for the discrete and continuous scenarios respectively.
All simulations are replicated 100 times.
We adopt the MCMC SAA scheme ( at iteration j − 1, specifically,
The iteration is stopped if δ is less then 5e-4.
To evaluate the estimation of variance components, we compute the means and MSEs ofσ 2 1 andσ 2 2 . To evaluate the estimation of the population conditional density, we compute the empirical aggregated KL distances
To evaluate the estimation of cluster specific conditional densities, we comStatistica Sinica: Newly accepted Paper (accepted author-version subject to English editing) pute empirical aggregated KL distances
For comparison, we compute cubic spline conditional density estimates for each cluster separately using the sscden function in the R package gss (Gu, 2014) and empirical aggregated KL distances between these cluster specific conditional densities and the truth.
In Figure A .1 and A.2 of the Web Supplement, we show the true population density functions and three estimates for discrete and continuous x respectively when m = 200. We observe that the population density functions are estimated accurately. For three randomly selected clusters, Figure   1 shows the true cluster specific density functions and estimates based on model (5.1) and cubic spline estimates based on each cluster's individual data when x is discrete and m = 100. The cluster specific density estimates from the NMECDM are shrunk towards the population conditional density. Table 1 indicates that, by borrowing information across clusters, the cluster specific density estimates from the NMECDM have about half the AKL losses of the estimates based on individual data. cluster's density and its cubic spline estimate using data from this cluster only.
tion method performs well. The estimation procedure is computationally intensive. When the number of observations is large as the real data analysis in the following section, one may use the divide and recombine approach (Cleveland and Hafen, 2014) to reduce computational burden.
Evolution of Hemoglobin Distribution Over Time
Anemia is prevalent in the majority of hemodialysis patients and its management is a major challenge. A central aim of anemia management is to maintain patients' hemoglobin (Hb) level consistently within a target range. Both low and high Hb are associated with increased risk of mortality and hospitalization. However, the optimal target range has been the subject of great debate, and anemia management guidelines and protocols have been changing in recent years (Spiegel et al., 2010; Valliant and Hofmann, 2013) . Current optimal range for Hb recommended by the Food and Drug Administration is 10-12 g/dL (Spiegel et al., 2010) . Centers for Medicare and Medicaid Services (CMS) introduced a Quality Incentive Program (QIP) with anemia management as one of the four outcomes measured by the percentage of patients in a dialysis facility with Hb greater than 12 g/dL. Facilities do not meet the standards will have their payment reduced by up to 2%. In addition to the optimal range, greater Hb variation is also associated with higher mortality (Yang et al., 2007) . Spiegel et al. (2010) noted that the "Hb distribution curve showed a departure from normality in terms of skewness", and it is of interest to investigate how the mean, standard deviation, skewness and percentage of Hb over/under a certain limit change over time. Therefore it is important to investigate the whole distri- we will report estimates from all eight subsets. Since eight subsets may be regarded as random samples from the population, estimates from eight subsets will allow us to explore variation in the estimation of parameters and functions.
We show the estimates of the variance components from the eight subsets in Table A 
Conclusion
We have introduced general density and conditional density models with random effects for clustered data and illustrated the construction of these models using SS ANOVA decompositions. We note that other approaches may be used to construct these models. The proposed NMEDMs and NMECDMs are flexible since both domains of the dependent and independent variables are arbitrary sets and different RKHS's and decompositions may be used to construct these models. As illustrated in Section 2,the classical mixed effects models and SS ANOVA mixed effects models with Gaussian distributions are special cases of the NMEDM and NMECDM.
Therefore, in addition to the nonparametric estimation of density and conditional density functions with clustered data, our methods provide potential model building and diagnostic tools for some existing mixed effects models with Gaussian random errors. Model selection methods for SS ANOVA density models based on the KL projection were developed by Gu (2013) .
Further research on model selection and inference for mixed-effects density models is merited.
Parameters and nonparametric functions are estimated via penalized likelihood. We have developed a computation procedure using MCMC SAA and an approximated cross-validation criterion to select smoothing parameters. Extensive simulations indicate that our estimation procedure is stable.
However, estimates of variance components may converge slowly. In addition the estimates of variance components have a relatively large bias when the sample size is small which is a common problem of MLEs in mixed effects models. The adjusted profiled likelihood (McCullagh and Tibshirani, 1990) or bias-reducing penalized likelihood (Kosmidis et al., 2015) may be used to reduce bias in the estimates of variance components. Involving integrations with respect to random effects, the marginal likelihood function is not guaranteed to be convex which make it very difficult to derive asymptotic properties. An alternative approach is to use the joint (Henderson) likelihood of observations and random effect as in Gu and Ma (2005) and Gu (2013) . We will explore these topics in our future research.
We have applied our methods to investigate the change in Hb distributions over time. We found that guideline changes had shifted the Hb distribution downwardly. On the one hand, the probability of Hb over 12 g/dL had been reduced greatly. On the other hand, the probability of Hb under 10 g/dL had been increased substantially which raises concerns that the proportion of dialysis patients who suffer from anemia may have been increased. The resulting impacts on mortality, hospitalization, cost and quality of life need further investigation.
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