Abstract. In 1971 DoCarmo and Wallach gave a lower bound for the dimension of the space of minimal immersions between spheres and they believed that the lower estimate was sharp. We give here a different approach using conformal fields and eigenmaps; determine the exact dimension of this space and conclude that their conjecture is true.
1. Introduction and preliminaries. Let V be a Euclidean vector space. An isometric immersion f : S m k → S V of the m-sphere S m k of constant curvature k into the unit sphere S V of curvature 1 of V is minimal if the mean curvature of f vanishes [12] . Let S(m, k) denote the space of full minimal isometric immersions f : S m k → S V , for various V . (Fullness means that the image is not contained in any great hypersphere.) Composing isometric immersions with isometries between the ranges gives rise to an equivalence relation ∼ = on S(m, k).
A theorem of Takahashi [11] implies that, for fixed m, the set of k > 0 such that S(m, k) = Ø is infinite discrete: {k p } ∞ p=1 . In 1967, Calabi [1] proved that any isometric immersion f : S 2 k p → S V is equivalent to the (generalized) Veronese map, implying that S(2, k p )/ ∼ = is a single point. In 1971, DoCarmo and Wallach [3] showed that S(m, k p )/ ∼ = can be parametrized by a compact convex body M for any vector fields X and Y on S m . Moreover, since f is minimal, its components become spherical harmonics of order p on S m , i.e. eigenfunctions of the Laplacian on S m with eigenvalue λ p . Note that a spherical harmonic of order p on S m is nothing but the restriction (to S m ) of a harmonic homogeneous polynomial of degree p in the variables x 0 , . . . , x m , x = (x 0 , . . . , x m ) ∈ R m+1 . The key to pin down the structure of the space S(m, k p ) of isometric minimal immersions f : S A map f : R m+1 → V into a Euclidean vector space V is a p-form if the components ϕ • f , ϕ ∈ V * , of f are homogeneous polynomials of degree p in the variables x 0 , . . . , x m . f is spherical if it maps the unit sphere S m to the unit sphere S V of V . In this case, we say that (the restriction) f : S m → S V is also a p-form.
A p-form f is harmonic if the components of f : R m+1 → V are harmonic functions in the variables x 0 , . . . , x m . If, in addition, f is spherical then the components of f : S m → S V ⊂ V are spherical harmonics of order p, i.e. eigenfunctions of the spherical Laplacian on S m with eigenvalue λ p = p(p+m−1). In this case, we say that f : S m → S V is an eigenmap with eigenvalue λ p . By the above, a homothetic immersion f : S m → S V is minimal iff it is an eigenmap with eigenvalue λ p for some p. In this case the homothety constant is λ p /m so that (1) is satisfied. Note also that eigenmaps are harmonic in the sense of EellsSampson [4] , in fact, an eigenmap with eigenvalue λ p is nothing but a harmonic map with constant energy density λ p /2.
A p-form f : S m → S V is full if its image is not contained in any proper great sphere. Two p-forms f 1 : S m → S V 1 and f 2 : S m → S V 2 are equivalent, written as f 1 ∼ = f 2 , if there exists an isometry U :
For fixed m and p, the equivalence classes of full eigenmaps f : S m → S V (for various V ) with eigenvalue λ p can be parametrized by a compact convex body L p m in a finite dimensional representation space of SO(m + 1). We now briefly recall the construction of the parameter space L p = L p m ; for details cf. [7] .
(Since we will mostly work over a fixed domain S m , the subscript will often be suppressed.) Let 
where v is the volume form on S m , vol(S m ) = S m v is the volume of S m and
The standard minimal immersion f p : S m → S H p is the full eigenmap with eigenvalue λ p defined by
f p clearly does not depend on the orthonormal basis chosen. Given a full eigenmap f : S m → S V with eigenvalue λ p , there exists a linear map A :
We associate to f the symmetric linear endomorphism
The correspondence f → f gives a parametrization of the space of equivalence classes of full eigenmaps f : S m → S V with eigenvalue λ p by the compact convex body
Here '≥' stands for positive semidefinite, ' ' is the symmetric tensor product and the orthogonal complement is taken with respect to the standard scalar product
, where the latter is endowed with the module structure induced from that of H p . Moreover, L p ⊂ E p is an invariant subset. In fact, for a full eigenmap f : S m → S V with eigenvalue λ p , we have
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The work of DoCarmo-Wallach [3, 12] gives the decomposition of S 2 (H p )⊗ R C into irreducible components. (Since their proof contains an essential ingredient for our purposes here, we indicate the idea of the proof in Section 2.) We have, for m ≥ 3: .
Adding condition (1) to those defining L p , we obtain that the linear slice
where
parametrizes the equivalence classes of full homothetic minimal immersions with homothety λ p /m. Hereˇ: T(V ) → V is the canonical map that translates tangent vectors to the origin. It follows that M p is also a compact convex body. DoCarmo and Wallach [3, 12] showed that F p is nontrivial iff m ≥ 3 and p ≥ 4 and, in this case, we have In what follows we refer to this as the exact dimension conjecture (although it is actually about the space
can be computed explicitly using the Weyl dimension formula.
The purpose of this paper is to show that the exact dimension conjecture is true:
For m = 3 and p = 4 this was proved by Muto in [6] by explicit tensor computation. Our method is geometric; it uses eigenmaps and their effect on conformal fields and, in fact, it provides an analytic and geometric description of the eigenmaps parametrized by the components in (5) . For the proof, we need three technical tools. First, in Section 2, we describe two operators on eigenmaps that raise and lower the degree. These have been studied in [8, 9] but our approach here concentrates on the connection between the degree raising-lowering operators and the DoCarmo-Wallach differential operator used to decompose the tensor product H p ⊗ H q leading to (2) . The second tool, given in Section 3, is to study the effect of eigenmaps on conformal fields. This reduces the whole problem to finding, for fixed m and p, a single eigenmap f : S m → S V which satisfies a harmonicity property of a quadratic form in the derivatives of the components of f . As for the third tool, in Section 4 we show how the nonhomothetic property of an eigenmap can be carried over to eigenmaps of higher degree. Finally the examples needed to finish the proof of Theorem 1 are worked out in Section 5.
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2. Raising and lowering the degree. To decompose S 2 (H p ) into irreducible components, DoCarmo and Wallach [3, 12] first derived the recurrence formula
(In what follows, for notational simplicity, we denote H p and its complexification by the same symbol. Since the representations we encounter here are absolutely irreducible, this will not lead to confusion.) The key role in the proof is played by the differential operator
In fact, Young's theory applied to ker D gives the first summand on the righthand-side of (6) and surjectivity of D is established by a careful induction argument with respect to m using the Branching Rule restricting representations from SO(m + 1) to the subgroup SO(m).
Setting p = q, we first describe the restriction D|L p in terms of eigenmaps. Let H denote the harmonic projection operator [10] . H is the orthogonal projection from the vector space P p of homogeneous polynomials in m + 1 variables of degree p onto the linear subspace of harmonic polynomials.
Let f : S m → S V be a λ p -eigenmap. We define the p-forms
The harmonic projection formula
along with homogeneity of f easily implies that f ± are spherical so that we obtain eigenmaps
with eigenvalue λ p±1 .
Theorem 2. Let f : S m → S V be a full eigenmap with eigenvalue λ p . Then we have
The proof will be accomplished is several steps. We first claim that f
Indeed, since the Laplace operator commutes with the isometries on S m it also commutes with the harmonic projection operator H. It follows that f ± p : S m → S H p ⊗H 1 are equivariant with respect to the SO(m + 1)-module structure on
being left fixed by SO(m + 1). Since E p±1 have no trivial summands, f ± p correspond to the origin and the equivalence follows.
To make this equivalence explicit, we introduce the SO(m+1)-module monomorphisms
where the requirement
determines the value of the constants c ± p . We now have
Indeed, the linear span of the image of f 
Thus, by (9), we have
In view of this we define
Clearly, Φ ± are homomorphisms of SO(m + 1)-modules. The previous computation amounts to Φ For the forthcoming computations we need the following identities:
where h ∈ H p , h ∈ H p+1 and
(13) can be obtained by direct integration using the fact that spherical harmonics of different order are L 2 -orthogonal. (14)- (15) are direct consequences of (13). Indeed, take the scalar product of both sides of (10) 6) , this homomorphism is a constant multiple of ι + . The same applies to (14). Now (13) follows from (14) or (15).) Finally, note that (14)-(15) combined with (9) gives the value of c ± p as:
and c
Turning to the proof of (11), we let C ∈ S 2 (H p ) and compute
On the other hand,
Comparing this with (17), we find that (11) follows. Finally, we prove (12) by showing that, up to a constant multiple, Φ + is the transpose of Φ − . We compute, for C ∈ S 2 (H p ) and C ∈ S 2 (H p−1 ):
Thus, (12) follows.
3. Conformal fields and eigenmaps. Let f : S m → S V be a full eigenmap with eigenvalue λ p . We define the symmetric 2-tensor Ψ(f ) on S m by
where X and Y are vector fields on S m . By definition, Ψ(f ) = 0 iff f is homothetic. In what follows, unless stated otherwise, we will always consider f a harmonic p-form f : R m+1 → V . Then (18) defines Ψ(f ) as a symmetric 2-tensor on R m+1 . We now restrict Ψ(f ) to conformal fields on S m . Given a ∈ R m+1 , the conformal field X a is a vector field on S m defined by
, we obtain that Ψ(f )(a, b) = 0 for all a, b ∈ R m+1 , iff f is homothetic. This is because pointwise the conformal fields span each tangent space.
We now extend the conformal field X a to R m+1 by
and, on R m+1 , define
is a homogeneous polynomial of degree 2p − 2.
Proof. Let ∂ a , a ∈ R m+1 , denote the directional derivative at a. We claim that
Lemma 1 clearly follows from this. This formula will be a useful computational tool in the sequel; note for example that the coefficient of ρ 2(p−2) is harmonic. Turning to the proof of (20), we first note that
Using these, straightforward computation gives
Finally, we have
We now work out the second term on the right-hand-side to arrive at (20).
Lemma 1 can be reformulated by saying that, for any full eigenmap f : S m → S V with eigenvalue λ p , Ψ(f) defines a symmetric bilinear map Ψ(f ) :
where, as usual, we identify R m+1 with H 1 . We now notice that Ψ(f ) depends only on the equivalence class of f . Indeed, setting f = A • f p and using that f p is homothetic, i.e. it satisfies (1), we compute
In view of this, for C ∈ E p , we define Ψ(C) :
Lemma 2. We have
Proof. This follows from (21) by taking the difference Ψ(f )(a, b)−Ψ(f p )(a, b), where the second term is zero because f p is homothetic.
Lemma 3. We have
Proof. The components of f are harmonic homogeneous polynomials of degree p. Thus We now introduce the notation
Lemma 3 says that, for C ∈ E p , Ψ(C) defines a linear map
Moreover, the trivial summand in the decomposition
corresponds to the trace so, using Lemma 4, we finally arrive at the linear map
Equivalently, we will think of Ψ(C) as an element of P
Lemma 5. For g ∈ SO(m + 1), we have
Proof. This is again a straightforward computation in the use of equivariance of f p . Since L p spans E p , we can also take C = f with f : S m → S V a full eigenmap with eigenvalue λ p . Then the claim reduces to
We now use
and arrive at (23) By Lemma 5, we obtain that the correspondence C → Ψ(C) defines a homomorphism Ψ :
between SO(m + 1)-modules. We now decompose
into irreducible SO(m + 1)-modules. By (6), for each = 1, . . . , p − 1, we have
where (2 ,2) has vertices (2 −2, 0), (2 , 2) and (2 +2, 0). The only common term in (3) and (25) 
Remark 1. DoCarmo and Wallach used Frobenius
Reciprocity to prove that a lower bound for F p is given by the sum of those irreducible components of E p which, when restricted to SO(m)(⊂ SO(m+1)), contain no copies of H 0 and H 2 . Applying the Branching Rule to the components of E p they arrived at (4). The method above gives an alternative way to prove (4) without the use of induced representations. Note also that again by the work of DoCarmo-Wallach, (3) can be obtained without the use of Frobenius Reciprocity. Another proof of (3) will be indicated at the end of Section 4. ⊂ ker D corresponds to the Young tableau Σ (2 ,2) with two rows of row lengths 2l and 2 (cf. again [3, 12] ). Theorem 1 implies that given a traceless symmetric bilinear map Ψ :
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2 sufficiently close to zero such that Ψ possesses the symmetries prescribed by the Young symmetrizer corresponding to Σ (2 ,2) , there exists a full eigenmap f : S m → S n (actually, n = n(p)) with eigenvalue λ p such that Ψ = Ψ(f ).
Moreover f can be made unique by requiring f ∈ V (2 ,2,0,...,0) m . Let C ∈ E p and decompose
and, for a, b ∈ H 1 , Ψ(C 2 ,2 )(a, b) is the harmonic homogeneous polynomial of degree 2 multiplied by ρ 2(p− −1) as in (24). Summarizing, we arrive at the following:
Theorem 4. Let C ∈ E p and write
Theorem 4 thus reduces the exact dimension conjecture to finding, for each m ≥ 3 and p ≥ 4, an eigenmap f : S m → S V with eigenvalue λ p such that, for C = f , the harmonic coefficients in (26) are nonzero.
4. Conformal fields and raising and lowering the degree. We write Ψ p = Ψ : E p → P 2p−2 ⊗ H 2 to indicate the dependence of Ψ on p.
Theorem 5. For C ∈ E p , we have
Proof of Corollary 1. Without loss of generality, we set q = p + 1. Assume V Proof of Theorem 5. We work out only (27) since the proof of (28) is entirely analogous and technically much simpler. Using (22), we have
By homogeneity, we have
Substituting this back to (29) and using
Differentiating the harmonic projection formula (8), for h ∈ H p , we have
For h = Cf p , we write the four terms on the right-hand-side as
Replacing a with b, for h = f p , we write this sum as B 1 +B 2 +B 3 +B 4 . It remains to compute 4 r,s=1 A r , B s , where summation with respect to i = 0, . . . , m has been suppressed. This we do term by term as follows:
a, x b, x Cf p , f p = 0;
Putting these together, (27) follows.
Remark. The idea in Section 3 can be used to prove (3) . Indeed, for a full harmonic p-form f :
of SO(m + 1)-modules with ker Ψ 0 = E p . Once we prove that Ψ 0 is onto, (3) will follow, since
Finally, we use induction with respect to p along with the analogue of Theorem 5.
5. Examples. Case I. m = 2m 0 + 1 is odd. The advantage here is that we can use complex terminology. All eigenmaps will be of the form f : S 2m 0 +1 → S 2n 0 +1 and we assume that f is the restriction of a spherical harmonic p-form f : C m 0 +1 → C n 0 +1 , p ≥ 4, with components f j , j = 0, . . . , n 0 , where f j is a complex polynomial in the variables z 0 ,z 0 , . . . , z m 0 ,z m 0 (of (combined) degree p).
We first derive an expression for Ψ(f )(a, b). For our purposes, it will be sufficient to locate the components of Ψ(f )(a, b) in H 2p−2 and H 2p−4 ρ 2 . Hence, in the computations below we will use congruences mod ρ 4 . Finally, we need only to consider a = e 0 = (1, 0, . . . , 0) where c ∈ C. This is impossible so that Theorem 6 follows.
Case II. m = 2(m 0 + 1) is even. Although the following argument works in both cases, it gives an example only implicitly. For this reason, we saw no harm splitting the treatment into two cases. Moreover, to construct the example here, we use some of the computations of Case I. First we note that the components of the eigenmaps we consider here are complex valued spherical harmonics (of real or complex variables). To imitate Case I, we single out the first four real coordinates x 0 , x 1 , x 2 , x 3 and rewrite them in terms of z 0 = x 0 +ix 1 and z 1 = x 2 + ix 3 and their conjugates. 
