Flux-based statistical prediction of three-body outcomes by Kol, Barak
Date: 31 March 2020
Prepared for submission to JHEP
On three-body decay rates
Barak Kol
Racah Institute of Physics, Hebrew University, Jerusalem 91904, Israel
barak.kol@mail.huji.ac.il
Abstract: The gravitational three-body problem is generically chaotic and negative en-
ergy motions generically decay to a binary + free body. We define and determine the
system’s differential decay rate within the ergodic approximation. 1
1Essay written for the Gravity Research Foundation 2020 Awards for Essays on Gravitation.
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Introduction
The three-body problem is concerned with the study of the motion of three point masses
moving under the influence of their mutual gravitational attractions.
This problem has a long and venerable history. It was appreciated already by Newton
and discussed in his 1687 Principia [1]. Its name began to be common in the 1740s in
connection to a rivalry between d’Alembert and Clairaut who studied it. Euler [2] and
Lagrange [3] obtained special solutions, in 1767 and 1772 respectively, and their restriction
became known as Lagrangian points.
The problem has perturbative limits when masses or orbit sizes are hierarchical. Con-
siderable important work was done in this context, but in this paper we shall focus on the
generic problem.
By 1887 the problem has become so celebrated that a prize was offered over it by
Oscar II, king of Sweden, advised by the mathematician Mittag-Leffler. Poincare took
this challenge and after first submitting a faulty submission finally came to realize that the
problem exhibits a sensitivity to initial conditions, in the sense that a small change in initial
conditions grows fast in time [4]. This makes a general analytic solution impossible and
breaks the mechanical paradigm that knowledge of a system’s forces and initial conditions
allows to predict its future for arbitrary late times, because the initial conditions are always
known only up to some accuracy, but then the accuracy of the prediction becomes unuseful
after some time. In modern terms this was the first example of a non-integrable, chaotic
system, see e. g. [5]. Moreover, this realization won Poincare the prize. At the beginning
of the 20th century, this was the status of the three-body problem.
While it is impossible to predict the general motion of the three-body system up to
the far future, it still makes sense to ask what would be the likely result of any given
initial conditions. This suggests to seek a statistical solution, and it is natural to define
probability to be proportional to phase space volume, namely, an ergodic approximation.
This is not the usual Statistical Physics approach which holds for a large collection of
particles. Rather, here one considers an ensemble of initial conditions for a system with
few degrees of freedom. In general, the more chaotic a system is, the more limited in time
is the validity of solutions to the equations of motion, while at the same time the statistical
analysis becomes more accurate. In this way, the non-integrability is turned from a liability
into an advantage.
The development of computers and computational physics allowed to integrate the
three-body equations of motion numerically [6, 7, 8, 9] and to do so for large numbers of
initial conditions thereby providing much data to the study of such systems. Motions with
negative total energy were found to generally result in an escape, or ejection, of one of the
masses. This need not be a surprise since such a result is allowed by conservation laws,
and the chaotic nature suggests that it would indeed be realized at some moment in time.
In 1976 Monaghan [10] suggested to apply the statistical approach to the three-body
problem, and within the ergodic approximation related the outcome probability distribu-
tion with appropriate phase space volumes, see also the book [11] and the review [12].
Recently, Stone and Leigh [13] presented an outcome distribution in closed form. However,
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their expression depends on a spurious parameter, the strong interaction radius, which
plays the role of a long-distance cutoff. The derivation uses canonical transformations to
elliptic/hyperbolic Delaunay elements.
Physically, it is possible to observe not only the decay outcome, but also the decay
time. Here too, we may not expect a deterministic prediction but rather a statistical one.
Now we can state our research questions
• What is the decay time of an initially chaotic state of the three-body problem and
how is it distributed over the possible outcomes, namely what is the differential decay
rate?
• Can we determine a cutoff independent differential decay rate and outcome distribu-
tion?
Decay rates and outcome distribution
Set-up. The gravitational three-body problem considers the motion of three point masses
m1, m2, m3 influenced by their mutual gravitational interaction. The system can be defined
through the Hamiltonian
H
({~rc, ~pc}3c=1) := T + V (1)
T :=
3∑
c=1
~p 2c
2mc
(2)
V := −Gm1m2
r12
− Gm1m3
r13
− Gm2m3
r23
(3)
where ~rc, c = 1, 2, 3 are the bodies’ position vectors, ~pc are their momenta, G is Newton’s
gravitational constant, and rcd = |~rc − ~rd|.
The system is invariant under translations and hence the total linear momentum
~P := ~p1 + ~p2 + ~p3 (4)
is conserved and the center of mass
~RCM :=
1
m1 +m2 +m3
3∑
c=1
mc ~rc (5)
moves with constant velocity. Therefore we shall work in the center of mass frame, where
the system has 6 degrees of freedom. The remaining conserved quantities are
E, ~L (6)
where E is the total energy given by the value of the Hamiltonian (1), and ~L is the value
of the total angular momentum
~J
({~rc, ~pc}3c=1) := 3∑
c=1
~rc × ~pc . (7)
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System decay. As mentioned above, generally negative E motions decay. The final state
of decay is an escaper, ms, moving away freely from a binary consisting of the masses
ma, mb. This state is characterized by the identity of the escaper s = 1, 2, 3, by the
parameters of free motion: the relative velocity and the impact parameter, and by the
parameters of binary motion. Given initial conditions for the three-body problem, it is
natural to ask for the final decay state and the associated decay time.
The ergodic approximation consists of assigning equal probabilities to equal volumes
in phase space, or equivalently, replacing time averages by ensemble averages over a fluid
which fills phase space. More specifically, the element of phase space volume (or phase-
volume, in short) for a three-body problem with given E, ~L is given by
dσ =
3∏
c=1
(
d3rc d
3pc
)
δ(3)
(
~RCM
)
δ(3)
(
~P
)
δ (H − E) δ(3)
(
~J − ~L
)
(8)
where ~RCM , ~P , H, ~J are functions of the phase space variables
({~ra, ~pa}3a=1) given respec-
tively by (5,4,1,7).
The main idea of this paper is that the situation is similar to a particle moving inside
a container with a perfectly elastic wall that has a small hole in it. Here one also expects
that general trajectories will end in an escape from the container. In fact, the decay rate
is given by the flux of phase space volume throughout the hole, divided by the total phase
space volume within the container. In analogy, we need to define the phase-volume flux
and the total phase-volume for the three-body problem. The former is naturally defined at
infinity, yet the latter diverges. Previous studies of the statistical theory of the three-body
problem equated the differential outcome probability with the differential phase-volume
and determined it after restricting to a box of “strong interaction radius” R, which avoids
infinities but adds a spurious parameter. Here we avoid that, and tend R→∞, by defining
a regularized phase-volume after setting as reference the phase-volume of the asymptotic
states. Moreover, once the system has decayed, its motion is free, and definitely not chaotic.
Hence the differential phase-volume is not the correct measure of probability anymore and
must be replaced by the flux, as seen from the container example.
We proceed to define the flux into asymptotic states and regularized phase space
volume. Derivations will appear elsewhere [14].
Flux into asymptotic states. Let us define the outgoing flux of phase space volume for
escaper s by
dFs := lim
R→∞
dσ δ (rF,s −R) r˙F,s (9)
where ~rF,s, the relative position of free motion, is defined by ~rF,s = ~rs − ~rB, ~rB the
binary center of mass, is defined by ~rB :=
1
mB
(ma ~ra +mb ~rb) and the binary mass is
mB := ma +mb.
The asymptotic motion decouples into the (almost) free motion of the escaper ms away
from a binary of mass mB, and the bound binary motion of ma and mb. Multiplying the
phase-volume flux for free motion and the binary phase-volume distribution, and integrat-
ing over three angles with uniform distribution we find that the total flux (9) is given
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Figure 1. Energy and angular momentum space. (a) The energy axis demonstrating its conser-
vation where F is the energy of free motion. (b) Angular momentum space demonstrating the δ
function in (10). (c) The allowed region in the , l space illustrating the boundary curve (11).
by
dFs = (2pi)
4GmB µ
3/2
B
d
(−2)3/2
l⊥
l lF
d2l d2lF δ
(2)
(
~l +~lF − ~L
)
. (10)
where µB :=
mamb
mB
is the reduced binary mass; , ~l are the energy and angular momentum
of binary motion which are constrained by the inequality
− 2  l2 ≤ µB α2 (11)
where α := Gmamb; ~lF is the angular momentum of the free motion; and d
2l := dl‖dl⊥,
where l‖ is the component of ~l in the direction of ~L and l⊥ is the magnitude of the per-
pendicular component, and similarly for d2lF . The conservation of energy and angular
momentum is illustrated in figure 1(a,b). Within the , l plane, the distribution is confined
to the region (11) together with  ≤ E as shown in the figure 1(c).
Regularized phase space volume. The phase-volume element (8) leads to a long dis-
tance divergence. σ(E,L) =
∫
dσ is regularized by choosing as reference the possible decay
channels through replacing
δ(H − E)→ δreg(H − E) := δ(H − E)−
3∑
s=1
δ(Hs − E) , (12)
where the Hamiltonians Hs, s = 1, 2, 3 are given by
Hs := T + Vs
Vs := −Gmamb
rab
− GmsmB
rF,s
(13)
and T , the kinetic energy, is the same as (2). We note that in a 1d scattering problem the
regularized phase-volume is nothing but the scattering delay time.
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We developed a nice method to perform the momenta integrations in (8) and we find
σ = 4pi
(∏
cmc∑
cmc
)3/2 ∫ ∏
d3rc δ
(3)
(
~Rcm
) ( 2 Tˆ
det Iij
)1/2
(14)
where Iij is the three-body moment of inertia tensor, while
Tˆ := E − V − 1
2
I−1ij L
i Lj . (15)
It is regularized in accordance with (12,13). The derivation is beyond the scope of this
paper.
Differential decay rates. The differential decay rate is defined by
dΓs =
dFs
σ
. (16)
It has dimensions of 1/time and it describes the rate of outgoing flow of the phase-volume
as a fraction of the total regularized phase-volume. Integrating over all channels we obtain
the total decay rate
Γ :=
3∑
s=1
∫
dΓs. (17)
1/Γ sets the scale for the scattering delay time of a body scattering off a binary, or alter-
natively, twice the decay time of a bound three-body configuration.
Outcome probabilities are proportional to to the differential decay rate. Upon normal-
ization of (16) we obtain the outcome outcome probability distribution
dPs :=
dΓs
Γ
. (18)
Summary and discussion
The main result of this paper is the differential decay rate (16), where the flux is defined in
(10) and the regularized phase space volume is defined in (8,12) and reduced in (14). The
differential decay rate describes the distribution of outcomes times the total decay rate.
We believe that the definitions (16,8,12) are a direct consequence of the ergodic ap-
proximation when applied to a chaotic scattering. The expression (10) will be derived
elsewhere [14] in a rather straightforward manner.
Further evidence for the definition (16) comes from the following argument. If instead
of computing the flux into asymptotic states one computes the phase-volume associated
with them one finds
dσ =
C0
ms
d dF δ (+ F − E)√
(−)3 F
d2l d2lF l⊥ δ(2)
(
~l +~lF − ~L
)
l · lF (19)
where C0 :=
1
4(2pi)
4R∞G
√
(m1m2m3)
3
m1+m2+m3
and R∞ is the size strong interaction region, which
is taken to infinity. This distribution coincides with the large cutoff limit, R → ∞ of the
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distribution of [13] (eq. 2), upon the replacement R→ R∞ and up to an overall prefactor
independent of the variables ,~l, F ,~lF and the identity of the escaper. This agreement
confirms (19), which was obtained through a simpler derivation, without using Delaunay
elements. As explained below (8) using phase-volume flux is more appropriate and hence
(16) improves over (19).
The usefulness of the ergodic approximation was studied in depth in [13] by comparing
with numerical simulations. In general, reasonable (and sometimes very close) agreement
was found for a certain choice of R, the strong interaction region, and as long as the
considered processes underwent 2 or more scrambles, which are periods of time in which
no pairwise binaries exist. The dependence on the choice of R was studied there as well.
Discussion. To the author’s knowledge this is the first determination of the differential
decay rate. Moreover, it is cutoff independent. In this way it answers positively both
questions from the introduction and it appears to complete the statistical prediction for
the system’s decay within the ergodic approximation.
The distribution was applied to the determination of marginal distributions for binary
energy, angular momentum and eccentricity as well as the escape probability for each body
and will appear in [14].
For astrophysical applications, including the origin of the tight black hole binaries
which are being detected through gravitational wave observatories, see [13] and references
therein.
Naturally, it would be interesting to estimate the error of the ergodic approximation
and to seek corrections beyond it.
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