Abstract We have established an iterative scheme to calculate with 15-digit accuracy the numerical values of Ambartsumian-Chandrasekhar's H-functions for anisotropic scattering characterized by the four-term phase function: the method incorporates some advantageous features of the iterative procedure of Kawabata (2015, Astrophys. Space Sci. 358:32) and the doubleexponential integration formula (DE-formula) of Takahashi and Mori (1974, Publ. RIMS, Kyoto Univ. 9, 721), which proved highly effective in Kawabata (2016, Astrophys. Space Sci. 361:373). Actual calculations of the H-functions have been carried out employing 27 selected cases of the phase function, 56 values of the single scattering albedo ̟ 0 , and 36 values of an angular variable µ(= cos θ), with θ being the zenith angle specifying the direction of incidence and/or emergence of radiation. Partial results obtained for conservative isotropic scattering, Rayleigh scattering, and anisotropic scattering due to a full four-term phase function are presented. They indicate that it is important to simultaneously verify accuracy of the numerical values of the H-functions for µ < 0.05, the domain often neglected in tabulation. As a sample application of the isotropic scattering H-function, an attempt is made in Appendix to simulate by iteratively solving the Ambartsumian equation the values of the plane and spherical albedos of a semi-infinite, homogeneous atmosphere calculated by Rogovtsov and Borovik (2016, J. Quant. Spectr. Radiat. Transf. 183, 128), who employed their analytical representations for these quantities and the singleterm and two-term Henyey-Greenstein phase functions of appreciably high degrees of anisotropy. While our results are in satisfactory agreement with theirs, our Kiyoshi Kawabata Department of Physics, Tokyo University of Science, Shinjukuku, Tokyo 162-8601, Japan E-mail: kawabata@rs.kagu.tus.ac.jp procedure is in need of a faster algorithm to routinely deal with problems involving highly anisotropic phase functions giving rise to near-conservative scattering.
Introduction
Let I r (µ, φ) be the intensity of radiation diffusely reflected into the direction (µ, φ) by a semi-infinite planeparallel atmosphere illuminated by mono-directional sunlight coming from a direction (µ 0 , φ 0 ) with the flux πF 0 per unit area perpendicular to the incident beam: here, µ and φ are respectively the cosine of zenith angle θ and azimuth angle, while µ 0 (= cos θ 0 ) and φ 0 are the similar quantities specifying the incident direction (see, e.g., Hansen and Travis 1974; Kawabata 1980) . Then I r (µ, φ) can be expressed in terms of a reflection function R(µ, µ 0 , φ − φ 0 ) as
provided that we can ignore the effect of polarization of light as we shall assume throughout this work. The azimuth angle dependence of the reflection function is usually taken care of by applying the Fourier series expansion:
where the symbol δ 0k signifies the Kronecker delta such that
The calculation of I r (µ, φ) therefore boils down to finding the values of the Fourier coefficients of reflection function R (m) (µ, µ 0 ). One of the most straightforward procedures would be to solve Ambartsumian's equation as shown by Eq.(A1) in Appendix of the present work for R (m) (µ, µ 0 ) (see, e.g., Ambartsumian 1958; Hansen and Travis 1974; Sobolev 1975; Goody and Yung 1989; Yanovitskij 1997; Mishchenko et al. 2006) . A sophisticated iterative procedure to numerically solve this equation was developed by Mishchenko et al. (1999) .
Furthermore, a very powerful method of solving wide ranges of problems of radiative transfer has been constructed by Rogovtsov and Borovik (2016) (see also Rogovtsov and Borovik 2009; Rogovtsov 2010 , and references therein) based on application of general invariance relations, where new analytical representations for reflection functions and other related quantities are given. Judging from their results obtained for semiinfinite plane-parallel atmospheres, the method appears to be especially advantageous in dealing with highly anisotropic phase functions.
The Fourier coefficient R (m) (µ, µ 0 ) is often expressed in the following form particularly for numerical calculations:
where ̟ 0 is the single scattering albedo, H (m) (̟ 0 , µ) is the Ambartsumian-Chandrasekhar H function (Viik 1993) or simply the Chandrasekhar H function (Kolesov and Smoktii 1972) , and V (m) (µ, µ 0 ) is a polynomial function of two variables (Sobolev 1975; van de Hulst 1980) . This function H (m) (̟ 0 , µ) is known to satisfy the following Ambartsumian-Chandrasekhar equation:
where the function ψ (m) (µ) is the m-th order Fourier component of the characteristic function derived from the phase function of our interest. It must be noteworthy that Eq.(5) was iteratively solved for the first time by Ambartsumian (1943a) for the case of isotropic scattering. A general recipe to calculate ψ (m) (µ) is shown by Sobolev (1975) and van de Hulst (1980) . As mentioned in Ivanov (1973) , Eq.(5) was derived originally by Halpern, et al. (1938) in consideration of multiple, isotropic scattering of neutrons, and later independently by means of use of formal mathematical transformations or properties of invariance by Ambartsumian (1942 Ambartsumian ( , 1943a Ambartsumian ( ,b, 1958 ) (see also Sobolev 1963 Sobolev , 1975 to solve the problems of diffuse reflection of light by isotropically scattering, homogeneous semi-infinite media. Later, Chandrasekhar (1950) arrived at Eq.(5) based on consideration of the similar problems for mildly anisotropic scattering phase functions. This equation was then derived in more rigorous manner by Sobolev (1963 Sobolev ( , 1975 . For historical background and discussion on the mathematical properties of of Eq. (5), we refer the reader to, e.g., Chandrasekhar (1950) , Stibbs and Weir (1959) ; Kourganoff (1963) , Ivanov (1973) , Sobolev (1975) , van de Hulst (1980) , Viik (1993), and Yanovitskij (1997) .
The H-functions and their derivatives with respect to angular variable and single scattering albedo are important not only for the theory of radiative transfer (van de Hulst 1988; Hovenier et al. 1988; Viik 1993) but also in other disciplines of physical sciences such as the electron transports in condensed matter physics (see, e.g., Mohankumar and Natarajan 2008; Jablonski 2012 Jablonski , 2015 , and the references cited therein), so that numerical values of high accuracy (better than 10 significant digits) of the H-functions, in particular for isotropic scattering, are required (Jablonski 2015) . In fact, a great deal of efforts have been devoted by various investigators to exploiting accurate and yet efficient methods to numerically evaluate the H-functions. Sobolev (1975) develops a theory that potentially allows one to obtain formal analytical representations for the H-functions for arbitrary phase functions. For isotropic scattering, a variety of real integral representations for the H-function are available including the one derived by Hopf (1934) (see, e.g., Busbridge and Stibbs 1954; Stibbs and Weir 1959; Kourganoff 1963; Ivanov 1973; van de Hulst 1980; Rutily and Bergeat 1987) .
Nevertheless, it is not straightforward to accurately evaluate the H (m) (̟ 0 , µ) and requires some ingenuity to attain the 15-digit accuracy permitted by the double precision arithmetic even in the simplest case of isotropic scattering. Of particular interest from this view point is the work done by Viik (1986) , who successfully obtained the values of the H-functions with 14-digit accuracy or better for the cases of isotropic, Rayleigh, and linearly anisotropic scattering laws by approximating Sobolev's resolvent function using exponent series.
Inspired by this, Kawabata and Limaye (2011) calculated the values of the H-function for isotropic scattering on a fine mesh of (̟ 0 , µ), employing the real integral representation given by Rutily and Bergeat (1987) : they circumvented the numerical difficulty in integration that arises near the origin of the integration variable x by the sum of an approximate analytical integration over a small interval x ∈ [0, ε] and a numerical integration over the remaining interval x ∈ [ε, π/2] obtained by the Gauss-Legendre quadrature, to achieve 11-digit accuracy. Simultaneously, they carried out a least-squares fit to their results, to produce a rational approximation formula for H(̟ 0 , µ) for isotropic scattering, whose maximum relative error is supposed to be 2.1 × 10 −6 (= 2.1 × 10 −4 %). However, it was found hard to further upgrade with their scheme the numerical accuracy of evaluating the H-function.
Bosma and de Rooij (1983) , on the other hand, had succeeded in getting the values of H (m) (̟ 0 , µ) for isotropic, linearly anisotropic, and Rayleigh scatterings with 11-digit accuracy by iteratively solving an alternative form of Eq.(5) derived by Chandrasekhar (1950)(see also Sobolev 1975) :
They employ the 128-point Gauss-Legendre quadrature to carry out the required integrations with respect to µ ′ , and the iteration is initiated by setting H (m) (̟ 0 , µ) = 1. The resulting set of new values for H (m) (̟ 0 , µ) is normalized by the value of H (m) (̟ 0 , 0) before entering the next iterative process. To refine the iterate, a weighted mean of the newly obtained and the one that precedes is taken as a new starting value for the next iterative step. In so doing, they achieved 11-digit accuracy for all the cases. Kawabata (2015) performed calculations of the values of H (m) (̟ 0 , µ) for some of the four-term phase functions basically following the method of Bosma and de Rooij (1983) except that the starting approximation for the iteration was constructed by the approximate formula of Kawabata and Limaye (2011) for the azimuth angle independent (m = 0) components, and values of H (m−1) (̟ 0 , µ) for m ≥ 1. Natarajan and Mohankumar (1997) (see also Mohankumar and Natarajan 2008) developed another numerical scheme to evaluate the values of H(̟ 0 , µ) for isotropic scattering by way of the related X functions of neutron transport employing two modified trapezoidal quadrature schemes. Their results are supposed to be accurate to 14 digits, although unfortunately no numerical results are given.
Jablonski (2015) has proposed a scheme that incorporates various integral representations for the solution of the isotropic scattering H-function, enabling him to obtain numerical values with accuracy of 21 digits or higher in quadruple precision arithmetic (private communication).
By means of the DE-formula of Takahashi and Mori (1974) (see also Mori and Sugihara 2001) , whose optimality is mathematically proven by Sugihara (1997) , Kawabata (2016) repeated his foregoing calculations (Kawabata and Limaye 2011) of the isotropic scattering H-function, and demonstrated that it is possible to get numerical values with accuracy of 15 digits in double precision arithmetic. In fact, the results are in perfect agreement within one unit difference in the 15-th decimal place with those of Jablonski (2015) .
The principal purpose of the present work is to upgrade the iterative scheme of Kawabata (2015) by incorporating an automatic error-control capability into the DE-formula, to evaluate the H-functions with the accuracy permitted by the double-precision calculations. We shall restrict our consideration to the fourterm phase function as in Kawabata (2015) in view of the remarks given by van de Hulst (1980) that the Hfunction method as a means to obtain reflection functions is not of practical use for phase functions more complex than that.
For realistic phase functions, a more efficient way to get the reflection functions for semi-infinite, homogeneous media would conceivably be to solve the Ambartsumian equation as has been carried out by Mishchenko et al. (1999) or to rely on totally different procedures such as the analytical representations for reflection function and the corresponding plane and spherical albedos derived by Rogovtsov and Borovik (2016) using the special Fredholm linear integral equations for reflection function and its azimuthal harmonics.
In view of the above and as an application of the isotropic scattering H-function, we shall solve in our Appendix the Ambartsumian equation by a straightforward successive approximation in an attempt to reproduce the values of the plane and spherical albedos calculated by Rogovtsov and Borovik (2016) , who used their analytical expressions for these quantities assuming the single-term and two-term Henyey-Greenstein phase functions with six values for the anisotropy parameter g, viz., 0.989, 0.99, 0.989, ±0.995, and 0.9965, and 16 values ranging from 0.5 to 0.9999 for the single scattering albedo ̟ 0 .
Formalism

Characteristic Function Employed
For the purpose of testing the range of applicability of the scheme developed in the present work, we shall employ, as in Kawabata (2015) , a four-term phase function of the form
where P m (cos Θ) is the Legendre polynomial function of the m-th degree, x m 's are the expansion coefficients with x 0 being fixed to unity, and Θ is the scattering angle, while M is the highest degree of the Legendre functions to be taken into account, and coincides with the highest degree of the Fourier terms required to represent the azimuth-angle dependence of reflection function (see Eq. (2)), which is in turn the highest degree of the corresponding Fourier components H (m) (̟ 0 , µ) and ψ (m) (µ) to be taken for Eq.(4). The four-term phase function, for which the Hfunction method is still feasible as a computational tool to obtain reflection functions for semi-infinite homogeneous atmospheres (van de Hulst 1980) , is convenient for the fact that it covers, as special cases, (i) isotropic scattering phase function with x m = 0 (m = 1, 2, 3), (ii) Rayleigh scattering phase function with x 1 = 0, x 2 = 1/2, and x 3 = 0, (iii) linearly anisotropic scattering phase functions with x 1 = 0, and x 2 = x 3 = 0, (iv) three-term phase functions with x 2 = 0, and x 3 = 0, (v) four-term phase functions with x 3 = 0.
The Fourier components ψ (m) (µ) (m = 0, 1, 2, 3) of the characteristic function derived from the four-term phase function Eq.(8) are as follows:
where h k is given by
as shown, e.g., by Sobolev (1975) and van de Hulst (1980) 1 . Substituting the characteristic functions ψ (m) (µ ′ ) (m = 0, 1, 2, 3) given by Eqs. (9) into Eq.(7a) and carrying out integrations analytically with respect to µ ′ , we get the following results for the expression inside the radical sign on the right-hand side of Eq. (6):
(1)
where we have written δ = 1 − ̟ 0 , which proves useful to minimize the loss of significant digits when the value of ̟ 0 is close to unity(see Eq.(5.59) of Sobolev 1975 , for more concise form for Eqs. (11)).
Numerical Integration Using DE-Formula
Application of the DE-formula to the integral involved in Eq.(7b) requires the following variable transformations:
where µ ′+ corresponds to the case with +φ(ξ), and µ
For a given value of µ, we then have
where
For simplicity, let us carry on our discussion for the time being under the assumption that the function Z[µ, φ(ξ)] can be evaluated at will for arbitrary values of ξ. Applying the trapezoidal rule, with division points ξ k = hk (k = 0, 1, · · · ) given with a constant step-size h, to the integral on the right-hand side of Eq.(13), we get
where w(kh) is the quadrature weight defined by
whose calculation can be carried out efficiently by making use of the recurrence relation derived by Watanabe (1990) . In actual calculations, however, we need to truncate the series in Eq.(15) at a certain term k = K. Following Watanabe (1990) , we ignore all the terms having kh ≥ 4(= ξ max ), which implies that any term whose weight w(kh) is less than or equal to
is to be omitted. If the truncation at other location ξ max is desired, such that w(ξ max ) = F , Watanabe (1990) gives the following approximate formula:
whereas we have derived
which is somewhat more accurate than Eq. (18). From Eq. (15), we have the following approximation S
which requires evaluations of the integrand Z at (K +1) division points. If, on the other hand, an approximate calculation for S (m) (µ) is carried out using only the values of the integrand evaluated at the K + 1 midpoints ξ k+
Putting h ′ = h/2, we then have
which is a trapezoidal rule approximation similar to S (m) 1 (µ) except that the step-size is now h ′ or h/2 instead of h. According to Eq.(28) of Mori (1990) , the number of significant digits for S (m) 3 is expected to be roughly twice as large as that for S (m) 2 . The numerical integration for S (m) (µ) is assumed to have been accomplished, if the following condition holds:
1 (µ), and a combined set of the 2(K + 1) quadrature points φ(ξ
′ and corresponding weights are assigned to the sets of the quadrature points and the weights for the renewed S (m) 1 (µ) with h ′ (= h/2) being taken as a new value for the step-size h. Subsequently, a set of 2(K + 1) midpoints ξ
is generated, with which a set of 2(K + 1) quadrature points and the weights can be calculated to obtain an improved value for S (m) 2 (µ) in a manner analogous to Eq.(21). Now, let J be the maximum number of step-size reductions that we allow. Suppose further that the S (m) 1 (µ) calculation is initiated with a set of four quadrature points φ(kh) (k = 0, 1, 2, 3) together with the step-size h = 1. Then, in the j-th step-size reduction, we have h = 1/2 j−1 (j = 1, 2, · · · , J) and
The number of midpoints newly located is 2 j+1 , thereby yielding K = 2 j+1 − 1 for Eq. (21). The sum of the number of the existing division points and that of the newly produced division points is thus 2(K + 1) = 2 j+2 , which implies 2K + 1 = 2 j+2 − 1 for Eq. (22). Consequently, the total number of the quadrature points we need to calculate over the entire J stepsize reductions is 2 J+2 . All these quadrature points and the corresponding weights can be sorted in increasing order of ξ to construct a single numerical table, provided we assign them sequential ID numbers n in the following fashion as we calculate them:
where j = 0 signifies the initial stage prior to entering the step-size reduction procedure for which j ≥ 1.
Eq. (25) shows that n takes 2 J+2 integer values running from 0 through N , where N = 2 J+2 − 1 given by j = J and k = 2 J+1 − 1. Consequently, the largest division point corresponds to ξ N = N h ′ = 2 2 − 2 −J (< 4). Conversely, Eq.(25) permits us to extract from the abovementioned table the relevant set of quadrature points φ n 's and their weights w n 's required to calculate the value of S for a given value of j. This facilitates an automatic accuracy adjustment in solving Eq.(6) for H (m) (̟ 0 , µ) by means of a successive approximation using the DE-formula.
Iterative Scheme to Solve for H-Functions
For iterative solution of Eq.(6), we employ the following simultaneous set of algebraic equations:
where N + 1 = 2 J+2 as indicated in §2.2. Here,
that we wish to improve, and
where, as mentioned before, µ + n corresponds to the plus sign and µ − n to the minus sign on the right-hand side of Eq.(27) respectively, with special cases that µ 
For a given value of ̟ 0 , a starting approximation for H (m) (̟ 0 , µ ± n ) old required to evaluate the right-hand side of Eq. (26) is created in the manner proposed by Kawabata (2015) : (i) m = 0: the approximate formula of Kawabata and Limaye (2011, 2013) developed for the isotropic scattering H-function is used. It should be reminded that the maximum relative error of this formula is claimed to be 2.1 × 10 (28) and the iteration is terminated if the condition
is satisfied at all of µ ± n for a given value of ̟ 0 . The
) are adopted as a base set of the desired solution. Otherwise, we proceed to the next round of iteration employing
+1) after applying the normalization procedure adopted by Bosma and de Rooij (1983) :
together with the obvious condition H (m) (̟ 0 , 0) old = 1. According to Kawabata (2015) , this step is crucial in order to secure the convergence to the solution. With the base set of converged values for H (m) (̟ 0 , µ ± n ) (n = 0, 1, · · · , N + 1) available, we can calculate without recourse to any interpolation procedure the values of H (m) (̟ 0 , µ) for arbitrary values of µ using Eq.(6) with the same value of ̟ 0 employed above, although we have to repeat calculations of S (m) (µ) again applying the DE-formula with the same convergence criterion indicated by Eq.(23).
Numerical Calculations and Results
All of our calculations for the present work are carried out in double-precision arithmetic. Using Eqs.(6), (23), (26), and (28), we realize
Letting ε S ,0 = ε H,0 (= 10 −15 ), we automatically satisfy Eq.(29), the convergence criterion for the function H (m) , whenever Eq.(23) holds for the integral term S (m) . Here, it must be mentioned that the magnitudes of the absolute errors involved in resulting values of S (m) 3 due to the discretization of the integral (see Eq. (22)) are of the order of (S
S according to Takahashi and Mori (1974) . Furthermore, Eqs.(7b) and (7c) of the present work coupled with Eq. (7) 1/2 + S (m) . An attractive feature of the DE-formula is that it enables us to efficiently perform an automatic stepsize adjustment to produce results of numerical integrations with considerably high accuracy. In order to implement such procedure in the numerical integration for S (m) , we have varied the value of J, the maximum number to be allowed for step-size reductions, from 4 to 7, to find J = 6 is optimum. This choice yields N = 255 according to Eq.(25), so that for a given value of ̟ 0 and for a specific value of m, we need to solve Eq . (26) 
As for the values of the single scattering albedo ̟ 0 to be used for tabulations of the final results for H (m) (̟ 0 , µ), the same 56 values as those employed by Kawabata (2016) are used: 
where a parenthesized number in between a pair of two figures indicates the increment to be successively added to a preceding figure to get the next one, such that 0.1(0.1)0.5 means a set of 0.1, 0.2, 0.3, 0.4, and 0.5. In the course of the experiments, we were also made aware of the importance of inspecting numerical accuracies of the resulting solutions at µ's much smaller than 0.05 as well, and hence 14 new values are presently added to the set of 22 previously employed by Kawabata (2015 Kawabata ( , 2016 , to have the following set of 36 µ-arguments for tabulations:
−k (k = 12(−1)6), 5 × 10 −6 , 10 −5 , 5 × 10 −5 ,
As indicated in Table 1 , we carry out numerical calculations of the H-functions for 27 cases of phase functions P (Θ) taken from those employed by Kawabata (2015) setting aside those which exhibit negative values in certain regions of scattering angle Θ. Here, M shown in the second column indicates the highest degree of the Legendre polynomial to be retained in Eq. (8), and x m 's in columns 3 through 5 are the required expansion coefficients as has already been mentioned.
The sixth column shows the ID numbers assigned in Kawabata (2015) , and each row of the last column gives an abbreviated name of the relevant scattering law or references: 'ISO' for No.1 row designates the isotropic scattering, 'LIN' for No. 2 through No. 7 is for linearly anisotropic scattering (the two-term phase function), and No.8 through No.17 are examples of the three-term phase function, and, in particular, 'RAY' for No.8 designates the Rayleigh scattering. They are important for the present work in that some sample numerical values of high accuracy are available for comparison through the works of Viik (1986), Jablonski (2015), and Kawabata (2016) . The rows No.18 through No.27 are samples for the full four-term phase function (M = 3), taken from Kolesov and Smoktii (1972) and van de Hulst (1980) , each of which gives rise to four Fourier components ψ (m) (µ) (m = 0, 1, 2, 3) of the corresponding characteristic function.
We solve Eqs. (26) iteratively for H (m) (̟ 0 , µ ± n ) corresponding to 83 Fourier components of characteristic functions originating from the 27 phase functions. It must be stressed here that for the convenience of comparison, we have repeated the H-function calculations of Kawabata (2015) using the new set of µ-arguments shown by Eq.(33) and the 256-point rather than 128-point Gauss-Legendre quadrature. As for the convergence criteria Eqs. (23) Table 2 presents the values of the H-function for conservative isotropic scattering obtained using three types of computational techniques: (a) H(̟ 0 , µ) DE shows our present results based on the iterative solution applying the DE-formula, (b)H(̟ 0 , µ) Gauss gives those found by the iterative scheme of Kawabata (2015) with the 256-point Gauss-Legendre quadrature, and (c)H(̟ 0 , µ) Ana presents, as a reference of comparison, the results obtained using the analytical solution with numerical integration performed with the new set of µ values by means of the DE-formula as in Kawabata (2016) . As has already been pointed out, the results for (c) agree with those of Jablonski (2015) within one unit difference in the 15-th decimal place.
The fifth and sixth columns show respectively the deviations of (a) and (b) from (c) multiplied by a factor 10 15 , viz.,
It can be seen that the results for (a) and (c) are in close agreement with each other with differences ∆ DE of no more than one unit in the 15-th decimal place even if we have included 14 considerably small values for µ-arguments. On the other hand, the results for (b) exhibit significantly larger deviations from those of (c) in the domain of µ < 10 −3 . In fact, we notice differences by one unit even in the 6-th decimal place at µ = 5 × 10 −6 and 10 −5 despite the fact that we have doubled the number of the Gaussian points for numerical integrations in (b) in comparison with that employed by Kawabata (2015) . Obviously, we also have to carefully watch accuracies of numerical results obtained for µ much less than 0.05, the smallest argument value often employed for tabulations by various investigators.
It should be noted that, as a supplemental check, we have made a comparison of our values of H(0.5, µ) DE and H(1, µ) DE rounded to the 13-th decimal place with those of Viik (1986), to find one unit differences in the 13-th decimal place at µ = 0.2, 0.4, 0.6, and 0.7 for the former, but no difference at all for the latter. All these comparisons give much credence to our present numerical scheme.
The bottom five rows of Table 2 show the values of the 0-th trough 4-th order moments of the H-function calculated for the conservative isotropic scattering together with the deviations (a) ∆ DE and (b) ∆ Gauss :
(k = 0, 1, 2, 3, 4).
In the case of the moment calculations, both (a) α k,DE and (b) α k,Gauss (k = 0, 1, 2, 3, 4) are in close agreement with those given by(c) α k,Ana , although the results for (a) appear to be slightly more superior to those of (b 
For additional check, a comparison has been made between our values of α k,DE and α k,Gauss (k = 0, 1, 2, 3, 4) rounded to the 13-th decimal place and those of Viik (1986) calculated for ̟ 0 = 0.5 and 1, to find that they are all in complete agreement except that α 1,DE and α 1,Gauss for ̟ 0 = 1 differ from those of Viik (1986) by one unit in the 13-th decimal place due possibly to round-off errors. On the other hand, the values given to the 15-th decimal place by Jablonski (2015) in his Appendix for α k (k = 0, 1, 2) of the conservative scattering case are 2.000000000028379, 1.154700538378986, and 0.820352482149141, respectively, whose deviations from ours are correspondingly 28379 × 10 −15 , −265 × 10 −15 , and 15 × 10 −15 . Table 3 shows the values of H (m) (1, µ) DE (m = 0, 1, 2) calculated for conservative Rayleigh scattering whose phase function is characterized by the expansion coefficients given in the No.8 row of Table 1 . They are found to agree almost perfectly with those of Viik (1986) , if rounded to the 13-th decimal place, with differences by one unit in the last significant digit taking place only in H (2) (0.5, 0.6), H (1) (1, 0.6), and H (2) (1, 0.8). Also shown in columns 5 through 7 are the deviations of those of H (m) (1, µ) Gauss (m = 0, 1, 2) (their values not reproduced here for the lack of space) recomputed using the procedure of Kawabata (2015) but for 36 µ-values enumerated by Eq.(33) :
We again notice that there occur considerable degrees of deviations of the results in the domain of µ less than 0.05 in the cases of m = 0 and 2, although no such deviations are found for m = 1. For µ ≥ 0.05, on the other hand, only the values of H (0) (1, µ) Gauss show comparatively large deviations. They are nevertheless less than two units in the 14-th decimal place.
As in Table 2 , the columns 2 through 4 in the bottom five rows give the resulting values of α The values of the moments calculated by two schemes are obviously in close agreement with differences being at most 8 units in the 15-th decimal place. Furthermore, they agree with those obtained by Viik (1986) for α Table 4 show, as in Table 4 of Kawabata (2015) Kawabata (2015) ) displayed in Fig. 1 , which yields four Fourier components ψ (m) (µ) (m = 0, 1, 2, 3) for the corresponding characteristic function as plotted in Fig.2 . Our values for H (0) (1, µ) rounded to the third decimal place are found to agree with those of Kolesov and Smoktii (1972) with a difference by one unit in the last digit occurring only at µ = 0.6 (no numerical results are given for m ≥ 1 in Kolesov and Smoktii 1972) . The 6-th column of Table 4 gives the deviations ∆ Tables 2 and 3 . A similar conclusion applies also to the results (not shown here) for m = 1 through 3. Yet, the values of H (0) (̟ 0 , µ) Gauss for µ ≥ 0.05 still remain sufficiently accurate. In fact, the present calculations rounded to the 10-th decimal place are in complete agreement with those of Kawabata (2015) in this range of µ.
Columns 2 through 5 of the bottom five rows give the present values of the moments α 
Conclusions
Accurate numerical evaluations of the AmbartsumianChandrasekhar H-functions are important for various applications, but actual calculations are rather challenging even in the case of isotropic scattering and require very careful treatments to avoid introducing errors as has already been pointed out by Jablonski (2015)(see also Das 2008) . For this reason, we have developed a straightforward iterative scheme to solve Eq.(6), a variant of the Ambartsumian-Chandrasekhar equation for the H-functions corresponding to the so-called four-term phase function, viz., the phase function expressible by retaining the first four terms or less in its Legendre polynomial series expansion indicated by Eq (8): we have thereby taken advantage of the superior nature of the double-exponential formula (DE-formula) of Takahashi and Mori (1974) for numerical integrations. The absolute errors involved in resulting numerical values for the Fourier components of the H-function are supposed to be much less than 10 −14 , and hence the solutions should be accurate to 15 significant figures. The numerical results presented in Tables 2, 3 , and 4 of the present work must therefore be useful as benchmarks.
Although our numerical checks have been restricted only to the 27 selected cases of fairly simple analytical phase functions, the method is likely to prove valid also for more complex phase functions so long as their characteristic functions are analytic over the µ-interval [0, 1], or have singularities only at edge points due to the fact that the DE-formula is known to be especially suited under such circumstances (Takahashi and Mori 1974) . The superiority of the DE-formula over the popular Gauss-Legendre quadrature is quite evident in comparison of the present results with those obtained by Kawabata (2015) who employed the Gauss-Legendre quadrature.
Unlike the Gauss-Legendre quadrature, the division points and the associated weights of the DE-formula can be easily calculated for any degree desired, so that upgrading numerical accuracy of the formula is of no difficulty. In addition, all the values that have been obtained for relevant integrands up to a certain stage of approximation can be utilized with zero waste to further improve the degree of approximation. This characteristic feature makes it especially simple to implement an automatic error-control capability in the iterative scheme we employ as has been done in the present work.
One important lesson learned in this work is that we must also be concerned with the numerical accuracy of the H-functions for µ-values much less than 0.05, the domain often neglected as is the case with Kawabata (2015) . This is why a set of 14 µ-values were newly added during the course of the present work to the 22 adopted by Kawabata (2015) for tabulations. Furthermore, we have had an excellent opportunity to assess the maximum relative error expected for the rational approximation formula of Kawabata and Limaye (2011) (see Kawabata and Limaye 2013 for Erratum) for the H-function for isotropic scattering.
To do so, 10 extra values for ̟ 0 , viz., 10 −10 , √ 10×10 −10 , 10 −9 , 10 −8 , √ 10×10 −8 , 10 −7 , √ 10× 10 −7 , 10 −6 , 10 −5 , and 10 −4 , were added on the basis of Jablonski (2015) to those indicated by Eq.(32), and the isotropic scattering H-function was then evaluated by the present method as well as by using the KawabataLimaye formula for 66 × 36 combinations of (̟ 0 , µ), to find the maximum relative error of the formula is 2.4 × 10 −6 , viz., 2.4 × 10 −4 % as opposed to 2.1 × 10 −4 % noted by Kawabata and Limaye (2011) .
According to van de Hulst (1980) , the H-function method becomes impracticable as a means to directly calculate the reflection functions of semi-infinite, vertically homogeneous atmospheres characterized by phase functions more complex than those we have considered in this work. This implies that for realistic phase functions, solving the Ambartsumian equation for reflection functions or alternatively making use of the analytical representations derived by Rogovtsov and Borovik (2016) for reflection function, plane and spherical albedos is likely to be more efficient as has already been mentioned. In view of this and as an application of the isotropic scattering H-function, an attempt has therefore been made to solve by means of a successive approximation the Ambartsumian equation for a semi-infinite, vertically homogeneous atmosphere whose scattering law is specified by either the singleterm or the two-term Henyey-Greenstein phase function: the values of the relevant parameters are taken identical to those employed by Rogovtsov and Borovik (2016) to produce their Tables 1 and 2 and Figures 5 add 6. The details of our computational procedure and the numerical results are summarized in Appendix. Primitive though it may seem, our procedure is found to be sufficiently competitive, closely simulating their results. Yet a need for implementing a faster algorithm in our procedure still remains in order to deal with problems involving highly anisotropic phase functions in near-conservative scattering.
A Numerical Calculations of Plane and Spherical Albedos for Semi-Infinite, Vertically Homogeneous Media
The Ambartsumian equation to determine the mth order Fourier coefficient of the reflection function R (m) (µ, µ 0 ) (µ, µ 0 ∈ [0, 1]) for a semi-infinite medium takes the following form (Sobolev 1975; Yanovitskij 1997; Mishchenko et al. 1999) :
where P (m) (µ, µ 0 ) is the m-th order Fourier coefficient of the phase function of our interest (see Eq.(A2) below). It must be stressed that P (m) includes the single scattering albedo ̟ 0 as a multiplicative factor (Eq.(8) of the main text). Eq.(A1) is usually discretized by approximating the integrals with respect µ ′ and µ ′′ by an N µ -th order quadrature as shown by Eq.(29) of Mishchenko et al. (1999) , yielding a system of N µ × N µ simultaneous equations, which we intend to solve here by a successive approximation method to investigate how closely we can reproduce the results of Tables 1 and 2 as well as those in Figs. 5 and 6 of Rogovtsov and Borovik (2016) .
For arbitrary phase functions, the Fourier coefficients P (m) involved in Eq.(A1) can be numerically evaluated by
where u designates either µ or −µ, while φ n (∈ [0, π]) and w n are the n-th division point and the associated integration weight of an N φ -th order numerical quadrature employed. However, in the case of the (single-term) HenyeyGreenstein phase function having an anisotropy parameter g ∈ (−1, 1):
the azimuth angle-averaged term P (0) (u, µ 0 ) can be expressed in the following manner (van de Hulst 1980, on p.333):
where E(π/2, k) is the complete elliptic integral of the second kind, while α and β are defined as
Because of the symmetry relations present in phase functions (Hansen and Travis 1974) , we only need to calculate P (m) (−µ, µ 0 ) and P (m) (µ, µ 0 ) to solve Eq.(A1). However, in applying a numerical quadrature to the integrals in Eq.(A1), it is crucial to make sure the normalization condition (Hovenier et al. 2004 )
is satisfied by the N µ -th order quadrature to avoid causing an artificial absorption, where ε norm is a prescribed numerical value for error tolerance, while µ k and µ n signify the quadrature points. Whether or not a chosen value for N µ is adequate can be assessed to a large extent by inspecting max B(µ k ) (k = 1, 2, · · · , N µ ). We iteratively achieve this renormalization with ε norm = 10 −14 following the procedure of Hansen (1971) . To set up a starting approximation for R (m) (µ, µ 0 ) on the right-hand side of Eq.(A1), we treat both single scattering and second-order scattering rigorously, but approximate all the higher order scatterings by isotropic scattering. Then for m = 0, we have
whereas for m ≥ 1, we substitute the Fourier coefficient that just precedes, viz.,
We evaluate H iso (̟ 0 , µ) and H iso (̟ 0 , µ 0 ) in Eq.(A7) using the approximation formula of Kawabata and Limaye (2011, 2013) .The iteration for successive approximation for R (m) (µ, µ 0 ) is terminated if the following condition is satisfied for all combinations of the division points of the quadrature employed for µ and µ 0 :
The values for the plane albedo A pl (̟ 0 , µ) and the spherical albedo A sp (̟ 0 ) are then calculated using those of R (0) (µ, µ 0 ) produced on a square grid of the division points according to
For simplicity, the Gauss-Legendre quadrature is employed with N µ = 395 for Eq.(A1) and N φ = 300 for Eq.(A2).
Our computer code to solve Eq.(A1) has been tested for the case of conservative isotropic scattering: the maximum relative deviation of the numerical values of reflection function obtained on a N µ × N µ square grid is 7.32 × 10 −7 in comparison with those given by the exact solution:
where the values of H iso (µ) and H iso (µ 0 ) are evaluated using the procedure discussed in the main text. In addition, the values of the Fourier coefficients P (0) (−µ, µ 0 ) and P (0) (µ, µ 0 ) of the Henyey-Greenstein phase function (Eq.(A3)) calculated by using Eq.(A2) on this grid have been checked against those generated by Eq.(A4): for g = 0.989, the maximum relative deviations from the latter results are 3.75 × 10 −12 and 3.23 × 10 −12 for P (0) (−µ, µ 0 ) and P (0) (µ, µ 0 ), respectively, whereas for g = 0.9965, they are 2.71 × 10 −11 and 3.32 × 10 −11 , respectively.
The results for A sp (̟ 0 ) obtained using the HenyeyGreenstein phase function with g = 0.99 and 0.9965 are shown respectively in columns 2 and 6 of Table A.1 as functions of ̟ 0 . The ∆-values given in columns 3 and 7 indicate the excess of the last digit figures over those of Rogovtsov and Borovik (2016) (RB for short):
Deviations by one unit in the last digit are seen at four locations in the case of g = 0.9965 in contrast to just one location for g = 0.99. The columns 4 and 8 designated by 'Iter' give the number of iterations required to solve Eq.(A1) for R (0) (µ, µ 0 ) with a given value of ̟ 0 respectively for g = 0.99 and 0.9965 under the convergence criterion shown by Eq.(A9). A rapid increase in Iter is clearly seen when we move from ̟ 0 = 0.9995 to 0.9999 especially in the case of g = 0.9965, where the number of iterations exceeds 10 4 . For reference purpose, the resulting values for R (0) (1, 1) are given in columns 5 and 9. Table A .2 shows the values of plane albedo A pl (µ, ̟ 0 ) obtained for 6 values of ̟ 0 and 14 values of µ using the Henyey-Greenstein phase function with g = 0.989. The differences ∆ by one unit in the last digit of A pl (µ) are found at 14 locations in comparison with the values given in Table 2 of Rogovtsov and Borovik (2016) . Also shown in the bottom row are the corresponding values of the spherical albedo A sp (̟ 0 ). They also are in good agreement with those of Rogovtsov and Borovik (2016) with a one-unit difference in the fourth decimal place found only for ̟ 0 = 0.9995.
In order to make a further check of the reliability of our procedure to solve Eq.(A1) with double peaked phase functions P (Θ), we have also tried the cases with the two-term Henyey-Greenstein phase function of the form:
Following Rogovtsov and Borovik (2016) , we have employed g 1 = 0.995, g 2 = −0.995, and f = 0.99. With N µ = 395 and N φ = 300, the maximum relative deviations of the values of P (0) (−µ, µ 0 ) and P (0) (µ, µ 0 ) obtained by Eq.(A2) from those given by Eq.(A4) with f = 0.99 are found to be 1.87 × 10 −11 and 1.35 × 10 −11 , respectively.
The resulting values for A pl (µ), A sp , and R (0) (µ, 1) obtained for four values of ̟ 0 , viz., 0.993, 0.997, 0.999, and 0.9995, are shown in Table A.3 . Also given in the bottom row of Table A .3 are the number of iterations required to get the solution R (0) (µ, µ 0 ) for each value of ̟ 0 . Graphical comparisons of our results for A pl (µ) and R (0) (µ, 1) with the plots displayed in Fig. 5 and Fig. 6 of Rogovtsov and Borovik (2016) indicate that the two data sets are in close agreement.
A significant improvement in execution speed is nevertheless requisite for our procedure to be of practical use for applications for which azimuth-angle dependent quantities such as intensity distributions over a planetary disk must be calculated extensively using highly anisotropic phase functions giving rise to nearconservative scattering(see, e.g., Yanovitskij 1997).
-Table Captions - Sobolev (1975) , Table 7 .1; KS3, KS4: Kolesov and Smoktii (1972) , Table 1 ; HUL: van de Hulst (1980), Table 29 . Table 2 : H(̟ 0 , µ) for conservative isotropic scattering. Table 3 : H (m) (̟ 0 , µ) (m = 0, 1, 2) for conservative Rayleigh scattering. Sobolev (1975) , Table 7 .1, KS3, KS4: Kolesov and Smoktii (1972) , Table 1 , HUL: van de Hulst (1980), Table 29 Table 2 H(̟0, µ) for conservative isotropic scattering. 
