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Résumé
Les boucles sont des objets mathématiques qui sont étudiés depuis le début du
siècle. Leur non-associativité les rend cependant difficiles à comprendre et leur nombre
empêche l'étude exhaustive.
Plusieurs chercheurs abordent les boucles en les classifiant en classe d'isotopie. Tou-
tefois, ces classes n'ont pas un sens propre si on utilise les boucles pour la reconnaissance
de langages. Il faut plutôt, dans ce cas, s'intéresser aux classes d'isomorphisme.
La génération des classes d'isomorphisme, même pour des ordres aussi petits que 8
est très difficile. Cette recherche présente des algorithmes permettant de travailler la
génération des classes d'isomorphisme de boucles en temps raisonnable pour les ordres
inférieurs à 8.
Ces algorithmes peuvent également être utilisés comme algorithme de recherche
pour des ordres supérieurs.
11
Remerciements
Je tiens d'abord à remercier mon directeur, M. François Lemieux, pour son support
constant. Son soutien m'a permis de terminer cette recherche et surtout ce mémoire.
Ses mots sur l'importance de notre travail pour la postérité ont donné un sens aux
efforts quotidiens.
Également Marie-Hélène, ma conjointe, pour sa patience et ses encouragements.
Son support moral a été essentiel pour la réalisation et la rédaction de ce projet.
Mes parents m'ont aussi supporté et aidé grandement. Ils m'ont poussé à reprendre
l'ouvrage laissé sur le métier et incité à terminer la rédaction de cette étude. Merci
tout spécialement à ma mère qui a bien voulu prendre de son temps et mettre la touche
finale pour les corrections.
Un gros merci aux gens du Groupe de recherche en informatique (GRI) et plus
particulièrement à Pierre que j'ai côtoyé 18 mois durant. Enfin un petit mot pour
Renaud qui m'a donné du temps, ce bien si précieux.
mTable des matières
1 Introduction 1
2 Groupoïdes, quasigroupes et boucles 7
2.1 Définitions 9
2.1.1 L'évaluation d'une expression non associative 12
2.2 Les classes d'isomorphisme 13
2.2.1 Les isomorphismes 13
2.2.2 Les isotopies 15
2.3 Les carrés latins 16
2.3.1 Les graphes bipartis 18
2.3.2 On peut compléter un rectangle latin 19
2.4 Les langages 22
2.4.1 Définitions 22
2.4.2 Les langages réguliers 24
2.4.3 Les langages hors-contextes 25
2.5 Les automates 26
2.5.1 Les automates finis (déterministes) 26
2.5.2 Les automates à pile (déterministes) 28
2.5.3 Les automates à pile (non déterministes) 30
2.6 Reconnaissance de langages par des groupoïdes 30
2.6.1 Reconnaissance de langages par des monoïdes 30
2.6.2 Reconnaissance de langages par des groupoïdes 32
2.6.3 Reconnaissance de langages par des boucles 34
2.6.4 Les langages reconnus par des boucles isotopiques et isomorphes 35
2.7 Motivation de cette recherche 38
IV
3 Isomorphisme de boucles 41
3.1 Permutations 42
3.2 Relations d'ordre et préordre 45
3.2.1 Les relations d'ordre 45
3.2.2 Ordre des boucles 46
3.2.3 Ordre des permutations 47
3.3 Les classes d'isomorphisme de groupoïdes 49
3.3.1 Les représentants de boucles 49
3.4 Étude de la deuxième ligne 50
3.4.1 Les deuxièmes lignes minimales 53
3.4.2 Les rectangles respectant les cycles 55
3.5 Conclusion 56
4 L'algorithme de génération 57
4.1 Les algorithmes combinatoires 59
4.2 L'intuition 61
4.3 Algorithme de base 63
4.3.1 Définitions 64
4.3.2 Algorithme de génération de carrés latins 66
4.3.3 Génération des classes d'isomorphisme 68
4.3.4 Calculer la fonction rep 69
4.3.5 Analyse théorique 72
4.4 Amélioration de l'algorithme 74
4.4.1 Amélioration par les cycles 74
4.4.2 Les rectangles minimaux 76
4.4.3 Implementation des rectangles latins minimaux 77
4.4.4 Analyse 81
V4.5 Réduction du nombre de permutations 85
4.5.1 Les permutations qui préservent la deuxième ligne 86
4.5.2 La génération des permutations qui préservent la deuxième ligne 89
4.6 Conclusion 93
5 Analyse empirique 95
5.1 Accélérations empiriques 96
5.1.1 Calcul de la loi d'annulation 97
5.1.2 Les cycles de la deuxième ligne 99
5.1.3 Les relations d'ordre 102
5.1.4 Conclusion 108
5.2 Analyse théorique des deuxièmes lignes minimales 110
5.3 Analyse empirique 112
5.3.1 La réduction des permutations pour le calcul de rep2 113




6.2 Utilisation de l'algorithme 125
6.2.1 Étude des boucles d'ordres supérieurs à 8 125
6.2.2 Parallélisation 126
6.2.3 Génération de classe d'isotopie 127
6.3 Les accélérations de l'algorithme 128
6.3.1 Génération 129




1 Hiérarchie des groupoïdes 11
2 Graphe biparti G 19
3 DFA reconnaissant la parité des 1 dans une chaîne sur un alphabet binaire 28
4 Arbre d'une exécution pour n = 4 62
5 Arbre d'exécution (n = 4) 63
6 Représentants trouvés en fonction du temps (n = 7) 117
7 Représentants trouvés en fonction du temps (n = 8) 118
8 Débit en fonction du temps (n = 9) 120
9 Débit en fonction du temps (n = 8) 121
10 Débit en fonction du temps (n = 9) 121
Vil
Liste des tableaux
1 Rectangle latin 20
2 Tableau de complexité 39
3 Nombre de noeuds de l'arbre d'exécution, n = 5 76
4 Nombre de noeuds de l'arbre d'exécution, n = 6 76
5 Nombre de noeuds de l'arbre d'exécution, n = 7 77
6 Noeuds de l'arbre d'exécution, n = 5 83
7 Noeuds de l'arbre d'exécution, n = 6 83
8 Noeuds de l'arbre d'exécution, n = 7 84
9 Noeuds de l'arbre d'exécution, n = 5 84
10 Noeuds de l'arbre d'exécution, n — 6 85
11 Noeuds de l'arbre d'exécution, n = 7 85
12 Nombre de rectangles latins (n = 5) selon le canevas 109
13 Nombre de rectangles latins (n = 6) selon le canevas 109
14 Nombre de rectangles latins (n = 7) selon le canevas 110
15 Nombre de permutations (n = 6) 115
16 Nombre de permutations (n = 7) 116
17 Nombre de permutations (n = 8) 116
18 Statistiques de la fouille des sous-arbres (rectangles minimaux n = 8) . 119















Ce travail porte sur la génération de carrés latins et de boucles de taille finie. Cette
génération est très complexe même pour de très petites boucles (moins de 10 éléments).
Les carrés latins sont des tableaux carrées de taille n dont les cases sont remplies
par les éléments d'un ensemble de n éléments avec la restriction que deux éléments ne
se retrouvent pas deux fois sur la même ligne ni sur la même colonne. Les carrés latins
ont été étudiés au début par Euler qui utilisait les alphabets grecs et latins comme
support, et c'est d'ailleurs de là que vient le nom carré latin.
Les boucles, quant à elles, sont des structures algébriques non associatives qui sont
vraiment nées au début du siècle par les travaux de Moufang. Il existe un lien étroit
entre les boucles et les carrés latins puisque les tables de multiplication des boucles
finies sont des carrés latins.
Les boucles et les carrés latins ont fait l'objet d'études, surtout durant le dernier
siècle, dans des domaines aussi variés que l'algèbre, la géométrie, la topologie et la
combinatoire (voir [15] et [23]). Mais encore, de récentes études ouvrent d'autres
domaines pour l'application des boucles. Elles sont en effet liées à la reconnaissance
de langages formels (voir [1], [2] et [16]).
En effet, les monoïdes sont des structures algébriques associatives ayant un élément
neutre. Nous savons déjà que les monoïdes permettent de reconnaître exactement
les langages réguliers (voir [25]) et que les groupoïdes, structures algébriques sans
restriction, reconnaissent exactement les langages hors-contextes (voir [3]). De plus,
le théorème des variétés d'Eilenberg permet d'associer de façon bijective des familles
de langages réguliers à des familles de monoïdes (voir [7]).
Aucune généralisation de ce théorème n'est connue pour les langages hors-contextes
et les groupoïdes. Nous commençons donc par étudier les boucles pour arriver un jour
à comprendre les groupoïdes.
Pour arriver à mieux connaître les boucles, nous pouvons générer toutes les boucles
et ensuite chercher des corrélations entre elles. Le nombre de boucles est extrêmement
grand, même pour des ordres inférieurs à 10 (voir section 2.7). Nous utilisons donc
la notion d'isomorphisme pour réduire le nombre de boucles à générer. En effet, deux
boucles isomorphes reconnaissent exactement les mêmes langages. Dans le cas de
la reconnaissance de langages, deux boucles isomorphes sont donc équivalentes. Un
ensemble de boucles isomorphes entre elles est appelé classe d'isomorphisme. Notre
projet consiste à générer un élément de chaque classe d'isomorphisme de boucles pour
les ordres inférieurs à 9.
Pour n — 7, un algorithme prenant quelques heures sur une machine cadencée à
500 MHz était connu. Cependant, ce même algorithme prendrait quelques 15 ans à
répondre pour n = 8. Notre objectif a donc été d'analyser théoriquement les boucles et
surtout les représentants de boucles afin d'arriver à générer les classes d'isomorphisme
d'ordre 8 en temps raisonnable. Nous croyons avoir réduit la complexité de cette
génération dans l'ordre du nombre de classes d'isomorphisme de boucles plutôt que
dans l'ordre du nombre de boucles. L'incertitude naît du fait que notre intuition n'est
appuyée que par des résultats empiriques, l'analyse théorique dépassant le cadre de ce
mémoire.
Ce mémoire présente les résultats de notre recherche pour arriver à générer un
élément de chaque classe d'isomorphisme de boucles d'ordre 8. Ce résultat original a
été atteint au mois de juin 2001. Nous avons découvert des choses intéressantes sur
les représentants de classes d'isomorphisme de boucles (voir chapitres 4 et 5). Les
chapitres 2 et 3 sont une introduction aux boucles et une présentation du vocabulaire
propre à notre recherche.
Le chapitre 2 se divise en deux parties, l'une explique la nature des boucles et
l'autre, les langages formels. La toute première section fournit les définitions générales
sur les ensembles et les groupoïdes. Celles-ci seront ensuite utilisées pour le reste de
cette étude. Ensuite, les classes d'isomorphisme et d'isotopie sont présentées. C'est
l'objet principal de notre recherche puisque nous voulons générer les boucles distinctes
à un isomorphisme près. Les carrés latins, tables de multiplication de boucles finies,
sont ensuite définis. Pour générer les boucles, nous générons en fait leur table de
multiplication, en d'autres mots des carrés latins. Cette section contient un théorème
portant sur les rectangles latins (voir [10]) qui sert à simplifier la représentation des
algorithmes au chapitre 4.
La deuxième partie de ce chapitre commence par les définitions de base des langages
formels. Les langages réguliers et hors-contextes sont ensuite définis. Cette section
sert à comprendre pourquoi nous avons généré les classes d'isomorphisme de boucles
plutôt que les boucles ou les classes d'isotopie de boucles. Trois types d'automates
sont présentés sur le même thème. Il s'agit de l'automate fini déterministe, l'automate
à pile déterministe et l'automate à pile non déterministe. Les liens avec les langages
formels sont donnés par les familles de langages reconnues par ces différents automates.
Finalement, la reconnaissance de langages par des monoïdes, des groupoïdes et des
boucles est expliquée. En conclusion, la présentation des motivations de cette étude
est faite.
Le chapitre 3 fournit la plupart des outils théoriques qui seront utilisés aux chapitres
4 et 5 pour générer les classes d'isomorphisme de boucles. Nous y parlons d'abord des
permutations, puisque les lignes et les colonnes d'un carré latin en sont. Ensuite, nous
définissons la notion de relation d'ordre qui nous permettra ensuite de comparer les
boucles entre elles. Les classes d'isomorphisme sont ensuite expliquées de même que
l'idée de représentants qui est le plus petit membre d'une classe d'isomorphisme de
boucles. Ce sont ces représentants que les algorithmes que nous avons développés
génèrent. Finalement, une étude des deuxièmes lignes de représentants de boucles les
caractérisent exactement. Cette caractérisation des deuxièmes lignes des représentants
de classes d'isomorphisme de boucles est un des résultats importants de notre étude.
Le coeur de cette recherche se retrouve dans le chapitre 4. Il s'agit de la pré-
sentation de l'ensemble des algorithmes que nous avons développés pour générer plus
rapidement les classes d'isomorphisme de boucles. Ce chapitre présente progressive-
ment des algorithmes de plus en plus complexes et de plus en plus rapides. D'abord un
léger survol des types d'algorithmes combinatoires est fait. Les algorithmes de cette
recherche sont catégorisés lorsqu'ils sont présentés. Ensuite, un algorithme de base
pour la génération des classes d'isomorphisme est présenté. Cet algorithme de base
est lent et n'est viable que pour des ordres de 7 et moins.
La présentation des accélérations que nous avons trouvées occupe la seconde moitié
de ce chapitre. Au nombre de trois, les deux premières restreignent la recherche de
représentants à certains espaces de solutions. Il s'agit de l'accélération par les cycles
et de l'accélération par les rectangles latins minimaux. La seconde accélération, la
réduction des permutations, permet de fouiller plus rapidement l'espace solution. Ces
accélérations forment le coeur de notre travail.
Bien que les algorithmes déjà présentés soient relativement aisés à comprendre,
leur implementation peut grandement influencer le temps d'exécution réel. Ainsi le
chapitre 5 fournit les accélérations que nous avons découvertes grâce à une recherche
empirique. Il s'agit d'abord du calcul de la loi d'annulation et celui des cycles qui sont
redondants. Ensuite, des relations d'ordre différentes sont présentées.
Comme l'analyse du temps d'exécution théorique de notre algorithme est très dif-
ficile, nous fournissons une analyse basée sur des mesures trouvées empiriquement.
Ainsi, une analyse des résultats quant aux accélérations gagnées par la réduction des
permutations est donnée. Ensuite, une analyse empirique du temps réel d'exécution
est expliquée. Nous croyons ce temps d'exécution dépendant du nombre de classes
d'isomorphisme et nous appuyons notre intuition par des résultats expérimentaux. En
conclusion, une approximation du temps que prendrait une exécution pour n = 9 est
donnée.
Dans le chapitre 6, nous présentons les utilisations futures de notre algorithme.
Que ce soit pour l'étude des boucles d'ordres supérieurs à 8 ou pour la génération des
classes d'isotopie. Enfin, les modifications qui pourraient permettre l'accélération de
notre algorithme sont fournies. Certaines ne sont que des impressions, d'autres sont
des certitudes que nous n'avons pas implantées.
CHAPITRE 2
GROUPOÏDES, QUASIGROUPES ET BOUCLES
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sente recherche et son dessein. Nous commençons par les définitions essentielles sur
les ensembles. Ensuite, nous parlons des carrés latins et des rectangles latins que
nous utilisons au chapitre 4. Les deux sections suivantes présentent quelques langages
formels et quelques automates pour saisir l'approche de notre recherche. L'avant der-
nière section introduit la reconnaissance de langages par des groupoïdes. En guise de
conclusion, la dernière section introduit la présente recherche et sa motivation.
Nous commençons par définir les catégories de groupoïdes et leur hiérarchie à la
section 2.1. Nous y voyons les définitions et propriétés qui permettent de nommer ces
groupoïdes de même que leurs hiérarchies. Nous définissons également les concepts
d'isomorphisme et d'isotopie importants pour notre étude.
La section 2.3 définit les carrés latins et les rectangles latins. Nous y voyons l'un
des résultats les plus importants de notre étude, soit qu'il est toujours possible de
compléter un rectangle latin pour obtenir un carré latin.
Ensuite, nous présentons les grandes lignes permettant de définir les langages for-
mels à la section 2.4. Plus particulièrement, nous étudions les langages réguliers et
hors-contextes qui sont les deux familles de langages les plus connus. Pour comprendre
cette recherche, la section 2.5 décrit le modèle des automates qui est intimement lié à
celui des langages formels. Nous parlons des automates finis déterministes et des auto-
mates à pile non déterministes. Les liens existants entre ces automates et les langages
qu'ils reconnaissent sont décrits après la présentation de chaque automate.
Finalement, à la section 2.6, nous voyons que les groupoïdes peuvent être utilisés
pour reconnaître des langages. Nous voyons que les monoïdes reconnaissent certaines
familles de langages et les groupoïdes d'autres. Plus intéressant encore, les boucles
reconnaissent exactement les langages réguliers ouverts. Finalement, nous expliquons
le concept fondamental d'isomorphisme qui permet de comprendre la génération des
9classes d'isomorphisme au chapitre 4.
En conclusion, la section 2.7 expose la complexité du problème qui nous intéresse : la
génération de carrés latins. Nous verrons, de plus, pourquoi nous générerons les classes
d'isomorphisme. Nous aurons également une idée de la complexité de ce problème par
rapport à d'autres similaires, générer les groupes par exemple.
2.1 Définitions
Nous allons commencer par définir les notions de base et le vocabulaire qui sont
utilisés ensuite tout au long de ce document. Le lecteur peut se référer à [24] pour plus
de détails sur ces concepts, la notation seule est différente. Rappelons d'abord qu'un
ensemble est une collection d'objets distincts, appelés éléments.
Définition 2.1 Si A est un ensemble non vide, alors une fonction $ : A x A —> A est
appelée une opération binaire.
Exemple
Par exemple, on peut définir + l'addition modulo 5 sur l'ensemble {0,1,2,3,4}.
Ainsi on notera 2 + 4 = 1.
Définition 2.2 Un groupoïde est un ensemble muni d'une opération binaire. L'en-
semble est appelé support.
On note (G, •) le groupoïde de l'ensemble G et de l'opération •. Lorsqu'il n'y a au-
cune ambiguïté, on note G le groupoïde (G, •) et l'opération est alors la concaténation.
On remarque qu'il n'y a pas de restrictions à l'opération •. On pourrait cependant
décider de le faire. Ces restrictions sont appelées propriétés. La définition suivante
nomme les principales propriétés que nous utilisons.
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Dé f i n i t i o n 2 . 3 Soit un groupoïde (G, •),
Va, b,c£G,a-b = a-c=ïb = c Annulation à gauche
Va , b, c E G , b - a = c - a = ^ b = c Annulation à droite
Va, b, c G G, a • (b • c) — (a • b) • c Associativité
Va, 6 G G, a • b = b • a Commutativité
3e G G, a • e = e • a = e Existence d'un élément neutre
Exemple
Reprenons l'ensemble A = {0,1,2,3,4} et + l'addition modulo 5. On peut vérifier
que toutes ces propriétés sont vérifiées dans le groupoïde (A, +). On peut représenter





































Selon les propriétés associées à un groupoïde, nous donnons un nom plus précis à
celui-ci. Les cinq définitions suivantes fournissent ce vocabulaire.
Définition 2.4 Hiérarchie des groupoïdes
1. Un semigroupe est un groupoïde associatif.
2. Un quasigroupe est un groupoïde supportant les lois d'annulation à gauche et à
droite.
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3. Un monoïde est un semigroupe possédant un élément neutre.
4- Une boucle est un quasigroupe possédant un élément neutre.
5. Un groupe est une boucle associative.
Il existe, comme on le voit, une hiérarchie bien déterminée des groupoïdes. La


















FlG. 1: Hiérarchie des groupoïdes
Les structures associatives ont été largement étudiées dans le passé. Il existe ainsi
une théorie élaborée sur les semigroupes et les monoïdes. La situation des groupoïdes
est différente. On a longtemps pensé que l'étude de ces objets n'étaient que des généra-
lisations des résultats des structures associatives. Des résultats récents, se trouverant
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dans [2] et [16], semblent montrer que les boucles particulièrement forment un domaine
d'étude propre et riche.
En effet, la théorie des boucles est utilisée dans des domaines aussi variés que
l'algèbre, la géométrie, la topologie et la combinatoire. Pour une courte historique de
l'étude des boucles et des quasigroupes le lecteur peut se référer à [23].
2.1.1 L'évaluation d'une expression non associative
II faut comprendre que si une opération n'est pas associative, alors la façon de
parenthétiser cette expression change sa valeur. Parfois, il est intéressant de connaître
toutes ces valeurs. C'est ce qu'introduit la définition suivante.
Définition 2.5 Soit un groupoïde G et u une expression quelconque sur G. Alors,
eval(u) est l'ensemble des valeurs possibles de l'expression u> dans G.
Exemple





































Considérons l'expression u = 2 + 2 + 2. Alors il existe deux façons d'évaluer u.
1. (2+ 2 )+ 2 = 4 + 2 = 1
2. 2 + ( 2 + 2) = 2 + 4 = 0
Donc, eval(uj) = {0,1}.
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2.2 Les classes d'isomorphisme
Une notion assez naturelle des groupoïdes est celle d'isomorphisme. Il semble assez




















En effet, il est possible de renommer les éléments de G par ceux de H et ainsi la
table de multiplication de H serait obtenue à partir de celle de G. Il suffit de renommer
0 par a et 1 par b. On dit que G et H sont isomorphes. Cette notion peut s'étendre
à une autre plus générale appelée isotopie.
2.2.1 Les isomorphismes
Définition 2.6 Deux groupoïdes (G,-) et (H,+) sont homomorphes s'il existe une
fonction a : G —»• H, telle que :
a(x-y) = a(x) + a(y).
Exemple





































En effet, si on prend a : G —> H, tel que a(0) = a, a(l) = a, a(2) = b, a(3) = b,
on voit que a répond à la définition 2.6.
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Or, il peut arriver que G et H aient la même taille i.e. : |G| = \H\, et que a
soit alors une fonction injective. On dit dans ce cas que a est un isomorphisme. Si
les ensembles G et H sont identiques, on dit que a. est un renommage des éléments
de G. Pour le reste de ce document, à moins de mention contraire, c'est de ce type
d'isomorphisme dont nous parlons. Nous notons G ~ H pour exprimer G isomorphe
kH.
Exemple












































































































Groupoïde {A,-) Groupoïde (A, x) Groupoïde (A,+)
Ces groupoïdes sont isomorphes puisqu'il suffit de renommer les éléments du grou-
poïde (A, •) pour arriver au groupoïde (A, x). L'isomorphisme h : A —> A = { (0,0),
(1,1), (2,3), (3,4), (4,2) }peut être utilisée par exemple. Pour des raisons de clarté et
puisque cela ne change rien au sens des tables de multiplication, on replace les lignes
et les colonnes de la table de multiplication (A, x) pour obtenir celle de (A,+). En
fait, (A, x) et (A,+) sont identiques.
Définition 2.7 Soit un groupoïde (G,-), un automorphisme est un isomorphisme du
groupoïde dans lui-même.
Donc, si une permutation appliquée à un groupoïde préservent son opération, on
dira que cette permutation est un automorphisme.
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2.2.2 Les isotopies
Les isotopies forment une généralisation des isomorphismes. Plusieurs travaux ont
été faits sur les isotopies de boucles plutôt que sur les isomorphismes. Nous allons, à
la section 2.6.4, clarifier les raisons qui nous ont poussé à ne pas faire de même.
Définition 2.8 Deux groupoïdes (G, •) et (H, +) sont isotopiques s'il existe trois fonc-
tions a:G^>H,(3:G—>H,7:G^H, de telle façon que a (a • b) = fl(a) + j(b).
On remarque immédiatement que l'isomorphisme est le cas particulier de I'isotopie
où les trois fonctions sont identiques. En tel cas, a(a) = (5(a) = 7(0) pour tout a.
Clarifions un peu l'interprétation à faire des isotopies. Prenons deux groupoïdes
(G, •) et (G, +) et représentons-les par leur table de multiplication. Alors (G, •) et
(G, +) sont isotopiques s'il existe une façon de permuter les symboles (la fonction a),
les colonnes (la fonction (3) et les lignes (la fonction 7) de la table de multiplication de
(G, •) et d'obtenir la table de multiplication de (G, +).
Exemple














































































































En utilisant a = (1, 0, 2,3,4), (3 = (1, 0, 2,3,4) et 7 = (0,1,4,2,3), on vérifie que
V a, b € G, a(a • fe) = /3(a) + 7(6) • -Donc /es groupoïdes G et H sont isotopiques.
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2.3 Les carrés latins
Le domaine combinatoire de l'étude des boucles est l'étude des carrés latins. Les
tables de multiplication des boucles forment des carrés latins. Comme nous allons
représenter les boucles dans un algorithme à l'aide de leur table de multiplication, au
chapitre 4, il est d'autant plus important de les présenter ici.
Définition 2.9 Un carré latin est une matrice nx n dont les cases sont remplies par
les éléments d'un ensemble de taille n de telle façon que l'on ne retrouve jamais deux
fois le même élément sur une ligne ou sur une colonne.
Définition 2.10 Un carré latin réduit est un carré latin qui présente sur sa première
ligne et sa première colonne les éléments du support en ordre lexicographique.
Exemple






















































On remarque que la table de multiplication d'un quasigroupe forme un carré latin
et que celle d'une boucle forme un carré latin réduit. En effet, les lois d'annulation
à gauche et à droite garantissent l'unicité des éléments sur chaque ligne et chaque
colonne de la table de multiplication d'un quasigroupe. De plus, la présence d'un
élément neutre chez les boucles donne un élément tel que ae = ea = a, donc un carré
latin réduit.
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Définition 2.11 Un rectangle latin est une matrice rectangulaire de taille rxn, n > r,
dont les cases sont remplies par les éléments d'un ensemble de taille n, de telle façon
que l'on retrouve chaque élément une seule fois sur chaque ligne et que l'on ne retrouve
pas deux fois le même élément sur une colonne.
Exemple

















Tous les carrés et rectangles latins que nous utilisons sont réduits, nous ne le men-
tionnons donc plus. Le prochain théorème est fondamental pour notre étude. En effet,
il nous permet de simplifier le modèle que nous utilisons pour comprendre l'algorithme
de base du chapitre 4. Ce théorème est tiré de [15] qui est un cas spécial du "Hall
Marriage Theorem" [10].
Théorème 2.1 On peut toujours ajouter une ligne à un rectangle latin r x n, n > r,
pour obtenir un rectangle n x (r + 1).
Pour établir ce théorème, nous utilisons une représentation par les graphes. Nous
fournissons d'abord les outils nécessaires à la section 2.3.1 et ensuite nous présentons
la preuve qui se divise en plusieurs parties à la section 2.3.2. Celle-ci est largement
inspirée de celle présentée dans [15] aux pages 108 et suivantes, tout en corrigeant une
légère erreur.
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2.3.1 Les graphes bipartis
Définition 2.12 Un graphe non orienté G(N,A), est formé d'un ensemble de noeuds
N et d'un ensemble d'arêtes A Ç N x N, tel que (a, b) G A si et seulement si (b, a) G A.
Définition 2.13 Deux noeuds a etb sont adjacents dans G(N, A) s'il existe un couple
(a, b) dans A.
Définition 2.14 Un graphe biparti est un graphe G(N,A) où il est possible de parti-
tionner N en deux classes disjointes Ni et N2 de sorte que deux éléments de la même
classe ne sont jamais adjacents.
Définition 2.15 Un 1-facteur d'un graphe G(N,A) est un sous-graphe Gi(N,A') tel
que A' est un sous-ensemble de A de sorte que chaque noeud n'a qu'une seule arête
incidente.
Définition 2.16 Un graphe G(N,A) est dit 1-factorisable si l'ensemble A peut être
partitionné en sous-ensembles disjoints Ai,...,Ak, de telle façon que Gi(N,Ai) est un
1-facteur de G(N,A) pour tout i G {!,...,k}.
Définition 2.17 Dans un graphe biparti G (Ni U N2,A), prenons T Ç Nx. On définit
img(T), comme {b G N2\(a, b) G A et a G T}.
Exemple
Prenons le graphe G(N, A) de la figure 2, avec N = {{ai} U {bi}, 1 < i < 5}.
Le graphe de la figure 2 est clairement biparti puisque l'on peut diviser les noeuds
en deux sous-ensembles disjoints de noeuds non adjacents {a{\ et {&i},l < i < 5. Si
on prend le graphe n'ayant que les arêtes en lignes pleines, on construit un 1-facteur
de ce graphe. On peut faire la même chose avec les lignes pointillées. Puisque l'on
peut partitionner ce graphe en deux 1-facteurs disjoints, il est 1-factorisable.
Si on prend T — {ai^a^}, alors img(T) = {bi, 62, h, b5}.
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FIG. 2: Graphe biparti G
2.3.2 On peut compléter un rectangle latin
Pour la preuve du théorème 2.1, nous utilisons un graphe biparti bien précis. Com-
mençons donc par en décrire la construction en détail.
Définition 2.18 Soit un graphe biparti GR(N,A) construit à partir d'un rectangle
latin R de la façon suivante :
1. N se partitionne en N\ et N^ où N\ représente les colonnes du rectangle latin et
iV2 représente les éléments du rectangle latin R.
2. L'arête (a,b) € A si et seulement si la colonne a ne contient pas l'élément b.
Le graphe de la figure 2 a été construit par cette méthode sur le rectangle latin du
tableau 1.
Lemme 2.1 Chaque 1-facteur G'R(N,A') de GR(N,A) permet d'ajouter une ligne au
rectangle latin de R.
Preuve II suffit de prendre chaque élément (a, b) de A' et de placer l'élément b
dans la colonne a. Comme on a un 1-facteur, on est certain de trouver une seule fois

















TAB. 1: Rectangle latin
Lemme 2.2 Soit R un rectangle latin r x n et soit Si l'ensemble des éléments man-
quants sur la ime colonne R, 1 < i < n.
SiT C {l ,2, . . . ,n} etS= \JSi, alors \S\ > \T\.
Preuve II faut prouver que dans k colonnes quelconques d'un rectangle latin, k < n,
il manque au moins k symboles. Prenons T un sous-ensemble quelconque de{l,2, . . . ,n}
et R un rectangle latin r x n. Dans les \T\ colonnes choisies, il manque \T\(n — r)
éléments. Il faut prouver que dans ces \T\(n—r) cases, il manque au moins \T\ symboles
différents. Supposons le contraire et qu'il manque l < \T\ symboles distincts. Alors,
on ne pourra ajouter que l(n — r) éléments dans les \T\(n — r) cases vides puique l'on
ne peut ajouter le même élément deux fois sur la même ligne. Puisque l < k, il restera
des cases libres et donc l'hypothèse / < r est fausse. •
Lemme 2.3 Le graphe biparti GR(N, A) est 1-factorisable.
Preuve Soit G(Ni U iV2, A) un graphe biparti quelconque.
Prenons l <E {1,2,..., n} et S Ç Ni de façon à ce que l^l =1, n= \Ni\\.
Définissons :
1. Pi (S) est vrai «• VT Ç S, \T\ < \img(T)\.
2. P2{S) est vrai «=> La restriction de G aux noeuds S U img(S) possède un 1-
facteur.
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II manque au moins k éléments à k colonnes quelconques d'un rectangle latin selon
le théorème 2.2. Ce qui signifie que -Pi(5) est vrai pour notre graphe GR. NOUS vou-
lons prouver que Pi(S) =>• P2{S) pour tout graphe biparti. Procédons par induction
mathématique sur la taille l de S.
Base : Prenons 1 = 1.
Si on prend un seul noeud u d'un graphe biparti et que img(u) > 1, alors on
peut trouver un 1-facteur en choisissant une des arêtes incidentes à u.
Hypothèse d'induction : Supposons que P\(S) =>• P2(S), pour |5| < / est
vrai.
Pas d'induction : Prenons |5 | = l + 1 tel que Pi(S) est vrai.
Nous avons deux cas à traiter :
1. VTcS,\T\<\img(T)\ :
Prenons u G S et w £ img(u) et posons S' = S — {u}.
Alors VT Ç S', \T\ < \img{T) - {w}\.
Donc, Pi(S') est vrai et P2(S') est vrai par l'hypothèse d'induction.
Il suffit d'ajouter (u, w) au 1-facteur que nous savons exister puisque P2(S')
est vrai.
On a ainsi un 1-facteur de G restreint aux noeuds S U irng(S) et Pz(S) est
vrai.
2. 3Tc5,|r| = |im^(r)|:
On sait que P\(T) est vrai et donc par l'hypothèse d'induction, P-z^T) est
vrai.
Soit G' le graphe auquel on enlève les noeuds Tl)img(T) et toutes les arêtes
incidentes à l'un de ces noeuds.
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Prenons S' = S—T. Nous allons maintenant définir P[ et P'2 respectivement
les propriétés P\ et P2 restreintes au graphe G'.
Nous voulons prouver que P^iS') est vrai.
Si P{(S') est faux, alors il existe X Ç S' tel que \X\ > \img{X) - img(T)\.
Cela implique que |XUT| > \img(X UT)\ contredisant l'hypothèse initiale
qui dit que Pi(S) est vrai.
Nous savons que P[(S') est vrai, car |5| < \img(S)\ et on enlève le même
nombre d'éléments dans S et dans img(S). Donc, par hypothèse d'induc-
tion, P^S') est vrai et P2(T U S') est vrai.
•
Nous allons utiliser ce théorème à la section 4.2 pour simplifier la représentation de
l'algorithme de génération.
2.4 Les langages
II existe un lien étroit entre les langages formels et les groupoïdes (voir [3]). Même
si ce lien ne semble pas évident au premier abord, une théorie les relie en plusieurs
points. Puisque c'est ce lien qui motive une grande partie de notre recherche, il nous
semble important de montrer les principaux résultats de ce domaine. Pour ce faire,
nous présentons ici quelques définitions. Ensuite, nous définissons deux catégories de
langages : les langages réguliers et les langages hors-contextes. La section suivante fait
les liens entre ces langages et différents automates.
2.4.1 Définitions
Commençons par les définitions de base qui permettent de définir les langages
réguliers et hors-contextes.
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Définition 2.19 Un alphabet est un ensemble fini non vide d'objets appelés symboles.
Définition 2.20 Une séquence finie de symboles sur un alphabet est appelée un mot.
Définition 2.21 Un langage est un ensemble fini ou infini de mots sur un alphabet.
Définition 2.22 Le mot vide noté e, est le mot de longueur 0.
Par exemple, on peut choisir E = {0,1}. Sur cet alphabet, on peut définir le mot
110011. On pourrait également définir L\ comme étant le langage de tous les mots de
taille 4 ou encore L2 les mots ne comprenant que des 1.
Certaines opérations sur les langages permettent de les définir plus précisément
et plus simplement. Plus important encore, ces opérations permettent de définir des
familles de langages.
Les opérations d'union, d'intersection, de différence symétrique et de complémen-
tation sont naturelles sur les langages puisque ceux-ci sont des ensembles. Les deux
opérations suivantes sont définies formellement pour éviter toute ambiguïté.
Définition 2.23 Soit deux langages L\ et Li- La concaténation de ces deux langages,
L\ o L2, sera le langage L = {xy tel que x G L\ et y E L2}.
Notons que si L\ — 0 et Li est un langage quelconque, L\ o L2 = 0- En effet, en se
rapportant à la définition précédente, on voit qu'il n'y a aucun couple xy, puisque L\
est vide.
L'étoile de Kleene ou opération étoile est extrêmement importante pour la définition
de langages et de familles de langages.
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Définition 2.24 Soit L un ensemble, alors on définira récursivement L* de la façon
suivante :
1. L° = {e}
2. Lk = LoLk-\ k>0
3. L* = (J Lk
fc>0
Par exemple, si le langage L = {00} alors L* = {e, 00,0000,000000,...}.
2.4.2 Les langages réguliers
Les langages réguliers sont ceux construits à partir uniquement des trois opérations
de base soit l'union, la concaténation et l'opération étoile.
Définition 2.25 Soit E un alphabet. La classe des langages réguliers sur S est définie
inductivement de la façon suivante :
1. 0 est un langage régulier.
2. Pour tout a G S, {a} est un langage régulier.
3. Si L\ et Z/2 sont des langages réguliers, alors L\ U L2 est régulier.
4- Si L\ et Z/2 sont des langages réguliers, alors L\ o L2 est régulier.
5. Si L est un langage régulier, L* l'est aussi.
Exemple
Sur l'aphabet {0,1}, les langages suivants sont réguliers :
- 0 est un langage régulier, par la règle 1.
- {£,02,04,06,...} est un langage régulier. En effet, {0} est un langage régulier par
la règle 2. Donc {00} est aussi un langage régulier par la règle 4- Par la règle
5, {00}* est aussi un langage régulier.
- {s) est un langage régulier puisque 0* = {e}.
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2.4.3 Les langages hors-contextes
Définition 2.26 Une grammaire hors-contexte est un 4-uple G = (N,H,P,S), où
1. N est un alphabet appelé l'ensemble des non-terminaux.
2. £ est un alphabet appelé l'ensemble des terminaux, avec iVflS = 0.
3. P est un ensemble fini de règles de substitutions de la forme A —> w, où A G N
etw e (NUT,)*.
4- S est le symbole de départ.
Si on a une grammaire G, on notera L(G) le langage généré par cette grammaire.
Prenons comme exemple le langage L(G()) sur l'alphabet {(,)} qui comprend tous
les mots bien parenthétisés. Définissons G^ = (N,T,,P,S) la grammaire associée à
. Nous avons
S = {(,),£}
P = {D —> e, D —y DD, D —> (£>)}
S = D.
En appliquant ces règles dans n'importe quel ordre, nous constatons que seuls des
mots bien parenthétisés sont générés.
Définition 2.27 Un langage L est hors-contexte s'il existe G, une grammaire hors-
contexte, telle que L = L(G).
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2.5 Les automates
Au cours de cette section nous présentons quelques modèles de calcul mathéma-
tique. Plus particulièrement nous présentons l'automate fini déterministe (AFD) de
même que l'automate à pile sous ses formes déterministe (APD) et non-déterministe
(APND).
Les langages reconnu par ces automates sont exposés à la suite de la définition
formelle de chaque automate. Il est important de comprendre les liens entre les auto-
mates et les langages qu'ils reconnaissent pour saisir la motivation de cette recherche
qui clôt le chapitre.
2.5.1 Les automates finis (déterministes)
Définition 2.28 Un automate fini déterministe fAFDj est un 5-uple (Q,T,,6,qo,F)
où :
1. Q est un ensemble fini, non vide d'éléments appelés états.
2. S est un alphabet d'entrée.
3. 6 est la fonction de transition 6 : Q x S i—> Q.
4- qo £ Q est l'état initial.
5. F Ç Q est l'ensemble des états acceptants.
Un AFD répond à la question suivante : «Est-ce que l'entrée est acceptée ou refu-
sée?» L'automate accepte si, après la lecture complète de son entrée, l'état où il se
retrouve appartient à l'ensemble F des états acceptants. Dans le cas contraire, on dit
que l'automate rejette l'entrée.
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Un automate fini fonctionne de la façon suivante :
1. Le AFD commence dans l'état qo.
2. Une lettre du mot d'entrée est lue.
3. Si l'entrée n'est pas entièrement lue,
La fonction 6 est appliquée selon l'état présent et la lettre qui a été lue en
2 pour arriver dans un nouvel état.
Retour à l'étape 2.
4. Sinon,
Si l'état présent appartient à F, l'automate accepte l'entrée.
Sinon l'automate rejette l'entrée.
Exemple
Définissons un AFD qui reconnaît, sur l'alphabet {0,1}, les mots qui ont un nombre
pair de 1. Soit M = {{qo, qi}, {0,1}, S, qo, {qo}}- La fonction de transition est définie





















On peut représenter un AFD par un graphe dirigé. On représente les états par
des noeuds, les transitions par des arcs. L'état initial est identifié par une flèche et les
états finaux par des doubles cercles.
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Exemple
La figure 3 représente le AFD acceptant tous les mots dont le nombre de 1 est pair.
FiG. 3: DFA reconnaissant la parité des 1 dans une chaîne sur un alphabet binaire
Définition 2.29 L'ensemble des mots reconnus par une machine M = (Q, £, 6, qo, F)
est appelé le langage accepté par M et est noté L(M).
Théorème 2.2 (Kleene 1956 [12])L'ensemble des langages reconnus par les automates
finis déterministes est exactement l'ensemble des langages réguliers.
La preuve de ce théorème fondamental dépasse un peu le cadre de notre exposé.
Elle est disponible dans tout livre d'introduction à l'informatique théorique. Pour plus
de détails nous renvoyons le lecteur à [8].
2.5.2 Les automates à pile (déterministes)
Un AFD ne dispose par définition que d'une quantité finie de mémoire. On peut
cependant, à l'aide de rubans de travail qui sont, eux, de taille infinie, augmenter la
capacité de calcul d'un automate. C'est ce que fait l'automate à pile non déterministe
ou APND. Comme cet automate est une extension de l'automate à pile déterministe
(APD), nous allons commencer par définir celui-ci.
29
Un APD possède, en plus des mêmes caractéristiques qu'un AFD, un ruban de
travail limité qui fonctionne comme une pile. Cet ajout augmente sa capacité de
calcul.
Définition 2.30 Un APD est un 6-uple M = (Q, E, F, 6, q0, F), où
1. Q est un ensemble fini non vide d'états.
2. S est l'alphabet d'entrée.
3. F est l'alphabet de la pile.
4- 6 est la fonction de transition 6 : Q x S'x F' —• Q x T' où
£' = EU {e}
V = F U {e}
5. qo est l'état initial, qo G Q.
6. F est l'ensemble des états acceptants, F Ç Q.
Décrivons l'interprétation à faire de la fonction 6. Soit (çi,a,c) —>• (q2,d), une
transition appartenant à 6. Alors, il faut interpréter chaque élément de cette façon :
qi est l'état courant,
a est le symbole d'entrée,
c est le symbole à enlever de la pile
92 est l'état suivant,
d est le symbole à écrire sur la pile.
Un APD accepte une entrée si, lorsque le mot d'entrée à été lu entièrement, le APD
est dans un état acceptant et que la pile est vide.
30
2.5.3 Les automates à pile (non déterministes)
Un automate à pile non déterministe (APND) est défini comme un APD à l'excep-
tion de la fonction de transition qui devient une relation. En effet, à partir d'un état
donné, il peut exister plusieurs transitions possibles. Sur une même entrée, plusieurs
calculs peuvent donc être effectués par un APND. L'acceptation est également un peu
modifiée par rapport à un APD. On dit qu'un APND accepte une entrée si l'un de
ses calculs accepte l'entrée. Une fois encore, on peut effectuer un lien direct entre les
langages formels et les automates.
Théorème 2.3 Les APND reconnaissent exactement les langages hors-contextes.
Une fois de plus la preuve de ce théorème dépasse un peu le cadre de notre exposé.
Une preuve qui construit le APND à partir d'un arbre construit sur une grammaire
hors-contexte est disponible dans [8] ou dans la plupart des livres d'introduction à
l'informatique théorique.
2.6 Reconnaissance de langages par des groupoïdes
On peut utiliser les groupoïdes comme des machines à reconnaître des langages.
Selon les propriétés de l'opération binaire du groupoïde, on reconnaît certaines familles
de langages. Dans la présente section nous nous penchons sur les langages reconnus
par les monoïdes, les groupoïdes et enfin les boucles.
2.6.1 Reconnaissance de langages par des monoïdes
Les monoïdes, groupoïdes associatifs possédant un élément neutre, sont des objets
mathématiques définis selon des propriétés algébriques. Cependant, on peut voir un
monoïde comme une machine à reconnaître des langages.
Prenons d'abord un exemple qui nous permet de bien comprendre comment un
monoïde peut être utilisé comme une machine.
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Exemple
Prenons le monoïde M suivant et le sous-ensemble acceptant {0}.








Prenons un mot eu = 100010001101010. On peut évaluer l'expression équivalente
l - 0 - 0 - 0 ' l - 0 - 0 - 0 - l - l - 0 - l - 0 - l - 0 avec le monoïde M et on arrive à 0. Notons
que M est un monoïde et donc associatif, toutes les parenthétisations arrivent donc
au même résultat. Si on voit les lignes de la table de multiplication comme des états
et les colonnes comme des transitions, on peut remarquer que ce monoïde reconnaît
exactement le langage de la parité des 1, soit le même que l'automate de la figure
3. Lorsqu'il n'y a pas de confusion possible quant à l'opération appliquée, on utilise
oh pour exprimer a • b et l'opération est la concaténation comme cela est précisé à la
section 2.1.
Pour bien définir comment utiliser les monoïdes finis pour reconnaître des langages,
certaines définitions doivent d'abord être données.
Définition 2.31 Le monoïde libre dénoté A* est l'ensemble des mots sur l'alphabet
A, l'opération est la concaténation.
Notons que, selon la définition 2.25, puisque A est fini, A* est un langage régulier.
Définition 2.32 Soit A, un alphabet et M, un monoïde. Un homomorphisme h :
A* —> M est une fonction telle que Vu,v G A*,h(uv) — h(u)h(v). (Notons que
h(e) = 0.)
On peut donc définir des langages à l'aide de monoïdes finis de la façon suivante :
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Définition 2.33 Soit A, un alphabet, le langage L Ç A* est reconnu par un monoïde
fini S s'il existe un sous-ensemble F Ç S et un homomorphisme h : A* —• 5" tel qu'un
mot LU £ A* appartient à L si et seulement si h(u) G F.
L'homomorphisme sert à prendre un mot d'un alphabet quelconque et à le traduire
en un mot appartenant au monoïde libre. L'évaluation d'un mot à l'aide d'un monoïde
consiste à évaluer l'expression jusqu'à n'avoir plus qu'un seul élément.
Théorème 2.4 Les langages reconnus par les monoïdes finis sont exactement les lan-
gages réguliers.
La preuve de ce théorème est assez simple si on connaît le théorème de Kleene
[12]. On utilise les symboles de l'alphabet du AFD comme des fonctions Q —• Q et la
composition de fonctions comme opération. Puisque la composition de fonctions est
associative, on a un semigroupe fini. On ferme l'opération et il est facile par la suite
d'introduire un élément neutre pour obtenir un monoïde. Pour construire l'AFD à
partir du monoïde, on utilise les éléments du monoïde comme des états et l'alphabet
est le même que celui du monoïde. Chaque transition (q,a,q') est telle que q • a = q'
dans le monoïde. Comme le nombre d'états et l'alphabet sont finis, c'est bien un AFD.
2.6.2 Reconnaissance de langages par des groupoïdes
On peut utiliser les groupoïdes pour reconnaître des langages comme on le fait avec
les monoïdes. Par contre, comme il y a plusieurs façons d'évaluer une expression selon
la parenthétisation dans un groupoïde, il y a quelques modifications à faire.
Définition 2.34 Soit un alphabet A, le langage L Ç A* — {e} est reconnu par un
groupoïde fini G s'il existe un sous-ensemble F Ç G et un morphisme alphabétique
h : A* —• G* de telle façon qu'un mot UJ £ A* — {e} appartient à L si et seulement si
h{u) peut s'évaluer à un élément de F.
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Exemple
Le groupoïde reconnaissant le langage L sur l'alphabet A = {(,)} des mots bien
parenthétisés.

























Prenons le morphisme $ : A —> G suivant :
*(() = 1
On peut étendre de façon naturelle ce morphisme à h : A* —•> G*. Prenons F = {0}
comme ensemble acceptant. En évaluant h(uj) dans G, on reconnaît le langage L par
les mots qui s'évaluent à 0.
Prenons le mot u = ( ( ) ( ) ) • Alors h(u) = 112122. Devinons la bonne parenthé-








Donc il existe une façon d'évaluer h(u) à 0. Comme 0 G F , l'ensemble acceptant,
le mot était bien parenthétisé.
Notons que G doit posséder un élément neutre (0) pour reconnaître le mot vide.
On définit alors h(e) = 0. Par contre, si G ne possède pas d'élément neutre, le mot vide
ne peut alors être reconnu. Il arrive ainsi que le domaine de h devienne A+ — A* — e.
Théorème 2.5 Les groupoïdes reconnaissent exactement les langages hors-contextes.
Une fois de plus c'est le résultat et non la preuve qui nous intéresse ici. La preuve
originale a été publiée et est disponible dans [3].
2.6.3 Reconnaissance de langages par des boucles
On peut également utiliser les boucles pour reconnaître des langages sur A*. On
le fait exactement de la même façon qu'avec les groupoïdes, l'opération n'étant pas
associative. On définit donc, pour une boucle B, un sous-ensemble F Ç B des éléments
acceptants et un morphisme du monoïde libre vers une séquence d'éléments de la
boucle.
L'utilisation des boucles pour reconnaître des langages est une idée assez récente.
On connaît les familles de langages reconnues par celles-ci. Cependant, aucune théorie
supplémentaire ne permet de partitionner ces familles selon les propriétés algébriques
des boucles les reconnaissant. Le théorème 2.6 se rapporte aux langages réguliers
ouverts qui sont reconnus par les boucles, mais quelques définitions tirées de [27] s'im-
posent d'abord.
Définition 2.35 Soit un alphabet A, définissons la fonction g : A* x A* —• N telle
que g(x,y) est l'ordre du plus petit groupe G pour lequel il existe un homomorphisme
(p : A* —• G, tel que <p(x) ^ f(y)-
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Définition 2.36 Pour x,y G A*, définissons d : A* x A* —>• R la distance entre x et
Le lecteur peut vérifier que d(x, y) est bien une distance au sens mathématique en
se référant à [17]. La distance d définit donc un espace métrique à partir duquel on
peut définir des langages réguliers ouverts. Le théorème suivant (voir [27]) permet de
définir les langages réguliers ouverts d'une toute autre façon.
Théorème 2.6 Les langages réguliers ouverts sont des langages de la forme a,\L\ o
a2oZ/2o... oLfc oafc+i, où les Li, 1 < i < k, sont des langages reconnus par des groupes;
les ai, des lettres.
Théorème 2.7 [1] Les boucles reconnaissent exactement les langages réguliers ou-
verts.
Ce dernier résultat permet de comprendre que les boucles et les langages sont des
concepts très liés. Par exemple, il a été prouvé que les langages réguliers ouverts sont
des langages de la forme L\oL2°-.-°Lk, où les Li, 1 < i < k, sont des langages reconnus
par des groupes et sont appelés langages à groupes. En passant par les boucles, il a
été prouvé dans [1] que cette famille de langages est la même que celle définie par le
théorème 2.6.
2.6.4 Les langages reconnus par des boucles isotopiques et isomorphes
Nous nous intéresserons aux boucles isomorphes dans cette recherche alors que
nombre de chercheurs dans le domaine des boucles s'intéressent aux classes d'isotopie.
La raison qui nous tourne vers les isomorphismes est tirée directement de l'utilisation
que nous faisons des boucles, la reconnaissance de langages.
Théorème 2.8 Si L est un langage reconnu par une boucle B, alors L est reconnu
par toute boucle B' isomorphe à B.
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Preuve La preuve est assez simple en se reportant directement aux définitions. Soit
une boucle B, un alphabet A et un langage L Ç A* reconnu par B avec le morphisme
h : A* —• B* et F un ensemble acceptant. Alors prenons la boucle B' isomorphe à B
par l'isomorphisme a : B —• B. En prenant le morphisme h' : A* —* B'* de telle façon
que h'(a) = a(h(a)) et l'ensemble F' = {a e B', a"1 (a) G F}, B' reconnaît le même
langage puisque a est un isomorphisme. •
Par contre, si deux boucles sont isotopiques, il est possible qu'elles ne reconnaissent
pas les mêmes langages. Nous procédons ici par un contre-exemple qui présente deux
boucles isotopiques. L'une reconnaît un langage et l'autre non.
Exemple





































Nous allons considérer l'alphabet A = {a, 6} et le langage L = A*bA*. Ce langage
est l'ensemble des mots sur A qui ont au moins un b. Ce langage est reconnu par la
boucle B de la façon suivante :
1. Prenons h : A* -> B* tel que h{a) = 0 et h(b) = 2.
2. L'ensemble acceptant F sera B — {0}.
Alors, si un mot LU = a* ne comprend pas de b, alors h(u) = h(a)h(a)...h(a) = 0,
et eval(u) £ F donc u> est rejeté. Par contre, si nous prenons le mot u/ qui comprend
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des b et considérons que l'on peut toujours évaluer une suite de a de u' à 0. Alors :
Si u)' n'a qu'un seul b, alors h{u>) = h(b) — 2 et le mot est accepté.
Si u' a deux b, h(u') = h(b) + h(b) = 2 + 2 = 4 et le mot est accepté.
Si LU' en a trois, eval(h(u')) = {0,1} et le mot est accepté.
Si LU' a plus de trois b, \eval(h(u))\ > 2, puisque eval(h(uj')) a plus de deux éléments
et que B respecte la loi d'annulation.





































Nous allons prouver que cette boucle ne peut reconnaître le langage L = A*bA*,
A = {a, b}. Pour ce faire, nous allons faire une preuve par l'absurde. Considérons la
composition de F l'ensemble acceptant. Alors 0 ne peut être dans l'ensemble acceptant
parce que h(e) = 0 et e <£ L. De plus, si 0 est dans l'ensemble acceptant, alors
h(aa) = h(a)h(a) = 0 et on accepte un mot qui n'appartient pas à L. Donc (B, •) ne
reconnaît pas le langage L.
On a vu à l'exemple de la page 15 que les deux boucles (B,+) et (B,-) sont
isotopiques. Or, nous venons de prouver qu'il y a au moins un langage qui n'est
pas reconnu par les deux. Les classes d'isotopies ne sont donc pas suffisantes pour
l'utilisation que nous faisons des boucles, soit la reconnaissance de langages.
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2.7 Motivation de cette recherche
Nous allons expliquer le cheminement de notre recherche dans cette section en deux
parties. La première explique les raisons pour lesquelles nous nous sommes intéressé
aux classes d'isomorphisme de boucles, plutôt qu'aux boucles ou aux classes d'isotopie.
La seconde motive notre choix de développer un algorithme plutôt que d'utiliser une
méthode existante et présente le niveau de complexité du problème.
La classification des groupes a été totalement achevée en 1980 (voir [28]). Tout
groupe appartient ainsi à une des classes de groupes définies par le théorème de classi-
fication. Il a fallu, pour arriver à ce classement, un effort concerté des mathématiciens
semblable à celui des biologistes pour le décodage du génome humain.
En comparaison, il existe chez les semigroupes et les langages réguliers une classifi-
cation que l'on appelle variété. Le théorème des variétés d'Eilenberg, qui se retrouvere
dans [26] ou originalement dans [7], dit qu'il existe une bijection entre les variétés de
monoïdes finis et les variétés de langages réguliers.
Il a été possible dans le passé d'étudier les monoïdes, les semigroupes et les groupes
en raison de l'associativité. Une large théorie existe sur les monoïdes et sur leurs
liens avec les langages formels (voir [25]). Par exemple, on peut classer les langages
réguliers selon les propriétés algébriques des monoïdes qui les reconnaissent.
Exemple
Un monoïde M est dit apériodique s'il existe un entier n tel que pour tout élément
a £ M nous avons que an = an+1. Les langages sans étoile, ceux que l'on peut définir
à l'aide de la concaténation et des opérateurs booléens, sont reconnus par les monoïdes
apériodiques.
On ne connaît pas chez les groupoïdes non associatifs ce genre de propriétés. On
sait que les groupoïdes reconnaissent exactement les langages hors-contextes (voir [3]),
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mais on n'a pas d'outils algébriques pour arriver à classifier ces langages. Afin de
se donner un point de départ, et parce qu'elles sont plus simples à étudier que les
groupoïdes, nous croyons intéressant de mieux connaître les boucles.
Notre approche pour le faire est la même que celle de nos prédécesseurs avec les
semigroupes et les groupes : une étude exhaustive. Comme les boucles sont très nom-
breuses (voir tableau 2), nous étudions des classes de boucles. Les classes d'isotopie
permettent ce genre de classement. Malheureusement, comme nous l'avons mentionné
à la section 2.2.2, deux boucles isotopiques ne reconnaissent pas nécessairement les
mêmes langages. Nous nous sommes donc penché sur une autre classification clas-
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TAB. 2: Tableau de complexité
Nous n'avons pas trouvé d'algorithme efficace pour générer les classes d'isomor-
phisme de boucles. La génération d'objets combinatoires non isomorphes est un do-
maine de recherche conn (voir [19]). Cependant, les algorithmes existants sont gé-
nériques et ne traitent que très peu du calcul d'isomorphisme. De plus, bien que le
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nombre de boucles et de classes d'isomorphisme de boucles soit connu pour des ordres
inférieurs à 10 (voir [20]) nous n'avons pas pu analyser l'algorithme utilisé par les
auteurs.
Nous avons donc développé un algorithme. Pour commencer, nous avons étudié
en profondeur les propriétés algébriques et combinatoires des boucles de taille 5 à 7
pour arriver à concevoir un algorithme générant toutes les classes d'isomorphisme de
boucles de taille n.
Le tableau 2 montre le nombre de boucles, de classes d'isomorphisme de boucles
et le nombre de groupes pour des tailles de 1 à 9. Les nombres de boucles sont tirées
de [21], les nombres de classes d'isomorphisme d'ordre 1 à 7 étaient plutôt simples à
calculer et étaient connus. Elles peuvent être trouvées en effectuant une recherche sur
le site [22]. Pour ce qui est des nombres de classes d'isomorphisme d'ordre 8 et 9,
ils sont tirés de [20]. Nous avons pu vérifier tous ces résultats de façon indépendante




Nous allons, au cours de ce chapitre, fournir tous les outils théoriques qui permettent
de comprendre les algorithmes que nous présentons au chapitre 4. Nous allons com-
mencer par définir les permutations qui sont intimement liées aux lignes et aux colonnes
des carrés latins. Ensuite, nous définissons les relations d'ordre qui nous permettent
de comparer des boucles, des permutations et des cycles. Nous terminons par une
étude des représentants de classes d'isomorphisme de boucles et plus particulièrement
de leur deuxième ligne.
Plus en détail, nous commençons à la section 3.1 par définir les permutations. Nous
voyons notamment comment les écrire sous plusieurs représentations. Nous voyons de
plus comment elles sont liées de près à l'étude des boucles par le biais des carrés latins.
Ensuite, à la section 3.2, nous parlons des relations d'ordre. Nous définissons le
concept de façon générale sur les ensembles. Par la suite nous posons des relations
d'ordre appliquées aux boucles et aux permutations.
Enfin, à la section 3.4, nous étudions en profondeur la deuxième ligne des représen-
tants de classes d'isomorphisme de boucles. Particulièrement, nous nous intéressons
aux cycles de ces permutations et aux propriétés des cycles, en relation avec les iso-
morphismes. Nous arrivons ainsi à caractériser parfaitement les deuxièmes lignes de
tout représentant de classes d'isomorphisme de boucles.
En conclusion, nous introduisons le chapitre 4 qui utilise les notions de ce chapitre
pour générer les classes d'isomorphisme de boucles pour les ordres inférieurs à 9.
3.1 Permutations
Les permutations sont des objets mathématiques qui ont été largement étudiés.
On connaît particulièrement les groupes de permutations. Nous ne nous intéressons
ici qu'à la définition et à la notation des permutations (voir [9]). Pour plus de détails,
voir [9] sur permutations et les groupes de permutations.
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Définition 3.1 Une permutation est une fonction bijective d'un ensemble dans lui-
même.
Sous l'ensemble S = {0,1,2,3,4,5}, TT = {(0,4), (1,2), (2,3), (3,1), (4,5), (5,0) est
une permutation de S. On voit immédiatement qu'il y a, pour un ensemble de n
éléments, n! permutations différentes des éléments de cet ensemble.
Différentes représentations permettent de représenter les permutations. On utilise
celle qui sert le mieux le problème. Comme une permutation est une fonction bijective,
chacune des représentations est une définition de cette fonction en enumeration. La
première représentation est celle point à point. Elle consiste à définir la permutation
dans un tableau où la première ligne représente le domaine et la seconde, l'image.
Comme le domaine est toujours l'ensemble des valeurs du support en ordre lexicogra-
phique, on écrit souvent seulement l'image. Cette représentation est appelée point à
point abrégée.
Exemple














ou en point à point abrégé nous obtenons TT = 423150. Notons que cette dernière
représentation ne peut être utilisée si certains éléments du support sont formés de deux
ou plusieurs symboles.
Définition 3.2 Un cycle c d'une permutation n est un sous-ensemble minimal du
support de TT tel que si ai E c alors 7r(aj) G c. Si dans TT, 7r(aj) = ai, 7r(aj_i) = a,,
7r(aj) = ai, alors on note c = (ai, ...,aj).
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La seconde technique de définition d'une permutation est appelée représentation en
cycles. Elle consiste à représenter une permutation comme un produit de cycles dis-
joints. Avant de donner un exemple de cette représentation, introduisons les définitions
suivantes sur les cycles. Elles seront ensuite largement utilisées.
Définition 3.3 Dans une permutation n = 7ri7r2...7rfc où chaque TT^  (i > 0) est un
cycle, définissons les termes suivants :
Premier cycle : cycle qui comprend l'identité, ce cycle est toujours nommé TTI.
Taille d'un cycle : nombre d'éléments d'un cycle. Pour un cycle ni, on note |TTJ|.
Plus petit élément d'un cycle : élément le plus petit, habituellement le dernier
dans la représentation.
Point fixe : cycle de taille 1. Pour alléger la notation, les points fixes d'une
permutation ne sont généralement pas écrits.
Notons que lorsque nous écrivons une permutation comme un produit de cycles, les
cycles sont toujours en ordre croissant en fonction de leur plus petit élément.
Exemple
La permutation TT en cycle prend la forme suivante : ir = (0,4, 5) (1, 2,3). On dit que
•K a deux cycles de taille 3 et que (0,4,5) est le premier cycle. Quant à la permutation
ir' = (32) ayant le même support, elle est la même que (0)(l)(32)(4)(5) en écrivant les
points fixes.
Il ne faut pas confondre la représentation en cycle et la représentation point à point
abrégé. En effet la permutation représentée en cycle (1,3,2, 5,4,0) est la même que la
permutation représentée en point à point abrégée 135204, et non 132540. Cette ambi-
guïté se présente lorsqu'il y a un cycle de longueur n, et dans ce cas nous indiquerons
clairement la représentation utilisée.
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II est intéressant de voir que chaque ligne et chaque colonne d'un carré latin sont
une permutation des éléments de l'ensemble. Cela nous permet de représenter un carré
latin C de taille n par n permutations. Nous utiliserons plus loin cette obervation.
Exemple


























I— t - M—M (01)(234)
C = 2 4 1 0 3 = (02143)
(03124)
(04132)
3.2 Relations d'ordre et préordre
Pour générer les classes d'isomorphisme de boucles, nous allons comparer des boucles
et des permutations de plusieurs façons. La notion mathématique de relation d'ordre
permet ce genre d'opération. Nous allons donc, dans la section qui suit, définir les
relations d'ordre générales, poser des relations d'ordre pour les boucles et pour les
permutations. Finalement, nous utiliserons la relation d'ordre pour définir les repré-
sentants de classes d'isomorphisme.
3.2.1 Les relations d'ordre
Une notion naturelle sur les éléments d'un ensemble est celle de relation d'ordre.
Bien sûr, pour définir une relation d'ordre sur un ensemble qui soit utile, il faut que
celui-ci comprenne au moins deux éléments. Il existe différents types de relations
d'ordre, comme nous l'avons mentionné dans [14], qui se catégorisent selon leurs pro-
priétés.
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Définition 3.4 Soit G un ensemble, alors la relation < définit un ordre total si elle
possède les 4 propriétés suivantes :
Va G S,a< a (réflexivité)
Va, b,cES,a<b<c=>a<c (transitivité)
Va, b£S,a<bAb<a=ïa — b (antisymétrique)
Va, b G S, a < bV b < a (connectivité)
Si une relation d'ordre ne possède pas la propriété de connectivité, on dit qu'il
s'agit d'un ordre partiel. Si une relation d'ordre n'est pas antisymétrique, on dit qu'il
s'agit d'un préordre. On définit également V ordre strict par le symbole <. On dit que
a < b, si et seulement si a < b et a ^ b.
3.2.2 Ordre des boucles
Un des éléments essentiels pour séparer en classes disjointes les boucles est d'avoir
un outil pour les comparer. Nous allons, dans l'algorithme du chapitre 4, générer
les boucles selon un ordre préétabli. La relation d'ordre sur les boucles est donc
extrêmement importante puisqu'elle détermine l'ordonnancement de génération des
boucles.
La relation d'ordre naturelle pour comparer deux boucles est de comparer leur
table de multiplication ligne par ligne. Cette relation d'ordre est totale, puisqu'elle est
reflexive, transitive, antisymétrique et connectée.
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Exemple



















































// suffit de comparer les lignes une à une :
1. La première ligne est identique;
2. la seconde ligne de B est plus grande que celle de B'.
donc, la boule B est plus grande que la boucle B.
Cette relation d'ordre sera appelée à être changée au chapitre 5. En effet, l'al-
gorithme de génération utilisé au chapitre 4 génère en bon ordre les boucles. Pour
modifier l'ordre de recherche des isomorphes de boucles, nous modifions la relation
d'ordre.
3.2.3 Ordre des permutations
Notre étude nous a poussé à étudier les cycles des permutations. En effet, à la
section 3.4 nous utilisons les cycles des permutations que sont les lignes d'un carré
latin pour exposer certaines propriétés. Nous avons ainsi à comparer des permutations
selon leurs cycles sous un angle bien précis. Cette section définit la fonction qui permet
cette comparaison.
Nous comparons les permutations selon deux critères. Premièrement, la longueur
du premier cycle (voir définition 3.3) détermine l'ordre de comparaison. Si ce premier
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cycle est de même longueur sur les deux permutations, le second critère compare alors
les autres cycles.
Pour formaliser le tout, voici la fonction qui construit le mot à comparer à partir
d'une permutation.
Définition 3.5 Soit II l'ensemble des permutations des éléments d'un ensemble B et
N les nombres naturels. Définissons 6 : II —> Nn une fonction qui construit pour une
permutation n = T T I ^ . . . ^ , 8(TT) de la façon suivante :
1. |TTI|; la longueur du premier cycle, est le premier élément;
2. chaque élément i > 0 a la valeur (n — n*), où
n est le nombre d'éléments du support,
ni est le nombre de cycles de taille i.
Ce vecteur permet une comparaison simple par la suite. En effet, pour comparer
deux permutations TTI, TT2, il suffit de comparer en considérant l'ordre naturel des entiers
0(TTI) et 0(TT2).
Exemple
Prenons deux permutations -K\ = (350)(126)(47) et TT2 = (120)(43)(675). Alors on
calcule 0(TTI) = 38768888 et 8(TT2) = 38768888.
La relation d'ordre sur les vecteurs calculés par 8 est totale, puisque l'ordre naturel
sur les entiers est total. Regardons une à une les trois propriétés liées aux ordres.
Tout d'abord pour la réflexivité, il est clair que VTT, 9(n) < 8(ir). De même, 8 étant
une fonction et l'ordre des nombres naturels étant transitif, notre ordre est transitif.
Finalement, la comparaison de deux vecteurs associés à une permutation est antisy-
métrique, par contre, la comparaison de deux permutations n'est pas antisymétrique.
En effet, il suffit de prendre m = (350)(126)(47) et vr2 = (350)(12)(467). On voit que
#(TTI) < 8(n2) et #(TT2) < 8(TTI), mais TTI ^ TT2. On a donc un préordre.
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Ajoutons que lorsque nous comparons deux permutations TT et TT' sans l'utilisation
de 0 (TT < TT'), nous faisons référence à la comparaison lexicographique en forme point
à point des deux permutations. De plus, lorsqu'il n'y a pas de confusion possible, si n
est la leme ligne d'un carré latin, on écrira 6(1) en place de 0(n).
3.3 Les classes d'isomorphisme de groupoïdes
On peut partitionner tous les groupoïdes d'un support en classes de telle façon que
deux groupoïdes sont dans la même classe si et seulement si ils sont isomorphes. On
appelle ces classes, classes d'isomorphisme.
Il est possible de générer toute une classe d'isomorphisme en utilisant les n! permu-
tations possibles des éléments de G. Ces n! groupoïdes ne sont pas toujours distincts
puisque certains sont le produit d'automorphismes. Il n'est pas trivial de prévoir le
nombre de groupoïdes distincts dans chaque classe d'isomorphisme, toutefois ce sujet
est traité plus loin.
Pour représenter une classe d'isomorphisme, nous choisissons un de ses membres de
façon complètement arbitraire. Dans le cadre de ce travail, une relation d'ordre total
sera toujours définie sur les groupoïdes utilisés et il sera ainsi toujours possible de les
comparer.
Définition 3.6 Le représentant d'une classe d'isomorphisme est le plus petit grou-
poïde G tel que pour tout G' ~ G on a G < G', < une relation d'ordre total.
3.3.1 Les représentants de boucles
Nous allons maintenant étudier plus en profondeur les classes d'isomorphisme et les
représentants de boucles. Il est important de comprendre immédiatement une propriété
de la fonction a qui calcule l'isomorphisme de deux boucles. Premièrement, si a est
un renommage des éléments de la boucle, l'élément neutre ne doit pas être renommé.
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Théorème 3.1 Si a : (G,-) —» (G,°) est un isomorphisme et (G,-) une boucle, alors
a(e) = e.
Preuve Supposons que e et f soient respectivement les éléments neutres de (G, •)
et de (G, o) deux boucles isomorphes. Alors, nous avons :
foa(e) = a(e)
f o a(e) = a(e • e)
f o a(e) = a(e) o a(e)
f = «(e)
D
On voit donc qu'il n'y a pas n! renommages des éléments d'une boucle de taille n,
mais au plus (n — 1)!.
3.4 Etude de la deuxième ligne
Nous allons maintenant étudier en profondeur la deuxième ligne des représentants
de classe d'isomorphisme de boucles. Puisque nous parlons tout au long de cette
section des tables de multiplication de boucles, nous parlons de carrés latins et non de
boucles. De même, nous parlons de représentant pour écourter le vocable représentant
d'une classe d'isomorphisme de carrés latins réduits.
Définition 3.7 Une deuxième ligne IT est dite minimale si pour toutes permutations
n' telle que Q(ir) = 0(TT'), on a TT < n'.
Nous prouvons qu'il n'y a qu'un très petit nombre de deuxièmes lignes minimales
par rapport au nombre de représentants, et qu'il est possible de les générer facilement.
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Exemple







Les trois lemmes qui suivent permettent de caractériser parfaitement les deuxièmes
lignes minimales. Ils permettent d'énoncer le théorème 3.2 qui constitue un résultat
important de notre étude.
Lemme 3.1 Dans la colonne c de la deuxième ligne d'un représentant, on retrouve
c + 1 ou le plus petit élément du cycle auquel appartient cet élément.
Preuve Nous faisons une preuve par induction sur c.
Base : Pour la première colonne, la preuve est triviale puisque nous avons un
carré latin réduit.
Hypothèse d'induction : Supposons le lemme vrai pour tout c > 1.
Pas d'induction : Soit p le premier élément du cycle contenant c. Supposons
que sur la deuxième ligne d'un représentant, la colonne c contient l'élément c' ^
c + 1 et c' ^ p.
Alors c' doit être plus grand que c + 1 puisque nous savons que :
1. Tous les éléments plus petits que c sont déjà sur la ligne à l'exception de p
par hypothèse d'induction ;
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2. Nous avons supposé d ^ p ;
3. On ne peut mettre c et on a supposé c' ^ c + 1.
En appliquant une permutation qui échange c' et c + 1, on réduit la ligne, ce qui
contredit la minimalité de celle-ci.
D
Lemme 3.2 Soit une permutation 'K\'^2---'Kk se retrouvant sur la deuxième ligne d'un
représentant. Alors, |TTJ| < |TTJ|, 1 < i < j < k.
Preuve Supposons le contraire et qu'une deuxième ligne l = 7ri...7Tj...7rj...7r/c, avec
|TTJ| > 17Tj | se retrouve chez un représentant. On peut supposer sans perdre de généralité
que / respecte le lemme 3.1. Posons que |TTJ| = (r + 1, ...,r) et \itj\ = (m + 1, ...,m).
Alors en appliquant la permutation (m,r)...(m + \TTJ\ — l , r + |TTJ| — 1), on réduit la
deuxième ligne et le carré latin n'est pas représentant ; il y a une contradiction. •
Exemple










R ne respecte pas le lemme 3.1, puisque la colonne 1 ne contient ni 2 ni 0 le plus
petit élément du cycle, donc R n'est pas minimal et ne peut avoir d'enfant représentant.
H suffit d'ailleurs d'utiliser la permutation n = 0132 et le rectangle obtenu est plus petit.



















II n'est pas minimal même si on voit que la deuxième ligne respecte la construction
du lemme 3.1. En effet, le deuxième cycle est plus grand que le troisième et le lemme
3.2 n'est pas respecté. La permutation n = (6,2) (7,3) réduit ce rectangle en échangeant
les cycles.
Lemme 3.3 II n'y a, pour des cycles donnés, qu'une seule deuxième ligne minimale.
Preuve Ce lemme découle directement de la définition d'une deuxième ligne mini-
male et de 9. •
3.4.1 Les deuxièmes lignes minimales
Les deuxièmes lignes minimales sont largement utilisées dans les accélérations de
notre algorithme et nous leur consacrons cette section.
Lemme 3.4 Soit deux lignes minimales li} li représentées en forme point à point
abrégée. Alors h < h si et seulement si 6(li) < Qfa)-
Preuve
Premièrement : =>•
Si h = h, la preuve est facile puisque 6 est une fonction. Si l\ < I2, alors il y a
deux cas :
1. Le premier cycle de l\ est plus petit que celui de l2. Alors ô(li) < 6(12), puisque
le premier nombre généré par 6 est la longueur du premier cycle.
2. Le premier cycle de /1 est de même taille que celui de I2. Alors, on doit comparer
le reste. Soit c la première case qui est différente entre l\ et l2. Alors, il faut que
la colonne c termine un cycle dans /1 et non dans l^. On sait que les cycles sont
en ordre de taille sur une deuxième ligne minimale grâce au lemme 3.2. Donc,
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le cycle comprenant c dans ^ est plus petit que celui contenant c dans l2. Soit
i la taille du cycle de c sur l\. Comme les c premières colonnes de l\ et l2 s o n t
identiques, il y a le même nombre de cycles plus petits que i sur l\ et l2. Il y
a par contre assurément au moins un cycle de taille i de plus sur l\ que sur l2.
Donc ième élément de 6(li) est plus petit que celui de 6(l2) et 9(lx) < 6(l2).
Deuxièmement : <*=
Si 9(l\) = ^(^2)) alors la preuve est simple puisqu'il y a, pour des cycles donnés,
qu'une seule deuxième ligne minimale, donc h = l2. Supposons donc 9(lx) < 9(l2). Il
y a deux cas :
1. Si le premier élément de 9(l\) est plus petit que le premier de 9(l2), alors 0 se
retrouve sur une colonne plus petite sur /1 que sur l2 et li < l2.
2. Si le premier élément de 9(li) est le même que celui de 9(l2). Soit i le premier
élément de 9(li) qui est plus petit sur 9(l2). Alors on sait qu'il y a plus de cycles
de taille i sur 9(h) que sur 9(l2), les autres plus petits étant égaux, donc li < l2.
•
Le prochain théorème est un résultat très important pour notre étude. Il permet
de construire exactement les deuxièmes lignes minimales.
Théorème 3.2 Une deuxième ligne est minimale si et seulement si elle respecte les




II est trivial de prouver ce sens, c'est une application des lemmes.
Deuxièmement : 4=
Le lemme 3.2 dit dans quel ordre écrire les cycles et le lemme 3.1 dit quels éléments
y écrire. Comme il n'y a qu'une deuxième ligne minimale pour des cycles donnés, on
est certain que notre deuxième ligne est minimale. •
3.4.2 Les rectangles respectant les cycles
Toute cette étude des cycles peut être étendue à un autre résultat important de
notre étude. C'est en implantant ce théorème que nous sommes arrivé aux accélérations
les plus importantes en termes de temps d'exécution pour la génération des classes
d'isomorphisme que nous verrons au chapitre 4. Remarquons d'abord une propriété
des cycles de deux carrés latins isomorphes.
Lemme 3.5 Soit h : C —*• C un isomorphisme de la boucle C dans la boude C et l
un ligne quelconque de la table de multiplication de C, alors 9(1) = 6(h(l)).
Preuve Pour cette preuve, convenons que akb — a(ak~1b) pour k > 1 et alb = ab.
Prenons un élément a quelconque de C. Soit i un entier tel que lla — a dans la
boucle C. Alors, il faut que h(lla) = h(a) puisque h est une fonction injective. Puisque
l'on a posé a quelconque, l'élément h(l) a les mêmes cycles que /. •
Donc, lorsque l'on permute les éléments d'un carré latin, le carré latin isomorphe
obtenu a les mêmes cycles. Cette propriété est importante pour prouver le théorème
qui suit.
Théorème 3.3 Soit C un carré latin représentant et l une ligne quelconque de C.
Alors 9(1) <9(l).
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Preuve Supposons que la ligne / est telle que 6(1) < 9(1) dans un carré latin
représentant. Alors, il est possible de générer un isomorphe C de C à l'aide d'une
permutation échangeant l pour 1. Il suffit ensuite d'appliquer la bonne permutation
ne renommant pas l'élément 1 pour trouver l'isomorphe C" ayant une deuxième ligne
minimale. Comme les cycles de / étaient plus petits que ceux de 1 dans C, on trouve
un carré latin C" plus petit que C, contradiction de l'hypothèse qui affirme que C est
représentant. •
3.5 Conclusion
Nous avons exposé dans ce chapitre l'ensemble de la théorie qui est utilisée au
chapitre 4 pour générer les classes d'isomorphisme de boucles. Nous y utilisons nos
observations sur les cycles pour accélérer l'algorithme en ne générant que des carrés
latins ayant des deuxièmes lignes minimales. Nous ne générerons également que des
carrés latins dont toutes les lignes ont des cycles plus petits que la deuxième. Nos
observations permettent de réduire la difficulté de la génération des classes d'isomor-
phisme. Ces améliorations ne sont pas seulement des diminutions de constantes, mais




Le chapitre 4 est le coeur de la présentation de notre travail. Nous appliquons
par des algorithmes les lemmes et théorèmes du chapitre 3. Les premiers algorithmes
de génération que nous présentons sont relativement simples. Les sections suivantes
modifient ces algorithmes pour réduire les calculs. Ces modifications améliorent l'ordre
de grandeur du temps d'exécution théorique de l'algorithme alors que celles du chapitre
5 ne permettent que de réduire la constante multiplicative.
Nous commençons donc par un brossage rapide des algorithmes combinatoires. La
section 4.1 définit les algorithmes de génération, d'énumération et de recherche (voir
[13], [19]). Ensuite, la section 4.2 fournit l'intuition pour l'algorithme de base de
génération des carrés latins réduits. Pour ce faire, l'arbre d'exécution de l'algorithme
de base est étudié, puis largement utilisé tout au long du document. Certaines des
accélérations présentées plus tard permettent de ne pas fouiller l'arbre en entier, en
utilisant une technique semblable au branchement et évaluation progressive (branch
and bounds) [6].
Au début de la section 4.3, nous définissons quelques termes et symboles présents
dans les algorithmes qui suivent. Puis nous présentons un algorithme générant tous les
carrés latins réduits d'une même taille sans tenir compte des classes d'isomorphisme.
Enfin, par le biais de fonctions, nous présentons l'algorithme générant les classes d'iso-
morphisme. Comme la fonction calculant les classes d'isomorphisme n'est pas triviale,
nous détaillons son calcul immédiatement après. La section est close par l'analyse
théorique de l'ensemble de ces algorithmes.
Les deux sections suivantes modifient l'algorithme de la section précédente pour
l'accélérer. Les deux premières accélérations coupent les branches de l'arbre de la
section 4.2, alors que la dernière diminue le travail aux feuilles.
La section 4.4 utilise le théorème 3.3 sur les cycles pour réduire la taille de l'arbre.
Par la suite, l'arbre est une fois de plus tronqué à l'aide des rectangles minimaux.
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Cette technique consiste à effectuer des comparaisons aux noeuds de l'arbre au lieu
des feuilles. Ce sont ces deux accélérations qui s'approchent du branchement et éva-
luation progressive. Comme l'implémentation des rectangles latins minimaux exige
des modifications aux fonctions de la section 4.3, nous détaillons son implementation.
La conclusion est une fois de plus une analyse théorique du temps d'exécution de
l'ensemble de l'algorithme.
La dernière section, la section 4.5, réduit les calculs aux feuilles. Seules les feuilles
représentant des carrés latins qui ont certaines propriétés sont générées. Nous utilisons
les propriétés de ces carrés latins pour réduire les calculs. Cette dernière accélération
nécessite quelques définitions et théorèmes. L'implémentation de ces concepts théo-
riques n'est toutefois pas exposée en détail.
En conclusion, nous analysons l'ensemble des résultats obtenus du côté des temps
d'exécution et des résultats empiriques. Certains de ces résultats étant à notre connais-
sance originaux.
Comme nous voulons générer les classes d'isomorphisme de boucles, le support uti-
lisé n'a aucune importance. Pour simplifier l'écriture, à moins de mentions contraires,
le support est toujours les n premiers entiers, 0 représentant l'élément neutre s'il y en
a un.
De plus, comme nous utilisons dans cette section que des boucles finies représentées
par leur table de multiplication, nous parlons de carrés latins et non de boucles.
4.1 Les algorithmes combinatoires
Avant d'entrer dans le vif du sujet, la génération des classes d'isomorphisme de
boucles, nous introduisons le chapitre en situant notre algorithme. Premièrement, il
s'agit d'un algorithme combinatoire, puisque les carrés latins, très liés aux boucles,
sont des structures combinatoires. Plus de détails sur ces algorithmes sont disponibles
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dans [13].
Il existe trois grandes familles d'algorithmes combinatoires classés selon leur dessein.
Il y a les algorithmes de génération, d'énumération et de recherche. Les algorithmes
de génération construisent toutes les structures combinatoires d'un type donné. Parmi
ceux-ci, notons la génération de permutations qui nous intéresse plus particulièrement.
Ensuite, il y a les algorithmes d'énumération qui calculent le nombre de structures
différentes d'un type particulier. Ce type d'algorithmes est souvent plus simple que la
génération. Prenons pour exemple, le nombre de sous-ensembles de k éléments d'un
ensemble de n éléments, un exemple disponible dans [13]. Nous pouvons facilement
compter que :
fn\ _ n\
\k) ~~ {n-k)\k\ '
est exactement le nombre de sous-ensembles. Il est plus complexe de générer ces
structures combinatoires. Malheureusement, l'énumération est parfois aussi complexe
que la génération et on génère toutes les structures combinatoires pour les compter.
La dernière famille d'algorithmes combinatoires est la recherche d'un exemple. Ces
algorithmes permettent de trouver au moins une structure combinatoire ayant une pro-
priété. Ces algorithmes passent souvent par la génération des structures combinatoires
pour trouver une structure ayant la propriété, mais ce n'est pas toujours le cas. Il est
parfois plus rapide de construire directement la structure répondant à la propriété.
Nous utilisons les trois familles d'algorithmes pour générer les classes d'isomor-
phisme de boucles. En cours de route, nous classerons chacun des algorithmes com-
binatoires que nous utilisons. Le lecteur trouvera une présentation générale des algo-
rithmes de génération d'objet à un isomorphisme près dans [19].
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4.2 L'intuition
La façon la plus simple de générer les carrés latins utilise un algorithme récursif.
Nous allons, avant de le présenter, fournir une représentation graphique intuitive qui
est par la suite utilisée pour le reste du chapitre. Comme l'algorithme est récursif, on
sait que l'on peut visualiser une exécution à l'aide d'un arbre que nous appelons arbre
d'exécution. Nous renvoyons le lecteur à la figure 4 pour la représentation de l'arbre
d'exécution pour n = 4.
Définition 4.1 Un arbre d'exécution permettant de représenter la génération des car-
rés latins d'une taille donnée est construit de la façon suivante :
- La racine de l'arbre est une matrice n x n contenant les nombres 0 à n — 1 en
ordre lexicographique sur la première ligne et la première colonne.
- Chaque noeud de l'arbre a :
1. k enfants, k < n étant le nombre de symboles pouvant prendre place à la
case courante;
2. une case remplie de plus que son père.
- Les feuilles ayant une profondeur (n —l)2 sont des carrés latins réduits, les autres
sont des branches inutilement explorées.
Exemple
Prenons le cas d'une génération des carrés latins d'ordre 4. La figure 4 présente
l'arbre d'exécution pour n = 4. Les croix représentent les branches inutilement explo-
rées. On voit qu'il y a A carrés latins réduits d'ordre 4.
Comme on ne s'intéresse pas aux branches inutilement exploitées, il est intéressant
de ne pas les dessiner dans un arbre d'exécution. Pour ce faire, nous allons utiliser le


















































































































































































































































































































































































































































FlG. 4: Arbre d'une exécution pour n = 4
Nous représentons ainsi plus simplement un arbre d'exécution. La définition suivante
construit l'arbre d'exécution auquel nous faisons référence.
Définition 4.2 Pour un support B, un arbre d'exécution est défini de la façon sui-
vante :
- La racine de l'arbre est une matrice n x n contenant les éléments de B en ordre
lexicographique sur sa première ligne et sa première colonne.
- Chaque noeud est un rectangle latin ayant pour enfants tous les rectangles latins
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possibles possédant une ligne de plus.
- Les feuilles sont des carrés latins réduits.



































































































































































FlG. 5: Arbre d'exécution (n = 4)
Nous renvoyons à cette figure plusieurs fois au cours des sections qui suivent. Lors-
qu'il est fait mention de branches et de feuilles, c'est à cet arbre qu'il faut se référer
ou à un équivalent d'ordre supérieur.
4.3 Algorithme de base
Nous présentons un algorithme qui effectue une fouille en profondeur de l'arbre
d'exécution de la section précédente. Ensuite, nous identifions les feuilles de cet arbre
illustrant des représentants de classes d'isomorphisme.
Les détails sur l'implémentation de ces calculs sont donnés lorsque l'implémentation
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n'est pas évidente. Pour les autres, nous définissons plusieurs fonctions simples pour
augmenter la lisibilité et la compréhension des algorithmes.
4.3.1 Définitions
Nous allons maintenant définir les variables qui sont ensuite utilisées dans le cha-
pitre. Nous définissons également certaines fonctions qui servent à la génération des
carrés latins. Les méthodes de calcul de ces fonctions peuvent être appelées à être
modifiées, les domaines et images restant intacts.
Tout au long du chapitre, nous faisons référence aux définitions suivantes :
Définition 4.3 B : le support utilisé pour la génération. Nous utilisons, comme
c'est généralement le cas pour la génération des carrés latins, les \B\ premiers
entiers naturels soit {0, ...,\B\ — 1}. Puisqu'un élément identité est défini sur B,
il sera symbolisé par 0.
n : cardinalité du support B.
P : un entier compris entre 0 et n2. Nous allons utiliser un algorithme récursif
et P représente la case courante.
C ; une matrice nxn utilisée pour la génération, dont chaque case peut contenir
un symbole du support B. C est donc un carré latin partiellement défini.
S = BU{LJ}, où U est un nouveau symbole. Ce dernier sera utilisé pour indiquer
qu'une case d'un carré en construction ne contient pas d'élément de B'.
Avant de présenter quelque algorithme de génération, nous allons définir les fonc-
tions que nous utilisons. Chacune peut être implantée facilement et n'est donc pas
détaillée outre mesure.
Les deux premières fonctions permettent, à partir d'une valeur de la position cou-
rante P, de trouver la ligne ou la colonne correspondante de la matrice C.
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Définition 4.4 Pour une valeur de n donnée, définissons les deux fonctions suivantes :
lig : N —• N tel que Ug(P) = |_|-J où |_^J représente la partie entière de ^ .
col : N -> N te/ <?ue coZ(P) = Pmod(n)
Ces définitions permettent de vérifier l'identité lig(P) x n + col(P) = P. En effet,
col(P) = P — |_^J x n, selon la définition de la division entière et de la division modulo
n à partir desquelles on peut facilement calculer l'identité.
La prochaine définition introduit la fonction permettant, lors de la construction, de
vérifier si le symbole de la case P est déjà sur la ligne ou sur la colonne. Cela permet
de ne générer que des carrés latins (loi d'annulation).
Définition 4.5 Lat : E"2 x N -+ {VRAI, FAUX} est définie de la façon suivante :
VRAI si les deux conditions suivantes sont vérifiées :
- Sur la ligne lig(P) de C on ne retrouve pas deux
fois le même élément de B (le symbole U peut ap-
paraître plusieurs fois).
- Sur la colonne col(P) de C on ne retrouve pas deux
fois le même élément de B (le symbole U peut ap-
paraître plusieurs fois).
FAUX dans les autres cas.
La définition suivante définit dans quel ordre les cases sont remplies lors d'une exé-
cution de l'algorithme. Le calcul de cette fonction est appelé à changer pour permettre
de générer des arbres d'exécution différents (voir chapitre 5).
Lat(C, P) = <
66
Définition 4.6 La fonction suivn : N —• N est définie selon une taille n pour 0 < x <
n, de la façon suivante :
suivn(x) —
x + 1 si x + 1 < n2 ;
n2 sinon.
Lorsqu'il n'y a pas de confusion possible sur la valeur de n nous écrirons seulement
suiv pour signifier suivn.
4.3.2 Algorithme de génération de carrés latins
Nous avons maintenant tous les outils nécessaires pour présenter un algorithme
générant les carrés latins.
L'algorithme récursif est assez simple. Nous allons tout de même le présenter en
détails puisqu'il forme la base sur laquelle les autres algorithmes sont construits. Il se
décompose en trois étapes. En analogie avec l'arbre d'exécution de la définition 4.2,
la première étape détaille la racine, la seconde les noeuds et la dernière, les feuilles de
ce même arbre.
1. Il suffit de commencer le calcul avec une structure ayant les éléments du support
B en ordre lexicographique sur sa première ligne et sa première colonne. On
commence le calcul à la case 2 x n + 1.
2. On crée les enfants de chaque noeud en plaçant dans C, à la position P, tous les
éléments de B permettant de respecter les lois d'annulation. Pour chacun, on
recommence le même manège avec P = suiv(P).
Notons que si P est sur la première colonne, aucun calcul n'est effectué. Nous
ne voulons que des carrés latins réduits et on passe donc en tel cas à suiv(P).
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3. Lorsque P > n2, alors le précédent était le dernier élément à remplir (voir de-
finition 4.6). On a donc rempli toutes les cases de C qui est ainsi un carré
latin.
Exemple
Voici pour n — 4, de quoi pourrait avoir l'air l'ensemble des structures de données
à l'étape 1 :
- B = {0,1,2,3}




















L'algorithme 4.1 qui suit utilise les fonctions des définitions 4.4, 4.5 et 4.6. La
méthode naïve pour construire l'arbre d'exécution consiste à ajouter une case à un carré
à chaque noeuds pour obtenir ses enfants. Puisque la taille de l'arbre d'exécution est
trop grande pour effectuer une fouille en largeur, une fouille en profonfeur est utilisée
et implantée par la récursivité. Cet algorithme d'énumération compte le nombre de
carrés latins d'une certaine taille.
Notons que, pour ce faire, l'algorithme génère tous les carrés latins. Il suffit d'ajou-
ter, à la ligne 3, une commande pour conserver la structure C avant le retour et on
obtient un algorithme de génération. Nous parlons d'ailleurs de la génération de carrés
latins même si les algorithmes ne font que compter puisqu'ils peuvent être facilement
modifiés pour calculer la génération.
68
Algorithme : 4.1
1 CompteC arre{C, P)
2 SI P>n2 ALORS
3 retourne 1
4 SI col(P) = 0 ALORS
5 P = suiv(P)
6 Nombre = 0;
7 P0£/# c/mçue x<E B FAIRE
8 C[/Z0(P)][COZ(P)]=:E
9 SI Lat{C, P) ALORS
10 Nombre = Nombre + CompteCarre(C, Suiv(P))
11 RETOURNE Nombre
4.3.3 Génération des classes d'isomorphisme
Nous savons qu'il n'y a que 2 classes d'isomorphisme pour les boucles d'ordre 4.
Or nous avons 4 carrés latins complétés aux feuilles de l'arbre de la figure 5. Donc,
certains sont dans la même classe d'isomorphisme.
L'algorithme de base pour séparer en classes d'isomorphisme ces quatre carrés latins
consiste à générer pour chacun le représentant de sa classe. Il faut ensuite vérifier si ce
représentant est déjà dans la liste des représentants trouvés. Si c'est le cas, rien n'est
fait. Sinon, on vient de trouver un nouveau représentant et donc une nouvelle classe
d'isomorphisme, on l'ajoute à une liste.
L'algorithme que nous présentons est un peu plus rapide. Il consiste, à chacune
des feuilles de l'arbre d'exécution, à chercher un carré latin isomorphe plus petit et ainsi
prouver que le carré latin n'est pas représentant. Si on ne réussit pas, le carré latin
est représentant.
L'idée est d'utiliser un algorithme de recherche au lieu d'un algorithme de géné-
ration. En effet, pour prouver qu'un carré n'est pas représentant, il suffit de trouver
un isomorphe plus petit (recherche). Pour prouver qu'il est le représentant, il faut
prouver que tous ses isomorphes sont plus grands ou égaux (génération).
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Comme il y a beaucoup plus de carrés latins que de classes d'isomorphisme, le pire
cas (un représentant) représente une fraction des feuilles. Le tableau 2 permet de
vérifier le nombre de représentants de classes d'isomorphisme par rapport au nombre
de carrés latins total. Ajoutons que puisque les carrés latins sont générés en ordre
lexicographique, les représentants le sont donc aussi.
Nous représentons cette recherche d'un carré latin plus petit par une fonction qui
répond au problème de décision : «Le carré C est-il représentant?»
Définition 4.7 Soit la fonction rep : Bn —> {VRAI, FAUX}, définie de la façon
suivante :
rep(C) =
VRAI si C est un carré latin de taille nxn représentant
de sa classe d'isomorphisme
FAUX dans les autres cas.
La fonction rep est un peu plus complexe à calculer que celles de la section pré-
cédente. Nous allons présenter un algorithme qui permet de calculer rep, en utilisant
quelques autres fonctions qui, elles, sont simples.
4.3.4 Calculer la fonction rep
Commençons par définir les fonctions que nous utilisons pour calculer la fonction
rep. Premièrement, il faut pouvoir générer toutes les permutations. La technique
consiste, à partir d'une permutation, à calculer la suivante dans l'ordre lexicographique.
Commençons par un exemple pour enchaîner ensuite avec la définition.
70
Exemple
Voici toutes les permutations fixant l'élément neutre de l'ensemble {0,1, 2, 3,4} :
1) 01234 7) 02134 13) 03124 19) 04123
2) 01243 8) 02143 14) 03142 20) 04132
3) 01324 9) 02314 15) 03214 21) 04213
4) 01342 10) 02341 16) 03241 22) 04231
5) 01423 11) 02413 17) 03412 23) 04312
6) 01432 12) 02431 18) 03421 24) 04321
Par exemple une permutation n = 01432 a comme suivante TX' — 02134. On voit
que pour une taille n il y a (n— 1)! permutations. Ces (n — 1)! permutations permettent
de générer tous les isomorphes d'un carré latin.
Définition 4.8 Soit Sn l'ensemble de toutes les permutations sur B. Définissons la
fonction inc : Sn —> Sn, telle que inc{n) est la permutation suivante de n dans l'ordre
lexicographique. Notons que nous considérons que le suivant du dernier élément est
lui-même.
On peut trouver plusieurs algorithmes trouvant le successeur lexicographique d'une
permutation dans [13]. Ces algorithmes prennent O(n2) en pire cas.
Nous allons évidemment devoir calculer des isomorphes pour arriver à évaluer rep.
La fonction app suivante permet de calculer l'isomorphe généré par une permutation
7T sur un carré C.
Définition 4.9 Soit Sn l'ensemble des permutations sur B. Définissons la fonction
app : En x 5 n -> S" , telle qu'avec C = (B,-) une boucle et n une permutation,
app(C,n) est l'unique boucle C telle que n : C — C est un isomorphisme.
Exemple




















































Alors un appel de app(C,ir) retourne le carré latin C.
Pour calculer app, il suffit de calculer l'élément à mettre dans chaque case de C".
Nous expliquons le calcul en passant par les boucles. Prenons deux boucles (B, *) et
(B, •) isomorphes par la fonction TT. Alors n(a * b) = 7r(a) • TT(6), OU encore a * 6 =
Donc, on peut calculer en temps constant la valeur de chaque élément du carré
latin isomorphe. Comme il y a n2 éléments dans un carré latin, le calcul de app est
dans O(n2).
L'algorithme 4.2 qui suit utilise les deux fonctions inc et app et pour calculer la




2 7T=(0 , l , 2 , 3 ,4 , . . . , n - l )
3 FAIRE
4 7T = inc(ir)
5 SI app(C, TT) < C ALORS
6 RETOURNE FAUX
7 TANT QUE n< (0,n - 1,..., 1)
8 RETOURNE VRAI
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L'analyse de l'algorithme calculant rep nous permet de calculer qu'en pire cas
(n — 1)! itérations appelant app sont faites. De plus, (n — 1)! appels de inc sont
faits toujours en pire cas. Donc, rep est dans O((n — 1)! x (O(app) + O(inc)) =
O((n — 1)! x n2). Cet algorithme est amélioré à la section 4.5 de façon significative.
L'algorithme 4.3 suivant permet de calculer le nombre de classes d'isomorphisme
en utilisant la fonction rep. Puisqu'un représentant est unique, en comptant le nombre
de représentants, on compte le nombre de classes. Notons qu'il s'agit toujours d'un
algorithme d'énumération.
Il s'agit d'une modification de l'algorithme CompteCarre dont la ligne 3 a été
remplacée ici par les lignes 3 à 6. Celles-ci permettent de vérifier si le carré latin




2 SI P>n2 ALORS




7 SI col(P) = 0 ALORS
8 P = suiv(P)
9 Nombre = 0;
10 POUR chaque x G B FAIRE
11 C[lig(P)][col(P)] = x
12 SI Lat(C, P) ALORS
13 Nombre = Nombre + CompteRep(C, Suiv(P))
14 RETOURNE Nombre
4.3.5 Analyse théorique
Nous allons maintenant effectuer une analyse sommaire de l'algorithme 4.3. Nous
allons également donner quelques suggestions d'implémentation permettant d'accélérer
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l'algorithme.
Premièrement la fonction inc n'a pas à être calculée. Pour de petites valeurs de n,
il est possible de classer les permutations dans une structure de donnée et ensuite s'y
référer en temps constant.
L'algorithme CompteRep, si on ne considère pas le coût de la recursion, prend :
O(rep) +nx (O(lig) + O(col) + O(Lat)) = O((n - 1)! x n2).
Or il est difficile de prévoir le nombre de fois que CompteRep est exécuté. En
effet, CompteRep est appelé à chaque noeud de l'arbre d'exécution complet. Nous
connaissons certaines valeurs, fournies dans le tableau 2 de la page 39, qui permettent
d'évaluer le nombre de noeuds de l'arbre à fouiller. Cependant ces valeurs sont à elles
seules un sujet d'étude complet.
Nous évaluons donc le temps d'exécution de CompteRep en fonction du nombre de
carrés latins. Plus loin, nous évaluerons le temps d'autres algorithmes semblables à
CompteRep en fonction du nombre de classes d'isomorphisme.
Définition 4.10 Soit carré : N —• N tel que carré(n) est le nombre de carrés latins
réduits d'ordre n.
Définition 4.11 Soit iso : N —> N tel que iso(n) est le nombre de classes d'isomor-
phisme de carrés latins d'ordre n.
L'évaluation de ces deux fonctions pour les valeurs connues à ce jour est disponible à
la section 2.7 (page 38). Ces valeurs sont tirées de communications privées avec Wendy
Myrvold de l'université de Victoria qui les a obtenues de façon indépendante. Nos
propres recherches nous ont permis de corroborer le nombre de classes d'isomorphisme
pour n < 8.
Nous savons donc que l'algorithme CompteRep prend un temps :
O(CompteRep) — O(carré(n) x (n — 1)! x n2)
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4.4 Amélioration de l'algorithme
Nous allons maintenant utiliser les connaissances du chapitre 3 pour améliorer
l'algorithme 4.3. Observons d'abord deux choses sur l'algorithme de base précédent.
Premièrement, il utilise (n — 1)! permutations en pire cas pour calculer la fonction rep.
Deuxièmement, il effectue cette opération pour tous les carrés latins. C'est en tra-
vaillant sur ces deux points que nous améliorons le temps d'exécution de l'algorithme.
Nous allons commencer par réduire le nombre de feuilles de l'arbre d'exécution en
utilisant les résultats de la section 3.4. Nous utilisons deux méthodes. La première
consiste à construire des carrés dont les cycles de la deuxième ligne sont plus petits
ou égaux aux cycles de toute autre ligne. La seconde consiste à faire certaines com-
paraisons aux noeuds plutôt qu'aux feuilles, coupant ainsi des branches complètes de
l'arbre.
Ensuite, ayant moins de feuilles sur l'arbre d'exécution et ainsi plus d'informa-
tion sur celles-ci, nous réduisons le nombre de permutations à utiliser pour calculer la
fonction rep.
4.4.1 Amélioration par les cycles
La première façon de couper l'arbre d'exécution est tirée de la section 3.4.2. On
sait par le théorème 3.3 que les cycles de la deuxième ligne d'un carré latin représentant
doivent être plus petits ou égaux aux cycles de toute autre ligne. On pourrait arrêter
la recursion et ainsi couper une branche de l'arbre d'exécution, lorsqu'un rectangle ne
respecte pas la taille des cycles.
L'algorithme 4.4 suivant montre comment effectuer cet arrêt de recursion. Les
lignes 8 et 9 calculent les cycles (8) de la deuxième ligne et ceux de la nouvelle ligne
pour les comparer. Si les cycles de la nouvelle sont plus petits que ceux de la deuxième,




2 SI P > n2 ALORS




7 5/ coZ(P) = 0 ALORS
8 5 / 6(C[lig{P) - 1]) < 0(C[1]) ALORS
9 RETOURNE 0
10 P = suiv(P)
11 Nombre = 0;
12 P0C/.R chaçue x G 5 FAIRE
13 C[Zip(P)][coZ(P)] = a;
14 5 / Lat(C7, P) ALORS
15 Nombre — Nombre + CompteRep2(C, Suiv(P))
16 RETOURNE Nombre
II est simple de calculer 0 à partir d'une représentation en cycle.
Ce calcul se fait dans un temps O(n2). De plus, il existe plusieurs façons de convertir
de la représentation point à point à la représentation en cycle et l'inverse. Nous
suggérons [13], pour plus de détails sur ces algorithmes.
Les tableaux 3, 4 et 5 donnent le nombre de noeuds des arbres d'exécution selon
leur profondeur. Les deuxième et troisième colonnes indiquent le nombre de noeuds de
l'arbre d'exécution construit avec l'algorithme correspondant. La quatrième colonne
indique le nombre de noeuds où le calcul des cycles a identifié un rectangle latin ne
respectant pas les cycles.
Parce que les algorithmes CompteRep et CompteRep2 sont relativement lents, nous
ne disposons des statistiques que pour les ordres de carrés latins plus petits que 8. Déjà
sur ces trois tableaux, on peut remarquer que le nombre de feuilles est beaucoup plus
petit dans la troisième colonne que dans la deuxième. De l'ordre de la demie pour























































TAB. 4: Nombre de noeuds de l'arbre d'exécution, n = 6.
4.4.2 Les rectangles minimaux
Nous allons dans la prochaine section couper encore d'autres branches de
l'arbre d'exécution. Pour ce faire, nous effectuons aux noeuds de l'arbre d'exécution
certaines comparaisons qui sont faites aux feuilles par l'algorithme CompteRep2.
Lorsque l'on exécute CompteRep2, on effectue (n— 1)! comparaisons à chaque feuille
en pire cas. Supposons que la permutation -K = (12) permette de trouver à partir de C,
un carré latin C" plus petit. Alors la fonction rep(C) retournera assurément FAUX.


































TAB. 5: Nombre de noeuds de l'arbre d'exécution, n = 7.
lignes. Si R et R' sont respectivement les rectangles correspondant aux trois premières
lignes de C et C, on peut obtenir R' par une application de la permutation TT sur R.
C'est en généralisant ce raisonnement que nous coupons dans l'arbre à certains
noeuds, n'explorant pas les sous-arbres. Inspiré de cette idée, nous présentons ce que
nous voulons faire, et ensuite nous prouvons que cela nous permet de générer toutes
les classes d'isomorphisme.
4.4.3 Implementation des rectangles latins minimaux
Définition 4.12 Soit un rectangle latin R de taille r x n. Prenons le carré latin C
comme le rectangle latin R dont les n(n — r) cases vides sont remplies avec le symbole
U (vide). Si C est un carré latin minimal, alors on dira que R est un rectangle latin
minimal.
Notons que l'on considère qu'un vide a une valeur supérieure à tout élément du
support (U >b,Vbe B).
Prenons un rectangle latin R de taille r x n, r < n, en cours de recursion dans
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l'algorithme CompteRep2. Alors, il est possible de permuter les éléments en respectant
certaines règles et ainsi vérifier si le rectangle est minimal. S'il ne l'est pas, il est
impossible de le compléter afin d'obtenir un carré latin minimal.
Exemple
Le rectangle R a trois lignes. On peut permuter le 4 et le 5 pour obtenir le rectangle
R'.
0 1 2 3 4 5 0 1 2 3 4 5
R = 1 0 3 2 5 4 , TT = (5 4 ) , R' = 1 0 3 2 5 4
2 5 1 4 3 0 2 4 1 5 0 3
Donc tous les enfants de R peuvent être ramenés à un enfant de R' par cette même
permutation et R ne peut avoir aucun enfant représentant.
Nous allons introduire une nouvelle notation pour représenter ces permutations.
Cette notation permet de définir des familles de permutations plutôt qu'une seule.
Définition 4.13 Soit un ensemble E = {a^c^, ...,an} et deux sous-ensembles S et
T, S = {sl,s2,...,sk} etT = {ti,t2,...,ti}, tel que S H T = 0. On écrit [S][T] ou
[si,S2,--.,Sk][ti,t2,...,ti] pour représenter l'ensemble des permutations agissant indé-
pendamment sur les éléments de S ainsi que sur ceux de T.
Exemple
Prenons l'ensemble E = {0,1,2,3,4,5}, S = {1,2} et T = {3,4,5}. Alors,
[S][T] = [12][345] est l'ensemble des permutations suivantes (représentées point à
point) :
1) 0 12 345 4) 0 12 453 7) 0 21 345 10) 0 21 453
2) 0 12 354 5) 0 12 534 8) 0 21 354 11) 0 21 534
3) 0 12 435 6) 0 12 543 9) 0 21 435 12) 0 21 543
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Mais quelles sont les permutations que l'on peut appliquer à un rectangle latin de
r lignes pour le réduire ? Si on prend les n premiers nombres naturels comme support,
on peut utiliser toutes les permutations appartenant à [1,..., r — l][r,..., n — 1].
Les permutations de ce type agissent d'une part sur les lignes qui sont déjà remplies
et, de façon indépendante, sur les lignes qui ne le sont pas encore. Pour un rectangle
latin r x r?,, le nombre de permutations de ce type est (r — 1)! x (r?. — r)!.
Nous allons étendre la définition de représentant aux rectangles latins. Cepen-
dant, pour éviter toute ambiguïté, nous disons qu'un rectangle est minimal plutôt que
représentant.
Définition 4.14 Un rectangle latin R de taille rxn, r <n est dit minimal si tous les
isomorphes générés par des permutations appartenant à [1, ...,r — l][r, ...,n — 1] sont
plus grands ou égaux à R.
Pour implémenter ce nouveau concept, il faut élargir un peu la définition des fonc-
tions inc, rep et app et les généraliser aux rectangles latins. Prenons la fonction inc2
suivante qui permet de générer les permutations appartenant à [ai, ...,ar_i][ar,..., an_i],
où les a, sont les r — 1 plus petits éléments sans compter l'élément neutre.
Définition 4.15 Soit n = T T ^ OÙ 7CX e [0, ...,r — 1] et TT2 G [r,...,n — 1], TT0 = (0).




Enchaînons avec la fonction app2 qui fait sensiblement le même calcul que app,
avec un domaine plus restreint.
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Définition 4.16 Soit la fonction app2 : Brxn x Bn —> Br définie, pour un rectangle
R de taille r x n et TT une permutation appartenant à [ai,..., ar_i][ar,..., an- i] , comme
la restriction de app aux r premières lignes.
Finalement, la définition de rep doit être un peu ajustée :
Définition 4.17 Soit la fonction rep2 : E™2 x N -» {VRAI, F AUX}, définie de la
façon suivante :
VRAI si R est un rectangle latin minimal de taille rxn.
rep2(R,r) =
FAUX dans les autres cas.
Théorème 4.1 Un rectangle latin qui n'est pas minimal ne peut être complété en un
carré latin représentant.
Preuve Supposons qu'un rectangle latin R de taille r x n, r < n puisse être réduit
au rectangle R' < R par la permutation n. Alors, quelle que soit la façon de compléter
R pour obtenir C un carré latin, app(C, TT) < C. •
L'auteur ne connaît qu'un seul cas où une deuxième ligne minimale ne se retrouve
chez aucun représentant. En effet, aucun représentant n'a de cycles tel que 6(1) =
666665 pour n = 6. Autrement dit, il est impossible de trouver un carré latin d'ordre
6 dont toutes les lignes ont un seul cycle de taille 6.
Implantons ces nouvelles fonctions dans l'algorithme CompteRep3. Essentiellement
les modifications, en comparaison de l'algorithme CompteRep2, sont assez simples.
Premièrement, nous avons ajouté la comparaison utilisant rep2 à chaque nouvelle ligne,
comme pour la comparaison des cycles. Ensuite, puisque cette comparaison pour
P = n2 était équivalente à rep, nous avons remplacé les quatre premières lignes de




2 SI col(P) = 0 ALORS
3 SI 6(C[lig(P) - 1]) < 6(C[Ï\) ALORS RETOURNE 0
4 SI reP2(C, lig{P)) = FAUX ALORS RETOURNE 0
5 P = suiv(P)
6 SI P>n2 ALORS RETOURNE 1
7 Nombre = 0
8 POUR chaque x G B FAIRE
9 C[lig(P)][col(P)] = x
10 SI Lat(C, P) ALORS
11 Nombre - Nombre + CompteRep3(C, Suiv(P))
12 RETOURNE Nombre
Ce nouvel algorithme permet de couper plusieurs branches de l'arbre. Les branches
qui sont coupées ne contiennent, aux feuilles, que des carrés latins en contradiction avec
les théorèmes 3.2 ou 3.3.
4.4.4 Analyse
L'algorithme 4.5 permet de réduire le nombre de feuille de l'arbre d'exécution.
Nous le croyons, pour n < 8, dans l'ordre du nombre de classes d'isomorphisme. Nous
fournissons à la section 5.3.1 les résultats empiriques qui nous permettent de le croire.
Cette amélioration majeure permet de produire des résultats pour n < 8 dans un temps
raisonnable.
Il est une fois de plus difficile d'analyser théoriquement le temps d'exécution de
l'algorithme, en fonction de la taille de l'entrée, puisqu'il dépend de l'arbre d'exécution
qui n'est connu que pour n < 8. On peut cependant évaluer le temps d'exécution des
fonctions inc2, app2 et rep2.
Commençons par l'analyse de inc2. Nous savons que inc prend O(n2) en pire cas.
Cependant, comme nous avons des supports de petite taille (n < 9), il est possible de
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garder les (n — 1)! permutations dans une structure à accès direct. inc2 serait alors
dans 0(1).
Pour ce qui est de app2, on peut considérer qu'il prend un temps du même ordre
que app. Donc, rep2 prend un temps dans le même ordre que rep soit 0((n — 1)! x n2).
Cependant, comme le montrent les tableaux 6, 7 et 8, l'arbre d'exécution de rep2 a un
nombre de feuilles dans l'ordre du nombre de classes d'isomorphisme plutôt que dans
l'ordre du nombre de carrés latins.
L'ordre de l'algorithme CompteRepZ serait donc :
O{CompteRepZ) = O{iso(n) x (n - 1)! x n2).
L'algorithme CompteRep3 exécute deux coupes dans l'arbre d'exécution aux lignes
3 et 4. L'ordre selon lequel on exécute ces coupes ne change pas la taille de l'arbre
d'exécution puisqu'il faut que les deux comparaisons soient fausses pour continuer la
fouille de l'arbre. Cependant, le calcul de 6(lig(P) — 1) et de 0(1) est moins long que
celui de rep2. Donc, il est plus avantageux de couper par les cycles en premier, au
niveau du temps réel d'exécution, même si cela ne change pas le temps d'exécution
théorique.
Nous allons présenter le nombre de noeuds fouillés pour les ordres 5, 6 et 7 de l'arbre
d'exécution de CompteRepS dans les tableaux 6 à 11. Les trois premiers tableaux
présentent le nombre de noeuds en coupant avec les cycles en premier, les trois derniers
en coupant par les rectangles latins minimaux en premier.
Dans ces tableaux, la première colonne indique la profondeur dans l'arbre d'exé-
cution. Les deux suivantes indiquent le nombre de noeuds, selon la profondeur, des
algorithmes CompteRep et CompteRepZ. Les deux dernières colonnes fournissent le
nombre de rectangles non minimaux trouvés avec chacune des vérifications, toujours
selon la profondeur.




































































TAB. 7: Noeuds de l'arbre d'exécution, n = 6.
avec les rectangles latins minimaux avant les cycles. On y compte, comme prévu,
le même nombre de noeuds à chaque profondeur que précédemment. Par contre, on
compte plus d'exécutions de rep2 et moins d'exécutions de 6(n — 1) < 9(1) pour un
arbre ayant les mêmes noeuds. Le temps d'exécution réel était également supérieur.
Cela est consistant puisque le temps d'exécution du calcul de 9 est O(n2) qui est









































































TAB. 9: Noeuds de l'arbre d'exécution, n = 5.
Il semble, après une analyse empirique, que l'algorithme amélioré CompteRepZ a un
temps d'exécution qui dépend du nombre de classes d'isomorphisme et non du nombre
de carrés latins. C'est cette accélération qui nous a permis de croire que nous pourrions
générer les classes d'isomorphisme d'ordre 8, chose impossible sans parallélisation par














































































TAB. 11: Noeuds de l'arbre d'exécution, n = 7.
4.5 Réduction du nombre de permutations
Maintenant que l'arbre de recursion est bien émondé, nous allons diminuer le travail
fait aux noeuds en diminuant l'effort de calcul à chacun. Chaque noeud de l'arbre
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d'exécution représente un rectangle latin sur lequel nous avons de l'information. En
effet, nous sommes sûr de la vérification de certaines propriétés, la recursion étant
arrêtée lorsqu'un rectangle ne s'y conforme pas.
Nous allons d'abord clarifier ces propriétés et fournir les preuves s'y rattachant. Par
la suite, nous allons présenter un algorithme d'incrémentation des permutations. Cet
algorithme utilise cette information pour réduire le nombre de permutations utilisées
afin de déterminer si un carré latin est représentant ou si un rectangle latin est minimal.
4.5.1 Les permutations qui préservent la deuxième ligne
Définition 4.18 Soit R un rectangle latin de taille r x n, r < n, et une permutation
n. Si la deuxième ligne de app2(R, TT) est identique à celle de R, on dit que n préserve
la deuxième ligne de R.
Dans cette section, nous allons définir les permutations qui, pour un carré latin C
ayant une deuxième ligne minimale, génèrent des carrés latins isomorphes ayant cette
même deuxième ligne. Nous procédons en commençant par les permutations qui fixent
le 1 et ensuite nous généralisons à toutes les permutations.
Lemme 4.1 Soit un rectangle latin R produit par l'algorithme 4-5 et n une permuta-
tion qui fixe le 1 et préserve la deuxième ligne de R.
Avec (B,+) et (B, x) les boucles partiellement définies correspondant respective-
ment à R et app2(R,n), on a :
1. si 7r(a) = b alors TT(1 + a) = 1 + b ;
2. si ?r(a) = b alors le cycle auquel appartient a est de la même taille que le cycle
auquel appartient b sur la deuxième ligne de R.
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Preuve
1. Puisque TT est un isomorphisme alors :
TT(1 + a) = 7r(l) x 7r(a) = 1 x 6 = 1 + 6, puique R et app2(R,7r) ont la même
deuxième ligne.
2. Posons les éléments du cycle de ao et de &o tels que 7r(a0) = &o- Supposons que
l'on a :
1 + a0 = ai 1 x b0 — bi
1 + ai = a2 1 x 6i = 62
1 -f a2 = a3 1 x 62 = è3
1 + an_i = a0 1 x &m-1 = b0
On peut, sans perdre de généralité, supposer n < m. Nous avons 7r(ao) = &o et
ainsi :
7r(ai) = TT(1 + a0) = TT(1) X 7r(a0) = 1 x b0 = 6X
On peut calculer que 7r(a;) = 6, pour 0 < i < n. Cela implique que 7r(an_i) =
6n_i. Or 1 + an_i = a0 et donc :
TT(1 + an_i) = ?r(l) X 7r(an_i) = l x bn^x = 7r(a0) = b0
Ce qui implique que m = n.
D
Donc, si l'on veut préserver la deuxième ligne d'un rectangle latin, on ne peut
permuter que des éléments appartenant à des cycles de même taille (sur la deuxième






















les permutations permettant de générer des rectangles minimaux sont
1 : 0 1 2 3 4 5 6 7
2 : 0 1 2 3 4 6 7 5
3 : 0 1 2 3 4 7 5 6
4 : 0 1 2 4 3 5 6 7
5 : 0 1 2 4 3 6 7 5
6 : 0 1 2 4 3 7 5 6
II faut remarquer que l'on ne peut pas permuter les éléments du premier cycle
puisqu'il faudrait ainsi renommer le 1. Or, on a supposé que l'on ne renomme pas le
1.
Voyons maintenant les permutations pouvant renommer le 1 qui préservent la
deuxième ligne.
Lemme 4.2 Si une permutation i\ préserve la deuxième ligne d'un rectangle R généré
par l'algorithme 4-5, alors les cycles de l'élément l, tel que n(l) — 1, sont les mêmes
que ceux de 1.
Preuve Comme R a été généré par l'algorithme 4.5 qui respecte les cycles, nous
savons que 0(1) < Ô(TT(1)). Supposons que #(1) < 9(TT(1)), alors #(1) sur app2(R,n)
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n'est pas 6(n(l)) sur R. Par le lemme 3.4, les deuxièmes lignes de R et R' sont diffé-
rentes, d'où une contradiction. •
Les deux lemmes 4.1 et 4.2 permettent de réduire grandement le nombre de per-
mutations à utiliser pour déterminer si un rectangle latin est minimal. En effet, on
sait que, dans l'algorithme 4.5, les carrés latins générés ont la même deuxième ligne
que leur représentant.
La prochaine section détaille l'implémentation qui permet de fusionner les lemmes
4.1 et 4.2.
4.5.2 La génération des permutations qui préservent la deuxième ligne
Les lemmes de la section précédente permettent de réduire grandement le nombre de
permutations à considérer pour identifier les représentants de classes d'isomorphisme.
Nous allons évaluer le nombre des permutations qui préservent la deuxième ligne au
chapitre 5. Nous nous intéressons ici à un algorithme pour générer ces permutations.
Définition 4.19 Pour un rectangle latin minimal R, on appelle permutations réduites
l'ensemble des permutations préservant la deuxième ligne de R.
Puisqu'il est difficile de générer les permutations réduites, nous allons décomposer
les permutations préservant la deuxième ligne en un produit de trois permutations.
Ces trois permutations ont l'avantage d'appliquer directement les lemmes 4.1 et 4.2 de
la section précédente et d'être plus faciles à calculer.
Définition 4.20 Soit R un rectangle latin minimal et une permutation n qui préserve
la deuxième ligne de R. Alors il est possible de calculer ni, KI, 7r3 trois permutations
satisfaisant les conditions suivantes :
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1. n = 7T3 7T2 7Ti
2. TTX échange 1 et /, 0(1) = 0(Z) dans # ,
5. TT2 = / (TTI) esi teZ/e gue 7r2 O TTI préserve la deuxième ligne de R,
4- 7r3 est de la forme [2, 3,..., n — 1] et préserve la deuxième ligne de app(R,n2oni).
Nous utilisons ces trois permutations parce qu'il est facile de générer les permuta-
tions 7Ti qui sont une utilisation directe du lemme 4-2. Pour ce qui est des permutations
TT3 qui utilisent le lemme 4-1 la. génération est assez aisée. Finalement les permutations
n2 sont assez faciles à calculer en 0(n) à l'aide de l'algorithme 4-6 suivant. Par contre,
il est difficile de générer toutes les permutations n préservant la deuxième ligne. Or ces
mêmes permutations sont exactement le produit de toutes les combinaisons possibles













l0 est la deuxième ligne minimale telle que 0(l0)
n est la permutation identité
POUR x allant de 0 à n — 1
a = l[x]
b = lo[x]




Définition 4.21 Pour un rectangle latin minimal R, soit ni, n2, n3 trois permutations
et n = 7T3 o TT2 o 7Ti. Alors n est une permutations réduites si et seulement s'il existe
^i, 7T2; TC3 répondant à la définition 4-20.
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Exemple

























Sur i2, on a 0(1) = 0(2) = 38778888 fwzr 5.S.3 pour la définition de 6), prenons

























La deuxième ligne de R\ n'est pas minimale et on cherche la permutation TT2 qui
la réduira. On utilise donc Valgorithme 4-6 avec IQ la deuxième ligne de R et l la
deuxième ligne de Ri. Notons d'abord que si l[x] = IQ[X], on calcule ix' la permutation
identité à la ligne 7 de l'algorithme comme c 'est le cas avec 0 < x < 2 sur les rectangles
R et Rx.
Avec x valant 3, on obtient la permutation vr' = (Z[3](/o[3]) = (64) dans l'algorithme
à la ligne 7. On calcule ainsi le rectangle latin R\ = app(Ri, (64)). L'algorithme 4-6
ne calcule que la deuxième ligne de R[ pour un meilleur temps d'exécution, mais pour


























On calcule ensuite la permutation n' = (/[5]/o[5]) = (67) avec x valiant 5. On


























Remarquons que Von a utilisé successivement les permutations (64) puis (76). iïors
7r = (76)(64) = (647) est la permutation calculée à l'aide de l'algorithme réduire qui
rend la deuxième ligne de R\ minimale.
Finalement, l'ensemble des permutations n^ de R2 est le produit de toutes les com-
binaisons possibles des permutations (0), (43) avec les permutations (0), (567), (576).
Il suffit donc, dans le calcul de inc2, de calculer à chaque itération si la permutation
respecte les lemmes et de passer à la suivante dans le cas contraire.
On peut dénombrer le nombre de permutations TT3 de la définition 4.20. Il suffit,
pour un rectangle latin minimal, d'évaluer #(1) et d'effectuer le calcul suivant :
Théorème 4.2 Soit 9(1) = aoai...an_i, sur un rectangle latin minimal. Le nombre
de permutations préservant la deuxième ligne sans renommer le 1 est :
ra-l
17 in~ai • (n - ai)!, pour 2 < i < n.
Preuve Chaque élément de 9 représente une taille de cycle. Prenons a; un élément
de 9. Alors, il y a a^  cycles de taille i. Alors il y a i x a ; candidats pour le premier
élément du premier cycle. Il y a un seul candidat pour les autres éléments du cycle.
Ensuite, il y a i x (ai — 1) éléments pour le premier élément du deuxième cycle. Le
manège se répète jusqu'à i x l . Donc, il y a iai • (a^)! possibilités. Ce calcul doit être
fait pour chaque élément de 6.
D
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Notons que plus i est grand, moins a^  peut l'être. Donc, le nombre de permutations
préservant la deuxième ligne est plus petit que le nombre de permutations totales.
Nous voyons au chapitre 4, à la section 5.3.1, le nombre de permutations préservant la
deuxième ligne pour chaque deuxième ligne minimale.
4.6 Conclusion
Nous avons, pour résumer, réduit la fouille de l'arbre d'exécution en arrêtant la
fouille en profondeur lorsque certaines propriétés n'étaient pas respectées. À un noeud,
nous savions si la fouille du sous-arbre pouvait être fructueuse. Ensuite, nous avons
réduit le calcul nécessaire pour identifier les représentants de classe d'isomorphisme.
En effet, lorsque certaines propriétés devaient être respectées, nous avions une in-
formation précieuse sur les feuilles de l'arbre de recursion. C'est à l'aide de cette
information que nous avons grandement diminué l'effort de calcul.
Nous avons vu que, pour des ordres inférieurs à 8, le temps d'exécution de l'algo-
rithme devient fonction du nombre de classes d'isomorphisme plutôt que du nombre
de carrés latins. Il s'agit là d'une accélération appréciable qui porte à croire que les
efforts pour émonder l'arbre ne pourrait pas apporter encore de grandes accélérations.
Nous avons cependant trouvé empiriquement d'autres accélérations. Elles font l'ob-
jet d'une étude au chapitre 5. C'est parce que ces accélérations sont également impor-
tantes que nous n'avons pas de mesures pour n = 8. Toutes les mesures intéressantes
pour cet ordre se retrouvent aussi au chapitre 5.
Nous sommes tout de même arrivé à générer, avec une implementation de l'al-
gorithme CompteRepZ utilisant les permutations réduites, toutes les classes d'isomor-
phisme de boucles d'ordre 8. À notre connaissance, il s'agissait là d'un résultat original.
Cela nous a également permis de corroborer les résultats de Wendy Myrvold énumé-
rant ces classes à la valeur de 106 228 849 de façon indépendante. L'exécution du
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En effectuant une recherche empirique, nous avons accéléré notre algorithme et
cueilli des données sur l'arbre d'exécution. Ce chapitre se consacre aux plus impor-
tantes des ces accélérations et données.
D'abord, à la section 5.1 nous présentons les accélérations que nous avons trouvées
empiriquement. Celles-ci se rapportent au calcul de la loi d'annulation par la fonction
Lat (section 5.1.1), au calcul de la fonction 0 servant à calculer les cycles des permu-
tations (5.1.2) et finalement à l'essai de nouvelles relations d'ordre de boucles(5.1.3).
En conclusion, un calcul permettant d'estimer le temps réel que demande une exé-
cution pour n = 9 est présenté.
5.1 Accélérations empiriques
Nous avons construit l'algorithme CompteRep3 du chapitre précédent à partir de
l'algorithme de base CompteRep grâce à une étude théorique du problème. Une étude,
partiellement empirique cette fois, nous a permis de réduire encore le temps d'exécu-
tion.
Certains des calculs faits par l'algorithme CompteRepZ sont redondants si on effec-
tue une implementation simple de l'algorithme théorique et une programmation bête
des fonctions. La présente section a pour objectif de présenter les ajustements en im-
plementation qui, sans changer l'ordre d'exécution de l'algorithme, améliorent de façon
appréciable la constante multiplicative.
Le premier ajustement se fait au niveau du calcul de la fonction Lat (voir définition
4.5). L'algorithme CompteRep?) de la page 81, à chaque appel, effectue n appels de
Lat. Chacun de ces appels prend 2n itérations en pire cas. Entre ces appels, une seule
case de la structure C est modifiée et les mêmes calculs sont faits par la fonction Lat.
En fait, un seul appel est nécessaire et il suffit de préserver l'information calculée par
Lat, pour ensuite s'y référer en temps constant.
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Ensuite, il y a les calculs de la fonction 9 (voir section 3.5) permettant de com-
parer les cycles de deux permutations. Cette fonction est appelée deux fois à chaque
itération de l'algorithme CompteRepZ (voir section 3.2.3). Une fois pour la nouvelle
ligne construite et une seconde pour la deuxième ligne. Nous savons (selon l'arbre
d'exécution) que le nombre de deuxièmes lignes minimales est beaucoup plus petit que
le nombre total de noeuds. Il y a donc des calculs redondants.
Troisièmement, il y a la relation d'ordre des boucles (voir section 3.2.2) qui peut être
modifiée. La relation d'ordre définit comment les cases du carré latin C sont remplies
dans l'algorithme. En changeant cette relation d'ordre, nous générons les carrés latins
dans un ordre différent et nous coupons ainsi un arbre d'exécution différent.
Ces accélérations, qui sont détaillées dans les prochaines sections, ont permis de
réduire significativement le temps d'exécution. Sur une machine à 450 MHz, notre
solution accélérée sur une entrée de taille n = 8 a répondu en 6 heures comparativement
à une semaine précédemment.
5.1.1 Calcul de la loi d'annulation
La première amélioration empirique a été trouvée en évaluant la distribution du
temps d'exécution entres les procédures, sur une implementation basée sur l'algorithme
CompteRep3. Nous nous sommes ainsi aperçu qu'un module prenait plus du quart du
temps d'exécution total, le module implantant la fonction Lot.
Il est simple de comprendre que plusieurs calculs faits par Lot sont redondants.
À chaque appel de CompteRepS, la fonction Lat est appelée n fois. À chacun de ces
appels, C n'est modifié qu'en une seule valeur et P reste constant.
Il serait facile d'identifier une seule fois par appel de CompteRep3 les éléments de
la colonne et de la ligne de la case courante qui sont libres et garder cette information
dans une structure de données à accès direct. Il serait ensuite possible de vérifier en
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temps constant si une valeur est libre.
Nous utilisons un tableau pour garder le résultat du calcul des cases libres. Ensuite,
il suffit de vérifier quelles valeurs peuvent être mises à la case P pour respecter les lois
d'annulation. Nous avons divisé en deux fonctions ce calcul.
Définition 5.1 Soit la fonction lib : £n* x N x £ -» {VRAI, FAUX}, définie comme
suit :
P,s) =
VRAI si la colonne col(P) et la ligne lig(P) de C ne
contiennent pas le symbole s.
FAUX dans les autres cas.
Définition 5.2 Soit LIB G {VRAI, FAUX}71 le vecteur défini de la façon suivante :
LIB = (lib{C,P,0),....,lib{C,P,n- 1))
Le calcul de LIB demande donc n appels de lib prenant n itérations, si on effectue




2 LIB = VRAI11
3 POUR x va de 0 a lig{P) FAIRE
4 LIB[C[x][col(P)]} = FAUX
5 POUR x vadeO a col(P) FAIRE
6 LIB(C[lig(P)][x]) = FAUX
6 RETOURNE LIB
L'algorithme CompteRepA qui suit est basé sur l'algorithme CompteRep3 pour





2 SI col(P) = 0 ALORS
3 SI 6{C[lig(P) - 1]) < 6{C[Î\) ALORS RETOURNE 0
4 5 / reP2(C, l(P)) = FAUX ALORS RETOURNE 0
5 P = suiv(P)
6 SI P>n2 ALORS RETOURNE 1
7 LIB = CalculLIB{C, P)
8 Nombre = 0
9 POUR chaque x e B FAIRE
10 SI LIB[x] = FiîA/ ALORS
12 C[/(P)][c(P)]=a;
13 Nombre = Nombre + CompteRepA(C, Suiv(P))
14 RETOURNE Nombre
Analysons ce nouvel algorithme comparativement à CompteRep3. CompteRep3
effectue n appels de la fonction Lat qui demandent un temps O(n) en pire cas. Le
nouvel algorithme n'effectue qu'un appel de LIB qui demande aussi un temps O(n)
en pire cas. Si on considère le nombre de fois que le module CompteRepA est appelé
en une exécution (O(iso(n)), il s'agit là d'un gain appréciable. De l'ordre de 30 pour
cent lors de l'implémentation que nous avons effectuée.
5.1.2 Les cycles de la deuxième ligne
Au cours de cette section, nous allons éliminer des calculs redondants de la fonction
9 (voir section 3.2.3). Rappelons que la fonction 6 a pour domaine l'ensemble des
permutations d'un ensemble. La cardinalité de cet ensemble étant, pour un support
S, n\ où n = \S .
À chaque noeud de l'arbre d'exécution la fonction 9 est calculée pour deux entrées :
la permutation représentant la deuxième ligne et une autre permutation représentant
la nouvelle ligne. Le nombre de noeuds d'un arbre d'exécution pour n suffisamment
grand (n > 7) est largement supérieur à n\. Plusieurs calculs sont donc redondants
pour ce qui est de la fonction 9.
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La redondance la plus évidente apparaît lors du calcul de la fonction 9 pour la
deuxième ligne. Sur l'arbre d'exécution, tous les noeuds de profondeur 1 ont des des-
cendants ayant la même deuxième ligne qu'eux. Le calcul de 9 n'a donc à être fait
qu'une fois pour chacune de ces branches. Il existe plusieurs façons simples d'implé-
menter cela à partir de l'algorithme CompteRepA.
La méthode la plus efficace à laquelle nous pensons serait de calculer la fonction 6
sur l'ensemble de son domaine et d'accéder ensuite à l'information en temps constant.
Nous avons utilisé une autre méthode plus près de l'arbre d'exécution et plus simple à
implémenter.
Cette méthode consiste à séparer la fouille de l'arbre d'exécution en deux algo-
rithmes. Le premier, que nous appelons CompteRec, fouille les noeuds de surface dans
l'arbre d'exécution. À partir d'une profondeur déterminée, un autre algorithme, sem-
blable à CompteRepA, fouille les sous-arbres correspondant aux feuilles de CompteRec.
L'avantage de cette méthode est qu'elle permet d'effectuer des calculs différents
selon la profondeur de l'arbre. Lors d'expérimentations, cela s'est avéré très utile.
Nous avons alternativement utilisé les différentes accélérations pour en constater l'im-
portance aux différentes profondeurs. De plus ce nouvel algorithme est plus facile à
paralléliser.
Prenons l'algorithme CompteRec suivant qui permet d'effectuer les calculs aux
noeuds de surface dans l'arbre d'exécution complet. Il appelle CompteRep5 à la ligne
6 pour fouiller les sous-arbres. F est le nombre de cases remplies avant l'appel de
CompteRepb pour la fouille du sous-arbre.
L'algorithme CompteRepb est identique à CompteRepA à l'exception de la ligne 3.
Cette ligne utilise le résultat du calcul de 0(C[1]) reçu en paramètre dans la variable




2 SI col{P) = 0 ALORS
3 SI reP2(C, l(P) = FAUX) ALORS RETOURNE 0
4 P = suiv(P)
5 SI P>F ALORS
6 RETOURNE CompteRep5{C,P,6(C[l}))
7 LIB = CalculLIB(C, P)
8 Nombre = 0
9 POUR chaque x € B FAIRE
10 SI LIB[x] = VRAI ALORS
12 C[l(P)][c(P)} = x
13 Nombre — Nombre + CompteRec(C, Suiv(P))
14 RETOURNE Nombre
Algorithme : 5.4
1 CompteRep5(C, P, L2)
2 SI col(P) = 0 ALORS
3 5 / 6{C[lig{P) - 1]) < L2) ALOtfS RETOURNE 0
4 5 / rep2(C, %(P)) = FAUX ALORS RETOURNE 0
5 P = suiv(P)
6 SI P>n2 ALORS RETOURNE 1
7 LIB = CalculLIB(C,P)
8 Nombre = 0
9 POC/i2 c/iaçue x G 5 FAIRE
10 5
12
13 Nombre = Nombre + CompteRepA{C, Suiv(P))
14 RETOURNE Nombre
L'élimination des calculs de cycles redondants a permis de réduire le temps d'exé-
cution de la solution implantée de 20 pour cent pour n = 7. Toutefois, aucun test
pour n = 8 n'a été fait et il est possible que pour cette taille, le gain en temps soit
supérieur comme inférieur. En effet, à ce stade l'algorithme CompteRec(C, P) calcule
les classes d'isomorphisme pour n = 7 en 300 secondes sur un Pentium cadencé à 450
MHz. Nous croyons qu'il faudrait cependant plusieurs semaines pour une exécution
de n = 8, d'après les essais sommaires que nous avons faits.
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5.1.3 Les relations d'ordre
Nous avons défini à la section 3.2.2 une relation d'ordre générale pour comparer les
boucles. Nous avions alors signalé que cette relation d'ordre était appelée à changer.
Nous allons au cours de cette section poser de nouvelles relations d'ordre de façon à
ordonner les cases des boucles de façon différente. Cela permet de construire des arbres
d'exécution différents.
Nous allons commencer par définir une matrice, que nous appelons canevas, ordon-
nant les cases des tables de multiplication des boucles.
Exemple



















































Nous allons ordonner les cases des tables de multiplication de ces deux boucles à
l'aide de la matrice M suivante :
0 1 2 3
4 8 7 9
M =
5 10 12 13
6 11 14 15
Ainsi, on compare les cases des tables de multiplication des boucles B et B' selon
l'ordre définit par M. On remarque ainsi que les 7 premiers éléments définit par M
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sont identiques dans B et B'. Par contre, l'élément 8 est plus grand pour la boucle B
(2) que la boucle B' (0).
Définitions
Nous allons maintenant fournir quelques définitions afin de formaliser la notion
de canevas dont nous avons besoin pour définir de nouvelles relations d'ordre sur les
boucles.
Définition 5.3 Définissons un canevas d'ordre n comme une matrice de taille n x n
remplie avec les nombres 0 à n2 — 1 d'une manière quelconque.
Un canevas permet d'assigner un numéro unique à chacune des cases de la table de
multiplication d'une boucle. Nous appelons canevas standard un canevas de taille n
où à la ligne 0 < l < n et la colonne 0 < c < n on retrouve la valeur I x n + c. Notons
que l'utilisation d'un canevas standard M revient à l'utilisation de la relation d'ordre
de la section 3.2.2.
La fonction f(B,M) '^ s u ^ associe chaque élément du canevas M à un élément de
la boucle B. Ensuite, la fonction Q,M construit pour chaque boucle le mot qui est
comparé en concaténant les n2 éléments calculés par la fonction f(B,M)-
Définit ion 5.4 Soit la fonction f(B,M) '• {0' ••••> \B\2 — 1} —> •# définie, pour (B, •) une
boucle et M un canevas, de la façon suivante :
L'élément de la table de multiplication de B à la position cor-
f(B,M)ii)={ , ,
respondant a i dans M.
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Exemple
Si on considère le canevas M et la boucle B suivante :
M =
0 1 2 3
4 5 6 7
8 9 10 11



























Alors /(M,B)(5) = 0, et / (M,B)(14) = 1.
Définition 5.5 Soit P{ l'ensemble de toutes les boucles de taille i.
Définition 5.6 Soit Bn, n > 0, l'ensemble des mots de longueur n appartenant au
monoïde libre B*.
Définition 5.7 Soit Cl M '• Pn ~> Bn une fonction définie pour M, un canevas d'ordre
n, comme la concaténation des n2 éléments calculés par f(B,M){i)> 0 < i < n2.
Pour comparer deux boucles B et B', nous comparerons lexicographiquement les
mots CIM(B) et CIM(B'). Lorsqu'il n'y a pas de confusion possible, nous écrivons
B < B' afin d'écourter ClM{B) < ClM(B').
Exemple
Soit M le canevas suivant :
M =
0 1 2 3
4 5 6 7
8 9 10 11
12 13 14 15
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nous avons VtM{B) = 0123103223013210.
Implantations
Pour utiliser les canevas dans nos algorithmes nous allons devoir modifier la fonction
suivn, de la définition 4.6 page 44, pour implanter la nouvelle relation d'ordre. Les
deux prochaines fonctions permettent de définir la relation d'ordre utilisée pour la
construction et la comparaison des carrés latins. La première fonction sert à simplifier
l'utilisation du canevas.
Définition 5.8 Pourn > 1 et M un canevas d'ordre n, définissons la fonction cariM '•
{0, ...,n2}—> {0, ...,n2} de la façon suivante : carbM(x) = M[lig(x)][col(x)].
On voit que can^ est une bijection et il est donc possible d'utiliser canjj la fonction
inverse. La prochaine fonction permet de calculer, à partir d'une position donnée, la
case suivante en respectant le canevas.




Pour bien comprendre la définition, prenons un canevas M définissant une relation












II faut comprendre qu'une telle relation d'ordre est très erratique et n'est utilisée ici
qu'à titre d'exemple. Si on voulait évaluer suiv^(2), on ferait les calculs suivants :
canM(2) = M[lig(2)][col(2)] = M[2][0] = 3. Comme canM(x) < n2 - 1, on est
dans le premier cas et SUWM(2) = can~^(cariM(x) + 1) = canj}{^) = 6.
Pour alléger l'écriture, lorsqu'il n'y a pas de confusion possible quant au canevas
M utilisé, nous notons suiv et can les fonctions suivM et canM- Si aucun canevas
n'est défini, on utilise par défaut le canevas standard. Notons qu'en tel cas suivn(x) =
) pour tout x, M le canevas standard de taille n x n.
Le premier canevas que nous présentons ordonne les cases des boucles en ordre de
lignes et de colonnes. L'intuition est de commencer à remplir C par la première ligne,
puis la première colonne. Ensuite, les cases vides de la deuxième ligne et celles de la
deuxième colonne, et ainsi de suite.
Cependant, les calculs des cycles minimaux sont faits aux positions P où col(P) — 0.
À ces positions, 6(C[lig(P) — 1]) est calculé. Ainsi les cases de la ligne lig(P) — 1 doivent
être remplies lorsque l'algorithme arrive à P. Comme tous les carrés construits par nos
algorithmes sont réduits, ils ont tous la même première colonne. Nous ordonnons donc
ces cases pour que le nouveau canevas M\ calcule correctement les cycles. L'exemple
pour n = 6 clarifie très bien cela.
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Exemple
Pour n = 6, on obtient le canevas M\ suivant :
0 1 2 3 4 5
6 7 8 9 10 11
16 12 17 18 19 20
24 13 21 25 26 27
30 14 22 28 31 32
34 15 23 29 33 35
La fonction 9 est calculée aux cases où M[P] 6 {16,24,30,34,36} et à chacune
d'elles, la ligne lig(P) — 1 est remplie en entier. Rappelons que selon la définition de
suiv, suiv(35) = 36 et que suiv(36) = 36.
L'arbre construit avec le canevas M\ présente moins de feuilles que celui construit
avec M, le canevas standard (voir section 4.3.1), comme le montre la dernière ligne
des tableaux 12 à 14. Cependant, le temps d'exécution de notre solution implantée
est pratiquement le même qu'avec le canevas initial. Quelques essais simples nous
ont permis de déterminer que les calculs permettant d'identifier les rectangles non
minimaux (la fonction rep2) prennent plus de temps que la fouille des sous-arbres
correspondants.
En effet, même si l'arbre d'exécution construit avec M\ a moins de feuilles, il com-
prend beaucoup plus de noeuds aux profondeurs intermédiaires. Nous avons donc
conçu un algorithme qui fusionne les avantages des canevas M et M\. Ce nouveau ca-
nevas, que nous nommons M2, commence par remplir la première ligne et la première
colonne comme M\. Ensuite, les cases restantes sont remplies en ligne comme pour
M. Ainsi, un arbre ayant moins de feuilles est construit grâce à l'héritage de M\. En
plus, les coupures des rectangles non minimaux et des cycles minimaux permettent de
construire un arbre ayant moins de noeuds.
Exemple
Pour n = 6, on obtient le canevas M2 suivant
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0 1 2 3 4 5
6 7 8 9 10 11
16 12 17 18 19 20
21 13 22 23 24 25
26 14 27 28 29 30
31 15 32 33 34 35
Résultat
Les tableaux 12 à 14 présentent le nombre de feuilles des arbres d'exécution pour
5 < n < 7 construit par l'algorithme CompteRec modifié. La première colonne indique
la profondeur dans l'arbre d'exécution. Les trois autres colonnes indiquent le nombre
de noeuds en utilisant les canevas M, M\ et Mi.
Le lecteur remarquera que le nombre de rectangles de deux lignes est plus grand
pour les canevas M\ et M% que M. Cela vient du fait que la deuxième colonne est
remplie avant la première case de la troisième ligne dans ces deux cas.
5.1.4 Conclusion
Nous avons essayé quelques autres canevas sans grand succès quant au nombre de
noeuds. Certaines idées nous semblent cependant de bonnes veines à explorer pour
construire un arbre d'exécution différent et ainsi couper d'autres branches de l'arbre.























































TAB. 13: Nombre de rectangles latins (n = 6) selon le canevas
feuilles et une largeur dans le même ordre que le nombre de classes d'isomorphisme,
nous croyons que les gains ne feraient qu'améliorer la constante.
On pourrait, par exemple, considérer une relation d'ordre liée aux cycles. Celle-ci
pourrait ordonner les carrés latins selon la taille et les éléments des cycles des carrés
latins. Il serait en tel cas possible de ne construire que des lignes respectant les cycles
(voir section 4.4.1) et ainsi éviter les calculs de la fonction 6 de la section 3.2.3. Une
telle relation d'ordre pourrait permettre de changer radicalement l'approche pour la


































TAB. 14: Nombre de rectangles latins (n = 7) selon le canevas
On peut aussi penser à une relation d'ordre qui change en fonction de la deuxième
ligne. Cela pourrait permettre de définir une relation d'ordre qui serait moins longue
à calculer. On pourrait ainsi trouver des représentants selon un critère différent pour
chaque sous-arbre associé à un rectangle latin minimal, le plus grand par exemple.
Ce ne sont là, bien sûr, que des idées embryonnaires. Nous avons axé notre recherche
sur la construction d'un arbre ayant un nombre de noeuds raisonnable plutôt que sur
la structure de cet arbre.
5.2 Analyse théorique des deuxièmes lignes minimales
On remarque que le nombre de permutations possibles pour un ordre n est lié aux
partages d'entiers. Donnons la définition de ces partages d'entiers pour ensuite faire
le lien avec le calcul nous intéressant.
Le chapitre 3 de [13] traite des partages d'entiers et est d'ailleurs la ressource
utilisée pour les définitions et exemples qui suivent. Le lecteur trouvera également des
spécificités plus théoriques dans [11].
I l l
Définition 5.9 Un partage d'entiers de m, m G N, est une représentation de m
comme une somme de n entiers positifs ai,..., an. On note P(m) le nombre de partages
d'entiers de m.
Exemple
Pour m = 6, P(m) = 11 et ces 11 partages d'entiers sont :
1)6 5)3 + 3 9)2 + 2 + 1 + 1
2) 5 + 1 6) 3 + 2 + 1 10) 2 + 1 + 1 + 1 + 1
3)4 + 2 7)3 + 1 + 1 + 1 11)1 + 1 + 1 + 1 + 1 + 1
4) 4 + 1 + 1 8) 2 + 2 + 2
Nous ne connaissons pas de formule pour calculer exactement P(m), mais nous
savons que P(m) est dans O(e7r*/^p/m), selon [13]. Il existe une théorie sur les
partages d'entiers ordonnés, non ordonnés, etc. Nous nous limitons ici aux partages
d'entiers n'ayant qu'une restriction : pas d'éléments valant 1. Des partages précédents,




2 + 2 + 2
II existe une correspondance entre ces quatre partages de 6 et les deuxièmes lignes
minimales de représentants d'ordre 6. En effet, ces quatre partages donnent exactement
la taille des cycles des deuxièmes lignes minimales pour n = 6.
Il faut se rappeler que, sur une deuxième ligne minimale, le premier cycle contient
toujours l'élément neutre et que les autres sont en ordre de taille (voir définition 3.7
page 50). Donc, le nombre de deuxièmes lignes est fortement lié au partage d'entiers.
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Définition 5.10 Soit m un entier, notons NB(m) le nombre de partages de n sans
l'élément neutre.
Théorème 5.1 Le nombre de deuxièmes lignes minimales pour une taille n est :
2<i<n
Preuve Ce calcul est le résultat direct des définitions. Prenons un premier cycle
de taille p. Alors il y a NB(n — p) façons de partager n — p sans 1. C'est également le
nombre de façon de diviser en cycles, les points fixes étant impossibles dans un carré
latin. Il suffit d'additionner pour chaque p possible. Notons que le cas où p — n — 1
implique NB(n-p) = NB(n-n+ 1) = 0. D
II est donc possible de calculer une borne supérieure au nombre de deuxièmes lignes
minimales. Cependant, dans le cadre du problème de génération complète auquel nous
nous sommes attaqué, il est plus simple de calculer le nombre de rectangles latins
minimaux de deux lignes que d'appliquer la théorie des partages d'entiers.
5.3 Analyse empirique
Nous allons dans cette section présenter l'importance de l'accélération liée aux
permutations réduites pour le calcul de la fonction rep2. Il est difficile de quantifier
celle-ci théoriquement. Dans une solution implantée, elle a permis de réduire de 75
pour cent le temps d'exécution pour n = 7 et n = 8.
Ensuite, nous présentons des mesures sur le déroulement d'une exécution. Cela
permet d'appuyer notre intuition quant au fait que l'arbre d'exécution construit par
notre algorithme accéléré est dépendant du nombre de classes d'isomorphisme et non
du nombre de boucles.
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5.3.1 La réduction des permutations pour le calcul de rep2
Nous avons, à la section 4.5, réduit le nombre de permutations utilisées pour le
calcul de la fonction rep2. Nous allons comparer dans cette section le nombre de ces
permutations avec les (n — 1)! permutations initiales.
Rappelons que la section 4.5 comprend en détail la nature des permutations préser-
vant la deuxième ligne. Rappelons rapidement que tous les rectangles latins générés par
l'algorithme CompteRec ont la même deuxième ligne que leur représentant. Les per-
mutations qui permettent de préserver la deuxième ligne sont celles qui ne permutent
que les éléments appartenant à des cycles de même taille. De plus, elles ne permutent
le 1 qu'avec les éléments a ayant des cycles de même taille que 1 (i.e. 0(1) = 6(a)).
Enfin, lorsqu'un élément d'un cycle est renommé, les autres n'ont qu'une façon de
l'être.
Le calcul de rep2, quelles que soient les permutations utilisées (réduites ou non),
ne prend pas toujours le même nombre d'itérations puisqu'il s'agit d'un algorithme de
recherche. Il est donc difficile de comparer les temps d'exécution de celui-ci selon les
permutations utilisées. Nous savons toutefois, par expérimentation, que l'accélération
par les permutations réduites est importante. Particulièrement, si l'algorithme de
génération des carrés latins utilisé implémente l'accélération par les rectangles latins
minimaux de la section 4.4.2. L'implémentation que nous avons faite des permutations
réduites a permis de diminuer au quart le temps d'exécution pour n = 7 et 8.
Nous présentons les mesures sur les permutations utilisées par rep2 pour les ordres
6 à 8 dans les tableaux 15 à 17. Nous commençons par l'explication des mesures
de ces tableaux puis nous les présentons aux pages 115 et 116. Finalement nous les
commentons en guise de conclusion.
Premièrement, fournissons l'explication des tableaux. Le nombre de permuta-
tions réduites est dépendant de la deuxième ligne. La première colonne identifie
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ces deuxièmes lignes par une représentation en cycle. La deuxième colonne donne
le nombre de permutations réduites fixant 1 (permutation n^ de la définition 4.20)
pour chaque deuxième ligne minimale.
Les colonnes Représentants et Rejetés se rapportent aux feuilles de l'arbre d'exé-
cution. La colonne Représentants indique le nombre de feuilles de l'arbre d'exécution
correspondant à des représentants. La colonne Rejetés dénombre les autres feuilles,
toujours selon les deuxième lignes minimales.
Pour comprendre la dernière colonne, il faut se rappeler la définition 4.20 qui divise
les permutations réduites en trois permutations. À chaque noeuds i, d permutations
7Ti sont utilisées, 1 < Q < n — 1. En effet, la permutation identité peut toujours être
utilisée et en pire cas toutes les autres, élément neutre exclu, auraient les même cycles.
La colonne Candidat est la somme de ces C; pour la fouille du sous-arbre de chaque
deuxième ligne minimale.
Exemple
Prenons la 5eme ligne du tableau 17.
2eme ligne Permutations Représentants Rejetés Condidats
(120)(43)(675) 2(1!) x 3(1!) = 6 16 562 664 5 049 360 28 792 392
On interprète cette ligne de la façon suivante :
- Le sous-arbre ayant comme deuxième ligne (120)(43)(675) compte 21 612 024
feuilles (16 562 664 + 5 049 360J.
- 16 562 664 de ces feuilles correspondent à des représentants.
- R y a 6 permutations réduites ne renommant pas le 1. Le calcul est le suivant :
On a 0((12O)(43)(675)) = 37788888. On développe ensuite JJi(n-°O • (n - <n)\ :
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= 2(1!) x 3(1!) = 6 permutations réduites fixant 1.
- 28 792 392 permutations n\ ont été utilisées pour déterminer les 5 049 360 feuilles
ne correspondant pas à des représentants.
Avant de présenter les tableaux, notons que des relations d'ordre différentes (autre
canevas) ou des différences d'implémentations pourraient mener à des résultats légère-































TAB. 15: Nombre de permutations (n = 6)
Les mesures des tableaux 15 à 17 révèlent plusieurs choses intéressantes sur le
calcul de rep2. Nous allons les démontrer en comparant les valeurs trouvées avec les
maximums théoriques pour en apprécier l'importance.
Commençons par les résultats de la deuxième colonne qui dénombrent les permu-
tations 7T3 en fonction de la deuxième ligne. Ce sont les permutations réduites fixant
le 1. On peut voir qu'elles sont moins nombreuses que l'ensemble des permutations
fixant le 1 qui sont au nombre de (n — 2)!. Même pour les deuxièmes lignes ayant le
plus de permutations 713, il s'agit d'une accélération importante.
De plus, le nombre de permutations échangeant le 1 (permutation TI^) est très
faible. On sait qu'il faut essayer au moins une permutation 71^  à chaque feuille. Or on









































TAB. 16: Nombre de permutations (n = 7)
2eme ligne Permutations
(10)(32)(54)(76)




































































TAB. 17: Nombre de permutations (n = 8)
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fouillées ont nécessité plus d'un candidat. L'accélération en temps réel du calcul de
rep2 nous a permis de générer les carrés latins d'ordre 8 en 6 heures sur un Pentium
cadencé à 90QMz et celles d'ordre 7 en 5 secondes.
5.3.2 Temps d'exécution
Nous parlons de débit au cours des prochaines pages pour signifier le nombre de re-
présentants trouvés en fonction de temps. Nous parlons de façon analogue d'accélération
pour les variations de ce débit.
Nous allons commencer par représenter le débit pour une fouille complète des arbres
d'exécution de n — 7 et n = 8. En se référant aux deux graphiques des figures 6 et 7,
notons que les courbes sont presque linéaires jusqu'à la toute fin. Cette observation
vient appuyer ce que nous avons avancé à la section 4.3.5, à savoir que le temps d'exé-
cution de l'algorithme de génération CompteRep2 est fonction du nombre de classes
d'isomorphisme et non du nombre total de boucles.















FlG. 6: Représentants trouvés en fonction du temps (n = 7)
Remarquons sur le graphique de la figure 7 qu'il y a des changements subtils de
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FlG. 7: Représentants trouvés en fonction du temps (n = 8)
pentes. Ces différents temps représentent les fouilles des différents sous-arbres ayant
pour racine les rectangles latins minimaux de deux lignes. Le tableau 18 fournit les
bornes en fonction du temps de l'exécution représentée à la figure 7.
On sait, comme la section 5.3.1 le démontre, que le nombre de permutations utilisées
pour calculer la fonction rep2 sur un rectangle latin est fonction de la deuxième ligne
de ce carré latin. On peut constater que le débit n'est pas fonction de ce nombre.
En effet, il ne semble pas y avoir de corrélation entre la colonne Permutations et la
colonne Débit.
Les graphiques des figures 6 et 7 nous portent à croire que le comportement général
d'une courbe pour n = 9 serait similaire. Nous n'en avons pas la certitude puisqu'il
semblerait que le débit soit non linéaire à la fin. En effet, à travers toutes les fouilles
de l'arbre d'exécution que nous avons faites, utilisant alternativement les différentes
accélérations, nous avons remarqué que le débit réduisait toujours en fin d'exécution.
Notre étude nous a permis de déterminer que ce segment, dont le débit nous semble
non linéaire, correspond à la fouille du sous-arbre ayant pour racine le rectangle dont
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TAB. 18: Statistiques de la fouille des sous-arbres (rectangles minimaux n = 8)
la deuxième ligne n'a qu'un cycle de taille n. Nous nommons dernier sous-arbre le
sous-arbre du noeud correspondant à ce rectangle dans l'arbre d'exécution réduit.
Exemple




















Nous avons effectué la fouille de ce sous-arbre afin de nous assurer que le ralentisse-
ment du débit en fin d'exécution n'est pas trop important pour n = 9 et qu'une fouille
complète de l'arbre d'exécution pour n = 9 est envisageable. Le programme a mis
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une centaine de jours à répondre, sur une machine cadencée à 450 MHz. Nous avons
ainsi compté 777 308 122 classes d'isomorphisme et à notre connaissance il s'agit là
d'un résultat original. Rappelons que le nombre de classes d'isomorphisme de boucles
d'ordre 9 est 9 365 022 303 540 selon [20].
De plus, il semble que nos doutes étaient fondés puisque lors de la fouille de ce
dernier sous-arbre le débit a réduit considérablement. De 3000 représentants par se-
conde au départ, il a réduit en fin d'exécution jusqu'à prendre plusieurs heures par
représentant. Les graphiques 8 à 10 montrent le débit en fonction du temps pour n
allant de 7 à 9.





FlG. 8: Débit en fonction du temps (n = 9)
Expliquons que l'exécution pour n — 7 ne prend que 4 secondes et qu'il est ainsi
difficile d'effectuer une cueillette précise de données. Quant au graphique pour n = 9,
nous nous attendions à une exécution d'une dizaine de jours. Ce n'est qu'en nous
rendant compte de notre erreur, après un mois, que nous avons commencé la cueillette































FlG. 9: Débit en fonction du temps (n = 8)
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FlG. 10: Débit en fonction du temps (n = 9)
permettent tout de même de voir que les débits pour ces fouilles ne sont pas constants
et ralentissent radicalement en fin d'exécution, particulièrement pour n = 9.
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5.4 Conclusion
Nous croyons, à partir de l'observation des résultats de ce chapitre, pouvoir estimer
le temps que prendrait une fouille complète de l'arbre d'exécution pour n — 9. Nous
devons d'abord supposer que le comportement du débit pour n = 9 est similaire à celui
de n = 7 et n = 8.
On peut raisonnablement le penser puisqu'il semble que ce soit vrai pour la fouille
du dernier sous-arbre. De plus, des fouilles partielles des sous-arbres correspondant
aux autres rectangles latins minimaux nous portent à croire que le débit est linéaire
pour chacun d'eux. Nous savons que le temps pour la fouille du dernier sous-arbre
(n = 9) est d'une centaine de jours.
Nous avons exécuté l'algorithme pendant deux jours et avons ainsi trouvé un débit
de 1200 représentants par seconde pour le premier sous-arbre. Nous savons qu'au début
de la fouille du dernier sous-arbre le débit était de 3000 représentants par seconde. Nous
croyons qu'il est raisonnable de penser que le débit moyen se situe entre 1200 et 3000
représentants par seconde. Si on pose une moyenne de 2000 représentants par seconde,
une exécution complète pour n = 9 prendrait environ 150 ans. En parallélisant sur
quelques centaines de processeurs, il serait donc possible de ramener l'exécution à
quelques mois.
Pour la taille du fichier contenant cette information, par contre, un gros problème
se pose. En effet, prenons une bijection des boucles vers les entiers. Il faudrait tout de
même 44 bits au minimum pour écrire chaque élément de l'image. Ce qui impliquerait
un fichier d'au moins 50 000 Go pour tous les représentants de classes d'isomorphisme.
Avec les technologies actuelles, c'est 1000 fois trop volumineux.
CONCLUSION
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Nous présentons une conclusion en trois étapes. D'abord, nous reprenons l'ensemble
des points importants de notre recherche et nous faisons ensuite ressortir les résultats
qui nous semblent les plus importants. Ensuite, nous expliquons quelles utilisations
pourraient être faites de notre algorithme dans le futur. Finalement, nous présentons
les voies de recherche pour accélérer notre algorithme.
6.1 Discussion
L'objet de notre recherche, au départ, était de générer les classes d'isomorphisme
d'ordre 8. Il existait alors un algorithme de base qui permettait de le faire. Cepen-
dant, le temps d'exécution de cet algorithme ne permettait pas, avec les technologies
actuelles, de penser avoir une réponse dans un laps de temps raisonnable.
Nous avons effectué en premier lieu une étude empirique de l'exécution de l'algo-
rithme de base. Rappelons que l'algorithme de base est récursif et effectue une fouille
en profondeur d'un arbre. À certains moments, notre solution implantée fouillait pen-
dant des temps considérables sans trouver aucun représentant pour ensuite en trouver
de longues séries. Nous avons donc pensé que l'arbre d'exécution avait des branches
contenant plusieurs représentants alors que d'autres n'en contenaient aucun.
C'est en analysant les représentants d'ordre 5 à 7 que nous avons découvert quelles
branches contenaient des représentants et quelles branches n'en contenaient pas. Nous
avons alors généralisé nos observations sous la forme de nouveaux algorithmes ne
fouillant que les branches identifiées. En analysant les conditions posées pour continuer
la recherche, nous avons ensuite découvert certaines propriétés communes à toutes les
feuilles du nouvel arbre d'exécution. À partir de ces propriétés, nous avons finalement
réduit les calculs faits à chaque feuille.
Ce nouvel algorithme était beaucoup plus rapide que l'algorithme de base mais
toujours trop lent. Nous avons donc effectué une panoplie d'essais afin d'améliorer
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le temps d'exécution. Plusieurs de ces essais sont restés sans succès, mais d'autres
nous ont permis de réduire le temps d'exécution. La meilleure exécution pour n = 8
a demandé 6 heures pour s'exécuter sur une machine cadencée à 900 MHz .
Les résultats les plus importants, selon nous, sont d'abord l'atteinte de l'objectif
initial soit de générer les classes d'isomorphisme d'ordre 8. Nous avons également
caractérisé la deuxième ligne de tout représentant de classe. Finalement, nous avons
énuméré les classes d'isomorphisme de boucles d'ordre 9 n'ayant que des cycles de taille
9.
6.2 Utilisation de l'algorithme
Nous avons effleuré l'étude des boucles d'ordre supérieur à 8 dans la conclusion du
chapitre 5. Nous allons ici approfondir l'utilisation de l'algorithme pour la recherche
de contre-exemples. De plus, nous discutons brièvement des algorithmes des chapitres
précédents pour les paralléliser.
Enfin, il y a la génération des classes d'isotopie. Nous avons expliqué à la section
2.2.2 les raisons qui nous ont poussé à nous intéresser aux classes d'isomorphisme. Cela
n'exclut pas le fait que nos algorithmes pourraient peut-être être ajustés pour générer
les classes d'isotopie.
6.2.1 Étude des boucles d'ordres supérieurs à 8
Nous avons généré toutes les boucles d'ordre 8 et moins. Nous l'avons fait pour
fournir le matériel permettant d'étudier et éventuellement comprendre les boucles. Cet
objectif est atteint et l'algorithme que nous avons présenté permettra d'effectuer la
recherche future sur les boucles.
En effet, si on pense avoir trouvé une propriété générale des boucles, il suffit d'un
seul contre-exemple pour prouver qu'elle est fausse et diriger ainsi la recherche. Notre
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algorithme permet de générer en temps raisonnable toutes les classes d'isomorphisme
d'ordre inférieur à 9. Mais plus encore, il permet de générer un grand nombre de classes
d'isomorphisme d'ordre supérieur à 8.
L'utilisation d'algorithmes de génération des chapitres 4 et 5 pour construire des
algorithmes de recherche pourrait permettre de trouver des contre-exemples à certaines
présumées propriétés. Prenons un exemple précis pour comprendre l'idée.
Exemple
Supposons P : A^ —*• {VRAI, FAUX}, une fonction calculant une propriété P
que l'on croit vraie pour tout carré latin. On peut chercher des contre-exemples pour P
à l'aide de l'un des algorithmes d'enumeration du chapitre 4 ou 5. Il suffit de calculer
P{C) à la ligne qui retourne 1 puisque qu'à cette ligne un nouveau représentant de
classe d'isomorphisme a été trouvé. Il suffit alors d'arrêter la recursion si P(C) =
FAUX, impliquant qu'un contre-exemple a été trouvé.
Il est possible de modifier l'algorithme de la section 5.1.2 pour fouiller l'arbre d'exé-
cution plus globalement. En effet, il pourrait être intéressant de tester au moins un
représentant pour chaque deuxième ligne. Pour le faire, rappelons que lorsqu'un point
donné est atteint (can(P) > F) dans l'algorithme CompteRec, l'appel d'un autre al-
gorithme y est fait (CompteRepb). Ainsi, il est possible d'effectuer dans cet autre
algorithme la vérification de la propriété. Il faut alors décider de quelle façon ce sous-
arbre sera fouillé. On pourrait par exemple y chercher un seul carré latin et le vérifier
ou encore fouiller durant un temps prédéterminé.
6.2.2 Parallélisation
Dans le cas où un grand nombre d'essais à la recherche d'un contre-exemple seraient
nécessaires, l'algorithme que nous présentons est récursif et facilement parallélisable.
Il suffit qu'un processeur principal génère des rectangles latins et appelle la fouille du
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sous-arbre d'exécution de chacun sur un processeur différent. Comme le nombre de
rectangles latins est extrêmement grand, la parallélisation peut se faire à très grande
échelle.
Exemple
On pourrait paralléliser sur 12 processeurs le génération de classes d'isomorphisme
de boucles d'ordre 8. Chacun des processeurs esclaves recevrait un des rectangles latins
minimaux de 2 lignes. On peut trouver ces deuxièmes lignes grâce à la construction
du théorème 3.4-1- À la fin de l'exécution, les différents résultats trouvés par les 11
processeurs esclaves seraient mis en commun.
Bien sûr, ce n'est pas une parallélisation optimale pour l'utilisation des ressources
puisque l'un des processeurs travaillerait très longtemps alors qu'un autre ne ferait que
peu d'effort. Nous savons que le nombre de feuilles n'est pas dans le même ordre de
grandeur pour chaque sous-arbre ayant un rectangle latin de deux lignes comme racine
(voir les tableaux 15 à 17).
Cette parallélisation pourrait utiliser un très grand nombre de processeurs puisqu'à
une certaine profondeur, l'arbre d'exécution a une largeur dans le même ordre que le
nombre de feuilles. Comme aucune communication n'est nécessaire entre les proces-
seurs, le débit d'exécution d'une exécution parallèle augmenterait théoriquement de
façon linéaire en fonction du nombre de processeurs.
6.2.3 Génération de classe d'isotopie
Les classes d'isotopie, que nous avons définies à la section 2.2.2, forment des struc-
tures combinatoires intéressantes à générer. Il est clair qu'il serait relativement simple,
à partir des classes d'isomorphisme, de générer toutes les classes d'isotopie. Cependant,
cela prendrait un temps plus long encore que de générer les classes d'isomorphisme.
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II serait plus intéressant d'étudier ces classes d'isotopie de la même façon que nous
avons étudié les classes d'isomorphisme et de concevoir un nouvel algorithme. Il serait
peut-être possible alors de caractériser les deuxièmes lignes des représentants de classes
d'isotopie comme nous l'avons fait pour les représentants de classes d'isomorphisme.
Selon la même idée, une étude des cycles pourrait être faite. De plus, les trois per-
mutations permettant de générer des isotopies (permutation d'éléments, de lignes et de
colonnes), pourraient être étudiées en profondeur. Le même genre de caractéristiques
que pour les représentants de classes d'isomorphisme serait peut-être ainsi découvert.
Comme nous savons que le nombre de classes d'isotopie est plus petit que le nombre de
classes d'isomorphisme (voir [18]) il serait peut-être possible de générer ou d'énumérer
les classes d'isotopie pour des ordres supérieurs à 8.
Bien sûr, nous n'avons fait qu'un survol des classes d'isotopie dans le cadre de notre
étude et n'avons donc aucune certitude quant à la généralisation de nos algorithmes
aux classes d'isotopie. Cependant, ces structures combinatoires sont liées puisque les
isomorphismes sont des isotopies.
6.3 Les accélérations de l'algorithme
L'algorithme 4.4 est le fruit d'une recherche théorique pour émonder l'arbre d'exé-
cution de même que pour réduire les calculs faits à chaque feuille. Certaines accé-
lérations, venues de recherches empiriques, ont été implantées par des modifications
mineures. Cependant, certaines idées n'ont pas été approfondies parce que les résultats
ne semblaient pas valoir l'effort ou encore parce que la recherche nécessaire était trop
ambitieuse. Nous présentons ici ces idées pour orienter les recherches futures.
Nous parlons d'abord de l'algorithme de génération CompteCarre de la page 68.
La base de celui-ci est demeurée inchangée au cours des accélérations. Nous croyons
que c'est le prochain point à attaquer pour améliorer le temps d'exécution des autres
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algorithmes.
Deuxièmement, nous fouillons encore des branches de l'arbre d'exécution sans y
trouver de représentant. Il serait peut-être possible de couper l'arbre d'exécution
encore et d'arriver à ne générer que des feuilles associées à un représentants.
6.3.1 Génération
Pour ce qui est de la génération des carrés latins proprement dite, nous construisons
l'arbre d'exécution avec une méthode de base. Somme toute, nous générons les carrés
latins par essais et erreurs. La figure 4 de la page 62 nous montre que même pour des
carrés d'ordre 4, un grand nombre de carrés latins partiels sont inutilement générés.
Le tableau 19 suivant donne le nombre de lignes partiellement complétées lors d'une
exécution de CompteRepX. Il s'agit du cas où Nombre est retourné à la dernière ligne
de l'algorithme sans qu'un seul appel récursif ne soit fait. En tel cas, il a été impossible
de terminer la ligne commencée. Or, il est toujours possible d'ajouter une ligne à un





















TAB. 19: Lignes incomplètes
II serait possible de générer les carrés latins ligne par ligne au lieu de case par case
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puisque les accélérations ne se calculent que lorsqu'une ligne est pleine. Ainsi, entre
chaque appel de la fonction de génération recursive, il y aurait n cases de plus de
remplies au lieu d'une seule. On peut penser pour ce faire à plusieurs méthodes.
La première méthode consisterait à construire le graphe de la figure 2 de la page
19 et d'y trouver les 1-facteurs par un calcul déterministe. Il a été prouvé que si on
prend le 1-facteur d'un graphe construit par la définition 2.18 sur un rectangle latin, ce
1-facteur calcule une nouvelle ligne pour le rectangle latin. Il serait possible d'étudier
la façon de calculer ces 1-facteurs pour arriver à trouver toutes les nouvelles lignes
possibles pour un rectangle latin donné en temps raisonnable.
Une seconde méthode consisterait à avoir une structure de données contenant les n\
permutations possibles d'un ensemble. Cette structure devrait être mise à jour à chaque
appel de la fonction de génération de telle façon que les permutations représentants
des nouvelles lignes possibles pour C soient connues et accessibles en temps linéaire.
Ce genre de structure pourrait prendre beaucoup de mémoire et être très complexe à
entretenir. Pour des ordres supérieurs à 7 et pour des rectangles de peu de lignes, nous
pensons tout de même que cela pourrait être une accélération.
Présentement, nous effectuons nn itérations pour construire chaque ligne avec la
méthode de base. Nous croyons qu'il serait possible par une recherche de mieux utiliser
ces nn itérations afin de générer plus rapidement chaque ligne.
6.3.2 Etude de la troisième ligne
Nous avons caractérisé les deuxièmes lignes des représentants de classes d'isomor-
phisme de carrés latins réduits. C'est l'un des résultats les plus importants de notre
étude au niveau de l'amélioration de temps d'exécution. Nous avons essayé sans succès
de caractériser les troisièmes lignes de la même façon.
Nous nous demandons s'il est possible de construire un arbre d'exécution dont
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chaque branche a au moins un représentant. En d'autres mots, concevoir un algorithme
qui ne génère que des rectangles latins ayant au moins un enfant représentant, ce qui
n'est pas le cas pour le moment. Prenons exemple sur le tableau de la figure 8 de la
page 84. Il y a 70 791 rectangles de taille 5 x 7 . De ceux ci, 11 415 ne respectent pas
les cycles, donc l'algorithme ne fouille les sous-arbres que de 59 376 de ces rectangles
latins. On peut voir qu'il y a 78 646 feuilles à l'arbre d'exécution de CompteRepS. Il
y a donc des rectangles latins minimaux qui n'ont pas d'enfants.
La première étape vers la conception d'un algorithme ne générant que des carrés
latins minimaux serait de caractériser la troisième ligne des représentants de classe
d'isomorphisme. Il serait peut-être intéressant aussi de caractériser la deuxième co-
lonne dans le cadre d'un algorithme utilisant la relation d'ordre de la section 5.1.3.
6.3.3 Application
Les classes d'isomorphisme de boucles ou de carrés latins réduits sont utilisées sur-
tout dans les domaines théoriques. La reconnaissance de langages étant la motivation
principale dans notre cas. Toutefois, nous avons essayé de trouver des applications
pratiques à nos algorithmes. Nous croyons en avoir trouvé une : l'encodage de don-
nées.
L'utilisation de carrés latins pour l'encodage de données n'est pas nouvelle, quoique
peu utilisée. Le lecteur peut se référer à [15] pour plus d'informations sur le sujet. Les
carrés latins permettent d'encoder des données. Si un bruit modifie le message initial,
il est souvent possible de reconstruire les messages sachant que ceux-ci sont composés
de carrés latins (loi d'annulation).
En utilisant des carrés latins représentants de classes d'isomorphisme, il serait pos-
sible de recouvrer de l'information avec une transmission ayant subi un très fort bruit.
En effet, supposons que les carrés latins C utilisés pour l'encryption sont tels que
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rep(C) = VRAI. Alors l'information transmise avec un grand bruit pourra être re-
construite selon un critère supplémentaire. En plus de savoir que l'information est
composée de carrés latins, ces carrés latins sont représentants.
Ce genre d'encryption devrait être utilisée lorsqu'une large bande passante est dis-
ponible mais subissant un très fort bruit.
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const int Taille = 7; //Taille des carrés
typedef int CarreLatin[Taille][Taille];
//Préparation
void InitialiserReduit (CarreLatin Carre);
void InitialiserStatistique ();
//IO Usgager
void Ajouter (CarreLatin Carre);
void Garder (CarreLatin Carre);
void Afficher (CarreLatin Carre);
void KillFichier 0 ;








#include "Calculelso.h" //Utilisé par PlusPetit.h, Completion.h
#include "Cycle.h" //Utilisé par PlusPetit.h, Completion.h
#include "Permutation.h" //Utilisé par PlusPetit.h
#include "PlusPetit.h" //Utilisé par Completion.h












int Nombre = CompleteLigneColonne (Bid, Taille*Taille,Taille+l);
int TempsExecution = clockO/CLK.TCK;
Fin = time(NULL);
//Impression à l'écran des statisques





//**** Préparation du Carre pour completion *****
//*****************************************************
void InitialiserReduit (CarreLatin Carre)
{
for (int y=0; y < Taille; y++)
{
Carre[0][y] = y;
Carre[y] [0] = y;
for (int x=l; x<Taille; x++)
Carre [y] [x] = 0 ;
void InitialiserStatistique ()
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 a v e c L'usager *****
//**********************************************
void Ajouter (CarreLatin Carre)
{
static int Nombre = 0;
char Nom[] = "Vitesse?.cpp" ;
Nom[7] = (char )Ta i l l e+ '0 J ;
s t a t i c FILE* Fichier = fopen (Nom, "w+");
/ / i f (Nombre°/,1000==0)
fpr int f (Fichier , "On es t a °/oi accepte en °/oi\n",
Nombre, ( c l o ckO) ) ;
Nombre++;
/ / Garder (Carre);
if ( Nombre0/. 1000==0)
pr in t f ("On es t a °/,i accepte en °/oi\n",
Nombre, (time(NULL)-Debut));
void Garder (CarreLatin Carre)
{
char Nom[] = "IsoLigneT.cpp";
Nom[8] = (cha r )Ta i l l e+ '0 ; ;
static FILE* Fichier = fopen (Norn, "w+");
static int No =1;
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No++;
for (int y=0; y<Taille; y++)
for (int x=0; x< Taille; x++)
fprintf (Fichier, "'/.i " , Carre [y] [x] );
fprintf (Fichier, "\n");
fprintf (Fichier, "******************** °/oi\n" ,No) ;
}
void Afficher (CarreLatin Carre)
printf ("
for (int y=0; y<Taille; y++)
•C
for (int x=0; x<Taille; x++)




char Nom[] = "IsoLigne?.cpp";
Nom[8] = (char)Taille+'OJ;
FILE* Fichier = fopen (Nom, "w+");




printf ("\nNombre d'appel de Complete: °/oi", AppelComplete) ;
printf ("\nNombre d'appel de CompleteLigneColonne: %i",
AppelCompleteLigneColonne);
printf ("\nLigne\t PlusPetitYt " ) ;
printf ("RejeterRectangle\t RejeterCycle \n");
for (int x=0; x< Taille; x++)
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printf ("t/.i\t\ti/.i\t\ti/.i\t\t7.i\n", x+1, Compléter [x] ,
Rejet [0] [x] , Rejet [1] [x] )
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//Opération et comparaison sur les carrés
int Comparaison (CarreLatin Modèle, CarreLatin Nouv,
int NoLig, int NoCol); //public
int ComparaisonLigne (CarreLatin Modèle, CarreLatin Nouv,
int LigDepart, int LigFin);
int ComparaisonLigCol (CarreLatin Modèle, CarreLatin Nouv,
int NumeroLigne);
void Appliquer (CarreLatin Modèle, CarreLatin Nouv,
int Perm[Taille],int NoLig, int NoCol);
void RemplaceColonne (CarreLatin C, int Vieux, int Nouv);
void RemplaceLigne (CarreLatin C, int Vieux, int Nouv);
//**** Calcul des isomorphe *****
//********************************************************
int Comparaison (CarreLatin Modèle, CarreLatin Nouv,
int NoLig, int NoCol) //NoCol sert à rien
{
int CompLigCol = ComparaisonLigCol (Modèle, Nouv, 1);
if (CompLigCol != 0)
return CompLigCol;
return ComparaisonLigne (Modèle, Nouv, 2, NoLig-1);
int ComparaisonLigne (CarreLatin Modèle, CarreLatin Nouv,
int LigDepart, int LigFin)
for (int y= LigDepart; y <= LigFin; y++)
for (int x=LigDepart; x <= LigFin; x++)
•C
if (Modèle[y][x] > Nouv[y][x])
return 1;




int ComparaisonLigCol (CarreLatin Modèle, CarreLatin Nouv,
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int NumeroLigne)
for (int x=NumeroLigne; x<Taille; x++) //Ligne Numéro de Ligne
{
if (Modèle[NumeroLigne][x] > Nouv[NumeroLigne] [x])
return 1 ;
if (Modèle[NumeroLigne][x] < Nouv[NumeroLigne] [x])
return -1;
for (int y=NumeroLigne+l; y<Taille; y++)
i
if (Modèle[y][NumeroLigne] > Nouv[y][NumeroLigne])
return 1 ;




void Appliquer (CarreLatin Modèle, CarreLatin Nouv, int Perm[Taille] ,
int NoLig, int NoCol)
•C
for (int y=0; y < NoLig; y++)
for (int x=0; x < Taille; x++)
Nouv[Perm[y]][Perm[x]] = Perm[Modèle[y][x]];
for (y = NoLig; y < Taille; y++)
Nouv [y] [1] =
void RemplaceColonne (CarreLatin C, int Vieux, int Nouv)
{
for (int x=0; x< Taille; x++)
{
in t Tamp = C[x][Vieux];
C [x] [Vieux] = C [x] [Nouv] ;
C[x][Nouv] = Tamp;
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void RemplaceLigneCCaxreLatin C, int Vieux, int Nouv)
{
for (int x=0; x< Taille; x++)
{
i n t Tamp = C[Vieux][x];
C [Vieux] [x] = C [Nouv] [x] ;
C[Nouv][x] = Tamp ;
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//Cycle
int CompareCycle (int Ligne[Taille], int CycleEtalon[Taille]);
void CalculerToutLeVecteurCycle (int Ligne[Taille],
int Cycle[Taille]);
void CalculerLesCycles (int Ligne[Taille], bool Vue[Taille],
int Cycle[Taille]);
int CalculerProchainCycle (int Ligne[Taille], bool Vue[Taille]);
int CalculerLeCycle (int Ligne[Taille], bool Vue[Taille],
int Debut);
//**** Calcul des cycles *****
int CompareCycle (int Ligne[Taille], int CycleEtalon[Taille])
{
int Cycle[Taille] = {0};
bool Vue[Taille] = {false};
if ((Cycle[0] = CalculerLeCycle (Ligne, Vue, 0)) -
CycleEtalon[0] != 0)
return Cycle [0] - CycleEtalon[0];
CalculerLesCycles (Ligne, Vue, Cycle);
for (int y=2; y < Taille; y++)
{
if (CycleEtalon[y] < Cycle[y]) //Le premier est plus petit
return -1;
if (CycleEtalon[y] > Cycle [y]) //Le premier est plus grand
return +1;
}
return 0; //Les cycles sont équivalents
void CalculerToutLeVecteurCycle (int Ligne[Taille],
int Cycle[Taille])
{
for (int y=0; y< Taille; y++) Cycle[y] =0;
bool Vue[Taille] = {false};
Cycle[0] = CalculerLeCycle (Ligne, Vue, 0);
CalculerLesCycles (Ligne, Vue, Cycle);
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while ( (Long = CalculerProchainCycle (Ligne, Vue)) != 0)
Cycle[Long]++;
int CalculerProchainCycle (int Ligne[Taille], bool Vue[Taille])
int Pos = 1;
while (Vue[Pos] && Pos < Taille) Pos++;
if (Pos >= Taille) return 0;
return CalculerLeCycle (Ligne, Vue, Pos);
}




while (Ligne[Pos] != Debut)








bool IncrementerTotal (int Perm[Taille], int Cycle[Taille],
int Coupe);
bool IncrementerLesCycles (int Perm[Taille], int Cycle[Taille]);
bool IncrementerUnCycle (int Perm[Taille], int Debut, int Fin);
bool PermuterCycle (int Perm[Taille], int Cycle[Taille],
int Depart);
void MettreCycleEnOrdre (int Perm[Taille], int Debut,
int NombreCycle, int TailleCycle);
void EchangerCycle (int Perm[Taille], int Premier, int Deuxième,
int TailleCycle);
int PositionCycle (int Cycle[Taille], int Max);
//********************************************************
//**** Permutation *****
bool IncrementerTotal (int Perm[Taille], int Cycle[Taille], int Coupe)
{
bool Réponse = false;
if (IncrementerLesCycles (Perm, Cycle))
Réponse = true;
if (!Réponse)
if ( PermuterCycle (Perm, Cycle, Taille-2) )
Réponse = true;
if (Réponse)
for (int x=l; x < Coupe; x++)
if (Perm[x] >= Coupe)
return IncrementerTotal(Perm, Cycle, Coupe);
return Réponse;
bool IncrementerLesCycles (int Perm[Taille], int Cycle[Taille])
{
int CycleRendu = Taille-2;
while (Cycle[CycleRendu] == 0) CycleRendu — ;
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int DebutCycle = Taille;
while (CycleRendu > 1)
{
int CyclePareil = Cycle[CycleRendu];
while (CyclePareil > 0)
{
DebutCycle -= CycleRendu;








bool IncrementerUnCycle (int Perm[Taille], int Debut, int Fin)
•C
bool Retour = true;
if (Perm[Debut] > Perm[Debut+l]) Retour = false;
int Premier = Perm[Debut];
for (int y=Debut; y <Fin; y++)
Perm[y] = Perm[y+1] ;
Perm[Fin] = Premier;
return Retour;
bool PermuterCycle (int Perm[Taille], int Cycle[Taille],
int TailleCycle)
{
if (TailleCycle <= 1) return false;
while (Cycle[TailleCycle] <= 1) TailleCycle — ;
if (TailleCycle <= 1) return false;
int PosCycle = PositionCycle (Cycle, TailleCycle);
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int CycleAChanger = PosCycle + (Cycle[TailleCycle]-2) *
(TailleCycle);
int Pass=l;




if (CycleAChanger < PosCycle)
{
MettreCycleEnOrdre (Perm, PosCycle, Cycle[TailleCycle],
TailleCycle);
return PermuterCycle (Perm, Cycle, TailleCycle-1);
int PlusPetit = CycleAChanger + TailleCycle;
int y = PlusPetit;
while (y <= PosCycle + (Cycle[TailleCycle]-1) * TailleCycle)
•C
if (Perm[y] > Perm[CycleAChanger] &&
Perm[y] < Perm[PlusPetit])
PlusPetit =y;
EchangerCycle (Perm, PlusPetit, CycleAChanger, TailleCycle);
MettreCycleEnOrdre (Perm, CycleAChanger+TailleCycle, Pass,
TailleCycle);
return true;
void EchangerCycle (int Perm[Taille], int Premier, int Deuxième,
int TailleCycle)
{
for (int y=Premier, x = Deuxième;
y < Premier+TailleCycle; y++, x++)
{
in t Tamp = Perm[y];
Perm[y] = Perm[x] ;
Perm[x] = Tamp;
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void MettreCycleEnOrdre (int Perm[Taille], int Debut, int NombreCycle,
int TailleCycle)
•C
int Pos = Debut ;
while (Pos < (Debut + (NombreCycle-l)*TailleCycle ) )
•C
if (Perm[Pos] > Perm [Pos +TailleCycle])
{
EchangerCycle (Perm, Pos, Pos+TailleCycle, TailleCycle);
if (Pos > Debut) Pos = Pos - TailleCycle;
}
else
Pos = Pos + TailleCycle;
int PositionCycle (int Cycle[Taille], int Max)
{
int Tot = Cycle[0];
int y=2;
while (y < Max)
{




//Calcul du plus petit
bool PlusPetit (CarreLatin Carre, int Cycle[Taille],
int NoLig, int NoCol);
void TrouverPermutation (int Cycle[Taille], int LigneSource[Taille],
int Permu[Taille]);
void TrouverCycle (int Ligne[Taille], int CycleSigne[Taille]);
void PlacerCycleSigneEnOrdre (int CycleSigne[Taille],
int NombreCycle[Taille]);
void EchangerCycleDifferent (int CycleSigne[Taille], int Cyclel,
int Cycle2, int Debut);
void Echanger (int Perm[Taille], int NI, int N2);
int abs (int N);
//**** Calcul Plus petit *****
bool PlusPetit (CarreLatin Carre, int Cycle[Taille],
int NoLig, int NoCol)
i
for (int Futurl=l; Futurl < NoLig; Futurl++)
{
if (CompareCycle (Carre[Futurl], Cycle) <= 0)
{
int Permu[Taille];
for (int x=0; x< Taille; x++) Permu[x] = x;
int Cycle[Taille];
CalculerToutLeVecteurCycle (Carre[1], Cycle);
TrouverPermutation (Cycle, Carre[Futurl], Permu);
CarreLatin Modèle;
Appliquer (Carre, Modèle, Permu, Taille, 2);
CarreLatin Copie;
for (x=0; x< Taille; x++) Permu[x] = x;
do
{
Appliquer (Modèle, Copie, Permu, NoLig, 2);
if (Comparaison (Carre, Copie, NoLig, 00) > 0)
return false;
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while (IncrementerTotal(Permu, Cycle, NoLig));
return true;





for (int y=0; y < Taille; y++)
Permu[abs (CycleSigne[y])] = y;
void TrouverCycle (int Ligne[Taille], int CycleSigne[Taille])
{
bool Vu[Taille] = {false};






CycleSigne[0] = 0 ; Vu[0]=true;





















int Total = OrdreCycle[0];
while (Total < Taille && OrdreCycle[OrdreRendu+1] != 0)
{






Echanger (OrdreCycle, OrdreRendu, OrdreRendu+1);




void EchangerCycleDifferent (int CycleSigne[Taille], int Cyclel,
int Cycle2, int Debut)
•C
//Cyclel > Cycle2 sinon ça marche pas
int Tamp[(int)(Taille/2)] = {0};
for (int y=0; y < Cyclel; y++)
Tamp[y] = CycleSigne[Debut+y];
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for (y=0; y < Cycle2; y++)
CycleSigne[Debut+y] = CycleSigne[Debut+Cycle1+y];
for (y=0; y < Cycle2; y++)
CycleSigne[Debut+Cycle1+y] = Tamp[y];
void Echanger (int Perm[Taille], int NI, int N2)
{
int Tamp = Perm[Nl];
Perm[Nl] = Perm[N2] ;
Perm[N2] = Tamp;
int abs (int N)
{






int CompleteLigneColonne (CarreLatin Carre, int Fin, int Current);
int Incrementer (int Current);
//Calcul de completion
int Complete (CarreLatin Carre, int Fin, int Current,
int NoCol, int CycleLigne2[Taille]);
void TrouverNombreLibre (CarreLatin Carre, int Cur,
bool NombreLibre[Taille]);
/y*****************************************************
//**** Ligne 2 Colonne 2 *****
//*****************************************************
int CompleteLigneColonne (CarreLatin Carre, int Fin, int Current)
{
int Nombre = 0;
AppelCompleteLigneColonne++;












return Complete (Carre, Taille*Taille,
Current, 2, Cycle);
bool NombreLibre[Taille];
TrouverNombreLibre (Carre, Current, NombreLibre);
for (int x=0; x< Taille; x++)
{






int Incrementer (int Current)
•C
if (Current == Taille*Taille-l) return Taille * Taille;
int PosY = (int)(Current / Taille);
int PosX = Current % Taille;
if ( PosX >= PosY ) PosX++;
else PosY++;
if (PosX == Taille)
return Current + PosY +1 ;
if (PosY == Taille)
return (PosX+1) * Taille + PosX+1;



























if (Current >= Fin)
{








TrouverNombreLibre (Carre, Current, NombreLibre);
for (int x=0; x < Taille; x++)
Carre[Ligne][Colonne] = x;
if (NombreLibre[x]) Nombre += Complete (Carre, Fin, Current+1,
NoCol, CycleLigne2);
re tu rn Nombre;
}
void TrouverNombreLibre (CarreLatin Carre, int Cur,
bool NombreLibre[Taille])
•C
int PosX = Cur */. Taille;
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int PosY = (int)(Cur /Taille);
for (int x=0; x < Taille; x++)
NombreLibre[x] = true ;
for (x=0; x < PosX; x++)
NombreLibre[Carre[PosY][x]] = false;;
for (int y=0; y< PosY; y++)
NombreLibre[Carre[y][PosX]] = false;
