This paper contributes one principal idea to the methodology of solvency studies for the life insurance industry. The idea is grouping, which is applied in two different ways. First, companies are grouped into industry segments by insurer specialization or by size. Second, predictor variables are grouped into thematically related motifs. The primary benefits of grouping are improved solvency prediction and improved interpretation of predictors. Improved prediction results from industry segmentation; improved interpretation from predictor motifs. The models are developed by the technique of cascaded logistic regression, which forecasts solvency status on the basis of motifs, rather than of individual variables. A key finding is that the segments differ in their significant motifs in anticipated ways. For example, investment motifs are important for solvency in the Life and Annuities segments, but not in the Health segment. A similar pattern characterizes the difference between large and small insurers. The study covers the 1990 through 1992 time period, when there were a historically high number of troubled companies.
INTRODUCTION
The financial condition of life and health insurance firms received substantial attention in the early 1990's as a result of several prominent insolvencies and increases in the number of troubled insurers generally. During the 1980's, the National Association of Insurance Commissioners (NAIC) created an automated database covering most regulated insurers in the United States. The annual NAIC compilations extended previous databases by including small carriers. 1 The advent of such large-scale databases has created both opportunities and challenges for solvency studies. For example, the opportunity to extend solvency models to most firms in the entire industry, but the challenge of modeling an industry heterogeneous in size and product specialty. The opportunity to discover if a thorough combing of extensive accounting data can improve the Etti G. Baranoff is Assistant Professor of Insurance at Virginia Commonwealth University. Thomas W. Sager is Professor of Statistics at the University of Texas at Austin. Robert C. Witt (deceased) was the Gus S. Wortham Chairholder in Risk Management and Insurance at the University of Texas at Austin. 1 Prior to the NAIC database, the most extensive data compilation was by A. M. Best, which excludes small insurers.
understanding of insolvency, but the challenge of avoiding over-fit models that will not validate on new data. This paper contributes one principal idea to the methodology of solvency studies based on large-scale databases. The idea is grouping, which is applied in two different ways. Envisioning the NAIC database as a spreadsheet in which the rows represent insurers and the columns represent financial variables extracted from annual statements, we group the rows into industry segments by insurer specialization or by size. We also group the columns by thematically related motifs. Our purpose is to determine if grouping can improve solvency prediction, either in terms of improved prediction rates, or in terms of enhanced interpretability. We find that it does both.
Grouping companies facilitates testing whether insolvency models vary across recognizable industry segments.
Grouping predictor variables by motif simultaneously facilitates predictor selection and also adds an enhanced interpretability feature. With a very large number of financial variables now available to monitor solvency, the selection of predictors by automatic (stepwise) procedures runs a risk of selecting a predictor set with little logical interrelationship and spuriously high success rate. Motifs help control these problems: Financial variables can be grouped into motifs by their logical relationships with each other on a priori, non-computational grounds. The vector of variables in each motif is then processed nonlinearly into a scalar. The computer then effectively selects (stepwise) among the motifs, rather than among the variables. The number of motifs to select from is far less than the number of variables. And a selected motif represents a set of variables that necessarily are logically interrelated. The motifs play a role analogous to that of the factors in a principal components regression. The analyst can match the motifs that emerge as significant for a segment with distinguishing characteristics of the segment to better understand the suites of characteristics important for solvency in the segment. For example, we show that the motif of investment ratios --rather than specific individual ratios --is important for solvency in life and annuity specialists.
It is shown that segmenting the industry by specialization or by size adds to the explanatory power of solvency models. Moreover, it is also shown that segmentation results in improved insolvency prediction, compared with unitary modeling of the entire industry, and that the models differ in anticipated ways among segments. The implication for regulation is that a given financial behavior or condition may not be equally significant for solvency signaling across the entire life/health insurance industry. For example, as discussed above, investmentrelated motifs are very important solvency predictors for life insurers specializing in life and annuity products, but are not at all important for health product specialists. These motifs are also important for the segments of larger companies, but not in the solvency models of the very small insurers.
The study uses pooled data for the period of 1990 through 1992, when the life insurance industry experienced a relatively large number of insolvencies and troubled companies. The data regarding troubled companies was obtained through a special call to the insurance departments in the various states for the years 1991 and 1992.
PRIOR RESEARCH AND FOCUS OF THE STUDY

Prior Research
Statistical models for insolvency prediction began with the seminal work of Altman (1968) and the work of Trieschmann and Pinches (1973) for the property/casualty (P/C) industry. Barniv and McDonald (1992) provided a comprehensive review of the entire solvency detection literature through 1992. More recent P/C solvency studies include the neural network approach of Brockett, Cooper, Golden and Pitaktong (1994) . Additionally, a comparison between the logit models and hazard models of Lee and Urrutia (1996) , both with matched-pair samples; the whole-database studies of Cummins, Harrington, and Klein (1995) on risk-based capital and insolvency; and Barniv and Hathorn (1997) on mergers and insolvency.
Most life/health solvency studies have appeared after 1990 and also show a migration from matched-pairs samples to whole-industry analyses with the advent of the NAIC databases. Barniv and Hershbarger (1990) used matched-pair sampling of pooled data from 1975 to 1985 to correctly classify the insolvency status of between eighty-two and ninety-one percent of life insurers one and two years in advance. More recently, Ambrose and Carroll (1994) used matched-pair sampling of pooled data from 1969 to 1986 to predict life insolvencies for 1987 to 1991. They attribute their finding of relatively low predictive power to temporal changes in the factors responsible for insolvency over long time spans.
3 Using the NAIC database for 1986 through 1991, compared logistic regression, recursive partitioning, and discriminant analysis for predicting life insolvencies. Although they did not analyze segments, they conjectured that "models segregated by insurer size and product line also may yield additional insights into the problem of insurer insolvency."
Focus of the Study
The primary aim of this study is to determine whether segmentation of the life/health insurance industry by product specialty or size can improve solvency models. Improvement may be assessed quantitatively by an increase in power to predict insolvency and/or qualitatively through new insight-generating tools (by relating the unique characteristics of a specialty or size segment to the significant motifs of the solvency models.) Even if it was not possible to improve insolvency prediction, the creation of tools (such as the two-stage cascaded logistic regression) for generating new insights about insolvency may justify the exercise.
The advent of the NAIC files extends database coverage to small insurers, which not only are more heterogeneous in specialty, financial behavior and condition, but also suffer more insolvencies than larger insurers. Additionally, the electronic availability of large portions of annual statement data provides a much larger pool of financial and accounting variables for analysis. Careful exploitation of this vast data resource requires new approaches to realize its opportunities and avoid its pitfalls.
This study organizes the NAIC annual statement data into large-scale structures in order to exploit its potential in an intuitive, but systematic manner. A large number of financial ratios were developed to represent many pages of the annual statement. These ratios were sorted into categories by common functional motif. For example, the investment motif was the largest category; other motif categories included assets, liquidity, expenses, etc. To build solvency prediction models using motif categories, this study adopts the cascaded logistic regression methodology explained later.
DATA AND METHODOLOGY
Data
For this study, the solvency status of life insurers was determined by a specialpurpose survey of all insurance regulation agencies in the fifty States. An insolvent insurer was defined as a company that was placed in supervision, rehabilitation, conservatorship or liquidation during 1991 or 1992. 4 The classification of a company as insolvent was limited to these official actions for the sake of consistency of definition across the fifty States. This definition resulted in ninety-one life insurers classified as insolvent: forty-nine in 1991, and forty-two in 1992 (see Table 1 ). With such historically high counts, it was not necessary to pool insolvencies across many years to accumulate statistically powerful sample sizes, as in several other studies. Two years of pooling were sufficient. Longitudinal pooling potentially runs the risk of losing power due to dynamic changes in the causes of insolvency. By using data from a short period of time, this study therefore mitigates the effects of any such temporal trends. Moreover, the set of available predictor variables will also be consistent for the study years.
For each insurer classified as solvent or insolvent in 1991, predictor variables were obtained from the NAIC life insurer database for 1990. Similarly, for each insurer classified as solvent or insolvent in 1992, predictor variables were obtained from the NAIC life insurer database for 1991. By "1990 data" we mean the 1990 predictors and 1991 solvency status. Similarly, "1991 data" means 1991 predictors and 1992 solvency status. We shall therefore examine one-year-ahead forecasting of solvency status. In a version of this research done earlier for the Texas Department of Insurance, two-year-ahead forecasting was studied, with somewhat comparable results (Baranoff 1993) . a Before elimination for missing data b A company was assigned to a given specialty segment by product line if the company derived over seventy percent of its direct premium writing from that line. Initially, four specialty segments were defined: annuities, life, health, and reinsurance. c Large/Medium companies have assets exceeding $25 million; small companies have assets between $25 and $5 million; and very small have less than $5 million.
Predictor motifs. To identify appropriate predictor variables, we combed prior research and consulted regulatory analysts to identify more than 200 relevant financial ratios and variables that could be calculated from NAIC annual statement data. More than 100 remained after eliminating variables with too many missing values. To bring some order to this array of predictors, each predictor was reviewed manually and assigned a unique motif based on the theme of the annual statement page where the predictor is found or on the perceived relevance of the predictor to a given functional category. The functional motif categories are: Affiliated, Assets, Capitalization, Cash Flow, Leverage Related to Premium, Expenses, Investments, Liquidity, Results from Operations, Persistency of Business, Reinsurance Activities, Reserves, Returns on all Business, Surplus Changes, Underwriting Results, and Product Mix. The large class of Investment predictor ratios was subdivided into three motifs on the basis of divisor of the ratio: total assets, invested assets, or policyholders surplus. Descriptions of predictors used in the final models are shown in the appendix.
5 It is not claimed that the sorting of predictors into motifs is optimal in any theoretical or statistical sense --only that it groups variables that are clearly related on intuitive grounds, and therefore may provide explanatory power and/or qualitative insights into important influences on insolvency. Segmentation. Segmentation is done by company specialty line and by size. A company was assigned to a given specialty segment by product line if the company derived over seventy percent of its premium writing from that line. Initially, four specialty segments were defined: annuities, life, health, and reinsurance. But since only three companies were insolvent in the annuity segment, the annuities segment was combined with the life segment companies. Insurers unassigned by the seventy percent test were placed into a "combination specialty." 7 Size segments were defined on the basis of total insurer assets. Large/Medium companies have assets exceeding $25 million; Small companies have assets between $25 and $5 million; and Very Small have less than $5 million.
8 5 The appendix breaks down the specific ratios of each motif that appears in any of the models. The appendix also provides the actual sign of all surviving financial ratios represented in the final insolvency models. Because of the large number of ratios used in this study, the analytical procedures emphasize the motifs rather than the individual ratios. 6 One line of evidence provides some statistical justification for the motifs: All pairwise correlations between the variables in a given motif were calculated and squared (excluding the correlation between a variable and itself). The mean of these squared correlations is an index of the degree of coherence among the predictors in a given motif. Then all correlations between variables in the motif and variables not in the given motif were calculated and squared. The mean of the latter should be smaller than the mean of the former if the motifs are successful in grouping related variables. The average "between" R-square was 0.03; the average "within" R-square was 0.12. 7 In general, the product specialties become more distinctive and homogeneous if the seventy percent criterion is raised, and they become less distinctive and more heterogeneous if the criterion is lowered. The prediction models also become more successful at higher levels, and less successful at lower levels (the lower the level, the less differentiated the segment is, hence the more the models resemble a unitary model.) However, at higher levels the number of insolvencies is reduced, thus making model validation more problematic. 8 The Large/Medium segment consolidates four size segments in order to obtain sufficient insolvencies.
Expectations. We expect that the Investment motifs will play a more important role for the Life/Annuity and the Large/Medium segments than for the Health, Small and Very Small segments since Life/Annuity and Large insurers are exposed to greater investment risks than underwriting risk (Baranoff 1993) . 9 
Methodology
The models pooled the 1990 and 1991 data into one data set and divided it into an estimation sample and a validation sample. 10 The pooled 1990 through 1991 data contain hundreds of companies appearing twice, once in 1990 and again in 1991.
To avoid statistical problems arising from correlated observations, the estimation and validation samples were randomly selected in such a manner as to insure that an insurer appears in one or the other sample, but not both. Furthermore, the random selection was stratified so that the distribution of insolvencies by specialty and size segments in the estimation sample would closely match the corresponding distribution in the validation sample. A similar randomization strategy was employed by Barniv and Hathorn (1997) . Table 1 shows the distribution of insurers for the models. Of the original ninety-one insolvencies, sixty-seven remained after eliminations due to missing predictor values.
The cascaded two-stage stepwise logistic regression methodology. We used a cascaded two-stage logistic regression 11 to develop the solvency prediction models.
12 For a given segment of companies, the first stage is a set of ordinary (stepwise) logistic regressions, each of which is specific to one of the motif categories of the thematically related financial predictors. The stepwise process is employed to reduce the number of predictors in a motif by eliminating those without discriminatory power and by purging redundant predictors. Additionally, an entire motif category is eliminated if the category generally lacks 9 Larger companies enjoy the ability to compete in the lucrative financial intermediation markets and write a large portion of their product portfolio in annuities. Annuities do not pose as large an insurance risk as health insurance products (Baranoff 1993) . However, annuities participation entails an aggressive investment strategy in order to compete in the aggressively competitive financial intermediation market. Large insurers also have sufficient size to invest in private placements and own mutual investment companies. We therefore expect the annuities segment and larger size segments to invest more aggressively. For more complete analysis of the comparison of risk exposure of the segments, see Baranoff's dissertation (1993) , chapters 1 and 3. 10 Due to change in the distribution of insolvencies between 1991 and 1992 across the segments, estimation of the model with one year's data and validation with the subsequent year's was not possible for all segments. 11 Apparently the first to use the term "cascaded logistic regression" was Timothy B. Bell, Scott Szykowny and John J. Willingham (1991) , where it was used in auditing to estimate the probability of fraudulent financial reporting. 12 Because the number of insolvent companies is small relative to the number of solvent companies and the number of initial predictor variables is rather large in this study, there is a possibility that the nonlinear maximum likelihood estimation procedures used in our logistic regression methodology may suffer from estimation bias and distortions due to extreme outliers, skewed distributions, and a relatively small number of insolvencies. In an attempt to address some of these concerns we supplemented the usual logistic regression analyses with a more robust non-parametric form of logistic regression in which the values of the original predictor variables were replaced by their ranks. Results from the later analyses were similar to those reported in Tables 4A and 4B . Nevertheless, in spite of these checks there may remain some bias in coefficient estimates due to the approximate nature of the asymptotic distribution theory for relatively small samples of insolvencies. discriminatory power. For each company, the result of the first stage is a set of up to, but usually less than seventeen estimated probabilities, one probability for each motif with discriminatory power. The second stage is an additional logistic regression, in which the estimated probabilities from stage one become predictors of insolvency. The result of stage two is a predictive equation that weights the probabilities from stage one in an overall summary estimate of insolvency probability. The profile of motifs that emerge at stage two may help the analyst understand which thematic categories contribute most to insurer insolvency and may provide further insights into areas needing regulatory attention. The twostage cascaded logistic regression bears some resemblance to ordinary two-stage least squares regression, 13 which can be viewed as the use of estimated dependent values from a first regression as independent predictors in a second stage.
14 It is also similar to the non-iterated version of the neural net model of Brockett, et al. (1994) , which also re-weights logit probabilities.
Although the cascaded technique provides a more flexible model than ordinary logistic regression, its adoption in this paper is not for the purpose of improving solvency prediction. Rather, its role is two-fold: to facilitate automatic screening of predictor motifs, and to generate new insights about insolvencies. Stage one primarily screens predictors; stage two screens motifs. By examining the motifs that emerge, an analyst or regulator can easily gain appreciation and insight into the relative importance of behavioral motifs that are associated with insolvency --an appreciation facilitated by the fact that the scale for each predictor motif is measured in the same common unit (probability). As implemented in this study, the two-stages of the cascaded process are entirely automatic, although manual intervention is permitted. In this study, the automatic process is used to screen all of the constructed financial indicators. This permits the models to seek otherwise overlooked sources of explanatory power and if necessary to adapt dynamically to future changes in the set of motifs associated with insolvency. But the danger is that models fit on so large a set of initial predictors may fail to predict insolvency through over-fitting. Thus, we give extra attention to validation issues.
EMPIRICAL RESULTS
Empirical Evidence for Industry Segmentation
For industry segmentation to be useful for solvency prediction, it is logically necessary that segmentation be an effective stratifier of the industry with respect to the predictors of solvency. Effective stratification necessitates that the segments be heterogeneous from one segment to another but homogeneous within segments. Table 2 provides empirical evidence that this is the case. For 13 Theil (1971) , pp 444-458. Also see in Econometrics Methods by J. Johnston (1984) . 14 There are also parallels between the cascaded approach and a two-step multivariate logit estimation procedure proposed by Domencich and McFadden (1975) and further investigated by Amemiya (1978) . Their two-step model is less efficient than the one-step model but computationally simpler. The form of the two-step model investigated by Amemiya is somewhat different from the cascaded model used here.
illustrative predictors, means and standard deviations are provided both by specialty and by size segment. The non-parametric Kruskal-Wallis test rejects equality of both specialty and size segments for all predictors shown. We conclude that the segments are generally different from each other with respect to the predictor set. Segmentation also increased homogeneity. For the complete predictor set, we calculated standard deviations both at industry level and at segment level. For each segment about eighty percent of the predictors had smaller standard deviations within the segment than at industry level. The mean reduction in standard deviation from industry level to segment level averaged about twenty-three percent. The three MIX proportions sum to less than 100%. The balance is reinsurance activity, which is omitted to avoid creating a singularity in the models. c DESCRIPTIONS OF PREDICTORS FOR TABLE 2: CAP01 -Total liabilities as a % of total assets; CP2 -Total premiums and annuity and other fund deposits as a % of PHS; INV01 -Investments in common stocks as a % of total assets; INV03 -Investment in mortgage loans as a % to total invested assets; INV06 -Foreclosed real estate as a % of total invested assets; INV07 -Investment in real estate as a % to invested assets; INV18 -Investments in affiliates as a % of PHS; INV33 -Non-investment grade bonds (classes 3-6) as a % of total bonds; INV54 -Delinquent mortgages as a % of PHS; MIXANN -Written premiums in annuity products as a % of all written premiums; reinsurance assumptions and annuity considerations; MIXHEALTH -Written premiums in health products as a % of all written premiums; reinsurance assumptions and annuity considerations; MIXLIFE -Written premiums in life products as a % of all written premiums; reinsurance assumptions and annuity considerations; OPE08 -Net gain (excl. capital gains/losses) as a % of all sources of income; UND01 -Earning before investment income and taxes as a % of total assets.
Industry Segmentation and Predictor Motifs
As can be seen from the MIX variables in Table 2 , the Large/Medium insurers wrote twenty-three percent of annuity business and thirty-nine percent of life business (sixty-one percent for both), while only twenty-two percent of health business. In contrast, the Small segment wrote only six percent of the annuities, and the Very Small segment, three percent. The analyses of some investment ratios show that the Annuities/Life and Combination segments were on average more in foreclosed real estate and delinquent mortgages and in non-investment grade bonds (classes 3-6). The Very Small segment, on the other hand, held less in these types of investments as compared to the larger companies.
The Models
Study of the segment models displayed in Table 3 reveals several noteworthy features. First, we observe that the motifs represented in the models vary considerably among the segments. For example, among the specialty segments, only the Life/Annuity model involves investment motifs, as expected. On the other hand, the Health segment displays no investment motifs but the Liquidity motif emerges, as expected, from the need for cash flow for this short-tail line. Similarly, for size segments, we find the models for the larger segments emphasize investment motifs: Large/Medium has two investment motifs; Small has one; Very Small has none. We also observe that the leverage and real estate predictors that played a major role in the solvency models of Barniv and Hershbarger (1990) and emerge here for some, but not all of the segments. In our study, leverage and real estate are represented in the capitalization and investment motifs, respectively (see the Appendix to identify the individual ratios involved in the significant motifs shown in Table 3 ).
Among the specialty and size models, there is a considerable variation in the explanatory power, as represented by pseudo-R 2 . A possible reason for lower explanatory power for some segments is the regulatory lag in mandating reporting of new investment instruments used by the industry. The early 1990's time period of our study marked a modern zenith in the number of life insurer insolvencies, which derived in many cases from problems with real estate and mortgages. It is possible that contemporaneous lack of sufficiently detailed information about these investments affected the explanatory power of some of the segment models. Since then, more detailed reporting on real estate and mortgage activities has been required for life insurer annual statements along with reporting of collateralized mortgage obligations (CMOs).
Finally, the continuous product mix variables used to define the segments play a role in the unitary models. However, the product mix motif does not enter the specialty models, but does enter two of the size models. This further reinforces our view that specialty product line does matter for insolvency studies and that segmentation is an effective means to model it. Table 4A displays modeling results for specialty segments. The cut-off point for classifying a company as insolvent on the basis of estimated probability of insolvency was selected by the "ratio of errors" methodology of Barniv and McDonald (1992) and . 15 The segment models in columns 2-4 are developed separately for each segment and classification results are summed in column 5. For comparison purposes, the results of an industrywide unitary model are shown in column 1. The unitary model includes the continuous product-mix variables used to segment the industry. Thus comparison of columns 1 and 5 understates the effectiveness of product specialty for insolvency prediction. Nevertheless, comparison of columns 1 and 5 shows specialty segmentation to be advantageous. On balance, results for the estimation sample (section B of Table 4A ) are slightly better for the segmented model than the unitary model, but results for the validation sample (section C of Table 4A ) 15 The method selects the probability cut-off that results in equating the ratio of incorrectly classified insolvent insurers to incorrectly classified solvent insurers within the estimation sample to the corresponding ratio within the validation sample. For the life and annuity segment model, this ratio was about 0.26; for the combination model, 0.38; for the health model, 0.10; for the unitary model (without reinsurance), 0.25. The ratios necessarily differ among segments because of the different rates of occurrence of insolvencies among the segments. For size segments, the same "ratio of errors" methodology was used: Thus, the ratio for the large/medium model is 0.43, for the small model it is 0.29, and the very small model about 0.15. For the unitary model the ratio is about 0.23. are distinctly superior for the segmented model. Results for the full sample (modeling the combined estimation and validation samples --section A of Table  2A) show that the segmented model maintains its advantage over the unitary model.
Classification and Validation Results
For size segments (Table 4B) , the advantage of segmentation over the unitary model is even more pronounced than for specialty segmentation. The overall percentage of correctly classified companies in the validation samples (Tables  4A(C) and 4B(C)) is statistically significantly greater (p < .0001 chi-square test) for the segmented models in Column 5 of each Table than for the unitary model in Column 1 of the corresponding Table. The unitary and segmentation models shown here begin with the same predictor set and apply the same model development process. Thus, the contribution of segmentation can be judged here more clearly than in comparisons between our segmentation models and other models that may not use the same predictor set. For example, also use the NAIC data, but for a different time period and with different predictors to develop a unitary model. In general, their unitary model classifies and validates somewhat better than our unitary model, but somewhat less well than our segmentation models.
Since the purpose of our use of the cascaded methodology was not to demonstrate its predictive superiority over traditional one-stage logistic regression, we do not provide a detailed comparison. However, as might be expected from the more general form of the cascaded model, the cascaded classification and validation results in general are at least as good as those of onestage logistic regression.
But we do not claim statistically significant improvement. 
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CONCLUSION
The main focus of this research has been on the usefulness of product specialty and size segmentation for studies of Life/Health insurer insolvency. But we have also introduced an effective method for dealing with the vast number of variables that are now tracked to monitor firm solvency. Grouping the predictor set into thematically related motifs both facilitates variable screening and also adds an interpretability feature to the resulting models. The models identify general themes of variables that are significant for solvency by segment. The analyst can match the themes to distinguishing characteristics of the segments to better understand the origins of insolvency in specific segments. The technique of cascaded logistic regression implements the screening of motif predictors in stage 1, and constructs the insolvency models in stage 2. The technique works automatically, without break between stages and without user intervention, and is at least as successful at forecasting solvency status as ordinary one-stage logistic regression. The result at the end of stage 2 is a model for estimating the hazard of insolvency, with the pattern of motifs that emerge providing insight into the differing roles of predictor themes among industry segments. It was found, for example, that investment-related factors figured prominently in solvency predictions for larger companies and for Life/Annuity insurers. The main finding is that segmentation improves upon whole-industry models. Models specialized by product line and by size estimate and cross-validate better than unitary models. Additionally, the motifs that emerge as significant for insolvency prediction are consistent with our expectations.
