Abstract-We extend a canonical-thermodynamic method for computing intrinsic point defect concentrations as a function of chemical stoichiometry and temperature to include extrinsic defect contributions, while applying this method to study defects in CuInSe 2 . This method relies on a large set of defect formation energies calculated from first principles, which require corrections for known errors arising from spurious interactions. Guided by recent experimental work exhibiting the complex interplay between Na, K, and Cd incorporation, we examine the behavior of dominant defects as the material composition varies under experimentally relevant conditions. In addition to identifying the regions of composition-parameter space relevant to the incorporation of impurities Na, K, and Cd, and stable against the formation of secondary compounds, we also study defect kinetics susceptible to the presence of these impurities. From this analysis, we propose a simple model for the enhanced diffusion of Cu-vacancies mediated by K, which could lead to the enhanced incorporation of Cd observed experimentally.
interactions is essential in continuing improvements in CIS absorber efficiencies, and continues to be a challenging task for computational modeling.
Significant strides in characterizing point defects in CIS using ab initio methods have been made for several years [2] [3] [4] [5] [6] [7] [8] [9] . A principal component in these analyses has been the calculation of defect formation energies, which form the basis for a grandcanonical description of defect thermodynamics. As such, a set of chemical potentials quantify atomic exchange with chemical reservoirs during defect formation. These chemical potentials are, in turn, constrained by requirements of thermochemical stability relative to the growth conditions of the material [10] . Since the macroscopic, defective material must be charge neutral, self-consistent calculations of the Fermi level and defect concentrations are often additionally performed [3] , [9] , [10] .
Our goal in this work is to extend a method for computing intrinsic point defect concentrations as a function of chemical stoichiometry and temperature to include extrinsic defect contributions, and to apply this method to study defects in CIS. This method is based on canonical, equilibrium thermodynamics, and ab initio calculations [11] and uses observable quantities (stoichiometry and temperature) as the controlled input parameters. Chemical potentials and the Fermi level are determined by the calculation. Entropic contributions to defect concentrations, including the intrinsic competition for site occupancy between distinct chemical species, are naturally accounted for in our model. This allows us to make general statements about defect behavior as the chemical composition varies, where such variations are directly guided by experimental observations. Part of our motivation for this work is to demonstrate that this canonical method provides a useful perspective for understanding defect behavior in CIS complementary to other analyses found in the literature [2] [3] [4] [5] [6] [7] [8] [9] .
In the following, we will consider a large set of intrinsic point defects (vacancies, interstitials, and antisites) and the defect complexes V Cu + In Cu , 2V Cu + In Cu , V Cu + V Se . Since the incorporation of alkaline impurities Na and K has played a crucial role in achieving record-breaking conversion efficiencies, and since Cd defects are essential to the formation of quality CdS/CIS heterojunctions [12] , we consider their contributions as well. The full list of defects and their formation energies considered in this work is included in the Supplemental material.
A crucial foundation for this method is the accurate calculation of myriad defect formation energies for several defect charge states using density functional theory. Because of the large number of calculations required to build this set of reference formation energies and the computational demand of accurate ab initio methods, for example, using hybrid HeydScuseria-Ernzerhof (HSE) functionals, we use the less accurate, but more efficient, generalized gradient approximation (GGA) and apply postprocessing corrections for spurious image electrostatic interactions and incomplete error cancellations because of the choice of functional. As we will demonstrate below, even a qualitatively correct picture of the favorability of defect formation in CIS requires us to add corrections which reduce the discrepancy between GGA and HSE [13] .
With a set of corrected formation energies in place, we proceed to calculate point defect concentrations for a wide range of CIS compositions. To focus our analysis, we consider a specific set of impurity concentrations observed in recent experiments [12] . In that study, the roles of Na-and K-defects in Cu(In,Ga)Se 2 (CIGS) were distinguished by the observation that K-incorporation led to the depletion of Cu and Ga and to the enhancement of Cd incorporation near the CdS-interface, in addition to a reduction in bulk Na concentration. With these observations in mind, we identify the region of CIS compositionparameter space most relevant to the incorporation of impurities. Finding that the roles of Na and K are not distinguished at the level of equilibrium thermodynamics, we are thus led to analyze defect kinetics by identifying candidate transition states constrained to the set of dominant defects. Using migration barriers for these transitions obtained by the climbing-image nudged elastic band (CINEB) method, we construct a simple approximation for the diffusivity of Cu-vacancies as a function of impurity concentration, and show that the roles of Na-and K-defects can be distinguished to some extent at this level.
Parts of this work were published previously as a conference contribution [14] . In this work, we have substantially expanded our examination of the defect thermodynamics, including analyses of the Fermi level and the stability of CIS against the formation of secondary compounds. Additionally, the defect formation energies, which form the basic parameters of our method, have been corrected to improve agreement with available hybrid functional calculations.
II. METHOD OF CALCULATION A. Formation Energy
Formation energies for intrinsic defects and the extrinsic impurities Na, K, and Cd in CIS were calculated using the VASP simulation package with PAW-PBE GGA functionals [15] . Ground state energy and CINEB calculations were performed using a 64-atom cell and 2 × 2 × 2 Monkhorst-Pack kpoint mesh [16] , and the intraionic Hellmann-Feynman forces were relaxed to below 0.01 eV/Å. The formation energy for a given defect in charge state q is given by
where E(α, q) is the energy of the cell containing defect α, and E bulk is the energy of defect-free CIS. n i is the number of atoms removed from the cell in forming the defect, where n i < 0 counts added atomic species. E i is the energy of atomic species i in its elemental ground state phase, and serves as reference for the respective chemical potential. The negative shifts Δμ i of the chemical potentials then reflect the preparation conditions, which are richer or poorer in the species i if Δμ i approaches zero or becomes more negative, respectively.
VBM (bulk) is the valence band maximum of the host material, which provides a reference for the electronic chemical potential, and E F is the Fermi level with respect to the valence band maximum (VBM). ΔV 0/b is a potential alignment correction aligning core-averaged electrostatic potentials far from the defect, and E q corr is a charge correction term following the method proposed by Lany and Zunger [17] , [18] . Together these terms correct the spurious electrostatic interactions between charged defect images that arise from the periodic boundary conditions of the supercell calculation. Additional checks of the impurity formation energies for larger supercell sizes (up to 288 atoms) showed variations of at most 0.2 eV compared with the 64-atom cell after including the image charge corrections.
The terms contributing to the defect formation energy described thus far are standard. The additional Fermi level and chemical potential corrections δ and δμ i bring the set of GGA formation energies into better agreement with HSE hybrid functional calculations, which tend to more accurately reproduce the experimental band gaps and formation enthalpies of semiconductor and insulator compounds [13] , [19] . Indeed, the same inaccuracies in GGA that are improved by HSE, namely the inaccurate description of localized electron/hole states and the self-interaction error, should be expected to lead to incomplete error cancellations in the calculation of defect formation energies just as they do for the compound formation enthalpies. Thus, to obtain a more physically reasonable basis of formation energies with which to compute defect concentrations, we implement additional postprocessing corrections to the electronic and elemental chemical potentials from our GGA calculations. Following [13] , these are derived by first aligning a deep chargestate transition level (α, q i /q j )
between GGA and HSE calculations for defect α. This shifts both the valence and conduction band edges and, hence, corrects the GGA Fermi level by δ = GGA (α, q i /q j ) − HSE (α, q i /q j ). Similar to the marker method, this has the effect of correcting the band-gap error relative to the VBM [13] , [20] .
To establish agreement with the thermochemical picture in HSE, chemical potential corrections must be added to the bulk formation enthalpy computed in GGA. In general, the bulk formation enthalpy is given by
where E u bulk is the energy per formula unit of the bulk compound consisting of x i atoms of species i. The second equality constrains the set of possible Δμ i to be at equilibrium with the formation of the bulk compound. Furthermore, the material is stable against the formation of a secondary compound, C, consisting of x C i atoms of species i per formula unit, if
For a bulk compound consisting of N species, the set of N chemical potential corrections are computed as shifts that bring the GGA and HSE bulk formation enthalpies and a choice of N − 1 defect formation energies into agreement. In other words, the δμ i are defined as solutions to the system of linear equations:
One must choose the Δμ i to satisfy the constraint imposed by (3) for self-consistency, where ultimately the δμ i should be independent of that choice. More details on this method can be found in [13] . For this work, we used the HSE data reported in [6] . The Fermi level correction was computed using the (V In , −1/ −2) level, which has been shown to be deep and spatially well localized [6] . HSE is known to be deficient in accurately reproducing the atomization energies of transition metals, where, for instance, the atomization energy of fcc copper differs by ∼0.4 eV in HSE compared with the experiment. We thus chose to obtain the chemical potential corrections by aligning the V
−1
In and V 0 Se formation energies [19] . On the other hand, because HSE provides an improved description of the localized 3d-orbitals of Cu-containing semiconductor compounds compared with local density functionals, we can expect that most discrepancies in the GGA formation energies can be corrected by only correcting the bulk chemical potentials (Cu, In, Se) and not the impurity chemical potentials (Na, K, Cd) [6] . The assumption that the impurity concentrations are sufficiently dilute and requiring consistency with the formation enthalpy constraint (3) for bulk CIS justify this choice. Table I lists the formation energies of extrinsic point defects in their dominant charge states calculated in this study, where the Fermi level is set to the VBM as a reference. The chemical potentials Δμ i were chosen to reflect Cu-poor, Se-rich conditions and to respect the phase stability and formation enthalpy of CIS according to HSE [6] . The impurity chemical potentials were set to Δμ Na = Δμ K = Δμ Cd = −2.0 eV. We have listed the original values calculated in GGA, in addition to the values obtained after correcting with respect to the HSE data. In aligning with HSE, the indium chemical potential requires the largest correction. This leads to a substantially different description of the dominant defects compared with the uncorrected GGA results. Fig. 1. GGA and GGA+U formation energies for Na C u and Na In compared with HSE [7] before and after δ-corrections. The formation energies from [7] have been adjusted to the choice of chemical potentials in Table I .
To benchmark the results and to illustrate the significance of the corrections, we have plotted the formation energies of Na Cu and Na In computed with GGA and GGA+U (with U = +6 eV applied to the Cu d-states [4] ) along with the values reported in [7] , which were obtained with HSE06. Note that the formation energies from [7] have been adjusted to our choice of chemical potentials given in Table I . While their choice of exchange-screening parameter differs from [6] (ω = 0.20 1/Å compared with 0.13 1/Å), previous work by the same authors on intrinsic defects in CIS using the same HSE parameters and charge-correction scheme [8] suggests that their results provide a reasonable estimate for the quality of our corrections. Fig. 1 shows that correcting only the bulk chemical potentials yields a qualitatively similar picture of the impurity formation energies in GGA and HSE within the bounds of the known 0.4 eV error discussed above. The corrections δ and δμ i were derived separately for each functional using the same defect states and the HSE data reported in [6] .
It is important to note that to limit errors in the computation of defect concentrations to within an order of magnitude requires formation energies to be accurate to within ∼0.1 eV at a temperature of 600 K, which is close to the temperature of interest in this work. Obtaining such strict convergence is notoriously difficult, even using hybrid functionals [10] . Significant variations in defect formation energies reported in the literature further complicate the matter. While these fundamental limitations have not been resolved in this work, the implementation of the above corrections is expected to have improved the physical basis for determining the dominant defects.
B. Defect Concentrations
Having at hand a set of corrected formation energies, which, for the purposes of this work, sufficiently approximate available HSE data, we use these formation energies as fundamental parameters for calculating defect concentrations at finite temperatures and off-stoichiometry. To do so, we have extended the canonical method outlined in [11] to include multiple extrinsic defect species. To briefly summarize this method, the formation energies computed at the chosen Δμ i and E f serve as fundamental reference parameters. Our choice of intrinsic Δμ (Cu,In,Se) used as reference points are listed in Table I , and for the extrinsic species we have again used Δμ (Na,K,Cd) = −2.0 eV. Then, for M atomic species and a representative basis set of M neutral defect concentrations, we can formulate M − 1 independent, algebraic constraint equations for the basis defect concentrations with coefficients that depend only on known or tunable parameters: the reference formation energies, temperature, predetermined entropy factors, the Fermi level, and fractional compositions k i , where i ∈ {Na, K, Cd, Cu, In, Se} and i k i = 1. An additional constraint imposed by the thermodynamic stability of CIS (3) allows one to solve for the M basis defect concentrations. The remaining neutral and charged defect concentrations are then computed from mass-action relations and self-consistent Fermi level iteration. The elemental chemical potentials (processing conditions) corresponding to the given stoichiometry can be derived directly from the concentrations of the neutral basis defects.
We leverage this method to explore defect thermodynamics in CIS for the stoichiometries and temperature reported in [12] . Our set of neutral, basis defects consists of V Cu , In Cu , Na Cu , K Cu , and Cd In . Assuming that the impurities are sufficiently dilute (i.e., that the upper bound for the compositional fraction of impurities is on the order of 0.1 at. %), constraining the thermodynamic stability of the defective material with respect to pure CIS is well defined. To probe off-stoichiometry and emulate compositional parameters often given in experimental literature, we vary the [Cu]/[In] ratio γ as NEAREST-NEIGHBOR CU-SUBLATTICE TRANSITIONS [14] and the normal valence parameter η as
It has typically been observed that high-quality CIGS absorber layers are prepared under Se-rich conditions, with Cu-poor off-stoichiometry given by [Cu]/([In]+[Ga]) = 0.78 − 0.82 and η 1 [12] . Varying γ and η directly allows us to explore this region of CIS phase space. The normal valence parameter η approximately characterizes the conductivity of the material, where η > 1 and η < 1 generally correspond to p-type and n-type material, respectively. Following [12] , we fix the temperature to 350°C for all of our calculations. We consider both undoped CIS and CIS doped with Na, K, and Cd, wherein we fix the fractional compositions of the impurities to emulate the relative impurity concentrations observed in [12] . To that end, for our analysis of doped CIS, we set
. Note that we have chosen a higher value of Cd in the bulk than is reported in [12] . This was done to characterize the dominant Cd defects on a reasonable scale relative to the other defects in the system. We found that this does not change the relative favorability of Cd defects at lower Cd compositions.
C. Migration Barriers and Binding Energy
Migration energy barriers were calculated in VASP using the CINEB method [21] . Negligible differences in barrier heights were observed between neutral and charged cells, so the data presented in Table II Table II have been computed by taking differences in total energies between the cells containing isolated defects E i tot , and the cell containing the defect complex E i tot :
Hence, positive values of E b indicate an attractive interaction, and thus favor binding. Note that E bulk must be subtracted to account for equal numbers of atoms, so that E b is a well-defined extensive quantity.
III. RESULTS AND DISCUSSION

A. Defect Thermodynamics
By varying the stoichiometry of CIS over (η, γ)-parameter space, we can gain insight into the defect properties over a large range of potential processing conditions. Before considering the complex defect structure in detail, let us first partition the (η, γ)-parameter space by variations of the Fermi level. Figs. 2 and 4 (upper left plots) show the Fermi level for undoped CIS and for CIS doped by impurities, respectively. The grey regions show degenerately n-type material, where the simulation fails to find a converged solution. The green, dashed lines superimposed onto the contours show the convex hull of thermochemically stable CIS, where the chemical potentials satisfy (4) . This provides a discrete approximation to the region of (η, γ)-parameter space, where the material is stable against the formation of secondary compounds and elemental solid phases. In this work, we considered stability against the secondary compounds CuSe, CuSe 2 , Cu 2 Se, Cu 3 Se 2 , InSe, In 2 Se, In 2 Se 3 , and CuIn 2 Se 4 . The formation enthalpies of these compounds were taken from the NREL materials database, which uses the fitted elemental reference energies (FERE) approach to accurately reproduce formation enthalpies with respect to known experimental data [22] . Note that the formation enthalpy of CIS from the FERE data agrees within 0.05 eV to the HSE formation enthalpy used in this study.
Since the thermochemical stability criteria (4) involve chemical potentials which are bounded by the energy of elemental ground state phases and secondary compounds calculated at T = 0 K, stoichiometries outside of the convex hull (designated by the green, dashed lines in Figs. 2 and 4) are not necessarily unstable when compared with other phases. Rather, when (4) is not satisfied, the respective phases will likely be present at finite T in CIS samples with these stoichiometries. To set a suitable upper bound accounting for thermal fluctuations, we will define the material to be stable if the sum for each compound C in (4) The Fermi level is discontinuous at (η, γ) = (1, 1), where the material is at perfect stoichiometry. As the material composition deviates from stoichiometric CIS, generic features in the Fermi level emerge which are independent of doping. As expected, the normal valence parameter η controls the deviation of the Fermi level away from the midgap, where η = 1 demarcates the transition from n-type (η < 1) to p-type (η > 1) material. As the [Cu]/[In] ratio γ is varied, the Fermi level exhibits a double-cone structure with the apex located at the discontinuous point, (η, γ) = (1, 1). Let γ −/+ < denote the lower cone (γ < 1), where −/+ indicates n-/p-type region (i.e., η < 1 or η > 1) with respect to undoped CIS. The upper cone (γ > 1) will be similarly denoted by γ −/+ > . For undoped CIS (see Fig. 2 ), we find that γ − < is strongly n-type, while γ + < is moderately p-type. As the material becomes Cu-rich, γ − > is moderately n-type, while the moderately p-type Fermi level extends to γ + > . Beyond the γ-cone for η > 1, the material is nearly degenerately p-type. The presence of the same double-cone structure in the corresponding chemical potentials Δμ {Cu,In,Se} , also plotted in Fig. 2 , exhibits the correlation between the chemical composition and the conductivity of the material.
To explore the defect contributions to the conductivity, Fig. 3 shows the total concentrations of dominant defects summed over all charge states for varying η at fixed γ. For Cu-rich γ > 1, the transition from n-type to p-type conductivity is accompanied by the filling of selenium vacancies, a decrease in copper interstitials, and the transfer of antisite disorder from In In . Note that the n-type plateaus in E f correspond to cuts through the γ − >/< regions in Fig. 2 . For Cu-poor γ < 1, the Fermi level exhibits a higher plateau preceding the n-type to p-type transition compared with γ > 1. This is not only due to a greater concentration of In +2 Cu throughout the transition, but also the rapid increase in partially compensated (V Cu + In Cu ) +1 complexes, consistent with the material being Cu-poor. We further see that the range of η for which the material is stable against the formation of secondary compounds (bounded by vertical, green, dashed lines and black, dotted lines in Fig. 3 ) corresponds to a peak in fully compensated (2V Cu + In Cu ) 0 complexes. Indeed, the region of stable, undoped CIS in Fig. 2 is localized to a narrow band around η = 1 for γ < 1.
As anticipated in [2] and [6] , the extension of stable CIS to Cu-poor compositions is because of the proliferation of compensated 2V Cu + In Cu complexes. Indeed, consider the In 2 Se 3 -Cu 2 Se tie-line, a commonly mapped portion of the experimental CIS phase diagram, which on our contour plots extends from 0 ≤ γ ≤ ∞ with η = 1 [23] . The extension of stable CIS to moderately Cu-poor regions observed in the experimental phase diagram at T = 350°C is also exhibited in Fig. 2 , where the disorder is carried by In Cu and nV Cu + In Cu complexes.
Upon doping by Na, K, and Cd (see Fig. 4 ), the general double-cone structure of the Fermi level in (η, γ)-space persists. However, the n-type plateaus in the γ − >/< regions have shifted to lower values of γ. To probe this structure further, we plot the dominant defect concentrations in Fig. 6 for the same fixed values of γ as in Fig. 3 . For γ > 1, the Fermi level plateau has become sharply peaked upon doping, accompanied by an increase in V +1 Se . Indeed, as K and Na moving off of Se sites for η → 1 − , the liberation of Se sites leads to the local maximum in V
+1
Se which is not present in undoped CIS (see Fig. 2 ). Additional fluctuations in the remaining defect concentrations as the material approaches the p-type transition exhibit the complex coupling between charge compensation and site availability. The Fermi level in the p-type region has increased compared with undoped CIS. One observes a lower concentration of In Cu and V Cu + In Cu , while K In has transitioned to a donor state. In contrast with Cu-rich material, for γ < 1 the Fermi level plateau has decreased and shifted to lower values of η compared with its undoped counterpart. Indeed, the doped material shows lower concentrations of (V Cu + In Cu )
+1 donors in this n-type region. The increase in isovalent K Cu and Na Cu suggests that nV Cu + In Cu complexes are suppressed by the occupation of Cu sites by the impurity species as η → 1 − . In doped and undoped CIS, the peaks of both V Cu + In Cu and 2V Cu + In Cu occur near or in the stability region. Fig. 4 shows that the region of stable CIS, while still present under Cu-poor conditions near η = 1, has narrowed after doping. Moreover, we find that the region of stable CIS also narrows for Na concentrations at 0.1 at. % with negligible K and Cd. This behavior contradicts the broadening of the stable α-chalcopyrite phase along the In 2 Se 3 -Cu 2 Se tie-line observed experimentally upon doping CIS with Na [23] . The experimentally observed broadening of the stable α-chalcopyrite phase is attributed to the role of Na in preventing the formation of the ordered defect compound (ODC) β-phase. It is believed that long-range ordering of nV Cu + In Cu complexes in the chalcopyrite lattice form the ODC β-phase. The suppression of such complexes by K Cu and Na Cu would explain why such a broadening occurs, and indeed this suppression was observed in our model, as noted above. However, since our model is based on formation energies in chalcopyrite CIS and not in an ODC with long-range order, it is not clear to which extent these two observations can be compared.
1) Impurities in Cu-Depleted Phases:
In Fig. 4 , we plot in (η, γ)-space the chemical potentials Δμ of Na, K, and Cd required to achieve doping at the relative compositional fractions
). This will provide us with some qualitative insight into how the off-stoichiometry of CIS affects the favorability of incorporating the impurity species at these concentrations. That the impurity chemical potentials are correlated with the conductivity of the material is apparent in the appearance of the double-cone structure discussed above. The incorporation of each impurity species is relatively unfavorable for Se-poor compositions (η < 1) with sufficiently high amounts of Cu (γ > 1). Conversely, Se-rich material (η > 1) is more favorable for impurity incorporation.
Surprisingly, Cd exhibits the largest variation in chemical potential, despite its very low concentration in the model. This is indicative of a stronger competition between charge states of Cd defects for varying composition, as the chemical potential is more strongly correlated with the Fermi level. Fig. 4 suggests that the incorporation of Cd is more sensitive to variations in η compared with variations in γ. Indeed, we will see below that Cd
+1
Cu donors dominate the Cd defect configurations for this region of compositional parameter space, meaning that some degree of charge compensation occurs with Cd doping. By similar reasoning, the small variation in the chemical potential of K for η > 1 suggests that the incorporation of K at such a high compositional fraction is relatively insensitive to variations in Se-rich CIS composition. To some extent, this also holds for the incorporation of Na, although we find that the regions of very low Na chemical potential extends into regions of η < 1.
Since Se-rich, Cu-poor, p-type CIS is implemented in highquality absorber layers, let us consider this region in (η, γ)-parameter space in greater detail. For these compositions, we found (see Fig. 6 ) that Na and K predominantly substitute cation sites (Cu, In) (for the sake of better visualization, some lines corresponding to Na Se , Na i , K Se , Cd In , Cd Se , and Se i were not shown in Fig. 6 ). Fig. 5 shows the concentration of these cation substitutionals throughout the larger (η, γ)-space. Like the chemical potentials, the degree to which the concentrations follow the Fermi level provides a qualitative measure of the competition between defect charge states. For moderately ptype material, confined to the region γ + < discussed above, Cusites constitute the dominant substitutional sites for Na and K. In contrast, Cd tends to favor both Cu-and In-sites in this region. For higher values of η, the Fermi level approaches p-type degeneracy, and substitution on In-sites tends to dominate for all three defect species.
To understand the defects that prevail near the CdS-interface where the host CIS is in a Cu-depleted phase, we should probe defect concentrations at lower values of γ. Fig. 7 shows the dominant defect concentrations for 0.3 ≤ γ ≤ 1.0 with fixed η = 1.01 (moderately p-type) and η = 1.07 (strongly p-type). Consistent with our previous discussion, we find again that the disorder is carried by V Cu , In Cu , and their compensated complexes. If the material is sufficiently Cu-depleted, K and Na predominantly occupy Cu-sites. However, we see that in this Cudepleted region Cd marginally favors both cation sites, where the concentration of Cd Cu depends sensitively on the Fermi level.
Considering the experimental results of [12] , it is reasonable to ask whether one can distinguish between the roles of Na and K in determining the favorable sites for Cd incorporation at the level of equilibrium thermodynamics presented here. As we noted above, while we fixed the fractional composition of Cd to be at higher value than is reported in [12] , doing so does not affect the relative favorability of Cd defects at different impurity compositions. Indeed, the relative concentrations of Cd defects were also found to be independent of the fractional compositions of Na and K. Furthermore, individually shifting each impurity fraction results only in a rigid shift of the subset of defect concentration curves involving that impurity, as long as the shifted impurity is still sufficiently dilute (i.e., that the shifted impurity fraction is below 0.1 at. %, as mentioned above). This is consistent with the dilute approximations made in the canonical method and our choice of basis defects [11] . One should expect the coupling between extrinsic defect concentrations to be second order, since they are defined with respect to the pristine CIS lattice, and thus directly coupled to the intrinsic defects in the system. It is thus likely that an indirect, nonequilibrium mechanism is responsible for the enhancement of Cd incorporation in the presence of K compared with Na. In the next section, we propose a likely pathway based on possible hopping transitions constrained by the thermodynamic analysis presented above.
B. Defect Kinetics
To distinguish the roles of Na and K in enhancing Cd incorporation, we will now provide a simple picture of defect kinetics. We found that the defect thermodynamics captured by the canonical model above suggests that, within a range of Serich conditions, Cu-poor CIS can predominantly host Na, K, and Cd on Cu sites. Since V Cu always appears as a dominant intrinsic defect in these conditions, we will study the possible first nearest-neighbor (on the cation sublattice) transitions involving only the set of thermodynamically favorable defects on Cu sites. We will thus consider only Cu vacancy-mediated and direct exchange mechanisms for impurity diffusion. Table II lists the migration barriers and binding energies for this set of transitions from CINEB calculations. Table II also includes the barrier for intrinsic Cu hopping between Cu vacancies as a benchmark for comparison.
In general, we find that impurity diffusion for this subset of transitions will be dominated by vacancy-mediated processes. Furthermore, the more-than 0.6 eV difference between the barriers for Na/K vacancy-meditated transitions compared with the Cu/Cd transitions suggests that both Na and K will be relatively mobile at room temperature. The rapid diffusion of Na and K may then provide a mechanism to rebalance the local valence of off-stoichiometric CIS, consistent with the observation of improved conversion efficiencies following Na/K incorporation.
To assess the significance of the lower migration barrier for K diffusion compared with Na diffusion, we estimate the temperature-dependent diffusion coefficient of Cu vacancies, D V , assuming that the vacancy and impurity concentrations are sufficiently dilute. To that end, we assume that Cu vacancies diffuse via a random walk on the Cu sublattice with some degree of correlation dictated by the presence of impurities [24] :
Here, g = 1/6 is a geometric factor determined by the dimensionality of the lattice, while z = 4 is the coordination number. λ is the nearest-neighbor hopping distance, which in this case is the distance between neighboring Cu sites λ ≈ a/ √ 2, where a ≈ 5.88Å. The total vacancy jump frequency Γ V is given by
where the sum runs over i ∈ {Cu, Na, K}, and x i is the siteconcentration of species i. The frequency for jumps involving the ith species is
where we estimate the attempt frequency ν to be in the order of the Debye frequency ν ≈ 10 13 s −1 , and E i m is the migration barrier (see Table II ). The vacancy correlation factor f V , which accounts for the correlation between successive jumps, is approximated in the dilute limit by
with the partial vacancy correlation factors f i V [24] . The partial correlation factor for the ith species is defined as the ratio of the impurity correlation factor f i and the self-diffusion correlation factor f 0 . We approximate f i ≈ 1 for the impurities Na and K, and f 0 = 0.781 for fcc lattices, since diffusion is restricted to the cation sublattice. Thus, we take f i V = f i /f 0 ≈ 1.280 for i ∈ {Na, K}. Similarly, within the dilute limit, we can take f Cu V ≈ 1. The diffusion coefficient for Cu vacancies thus simplifies to
Na V Γ Na x Na + Γ Cu x Cu . (13) Note that improvements to the approximations in the model above can be implemented still on the basis of first-principles calculations. For instance, the attempt frequencies ν for each transition, and hence the vibrational entropies, can be estimated by a Vineyard expansion, while a more accurate estimate for f i can be made on the basis of the five-frequency model [24] , [25] . For sufficiently off-stoichiometric materials where disorder invalidates the dilute approximation, more sophisticated techniques, such as kinetic lattice Monte Carlo simulation, must be employed to obtain well-defined diffusion coefficients. To characterize the effects of Na and K on the diffusivity of Cu vacancies, we assume a typical Cu vacancy concentration of 1 at. %, as well as a typical concentration of 0.1 at. % for Na and/or K when they are present [5] , [7] . We find that the strongest enhancement of the diffusion of Cu vacancies results from the inclusion of K, essentially independent of the presence of Na (see Fig. 8 ). Indeed, at relevant processing temperatures (e.g., T ≈ 650 K), the diffusion coefficient D V is an order of magnitude greater for typical concentrations of K compared with only incorporating Na, with the difference becoming more pronounced at lower temperatures.
On the basis of these results, we propose a candidate mechanism for the enhanced incorporation of Cd in the presence of K: Cu vacancies diffuse more rapidly to the CdS interface, increasing the number of available Cu sites for Cd. This is consistent with the observation that near the CdS interface, the CIS absorber is Cu-depleted. Finally, we note that once Cd occupies Cu sites in CIS, it becomes strongly bound to Cu vacancies (see Table II ). This strong binding is likely the result of favorable charge compensation between Cd +1 Cu and V
−1
Cu , which may contribute to electronic inversion and the formation of a pn homojunction in the region near the CdS interface [12] . However, as we mentioned above, the propensity for overbinding in GGA means that one should exercise caution when drawing conclusions based on the binding energies in Table II. IV. SUMMARY In this work, we have studied the complex defect physics that emerges in undoped CIS and CIS doped with Na, K, and Cd as a function of stoichiometry and temperature using ab initio calculations and canonical thermodynamics. Our canonical method uses ab initio formation energies at a reference point in the thermochemically stable region of the host material's phase diagram to self-consistently compute defect concentrations and the Fermi level. In this case, the fractional compositions of constituent species are fundamental inputs, and the respective chemical potentials are calculated at the given points in composition space. In] ), η. We found that for the Cu-poor region γ < 1, the Fermi level in undoped CIS exhibits an n-type plateau for η < 1, where V Se , In Cu , and Cu i dominate. For η > 1, the material is p-type and dominated by V Cu and Cu In . The material is stable against the formation of secondary compounds in transition between n-type and p-type Fermi level. We found that this stability is associated with the increase in compensated nV Cu + In Cu complexes.
Upon doping with Na, K, and Cd, we find that the set of dominant, intrinsic defects remains unchanged in Cu-poor CIS for both n-type and p-type regions. However, the n-type plateau shifts to smaller values of η compared with the undoped case. We find that this shift is because of the suppression of nV Cu + In Cu complexes by Na and K occupying Cu sites. This suppression of Cu-vacancy complexes also narrows the region of stable CIS relative to the undoped case. In the n-type, γ, η < 1 region, K predominantly occupies Se sites, while Na favors both Cu and Se sites. The transition to p-type, η > 1 material finds K, Na, and Cd favoring In sites. However, neither K In nor Na In act entirely as double acceptors. Instead, a fraction of the substitutional defects exist in single-donor charge states. This contributes to the slight increase in the p-type Fermi level compared with the undoped case.
As the material becomes increasingly Cu-depleted toward stoichiometries observed near the CdS-interface [12] , the increased availability of unoccupied Cu sites leads to dominant concentrations of K Cu and Na Cu . Since the charge states of Cd substituting cation sites depend sensitively on the Fermi level, the relative concentrations of Cd Cu and Cd In varies with the normal valence parameter η, with η → 1 + generally promoting greater concentrations of Cd Cu .
Thus, our thermodynamic analysis suggests that within a reasonable window of processing conditions, we can consider a simple mechanism for the incorporation of Cd in CIS near the CdS interface involving only Cu vacancies and impurities substituting Cu sites. By using first-principles CINEB to identify the dominant nearest-neighbor transitions for impurity diffusion, we found that Na and K can diffuse rapidly compared with Cu and Cd via Cu vacancies at experimentally relevant temperatures. To understand the effects of Na and K on the diffusion of Cu vacancies, we considered an approximation for the Cu vacancy diffusion coefficient as a function of temperature and impurity concentration. Accordingly, the presence of reasonable concentrations of K led to the greatest enhancement of Cu vacancy diffusion. This suggests that the incorporation of K, as compared with only incorporating Na, can lead to a more rapid diffusion of Cu vacancies to the CdS interface, providing a higher concentration of available sites for Cd to occupy. storage, and networking infrastructure provided by the Hyak supercomputer system at the University of Washington.
