Summary. The power divergence (PD) and the density power divergence (DPD) families have proved to be useful tools in the area of robust inference. The families have striking similarities, but also have fundamental differences; yet both families are extremely useful in their own ways. In this paper we provide a comprehensive description of the two families and tie in their role in statistical theory and practice.
Introduction
The density-based minimum divergence approach is an useful technique in parametric inference. Here the closeness of the data and the model is quantified by a suitable measure of density-based divergence between the data density and the model density. Many of these methods have been particularly useful because of the strong robustness properties that they inherently possess.
The history of the Pearson's chi-square (Pearson, 1900) , a prominent member of the class of density-based divergences, goes back to the early periods of formal research in statistics; however, the use of density-based divergences in robust statistical inference is much more recent, possibly originating with Beran's 1977 paper.
Since then, of course, the literature has grown substantially, and monographs by Vajda (1989) , Pardo (2006) and Basu et al. (2011) are useful resources for the description of the research and developments in this field.
Several density-based minimum divergence estimators have very high asymptotic efficiency. The class of minimum disparity estimators (Lindsay, 1994) , for example, have full asymptotic efficiency under the assumed parametric model. The discussion that we present in this paper will describe the power divergence family (Cressie and Read, 1984) and density power divergence family (Basu et al., 1998 ) under a common framework which will demonstrate that both families are part of a larger superfamily. This paper will indicate the possible roles of this superfamily in parametric statistical inference. In particular, the use of this superfamily will highlight the serious limitations of the first order influence function analysis in assessing the robustness of a procedure.
The rest of this paper is organized as follows. Sections 2 and 3 describe the power divergence (PD) and the density power divergence (DPD) families and, apart from discussing their robustness properties, talk about the interconnection between the families. Section 4 ties in these families through a larger super-family which we will term as the family of "S-Divergences". We also describe the influence function and the asymptotic properties of the corresponding minimum divergence estimators in that section. A numerical analysis is presented in Section 5 to describe the performance of the proposed minimum S-Divergence estimators (MSDEs). We discuss the limitation of the classical first order influence function analysis in describing the robustness of these estimators. As a remedy to this problem we describe the higher order influence function analysis and the breakdown point analysis of the proposed minimum divergence estimators in Section 6 and Section 7 respectively. Section 8 has some concluding remarks.
Although our description in this paper will be primarily restricted to discrete models, we will use the term "density function" for both discrete and continuous models. We also use the term "distance" loosely, to refer to any divergence which is nonnegative and is equal to zero if and only if its arguments are identically equal.
The Power Divergence (PD) Family and Parametric Inference
In density based minimum distance inference, the class of chi-square distances is perhaps the most dominant subfamily; it is generally referred to as the ϕ-divergence family (Csiszár, 1963) or the class of disparities (Lindsay, 1994) . See Pardo (2006) for a comprehensive description. The power divergence family (Cressie and Read, 1984 ) represents a prominent subclass of disparities. This family has been used successfully by a host of subsequent authors to produce robust and efficient estimators under parametric settings; see Basu et al. (2011) for an extended discussion.
We begin our description with a discrete probability model F θ = {F θ : θ ∈ Θ ⊆ R p }. To exploit the structural geometry, we follow Lindsay's (1994) disparity approach to describe the PD family. Let X 1 , . . . , X n denote n independent and identically distributed observations from a discrete distribution G. Without loss of generality, let the support of G and the parametric model
Denote the relative frequency of the value x in above sample by d n (x). We assume that both G and F θ belong to G, the class of all distributions having densities with respect to the appropriate measure. Let f θ be the model density function. We estimate the parameter by choosing the model element that provides the closest match to the data. The separation between the probability vectors f θ (1) , . . .) T will be quantified by the class of disparities. 
Then the disparity between d n and f θ generated by C is defined by
The strict convexity of C and Jensen's inequality immediately imply that the disparity defined in Equation (1) is nonnegative; it equals zero only when
identically.
For notational simplicity, we will write the expression on the right-hand side of equation (1) as ∑ C(δ)f θ whenever the context is clear, and use similar notation throughout the rest of this article.
Specific forms of the function C generate many well known disparities. For example, C(δ) = (δ + 1) log(δ + 1) − δ generates the well known likelihood disparity (LD) given by
The (twice, squared) Hellinger distance (HD) has the form
and has
where
Arguably, the best known subfamily of the disparities is the power divergence family (Cressie and Read, 1984) which is indexed by a real parameter λ, and has
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Notice that for values of λ = 1, 0, −1/2 the Cressie-Read form in Equation (5) generates the PCS, the LD and the HD respectively. The LD is actually the continuous limit of the expression on the right hand side of (5) as λ → 0. The measure HD (λ = −1/2) is the only symmetric measure within this family, and the only one that is linked to a metric.
The power divergence family can be alternatively expressed as
which makes all the terms in the summand on the right hand side nonnegative. The C(·) function for the Cressie-Read family of power divergence under this formulation is given by
See Basu et al. (2011) for a discussion of several other disparity subfamilies.
Minimum Disparity Estimation
The minimum disparity estimator (MDE)θ of θ based on ρ C is defined by the
provided such a minimum exists. Some little algebra shows that the log likelihood of the data is equivalent to
A comparison with the expression in (2) reveals that the MLE of θ must be the minimiser of the likelihood disparity; thus the class of MDEs includes the MLE under discrete models.
Under differentiability of the model, the MDE solves the estimating equation
where ∇ represents the gradient with respect to θ. Letting A(δ) = C ′ (δ)(δ + 1) − C(δ), the estimating equation for θ has the form
We can standardize the function A(δ), without changing the estimating properties 
It is easy to see that the RAF for likelihood disparity is linear, given by A 0 (δ) = A LD (δ) = δ.
The Robustness and the Asymptotic Distribution of the MDEs
The introduction of the Pearson residual δ provides a approach for defining a prob- Intuitively it is not difficult to see why the asymptotic properties of all the minimum disparity estimators should be similar under the model conditions. If we consider the expansion of Equation (10) in a Taylor series around δ = 0, we get
Thus the leading term in the estimating function of any disparity is the same as that of the LD; under proper regularity conditions one can expect similar behavior for the minimum disparity estimating equation and the maximum likelihood score equation. This gives some justification of the asymptotic equivalence of any MDE and the MLE.
Let G be the true data generating distribution with density g, and θ g be the best fitting parameter defined by the relation (a) The minimum disparity estimating equation (10) has a consistent sequence of rootsθ n .
(b) n 1/2 (θ n − θ g ) has an asymptotic multivariate normal distribution with vector mean zero and covariance matrix
g , where
is the likelihood score function and ∇ 2 represents the second derivative with respect to θ.
If G = F θ for some θ ∈ Θ and θ g = θ, the asymptotic variance of n 1/2 (θ n − θ) (Lindsay, 1994) . This result, under the model, was also obtained independently by Morales et al. (1995) in the context of the phi-divergence measures.
Thus all MDEs have the same asymptotic distribution as that of the MLE at the model and hence have full asymptotic efficiency. Yet, in numerical studies, several authors have pointed out that the small to moderate sample behaviour of these procedures can be can be highly discrepant (see, eg., Pardo, 2006 and Cressie, 1988) . The estimation curvature A 2 is also related to the concept of the second-order efficiency (Rao 1961 (Rao , 1962 ; for the multinomial models A 2 = 0 implies second order efficiency of the MDE. In this case the corresponding RAF has a second order contact with that of the LD at δ = 0. We will take A 2 = 0 to be our working definition of second order efficiency of the MDE.
Usually, the influence function of an estimator is a useful indicator of its asymptotic efficiency, as well as of its classical first-order robustness. Under standard regularity conditions it follows that when the distribution G = F θ belongs to the model, the MDE corresponding to the estimating equation 
The Density Power Divergence (DPD) Family and Parametric Inference
In the previous section we have described minimum disparity estimation based on the PD family for discrete models. Many members within the PD family provide highly robust minimum distance estimators. Minimum disparity estimation based on the PD family described in the context of discrete models can also be generalized to the case of continuous models. However, for continuous models it is necessary that some nonparametric smoothing technique (such as kernel density estimation) be used to produce a continuous density estimate of the true density (see, eg. Basu et al., 2011). As a result, the minimum disparity estimation method inherits all the associated complications in continuous models; these include, among others, the problems of bandwidth selection and slow convergence for high dimensional data.
In this section we will present a related family of divergences, namely the "Density
Power Divergence" family, as a function of a tuning parameter α ∈ [0, 1] that allows us to avoid the complications of kernel density estimation in continuous models.
To motivate the development of this family of divergences, we compare the estimating equations 
Basu et al. (1998) used this form to reconstruct the DPD family. Given densities g, f for distributions G and F in G, the density power divergence in terms of a parameter α is
Here DPD 0 (g, f ) = lim α→0 DPD α (g, f ). The measures are genuine divergences; under the parametric set up of Section 2, one can define the minimum DPD functional
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The functional is Fisher consistent. As ∫ g 1+α is independent of θ, T α (G) actually
In Equation (16) 
over θ ∈ Θ, where
The remarkable observation in this context is that this minimisation does not require the use of a nonparametric density estimate for any α. Under differentiability of the model the minimisation of the objective function in (17) leads to the estimating equation (14) . In addition, expression (17) also shows that the MDPDE is in fact an M-estimator, so that the asymptotic properties of the estimators follow directly from M-estimation theory.
The DPD family is also a subfamily of the class of Bregman divergences (Bregman, 1967). For a convex function B, the Bregman divergence between the densities g and f is given by
It can be shown (Patra et al., 2013 ) that in a slightly modified form the DPD can be defined for all real α. However, based on considerations of robustness and efficiency, the interval [0, 1] appears to contain all the useful values of α.
Connections Between the PD and the DPD
Patra et al. (2013) pointed out an useful connection between the PD and DPD families, which can be described as follows. Note that one can express the PD measure between a generic density g and the model density f θ as
If one wishes to preserve the divergence properties and modify this measure so that the computation of the minimum divergence estimator avoids any nonparametric smoothing, then one needs to eliminate the terms that contain a product of a nonlinear function of g with some function of f θ . The structure of Equation (18) reveals that to achieve the above one only needs to adjust the term (g/f θ ) 1+λ . As the expression within the parentheses is nonnegative and equals zero only if g = f θ , the outer f θ term in (18) can be replaced by f 1+λ θ and one still gets a valid divergence that simplifies to
But this is nothing but a scaled version of the measure given in Equation (15) for λ = α. We can also reverse the order of the above transformation to recover the power divergence from the density power divergence by replacing the outer f
with f θ . After simplification and the adjustment of constants, the measure is easily seen to be equal to the PD α measure.
Patra et al. (2013) considered the general class of divergence given by
where β > 1 and δ is the Pearson residual defined in Section 2. The function h(y) = ∑ t∈T a t y t for some finite set T with elements in R and real coefficients {a t } is such that h(·) is nonnegative on [0, ∞) and h(y) = 0 only when y = 1.
When one imposes the restriction that the measure, apart from being a genuine divergence, will allow the statistician to avoid nonparametric smoothing for the purpose of estimation, one is led to the DPD measure with parameter β − 1 as the unique solution.
Influence Function of the Minimum DPD estimator
A routine differentiation of the estimating equation of the minimum density power divergence functional T α (·) demonstrates that the influence function at the model
This is clearly bounded whenever u θ (y)f α θ (y) is, a condition that is satisfied by all standard parametric models. In this respect the contrast with density-based minimum distance estimation using the PD family is striking.
For illustration we display, in Figure 2 
Asymptotic Properties of the Minimum DPD Estimator
Let G be the true data generating distribution having density function g. The distribution is modeled by the parametric family F θ ; let θ g = T α (G) be the best fitting parameter. Define
where (a) The minimum DPD estimating equation (14) has a consistent sequence of rootŝ
) has an asymptotic multivariate normal distribution with (vector) mean zero and covariance matrix J −1 KJ −1 , where
and J α (θ), K α (θ) are as in (23) and (24) respectively, and θ g = T α (G), the best fitting minimum density power divergence functional at G corresponding to tuning parameter α.
When the true distribution G belongs to the model so that G = F θ for some θ ∈ Θ, the formula for 
The S-Divergence Family
The S-Divergence and the Corresponding Estimation Equation
For α = 1, the DPD measure equals the L 2 distance while the limit α → 0 generates the likelihood disparity. Thus the DPD family smoothly connects the likelihood disparity with the L 2 distance. A natural question is whether it is possible to construct a family of divergences which connect, in a similar fashion, other members of the PD family with the L 2 distance. In the following we propose such a densitybased divergence, indexed by two parameters α and λ, that connect each member of the PD family (having parameter λ) at α = 0 to the L 2 distance at α = 1. We denote this family as the S-divergence family; it is defined by 
Similarly, for B = 0 the S-divergence measure is defined by
Note that for α = 0, this family reduces to the PD family with parameter λ and for α = 1, it gives the L 2 distance irrespective of λ. On the other hand it generates the DPD measure with parameter α for λ = 0. It is easy to show that given two densities g and f , the function S (α,λ) (g, f ) represents a genuine statistical divergence for all α ≥ 0 and λ ∈ R.
The S-divergences measure is not symmetric in general. But it becomes symmetric, i.e., S (α,λ) (g, f ) = S (α,λ) (f, g) if and only if A = B; this happens either if α = 1 (which generates the L 2 divergence), or λ = − 1 2 . The latter case represents an interesting subclass of divergence measures defined by S (α,λ=−1/2) (g, f ) = Consider the parametric class of densities {f θ : θ ∈ Θ ⊂ R p }; we are interested in estimating the parameter θ. Let G denote the distribution function for the true Given the observed data, we estimate θ by minimizing the divergence S (α,λ) (g, f θ ) with respect to θ, where g is the relative frequency or any density estimate based on the sample data in the discrete and continuous models respectively. The estimating equation is given by
fθ(x) − 1 and K(δ) = 
Remark 4.1. The S-divergence has a cross entropy interpretation. Consider the cross-entropy given by e(g, f
) = − 1+α AB ∫ g A f B + 1 A ∫ f 1+α .
Then the divergence induced by the cross entropy is obtained as S(g, f ) = −e(g, g) + e(g, f ) which is nothing but the S-divergence.
Remark 4.2. Consider the transformation Y = CX + d. It easy to see that
S(g Y (y), f Y (y)) = kS(g X (x), f X (x)) where k = |Det(C)| 1+α > 0
. Thus although the divergence S(g, f ) is not affine invariant the estimator that is obtained by minimizing this divergence is affine invariant.
Influence Function of the Minimum S-Divergence Estimator
Consider the minimum S-divergence functional T α,λ . A straightforward differentiation of the estimating equation shows that the influence function of T α,λ to be
However, for g = f θ , the influence function becomes
The remarkable observation here is that this influence function is independent of λ. Thus the influence function analysis will predict similar behavior (in terms of robustness) for all minimum S-divergence estimators with the same value of α irrespective of the value of λ. In addition, this influence function is the same as that of the DPD for a fixed value of α (which is the S-divergence subfamily for λ = 0), and therefore are as given in Figure 2 ; thus it has a bounded redescending nature except in the case where α = 0. This also indicates that the asymptotic variance of the minimum S-divergence estimators corresponding to any given (α, λ) pair is the same as that of the corresponding DPD with the same value of α (irrespective of the value of λ),
Asymptotic Properties of the Estimators: Discrete Models
Suppose X 1 , X 2 , . . . , X n are n independent and identically distributed observations from a discrete distribution G modeled by 
and
] where E g and V g represents the expectation and variance under g respectively, K ′ (·) denotes the first derivative, and θ g is the best fitting parameter corresponding to the density g in the S-divergence sense.
Under the conditions (SA1)-(SA7) given below, the minimum S-divergence estimators have the following asymptotic properties given in Theorem 4.1.
Assumptions:
(SA1) The model family F θ is identifiable.
(SA2) The probability density function f θ of the model distribution have common support so that the set χ = {x : f θ (x) > 0} is independent of θ. Also the true distribution g is compatible with the model family. 
are bounded for all j, k and for all θ ∈ ω.
(SA6) For almost all x, there exists functions
for all j, k, l and which are uniformly bounded in expectation with respect to g and f θ for all θ ∈ ω.
(SA7) The function
) A−1 is uniformly bounded for all θ ∈ ω. 
Corollary 4.2. If the true distribution
. This asymptotic distribution is the same as that of the DPD, and is independent of the parameter λ.
Numerical Study: Limitations of the Influence function
The classical first order influence function is generally a useful descriptor of the robustness of the estimator. However, the fact that the influence function of the The parameter λ has, on the whole, marginal overall impact on the MSE values, To explore the robustness properties of the minimum S-divergence estimators we repeat the above study, but introduce a contamination in the data by (i) replacing the last observation of the sample with the value 50, or by (ii) randomly replacing 10% of the observations of the sample by P oisson(θ = 12) observations. We again compute the empirical bias and MSE for several values of α and λ against the target value of θ = 3. We report findings for the contamination scheme (i) in Tables 
Higher Order Influence Analysis
Lindsay ( T ′′ (y) , the secondorder approximation may differ by more than 50% compared to the first-order approximation. When the first order approximation is inadequate, such discrepancies will occur for fairly small values of ϵ.
In the following theorem, we will present the expression of our second order approximation T ′′ (y); for simplicity we will deal with the case of a scalar parameter.
The proof is elementary and hence omitted. The next straightforward corollary gives the special case of the one parameter exponential family having unknown mean parameter. influence analysis, we consider the Poisson model with mean θ. This is a oneparameter exponential family so that we can compute the exact values of the second order bias approximation by using the above corollary. Also we can compute the first order approximation of bias by the expression of influence function from Equation (30). For all our simulation results explained below, we have considered the true value of θ to be 4 and put a contamination at the point y = 10 which lies at the boundary of the 3σ limit for the mean parameter θ = 4.
We have examined the relation between these two bias approximations for several different values of α and λ. In the following we present some of our crucial findings through some graphical representations of the predicted biases. Figures 3, 4 and Figure 4 (λ > 0): For positive λ, we can see from the figures that the bias approximation are very different even for small values of α. As α increases the difference between the two bias approximations increase. All the plots in Figure 4 are shown up to ϵ = ϵ crit , the value of ϵ where the quadratic approximation differs by 50% from the linear approximation for the first time (here the quadratic approximation becomes 1.5 times the linear approximation). These estimators have weak stability properties in the presence of outliers, but the influence function approximation gives a false, conservative picture. We also note that this critical value of ϵ (ϵ crit ) also increases as α increases or λ decreases. Figure 5 (λ < 0): Here also the plots are shown up to ϵ = ϵ crit ; in this case the ϵ crit is the value where the quadratic approximation drops to half of that of the linear approximation for the first time. Here the estimators have strong robustness properties, but the influence function gives a distorted negative view.
Comments on
Contrary to the positive λ case, here this critical value ϵ crit increases as both α or λ increases.
We trust that the above gives a fairly comprehensive picture of the limitation of the influence function in the present context. We can say that for any λ ̸ = 0, this critical value ϵ crit of ϵ where the quadratic approximation is double or half of the linear approximation for the first time increases as α increases or |λ| decreases. Table 5 presents the value of ϵ crit for several combinations of λ and α. These values are increasing with α in either case.
The Breakdown Point under the Location Model
Now we will establish the breakdown point of the minimum S-divergence functional T α,λ (G) under the location family of densities F θ = {f θ (x) = f (x − θ) : θ ∈ Θ}.
Note that ∫ {f (x − θ)} 1+α dx = ∫ {f (x)} 1+α dx = M α f , say, which is independent of the parameter θ. Recall that we can write the S-divergence as S (α,λ) (g, f ) = ∫ f 1+α C (α,λ) (δ) where δ = Consider the contamination model H ϵ,n = (1 − ϵ)G + ϵK n , where {K n } is a sequence of contaminating distributions. Let h ϵ,n , g and k n be the corresponding densities. We say that there is breakdown in T α,λ for ϵ level contamination if there exists a sequence K n such that |T α,λ (H ϵ,n ) − T (G)| → ∞ as n → ∞. We write below θ n = T α,λ (H ϵ,n ) and assume that the true distribution belongs to the model family, i.e., g = f θ g . We make the following assumptions:
(BP1) ∫ min{f θ (x), k n (x)} → 0 as n → ∞ uniformly for |θ| ≤ c for any fixed c.
That is, the contamination distribution is asymptotically singular to the true Table 5 . The minimum values of the contamination proportion ϵ for which the ratio of the second order bias approximation over the first order is close to 2 (for λ > 0) or down for ϵ level contamination when a 3 (ϵ) < a 1 (ϵ). But a 1 (ϵ) and a 3 (ϵ) are strictly decreasing and increasing respectively in ϵ and a 1 (1/2) = a 3 (1/2); thus asymptotically there is no breakdown and lim sup n→∞ |T α,λ (H ϵ,n )| < ∞ for ϵ < 1/2. 
Concluding Remarks
In this paper we have developed a large family of density based divergences which includes both the classes of power divergences and density power divergences as 
