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Abstract
The year 2015 was defined the international year of light and light-based
technologies. This title did not come unexpected, the research activ-
ity in solid-state lighting intensified during the last decade striving
to improve solid-state light sources in terms of power consumption
and fabrication costs. Emerging technologies are going to improve
and amplify the scope of applicability of current solid-state lighting
technology.
This work would like to give a contribution to scientific research
in solid-state lighting on two fronts. First, by contributing to the de-
termination of the optical properties of germanium and germanium-
tin alloy and second, by searching for remedies to the temperature
dependent efficiency loss in GaN/InGaN based blue light emitting
diodes.
On these premises, this work has been splitted in two parts. In part
one, the Auger recombination properties of germanium and radiative
and Auger recombination properties for germanium-tin alloy have
been calculated. In case of germanium, the application of a minimum
biaxial tensile strain turns the material to a direct gap semiconduc-
tor, suitable for active and passive optoelectronic applications. On the
other hand, the germanium-tin alloy is even more interesting due
to its tunable band-gap energy and the capability to turn into a di-
rect gap material above a certain molar fraction. On top of that, both
materials may represent cheaper alternatives to materials currently
used for the fabrication of high performance photodetectors and ac-
tive optoelectronic devices. For both materials, the Auger and radia-
tive recombination properties have been determined through a novel
numerical approach that applies a Green’s function based model to
the full band structure of the material.
In part two, the temperature dependent efficiency loss, experimen-
tally detected in a reference GaN/InGaN based single quantum well
light emitting diode, has been numerically studied by measn of a com-
mercial simulation software Crosslight APSYS©. The charge transport
mechanism in the device has been modeled through an improved
drift-diffusion scheme and compared to the real device current-voltage
characteristics. Once an agreement between real and simulated current-
voltage characteristics was achieved, the impact of Shockley-Read-
Hall recombination mechanism on the device internal quantum ef-
ficiency function of temperature has been throughfully studied.
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General Introduction
In recent years, the scientific research on optoelectronic devices, espe-
cially for commercial and military applications, invested resources to
improve the efficiency of already existing devices and to study novel
materials. Due to the importance of illumination systems in everyday
life, the lighting industry soared leaps and bounds during the past
decade. From historical illumination systems such as incandescent
bulbs and sodium lamps, humankind has nowday entered the solid-
state lighting era. Solid-state lighting devices, not only substituted
outdated illumination systems, become part of everyday life through
computers, communication devices, and entertainment systems.
There are many advantages in the use of solid-state lighting de-
vices, such as light emitting diodes. First and foremost, the efficiency,
intended as the electrical power effectively converted into light power,
is far higher than conventional illumination systems. Second, the
emission wavelength of each device can be tuned and the occupied
area is on the microscopic scale, widening the number of potential
applications and improving the portability of the final product.
Optoelectronic devices operating in the infrared region of electro-
magnetic spectrum have always been interesting due to their poten-
tial applications in telecommunications and thermal detection. The
number of materials suited for the fabrication of photodetectors and
light emitters is small. Up to now, narrow gap materials lilke HgCdTe,
InGaAs, and InAsSb have been used for the fabrication of short and
mid wave infrared optoelectronic devices.[88, 124] In spite of their
performances, the fabrication costs remain high and technologies re-
quired to cool these devices down to the operating temperatures are
expensive.
An interesting alternative to these materials are Ge and Ge1-xSnx al-
loy. Although Ge is usually employed in the fabrication of electronic
devices, it was scarcely considered as a material for light emission or
absorption due to its indirect energy gap and poor photodetection ca-
pabilities, compared to Si. However, the integrability of Ge with com-
plementary metal-oxide semiconductor technology makes it an attrac-
tive cheaper alternative to other materials. Due to these reason, the
research on potential optoelectronic applications of Ge never stopped
and the first optically pumped laser have been fabricated.[128]
Potential applications of Ge1-xSnx alloy have been investigated first
by Goodman[52] in 1983, and an intensive effort in the research ac-
tivity lead to the developement of ad-hoc technological processes to
incorporate n and p type dopant species into Ge1-xSnx lattice.[36, 55,
vii
111, 130] As a result, many research groups have been able to fabri-
cate and test simple Ge1-xSnx based photodetector devices.[46, 99, 127,
132]
In spite of the big experimental effort made to employ Ge1-xSnx
as material for emission and absorption, no detailed investigation on
the competition between intrinsic radiative and non-radiative recom-
bination mechanisms has been performed up to now. The radiative
and Auger recombination mechanisms are intrinsic properties of the
material, depending on the electronic band structure, and cannot be
improved by the fabrication process. Nonetheless, detailed investiga-
tions on Auger processes on Ge has been performed through second
order perturbation theory models applied to simple analytical band
structure models.[56, 57, 61, 62, 74] Furthermore, an analysis on the
competition between radiative and Auger processes in Ge1-xSnx is
still missing. Therefore, a detailed investigation on Auger recombina-
tion properties of strained and relaxed bulk Ge and on radiative and
Auger recombination properties of bulk Ge1-xSnxis the subject of the
first part of this work.
The first part of this work is devoted to the numerical determina-
tion of Auger recombination properties of relaxed and strained bulk
Ge and Auger and radiative recombination lifetimes in relaxed bulk
Ge1-xSnx at two different molar fractions. The recombination rates
have been numerically computed through the application of a Green’s
function based model to the full electronic band structure of bulk ma-
terial, computed through an empirical pseudopotential method.
In the last decade, A great deal of effort has been directed toward
an optimal design of InxGa1-xN/GaN based light emitting diodes.
One of the big advantages of InxGa1-xN/GaN based light emitting
diodes relies in the tunable band gap energy, depending on indium
molar fraction, allowing to fabricate devices that emit light potentially
at any wavelength of the visible spectrum. However, the fabrication
of GaN based light emitting diodes became possible only after 1989,
when Isamu Akasaki, Hiroshi Amano, and Shuji Nakamura proposed
a solution to the problem of incorporating and activating Mg atoms
in GaN lattice[2, 85]. An achievement worth of the nobel prize in
physics, obtained later in 2014.
The relevance and versatility of InxGa1-xN/GaN based light emit-
ting diodes lead to further experiments and investigations uncovering
a number of peculiar issues of these devices.[6][17] An important and
controversial issue has been the so called efficiency droop. The signa-
ture of this phenomena is a reduction of emitted optical power as
the injected current density increases over a threshold value. At the
operating point, the device efficiency is sensibly quenched and the
phenomena has been the subject of an intense research activity in
past years. [19, 23, 27, 28, 63, 100, 115]
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Recently, many research groups uncovered another problem under-
mining InxGa1-xN/GaN based light emitting diodes efficiency. The
device optical power is known to decrease with temperature follow-
ing an exponential law. However, over a threshold temperature the
optical power is quenched down to fractions of its original value.
This phenomena is called thermal droop and represents a potential
issue due to the junction temperatures that GaN based light emitting
diodes shows at the operating point.[16, 43, 60, 69, 83] The study of
this phenomena from the perspective of device level numerical simu-
lation is the subject of the second part of this work.
In the second part of this work, the thermal droop phenomena in
InxGa1-xN/GaN based light emitting diodes is investigated from a
device level modeling perspective. Among all the possible physiscs
based mechanisms that could provide an explanation to this phenom-
ena, the current contributions induced by Shockley-Read-Hall recom-
bination processes, at different temperatures and injectetd current
densities, are investigated and conclusions on their impact on this
phenomena are drawn.
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Part I
Numerical determination of optical
recombination properties of Ge and
Ge1-xSnx
1
Introduction
In the field of infrared (IR) photodetectors, the goal is to find mate-
rials suitable for detection that works at operating temperature as
close as possible to room temperature and to mitigate fabrication
costs. A considerable number of narrow gap semiconductors (mainly
III-V ternary alloys) are currently available for IR photodetectors fab-
rication: lattice matched indium arsenide antimonide on gallium an-
timonide, lattice matched indium gallium arsenide on indium phos-
phide, and mercury cadmium telluride on cadmium telluride. A cheaper
and technologically ready alternative to those materials would be ger-
manium and germanium-tin alloy.
Germanium posses an energy gap suitable for IR applications and
has a high compatibility with integrated complementary metal-oxide
semiconductor (CMOS) technology, representing a cheaper alterna-
tive to materials currently used for IR photodetector fabrication. Ger-
manium has never been considered a suitable material for optoelec-
tronic applications due to its indirect energy gap. Nevertheless, a lot
of effort has been spent in understand how the optical properties of
germanium changes under the effect of strain and doping.[30, 102,
116] It has been proven that the application of a minimum biaxial ten-
sile strain around 2% allows to turn germanium into a direct energy
gap material.[125] However, it is very hard to grow pseudomorphi-
cally strained germanium layers with the minimum level of biaxial
strain required. Thus, a lot of effort has been devoted to the fabrica-
tion and characterization of Ge based nanostructures for which high
strain levels can be achieved: uniaxially strained microbridges,[104]
uniaxially strained nanowires,[105] and biaxially strained nanomem-
branes.[31] The Auger recombination properties represent an intrinsic
characteristic of a material, and a limiting factor to the internal quan-
tum efficiency of optoelectronic devices. Therefore, a deeper under-
standing of Auger processes in relaxed and strained Ge is required
for an effective design of Ge based light emitters.
Other than germanium, a lot of interest has been focused on the
germanium-tin (Ge1-xSnx) alloy. This alloy offers a tunable energy
gap, controlled by the molar fraction of α-tin, with an emission wave-
length in the IR.[127] The fabrication of high quality and high purity
Ge1-xSnx films has always been a challenging task. Due to the 1%
equilibrium solubility of tin in germanium[47] and to the instability
of α-Sn, which rapidly degrades to β-Sn at ambient temperature, only
non-equilibrium techniques allowed to grow a stable alloy. However,
2
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phase purity and compositional homogeneity prevented the forma-
tion of a stable alloy above 20% molar fraction.[58]
Signature of disorder effects, misfit dislocation, and phase separa-
tion are often detected in Ge1-xSnx samples[14, 15, 58] through trans-
mission electron microscope (TEM) analysis and optical absorption
coefficient measures. Furthermore, Urbach tail features, addressing
compositional disorder, has always been detected in the measured
optical absorption coefficient of Ge1-xSnx samples.
An enormous advantage is the full integration of Ge1-xSnx with
Si-based technology. Novel deposition techniques allowed to grow
pseudomorphic Ge1-xSnx on Ge(001)[110] and relaxed Ge1-xSnx on
Si(001)[128]. Furthermore, the fabrication of a Ge1-xSnx based opti-
cally pumped laser by Wirths et al.[128] fostered the interest toward
the use of this alloy as base material for IR emitters.
Detailed investigations on the incorporation of n and p dopant
species into Ge1-xSnx lattice have been performed, novel deposition
techniques have been developed,[36, 55, 111, 130] and number of re-
search groups already fabricated and tested the photoresponse of
simple Ge1-xSnx based devices.[46, 99, 132] Thus, the potential ap-
plications of these materials in IR integrated optoelectronic require
a detailed investigation of their radiative and Auger recombination
properties along with the absorption coefficient. An accurate numeri-
cal modelization is fundamental to assess material performances and
the device efficiency under operating conditions.
Preliminary theoretical models[61, 62, 67, 68] describing Auger pro-
cesses have been developed for theoretical analysis in ages when com-
putational capabilities were extremely limited. Therefore, their pre-
dictive capabilities were bounded by the approximations required to
obtain a close form expression for the equations involved.
Preliminary theoretical investigations on Auger recombinations have
been conducted by Beattie and Landsberg, and later by Landsberg
and Adams.[67, 68]They developed an approach, based on second
order perturbation theory, to determine the Auger lifetime of elec-
tron and holes in semiconductors. Successively, Huldt extended the
theory[67, 68] to the case of holes in germanium. He modeled the
valence bands in the effective mass approximation and gave a quanti-
tative estimate of direct[61] and phonon-assisted[62] (indirect) recom-
bination rates. Later numerical investigations on Auger coefficients
have been performed by Bertazzi et al.[19–21, 23, 26] and focused on
the numerical determination of Auger lifetimes in HgCdTe and Auger
coefficients in bulk InGaN and in InGaN/GaN quantum wells. A de-
tailed comparison between Auger and radiative recombination life-
times were performed by Wen et al.[126] in order assess performances
of HgCdTe, InAsSb and InGaAs for IR photodetection applications.
Due to the novelty of Ge1-xSnx, no prior works on its optical and
Auger recombination properties are currently available in literature,
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to the author’s knowledge. However, also Ge didn’t receive much at-
tention in the past. While the optical recombination properties of Ge
have been extensively studied, especially the absorption coefficient,
the Auger recombination properties were not. An experimental at-
tempt on measuring the Auger recombination coefficients in bulk Ge
have been made by Auston et al.[5], while Huldt studied the prob-
lem from an analytic point of view in [61, 62]. No numerical studies
of Auger recombinations in relaxed and strained Ge have been per-
formed so far, to the Author’s knowledge.
The current part presents a numerical determination of Auger re-
combination coefficient, radiative recombination coefficient, and ab-
sorption coefficient for relaxed and strained bulk germanium and for
relaxed bulk germanium-tin alloy. The full electronic band structure
of bulk materials is determined through an empirical pseudopoten-
tial method (EPM) code. Hereafter, the absorption and recombination
coefficients are calculated through a Green’s function based model
applied to the computed electronic band structure.
The current part of this document is composed by four chapters.
After this introductory chapter, three more chapters follow. Chap.2
reports on the physics based models and the numerical methods,
Chap.3 reports the results obtained, and Chap.4 draws the conclu-
sions.
2
Physics based model and numerical
methods
2.1 the electronic band structure
The electronic band structure of considered materials has been cal-
culated by means of an Empirical Pseudopotential Method (EPM)
code,[40, 41] that has already been used to compute the electronic
band structure of bulk materials.[19, 51, 125, 126] The EPM theory is
developed under the Hartree (or mean field) approximation, which
assumes that each electron moves into an average field created by
all other electrons, and the Born-Oppenheimer approximation, which
assumes that the motion of atomic cores and the electron can be de-
coupled. Let’s consider the time independent Schrödinger equation
[
−
 h2
2m0
∇2 + V (r)
]
Ψ (r) = EΨ (r) , (1)
in which V (r) represents the potential accounting for electron-core
and electron-electron interactions, Ψ (r) represent the eigenvectors,
and E the eigenvalues. Under the assumption of a perfect periodic
lattice, the eigenfunctions of Schrödinger equation can be recast in
the form of Bloch waves
Ψ (r) = uk (r) eik·r, (2)
in which uk (r) represents the lattice periodic part and eik·r the slowly
oscillating term. Subsequently, the lattice periodic part is expanded
into plane waves as
uk (r) =
N∑
n=1
Bne
iGn·r, (3)
in which Bn represent the expansion coefficients, Gn represent the
plane wave vectors, andN represents the total number of plane waves
in the expansion. The total number of plane waves (N) in the expan-
sion will be determined by a cutoff energy. The expansion of the po-
tential energy term (V (r)) in Fourier series is conveniently carried out
over the set of plane waves that has already been exploited
V (r) =
N∑
m=1
V (Gm) eiGm·r, (4)
5
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in which V (Gm) refers to the pseudopotential components expressed
in the plane wave basis. The resulting equation represents the basis
of EPM approach[41]
 h2
2m0
|k+Gi|
2 Bi +
∑
j
V
(
Gi−j
)
Bj = E (k)Bi. (5)
The eigenvalues and eigenvectors represents the energy states and
the coefficients Bn of the plane basis expansion, respectively. Further-
more, It has to be solved for each k point of interest in the reciprocal
lattice.
The spin-orbit interaction term is taken into account. The related
matrix element is given as[29, 118, 121, 125]
〈kiν| HˆSO
∣∣kjη〉 = σνη · (ki × kj) (6)
× [λA sin (Gi −Gj) · τ− iλS sin (Gi −Gj) · τ] ,
where Gi and Gj are the reciprocal lattice vectors, σνη is the Pauli
matrix, ki,j = Gi,j + k, and τ is the atomic position vector. The sym-
metric and antisymmetric spin parameters are equal to
λS =
λ1 + λ2
2
, (7)
λA =
λ1 − λ2
2
, (8)
in which λ1 and λ2 are defined as
λ1 = µB
(1)
nl (ki)B
(1)
nl
(
kj
)
, (9)
λ2 = γµB
(2)
nl (ki)B
(2)
nl
(
kj
)
. (10)
In Eq.9-10, the parameter γ is the ratio of spin-orbit energy of the
free cation and anion atoms[59], and µ is an adjustable parameter to
obtain the correct spin orbit energy for the material. The term B(i)nl (k)
refers to the i-th atomic specie (with i = {1, 2}) and is evaluated ac-
cording to
B
(i)
nl (k) = C
∫∞
0
jl (kr)R
(i)
nl (r) r
2dr, (11)
where jl (kr) is the spherical Bessel function of order l, R
(i)
nl (r) is the
atomic wavefunction corresponding to the quantum numbers n and
l, and C is a constant chosen to satisfy the identity[118, 125]
lim
k→0
B
(i)
nl (k)
k
= 1. (12)
The evaluation of Eq.12 is facilitated through a proper choice ofR(i)nl (r).
In the present work, R(i)nl (r) is expanded through a set of basis func-
tions obtained with the Roothaan-Hartree-Fock method[39]. The con-
tribution of spin-orbit interactions is included as an additional poten-
tial term in V
(
Gi−j
)
of Eq.5.
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The atomic and spin potential used in the present work, for bulk
zinc blende materials, are local and account for screening effects.
These are function of wavevector q with functional dependence de-
scribed by a spline interpolation, as reported in Fig.1.
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Figure 1: Spline interpolation of q-dependent local screened pseudopoten-
tials for Ge and Sn.
In presence of a binary alloy, the EPM approach requires a further
assumption in order to be applicable: the spatial distribution of the
atomic species composing the alloy must be uniform in space, in or-
der to fulfill the initial assumption of a perfect periodic lattice. Under
this assumption, the atomic ans spin potential of the alloy are cal-
culated as a linear interpolation, function of molar fraction, of the
parameters of base atomic species
P
(11-x2x)
i = xP
(2)
i + (1− x)P
(1)
i , (13)
where P(1,2)i is the i-th component of atomic or spin potential of base
material (1 or 2) and P(11-x2x)i is the i-th component of atomic or spin
potential of the alloy. In order to reproduce the electronic band struc-
ture of materials characterized by low structural disorder, such as
Ge1-xSnx,[84] a quadratic term is added to Eq.13
P
(11-x2x)
i = P
(11-x2x)
i − d(D,SO) [x (1− x)]
(
P
(1)
i − P
(2)
i
)
, (14)
where dD is the disorder parameter, and dSO is the spin disorder
parameter. The disorder and spin disorder parameter are tunable pa-
rameter used to reproduce experimental data on the electronic struc-
ture. The disorder parameters have been first introduced to study
compositional disorder in the virtual crystal approximation in binary
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Parameter Unit Ge Sn
V0 Ry −0.5303 −0.4034
V3 Ry −0.2425 −0.2141
V8 Ry 0.0210 0.0222
V11 Ry 0.0479 0.0193
V19 Ry 0.0 0.0000
γ - 1.0 1.0
µ - 0.00142 0.07132
Table 1: Non-local screened atomic potential and spin parameters for Ge
and α-Sn.
and ternary alloys.[70] The non-periodic potential arising from com-
positional disorder is averaged out to a periodic effective disorder
potential and this term is usually treated as a tunable parameter.[89]
The pseudopotential parameters adopted in this work have been
reported in Tab.1. They represent the non-local screened atomic po-
tentials, spin parameters (as reported in Eq.9-10) for germanium[125]
and α-Sn. These parameters have been calculated starting from Ab-
Initio results.
In contrast with DFT techniques, the EPM offers a reduced compu-
tational cost. In the calculation of the electronic band structure, the
elementary lattice cell, composed by atoms at fixed positions, is as-
sumed periodic along each direction of space. Therefore, in the virtual
crystal approximation no optimization of atom position is required.
The calculated energy states are affected by the chosen pseudopo-
tentials and by the cut-off energy chosen for the plane wave basis
expansion. The cut-off energy determines the computational effort
and the accuracy of the calculated energy bands. In general, the cut-
off energy is set to reproduce DFT results on the energy bands up to
a certain band index.
2.2 the absorption and recombination models
The absorption coefficient and the radiative recombination rate are
critical quantities for an efficient design of passive and active opto-
electronic devices. The model adopted for the physics based descrip-
tion of the absorption coefficient and radiative recombination rate is
based on the Green’s function formalism. The theoretical basis for this
model can be found in literature books on many-body physics[64, 77],
whereas the full derivation has been presented by Wen et al.[125] The
model has been applied to study the optical emission and absorption
properties of a number of bulk materials: Ge,[44] InGaAs, InAsSb and
HgCdTe[123, 125, 126].
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The phonon-assisted radiative recombination rate is give as[125]
R12 ( hω) =
2nrω
pi hc30vε0
∫
dE1
∫
dE2
∑
k
|P1,2 (k)|
2Θ (E2) [1−Θ (E1)]
× δ (µc − µv + E2 − E1 −  hω) ImGRl1 (k,E1) ImGRl2 (k,E2) ,
(15)
while the net phonon-assisted absorption coefficient is given as[125]
α12 ( hω) =
2pi
nc0vωε0
∫
dE1
∫
dE2
∑
k
|P1,2 (k)|
2 [Θ (E1) −Θ (E2)]
× δ (µc − µv + E2 − E1 −  hω) ImGRl1 (k,E1) ImGRl2 (k,E2) .
(16)
In Eq.15-16  hω is the photon energy, subscripts 1 and 2 are the band
indexes, n is the refractive index, c0 is the speed of light in vacuum, ε0
is the vacuum permittivity, Θ (Ei) is the energy dependent Heaviside
function, ImGRl1 (k,E1) is the imaginary part of the system retarded
Green’s function, P1,2 (k) is the overlap integral between the eigen-
functions of state 1 and 2, and µc and µv are the quasi-Fermi levels
for electron and holes, respectively.
The Auger recombination mechanism involve recombination pro-
cesses of higher order with respect radiative processes. However, these
are non-radiative processes and the competition between radiative an
non-radiative processes is known as one of the causes for efficiency
losses in devices for light emission/absorption under operating con-
ditions.[19, 20, 23, 115] The novelty of a Green’s function based ap-
proach to tackle the physics of Auger mechanisms has been intro-
duced by Takeshima[107, 108] and Bardyszewsky and Yevick[12]. The
Auger recombination rate is given as[44, 45, 125, 126]
RAR =
2pi
 h
V3
(2pi)9
[
1− e(µv−µc)/kBT
]
×
∫
dk1dk2dk1 ′dk2 ′ |Mee|
2 δ (k1 + k2 − k1 ′ − k2 ′)
×
∫
dE1dE2dE1 ′dE2 ′Θ (E1)Θ (E2) [1−Θ (E1 ′)] [1−Θ (E2 ′)]
× ImGRl1 (k1,E1) ImGRl2 (k2,E2) ImGRl1 ′ (k1 ′ ,E1 ′) ImG
R
l2 ′ (k2 ′ ,E2 ′) .
(17)
In Eq.17 |Mee|
2 is the overlap integral between the eigenfunctions in-
volved in the transition and V is the volume of the elementary lattice
cell. The model reported in Eq.17 overcome the numerical singulari-
ties of second order perturbation theory when the virtual state over-
laps to the real state. Nonetheless, the numerical accuracy of second
order perturbation theory based models has been long criticized due
to their numerical singularities.[32, 109]
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The evaluation of broadening term, namely the imaginary part
of the system retarded Green’s function (ImGRli (k,Ei)), reported in
Eq.15-17 represent the core of the Green’s function based model. The
broadening term is given as[44, 125, 126]
ImGRli (k,E) = −
1
pi
ImΣi (k,E)
[E− Ei −ReΣi (k,E)]
2 + [ImΣi (k,E)]
2
, (18)
where Ei is the i-th energy state, ImΣi (k,E) and ReΣi (k,E) are the
imaginary and real part of self-energy, respectively. The effect of per-
turbations (i.e. electron-phonon interactions) is expressed by expand-
ing the system self-energy in terms of Dyson’s equation.[77] To the
description of radiative and Auger recombinations, it is sufficient to
retain only the lowest order in the expansion. Therefore, we express
the imaginary part of self-energy as[126]
ImΣi (k,E) = −pi
∑
ν
∫
dk ′
(2pi)3
∣∣gν (k ′ − k)∣∣2 Bii (k, k ′)
× {[1+ P ( hων) −Θ (E−  hων)] δ (E−  hων − Ei (k ′))
+ [P ( hων) +Θ (E+  hων)] δ
(
E+  hων − Ei
(
k ′
))}
,
(19)
where Bii
(
k, k ′
)
is the overlap between the electron eigenfunctions
with wavevectors k and k ′, P ( hων) is the Bose-Einstein distribution,
Θ (E±  hων) is the step function, and gν
(
k ′ − k
)
is the matrix el-
ement for the ν-th carrier-phonon interaction mechanism. For the
study of Ge and GeSn, we considered acoustic and non-polar optical
carrier-phonon interaction mechanisms, characterized by the follow-
ing matrix elements
|gAC (q)|
2 =
Ξ2d
 hωac (q)
2cl
q4
(q2 + λ2)
2
, (20)
|gNPO (q)|
2 =
 hD2v2s
2c¯ωop (q)
q4
(q2 + λ2)
2
. (21)
In Eq.20,21, q =
∣∣k ′ − k∣∣ is the phonon wavevector, cl and ct are the
longitudinal and transverse elastic constants, c¯ = cl/3+ 2ct/3 is the
average lattice constant, and vs is the sound velocity.
The dielectric function model is of great importance, especially in
case of Auger transitions where the Coulomb interaction between car-
riers with different wavevectors mediates the process. Therefore, the
code implements a static wavevector dependent screened dielectric
function model given by
ε (q) =
c1
|q|c2 + c3
, (22)
where c1, c2, and c3 are obtained by fitting results from the random
phase approximation.[117]
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Parameter Unit Ge Ge0.91Sn0.09 Ge0.82Sn0.18
cl GPa 128.5 117.950 114.100
ct GPa 64.4 64.769 65.522
ε0 - 16.6 16.880 17.440
ε∞ - 16.6 16.880 17.440
 hωop meV 37.05 35.930 35.060
Ξd eV 9.1 9.1 9.1
D (L6c) 108 eV/cm 12.17 12.17 12.17
D (Lv) 108 eV/cm 10.0 10.0 10.0
Table 2: Alloy parameters for Ge1-xSnx in E-SWIR and MWIR configurations.
[49, 86] The alloy parameters result from a linear interpolation of Ge
and Sn values.
The total Auger recombination rate can be calculated starting from
the relation RAR = (nCn + pCp)
(
np−n2i
)
, where n and p are the
excess electron and hole concentrations, ni is the intrinsic carrier con-
centration, and Cn and Cp are the Auger coefficients for electron and
hole, respectively. On the opposite hand, given the Auger recombina-
tion rate for two type of transitions, electron-electron-hole (ReehAR) and
hole-hole-electron (RhheAR), the Auger coefficients are given by
Cn =
ReehAR
n
(
np−n2i
) , Cp = RhheAR
p
(
np−n2i
) . (23)
The Auger lifetimes can be written in terms of Auger coefficients as
τeeh =
1
n2Cn
, τhhe =
1
p2Cp
. (24)
In this work, the Auger lifetimes and coefficients are calculated al-
ways for the minority carrier population: holes for n-doped material
and electron for p-doped material. In case of an intrinsic material,
coefficients and lifetimes have been calculated for both electron and
holes.
For radiative recombination, equations similar to Eq.23-24 holds for
radiative recombination coefficients and lifetimes, respectively. These
are given by
B =
RRR
np−n2i
, τRAD =
1
{n|p}B
, (25)
where {n|p} stands for the carrier concentration type of minority car-
riers: n or p.
The band structure calculated through the EPM technique repre-
sent the 0 Kelvin band structure. The effect of a finite temperature has
been included and implemented as rigid shift of all conduction states.
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The temperature induced shift of the energy gap has been included
for both materials, Ge and GeSn. In case of Ge, this work follows the
experimental data on the temperature induced shift of the energy gap
given by Madelung.[86] In case of GeSn, a uniform consensus on the
temperature induced shift of the energy gap has not been reached yet.
However, Freitas et al.[50] reported that a temperature induced shift
of the energy gap equal to the one used for Ge represents a good
approximation. Therefore, in this work the same approximation has
been adopted.[50]
In the calculation of the recombination properties of Ge1-xSnx, the
effect of a uniform doping concentration has been included. For a
given doping type and concentration, an equilibrium concentration
of electron and hole can be retrieved through law of mass action.
Given the equilibrium free carrier concentrations, and assuming the
semiconductor in quasi-equilibrium conditions, any deviation from
the equilibrium values (n0 and p0) can be described by
n0 + δn =
∫+∞
0
gDOS (E− Ec)
1+ eE−Ec−µcKbT
dE, (26)
p0 + δp =
∫0
−∞
gDOS (E− Ev)
1+ eµv−E+EvKbT
dE. (27)
In equations 26 and 27, gDOS (E) correspond to the density of states,
µc and µv to the quasi-Fermi levels,δn and δp to the excess carrier
concentrations, and Ec and Ev to the conduction and valence band
edges. Therefore, given the doping type and concentration, and the
excess carrier concentrations, equations 26 and 27 can be numerically
inverted to obtain the quasi-Fermi levels.
The calculated quasi-Fermi levels are plugged in Eq.15-17 in order
to calculate the optical recombination properties of the material for
any given doping configuration and excess carrier concentration.
3
Numerical simulations and results
3.1 numerical simulation method
The first step of the simulation is to perform the tetrahedralization of
irreducible wedge in reciprocal lattice and the calculation of the elec-
tronic band structure of bulk material. The discretization procedure
is part of the EPM code that has been used by Wen et al. in a number
of works,[123, 125, 126] and further details can be found in[122].
The irreducible wedge is regarded as the minimal volume of the
Brillouin zone that can reproduce any other wedge of the full Bril-
louin zone by a finite number of geometrical rotations, as reported in
Fig.2. Under the action of a biaxial tensile strain on real lattice atoms,
the geometry of the first Brillouin zone strains isotropically on the kx-
ky plane. This deformation causes the loss of symmetry operations
kz = kx and kx = ky therefore modifying the shape of the irreducible
wedge, as reported in inset (b) of Fig.2. In the case of a relaxed ma-
terial, any point in the irreducible wedge can be projected onto any
other wedge through combinations of the following symmetry opera-
tions
Tˆxy =
0 1 01 0 0
0 0 1
 , Tˆxz =
0 0 10 1 0
1 0 0
 , Tˆyz =
1 0 00 0 1
0 1 0
 ,
Tˆ{ijl} =
i 0 00 j 0
0 0 l
 , with i = ±1, j = ±1, l = ±1. (28)
In Eq.28, Tˆij terms represent a symmetry operation of the type ki =
kj, and Tˆ{ijl} represent a symmetry operation of the type (kx,ky,kz) =
(i · kx, j · ky, l · kz). Therefore, the total number of symmetry opera-
tions for a relaxed diamond cubic lattice is 48 ( 2 for each Tˆij and 23
for all Tˆ{ijl} terms) meaning that the irreducible wedge will be 1/48 of
the volume of the total Brillouin zone. When a biaxial tensile strain is
applied the symmetry operations Tˆxz and Tˆyz are lost accounting for
an expansion of the irreducible wedge up to three times its original
volume, as reported in inset (b) of Fig.2. Therefore, the irreducible
wedge of a biaxially strained cubic diamond lattice occupies 1/16 of
the volume of its first Brillouin zone.
The set of high symmetry points and paths for the diamond cubic
reciprocal lattice is used to define the boundaries of the irreducible
13
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Figure 2: (a) First Brillouin zone (black) and irreducible wedge (blue) of di-
amond cubic reciprocal lattice. The greek letters L, Γ , U, X, W, and
K identify the high symmetry points and the blue lines the high
symmetry path. (b) A tensile biaxial strain is applied. The Bril-
louin zone strains and the irreducible wedge changes due to the
lost symmetry on the vertical axis.
(a) (b)
Figure 3: (a) Unstructured discretization of relaxed diamond cubic recipro-
cal lattice irreducible wedge featuring a total of 1639 points. The
mesh resolution has been increased around the L point. (b) The
corresponding tetrahedralization.
wedge. In order to reduce the error introduced by the numerical im-
plementation and to keep a reasonable computational time, the ir-
reducible wedge has been discretized through a band-adaptive non
uniform meshing procedure. The discretization process takes place in
two steps: a non-uniform discretization procedure over the whole ir-
reducible wedge and a further refinement procedure around a single
point. Starting from the E (k) relations of the bands involved in the
transition, the discretization procedure takes the energy value at the
four vertices of a tetrahedron, performs a linear interpolation at the
mid-point of each edge, and calculates the interpolation error with
the true energy value. If all the calculated errors are smaller than a
reference value, the tetrahedralization procedure ends. If one of the
conditions on the error is not satisfied, the current tetrahedron is split-
ted in smaller tetrahedrons, considering the mid-point of each edge
as a new vertex, and the procedure is reiterated over each generated
tetrahedron. This procedure ensures a finer mesh in zones of the re-
ciprocal lattice where the E (k) is not linear. The second step of the
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discretization process is to perform a further refinement around a
specific point of reciprocal lattice. This is done to increase the mesh
resolution in the neighbourhood of a specific point, in order to cap-
ture further details of the band structure. In case of Ge and Ge1-xSnx,
indirect transitions play an essential role and the refinement step is
carried out around the L point, as reported in inset (a) of Fig.3.
The absorption and radiative recombination equations (Eq.15-16)
are directly numerically solved. However, the numerical resolution of
Eq.19 is not straightforward. The volume integral in self-energy equa-
tion (Eq.19) has been numerically evaluated through the tetrahedron
method.[71] By exploiting the condition given by the delta-function,
the volume integral turns into a surface integral of equi-energetic sur-
faces that are linearly interpolated through each tetrahedron. Despite
the fact that higher order methods could be used, the use of an non-
uniform tetrahedral mesh ensures an elevated accuracy of the method
and an affordable computational cost.
The sixteen-fold integral appearing in Auger recombination rate
equation (Eq.17) cannot be evaluated directly. After the simplification
obtained through the integration of the delta function, the remain-
ing thirteen-fold integral is solved through a Monte Carlo technique.
Provided the selection of a random initial state, a rejection technique
is applied to the selection of the final states. Once the randomized
states satisfies the rejection condition, the integral value is updated
with the current sample and then is recorded in the simulation his-
tory. The Monte-Carlo procedure stops when the ratio between the
standard deviation and the average value of computed integral gets
smaller than the 0.001, calculated over the latest thousand records in
the simulation history.
The formulas presented in Eq.15-17 are valid for indirect transi-
tions. In order to compute the recombination rate for direct transi-
tion, the limit of Eq.19 for ImΣ (k,E) → 0 and ReΣ (k,E) → 0 has
to be taken. Therefore, in absence of any carrier-phonon interaction
the limit yield a delta function, namely limΣ(k,E)→0 ImGRli (k,E) =
−δ (E− Ei). This operation allows to neglect any contribution com-
ing from carrier-phonon interactions accounting for direct transitions
only.
The calculation for the absorption coefficients and radiative recom-
bination rate should be applied to direct and indirect transitions tak-
ing place between the first conduction band and each valence band.
However, the contribution of transitions taking place between the first
conduction band and the split-off band results to be negligible. There-
fore, the calculations accounted for transitions taking place between
first conduction band and heavy hole band and between first conduc-
tion band light hole band.
The number of possible transitions is higher in case of Auger recom-
binations. The valence and conduction bands have been numbered:
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starting from the lowest valence band, labeled as 1, the top valence
band is labeled 4 and the first conduction band is labeled 5. An Auger
transition is identified by four numbers: the first two addressing the
initial bands and the last two the final bands. The first transition, me-
diated by Coulomb interaction, is considered taking place between
the first conduction state and the heavy hole band for both eeh and
hhe processes (transition between bands 5 and 4). The initial and fi-
nal states for the scattered carrier are chosen according to the type of
process. For eeh processes, the initial state is always chosen to be the
first conduction band, while the final state is chosen to be the first or
second conduction bands (transition between 5 and 5 or 6). For hhe
processes, the initial state is always chosen to be the heavy hole band,
while the final state is chosen to be the heavy or light hole bands (tran-
sition between 4 and 4 or 3). Therefore, the total Auger recombination
rate is evaluated as the sum of direct and indirect recombination rates
for the following set of Auger transitions: 5545, 5546, 4454, and 4453.
The quasi-Fermi levels are required for Eq.15-16. The quasi-Fermi
levels have been retrieved by numerical inversion of the following
equations
n =
∫+∞
Ec
g (E)
1+ e
E−Fn
KbT
dE, n =
∫Ev
−∞
g (E)
1+ e
Fp−E
KbT
dE, (29)
given the injected free carrier concentrations n and p. In Eq.29 g (E) is
the density of states obtained from the full band structure calculation,
KbT is the energy equivalent of temperature T , Ec and Ev are the
conduction and valence band edges, and Fn and Fp are quasi-Fermi
level for electron and hole, respectively.
3.2 simulation results
Results presented in this section have been published in [45].
3.2.1 Germanium
The band structure calculation for germanium is reported in Fig.4.
The two cases depicted in Fig.4 represent relaxed and strained ger-
manium, with an applied biaxial tensile strain equal to 2.1%. Further-
more, the applied strain is enough to turn the material into a direct
energy gap semiconductor.
The results for Auger recombination coefficients have been calcu-
lated and presented by the author in [44] for Ge at 300K under three
strain configurations: relaxed, and biaxially strained at 1.4% and 2.1%.
The material is assumed intrinsic and under injection conditions in
which the free carrier concentration n and p in the material are set.
The chosen injection conditions satisfies the equation n = p and five
values for the injected free carrier concentration have been chosen,
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Figure 4: Germanium electronic band structure along the high symmetry
paths.[44] The greek letters L, Γ , U, X, W, and K identify the high
symmetry points. Two configurations are reported, relaxed (solid)
and biaxially strained (dashed). Red arrows refer to the fundamen-
tal gap in both strain configurations.
namely 1016 cm−3, 1017 cm−3, 1018 cm−3, 1019 cm−3, and 5 · 1019
cm−3
In case of relaxed Ge, the dominant class of Auger processes is di-
rect hhe. As depicted in Fig.5, the direct hhe processes show an Auger
coefficient comprised between 10−32 cm6s−1 and 10−31 cm6s−1, which
is two order of magnitude higher than direct hhe. According to liter-
ature, indirect Auger processes should be dominant, as presented by
Haugh[57], Lochmann[74], and Huldt[61, 62]. However, these early
works adopted an analytic framework where approximations were
due to tailor down the complexity of the problem and only the top
conduction and valence bands were considered as initial and final
states for the scattered particle.
In order to validate this results, a comparison with experimental
results is due. An early work from Auston et al.[5] estimated a total
Auger coefficient for relaxed Ge of 1.1 · 10−31 cm6s−1, given a free car-
rier concentration equal to 3.4 · 1020 cm−3. However, the free carrier
concentration reported in the experiment is fairly above the threshold
at which many-body effects onsets (≈ 1020 cm−3), and the numerical
model employed in this work is not tailored to include them. There-
fore, results from this work cannot be compared with the values pre-
sented by Auston et al.. To the author’s knowledge, no other literature
references are available on the subject.
The dominant class of Auger process changes with an increasing
level of biaxial tensile strain, as reported in Fig.5-7. When the a ten-
sile biaxial strain is applied, the eeh processes assume a dominant
role, especially direct eeh processes. The variation of total eeh and hhe
Auger recombination coefficients function of the applied biaxial ten-
sile strain is reported in Fig.8 for a fixed free carrier concentration
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Figure 5: Auger coefficients for relaxed Ge for direct and indirect eeh transi-
tions (deeh and ieeh), and direct and indirect hhe transitions (dhhe
and ihhe). [44]
n = p = 1019 cm−3. It has been observed that hhe processes domi-
nate up to a strain level of ≈ 0.35%, whereas eeh processes dominate
at higher strain levels.
To the purpose of device-level modeling, an analytic formulation
for Cn and Cp is given by
Cn =
10γnα log10n+β−1
np−n2i
, (30)
Cp =
10γpα log10 p+β−1
np−n2i
, (31)
where α, β and γ are fitting parameters reported in Tab.3.
Cn  α0 β0 γ0 α1 β1 γ1
0% 0.0110 2.6402 -30.9373 0.6698 -21.5429 190.9124
1.4% -0.0311 4.0245 -38.2052 -0.0691 5.4993 -52.4502
2.1% -0.0040 3.1314 -30.8437 -0.0158 3.5507 -34.5862
Cp  α0 β0 γ0 α1 β1 γ1
0% 0.0114 2.6257 -28.9705 0.4574 -13.6881 120.1814
1.4% 0.0056 2.8006 -28.9658 0.1432 -2.1336 15.2870
2.1% -0.0293 3.8723 -36.8335 0.2610 -6.5825 57.2865
Table 3: Fitting parameters for Cn (top) and Cp (bottom), at different biaxial
tensile strain deformations. Subscript 0 refers to carrier densities 6
1018 cm−3, while subscript 1 refers to carrier densities > 1018 cm−3.
The content of this table has already been published in[44]
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Figure 6: Auger coefficients for biaxially strained Ge (1.4%) for direct and
indirect eeh transitions (deeh and ieeh), and direct and indirect hhe
transitions (dhhe and ihhe). [44]
3.2.2 Germanium-tin alloy
The numerical determination of the electronic band structure of Ge1-xSnx
alloy took place for Sn molar fractions comprised between 0% and
20%. The choice of this range has been constrained by the availabil-
ity of experimental results on the energy gap and the work of Fre-
itas et al.[50] has been taken as reference for the calculation of the
band structure. The disorder and spin disorder parameters (d and
dSO) have been used as fitting parameters to reproduce results pre-
sented by Freitas et al.[50]. Their results have been reproduced with
reasonable accuracy - as depicted in Fig.9 - by setting d = −0.3 and
dSO = −10.0. According to results reported in Fig.9, the crossover be-
tween the L and Γ minimum takes place ≈ 11% for the EPM results.
The effective mass for valence and conduction bands have been
extracted from band structure calculations. The effective mass along
different high symmetry paths , namely Σ, ∆, and Λ, for the i-th band
have been calculated and an overall effective mass has been calculated
as
1
mi
=
1
m
(Σ)
i
+
1
m
(∆)
i
+
1
m
(Λ)
i
. (32)
On the range of considered molar fractions, the effective mass for
the first conduction, heavy hole, light hole, and split-off bands have
been calculated and reported in Fig.10. While the effective mass for
the first conduction band calculated at the L point remains constant,
the effective masses for conduction, heavy hole, and light hole bands
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Figure 7: Auger coefficients for biaxially strained Ge (2.1%) for direct and
indirect eeh transitions (deeh and ieeh), and direct and indirect hhe
transitions (dhhe and ihhe). [44]
decrease with molar fraction. The only exception is the effective mass
for split-off band, which registered an increment with molar fraction.
The interest is to study the recombination properties of Ge1-xSnx
alloy in two configurations corresponding λ = 2.7 µm and λ = 5 µm
cutoff wavelength. However, molar fraction and temperature repre-
sent two degrees of freedom that cannot be uniquely chosen to ob-
tain the desired cutoff wavelengths, as reported in Fig.11. Therefore,
the temperature has been fixed to 140 K for λ = 5 µm and 240 K for
λ = 2.7 µm. Given the temperature, the molar fractions have been
uniquely determined as 18% for λ = 5 µm and 9% for λ = 2.7 µm.
The electronic band structure for the two configurations have been
reported in Fig.12. The Ge0.91Sn0.09 configuration show an indirect
energy gap, while the Ge0.82Sn0.18 configuration show a direct en-
ergy gap. Nonetheless, the the energy gap measured at L point for
Ge0.91Sn0.09 is only ≈ 10 meV smaller than the one measured at the Γ
point.
The computed absorption coefficient for Ge0.91Sn0.09 and Ge0.82Sn0.18
is reported in Fig.13. A pronounced indirect absorption edge, at en-
ergies close to the energy gap, is observed for Ge0.91Sn0.09; a feature
that can be attributed to the indirect nature of the energy gap. In-
stead, Ge0.82Sn0.18 show a sharp absorption edge due to the direct
energy gap and no contribution from indirect transitions is observed.
The Auger and radiative recombination lifetime for Ge0.91Sn0.09 and
Ge0.82Sn0.18 have been calculated considering a lightly n-type and p-
type doped semiconductor. The doping concentrations (both n-type
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Figure 8: Total Auger coefficients for Ge under different strain conditions at
fixed carrier density n = p = 1019 cm−3.[44]
and p-type) have been chosen to be 1015 cm−3 and 1017 cm−3 for
both Ge0.91Sn0.09 and Ge0.82Sn0.18.
The competition between radiative and Auger lifetime in Ge0.91Sn0.09
at 240 K is reported in Fig.14 for a doping concentration of 1015 cm−3
and in Fig.15 for a doping concentration of 1017 cm−3. It has to be
observed that the radiative lifetime are almost independent from the
doping type. A similar behaviour is observed in the Auger lifetimes
for minority carriers.
The competition between radiative and Auger lifetime in Ge0.82Sn0.18
at 140 K is reported in Fig.16 for a doping concentration of 1015
cm−3 and in Fig.17 for a doping concentration of 1017 cm−3. Also
in this case, the radiative lifetime are independent from the doping
type. Furthermore, the radiative lifetime saturate to 10−7 s at excess
carrier concentrations higher that 1018 cm−3. The minority carrier
Auger lifetime for the n-doped semiconductor are six orders of mag-
nitude smaller than the case of p-doped semiconductor. Therefore,
the p-doped Ge0.82Sn0.18 offer theoretical performances suitable for
practical applications.
A comparison between the radiative recombination coefficient of
Ge0.91Sn0.09 and Ge0.82Sn0.18 is reported in Fig.18 for a doping concen-
tration of 1015 cm−3 and in Fig.19 for a doping concentration of 1017
cm−3. At the lower doping concentrations, both material configura-
tions show a constant radiative recombination coefficient at all excess
carrier concentrations. However, at the higher doping concentration,
the Ge0.82Sn0.18 radiative recombination coefficient drops down of two
orders of magnitude when the excess carrier concentration goes be-
yond 1017 cm−3. In terms of performances, Ge0.91Sn0.09 offer overall
better emission rates than Ge0.82Sn0.18.
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Figure 9: Experimental data available on Ge1-xSnx energy gap at 300 K.
Shaded areas and dashed lines represent the standard deviation
and average value, respectively, of cluster expansion method re-
sults from Freitas et al.[50]. Continuous lines represent the energy
gap values calculated in this work.[45]
The Auger recombination coefficient for Ge0.91Sn0.09 doped n-type
and p-type are constant, of the order of ≈ 10−30 cm6 s−1, as re-
ported in Fig.20 and Fig.21. On the other hand, the doping type is
discriminant for Ge0.82Sn0.18. The Auger coefficient for the n-doped
Ge0.82Sn0.18 is six orders of magnitude higher than the p-doped Ge0.82Sn0.18.
It is possible to say that Auger recombinations are suppressed in p-
doped Ge0.82Sn0.18.
The deformation of the band structure due to changes in the mo-
lar fraction and temperature can be decoupled in two effects: a band
gap shift and a deformation of the energy bands. The variation of
the energy gap changes the activation energy of the Auger process,
while the deformation of the energy bands impacts on the number
of available final states for an Auger transition. An additional set
of simulations, aimed to discern the contribution of these effects on
the Auger rate, revealed that the discriminant feature is the deforma-
tion of the energy bands. On the other hand, the shift of the energy
gap is not enough to explain the differences between Ge0.91Sn0.09 and
Ge0.82Sn0.18 Auger recombination properties.
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Figure 10: Effective mass computed at Γ and L high symmetry points of
reciprocal lattice. The reported effective mass for electron (blue)
and hole (red) is an average over different directions, calculated
at the band minimum as reported in Eq.32. [45]
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Figure 11: Intrinsic carrier concentration (right axis) and Sn molar fraction
(left axis) corresponding to the chosen cutoff wavelengths (in leg-
end) function of temperature. Black arrows refer each curve to
the proper axis.[45]
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Figure 12: Germanium-tin band structure for two configuration Ge0.91Sn0.09
and Ge0.82Sn0.18 represented as solid and dashed lines, respec-
tively.
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Figure 13: Absorption coefficient for Ge0.91Sn0.09 and Ge0.82Sn0.18 intrinsic
semiconductors. The direct and indirect components have been
separated.[45]
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Figure 14: Radiative and Auger lifetimes for lightly doped (1015 cm−3)
Ge0.91Sn0.09 at 240 K. Doping has been considered of both types
n and p. [45]
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Figure 15: Radiative and Auger lifetimes for lightly doped (1017 cm−3)
Ge0.91Sn0.09 at 240 K. Doping has been considered of both types
n and p.[45]
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Figure 16: Radiative and Auger lifetimes for lightly doped (1015 cm−3)
Ge0.82Sn0.18 at 140 K. Doping has been considered of both types
n and p.[45]
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Figure 17: Radiative and Auger lifetimes for lightly doped (1017 cm−3)
Ge0.82Sn0.18 at 140 K. Doping has been considered of both types
n and p.[45]
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Figure 18: Radiative recombination coefficients for Ge0.91Sn0.09 and
Ge0.82Sn0.18 for a doping concentration of 1015 cm−3 both n-type
and p-type.[45]
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Figure 19: Radiative recombination coefficients for Ge0.91Sn0.09 and
Ge0.82Sn0.18 for a doping concentration of 1017 cm−3 both n-type
and p-type.[45]
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Figure 20: Auger recombination coefficients for Ge0.91Sn0.09 and Ge0.82Sn0.18
for a doping concentration of 1015 cm−3 both n-type and p-
type.[45]
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Figure 21: Auger recombination coefficients for Ge0.91Sn0.09 and Ge0.82Sn0.18
for a doping concentration of 1017 cm−3 both n-type and p-
type.[45]
4
Conclusions
The Auger recombination properties of bulk germanium under dif-
ferent strain condition and the Auger and radiative recombination
properties of bulk germanium-tin alloy in two configurations have
been calculated.
The calculated Auger recombination properties of Ge could con-
tribute to an effective design of IR light emitters, while the calculated
optical and Auger recombination properties of Ge1-xSnx, at two spe-
cific molar fractions, offered insight on the performance of this mate-
rial as base material for infrared applications.
The irreducible wedge in the first Brillouin zone has been discretized
with a non-uniform grid and a finer resolution around the relevant
high symmetry points. The electronic band structure of relaxed and
strained material have been numerically determined, over the dis-
cretized irreducible wedge, through an EPM code.
In order to calculate the Auger and radiative recombination rate,
a Green’s function based model has been applied to the full elec-
tronic band structure of Ge and Ge1-xSnx. The Green’s function based
model included the electron-phonon interaction, from acoustic and
non-polar optical phonons, and allowed to overcome the well known
numerical limitations of second order perturbation theory. To the to-
tal radiative recombination rate, the contribution coming from transi-
tions between first conduction band and the first and second valence
bands have been considered. To the total Auger recombination rate,
different combinations of initial and final states for the scattered par-
ticle have been considered, for electron up to the second conduction
band and for hole up to the second valence band.
The calculation of Auger recombination coefficients in bulk relaxed
and strained Ge at 300 K revealed that the dominant Auger recombi-
nation process for relaxed Ge is direct hhe. However, the application
of a biaxial tensile strain deform the band structure and makes the
direct eeh the dominant Auger mechanism. This result is in contrast
with earlier analytic works. However, the advanced formalism and
the absence of numerical and analytic simplifications in this work rep-
resent a novelty and further experimental validations are required.
The germanium-tin alloy has been studied since the 1960 and posses
characteristics that makes it suitable for the fabrication of optoelec-
tronic devices operating in the infrared spectral range. However, de-
vice quality thin films have been achieved only recently and for low
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Sn molar fraction. Furthermore, there is no uniform consensus on the
basic electronic properties of this alloy.
The electronic band structure of bulk relaxed Ge1-xSnx has been de-
termined with the EPM code in order to reproduce the average semi-
conductor energy gap function of molar fraction by tuning the disor-
der and spin disorder parameters. As a result, the transition from an
indirect gap semiconductor to a direct gap semiconductor is detected
at 11% Sn molar fraction and the effective mass for conduction and
valence bands at critical points of reciprocal lattice have been calcu-
lated and reported.
To the calculation of Auger and radiative recombination properties,
two cutoff wavelengths have been chosen, 2.7 µm (extended short
wave) and 5.0 µm (mid wave), at 240 K and 140 K, respectively. The
corresponding molar fractions are 9% at 2.7 µm and 18% 5.0 µm.
The absorption coefficient have been calculated for both Ge0.91Sn0.09
and Ge0.82Sn0.18. Results revealed an absorption edge close to the
cutoff wavelength due to phonon-assisted transitions for Ge0.91Sn0.09,
while a sharp absorption edge, from direct processes, is detected for
Ge0.82Sn0.18. These results confirmed the indirect energy gap nature
of Ge0.91Sn0.09 and the direct energy gap of Ge0.82Sn0.18.
The radiative and Auger lifetimes and recombination coefficients
have been calculated for Ge0.91Sn0.09 and Ge0.82Sn0.18 given four differ-
ent doping configurations: n-type doping of 1015 cm−3, n-type dop-
ing of 1017 cm−3, p-type doping of 1015 cm−3, p-type doping of 1017
cm−3.
The radiative and Auger lifetimes determined the competition be-
tween the two recombination mechanisms. Results reported that Auger
recombinations are suppressed for the case of p-doped Ge0.82Sn0.18,
while the doping type has a small impact on radiative and Auger
processes in Ge0.91Sn0.09. Furthermore, the doping type does not im-
pact on the radiative recombination processes in both Ge0.91Sn0.09 and
Ge0.82Sn0.18.
The Auger and radiative recombination coefficients have been cal-
culated in order to be used in device simulations and are constant up
to excess carrier concentrations of 1018 cm−3 for Ge0.82Sn0.18, while
remain constant at all excess carrier concentrations for Ge0.91Sn0.09.
Part II
Numerical simulation of GaN based
light emitting diodes
5
Introduction
During the last decade, GaN/InGaN based light emitting diodes (LED)
were the subject of an intense research activity. The strong point of
GaN/InGaN based light emitting diodes is in the capability of tun-
ing the emission wavelength by a fine control over the incorporated
indium molar fraction during the fabrication process, which allow to
cover the entire range of visible spectrum. These devices have already
saturated the entertainment market and are slowly becoming part of
the general illumination market.
One of the most controversial and debated issue of these devices
has been the droop.[115] This phenomena consists in a reduction of
internal quantum efficiency when the injected current density over-
come a threshold value at which the optical emitted power reaches its
maximum.[17, 115] This phenomena represent a limiting factor to the
maximum optical power that can be achieved at the optimal working
point, where the internal quantum efficiency (IQE) is maximized.[28,
63]
A number of solutions have been proposed in order to limit the
effects of droop. The use of multi-quantum-well structures, in which
carriers escaping from the first quantum well would be recaptured
and radiatively recombined in the remaining quantum wells.[33] The
use of non-conventional patterns for the mesa contact in order to sup-
press current crowding features and improve carrier redistribution
along the plane perpendicular to transport.[73, 119] However, a droop
free device is still impossible to fabricate and the adopted solutions
allowed to optimize, rather than improve, the IQE of LEDs.
The research effort up to now led to the identification of Auger
recombinations as the physics mechanism underlying the droop phe-
nomena.[6, 19, 22–26] Due to their intrinsic nature, Auger recombina-
tions cannot be suppressed by improving material quality. Therefore,
the droop phenomena will always impose an upper limit to the perfor-
mances of GaN/InGaN LED devices.
Another mechanism that can severely undermine the performances
of GaN/InGaN LED devices is the so called thermal droop. The ther-
mal droop phenomena refers to the decrease in optical power with
increasing temperature, which may lead to remarkable optical losses.
Many research groups found experimental evidence of this phenom-
ena. Huh et al.[60] investigated the effect of temperature on electrical
and optical performances of MQW LEDs with different compositions
in the active region and concluded that the presence of a p-doped
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AlGaN electron blocking layer (EBL) could reduce the optical losses
with increasing temperature. Lee et al.[69] investigated the impact of
different substrate thicknesses on the junction temperature of MQW
LED mesa devices proving that thinner substrates improve thermal
dissipation, effectively reducing the junction temperature. Meyaard
et al.[83] investigated the impact of different mesa sizes in MQW LED
devices and detected that the larger the chip size, the faster the device
performances degrade with increasing temperature. However, very
little is known about the physics based mechanism underlying the
thermal droop phenomena.
Despite the experimental effort, the physical processes responsible
for this effect have not been identified yet. Therefore, this part is de-
voted to the device modeling of GaN/InGaN based LED devices, in
an attempt to improve the insight toward the physical processes un-
derlying the thermal droop phenomena. More specifically, this work is
part of a bigger collaboration, culminated with the paper published
by De Santi et al.[43], in which the impact on the device IQE of differ-
ent physics based processes with temperature is studied. Within this
framework, this work investigates the impact on the IQE of Shockley-
Read-Hall recombination phenomena with temperature.
After this brief introduction, three more chapters will follow. Chap-
ter 6 will report on the physics based models and the numerical sim-
ulation methodologies adopted to tackle the problem, then chapter 7
will present and discuss results. Finally, chapter 8 will draw conclu-
sions.
6
Device and physics based models
6.1 device structure
The device under study is a light emitting diode device grown on
Si substrate and fabricated by OSRAM Licht AG. The device can
be viewed as a stack of layers: a 2.0 µm thick n-doped GaN buffer,
doped 5 · 1018 cm−3, a 8 nm thick intrinsic GaN barrier, a 2.5 nm
thick InxGa1-xN quantum well at 18% molar fraction,[97] a 2 nm thick
intrinsic GaN spacer, a 40 nm thick p-doped AlxGa1-xN electron block-
ing layer (EBL) at 15% molar fraction, doped 2.0 · 1019 cm−3, and a
150 nm thick p-doped GaN capping layer, doped 2.0 · 1019 cm−3. The
stack of layers for the device has been reported in Fig.22 and details
on doping concentration, type, and activation energy have been re-
ported in Tab.4.
The intrinsic layers (namely 2 and 3) are characterized by an n-type
background doping concentration of 1016 cm−3. The background n-
type doping concentration results from the unwanted incorporation
of donor impurities - probably silicon or oxygen - during the crys-
talline growth.[91, 92] The activation energies for the dopant species
represent the energy shift from the conduction and valence band
edges for donor and acceptor dopants respectively.
The doping concentration profiles are not abrupt at the interface
between two materials. Instead, dopants are assumed to diffuse in
nearby regions. The diffusion tail is assumed to have a Gaussian de-
caying behavior characterized by a standard deviation of 1Å, as de-
picted in Fig.23.
The area of the device active region is 250µm×250µm. This infor-
mation allow us to scale all current related data from A to A/cm2.
1: n-GaN bu er
2: intrinsic GaN barrier
3: InGaN quantum well
4: p-AlGaN EBL
5: p-GaN capping layer
1 2 32 4 5
Figure 22: Stack of layers in investigated LED device.
The exact geometry of the device is not known in its entirety. How-
ever, numerical simulations of charge transport are monodimensional
34
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Figure 23: Comparison between different doping profile diffusions in the
device active region. The diffusion profile at the interface between
GaN Spacer and AlGaN EBL has a Gaussian decaying behavior
with standard deviation of σ = 1nm and σ = 1Å.
along the dimension of crystal growth since, from manufacturing
specifications, the device is assumed vertical and charge transport is
assumed to take place only along one direction. The simulation line
crosses all device interfaces perpendicularly, from region 1 to 5, in
reference to Fig.22. The electrical contacts are placed at the extremal
points of the simulation line: the ending points of region 1 and of
region 5. An in scale representation of the device active region has
been given in chapter 7 through its band diagram close to flat-band
condition (Fig.35).
# Layer Thickness, nm N, cm−3 Ea, meV
5 p-GaN cap 150 2 · 1019 200
4 p-AlGaN EBL 40 2 · 1019 200
2 n-GaN 2 1 · 1016 20
3 n-InGaN QW 1.5 1 · 1016 20
2 n-GaN 10 1 · 1016 20
1 n-GaN 2000 5 · 1018 20
Table 4: Table reporting the doping type, concentration (N), activation en-
ergy (Ea) and thickness of each layer composing the device in refer-
ence to the numbers (#) given in Fig.22.
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6.2 charge transport model
The commercial tool Crosslight APSYS© has been used to perform
charge transport simulations in InGaN/GaN based LED device re-
ported in Fig:22.
6.3 numerical model for the charge transport prob-
lem
The problem of charge transport has been numerically solved by
adopting an improved drift-diffusion simulation scheme available in
Crosslight APSYS©. The improved simulation scheme takes into ac-
count the quantization effects localized in the device active region.
The semi-classical drift-diffusion simulation scheme involves the
numerical resolution of the non-linear system of equation composed
by the Poisson’s equation, the continuity equation for electron and
hole, and the drift-diffusion equation for electron and hole current
densities:[98]
∇ (ε (r)∇φ (r)) = − qε0ρ (r)
∂n(r,t)
∂t =
1
q∇Jn (r, t) +Gn (r, t) − Rn (r, t)
∂p(r,t)
∂t = −
1
q∇Jp (r, t) +Gp (r, t) − Rp (r, t)
Jn (r, t) = qn (r, t)µn (r)E (r, t) + qDn (r)∇n (r, t)
Jp (r, t) = qp (r, t)µp (r)E (r, t) − qDp (r)∇p (r, t)
(33)
In Eq.33,ε (r) is the relative permittivity, φ (r) is the electrostatic po-
tential, ρ (r) is the net-charge concentration, n (r, t) and p (r, t) are
the electron and hole concentrations, Jn (r, t) and Jn (r, t) are the elec-
tron and hole current densities, Dn (r) and Dp (r) are the electron
and hole diffusion coefficients, and µn (r) and µp (r) are the elec-
tron and hole mobility terms. The equation system reported in Eq.33
cannot be solved in a close form. Therefore, self-consistent numeri-
cal procedures are required. A viable numerical approach to solve
this system has been given by Scharfetter[95] and Gummel[54]. In
their approach, they discretize the device according to a finite dif-
ference scheme and perform two cardinal assumptions: the electron
and hole carrier concentrations are function of the electrostatic poten-
tial and follow an exponential behavior, while the electrostatic poten-
tial varies linearly between adjacent nodes of the finite discretization
grid. Under these assumptions, the system of equations became nu-
merically stable and the calculated electron and hole concentration
across the device do not show oscillatory behaviors. Finite elements
approaches to the resolution of the above system of equations have
bee proposed. However, finite elements are scarcely used due to an
increased numerical burden originating from the requirement of high
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order basis functions.[13, 90] Eventually, solutions to the discretized
non-linear system of equations (Eq.33) are found through the appli-
cation of a Newton or Newton-like method.[8–11] The self-consistent
procedure starts with an estimate of the electrostatic potential across
the device. Given the electrostatic potential profile, the electron and
hole concentration are calculated along the device. The calculated car-
rier concentrations are plugged into Poisson’s equation, which is self-
consistently solved for the electrostatic potential. The procedure is
iterated until the difference between the calculated carrier concentra-
tions for two consecutive iterations are smaller than a chosen value.
The improved drift-diffusion scheme model quantization effects
in the active region of the device. The improved scheme adds the
Schrödinger equation to the system of equations in Eq.33 that de-
pends on the electrostatic potential and returns an additional charge
density. The most general form for the considered Schrödinger equa-
tion is an eigenvalue problem of the form[
Hˆ (r, k) + Vˆ (r)
]
Ψ (r, k) = E (r, k)Ψ (r, k) , (34)
in which Hˆ (r, k) is the Hamiltonian for the system, Ψ (r, k) are the
eigenvectors, or wavefunctions, E (r, k) are the eigenvalues, or quan-
tized energy levels, and Vˆ (r) correspond to the position dependent
potential energy of the system.
In the improved simulation scheme, the Schrödinger equation, ex-
pressed in the k·p approximation, is coupled to the Poisson’s equa-
tion. The term Vˆ (r) in Eq.34 correspond to the electrostatic potential
φ (r) in first line of Eq.33 and from the eigenfunctions of Eq.34 a
charge density contribution is calculated and plugged in the right-
hand-side term of Poisson’s equation. Therefore, the electrostatic po-
tential is updated, at each step of the iteration procedure, through a
self-consistent resolution of Poisson’s equation to Schrödinger equa-
tion. This problem is well known in literature as the coupled Poisson-
Schrödinger problem.[65, 76, 112]
In the framework of a monodimensional numerical simulation of
carrier transport in Crosslight APSYS©, the self-consistent QW model
with valence mixing has been adopted in order to include quantiza-
tion effects into the active region.[42]
In order to solve the Poisson-Schrödinger problem only in the ac-
tive region of the device, the software allows the user to choose the
size of a quantum box. The quantum box is defined as a framed por-
tion of the device over which the Poisson’s equation is coupled to
the Schrödinger equation. It is selected in order to be symmetric with
respect the center of the quantum well and to include the quantum
barrier. The Schrödinger equation defined over the quantum box is
formulated in the k·p approach and discretized along the direction
perpendicular to the quantum well plane. The boundary conditions
of the Schrödinger equation at the quantum box boundaries are are
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Dirichlet type and implement an infinite potential barrier. An analy-
sis on the most proper size for the quantum box has been performed
in Chap.7
The software computes the self-consistent carrier concentration re-
sulting from the resolution of Poisson-Schrödinger problem as[42]
n2D
(
r‖, r⊥
)
=
∑
j
Ψj (r⊥) ρ
(0)
j kbT ln
{
1+ exp
[
Ef
(
r‖, r⊥
)
− Ej
kbT
]}
,
(35)
where the summation runs over the quantized levels of index j, r‖ is
the direction parallel to the quantum well plane, r⊥ is the direction
perpendicular to the quantum well plane. Ψj (r⊥) is the eigenfunction
of the j-th state, and Ef
(
r‖, r⊥
)
is the quasi-Fermi level for electron or
hole population.
In the quantum box, the Hamiltonian term in the Schrödinger equa-
tion correspond to the k·p Hamiltonian given by Chuang.[37] The set
of k·p simulation parameters used in this work for the quantum box
region have been taken from the work of Calciati et al..[33]
In order to perform charge transport simulations a number of physics
based variables have to be properly modeled. The following sections
report on parameters and models for the semi-classical drift-diffusion
simulation.
6.3.1 Coupling QW model with continuity equation
Once the self-consistent solution of Poisson-Schrödinger problem is
achieved, the confined electron and hole populations are known.[42]
However, the software manual doesn’t report any further information
on the numerical technique adopted to solve continuity equations
into the quantum well region.
A sane treatment of the problem would split the carrier concentra-
tion into the quantized region in a sum of two populations: bounded
and free charges. The bounded charge results from the solution of
Poisson-Schrödinger problem, while the free charge would come from
the resolution of continuity equations. In solving the continuity equa-
tions, only states at energies above the bulk band edges would have
to be considered in the quantized region, and boundary conditions at
the QW interfaces would be required to ensure the continuity of free
carrier populations through the device.
In absence of further information regarding the real implementa-
tion, this digression remains speculative.
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6.3.2 Incomplete ionization model
Due to the high energy gap of GaN and AlxGa1-xN, an accurate es-
timation of the ionized acceptor and donor concentrations is funda-
mental.[53, 66, 93] The activation energy for a given dopant is con-
sidered as the absolute value of the energy difference between the
dopant energy level in the gap and the correlated band edge. Being
ED and EA the donor and acceptor activation energies, the ionized
doping concentration is given as[42]
N+D =
ND
1+ gDe
Fn−ED
kbT
, N−A =
NA
1+ gAe
EA−Fp
kbT
. (36)
In Eq.36, gD and gA are the degeneracy number for donors and accep-
tors, while Fn and Fp are the quasi-Fermi levels for electron and hole,
respectively. The degeneracy of donors and acceptors is automatically
set to gD = 4 and gA = 2 by the software.
6.3.3 Effective mass
The modeling of the effective mass for electron and hole is of vital
importance in device level simulation. In the bulk regions the effec-
tive mass is assumed to be isotropic. Furthermore, due to the band
structure characteristics of GaN, InxGa1-xN, and AlxGa1-xN the car-
rier transport is assumed to take place only around the minimum of
Γ valley.
In case of bulk regions, constant values for the isotropic effective
mass of electron and hole have been used and their values have been
reported in Tab.6.
A effective density of states for conduction and valence states has
been defined according to
Nc|v (T) = 2
(
2pikbme|hT
 h2
) 3
2
= 2.54 · 1019
(
me|hT
300m0
) 3
2
, (37)
in which, m0 is the electron mass at rest, and me|h is the effective
mass for electron or hole.
6.3.4 Carrier occupation statistics and free carrier model
The transient simulation performed on the device lead the device out
of thermal equilibrium up to a point where the Maxwell-Boltzmann
distribution cannot be used to describe the occupation statistic of
electron and hole. Therefore, the use of Fermi-Dirac distribution is
mandatory and the electron and hole free carrier concentrations have
been calculated according to
n = Nc (T)
∫+∞
Ec
√
E
1+ e
E−(Ec−Fn)
kbT
dE, p = Nv (T)
∫Ev
−∞
√
E
1+ e
E−(Ev−Fp)
kbT
dE,
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(38)
in which, Fn and Fp are the quasi-Fermi levels for electron and hole.
6.3.5 Band gap model
The energy gap is temperature dependent according to the model
proposed by Varshni:[114]
Eg (T) = Eg0 −α
T2
β+ T
, (39)
in which α and β are parameters fitting the temperature dependent
measurements on the energy gap. The parameters for In0.18Ga0.82N
and Al0.15Ga0.85N have been taken as a linear interpolation in the
molar fraction of values for GaN, InN, and AlN given in the work
of Calciati et al..[33] For the In0.18Ga0.82N and Al0.15Ga0.85N regions a
band offset of 60/40 has been used to align the band diagrams.
6.3.6 Carrier mobility model
The electron and hole mobility is a parameter that directly enters
drift-diffusion equations (Eq.33) and enters the Einstein diffusivity
coefficient asDn|p = µn|pqkBT . The temperature dependent mobility
model is given as[75]
µn|p (T) = µn|p
(
300
T
)αn|p
, (40)
in which µn|p is the pure lattice mobility and αn|p is a parameter that
has been set to 3/2 for both electron and hole. Values for the pure
lattice mobility constant used in the simulation have been reported in
Tab.5.
6.3.7 Heterojunction model
The heterojunctions in the device are localized at GaN/In0.18Ga0.82N
and GaN/Al0.15Ga0.85N interfaces and a thermionic emission model
is applied to each one of them, as reported in[42, 106, 131]. The
thermionic emission model in the software defines the current fluxes
across the junction as[42]
Jn = γnvbn (nb −nb0) , Jp = γpvbp (pb − pb0) , (41)
where γn and γp are parameters set to 1 in this work, nb and pb
denote the electron and hole concentrations on the barrier side of the
junction, nb0 and pb0 are the concentrations when the quasi-Fermi
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levels are the same as those on the opposite side of the barrier, and
vbn and vbp are the thermal recombination velocities given as
vbn =
√
kbT
2mbnpi
, vbp =
√
kbT
2mbppi
(42)
in which mbn and mbp are the electron and hole effective mass on
the side of the barrier, respectively. The thermionic emission condi-
tions at heterojuctions impose a zero net-current density across the
heterointerface ensuring the continuity of quasi-Fermi levels.
6.3.8 Polarization charges at heterointerfaces
In addition to the high spontaneous polarization characteristics of
GaN, GaN/In0.18Ga0.82N and GaN/Al0.15Ga0.85N heterointerfaces are
characterized by a strong strain induced by the difference in the lat-
tice constants on the two sides of the heterointerface.[3, 4, 18, 48] The
spontaneous and piezoelectric polarization charge is of fundamen-
tal importance in the modeling of GaN-based devices. It induces the
so called quantum confinement Stark effect improving carrier confine-
ment in quantum well structures.[72] Furthermore, the piezoelectric
polarization vector at the heterointerfaces of GaN based devices is
quadratically dependent on strain, as reported by Fiorentini et al..[48]
The heterointerfaces of the devices simulated in this work are pla-
nar in the xy plane. Therefore, the spontaneous and piezoelectric po-
larization vectors have been defined only in the z direction as
ε (x) =
aGaN − aYxGa1−xN
aYxGa1−xN
, (43)
PPZGaN = P
(0)
GaNε (x) + P
(1)
GaNε (x)
2 , (44)
PPZYN = P
(0)
YNε (x) + P
(1)
YNε (x)
2 , (45)
PPZYxGa1−xN = P
PZ
GaNx+ P
PZ
YN (1− x) , (46)
PSPYxGa1−xN = P
SP
YNx+ P
SP
GaN (1− x) + P
SP
b(YN)x (1− x) , (47)
Pz = −α
(
PSPYxGa1−xN + P
PZ
YxGa1−xN
)
, (48)
where, aGaN and aYxGa1−xN are the lattice constant of the substrate
and of the alloy, PPZ stands for the piezoelectric polarization vector,
PSP stands for the spontaneous polarization vector, α is a tunable
parameter representing the degree of relaxation of the interface and
used to fit experimental data, and the sign in Eq.48 is given by the
surface polarization at the interface, induced during the crystalline
growth.[120] The spontaneous and piezoelectric polarization coeffi-
cients that have been used in the simulation are reported in Tab.5.
The position dependent polarization charge density is computed
from the total polarization vector as
qpc (r) = −∇P (r) . (49)
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6.3.9 Radiative and non-radiative recombination models
The radiative recombination rate is computed differently in the bulk
regions and in the quantum box region. In the bulk region, the radia-
tive recombination rate is computed as
RRAD = B
(
np−n2i
)
, (50)
where B is the radiative recombination coefficient, n and p are the free
carrier concentrations, and ni is the intrinsic carrier concentration. On
the other hand, the radiative recombination rate in the quantum box
is computed according to the first order perturbation theory as[38,
43]
RRAD =
∑
i,j
∫∞
0
(
q2n hω
m20ε0pi
 h2c3
) ∣∣Mij∣∣2 fj (1− fi) ρijL ( hω)d hω, (51)
where q is the elementary charge, n is the quantum well refractive
index, m0 is the electron mass, ε0 is the vacuum permittivity, c is the
speed of light in vacuum, Mij is the matrix element measuring the
dipole strength between states i and j, fi and fj are the Fermi-Dirac
occupation statistics, ρij is the 2D joint density of states for states
i and j, and L ( hω) is a Lorentzian distribution accounting for the
energy broadening of the emission spectrum.
The Lorentzian distribution term in Eq.51 is given as
L ( hω) =
1
pi
 hγ(
Eij −  hω
)2
− ( hγ)2
, (52)
where Eij is the energy difference between the states i and j partici-
pating in the transition and  hγ =  h/τ is half of the Lorentzian line
width, for which the lifetime τ has been set to 0.1 ps.[38]
The non-radiative recombination rates in the device are of two
types: Shockley-Read-Hall (SRH) recombinations due to trap states
and Auger recombinations. The Auger recombination rate is com-
puted according to
RAUG = (Cnn+Cpp)
(
np−n2i
)
, (53)
in which Cn and Cp are the Auger recombination coefficients for
electron and hole expressed in cm6s−1.
The Shockley-Read-Hall recombination process is an extrinsic re-
combination mechanism mediated by state traps into the energy gap.
This type of recombinations dominates in low injection regime where
the current density is characterized mainly by diffusion processes,
while radiative and Auger recombinations are negligible. Further-
more, this type of recombinations are well known as a performance
limiting factor in photodetector devices.[7] Nonetheless, the presence
of trap states in the energy gap foster transport mechanisms such
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as trap-assisted tunneling (TAT) that correctly describe sub-threshold
features of current-voltage characteristic in forwardly biased GaN-
based LED devices.[27, 78–80]
The SRH recombination rate is computed according to[101, 103,
113]
RSRHnet =
np−n2i
τp (n+n1) + τn (p+ p1)
, (54)
in which n and p are the electron and hole concentrations, ni is the
intrinsic carrier concentration, τn and τp are the electron and hole
lifetimes. The values of n1 and p1 correspond to electron and hole
concentrations calculated when the quasi-Fermi energy is equal to
the trap energy Et.
Eq.54 can be recast in another form
RSRHn = cnnNt (1− ft) − cnn1Ntft,
RSRHp = cppNt (1− ft) − cpp1Ntft,
RSRHnet = R
SRH
n − R
SRH
p , (55)
in which Nt is the trap density, ft is the trap occupation probability,
and cp and cn are the capture rates, related to the trap density and
capture cross section by
1
τn|p
= cn|pNt, cn|p = σn|pvn|p, (56)
in which τn|p is the SRH lifetime, σn|p is the capture cross section,
and vn|p are the carrier thermal velocities.
The software Crosslight APSYS© implements the formulation re-
ported in Eq.55. Furthermore, in this work the carrier lifetime is as-
sumed to be temperature dependent according to[96]
τn|p (T) = τn|p (300)
(
300
T
) 3
2
, (57)
which is an expression valid when the condition kbT <<  hω0 is
verified. This condition holds for all the simulations performed in
this work since the phonon energy ( hω0) is assumed to be 89 meV at
84K for the device under analysis, as given by Mandurrino et al..[79,
80]
7
Numerical simulations and results
This chapter covers the methodology adopted to perform device level
simulations. A reference framework has been established by obtain-
ing a preliminary agreement on the electrical behavior of real and
simulated device. Within the established reference framework, the
impact of SRH recombination mechanism on the optical response of
the device has been calculated. Finally, results from numerical simu-
lations have been compared to experimental data and signatures of
thermal droop phenomena have been discussed.
7.1 numerical simulation methodology
The power of numerical simulations lies in their ability to accurately
predict the electrical behavior of a given device at the operating point.
In order to do this, a preliminary agreement on the electrical behavior
of real and simulated device has to be achieved.
The thickness of the quantum well has been cross-checked with
experimental data and the size of the quantum box encompassing
the device active region has been set. In order to check the quantum
well thickness, experimental data on ambient temperature electrolu-
minescence spectroscopy, reported in Fig.24, have been used. Finally,
in reference to the case of a symmetric quantum well, the quantum
box has been extended two nanometers outside the quantum well, in
order to properly account for the effect of GaN barriers in k·p calcu-
lations for eigenenergies and eigenfunctions.
7.1.1 Quantum well thickness
The quantum well thickness has been experimentally measured with
a degree of uncertainty. Secondary ion mass spectroscopy (SIMS) mea-
surements determined the size of the quantum well according to the
indium concentration profile in the device active region. Therefore,
while the peak indium concentration in the quantum well can be es-
timated correctly, measurements on quantum well thickness are af-
fected by statistical uncertainty.
In order to uniquely determine the thickness of the quantum well to
be used in numerical simulations, a preliminary agreement with the
peak wavelength given by experimental data on electroluminescence
spectrum must be achieved. In fact, the thickness of the quantum well
layer has a huge impact on the peak wavelength of electrolumines-
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cence spectrum, as can be seen in Fig.24. On the other hand, param-
eters as the quantum box size and the amount of interface charge on
the peak wavelength have been investigated and their impact on the
peak wavelength of emission spectrum have been found negligible.
Transient simulations ramping injected current from 0A up to 10mA
have been performed and a comparison between the normalized ex-
perimental and simulated electroluminescence spectrum determined
that the quantum well thickness required to align the peak wave-
length of real and simulated device is 1.5nm, as depicted in Fig.24.
Therefore, the total width of the quantum box has been set to 5.5nm,
which fully covers the quantum well and adjacent quantum barrier.
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Figure 24: Experimental data on the normalized electroluminescence spec-
trum function of wavelength, at 300K, of the SQW LED under
different injection conditions and simulated electroluminescence
spectrum at different quantum well thicknesses. Both simulated
and measured EL spectrum have been normalized to unity. The
peak wavelength of simulation results suggests a value of 1.5nm
for the quantum well thickness.
7.1.2 Analysis of experimental IV characteristics
The charge transport simulations in this work consider only drift-
diffusion processes as transport model and do not include auxiliary
transport mechanisms, as trap-assisted tunneling or phonon-assisted
tunneling. Therefore, the experimental current-voltage (IV) character-
istics at different temperatures (Fig.25) must be fitted by numerical
simulation results in a range of currents where the dominant trans-
port mechanism is drift-diffusion. Therefore, the ideality coefficient
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for the experimental IV characteristics at different temperatures has
been calculated and related to the dominant transport mechanism.
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Figure 25: Semilogarithmic plot of experimental data on current density ver-
sus applied bias for the device under analysis.
The ideality coefficient η is given as
η (V) =
q
kBT
[
∂ ln (I (V))
∂V
]
, (58)
in which I (V) is the IV characteristic at a given temperature. Equa-
tion 58 can be derived from an approximation of Shockley diode equa-
tion, or by relating it to the differential conductance expression (start-
ing from Shockley diode equation without approximation). However,
both approaches are numerically equivalent and lead to Eq.58.
The application of Eq.58 to the experimental IV curves results in
the ideality coefficients function of bias. An effective value for η has
been extracted from each curve reported in Fig.26 considering a range
of bias where curves show an exponential behavior.[133] Finally, ex-
trapolated points have been reported in Fig.27.
The values of current and bias corresponding to each extrapolated
η, reported in Fig.27, are consistent with the temperature dependency
of threshold voltage and current, as reported in [129] and [1]. Further-
more, the values of η can be separated in two ranges, 1 6 η 6 2 and
η > 2, and each range can be related to a dominant transport mecha-
nism. In case of 1 6 η 6 2, the primary transport mechanism is a com-
petition between drift-diffusion phenomena and Sah-Noyce-Shockley
generation and recombination phenomena,[94] while for η > 2 the
favoured transport mechanisms are trap-assisted tunneling (TAT) and
carrier leakages.[34, 35, 82, 87] The dominant transport mechanism
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can be deduced from Fig.27 is found to be TAT, in the range of tem-
peratures below 200K,[78, 81], while drift-diffusion is the favoured
transport mechanisms for temperatures equal or above 200K.
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Figure 26: Ideality coefficient curves obtained from the application of Eq.58
to the experimental IV characteristics.
The analysis of the ideality coefficient allow to identify the range
of temperatures and voltages at which experimental data can be cor-
rectly fitted by numerical simulations. Therefore, from results in Fig.27,
numerical simulations are best suited to fit experimental data in the
temperature range going from 200K to 420K and close to the voltage
where the ideality coefficient reaches its minimum.
7.1.3 Agreement with experimental IV characteristics
In order to perform further studies on SRH recombinations, a prelim-
inary agreement between simulated and measured IV characteristics
(Fig.25) has to be achieved.
To each temperature, the measured IV characteristics have been
fitted to the simulated IV curves by tuning two parameters: a serial
resistor, and the amount of interface charge at the heterointerfaces, by
tuning the α parameter in Eq.48. While the serial resistor account for
a simple scaling factor, variations of the interface charge modify the
built-in electric field. Therefore, different values of α impact on the
threshold voltage, where flat-band condition is achieved.
Transient simulations have been carried out, at each temperature,
by simulating the electrical behavior of circuit reported in Fig.28, for
the device in forward bias conditions. Despite the range of valid tem-
peratures determined through the ideality coefficient analysis, tem-
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Figure 27: Minimum of ideality coefficient curves extrapolated in the expo-
nential regime of IV curves. Red circles represent low temper-
ature measurements representing signatures of TAT and carrier
leakage as dominant transport mechanisms. Blue circles represent
measurements in which drift-diffusion processes are supposed to
be the dominant transport mechanism.
peratures ranging from 140K to 420K have been considered for fit-
ting experimental IV characteristics. However, transient simulations
didn’t converge at temperatures lower than 140K and the fit results
to be accurate enough only for temperature equal or above 200K.
Results for the fitting parameters RC and α have been reported in
Fig.30 and Fig.31. It can be noticed that above 200K the contact resis-
tance remains constant with temperature, while the interface charge
coefficient increases linearly with temperature. Furthermore, the cal-
culation of the ideality coefficient for the simulated IV characteris-
tics, as expressed in Eq.58, reveal an ideality factor close to 1 for all
temperatures. This fact verifies the nature of the dominant transport
mechanism as a pure drift-diffusion process.
7.2 simulations for the thermal droop analysis
The thermal droop phenomena can be observed from experimental
data on optical power reported in Fig.32. As can be seen from the nor-
malized optical power curves reported in Fig.32, above a certain tem-
perature the optically emitted power drastically drops by few orders
of magnitude. Furthermore, together with the optical power measure-
ments, the experimental τSRH function of temperature for the device
has been measured, as reported in Fig.33.
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Figure 28: Equivalent simulation circuit in which RC is the contact resistance,
which has to be extrapolated from experimental data interpola-
tion, and Rα (V) represent the device resistance for a given α.
The device is modeled as a variable resistor function of the input
voltage (V), as to reproduce the measured IV characteristic.
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Figure 29: Semilogarithmic plot of experimental data on IV characteristics
(solid lines), overlapped to simulated IV characteristics (dashed
lines). Fitted curves have been reported starting from 200K up to
420K. Temperature of curves increases from right to left.
In order to asses the impact of SRH recombinations on the opti-
cally emitted power, three curves among those reported in Fig.32 have
been considered as reference for comparison with numerical simula-
tions. Thermal droop signatures are more pronounced at lower cur-
rents, where SRH processes are expected to be the dominant recom-
bination mechanism. Therefore, curves at 0.2Acm−2, 0.3Acm−2, and
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Figure 30: Values of α parameter, from Eq.48, used to fit experimental IV
characteristics. The equation for α (T) refers to the red line, which
represent the linear regression function of temperature for T
above or equal to 200K.
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Figure 31: Values of RC parameter used to fit experimental IV characteris-
tics.
2.3Acm−2 have been taken as reference for comparisons with numer-
ical simulations.
Bearing in mind the established temperature limits, numerical sim-
ulations of current transitory have been performed for temperatures
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Figure 32: Experimental data on optically emitted power. Curves represent
the ratio between the detected optical power and the injected cur-
rent over a broad range of temperatures. The curves have been
normalized with respect the maximum value for the entire set of
data.
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Figure 33: Experimental data on SRH recombination rate and the corre-
sponding SRH lifetime function of temperature.
ranging from 140K to 420K. Once the ramped current density reached
0.2Acm−2, 0.3Acm−2, and 2.3Acm−2, output quantities, as the op-
7.2 simulations for the thermal droop analysis 52
tical power and the position dependent recombination rate profile
along the device, were recorded.
7.2.1 Further considerations on the SRH model
The software Crosslight APSYS© implements Eq.55 to model the SRH
recombination rate. If no trap concentration is specified, the software
assumes a trap concentration equal to 1 cm−3 and computes the cap-
ture cross-section given the carrier lifetime and thermal velocities.
However, trap states into the semiconductors are assumed to be fully
activated and neutral. Therefore, the trap concentration does not take
part to any other equation within the simulation flow (i.e. does not
contribute to the electrostatic potential).
In spite of the trap concentration imposed by the software, the cap-
ture cross-section and trap concentration are two degrees of freedom
of Eq.55. Moreover, the capture cross-section is usually considered
a fitting parameter. Therefore, for a fixed carrier lifetime (τn|p) and
temperature, thermal velocities for electron and hole are fixed and
all possible values of capture cross-section and trap concentration are
represented by curves in Fig.34.
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Figure 34: Logarithmic plot representing possible values of trap cross-
section and trap concentration at different temperatures for a
given carrier lifetime.
The electron and hole lifetime (τn|p) given as parameters of SRH
model represent different quantities from the experimentally mea-
sured SRH lifetime in Fig.33. Thus, in order to obtain an equivalent
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SRH lifetime from simulation results, results from numerical simula-
tion have been elaborated as follow.
A position dependent SRH coefficient have been calculated from
the simulated carrier concentrations and SRH recombination rate as
A (x) =
n (x) + p (x)
n (x)p (x)
RSRH (x) , (59)
then the position dependent SRH coefficient has been averaged over
the quantum well profile according to
A =
1
LQW
∫
QW
A (x)dx. (60)
From the equivalent SRH coefficient calculated in Eq.60, the SRH life-
time can be easily calculated as τSRH = 1/A. This procedure has
been performed for simulation results at all current and temperature
points considered in this analysis.
7.3 results
The band diagram of the device, forwardly biased at 3V, is reported
in Fig.35. The image depict the conduction and valence band edge en-
ergies across the device active region, in a condition close to flat-band.
Nonetheless, it is possible to observe a band bending in the quantum
well that is opposite to the electric field direction due to the sheet
charge layers at the GaN/InGaN heterointerfaces, induced by sponta-
neous polarization charge and lattice mismatch induced piezoelectric
polarization charge. Furthermore, the layers reported in Fig.35 are in
scale except for the n-GaN buffer, on the left side, and the p-GaN cap,
on the right side, which have been truncated at the image frame.
From simulation results, the internal quantum efficiency (IQE), cal-
culated as
IQE =
RRAD
RSRH + RRAD + RAUG
, (61)
has been compared to the normalized L/I curves extrapolated from
experimental data.
The primary aim was to reproduce experimental results on τSRH
and this goal has been achieved by imposing τn = τp = 100ns. As
reported in Fig.36, the simulated τSRH reproduce well the trend of
experimental τSRH. However, the simulated IQE fails to reproduce
the normalized L/I curves from experimental data, as reported in
Fig.37.
The new values of τn and τp imposed for In0.18Ga0.82N are one
order of magnitude smaller with respect the ones reported in Tab.6.
However, no sensible difference between the new and the old sim-
ulated IV characteristics has been observed. This is mainly due to
7.3 results 54
Quantum
Box
Ec
Ev
n-GaN
Buffer
p-GaN
Cap
p-AlGaN
EBL
Figure 35: Conduction and valence band edge profiles across a portion of
the device. The device has been forwardly biased at 3V and the
eigenfunctions resulting from k·p calculations in the quantum
box have been reported. The framed portion of the device in-
cludes few nanometers of the n-GaN buffer on the left side and
of the p-GaN cap layer on the right side.
the fact that the best fitting accuracy is achieved for current densi-
ties around 10Acm−2, where SRH recombination play a minor role if
compared to radiative and Auger processes.
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Figure 36: Simulated SRH lifetime (solid lines), calculated according to the
procedure reported in Sec.7.2.1, compared to experimental SRH
lifetime (circles over dashed line). The carrier lifetime (τn|p) has
been set to 100ns for both electron and hole. This figure has been
reported in the publication by De Santi et al.[43]
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Figure 37: Comparison between the experimental normalized L/I curves
(circles on dashed lines) and the simulated IQE (solid lines). In
current simulations, τn and τp have been set to 100ns. This fig-
ure has been reported in the publication by De Santi et al.[43]
Results reported in Fig.36 confirms that the temperature dependent
model for the carrier lifetime (Eq.57) is able to reproduce the temper-
ature dependency of SRH lifetime at all current points of interest.
Furthermore, the formulation for the SRH recombination model, as
reported in Eq.55 is independent from the trap concentration and cap-
ture cross-section, parameters that can be chosen to satisfy Eq.55 once
the carrier lifetime has been provided, as depicted in Fig.34. Nonethe-
less, the inability to reproduce experimental data on the emitted op-
tical power implies that the SRH recombination mechanisms cannot
be ascribed as the primary cause to the thermal droop phenomena.
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Parameter GaN InN AlN Units
a 3.1892 3.5446 4.982 Å
c 5.185 5.718 5.185 Å
Eg at T = 0K 3.507 0.735 6.23 eV
α 0.909 0.245 1.799 meV K−1
β 830 624 1462 K
χ 4.07 5.9272 0.6 eV
∆so 14 1 - meV
∆cr 19 41 - meV
ε 9.5 15 8.5 -
m
‖
e 0.20 0.065 - -
m⊥e 0.20 0.065 - -
A1 −6.56 −8.21 - -
A2 −0.91 −0.68 - -
A3 5.65 7.57 - -
A4 −2.83 −5.23 - -
A5 −3.13 −5.11 - -
A6 −4.86 −5.96 - -
D1 −3.0 −3.0 - eV
D2 3.6 3.6 - eV
D3 8.82 8.82 - eV
D4 −4.41 −4.41 - eV
D5 −4.0 −2.33 - eV
D6 −5.0770 −0.3536 - eV
c11 390 271 - GPa
c12 145 124 - GPa
c13 106 92 - GPa
c33 398 224 - GPa
c44 105 46 - GPa
µn 300 300 300 cm2V−1s−1
µp 10 10 10 cm2V−1s−1
PSP −0.034 −0.090 −0.042 10−4C cm−2
PSPb - 0.019 0.038 10
−4C cm−2
P(0) −0.918 −1.808 −1.373 10−4C cm−2
P(1) 9.541 5.624 7.599 10−4C cm−2
Table 5: Material parameters of GaN, InN, and AlN used in the present sim-
ulations. The quantum box is defined over the GaN/InGaN part of
the active region. Therefore, no k·p parameters have been defined
for AlN. The parameters for In0.18Ga0.82N and Al0.15Ga0.85N result
from a linear interpolation of given values.
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Parameter GaN In0.18Ga0.82N Al0.15Ga0.85N Units
me 0.2 0.188 0.2 -
mh 1.5 1.67 1.09 -
∆Ec - 0.67 0.67 -
τn 5 · 10−8 1.3 · 10−6[97] 10−7 s
τp 5 · 10−8 1.3 · 10−6[97] 10−7 s
B 2 · 10−11 1.13 · 10−10[97] 2 · 10−11 cm3s−1
Cn 2.7 · 10−30 6.78 · 10−32[97] 2.7 · 10−30 cm6s−1
Cp 2.7 · 10−30 6.78 · 10−32[97] 2.7 · 10−30 cm6s−1
Table 6: Table reporting the effective masses, band offset, SRH lifetimes, ra-
diative recombination coefficients, and the Auger recombination co-
efficients used to obtain an agreement on experimental data.
8
Conclusions
In the second part of this work, the SRH recombination mechanism
has been investigated as a possible source to the thermal droop prob-
lem in a GaN/InGaN based single quantum well light emitting diode.
The electrical and the optical response of the device have been numer-
ically simulated in Crosslight APSYS© by means of a drift-diffusion
simulation scheme that has been locally coupled to the Schrödinger
equation in the device active region.
The resolution of the Poisson’s equation coupled to Schrödinger
equation in the device active region, allowed to correctly describe
the quantization phenomena taking place in the device active region.
Furthermore, the resulting eigenfunctions have been used to compute
the radiative recombination rate according to k·p theory.
A preliminary agreement between the experimental and simulated
IV characteristics has been achieved for the device in forward bias
conditions and over a broad range of temperatures. For each temper-
ature, the fitting of an experimental IV curve took place by tuning
two variables, a serial resistor and the coefficient of interface charge
equation (Eq.48). While the serial resistor acts as a simple scaling
factor, the interface charge coefficient is used to tune the threshold
voltage. The best fit of experimental data has been obtained in the
bias range where drift-diffusion phenomena are the primary trans-
port mechanism. Furthermore, it has been verified by calculating the
ideality coefficient of experimental curves and relating it to the dom-
inant transport mechanism.
The SRH recombination processes have been studied as possible
physical mechanism underlying the thermal droop phenomena. Given
the experimentally measured SRH lifetime and optically emitted power
function of temperature, a value for the carrier lifetime has been
found such that the simulated SRH lifetime with temperature re-
produces experimental data. However, the thermal droop signature
observed in experimental data on emitted optical power could not
be reproduced by numerical simulations. Therefore, it has been con-
cluded that the SRH recombination mechanism alone cannot explain
the thermal droop.
As part of the analysis on thermal droop phenomena, this work
is part of the paper published by De Santi et al.[43]. The full study
reported in [43] considers SRH recombinations and TAT as possible
explanations to the thermal droop. However, the physics model pro-
posed to fit experimental data describe an escape process character-
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ized by thermionic emission aided by trap-assisted-tunneling of free
carriers from the quantum well region to adjacent regions.
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