Directed Steiner tree packing and directed tree connectivity by Sun, Yuefang & Yeo, Anders
ar
X
iv
:2
00
5.
00
84
9v
1 
 [m
ath
.C
O]
  2
 M
ay
 20
20
Directed Steiner tree packing and
directed tree connectivity
Yuefang Sun1∗
1E-mail: yuefangsun2013@163.com,
Department of Mathematics, Shaoxing University,
Zhejiang 312000, P. R. China
May 5, 2020
Abstract
In this paper, we study the complexity of directed Steiner tree
packing problem, and give sharp bounds and characterizations for the
directed tree connectivity which is related to directed Steiner tree pack-
ing problem and could be seen as a generalization of connectivity of
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1 Introduction
We refer the readers to [2, 3, 6] for graph theoretical notation and ter-
minology not given here. 1 For a graph G = (V,E) and a set S ⊆ V of
at least two vertices, an S-Steiner tree or, simply, an S-tree is a tree T of
G with S ⊆ V (T ). Two S-trees T1 and T2 are said to be edge-disjoint if
E(T1) ∩ E(T2) = ∅. Two edge-disjoint S-trees T1 and T2 are said to be in-
ternally disjoint if V (T1)∩V (T2) = S. The basic problem of Steiner Tree
Packing is defined as follows: the input consists of an undirected graph G
and a subset of vertices S ⊆ V (D), the goal is to find a largest collection of
edge-disjoint S-Steiner trees. The Steiner tree packing problem has appli-
cations in VLSI circuit design [11, 18]. In this application, a Steiner tree is
needed to share an electronic signal by a set of terminal nodes. Another ap-
plication, arises in the Internet Domain [15]. Imagine that a given graph G
represents a network. We choose arbitrary k vertices as nodes. Suppose one
of them is a broadcaster, and all other nodes are either users or routers (also
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1
called switches). The broadcaster wants to broadcast as many streams of
movies as possible, so that the users have the maximum number of choices.
Each stream of movie is broadcasted via a tree connecting all the users and
the broadcaster. In essence we need to find the maximum number Steiner
trees connecting all the users and the broadcaster. Clearly, it is a Steiner
tree packing problem. Besides the classical version, people also study some
other variations, such as packing internally disjoint Steiner trees, packing
directed Steiner trees and packing strong subgraphs [8, 9, 13,14,20,22].
The generalized k-connectivity κk(G) of a graph G = (V,E) which is
related to internally disjoint Steiner trees packing problem was introduced
by Hager [12] in 1985 (2 ≤ k ≤ |V |). The generalized local connectivity
κS(G) is the maximum number of internally disjoint S-trees in G, and the
generalized k-connectivity of G is defined as
κk(G) = min{κS(G) | S ⊆ V (G), |S| = k}.
Li, Mao and Sun [16] introduced the following concept of generalized k-
edge-connectivity which is related to basic problem of Steiner tree packing.
The generalized local edge-connectivity λS(G) is the maximum number of
edge-disjoint S-trees in G and the generalized k-edge-connectivity is defined
as
λk(G) = min{λS(G) | S ⊆ V (G), |S| = k}.
Observe that κ2(G) = κ(G) and λ2(G) = λ(G). Hence, these two pa-
rameters could be seen as natural generalizations of connectivity and edge
connectivity of a graph, respectively. This type of generalized connectivity
is also called tree connectivity in the literature, and has become an estab-
lished area in graph theory, see a recent monograph [15] by Li and Mao on
this topic.
An out-tree (respectively, in-tree) is an oriented tree in which every vertex
except one, called the root, has in-degree (respectively, out-degree) one.
An out-branching (respectively, in-branching) of D is a spanning out-tree
(respectively, in-tree) in D. For a digraph D = (V (D), A(D)), and a set
S ⊆ V (D) with r ∈ S and |S| ≥ 2, a directed (S, r)-Steiner tree or, simply,
an (S, r)-tree is an out-tree T rooted at r with S ⊆ V (T ) [8]. Two (S, r)-trees
T1 and T2 are said to be arc-disjoint if A(T1) ∩A(T2) = ∅. Two arc-disjoint
(S, r)-trees T1 and T2 are said to be internally disjoint if V (T1)∩V (T2) = S.
Cheriyan and Salavatipour [8] introduced and studied the following two
directed Steiner tree packing problems. Arc-disjoint directed Steiner
tree packing (ADSTP): The input consists of a digraph D and a subset
of vertices S ⊆ V (D) with a root r, the goal is to find a largest collection of
arc-disjoint (S, r)-trees. Internally-disjoint directed Steiner tree
packing (IDSTP): The input consists of a digraphD and a subset of vertices
S ⊆ V (D) with a root r, the goal is to find a largest collection of internally
disjoint (S, r)-trees.
Now we introduce the concept of directed tree connectivity which is re-
lated to directed Steiner tree packing problem and is a natural extension
of tree connectivity of undirected graphs to directed graphs. Let κS,r(D)
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(respectively, λS,r(D)) be the maximum number of internally disjoint (re-
spectively, arc-disjoint) (S, r)-trees in D, respectively. The generalized k-
vertex-strong connectivity of D is defined as
κk(D) = min{κS,r(D) | S ⊂ V (D), |S| = k, r ∈ S}.
Similarly, the generalized k-arc-strong connectivity of D is defined as
λk(D) = min{λS,r(D) | S ⊂ V (D), |S| = k, r ∈ S}.
By definition, when k = 2, κ2(D) = κ(D) and λ2(D) = λ(D). Hence, these
two parameters could be seen as generalizations of vertex-strong connectivity
and arc-strong connectivity of a digraph. The generalized k-vertex-strong
connectivity and k-arc-strong connectivity are also called directed tree con-
nectivity.
For IDSTP, Cheriyan and Salavatipour [8] proved that the following
problem is NP-complete: given an instance (D,S, r) of IDSTP with |S| =
k = 3, deciding whether D contains at least ℓ = 2 internally disjoint (S, r)-
trees. Similarly, for ADSTP, they proved that the following problem is NP-
complete: given an instance (D,S, r) of IDSTP with |S| = k = 3, deciding
whether D contains at least ℓ = 2 arc-disjoint (S, r)-trees. Based on their
construction, we will extend their results and show that both results hold
for any two fixed integers k ≥ 3, ℓ ≥ 2 (Theorems 2.3 and 2.4). Restricted
to symmetric digraphs D, for any fixed integer k ≥ 3, we deduce that the
problem of deciding whether D contains at least ℓ internally disjoint (S, r)-
trees is NP-complete (Theorem 2.6).
For directed tree connectivity, some inequalities concerning parameters
κk(D) and λk(D) were obtained. Let D be a strong digraph with order n.
For 2 ≤ k ≤ n, we prove that 1 ≤ κk(D) ≤ n − 1 and 1 ≤ λk(D) ≤ n − 1
(Theorem 3.4). All bounds are sharp, we also characterize those digraphs
D for which κk(D) (λk(D)) attains the upper bound. The main tool used
in the proof of Theorem 3.4 is a Hamiltonian cycle decomposition theorem
of Tillson [21]. We also study the relation between the directed tree connec-
tivity and classical connectivity of digraphs by showing that κk(D) ≤ κ(D)
and λk(D) ≤ λ(D). Furthermore, these bounds are sharp. In Section 3, the
sharp Nordhaus-Gaddum type bounds for λk(D) are also given; moreover,
we characterize those extremal digraphs for the lower bounds (Theorem 3.8).
In the end of Section 3, we obtain the characterizations for λk(D) ≥ 2 when
D is either semicomplete or symmetric digraph (Theorem 3.11). Moreover,
the problem of deciding whether λk(D) ≥ 2 is polynomial-time solvable if
D is either semicomplete or symmetric digraph of order n and 2 ≤ k ≤ n.
It is worth noting that Sun [19] also studied the minimally generalized
(k, ℓ)-vertex (respectively, arc)-strongly connected digraphs, he computed
the minimum and maximum sizes of these digraphs, and gave characteriza-
tions of such digraphs for some pairs of k and ℓ.
Additional Terminology and Notation. For a digraph D, its reverse
Drev is a digraph with the same vertex set such that xy ∈ A(Drev) if and
only if yx ∈ A(D). A digraph D is symmetric if Drev = D. In other words, a
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symmetric digraph D can be obtained from its underlying undirected graph
G by replacing each edge of G with the corresponding arcs of both directions,
that is, D =
←→
G . A 2-cycle xyx of a strong digraph D is called a bridge if
D − {xy, yx} is disconnected. Thus, a bridge corresponds to a bridge in
the underlying undirected graph of D. An orientation of a digraph D is
a digraph obtained from D by deleting an arc in each 2-cycle of D. A
digraph D is semicomplete if for every distinct x, y ∈ V (D) at least one of
the arcs xy, yx is in D. For a digraph D = (V (D), A(D)), the complement
digraph, denoted by Dc, is a digraph with vertex set V (Dc) = V (D) such
that xy ∈ A(Dc) if and only if xy 6∈ A(D). A digraph D is minimally strong
if D is strong but D − e is not for every arc e of D.
2 Complexity for packing directed Steiner trees
Let D be a digraph and S ⊆ V (D) with |S| = k. It is natural to consider
the following problem: what is the complexity of deciding whether κS,r(D) ≥
ℓ (respectively, λS,r(D) ≥ ℓ)? where r ∈ S is a root. If k = 2, say S = {r, x},
then the problem of deciding whether κS,r(D) ≥ ℓ (respectively, λS,r(D) ≥ ℓ)
is equivalent to deciding whether κ(r, x) ≥ ℓ (respectively, λ(r, x) ≥ ℓ), and
so is polynomial-time solvable (see [2]), where κ(r, x) (respectively, λ(r, x))
is the local vertex-strong (respectively, arc-strong) connectivity from r to x.
If ℓ = 1, then the above problem is also polynomial-time solvable by the well-
known fact that every strong digraph has an out- and in-branching rooted at
any vertex, and these branchings can be found in polynomial-time. Hence,
it remains to consider the case that k ≥ 3, ℓ ≥ 2. Unfortunately, deciding
whether κS,r(D) ≥ ℓ (respectively, λS,r(D) ≥ ℓ) is already NP-hard when
k = 3, ℓ = 2.
Theorem 2.1 [8] Let D be a digraph and S ⊆ V (D) with |S| = 3. The
problem of deciding whether κS,r(D) ≥ 2 is NP-hard, where r ∈ S.
Theorem 2.2 [8] Let D be a digraph and S ⊆ V (D) with |S| = 3. The
problem of deciding whether λS,r(D) ≥ 2 is NP-hard, where r ∈ S.
The well-known Directed q-Linkage problem [2] is of interest in the
following argument. The problem is formulated as follows: for a fixed inte-
ger q ≥ 2, given a digraph D and a (terminal) sequence ((s1, t1), . . . , (sq, tq))
of distinct vertices of D, decide whether D has q vertex-disjoint paths
P1, . . . , Pq, where Pi starts at si and ends at ti for all i ∈ [q].
We now extend Theorem 2.1 in the following result which is our first
main intractability result:
Theorem 2.3 Let k ≥ 3 and ℓ ≥ 2 be fixed integers. Let D be a digraph
and S ⊆ V (D) with |S| = k. The problem of deciding whether κS,r(D) ≥ ℓ
is NP-complete, where r ∈ S.
Proof: It is easy to see that this problem is in NP. To show it is NP-hard, we
reduce from the Directed 2-Linkage problem, which is NP-complete [10].
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Let (D, s1, t1, s2, t2) be an instance of Directed 2-Linkage. Let us
construct a digraph D′ by adding to D three new vertices r, x1, x2 and arcs
rs1, rs2, s1x2, s2x1, t1x1, t2x2.
Note that the construction of D′ is from [8]. Add to D′ k − 3 new vertices
x3, . . . , xk−1. For each 1 ≤ i ≤ 2, we add ℓ−2 copies of the arc rxi and insert
a vertex yi,j (3 ≤ j ≤ ℓ) into each copy of the arc rxi. For each 3 ≤ i ≤ k−1,
we add ℓ copies of the arc rxi and insert a vertex yi,j (1 ≤ j ≤ ℓ) into each
copy of the arc rxi. Let us denote the resulting digraph by D
′′, and let
S = {r, x1, . . . , xk−1} with a root r. We will show that there are ℓ internally
disjoint (S, r)-trees in D′′ if and only if (D, s1, t1, s2, t2) is a positive instance
of Directed 2-Linkage. Then since the digraph D′′ can be obtained in
polynomial time and by the NP-completeness of Directed 2-Linkage, we
are done.
Assume that there are ℓ internally disjoint (S, r)-trees, T1, T2, . . . , Tℓ, in
D′′. Since each Ti has a r − x1 (respectively, r − x2) path, there are at
least ℓ internally disjoint r − x1 (respectively, r − x2) paths. Without loss
of generality assume that s1 ∈ V (T1), s2 ∈ V (T2), yi,j ∈ V (Tj) for 1 ≤ i ≤
2, 3 ≤ j ≤ ℓ. Therefore, there is an s1−x1 path in T1 which must go through
t1 (since s2 is not in T1), and an s2 − x2 path in T2 which must go through
t2 (since s1 is not in T2). These two paths are internally disjoint since T1
and T2 are internally disjoint, so (D, s1, t1, s2, t2) is a positive instance of
Directed 2-Linkage.
Conversely, assume that there exist two disjoint paths from s1 to t1,
say P1, and s2 to t2, say P2, in D. Let T1 be the union of the three arcs
rs1, s1x2, t1x1 and the following k−2 paths: P1 and r, yi,1, xi (3 ≤ i ≤ k−1);
let T2 be the union of the three arcs rs2, s2x1, t2x2 and the following k − 2
paths: P2 and r, yi,2, xi (3 ≤ i ≤ k− 1); for 3 ≤ j ≤ ℓ, let Tj be the union of
the k − 1 paths ryi,jxi (1 ≤ i ≤ k − 1). It can be checked that these trees
are desired ℓ internally disjoint (S, r)-trees in D′′. ✷
For λS,r(D), we have the following result which extends Theorem 2.2.
Theorem 2.4 Let k ≥ 3 and ℓ ≥ 2 be fixed integers. Let D be a digraph
and S ⊆ V (D) with |S| = k. The problem of deciding whether λS,r(D) ≥ ℓ
is NP-complete, where r ∈ S.
Proof: Clearly, the problem is in NP. We now prove the NP-hardness and
construct a new digraph D′′′ from D′′ in Theorem 2.3 as follows: replace
every vertex u ofD by two vertices u− and u+ such that u−u+ is an arc inD′′′
and for every uv ∈ A(D) add an arc u+v− to D′′′. Also, for z ∈ {r, x1, x2},
for every arc zu in D′ add an arc zu− to D′′′ and for every arc uz add an
arc u+z to D′′′. Let S = {r, x1, . . . , xk−1} with a root r. We will show that
there are ℓ arc-disjoint (S, r)-trees in D′′′ if and only if (D, s1, t1, s2, t2) is a
positive instance of Directed 2-Linkage. Then since the digraph D′′′ can
be obtained in polynomial time and by the NP-completeness of Directed
2-Linkage, we are done.
Assume that there are ℓ arc-disjoint (S, r)-trees, T1, T2, . . . , Tℓ, in D
′′′.
Since each Ti has a r − x1 (respectively, r − x2) path, there are at least ℓ
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arc-disjoint r − x1 (respectively, r − x2) paths. Without loss of generality
assume that s−1 ∈ V (T1), s
−
2 ∈ V (T2), yi,j ∈ V (Tj) for 1 ≤ i ≤ 2, 3 ≤ j ≤ ℓ.
Therefore, there is an s−1 − x1 path, say P1, in T1 which must go through
s+1 , t
−
1 , t
+
1 (since s
−
2 is not in T1), and an s
−
2 − x2 path, say P2, in T2 which
must go through s+2 , t
−
2 , t
+
2 (since s
−
1 is not in T2). By the construction ofD
′′′,
the path P1 must be of the form s
−
1 , s
+
1 , a
−
1 , a
+
1 , . . . , a
−
p , a
+
p , t
−
1 , t
+
1 , x1, and
similarly, P2 must be of the form s
−
2 , s
+
2 , b
−
1 , b
+
1 , . . . , b
−
q , b
+
q , t
−
2 , t
+
2 , x2. Since
P1 and P2 are arc-disjoint, we have {ai | 1 ≤ i ≤ p} ∩ {bj | 1 ≤ j ≤ q} = ∅,
so the paths s1, a1, . . . , ap, t1 and s2, b1, . . . , bq, t2 are vertex-disjoint. Hence,
(D, s1, t1, s2, t2) is a positive instance of Directed 2-Linkage.
Conversely, assume that there exist two vertex-disjoint paths from s1 to
t1, say P1 : s1, a1, . . . , ap, t1, and s2 to t2, say P2 : s2, b1, . . . , bq, t2, in D. Let
P ′1 = s
−
1 , s
+
1 , a
−
1 , a
+
1 , . . . , a
−
p , a
+
p , t
−
1 , t
+
1 and P
′
2 = s
−
2 , s
+
2 , b
−
1 , b
+
1 , . . . , b
−
q , b
+
q , t
−
2 , t
+
2 .
Furthermore, let T1 be the union of the three arcs rs
−
1 , s
+
1 x2, t
+
1 x1 and the
following k − 2 paths: P ′1 and r, yi,1, xi (3 ≤ i ≤ k − 1); let T2 be the union
of the three arcs rs−2 , s
+
2 x1, t
+
2 x2 and the following k − 2 paths: P
′
2 and
r, yi,2, xi (3 ≤ i ≤ k − 1); for 3 ≤ j ≤ ℓ, let Tj be the union of the k − 1
paths ryi,jxi (1 ≤ i ≤ k − 1). It can be checked that these trees are desired
ℓ arc-disjoint (S, r)-trees in D′′′. ✷
Now we turn our attention to symmetric digraphs. Chen, Li, Liu and Mao
[7] introduced the following problem, which turned out to be NP-complete.
CLLM Problem: Given a tripartite graphG = (V,E) with a 3-partition
(U, V ,W ) such that |U | = |V | = |W | = q, decide whether there is a partition
of V into q disjoint 3-sets V1, . . . , Vq such that for every Vi = {vi1 , vi2 , vi3}
vi1 ∈ U, vi2 ∈ V , vi3 ∈W and G[Vi] is connected.
Lemma 2.5 [7] The CLLM Problem is NP-complete.
Restricted to symmetric digraphs D, for any fixed integer k ≥ 3, the
problem of deciding whether κS,r(D) ≥ ℓ (ℓ ≥ 1) is NP-complete for S ⊆
V (D) with |S| = k and r ∈ S.
Theorem 2.6 For any fixed integer k ≥ 3, given a symmetric digraph D,
a k-subset S of V (D) with r ∈ S and an integer ℓ (ℓ ≥ 1), deciding whether
κS,r(D) ≥ ℓ, is NP-complete.
Proof: It is easy to see that this problem is in NP. Let G be a tripartite
graph with 3-partition (U, V ,W ) such that |U | = |V | = |W | = q. We will
construct a symmetric digraph D, a k-subset S ⊆ V (H) with r ∈ S and an
integer ℓ such that there are ℓ internally disjoint (S, r)-trees in D if and only
if G is a positive instance of the CLLM Problem.
We first define an undirected graph H from G as follows: let V (H) =
V (G) ∪ {xj | 1 ≤ j ≤ k} and E(H) = E(G) ∪ {xju | 1 ≤ j ≤ k − 2, u ∈
U}∪ {xk−1v | 1 ≤ v ∈ V }∪ {xkw | 1 ≤ w ∈W}. Then we construct D from
H by replacing each edge with the corresponding arcs of both directions.
Set S = {xj | 1 ≤ j ≤ k}, r = xk and ℓ = q. Note that the construction of
D is from [20] and clearly can be done in polynomial time.
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If there are ℓ internally disjoint (S, r)-trees in D, say Ti (1 ≤ i ≤ ℓ),
then we can get ℓ internally disjoint S-trees, say T ′i (1 ≤ i ≤ ℓ), in H,
where T ′i is from Ti by replacing arcs with the corresponding edges and
deleting one of the parallel edges (if exist). Each T ′i contains exactly a
vertex from U , a vertex from V and a vertex from W since degH(xi) = ℓ
for all i ∈ [k]. Furthermore, in each T ′i , elements of {xi | 1 ≤ i ≤ k − 2}
have exactly one common neighbor in U . Since these ℓ trees are internally
disjoint, there is a partition of V (G) into q = ℓ disjoint sets V1, V2, · · · , Vq
each having three vertices, such that for every Vi = {vi1 , vi2 , vi3} we have
that vi1 ∈ U, vi2 ∈ V , vi3 ∈W , and G[Vi] is connected.
If there is a partition of V (G) into q = ℓ disjoint sets V1, V2, · · · , Vq
each having three vertices, such that for every Vi = {vi1 , vi2 , vi3} we have
vi1 ∈ U, vi2 ∈ V , vi3 ∈W , and G[Vi] is connected, then let T
′
i be a tree which
consists of T ′′i and the edge set {xjvi1 | 1 ≤ j ≤ k−2}∪{uk−1vi2}∪{ukvi3},
where Vi = {vi1 , vi2 , vi3} and T
′′
i is a spanning tree of G[Vi]. It is easy
to see that T ′1, T
′
2, . . . , T
′
ℓ are ℓ internally disjoint S-trees in H. By adding
appropriate arcs to each T ′i , we can get an (S, r)-tree Ti in D, furthermore,
these new trees are the desired internally disjoint (S, r)-trees.
By the above argument and Lemma 3.9, we are done. ✷
3 Sharp bounds and characterizations for κk(D)
and λk(D)
The following proposition can be verified using definitions of κk(D) and
λk(D).
Proposition 3.1 Let D be a digraph of order n, and let k ≥ 2 be an integer.
Then
λk+1(D) ≤ λk(D) for every k ≤ n− 1 (1)
κk(D
′) ≤ κk(D), λk(D
′) ≤ λk(D) where D
′ is a spanning subdigraph of D
(2)
κk(D) ≤ λk(D) ≤ min{δ
+(D), δ−(D)} (3)
Note that Proposition 3.1(1) may not hold for κk, that is, κn(D) ≤
κn−1(D) ≤ . . . κ3(D) ≤ κ2(D) = κ(D) may not be true. Consider the
following example: Let D1 and D2 be two copies of the complete digraphs
Kt (t ≥ 4), and D be a digraph obtained from D1 and D2 by identifying
one vertex in each of them. Clearly, D is a strong connected digraph with
a cut vertex, say u. For 2 ≤ k ≤ 2t − 2, let S be a subset of V (D) \ {u}
with |S| = k. Since each (S, r)-tree must contain u, we have κk(D) ≤ 1,
furthermore, we deduce that κk(D) = 1 for 2 ≤ k ≤ 2t − 2. Let Gi be the
underlying undirected graph of Di for 1 ≤ i ≤ 2. Each Gi contains ⌊
t
2⌋ edge-
disjoint spanning trees, say Ti,j (1 ≤ j ≤ ⌊
t
2⌋), since Gi is a complete graph
of order t, where 1 ≤ i ≤ 2. Now in D, let Dj be a subdigraph obtained from
the tree Tj which is the union of T1,j and T2,j by replacing each edge with the
corresponding arcs of both directions. Clearly, these subdigraphs are strong
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spanning subdigraphs and pair-wise arc-disjoint. From these subdigraphs
we can find at least ⌊ t2⌋ arc-disjoint out-branchings rooted at each vertex of
D by the fact that every strong digraph has an out- and in-branching rooted
at any vertex. Hence, κ2t−1(D) ≥ ⌊
t
2⌋ > 1 = κk(D) for 2 ≤ k ≤ 2t− 2.
In our argument, we will use the following decomposition theorem by
Tillson.
Theorem 3.2 (Tillson’s decomposition theorem) [21] The arcs of
←→
K n can
be decomposed into Hamiltonian cycles if and only if n 6= 4, 6.
The following result concerning the exact values of κk(
←→
K n) and λk(
←→
K n)
will be used in the proof of one of our main results in this section.
Lemma 3.3 For 2 ≤ k ≤ n, we have
κk(
←→
K n) = λk(
←→
K n) = n− 1.
Proof: Let D =
←→
K n. We first consider the case of 2 ≤ k = n. Since each
Hamiltonian cycle contains a Hamiltonian path rooted at any vertex, for
n /∈ {4, 6}, we have κV (D),r(D) ≥ n − 1 for any r ∈ V (D) by Theorem 3.2,
and so κn(D) ≥ n−1. Furthermore, by Proposition 3.1(3), we have κn(D) ≤
δ+(D) = n− 1 so κn(D) = n− 1 when n /∈ {4, 6}. For the case that n = 6,
let V (D) = {ui | 1 ≤ i ≤ 6}. Without loss of generality, let r = u1. Then
let Ti be an out-branching rooted at u1 with arc set {u1ui+1, ui+1v | v ∈
V (D)\{u1, ui+1}} for 1 ≤ i ≤ 5. It can be checked that these out-branchings
are internally disjoint, then κV (D),r(D) ≥ 5 and so κ6(D) ≥ 5. Furthermore,
by Proposition 3.1(3), we have κ6(D) ≤ δ
+(D) = 5 so κ6(
←→
K 6) = 5. With
a similar but simpler argument, we can prove that κ4(
←→
K 4) = 3. Hence,
κn(D) = n− 1 for any n ≥ 2.
We next consider the case of 2 ≤ k ≤ n−1. Let S = {ui | 1 ≤ i ≤ k} and
V (D) \S = {vj | 1 ≤ j ≤ n− k}. Let A be a maximum-size set of internally
disjoint (S, r)-trees in D, where r ∈ S. Let A1 be the set of trees whose
vertex set is exactly S and let A2 be the set of trees in A for which S is a
proper subset of the vertex set of each of such tree. Hence, A = A1 ∪ A2.
Since every tree in A2 contains at least one vertex belonging to V (D)\S, we
have |A2| ≤ |V (D) \ S| = n− k and furthermore, |A1| ≤ deg
+
D[S](r) ≤ k− 1.
Hence, |A| = |A1|+|A2| ≤ n−1 and so κk(D) ≤ κS,r(D) = |A| ≤ n−1 in this
case. In D[S], there are k−1 internally disjoint out-branching rooted at r by
the argument in the first paragraph. Without loss of generality, let r = u1
in the following. For 1 ≤ j ≤ n − k, let Tj be an (S, r)-tree with vertex set
V (Tj) = {ui, vj | 1 ≤ i ≤ k} and arc set A(Tj) = {u1vj , vjui | 2 ≤ i ≤ k}.
So there are at least n − 1 internally disjoint (S, r)-trees in D, and then
κk(D) ≥ n− 1. Hence, κk(D) = n− 1 for 2 ≤ k ≤ n− 1.
Now we have that κk(D) = n− 1 for 2 ≤ k ≤ n. Furthermore, by Propo-
sition 3.1(2) and (3), we can deduce that λk(D) = n−1 for 2 ≤ k ≤ n. This
completes the proof. ✷
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Theorem 3.4 Let D be a strong digraph of order n, and let k ≥ 2 be an
integer. Then
1 ≤ κk(D) ≤ n− 1 (4)
1 ≤ λk(D) ≤ n− 1 (5)
Moreover, all bounds are sharp, and the upper bounds hold if and only if
D ∼=
←→
K n.
Proof: The upper bounds hold by Proposition 3.1(2) and (3), and lower
bounds hold by the fact that every strong digraph has an out- and in-
branching rooted at any vertex. For the sharpness of the lower bound, a
cycle is our desired digraph. If D is not equal to
←→
K n then δ
+(D) ≤ n − 2
and by Proposition 3.1 we note that κk(D) ≤ δ
+(D) ≤ n − 2 and λk(D) ≤
δ+(D) ≤ n − 2. Therefore, by Lemma 3.3, the upper bounds hold if and
only if D ∼=
←→
K n. ✷
The following sharp bounds concerning the relation between κk(D) (re-
spectively, λk(D)) and κ(D) (respectively, λ(D)) improve those of Proposi-
tion 3.1(3).
Theorem 3.5 Let 2 ≤ k ≤ n be an integer. The following assertions hold:
(i) κk(D) ≤ κ(D) when n ≥ κ(D) + k.
(ii) λk(D) ≤ λ(D).
Moreover, both bounds are sharp.
Proof: Part (i). For k = 2, we have κ2(D) = κ(D) by definition. In the
following argument we consider the case of k ≥ 3. If κ(D) = n − 1, then
we have κk(D) ≤ n − 1 = κ(D) by (4) in Theorem 3.4. If κ(D) = n − 2,
then there are two vertices, say u and v, such that uv 6∈ A(D). So we have
κk(D) ≤ min{δ
+(D), δ−(D)} ≤ n− 2 by Proposition 3.1(3). If 1 ≤ κ(D) ≤
n − 3, then there exists a κ(D)-vertex cut, say Q, for two vertices u, v in
D such that there is no u − v path in D − Q. Let S = {u, v} ∪ S′ where
S′ ⊆ V (D) \ (Q ∪ {u, v}) and |S′| = k − 2. Observe that in each (S, u)-tree,
the u− v path must contain a vertex in Q. By the definition of κS,r(D) and
κk(D), we have κk(D) ≤ κS,r(D) ≤ |Q| = κ(D).
For the sharpness of the bound in (i), consider the following digraph
D. Let D be a symmetric digraph whose underlying undirected graph is
Kk
∨
Kn−k (n ≥ 3k), i.e. the graph obtained from disjoint graphs Kk and
Kn−k by adding all edges between the vertices in Kk and Kn−k.
Let V (D) = W ∪ U , where W = V (Kk) = {wi | 1 ≤ i ≤ k} and
U = V (Kn−k) = {uj | 1 ≤ j ≤ n − k}. Note that n− k ≥ 2k since n ≥ 3k.
Let S be any k-subset of vertices of V (D) such that |S ∩U | = s (s ≤ k) and
|S ∩W | = k− s. Without loss of generality, let wi ∈ S for 1 ≤ i ≤ k− s and
uj ∈ S for 1 ≤ j ≤ s. For 1 ≤ i ≤ k − s, let Ti be a tree with edge set
{wiu1, wiu2, . . . , wius, uk+iw1, uk+iw2, . . . , uk+iwk−s}.
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For k − s+ 1 ≤ j ≤ k, let Tj be a tree with edge set
{wju1, wju2, . . . , wjus, wjw1, wjw2, . . . , wjwk−s}.
It is not hard to obtain an (S, r)-tree Di from Ti by adding appropriate
directions to edges of Ti for any r ∈ S. Observe that {Di | 1 ≤ i ≤
k− s}∪ {Dj | k− s+1 ≤ j ≤ k} is a set of k internally disjoint (S, r)-trees,
so κS,r(D) ≥ k, and then κk(D) ≥ k. Combining this with the bound that
κk(D) ≤ κ(D) and the fact that κ(D) ≤ min{δ
+(D), δ−(D)} = k, we have
κk(D) = κ(D) = k.
Part (ii). The bound in (ii) is from Proposition 3.1(1) and the fact that
λ2(D) = λ(D). For the sharpness of this bound, just consider the above
example. Clearly, {Di | 1 ≤ i ≤ k − s} ∪ {Dj | k − s + 1 ≤ j ≤ k} is also
a set of k arc-disjoint (S, r)-trees for any r ∈ S, so λS,r(D) ≥ k, and then
λk(D) ≥ k. Combining this with the bound that λk(D) ≤ λ(D) = k, we
can get λk(D) = λ(D) = k. This completes the proof. ✷
Note that the condition “n ≥ κ(D) + k” in Theorem 3.5(i) cannot be
removed. Consider the example before Theorem 3.2, we have n = 2t− 1 <
2t = κ(D) + k when k = n, but now κn(D) > κ(D).
Given a graph parameter f(G), the Nordhaus-Gaddum Problem is to
determine sharp bounds for (1) f(G)+ f(Gc) and (2) f(G)f(Gc), and char-
acterize the extremal graphs. The Nordhaus-Gaddum type relations have
received wide attention; see a recent survey paper [1] by Aouchiche and
Hansen. Theorem 3.8 concerns such type of a problem for the parameter
λk. To prove the theorem, we will need the following proposition.
Proposition 3.6 A digraph D is strong if and only if λk(D) ≥ 1 for 2 ≤
k ≤ n.
Proof: If D is strong, then there is an out-branching rooted at any vertex
r ∈ V (D), so λn(D) ≥ 1. By Proposition 3.1(1), λk(D) ≥ 1 holds for k ≥ 2.
Now assume that λk(D) ≥ 1. By Theorem 3.5, λ(D) ≥ 1, so D is strong. ✷
Ng proved the following result on the Hamiltonian decomposition of com-
plete regular multipartite digraphs.
Theorem 3.7 [17] The arcs of
←→
K r,r,...,r (s times) can be decomposed into
Hamiltonian cycles if and only if (r, s) = (4, 1) and (r, s) = (6, 1).
Now we can get our sharp Nordhaus-Gaddum type bounds for the pa-
rameter λk(D).
Theorem 3.8 For a digraph D with order n, the following assertions hold:
(i) 0 ≤ λk(D) + λk(D
c) ≤ n − 1. Moreover, both bounds are sharp. In
particular, the lower bound holds if and only if λ(D) = λ(Dc) = 0.
(ii) 0 ≤ λk(D)λk(D
c) ≤ ⌊(n−12 )
2⌋. Moreover, both bounds are sharp. In
particular, the lower bound holds if and only if λ(D) = 0 or λ(Dc) = 0.
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Proof: Part (i). Since D∪Dc =
←→
K n, by definition of λk, λk(D)+λk(D
c) ≤
λk(
←→
K n) = n − 1 by Lemma 3.3. Hence, the upper bound for the sum
λk(D)+λk(D
c) holds. Let H ∼=
←→
K n, we have λk(H) = n− 1 and λk(H
c) =
0, so the upper bound is sharp. The lower bound is clear. Furthermore,
the lower bound holds, if and only if λk(D) = λk(D
c) = 0, if and only if
λ(D) = λ(Dc) = 0 by Proposition 3.6.
Part (ii). The lower bound is clear. Furthermore, the lower bound holds, if
and only if λk(D) = 0 or λk(D
c) = 0, if and only if λ(D) = 0 or λ(Dc) = 0
by Proposition 3.6. For the upper bound, we have
λk(D)λk(D
c) ≤
(
λk(D) + λk(D
c)
2
)2
≤
(
n− 1
2
)2
.
Since both λk(D) and λk(D
c) are integers, the upper bound holds.
We now prove the sharpness of the upper bound. By Theorem 3.7, the
complete regular bipartite digraphs
←→
K a,a with bipartite sets A = {ui | 1 ≤
i ≤ a} and B = {vi | 1 ≤ i ≤ a} can be decomposed into a Hamiltonian
cycles: Di (1 ≤ i ≤ a). We could relabel the vertices of
←→
K a,a such that
Da = u1, v1, . . . , ui, vi, . . . , ua, va, u1.
Let D be the union of the former a− 1 Hamiltonian cycles: Di (1 ≤ i ≤
a− 1). Then there are a− 1 pairwise arc-disjoint out-branchings rooted at
any vertex of D, so λn(D) ≥ a − 1. By Proposition 3.1(1), λk(D) ≥ a − 1
for any 2 ≤ k ≤ n. Furthermore, since δ+(D) = δ−(D) = a− 1, by Propo-
sition 3.1(3), we have λk(D) = a − 1 for any 2 ≤ k ≤ n. Now D
c is a
union of a complete digraph with vertex set A, a complete digraph with
vertex set B and the Hamiltonian cycle Da. We now compute the maxi-
mum number of pairwise arc-disjoint out-branchings rooted at any vertex
r in Dc. Without loss of generality, assume that r = u1. By Lemma 3.3,
in Dc[A], there are a − 1 pairwise arc-disjoint out-branchings rooted at r:
T ′i (1 ≤ i ≤ a − 1). For 1 ≤ i ≤ a − 1, let Ti be union of T
′
i and the arc
set {ui+1vi+1, vi+1v | v ∈ B \ {vi+1}}; let Ta be an out-branching with the
arc set {u1v1, v1v | v ∈ B \ {v1}} ∪ {viui+1 | 1 ≤ i ≤ a − 1}. It can be
checked that T1, . . . , Ta are a pair-wise arc-disjoint out-branchings rooted at
r, so λn(D
c) ≥ a. By Proposition 3.1(1), λk(D
c) ≥ a for any 2 ≤ k ≤ n.
Furthermore, since δ+(Dc) = δ−(Dc) = a, by Proposition 3.1(3), we have
λk(D
c) = a for 2 ≤ k ≤ n. Hence, λk(D)λk(D
c) = a(a − 1). Now in this
case the upper bound is ⌊(2a−12 )
2⌋ = ⌊(a2− a+1/4)⌋ = a2− a = a(a− 1) =
λk(D)λk(D
c). This completes the proof. ✷
Bang-Jensen and Yeo characterized theose semicomplete digraphs with
a pair of arc-disjoint strong spanning subdigraphs.
Theorem 3.9 [4] A 2-arc-strong semicomplete digraph D has a pair of
arc-disjoint strong spanning subdigraphs if and only if D is not isomorphic
to S4, where S4 is obtained from the complete digraph with four vertices
by deleting a cycle of length four. Furthermore, these subdigraphs can be
obtained in polynomial time when they exist.
We will use the following result of Boesch and Tindel translated from the
language of mixed graphs to that of digraphs.
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Theorem 3.10 [5] A strong digraph D has a strong orientation if and only
if D has no bridge.
Now we have the following characterizations for λk(D) ≥ 2 when D is
either semicomplete or symmetric digraph.
Theorem 3.11 Let D be a digraph of order n, k be an integer with 2 ≤ k ≤
n. The following assertions hold:
(i) If D is a semicomplete digraph, then λk(D) ≥ 2 if and only if D is
2-arc-strong.
(ii) If D is a strong symmetric digraph, then λk(D) ≥ 2 if and only if D
has no bridge.
Moreover, the problem of deciding whether λk(D) ≥ 2 is polynomial-time
solvable if D is either a semicomplete digraph or a symmetric digraph of
order n and 2 ≤ k ≤ n.
Proof: Part (i). Let D be a semicomplete digraph with λk(D) ≥ 2. By
Theorem 3.5, we have λ(D) ≥ 2 and so D is 2-arc-strong. Now assume that
D is a 2-arc-strong semicomplete digraph. If D is not isomorphic to S4, then
by Theorem 3.9, it has a pair of arc-disjoint strong spanning subdigraphs,
furthermore, it has a pair of arc-disjoint out-branchings rooted at any vertex
v ∈ V (D) by the fact that every strong digraph has an out- and in-branching
rooted at any vertex, which means that λV (D),v(D) ≥ 2 for any v ∈ V (D).
Hence, λn(D) ≥ 2 and then λk(D) ≥ 2 for 2 ≤ k ≤ n by Proposition 3.1.
For the case that D ∼= S4, it is not hard to checked that D has a pair of
arc-disjoint out-branchings rooted at any vertex v ∈ V (D), then we still
have λk(D) ≥ 2 for 2 ≤ k ≤ n.
Part (ii). Let D have no bridge. Then, by Theorem 3.10, D has a strong
orientation H. Since D is symmetric, Hrev is another orientation of D.
Clearly, Hrev is strong. Hence D has a pair of arc-disjoint strong spanning
subdigraphs. With a similar argument to that of Part (i), we deduce that
λk(D) ≥ 2 for 2 ≤ k ≤ n.
Suppose that D has a bridge xyx. Choose a set S of size k such that
{x, y} ⊆ S and let x be a root. Observe that any (S, x)-tree must contain
the arc xy. Thus, λS,x(D) = 1 and λk(D) = 1.
The characterizations in (i) and (ii) imply that the problem of deciding
whether λk(D) ≥ 2 is polynomial-time solvable if D is either a semicomplete
digraph or a symmetric digraph of order n and 2 ≤ k ≤ n. ✷
4 Discussions
In this paper, we study the complexity of directed Steiner tree packing
problem, we extend the result of [8] and deduce that the following problem is
NP-complete: For any two fixed integers k ≥ 3 and ℓ ≥ 2, given an instance
(D,S, r) of IDSTP (respectively, ADSTP) with |S| = k, deciding whether
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D contains at least ℓ internally disjoint (respectively, arc-disjoint) (S, r)-
trees. Restricted to symmetric digraphs D, for any fixed integer k ≥ 3, we
deduce that the problem of deciding whether D contains at least ℓ internally
disjoint (S, r)-trees is NP-complete. It would be interesting to study the case
that both of k and ℓ are fixed:
Problem 4.1 What is the complexity of deciding whether κS,r(D) ≥ ℓ (re-
spectively, λS,r(D) ≥ ℓ) for fixed integers k ≥ 3 and ℓ ≥ 2, and a symmetric
digraph D?
It would also be interesting to study the semicomplete digraphs:
Problem 4.2 What is the complexity of deciding whether κS,r(D) ≥ ℓ
(respectively, λS,r(D) ≥ ℓ) for fixed integers k ≥ 3 and ℓ ≥ 2, and a semi-
complete digraph D?
Note that Theorem 3.11 means that the above two problems are polynomial-
time solvable for λS,r when ℓ = 2.
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