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ABSTRACT
Campbell, Marcus J. M.S.E.E., Department of Electrical Engineering, Wright State University,
2018. A Simulation Method for Studying Effects of Site-Specific Clutter on SAR-GMTI Perfor-
mance.
Synthetic aperture radar (SAR) is an invaluable tool for detection of ground moving
targets when combined with processing techniques of ground moving target indication
(GMTI). This work investigates a simulation methodology for studying impact of site-
specific ground clutter on SAR-GMTI performance. A terrain model is proposed and
is based on digital terrain elevation data (DTED) and national land-use land-cover data
(NLCD) as provided by the US Geological Survey. The proposed physical optics sim-
ulation method capitalizes on high-fidelity digital target models in combination with the
proposed terrain model. SAR phase history is generated for a moving commercial target in
situ of site specific clutter. The normalized radar cross-section (NRCS) clutter is modeled
according to empirical random processes.
As SAR imagery and GMTI detection performance depend on clutter, the well-known
displaced phase center antenna (DPCA) algorithm is applied to test the performance of the
SAR-GMTI algorithm. A Sobel gradient edge-detection technique is used to discern target
energy from ground clutter in the SAR image as a means to estimate signal-to-noise-plus-
interference ratio (SINR). The proposed model is shown to be suitable for studying the
effects of measured clutter on SAR-GMTI performance.
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Introduction
1.1 Motivation
Synthetic aperture radar (SAR) is an invaluable tool for detection and ground moving target
indication (GMTI). SAR has the ability to perform during day or night and under various
weather conditions and allows for high-resolution imagery of targets which provides a ma-
jor tactical advantage [1]. Recently, SAR has been coupled with GMTI to track and view
moving targets and commonly referred to as SAR-GMTI.
However ground clutter causes undesirable echoes that can make it difficult to dis-
cern a target within a scene. A major topic of interest in the radar community is the study
of clutter characteristics in order to create models that aid with improving sensor perfor-
mance. The intent of this thesis is to study the impact of various site-specific clutter models
on SAR-GMTI detection performance. This work will aid with determining mission readi-
ness of a SAR-GMTI system prior to deployment by providing simulation level mission
foresight.
1
1.2 Challenges
1.2.1 Clutter Modeling
The first challenge to address is the modeling of site-specific clutter, an inherently random
process. There are numerous methods for generating pseudo-random numbers to repre-
sent received radar power. The normalized radar cross-section (NRCS) is a quantity often
used in literature to describe the back-scattered energy of the ground with respect to the
area of illumination. The NRCS is a function of measurement geometry, radar operat-
ing parameters, weather conditions, and the electromagnetic properties of the clutter such
as reflectance and permittivity to name a few. In other words, the term “site-specific”
should be taken literally in the sense that clutter measurements change from case-to-case
and are extraordinarily dependent on the previously mentioned factors. When considering
the breadth of parameters that influence the measurement process it’s desirable to create a
simple empirical model to simulate and predict radar performance for a given scenario and
implicit conditions. Therefore selecting an appropriate model of site-specific clutter can
be quite difficult depending on the desired level of robustness. Numerous studies provide
measurement-based assessments of site-specific clutter [2], [3], [4]; however, the amount
of detail regarding the measurement process is often limited and the raw data is unavail-
able. Furthermore, it is often difficult to locate parameter values for specific terrain-types
or radar operating parameters.
It is well known that some classical probability density functions (PDF’s) are used
to model clutter such as Gaussian, Rayleigh, and Weibull distributions. These can be im-
plemented in a computer simulation quite easily, but these distributions lack insight of the
physical measurement process. SAR uses bandwidths that provide high-resolution imagery
such as X-band and Ka-band where the range bins become increasingly narrow as the band-
width increases. Energy that makes up a single range bin is an integration of all scatterers
that lie at that range. The central limit theorem states that as the sum of independent and
2
Figure 1.1: Example of Different Clutter Models
identically distributed (IID) random variables approaches infinity the PDF will converge to
a Gaussian distribution [5]. A range bin of a fine-resolution radar will consist of such few
scatterers that it violates the central limit theorem [6] in that the Gaussian approximation
is no longer valid to model the reflected energy. Therefore more complex PDF’s are de-
sired such as the compound-K which are derived by considering radar operating parameters
and accounts for commonly noted clutter behavior. An example of various PDF’s used for
clutter modeling is shown in fig. 1.1 where the maxima appears at zero and the long-tail
behavior discussed in [6] can be compared to the classical PDF’s.
1.2.2 SAR-GMTI Parameters & Geometry
The second challenge of this work consists of properly incorporating realistic flight and
sensor parameters within a simulated environment. For example, the simulation should
consider the radar operating parameters, flight-path, sensor velocity, depression angle, az-
imuth sweep, and stand-off range to the target to represent a realistic SAR-GMTI scenario.
Special consideration must also be given to the moving target parameters as they will affect
the image phenomenology. A quick example is shown in fig. 1.2.
The simple isotropic point scatterer moves throughout the simulation of a circular
3
SAR (CSAR) geometry. It can be seen that the target energy displaces nearly 100 meters
from the true location of the target near the scene center. In this example, the target trav-
eled at a constant velocity of 5 m/s showing the dramatic impact target parameters play
in SAR-GMTI. In a traditional SAR experiment, the scene is stationary (or assumed sta-
tionary) while the sensor platform moves about the scene of interest typically in a linear or
circular fashion. However, in SAR-GMTI the movers within the scene are not stationary
and cause a Doppler shift. The effect of this Doppler shift is less intuitive from a SAR per-
spective because the target energy will not appear at the proper location within the image.
The Doppler shift caused by the coupled sensor and target motion cause phase errors in
the image formation process known as distortion and defocus [7]. Often the target energy
will be displaced hundreds of meters away from the true target position depending on the
speed and trajectory of both the sensor and target. If the target moves towards the sensor
head-on the target will appear displaced in cross-range. If the target trajectory is non-zero
with respect to the plane normal to the sensor it will appear displaced in cross-range and
smeared [8],[9]. The velocity and acceleration also play a prominent role in the image phe-
nomenology. If the target maintains an instantaneous and constant velocity it will simply
displace in cross-range. If the target has an acceleration it will displace in cross-range as
well as smear. An example using a 1 meter unit length trihedral in free-space can be seen
in Fig. 1.3 where the target maintains a constant velocity of 4 m/s in the first case and
Figure 1.2: Point Target Simulation and True Target Location
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Figure 1.3: Trihedral in free-space measured for instantaneous and constant velocity as
well as linearly accelerating.
accelerates from 0 to 4 m/s in the second case.
This creates multiple challenges in terms of SAR-GMTI simulation since all the pa-
rameters must be considered such that the target isn’t aliased outside of the imaging scene.
If the target is moving too fast it will cause a large enough Doppler shift to appear well out-
side of the imaging scene. This work will reference the well-known and publicly available
GOTCHA 2006 SAR-GMTI Challenge that will be used as a benchmark for this thesis in
terms of the overall system parameters and provides insight into the expected interaction of
sensor and target geometry with respect to image phenomenology.
1.2.3 DTED & NLCD Data
The third challenge of this work involves the synthesizing of a ground plane using digital
terrain and elevation data (DTED) and national land cover data (NLCD). Both data-sets pro-
vide different but complimentary information with respect to radar simulations. The DTED
information provides the user with terrain height and the NLCD data provides terrain-type.
An example of these different maps can be seen in 1.4. This information can be used to
generate a triangular facet model using a Delaunay algorithm approach. This facet model
will encompass true elevation changes with the ability to properly assign pseudo-random
5
Figure 1.4: Example of Google, NLCD, and DTED Maps from [11]
normalized radar cross-section (NRCS) values from clutter models and statistics. However
the DTED and NLCD are available in different resolutions and coordinate systems that
require 2-D interpolation and appropriate mapping transformations to combine the infor-
mation. Additionally the type of location of interest must provide features such as roads,
bridges, and surrounding terrain that would typically be seen for common civilian vehicles.
Once the location is determined, interpolated, transformed, registered, and meshed it can
be incorporated in a simple physical optics program such as RaiderTracer [10].
1.3 Thesis Proposal
1.3.1 Research Hypothesis
The research question of this thesis is how do different site-specific clutter models affect
performance of the SAR-GMTI detection? The selection of a clutter model and respective
parameters will directly impact the signal-to-clutter ratio. Therefore the sensors ability to
discern the target from clutter is strongly dependent upon the parameters associated with
a particular model. Examining the detection performance using various model parameters
will provide insight to which parameters affect the SAR-GMTI algorithm the most. To
answer this question there will be numerous assumptions made regarding the site-specific
clutter, target, and sensor in order to efficiently implement a SAR-GMTI simulation.
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1.3.2 Overview of the Approach
First, the terrain models will be formed using triangular CAD facet models generated from
DTED data of a simple road surrounded by an open field and water structure. The simulated
moving target will be a high-fidelity Toyota Tacoma to complement the 2006 GOTCHA
SAR-GMTI data-set that included a similar truck. RaiderTracer will provide the complex
radar phase history that assumes a perfect electrical conducting (PEC) CAD model. The
NLCD data will provide the terrain type in order introduced the reflectivity values of the
different materials by appropriately scaling the returns at the radar. The sensor and tar-
get motion will be assumed to have constant circular and linear motion respectively. To
perform SAR-GMTI the displaced phase center approach (DPCA) will be implemented to
attenuate the simulated site-specific ground-clutter. After performing DPCA, probability
of detection curves will be created using Monte Carlo simulation and used as a metric for
determining the SAR-GMTI performance under the various clutter parameters.
1.4 Outline
This thesis is organized as follows. Section II presents a brief literature review will be
conducted of legacy clutter measurements and NRCS, statistical clutter modeling, SAR-
GMTI background, and the use of DTED and NLCD. Section III describes the method-
ology of the SAR-GMTI simulation including parameters, ground plane synthesis, line-
of-sight analysis, reflectivity assignment (random process), and performance metric using
detection curves. In section IV the results will be presented. In section V the conclusion
and recommendations will be discussed.
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Literature Review
2.1 Legacy Clutter and NRCS
The authors of [2] and [3] provide well-documented measurement-based approaches to
model clutter of various terrain types from empirical data. These efforts are referred to as
“legacy data” as they are often referenced within studies pertaining to clutter modeling. In
both approaches the measurements consist of grazing and depression angles often below
10 degrees. The experiments are typically conducted using a mounted dish or pyramidal
horn antenna placed on-top of a tower platform or vehicle. The radar operating parame-
ters of these experiments range from VHF through Ku-band which encompasses common
SAR frequency bands. Typically, the legacy data provides basic statistics (mean, median,
standard deviation, etc.). However, these authors had interests in observing the clutter am-
plitude and disregardedd the phase information of the data which is a crucial component
to SAR image formation. In [3], the author provides Weibull and log-normal parameters
for easy implementation while [2] simply provides histograms and tables of statistics for
various terrains.
A common theme amongst the legacy data is the challenge of calculating the grazing
angles of different resolution cells since the grazing angle provides a better description of
the measurement and terrain is often heterogeneous. The grazing angle provides a better
description of the NRCS as opposed to the depression angle since it provides additional
information with respect to the terrain. For low-grazing angles there is also the concern of
“microshadowing” when reflected energy of an illuminated area is unable to return back to
the sensor due to the physical terrain [3]. An illustration of a simple collection geometry is
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provided in Fig. 2.1. A simple approximation to the grazing angle γ is in Eqs. (2.1) and
(2.2)
α ∼=
Hrel
Rslant
− Rslant
2a
(2.1)
γ = α + ϕ (2.2)
where Hrel is the sensor height relative to the ground, Rslant is the slant range, ϕ is
the terrain slope, and a is the effective earth radius times 4/3.
As stated in [3], DTED information can be used to approximate the sensor height and
terrain slope however it should be acknowledged that the DTED information only considers
the ground plane relative to sea level and doesn’t provide details of structures such as trees
and other objects that affect these calculations. This lack of information will be of less
concern for lower radar frequencies at UHV, VHF, L-band, and S-band that are capable of
penetrating foliage. Nonetheless, the DTED information may not be truly representative of
the observed backscattering [12].
Another important parameter used to describe clutter is the normalized radar cross
section (NRCS). NRCS is the observed radar cross-section that has been normalized with
respect to the illuminated area often referred to as the “antenna footprint”. NRCS can be
determined from the radar equation:
C =
PtGtGrλ
2
cσc
(4π)3R4cLs
(2.3)
σc = σ
0Ac (2.4)
Usually the area of a particular range bin is of interest and is approximated by con-
sidering the measurement geometry. For grazing angles less than or equal to 10 degrees
the clutter-cell area is said to be limited by the beamwidth, and for grazing angles greater
than 10 degrees the clutter-cell area is said to be limited by the pulse length [13]. The
9
Figure 2.1: Simple Legacy Clutter Collection Geometry Using a Fixed Radar
approximations for the clutter cell areas are:
Ac ≈
πR2c
4
θ−3dBφ−3dB cscα (2.5)
Ac ≈ Rc∆Rθ−3dB secα (2.6)
The parameters for the equations are as follows: C is the received clutter power, Pt is
the transmitted power, λc is the center wavelength, Gt is the transmit antenna gain, Gr is
the received antenna gain, σc is the clutter RCS, σ0 is the NRCS, Ls is the overall system
losses, Rc is the range to the center of the clutter cell, ∆R is the range resolution, c0 is the
speed of light, Ac is the clutter cell area, θ−3dB is the azimuthal beamwidth, and φ−3dB is
the elevation beamwidth.
2.2 Statistical Clutter Modeling
In [6], the compound-K distribution is proposed to model NRCS statistics commonly ob-
served in high resolution radar data such as longer distribution tails and “spikiness”. More
specifically the author focuses on clutter that is often referred to as SAR “speckle”. Speckle
is the coherently added energy of a clutter cell that is unresolvable and appears as a noise-
like feature in the SAR image [14]. Unlike common PDF’s such as Gaussian, Rayleigh,
and Weibull the compound-k distribution is designed around the clutter characteristics. It is
assumed that receiver input is Gaussian distributed with zero mean and therefore the clutter
output is χ2 distributed as 2.7. To account for the spikiness near zero the shape parameter
10
is assumed to vary as a Gamma random variable [6].
P (x|λ) = 1
λ
exp
−x
λ
x ≥ 0, λ > 0
(2.7)
P (λ|µ,M) =
(
M
µ
)M
λM−1
Γ(M)
exp
−Mλ
µ
x ≥ 0, µ > 0,M > 0
(2.8)
p(x|µ,M) =
M
µ
Γ(M)
(
M
2µ
x
)(M−1)/2
KM−1
(
2
√
M
2µ
x
)
x ≥ 0, µ > 0,M > 0
(2.9)
Since the compound-K PDF is designed for clutter cells limited by the pulse length
which requires the radar to have either a large standoff distance or low depression angle for
appropriate simulation implementation. Although this model provides a longer distributed
tail it is limited to clutter that yields zero mean or a peak that appears near zero which limits
it’s applicability. An example of the compound-K distribution can be seen in fig.1.1 using
two arbitrary shape and scale parameters µ and M where M is the Gamma shape parameter
often associated with the clutter fluctuation and µ is the mean of the Gamma function. The
compound-k is also discussed in [15] which states common values for these parameters are
0.3 ≤M ≤ 4 and 1 ≤ µ < 100.
2.3 SAR-GMTI Background
In [8] and [9], Deming proposes an intuitive algorithm for SAR-GMTI known as the dis-
placed phase center antenna (DPCA) technique. This algorithm can be performed before or
after image formation since the imaging processes is linear [8]. To demonstrate the effec-
tiveness of this approach the author applies the DPCA technique to the Gotcha SAR-GMTI
challenge data set that was collected using a 3-channel SAR system in spotlight mode. The
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imaging scene consists of an urban environment with multiple moving targets. Truth data
of a GPS monitored moving target is also provided to aid with discerning the mover in the
SAR imagery. As stated in [8], [9], and [16] this particular data set suffers from main-
lobe clutter. It is often of interest to attenuate this undesired energy in order to discern the
movers within the imaging scene.
The concept and implementation of the DPCA technique is quite simple. It requires
multiple sensors that are mounted in a linear fashion and separated by a small distance.
The antenna closest to the front of the aircraft and the succeeding antenna are refereed to
as the leading and trailing antenna respectively. As the sensors traverse along the flight
path a small amount of time passes from when the trailing antenna measures the same
patch of ground as the leading antenna. The amount of time that passes during this recur-
ring instance is very small and related to the sensor spacing and velocity. Major changes
within the imaging scene between pulses would be attributed to moving targets that cause
a Doppler shift [8]. Once the data is collected it is then time-aligned using either the ve-
locity and antenna separation or cross-correlation and then combined using subtraction of
the trailing antenna from the leading antenna. After subtraction the main-lobe clutter is
attenuated and the moving target energy is still present. Deming shows that applying this
technique to the Gotcha data set improved detection performance but there is still resid-
ual clutter that remains in the imagery that results in false alarms. The residual clutter is
mostly attributed to poor time-alignment of the channels. To further improve detection per-
formance Deming also proposes interferometric SAR (In-SAR) approach that can easily be
implemented if a third sensor is available and used to create a secondary DPCA image. The
two images are then combined through multiplication using the complex conjugate of the
secondary image. The AT-InSAR approach is shown to highly attenuate strong reflections
from scatterers such as roads and buildings [9]. The algorithms provided in Tbls 2.1 and
2.2.
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Figure 2.2: DPCA Collection Geometry and Moving Target from [8]
Table 2.1: Brief description of the displaced phase center antenna SAR algorithm.
Algorithm 1 Displaced Phase Center Antenna Algorithm
1: Apply channel-balancing by normalizing S1(τ, f) & S2(τ, f) using the median fre-
quency response of either channel (usually center antenna)
2: Perform time-alignment of channels using either the known ∆τ or cross-correlation
3: Perform image formation on each channel: backprojection, polar format algorithm, or
range-Doppler map
4: Apply DPCA (image domain): S1(v, r)− S2(v, r)
5: Detect targets using appropriate thresholding
Table 2.2: Brief description of the along-track interferometric SAR algorithm.
Algorithm 2 Along-track interferometric SAR algorithm.
1: Apply channel-balancing by normalizing S1(τ, f) & S2(τ, f) using the median fre-
quency response of either channel (usually center antenna)
2: Perform time-alignment of channels using either the known ∆τ or cross-correlation
3: Perform image formation on each channel: backprojection, polar format algorithm, or
range-Doppler map
4: Apply DPCA (image domain): S1(v, r)− S2(v, r) & S2(v, r)− S3(v, r)
5: Combine DPCA images: S12(v, r)S∗23(v, r)
6: Detect targets using appropriate thresholding
7: Apply DPCA (image domain): S1(v, r)− S2(v, r)
8: Detect targets using appropriate thresholding
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An example of performing DPCA on a two-channel simulation of a Tacoma CAD
model in free-space using RaiderTracer for various constant and instantaneous target ve-
locity can be seen in Figs. 2.3 and 2.4.
Figure 2.3: Leading channel SAR imagery for various velocities.
Figure 2.4: DPCA output from combining time-aligned channel 1 and 2 phase histories
and imaged using backprojection.
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Both channels provide nearly identical imagery since the antenna phase-centers were
defined an integer number of azimuth samples apart for perfect alignment. As expected for
the stationary case the target energy is attenuated but remains in the cases of target motion.
2.4 DTED & NLCD in Literature
The authors of [11] present an algorithm to combine the DTED and NLCD data. This is
performed using 2-D nearest neighbor interpolation. Although these data sets are packaged
in the same geoTIFF format they are products of different map projections which require
a different mathematical approach for conversion to latitude and longitude. Additionally
the data sets are not sampled at the same rate. The DTED has a much finer resolution as
low as 3 meters while the NLCD data is measured as low as 30 meter resolution. Since
the DTED data is densely sampled it can be nicely interpolated to a rectilinear grid but the
NLCD suffers from a slight geometric distortion. In order to compensate for this distortion
the two maps are registered using a simple affine transformation [11]. Once the two data
sets are registered the DTED height maps can then be used to create a CAD model using
Delaunay triangulation. These terrain CAD models can then be used in a physical optics
based prediction tool that utilizes the radar range equation such as Raider Tracer [10]. An
example of using this technique to generate SAR imagery can be seen in Fig. 2.5 for 4
different cases of reflectivity coefficients scaled between 0 and 1.
The work of [17] also incorporates DTED data to aid with modeling site-specific
clutter. In order to model site-specific clutter DTED information was coupled with a
rough-surface scattering model. A line-of-sight analysis was also performed on the trian-
gular facet models obtained from the DTED information using the Delauney triangulation
method and used to determine shadowing that commonly occurs with low grazing angles.
Shadowing is caused by things such as hills that make portions of the model invisible to
the sensor [3]. The small perturbation method (SPM) was used to calculate the reflectivity
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Figure 2.5: Baseline imagery of varying reflectivity coefficients and stationary Tacoma.
rather than using a physical optics approach. The SPM calculates the rough surface scat-
tering of each individual facet and can be implemented using a series of different models.
In [17] a band-limited exponential correlation function found in [18] was used which only
requires two parameters: height, correlation length, and dielectric constant.
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Methodology
3.1 Proposed Study
In this thesis the impact of clutter statistics on SAR-GMTI algorithm performance will
be investigated. This will be performed by creating radar phase histories that simulate a
two-channel radar system using the physical optics program RaiderTracer. The ground
plane CAD model will be formed by facitization of DTED maps to provide a realistic
surface roughness. The NLCD maps will provide the terrain type of each facet in order to
appropriately assign reflection values. The clutter reflectivity will be subjected to a random
process that fluctuates according to a specified statistical model and respective parameters.
The NRCS will be set to fluctuate pulse-to-pulse similar to a Swerling II model. The ground
moving target will be a high-fidelity CAD model of a civilian truck similar to the GPS
monitored vehicle in the Gotcha SAR-GMTI collection. To observe different SAR image
phenomenology the vehicle will be assigned different velocities and maintain a constant
trajectory.
The simulated data will be post-processed using the DPCA technique from [8]. SAR
image formation will be performed using a basic backprojection algorithm. The perfor-
mance of the SAR-GMTI algorithm will be determined for each test case by estimating the
signal-to-interference ratio (SINR) of the resultant SAR imagery using a Sobel gradient to
discern the target location in the baseline SAR imagery that is free of ground clutter.
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3.2 Chapter Overview
In section 3.3 the sampling requirements to achieve the desired image quality will be dis-
cussed. The chosen geometry of the experiments will be defined for both the sensor and
target position. The selection and formation of the ground plane will be discussed in section
3.4 and the resultant CAD model shown. In section 3.5 the method of generating pseudo-
random samples from statistical clutter models using inverse transform sampling will be
discussed along with incorporation of NRCS as reflectivity values. Lastly, in section 3.7
the methodology used to to determine the SINR will be discussed.
3.3 SAR-GMTI Requirements & Geometry
An advantage of SAR-GMTI is the ability to simultaneously view a scene of interest while
also detecting moving targets [8]. It is often desired to create a SAR image of high resolu-
tion in order to discern scatterers within the scene. To achieve a high quality SAR image the
signal processing requirements and geometry must be considered to design the appropriate
radar operating parameters to achieve the desired image resolution and maximum range
extents. For this work the geometry of the measurement can be seen in Fig. 3.1 where Va
is the sensor velocity, φa is the azimuth position of the sensor, θa is the depression angle of
the sensor, Vg is the target velocity, and φg is the target heading. Therefore the down-range
dimension is defined along the x-axis and the cross-range dimension is defined along the
y-axis.
The desired down-range and cross-range resolution for this work was chosen to be
0.5 and 1 meters respectfully. The down-range and cross-range imaging extent was chosen
to be approximately 300 meters in both dimensions to accommodate the selected DTED
coordinates that will be discussed later. As a result the required bandwidth and frequency
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Figure 3.1: Geometry of simulated flight path and target motion.
step size are calculated using Eqs. (3.1) and (3.2) respectively.
BW =
c0
2∆Rdr
(3.1)
∆f =
c0
2Wdr
(3.2)
where BW is the bandwidth of the transmitted pulse, c0 is the speed of light, ∆Rdr is
the range resolution, ∆f is the frequency step size, and Wdr is the maximum down-range
extent. The azimuthal sampling requirements to support the desired maximum cross-range
extent and resolution is calculated using Eqs. (3.3) and (3.4) respectively.
φtotal =
λc
2∆Rxr
(3.3)
∆φ =
λc
2Wxr
(3.4)
where φtotal is the total aperture size, λc is the center wavelength, ∆Rxr is the cross-range
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resolution, ∆φ is the azimuth step size, and Wxr is the maximum cross-range imaging
extent. In the simulation environment the sensor velocity can be modeled as
Vs = FpR0∆φ (3.5)
where Fp is the pulse repetition frequency. The azimuth step size can also be expressed in
terms of the total aperture and number of pulses, Np
∆φ =
Φtotal
Np
(3.6)
and the target position as a function of time as
Rg(t) = Vg(t)TpNp (3.7)
where Tp is the pulse repetition interval. This allows for the simulated sensor velocity to
be expressed in terms of target position and velocity.
Vs(t) = F
2
pR0
Rg(t)
Vg(t)
(3.8)
As previously mentioned the target will be measured using different velocities to ob-
serve different imaging phenomenology. Increasing the velocity of the target will demon-
strate the severity of cross-range displacement. The non-orthogonality of the target and
sensor motion is expected to cause a smearing effect along the cross-range dimension. The
target will begin every measurement precisely at the scene center. For simplicity the target
will maintain a constant heading, φg, of zero degrees (along-track) and 90 degrees (cross-
track). The angular separation between the target motion and sensor for both along-track
and cross-track scenarios is displayed in Figs. 3.2 - 3.3. The “heat maps” have units of de-
grees and show that for a 1 degree aperture about the target located at the scene center there
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is negligible change in the angular separation between the antenna line-of-sight and the tar-
get motion. When the target motion is in the along-track dimension the separation is nearly
0 degrees. When the target motion is in the cross-track dimension the angular separation
about 90 degrees. Therefore the simulations will provide both extremes of coupled target
and sensor geometry. In the simulation environment RaiderTracer uses an “extrapolation”
feature that utilizes preceding ray traces to calculate the current pulse. The abrupt changes
in target motion relative to the sensor will help to minimize any error that may arise due to
the inherent ray tracing process.
Figure 3.2: Angular separation between target motion and radar line-of-sight for the along-
track case.
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Figure 3.3: Angular separation between target motion and radar line-of-sight for the cross-
track case.
The target velocity, Vg, will also be instantaneous and constant to avoid the additional
phase errors caused by an acceleration factor. A list of imaging, radar, and target parameters
can be seen in Tabs. 3.1 to 3.3.
Table 3.1: List of imaging parameters.
Wdx 687 m
Wdr 750 m
∆Rdx 0.50 m
∆Rxr 0.85 m
Table 3.2: List of radar parameters.
Waveform LFM φtotal 1.00 deg
Starting Frequency 9.400 GHz ∆φa 0.0013 deg
Bandwidth 0.2998 GHz # of Azimuth Points 801
# of Frequency Points 751 R0 833 m
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Table 3.3: List of target parameters
Vehicle Type Civilian Truck
Vg 0 m/s - 10 m/s
φg 0 deg, 90 deg
3.4 Ground Plane Formation Using DTED and NLCD Data
In order to simulate a realistic ground plane a region of terrain was selected that included a
highway and various structures such as a small lake and an open field that can be seen in Fig.
3.4. Latitude and longitude pairs were determined in a bounding box fashion around the
area of interest in order to interpolate the height information to a rectilinear grid with near
perfect precision [11]. The DTED data is then facetized using the Delaunay triangulation.
Since the native format of the geoTIFF files are in latitude and longitude a mapping is
required to provide a localized model in units of meters. To provide the terrain type the
NLCD of the same region was also interpolated using a 2-D nearest neighbor technique
to the same grid size and resolution using an affine transformation to register the two data
sets. The material type is stored as meta data for each facet and later used to properly scale
the received radar voltages according to reflectivity values of the specific material type.
Using the CV data dome Tacoma CAD model as the primary target, the facetized DTED
information is then added as the ground plane and can be seen alongside the Google map
image and NLCD map in Fig. 3.4.
Figure 3.4: Location of SAR-GMTI simulation near Lyre Lake
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3.5 Clutter Sampling
For this work the clutter amplitude will be assigned using pseudo-random draws from
PDF’s often used to model clutter. The land cover data will provide the material type
to properly assign a corresponding clutter model with appropriate parameters. The pseudo-
random samples will be drawn using inverse transform sampling where X is a random
variable from a particular PDF, Px, that abide the axioms of probability [5].
X ∼ Px[x] (3.9)
∫
x
Px[x]= 1 (3.10)
The cumulative distribution function (CDF), Fx , is an alternative expression to the
PDF defined by Eq. (3.11).
Fx(x) = P (X ≤ x) =
∑
xi≤x
Px[xi] ∈ [0, 1] (3.11)
Once the CDF is determined pseudo-random samples, U , are generated from a uni-
form distribution on the interval [0,1] which represent the probability of a particular event
occurring. In this case the event is the NRCS value in decibels from the desired distribu-
tion Px[x]. The inverse CDF is then used to map the pseudo-random probability back to
the corresponding value denoted as x̂ seen in Eq. (3.12).
x̂ = F−1x (U) (3.12)
For classical PDF’s such as Gaussian and Rayleigh the inverse cumulative distribu-
tion functions (CDF) have well-documented closed-form approximations that can easily be
implemented. For more complex PDF’s such as the compound-K distribution an approx-
imation of the CDF is performed using the cumulative trapezoidal integration technique.
24
Figure 3.5: Example of psuedo-random number generation using approximated CDF
The inverse function is solved as a function of U using cubic spline interpolation. An ex-
ample of the approximated pseudo-random numbers of the compound-K distribution can
be seen in Fig. 3.5.
Within the selected terrain there are numerous material types that are assigned to each
facet. A short list of materials provided by in the NLCD data can be seen from Tab. 3.4.
Table 3.4: List of different materials provided by the NLCD data from [19]
In order to appropriately assign RCS values to the different materials basic statistics
from [2] will be used to simulate both Normal and Rayleigh distributed clutter. The basic
statistics of the legacy data can also be implemented for the compound-K distribution since
the shape parameter in Eq. (3.13), h, is a function of the mean clutter returns [6].
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h =
√
M
2µ
M > 0
(3.13)
3.6 RaiderTracer Implementation
In order to implement the NRCS PDF models in RaiderTracer requires slight modifica-
tions of the original routine. RaiderTracer assigns reflection coefficients by assuming plane
wave propagation in the direction of a discrete model and integrates the total returns over
a surface which inherently incorporates the clutter area. Referring back to the radar range
equation in Eq. (2.3), the only clutter-dependent variable is the radar cross-section. The
other terms can simply be considered a constant, K , and the received power can be ex-
pressed as a function of the RCS (assuming a constant beam pattern) as in Eq. (3.14).
P (σ) = Kσ (3.14)
The constant factor of the radar equation,K, is dependent upon frequency, polarization
(pq) and aspect angle of the clutter relative to the antenna boresight (φ − φc, θ − θc). The
RCS is dependent upon frequency, polarization, grazing angle (ψc) and the illuminated area
A = Ac/ cos(90−ψc) determined by pulse length and beamwidth. The expression for RCS
is
σ̂(λ, pq, ψc, Ac) =
P (λ, pq, φ− φc, θ − θc, ψc, Ac)
K(λ, pq, φ− φc, θ − θc)
(3.15)
Since the clutter area in the controlled experiment is known the NRCS can be ex-
pressed as in Eq. (3.16).
σ0(λ, pq, ψc) =
σ̂(λ, pq, ψc)
Ac
=
σ̂(λ, pq, ψc)
Ab/ cos(90− ψc)
(3.16)
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The received complex voltages are proportional to the receiver power and radar cross-
section, the voltage can be expressed as
v(σ) =
√
P (σ)ejζ (3.17)
=
√
Kσejζ (3.18)
=
√
K
√
σ0Ace
jζ (3.19)
=
√
K
√
Ab cos(90− ψc)
√
σ0ejζ (3.20)
where σ0 and ζ are random variables that describe the amplitude and phase of the voltage
response.
By considering a plane wave model and Fresnel reflection coefficients for parallel and
perpendicular reflections of a planar surface the electric field has proportionality
E ∝
∫
A
R(u, v)E0e
jκ(u,v)dudv (3.21)
where the amplitude E0 is scaled by the reflection coefficient R. The reflection coefficient
is dependent upon the material properties, grazing angle, frequency, and polarization just
as the NRCS. The phase κ is dependent upon the range from the antenna to the clutter and
material properties. Assuming a linear-law detector and Gaussian statistics the receive volt-
age is directly proportional to the electric field strength as v = KEpq and the distribution
of Epq is
PE(E) =
E
s2
e( − E2/2s2), E ≥ 0 (3.22)
Pζ(ζ) =
1
2π
, 0 ≤ ζ ≤ 2π (3.23)
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where s2 is the variance of the amplitude statistic and the mean field strength is
Em =
(π
2
)1/2
s (3.24)
therefore the NRCS is proportional to E2m which can be expressed in terms of the radar
range equation or Fresnel reflection coefficients. RaiderTracer calculates the total scattered
field from all facet as
E =
∑
n
En (3.25)
The additional factor of NRCS is applied as
E =
∑
n
√
σ0nEne
jζn (3.26)
3.7 SAR-GMTI and Detection Performance
In order to implement the DPCA algorithm from [8], flight paths must be simulated for two
antennas separated by a small displacement dm. The amount of time required to align the
two channels is
∆τ =
dm
Va
(3.27)
however the RaiderTracer input parameters for the sensor are based on geometry (azimuth
and elevation) rather than sensor velocity. To incorporate an appropriate sensor spacing
the velocity and standoff range must be considered to determine the simulated PRI and
corresponding lag in terms of pulse number for the desired image parameters. The PRI is
determined by
PRI =
∆φ
ωa
(3.28)
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where ∆φ is the azimuth step size in radians and ωa is the angular velocity of the sensor
defined as
ωa =
Va
R0
(3.29)
and the corresponding lag between sensors in azimuth is
φlag =
∆τ
PRI
∆φ (3.30)
Once the simulation is performed the data is time aligned and combined by subtracting
the trailing and leading antenna phase histories
Sdpca(f̄ , τ) = Ŝ1(f̄ , τ)− Ŝ2(f̄ , τ) (3.31)
where Sdpca is the DPCA algorithm output phase history data, Ŝ1 is the time-aligned chan-
nel data from the leading antenna, and Ŝ2 is the time-aligned channel data from the trail-
ing antenna. Unlike a physical measurement processes there is no need to apply channel
balancing since RaiderTracer inherently provides constant antenna characteristics. Raider-
Tracer also provides perfectly motion compensated phase history data that is immediately
ready for imaging. For this work backprojection was used as the imaging algorithm. An
example of a simulation that incorporates the DTED ground plane and a moving target can
be seen in Fig. 3.6 where the individual channels and DPCA images are shown. In this
example the antenna spacing was set to be 15 integer values apart in azimuth.
To determine the performance of the SAR-GMTI algorithm, SINR curves as a function
of velocity will be determined before and after DPCA has been performed. Intuitively, fast
moving targets are more easily detected than slow moving targets as long as the target
velocity lies within the unambiguous Doppler region determined by the PRF of the radar.
As previously mentioned in SAR-GMTI fast movers pose limitations as they will alias
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Figure 3.6: Channels 1, 2, and DPCA SAR imagery using DTED ground plane with
Tacoma moving at 2 m/s.
outside of the imaging scene if the radar isn’t sufficiently sampled enough to provide a
large down-range and cross-range extent. Since moving targets will introduce phase errors
in the image formation process and cause energy to spread across pixels. This spread
of energy will cause an increase of the SINR. The pixels of a SAR image represent the
coherently integrated received power at a particular range bin collected over the entire CPI
allowing the SINR to be calculated as
SINR =
∑
n |tn|2∑
m |cm|2
(3.32)
where tn and cn are all pixels consisting of target energy and clutter energy respectively.
Since the target displacement is a function the Doppler shift and independent of the ground
clutter the target and clutter pixels will be indexed according to the target location in the
PEC test cases to estimate the SINR. In order to automate this process a Sobel gradient will
be used to perform a basic edge detection on the SAR image to create a binary image to
differentiate the target from clutter. A moving isotropic point scatterer example is shown
in Fig. 3.7. In this example the point scatterer is measured in free-space and without a
random process to simply illustrate the use of a Sobel gradient to extract the target energy
within the SAR image.
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Figure 3.7: Moving isotropic point scatterer and detected pixels using Sobel gradient.
In Fig. 3.8 an SINR curve for the moving isotropic point scatterer at varying veloc-
ities is shown. As expected the SINR increases as the target velocity increases since the
smearing effect is more prominent for higher velocities. This example shows that the Sobel
gradient provides an acceptable means of indexing target energy from a SAR image.
Figure 3.8: SINR vs. velocity for a moving isotropic point scatterer.
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3.8 Comparing Theoretical and Empirical CDF’s
It is often desired to compare empirical and theoretical distributions to determine if a pro-
cess can be modeled after a particular distribution-type. One method for providing this
metric is the two-sample Kolmogorov-Smirnov test [20]. This test allows for a comparison
of the input clutter statistics (theoretical) and the resultant squared-magnitude of the SAR
image pixels (empirical). The calculation of the vertical separation between two CDF’s can
be seen in Eq. (3.33).
D∗ = max
(
|F̂xT (x)− F̂xE (x)|
)
(3.33)
where F̂xT (x) and F̂xE (x) are the theoretical and empirical CDF’s.
The Kolmogorov-Smirnov test also provides the ability to test the Null hypothesis
based on a user defined significance level which determines the critical points of the theo-
retical distribution. If the samples of the empirical distribution lie outside these points then
the samples are said to be rejected [20]. An example comparing theoretical clutter CDF’s
to empirical CDF’s can be seen in Fig. 3.9. In this example, the Null hypothesis is rejected
for both cases using a 5 percent significance level and the vertical separation is calculated
to be greater for the homogeneous case. However an exact theoretical representation is
difficult due to the clutter statistics dependency on grazing angle.
Figure 3.9: Comparison of theoretical and empirical CDF’s for homogeneous (left) and
heterogeneous (right) test cases.
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Results
4.1 Baseline Imagery
To provide a baseline of the imaging capabilities, the Tacoma moving in free-space will
be shown to provide insight into how the target energy should appear in later imagery.
The target in-situ of the DTED ground plane will be provided for the two test cases of
homogenous and heterogeneous ground clutter. The homogenous test case will incorporate
Normally distributed ground clutter while the heterogeneous case will allow the ground
clutter to follow both Normal, Compound-K, and Rayleigh distributions.
4.1.1 Tacoma in Free-Space
First, the target is measured in free-space to show the type of response expected in the SAR
image and can be seen in Fig 4.1. The truck provides a distinguishable response from the
front and back of the vehicle. Since the target motion will be studied for instantaneous and
constant velocity it is expected to maintain this type of response for the other test cases.
As can be seen the target displaces in cross-range due to the Doppler shift of the mov-
ing target. However the smearing effect is less prominent in these simulations due to several
reasons. The constant velocity of the target greatly reduces the amount of phase errors in
the image formation process resulting in minimal cross-range smearing. An example of a
target with an acceleration factor can be seen in Fig. 1.3. For this work the target velocity
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Figure 4.1: Tacoma in Free-Space moving at 3 m/s.
is always instantaneous and constant to avoid aliasing that quickly occurs from fast mov-
ing and accelerating targets. If an acceleration factor were included, the radar and image
parameters would need to be reconsidered in order to avoid aliasing.
4.1.2 Tacoma In-situ of Ground Plane
The case of the target resting at the scene center with the addition of the ground plane is
shown in Fig. 4.2 for both the homogenous and heterogeneous test cases using the leading
channel SAR imagery. As can be seen from the SAR images the difference in ground
clutter statistics made only subtle differences. In the next section the DPCA output results
will be shown.
Figure 4.2: Target in-situ of ground plane for both homogenous (left) and heterogeneous
(right) ground clutter statistics.
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4.2 Applying SAR-GMTI
In this section the simulated SAR-GMTI scenario results will be shown. The two different
test cases of homogenous and heterogeneous ground clutter will be used to compare SAR-
GMTI performance using SINR curves. The first case will allow the clutter to follow a
normal distribution and the second case will allow various distributions based on clutter-
type. In each case the parameters are estimated using statistics in [2]. Using a single
test case the SAR imagery will be provided for both channels before and after DPCA to
demonstrate the effectiveness of the algorithm. Each case will also be repeated for varying
target velocities in both the along-track and cross-track direction.
4.2.1 Before SAR-GMTI Processing
To provide a visual representation of the DPCA performance imagery before SAR-GMTI
processing will be shown for the case of the target moving 4 m/s in the along track dimen-
sion. The images formed from the leading and trailing antenna’s can be seen in Fig. 4.3 for
both homogenous and heterogeneous ground clutter.
As expected the images of both channels of the respective test cases appear quite
similar since the azimuth spacing between the antenna phase centers are is relatively small
compared to the overall aperture. There are a few local regions that have some subtle
differences due to the randomness of the clutter amplitude changing from pulse-to-pulse.
However between the two test cases there is a much more noticeable difference as the
heterogeneous case appears to show more speckle than the homogenous case. These small
variations between the two channels should result in minor residual clutter after DPCA has
been performed and negatively contribute to the estimated SINR.
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Figure 4.3: Individual channels for homogeneous (top) and heterogeneous (bottom) ground
clutter before DPCA (time-aligned).
4.2.2 After SAR-GMTI Processing
Since the individual channel images have been formed with time-aligned data the phase
histories are ready for subtraction using the DPCA algorithm. For this work the subtrac-
tion was applied to the time-aligned complex phase history of both channels and imaged
after subtraction. In Fig. 4.4 a side-by-side comparison is provided for the DPCA imagery
of heterogeneous and homogenous clutter for a target moving at 4 m/s in the along-track
dimension. The residual clutter in the case of using multiple clutter distributions is immedi-
ately more apparent than the Normally distributed case. Overall the net clutter attenuation
for both cases is quite significant.
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Figure 4.4: DPCA output for Tacoma moving 4 m/s in the along track dimension for both
homogeneous (left) and heterogeneous (right) test cases.
4.3 Performance of SAR-GMTI
After forming the DPCA SAR images of both cases the SINR is approximated using the
target pixels indexed using the binary Sobel gradient methodology discussed earlier using
Eq. (3.32). Since the Sobel gradient is often used in edge detection it is expected that some
energy within the image may be incorrectly defined as clutter. In order to minimize the
incorrect classification of target energy the threshold values are defined by the user per test
case.
Once the data sets have been formed for each clutter scenario, target geometry, and
velocity the DPCA algorithm is performed. The SINR is estimated using the binary So-
Figure 4.5: Sobel gradient applied to DPCA SAR image and the indexed target pixels.
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bel technique previously discussed. Each experiment was repeated a total of four times to
provide error analysis on the SINR curves. For this work the four main test cases were
examined an can be seen in Tab. 4.1 where the DPCA output of each experiment are shown
and followed by the resultant SINR curves.
Table 4.1: List of Different Test Cases
Clutter Type Target Direction Velocities
Homogeneous Along-Track 0 - 10 m/s
Homogeneous Cross-Track 0 - 10 m/s
Heterogeneous Along-Track 0 - 10 m/s
Heterogeneous Cross-Track 0 - 10 m/s
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4.3.1 Homogeneous with Target Motion in the Along-Track Dimen-
sion
In Fig. 4.6 the leading channel SAR imagery before is shown for ground clutter that was
pseudo-randomly sampled using only Normal distributions that considers the material-type
and grazing angle of each facet. The target position began at the scene center with instan-
taneous and constant velocity directed in the along-track dimension. As expected the target
displaced in cross-range approximately 40 meters.
After performing DPCA the resultant SAR image can be seen in Fig. 4.7. In this case
the DPCA algorithm performed quite well from a visual analysis of the SAR image with
practically no strong residual clutter present.
Figure 4.6: Before DPCA using homogenous distributed ground clutter with target moving
in the along-track dimension.
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Figure 4.7: DPCA applied to homogeneous distributed ground clutter with target moving
in the along-track dimension.
4.3.2 Heterogeneous Clutter with Target Motion in the Along-Track
Dimension
In Fig. 4.8 the leading channel SAR imagery before DPCA can be seen for the case of
heterogeneous distributed ground clutter. In this experiment the ground clutter followed
both Normal and compound-K distributed clutter. The target motion is again in the along-
track dimension with instantaneous and constant velocity. The target appears in the same
location as before but the difference is mostly seen in the ground clutter characteristics
which appear more as a speckle.
After performing DPCA the resultant SAR image can be seen in Fig. 4.9. In the
case of heterogeneous clutter there is a significant amount of residual clutter present in the
imagery than the homogenous case and immediately suggests the clutter distribution does
in fact alter the performance of the SAR-GMTI algorithm.
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Figure 4.8: Before DPCA using heterogeneous distributed ground clutter with target mov-
ing in the along-track dimension.
Figure 4.9: DPCA applied to heterogeneous distributed ground clutter with target moving
in the along-track dimension.
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4.3.3 Homogeneous Clutter with Target Motion in the Cross-Track
Dimension
In Fig. 4.10 the SAR image from the leading channel is shown for the case of homogeneous
distributed ground clutter but with the target motion in the cross-track dimension. The
target maintained the same velocity profile as in the previous examples. It can be seen that
rather than displacing far from the true target location the energy now appears smeared
along the cross-range dimension.
In Fig. 4.11 the DPCA SAR image is shown. Unlike the along-track results the
imagery suffers from much more residual clutter. The side-lobe energy of the target and
smearing of the target are also amplified. This example shows the dependency of target
geometry in terms of SAR-GMTI performance.
Figure 4.10: Before DPCA using homogeneous distributed ground clutter with target mov-
ing in the cross-track dimension.
42
Figure 4.11: DPCA applied to homogeneous distributed ground clutter with target moving
in the cross-track dimension.
4.3.4 Heterogeneous Clutter with Target Motion in the Cross-Track
Dimension
In Fig. 4.12 the SAR image from the leading channel for the case of heterogeneous dis-
tributed ground clutter is shown for the target trajectory in the cross-track dimension. As
in the previous example the target energy smears in the cross-range dimension. Again the
overall ground features in the imagery appear more as a speckle than the homogeneous
case.
The DPCA SAR imagery in Fig. 4.13 again shows a strong amount of residual clutter
as opposed to the case of the target traveling in the along-track dimension. Visually Com-
paring to the results in Fig. 4.11 there appears to be a stronger presence of residual clutter
in the case of heterogeneous distributed clutter. This reiterates the impact of target motion
and clutter statistics on SAR imagery after performing SAR-GMTI.
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Figure 4.12: Before DPCA using heterogeneous distributed ground clutter with target mov-
ing in the cross-track dimension.
Figure 4.13: DPCA applied to heterogeneous distributed ground clutter with target moving
in the cross-track dimension.
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4.3.5 Estimated SINR
In Figs. 4.15 and 4.16 the estimated SINR curves were generated for both the before and
after DPCA SAR imagery. The experiments were each repeated a total of four times and the
standard error was computed. It’s immediately clear that both cases resulted in SINR curves
that don’t follow a traditional GMTI detection curve or show any particular trend. This is
most likely attributed to the use of the Sobel gradient to differentiate target energy from
clutter energy. As can be seen in Fig. 4.14 the Sobel gradient was efficient at identifying
most of the target energy from the SAR image in Fig. 4.13, however, there is a large number
of pixels along the target smearing that were erroneously omitted. Additionally, most of
this energy in the DPCA image appears to accentuate some of the side lobe energy rather
than attenuate it and should perhaps not be included in the classification of target energy.
After DPCA it can be seen that the estimated SINR appears to be higher for the case
of heterogeneous versus homogenous. This is counter-intuitive considering the imagery
visually suggests a better performance for the homogeneous case as opposed to the hetero-
geneous case. It is also shown that the SINR in both cases was estimated to be higher for
the cross-track case than the along-track case as expected since the target energy is drasti-
cally smeared in the cross-range dimension and much more dominate than the along-track
case.
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Figure 4.14: Binary Sobel gradient for the DPCA SAR Image from Fig. 4.13.
Figure 4.15: Estimated SINR before DPCA of each test case with the standard error of 4
repeated measurements.
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Figure 4.16: Estimated SINR after DPCA of each test case with the standard error of 4
repeated measurements.
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Conclusion
5.1 Summary
The methodology presented in chapter III has been shown to produce DPCA results that
show a dependency on the target geometry and clutter distribution. In these examples the
SINR was estimated to be larger for the case of the target traveling in the cross-track dimen-
sion and when the ground plane follows a heterogeneous clutter distribution. Additionally,
the DPCA algorithm is shown to be a simple and effective approach for detection of mov-
ing targets in the presence of both homogeneous and heterogeneous clutter. Examining the
different test cases of clutter statistics in chapter IV shows the impact of both target and
clutter characteristics on the DPCA algorithm in the simulated environment. The inclu-
sion of the compound-K distribution in the heterogeneous ground clutter simulations also
show an increase in speckle versus the Normally distributed homogeneous case. It has been
shown that DTED and NLCD maps provide complimentary information that can be used
in a physical-optics ray tracing software such as RaiderTracer to provide SAR-GMTI data
sets.
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5.2 Recommendations for Future Work
Due to the number of topics involved within this study there are numerous avenues that
could be pursued in future efforts. For example, this work proposed a methodology to study
the effects of clutter statistics on SAR-GMTI, however, the inclusion of a more robust clut-
ter model of the exact terrain being modeled would provide a more desirable test case and
better compliment the DTED and NLCD data sets. As previously mentioned the clutter
models and legacy clutter measurements provide a good baseline to understanding the be-
havior of clutter. However the legacy clutter and more recent efforts still pose a challenge
in terms of implementation in a SAR-GMTI simulation. In some cases the available clut-
ter models do not always represent parameters commonly associated with high-resolution
SAR imagery. In other cases the clutter models may be modeled at common SAR frequen-
cies but may lack the desired geometry or clutter-type. An ideal case would be to use an
empirical clutter model created for a site-specific clutter type and incorporate the corre-
sponding DTED model as the ground plane. This would provide a baseline to compare
the simulation to truth data as well as allow for complimentary simulation parameters that
better suit the clutter model.
To further increase the robustness of the simulations it would be of interest to in-
corporate more realistic target motion within the scene. For this work the target motion
was simply constant and linear in either the along-track or cross-track dimension. How-
ever it is unlikely that a target maintains such a heading or velocity profile. It was shown
that the target velocity and trajectory play a prominent role in the image phenomenology.
Increasing the complexity of the target trajectories would provide further insight into SAR-
GMTI performance with respect to target motion. It was previously shown in Fig. 1.3
that an accelerating target will create additional phase errors in the image formation pro-
cess that results in additional cross-range smearing. The incorporation of an accelerating
target would also provide further insight into the impact of target motion on SAR-GMTI.
Lastly, the inclusion of multiple moving targets of varying velocity profiles, accelerations,
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and trajectories would further elevate the robustness of the simulation.
The simulations could also be improved by including additional structures such as
bridges, buildings trees, and other common man-made objects. The DTED maps provide
a foundation of surface roughness but lack structures that would cause strong stationary
returns. As an example, in Fig. 3.4 the location of the SAR-GMTI simulation includes a
highway, lake, and man-made objects such as buildings and silos from a nearby farm or
industrial park. These structures are not considered ground height information and there-
fore are excluded from the CAD models. Simple canonical shapes could be incorporated
into the simulation to provide scattering from these types of structures. In terms of SAR-
GMTI this would be of great value to compare the performance of multiple algorithms. As
mentioned in [9] there are other methods such as AT-InSAR that have been shown to better
attenuate stationary clutter such as buildings and other large scattering structures compared
to the DPCA technique used in this work.
Lastly, the manner in which the SINR is calculated could benefit from a more so-
phisticated and optimized detection process. In this work the Sobel gradient provident an
elementary approach to detect target pixels, however, in some cases the threshold to gen-
erate a binary image caused overlap between clutter and target energy. If the threshold is
set too low the target pixels will be incorrectly omitted. If the threshold is set too high the
indexed energy will incorporate the surrounding clutter energy. The Sobel gradient per-
formed quite well for the case of the target moving in the along-track dimension, however,
when the target geometry causes a large amount of cross-range smearing the Sobel gradient
doesn’t perform as well. This is mostly attributed to the increased presence of the side-lobe
energy of the DPCA output. Thus for this work the SINR is simply an approximation.
There are many different edge detection algorithms that could be implemented to provide
a better estimate of the SINR. The author of [21] provides an overview of a few common
classic edge detection methods using both gradient and wavelet based approaches.
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