This paper proposes a general linear dual-rate structure for multirate signal processing, which encompasses the usual multirate building blocks { expanders, LTI lters, decimators, and their cascade combinations { as special cases. Structural properties of such dual-rate systems are studied in detail; in particular, several equivalent implementation structures are proposed: (1) cascade connections of a block expander, a linear periodically time-varying system, and a block decimator; (2) vector sample-rate changers; (3) cascade connections of an expander, certain linear switching time-varying system, and a decimator.
Introduction
Traditional multirate building blocks in digital signal processing 8, 33] are decimators (downsamplers), expanders (upsamplers), and LTI lters, with possibly some summing junctions.
An example is the fractional sample-rate changer shown in Figure 1 , where " m is the ex- pander by a factor m, # n the decimator by n, and F a suitable LTI lter. The output sample rate is m=n times the input sample rate.
Such rate changers are not only useful in their own right 30], e.g., sample-rate conversion for bandlimited signals, they are also fundamental building blocks for multirate lter banks with uniform 8, 33] or nonuniform 26, 17] bands. Multirate signal processing has been studied a great deal, see recent books 18, 1, 21, 33, 9, 35, 32] and their references.
The rate changer in Figure 1 is in fact a dual-rate system with the input-output property that shifting the input (u) by n samples results in shifting the output (y) by m samples. Such a property is de ned as (m; n)-shift invariance, which is a generalization of time invariance for single-rate systems { if m = n = 1, a linear, (m; n)-shift-invariant system reduces to an LTI system. Consider two classes of dual-rate systems: the class associated with the structure in Figure 1 , namely, the systems which are characterized by " m, LTI lter F, and # n, and the class of linear, causal, dual-rate systems shown in Figure 2 , in which the notation \G : (m; n)" means that G is (m; n)-shift-invariant. Is the latter more general than the former? Or, is it always possible to realize a causal, dual-rate linear system in Figure 2 by the structure in Figure 1 with the expander " m, some LTI F, and the decimator # n? The answer is positive if the two integers m and n are coprime and negative otherwise 29] , in this case m and n have some non-trivial common factor. As an simple example, if m = n = 2, a linear, (m; n)-shift-invariant system becomes a linear periodically time-varying (LPTV) system with G : (m; n) --u y Figure 2 : A general dual-rate system. period 2; but it can be shown that the structure in Figure 1 in this case always represents an LTI system. The class of dual-rate systems in Figure 2 are more general than the structure in Figure 1 and are especially interesting when m and n have common factors. In this paper, we study such (m; n)-shift-invariant systems in detail and use them as the fundamental building blocks for multirate systems. One main contribution of this paper is to show that such (m; n)-shiftinvariant systems are realizable by using either block expanders and decimators and LPTV systems or traditional expanders and decimators and certain linear switching time-varying systems.
Advantages of the more general setup have been already observed: Khansari and LeonGarcia 15, 16] and Nayebi et. al. 25 ] used LPTV lters and block decimators and expanders in lter-bank systems; in particular, Khansari and Leon- Garcia 16] showed that using general synthesis systems in a FIR lter bank, perfect reconstruction is possible if and only if the analysis lters have no common zero (note that this condition is necessary but not su cient for perfect reconstruction 36] using traditional building blocks); Xia and Suter 37, 38] later systematically studied block sampling in a more general setting using vector lter banks; Shenoy 29] showed that using general structures one can achieve what is otherwise impossible in design of fractional rate changers and also pointed out that the structural dependency in designing nonuniform lter banks 17, 4, 5] disappears when general structures are used for analysis and synthesis.
As an application of the general dual-rate systems, consider the three-channel nonuniform lter bank shown in Figure 3 , where the analysis and synthesis lters H i and F i are all LTI and causal. Hoang and Vaidyanathan 13] showed that the decimation integers, f2; 3; 6g, form an incompatible set; i.e., it is impossible to achieve alias cancelation by designing the six lters, let alone perfect reconstruction. Also, a design di culty called structural dependency arises in this setup 17, 4, 5] ; this can be seen later after blocking the system to get the 6 6 equivalent transfer matrix.
However, if appropriate dual-rate systems are used for analysis and synthesis as shown in Figure 4 , the di culties encountered using the structure in Figure 3 no longer exist. This is because four of the six dual-rate lters used in Figure 4 , H 0 ; H 1 ; F 0 and F 1 , have common factors in their m and n and hence are more general; they allow extra freedom in system design. In this case, optimal design based on model-matching theory, which was advocated in 30] for multirate lter design and in 6] for uniform lter-bank design, can be accomplished with relative ease { detailed discussion to be given later. Brie y, the paper is organized as follows. Section 2 de nes precisely what we mean by dual-rate systems and studies their fundamental properties such as shift invariance and causality; the blocking technique is used to convert the dual-rate systems into equivalent LTI systems. Section 3 shows that any linear dual-rate system can be realized by cascading a block expander, an LPTV system, and a block decimator, establishing the connection to block sampling used in 16]. Section 4 gives a connection between dual-rate systems and vector decimators and expanders, and multivariable LTI systems, which were studied in vector lter banks in 37, 38] . In Section 5, we introduce a special class of LPTV systems called linear switching time-varying (LSTV) systems and prove the fact that any linear dual-rate system can be realized by cascading a traditional expander, an LSTV system, and a traditional decimator. Section 6 applies the general structures to nonuniform lter banks and shows that several limitations encountered when using traditional building blocks can be eliminated; an optimal design example is also given. Finally, in Section 7 we o er some concluding remarks.
General Dual-Rate Systems
Dual-rate systems are to be used as fundamental building blocks for multirate systems. In this section we study basic concepts of linear dual-rate systems such as shift invariance, causality, and their various representations.
Let`be the space of discrete-time signals de ned on the set of all integers. A signal x iǹ is written f ; x(?2); x(?1) jx(0);x(1);x(2); g; the vertical bar separating the time from k = 0. A linear system G is regarded as a linear transformation mapping`to itself, written y = Gu. It is a dual-rate system if the output and input have di erent sample rates { in this paper we shall make the assumption that the ratio of the two rates is a rational number, say, m=n; i.e., the output sample rate is m=n times the input sample rate.
A linear, dual-rate system G can be always represented by a kernel function g(k; l): y = Gu , y(k) = X l g(k; l)u(l); 8k: (1) Shift Invariance
To de ne shift invariance precisely, let U be the unit time delay on`with transfer function z ?1 . For a linear, dual-rate system G with output and input sample-rate ratio m=n, we de ne G to be (m; n)-shift-invariant if GU n = U m G: (The two integers m and n need not be coprime.) This means that shifting the input by n samples results in shifting the output by m samples. In terms of the kernel functions, (m; n)-shift invariance is characterized by the following relation g(k + m; l + n) = g(k; l); 8k; l: : (2) L p maps`to`p, the external direct sum of p copies of`. If the underlying period for x is h, the underlying period for the blocked signal x is ph. The inverse L ?1 p , mapping`p to`, amounts to reversing the operation in (2).
Let G be linear, dual-rate, and SISO (single-input, single-output). Block the input and output appropriately to get the blocked system G := L m GL ?1 n , which has n inputs and m outputs. It is a well-known fact that G is LTI i G is (m; n)-shift-invariant 20, 24, 34] . Hence if G is (m; n)-shift-invariant, G has an m n transfer matrix: 
:
The entries in this matrix relate to the kernel function g(k; l) of G as follows:
Causality
Causality of a dual-rate system G re ects implementability of the system in real time. Let G have input u and output y. Because the ratio of the sample rates of y and u is m=n, we can take the sample periods of u and y to be mh and nh, respectively, where h is some real number. Assuming both u and y are synchronized at time t = 0, we have that u(k) occurs at time t = k(mh) and y(k) at t = k(nh). Thus G is causal if for any k, the output y(k) depends only on inputs occurred at t k(nh), or on u(l) for all l satisfying lm kn. Similarly, G is strictly causal if y(k) depends only on u(l) for all l such that lm < kn.
In terms of the kernel function in (1), G is causal i g(k; l) = 0 whenever kn < lm; (4) and is strictly causal i g(k; l) = 0 whenever kn lm: If the linear, dual-rate system G is both (m; n)-shift-invariant and causal, the blocked system G is LTI and causal. Moreover, the direct feedthrough matrix G(1) = 
must have a block lower-triangular structure due to causality. This is called causality constraint 19, 7] and can be derived from equations (4) and (3):
D ij = 0 whenever in < jm: (6) As an example, consider the rate changer in Figure 1 with m = 2, n = 3, and F being LTI and causal. It follows that the overall (dual-rate) system is (2; 3)-shift-invariant and causal. Introduce the 6-fold, type-1 polyphase decomposition 33] ofF(z),
the polyphase componentsF i (z) being causal. Then the blocked dual-rate system has the transfer matrix 14, 4, 5] (7) Note that this matrix contains all six polyphase components due to the coprimeness of m and n (to be seen later); note also that the (0; 1), (0; 2), and (1; 2) entries are all strictly causal, which shows causality of the dual-rate system.
From now on, we shall restrict our attention to linear, dual-rate systems which are shiftinvariant, causal, and moreover, whose blocked transfer matrices have real-rational functions of z as their entries. All such transfer matrices have state-space models x(k + 1) = Ax(k) + Bu(k); (8) y(k) = Cx(k) + Du(k); ; and D is the same as the right-hand matrix in (5) satisfying the causality constraint in (6).
The state-space model in (8-9) is for the blocked system. The corresponding di erence equations for the original dual-rate system are as follows:
These equations can be used to implement the dual-rate system: The input u is updated every mh seconds, the vector x every mnh seconds, and the output y every nh seconds. Such systems are implementable on, e.g., general-purpose DSP cards, with only nite memory.
The state-space model in (8-9) (6) for causality. From here one can also write down the corresponding equations for the original system relating y to u.
In this paper, we use the blocking technique consistently for treating dual-rate systems. An alternative technique is based on alias-component (AC) matrices in the frequency domain; we refer to Shenoy 28, 29] , Shenoy et al. 30] , and Reng 27] for recent studies along this direction.
Finally, we make some remarks on using dual-rate systems as building blocks for multirate signal processing systems. The class of dual-rate systems we are interested are SISO, causal, and (m; n)-shift-invariant, where m and n range over all positive integers. Traditional building blocks are decimators, expanders, and LTI lters, all SISO. They are all special cases of dualrate systems: The decimator # n is (1; n)-shift-invariant and causal; the expander " m is (m; 1)-shift-invariant and causal; any LTI lter is (1; 1)-shift-invariant. However, general LPTV systems with period m are dual-rate systems they are (m; m)-shift-invariant] but cannot be constructed using decimators, expanders, and one SISO, LTI lter. In this sense, we conclude that dual-rate systems are more general building blocks for multirate systems.
Realization via Block Decimation and Expansion
In this section, we establish the connection between dual-rate systems discussed in the preceding section and the generalized elements: block decimators, block expanders, and LPTV systems; these generalized elements have already been studied in multirate lter banks 15, 16, 25, 37] . The result in this section also provides a way for realizing general dual-rate systems.
Let us rst consider the special case when m and n are coprime. Then the structures in Lemma 1 If m and n are coprime, any linear, (m; n)-shift-invariant system in Figure 2 is realizable by the cascade structure in Figure 1 of the expander " m, an LTI lter F, and the decimator # n. This is already a known result, which was proven, e.g., as a lemma in 5] from a di erent perspective.
A linear, dual-rate system which is (m; n)-shift-invariant cannot be represented by the structure in Figure 1 for some LTI F, if m and n have non-trivial common factor 29]. In this case, as we will show, block decimators and expanders, and LPTV systems should be used instead.
Two positive integers p and q characterize the block decimator shown in Figure 5 , where q represents the block size and p the decimation ratio. For any integer k, the input-output # (p; q) --u y Let G be any linear, dual-rate system which is (m; n)-shift-invariant. If m and n are not coprime, we can nd the largest common factor q and write m = mq, n = nq, so that m and n are coprime. Thus we can state the main result of this section:
Theorem 1 The dual-rate system G is realizable by the cascade structure, shown in Figure 7 , of the block expander " ( m; q), a single-rate, LPTV system F with period q, and the block decimator # ( n; q). Note that if m and n are coprime, then q = 1. In this case, the structure in Figure 7 reduces to that in Figure 1 with F LTI; and the theorem reduces to Lemma 1.
Proof of Theorem 1 In the following we shall outline the main steps in the proof. First it can be veri ed that the overall system in Figure 7 , S : u 7 ! y, is dual-rate, (m; n)-shiftinvariant. To show that this structure can be used to represent any dual-rate, (m; n)-shiftinvariant system G, it su ces to show that by proper choice of the LPTV F, the transfer matrix for the blocked system S := L m SL ?1 n can match any given m n transfer matrixĜ(z) (the blocked system for G); or equivalently, the mn entries inŜ(z) can be arbitrarily selected.
For ease of reference in equations, let us write the block expander in Figure 7 as E m;q and the block decimator D n;q . Then S = D n;q FE m;q . In order to nd S, note rst that ; (11) where D n is simply # n and E m is " m. Let P ?1 n;q : (12) Based on equations (10-12), we can write P ?1 n;q :
From here, the inner three matrices together can be viewed as ablock system, the (i; j) block being L m D n F ij E m L ?1 n ; which is m n and whose entries are arbitrarily assignable by proper choice of the LTI F ij because m and n are coprime (Lemma 1). Hence the inner three matrices together can match any given transfer matrix; so can S because P m;q and P n;q are permutation matrices. Thus the proof is completed.
2
The proof supports a procedure to compute the LPTV F if the dual-rate system G is given. To illustrate, consider the case with m = 4 and n = 6: Given the 4 6 blocked transfer matrix Ĝ ij (z)], we want to realize G via the structure in Figure 7 with m = 2, n = 3, and q = 2, or more precisely, nd the LPTV F with period 2. and F is a multivariable (vector) LTI system with q inputs and q outputs. The structure in Figure 8 relates to the dual-rate system G through q-fold blocking:
Theorem 2 The blocked dual-rate system, L q GL ?1 q , is realizable by the structure in Figure 8 for some LTI F. Proof By Theorem 1, G can be represented by the structure in Figure 7 for some LPTV F with period q: G = D n;q FE m;q , following the notation in the proof of Theorem 1. Thus the last equality follows from (11) . Identifying F = L q FL ?1 q , which is LTI because F is LPTV with period q, completes the proof. 2
The converse of Theorem 2 is also true: One can represent the vector sample-rate changer in Figure 8 through blocking a dual-rate system. Thus the two structures are equivalent in this sense.
Connecting with Theorem 1, we also conclude that the structure in Figure 7 based on block sampling and the one in Figure 8 based on vector processing are equivalent through blocking. At this point, one may wonder why Xia and Suter 37] showed that their vector lter banks, which are built with structures in Figure 8 , are more general than those in 16] using block sampling. This is because LTI lters were used in 16] for constructing the lter banks. Had LPTV lters been used appropriately according to Theorem 1, the two lter bank structures would have been equivalent.
Realization via Linear Switching Time-Varying Systems
In the preceding two sections, we presented two structures which can be used to implement a general dual-rate system: The rst one uses block decimation and expansion and the second uses vector decimation and expansion. The problem with the rst is that real-time implementation of the block decimator and expander is technically demanding: The block decimator requires certain storage function and the block expander is noncausal, if the input and output samples are uniform in time. (These problems seem to disappear if input and output samples are allowed to be nonuniform in time.) The disadvantage of the second structure is that blocking is required to convert a SISO system to a multivariable (vector) system. If m and n are already coprime, Lemma 1 states that any (m; n)-shift-invariant system can be implemented by the structure in Figure 1 using only the traditional decimator and expander. If m and n are not coprime, can we make use of a similar structure with traditional decimator and expander and some SISO system F? The answer is positive; but we need to consider a special class of LPTV systems for F, which are called linear switching time-varying (LSTV) systems. With these LSTV structures, the above mentioned disadvantages associated with Figures 7 and 8 are eliminated.
For two positive integers r and s, an r; s]-LSTV system F, represented in Figure 9 , consists of r LTI subsystems, F 0 ; F 1 ; ; F r?1 , and a switching device as depicted in Figure 10 ; j = 0; 1:
Then it follows from (3) and (16) thatF (z) can be formed by putting together the rst two columns ofF 0 (z) and the last two columns ofF 1 (z):
Note that if this matrix is partitioned into two 4 2 submatrices, each submatrix is pseudocirculant column-wise but not row-wise. This observation generalizes in the obvious way for the LSTV structure in Figure Now we are setup to state and prove the main result of this section: Any general dual-rate system can be implemented by an LSTV system along with some traditional decimator and expander.
Let G be any linear, dual-rate system which is (m; n)-shift-invariant; write m = mq and n = nq for some integer factor q so that m and n are coprime: Theorem 3 The dual-rate system is realizable by the cascade structure, shown in Figure 11 , of the expander " m, some q; m n]-LSTV system F, and the decimator # n.
Proof It is easy to check that H := D n FE m is dual-rate, (m; n)-shift-invariant, where D n =# n and E m =" m. To show that this structure can be used to realize any (m; n)-shiftinvariant system G, it su ces to show that the blocked system, H = L m HL ?1 n , has an m n transfer matrix whose elements are all freely assignable by proper choice of F. Now
To relate this to the blocked system of F in Lemma 2, de ne two linear transformations K n and J m as block diagonal matrices:
K n = block diag 
Equations (17) and (18) where F has an ( m nq) ( m nq) transfer matrixF(z) studied in Lemma 2. Note that pre-and post-multiplyingF(z) by K n and J m , respectively, amount to extracting an m n matrix fromF(z) by taking rows numbered 0; n; 2 n; ; (m ? 1) which implies that n divides j 2 ? j 1 , which implies with (22) in turn that j 1 = j 2 .
The above shows that the elements inĤ 0 (z) are all independent; similarly for the other blocks in (19) .
2
To get the ( m nq)-fold blocked system F , according to Lemma 2, we need the ( m nq)-fold polyphase components of the subsystems F j , j = 0; 1; ; q ?1. Every one of those polyphase components appear exactly once inĤ(z). Hence, if the structure in Figure 11 is used to realize a dual-rate, (m; n)-shift-invariant system G, there exists a one-to-one correspondence between the dual-rate G and the set of subsystems of F, fF 0 ; F 1 ; ; F q?1 g. A procedure outlining this correspondence can be given based on the proof of Theorem 3.
Nonuniform Filter Banks
In this section we study using the general structures in nonuniform lter banks to achieve what are otherwise impossible.
Consider the three-channel nonuniform lter bank in Figure 3 , built via traditional blocks. It is shown that this system is incompatible 13] and hence alias cancelation is impossible using LTI and causal lters, let along perfect reconstruction. Let the lter bank system u 7 ! y in Figure 3 be G. To see the structural dependency constraint, we need to compute the blocked transfer matrix for G := L 6 GL ?1 6 . Bring in the 6-fold, type-1 polyphase decompositions 33] for the analysis and synthesis lters: 
Note the structural dependency: The rst three columns inF (z) are mutually dependent and so are the next two columns; similarly, the rst three rows inĤ(z) are mutually dependent and so are the next two rows. The structural dependency poses a di culty in design 5].
Shenoy 29] rst observed that structural dependency disappears if more general structures are used. Now we propose to use general dual-rate systems as in Figure 4 to replace the analysis and synthesis subsystems; note the way Figure 4 is constructed: Each channel has the same decimation ratio as the corresponding channel in Figure 3 , but all three analysis subsystems have the same n, the least common multiple of the three decimation integers f2; 3; 6g in Figure 3 ; this way H 0 , H 1 , F 0 and F 1 in Figure 4 are more general because they have common factors in their m and n. Denote the system u 7 ! y in Figure 4 by T. It is easily veri ed that T is LPTV with period 6; the equivalent blocked system (T = L 6 TL ?1 6 where H and F are both LTI and 6 6:Ĥ(z) is the analysis matrix andF(z) the synthesis matrix. Note that all entries inĤ andF are freely designable (no structural dependency).
Hence T can perfectly match any causal, LPTV system with period 6; in particular, it can perfectly match any time-delay system by proper choice of the dual-rate systems. Therefore, perfect reconstruction for the structure in Figure 4 is possible. It is worth noting that if dual-rate structures are used to build nonuniform lter banks as suggested in Figure 4 , the blocked lter-bank systems have the formF(z)Ĥ(z), where no structural constraints exist among the elements in the two matricesF(z) andĤ(z). This situation is very similar to the polyphase matrix representation of uniform lter banks. Hence, design techniques for uniform lter banks are immediately applicable.
A more interesting scenario is perhaps given in Figure 12 in which the analysis structure in Figure 3 is combined with the synthesis structure in Figure 4 . Is perfect reconstruction possible in this case?
The answer is positive and is illustrated by the simple example below. (Note that it su ces to construct an analysis lter bank so that the corresponding analysis matrixĤ has no nite unstable zeros; then we just take the synthesis matrixF to beĤ The associated analysis matrix can be computed from (23): H(z) = 
It follows thatF (z)Ĥ(z) = z ?1 I and hence the system achieves perfect reconstruction with time delay z ?6 . The synthesis matrix in (25) is not subject to the structural dependency constraint as in (24) and hence does not give rise to the traditional synthesis structure in Figure 3 ; it corresponds to some general dual-rate structures in Figure 12 .
The above observation can be generalized to nonuniform multirate lter banks with multiple channels and arbitrary fractional decimation ratios 26, 17, 5] :
If the synthesis subsystems are replaced by appropriate dual-rate structures, incompatibility 13] and structural dependency 17, 5] disappear; and perfect reconstruction is always possible.
One advantage of eliminating structural dependency is to allow optimal design of synthesis systems; we conclude this section by considering such a design example. We use the structure in Figure 12 and pre-select the linear-phase, FIR analysis lters: H 0 (order 40) is lowpass with cuto frequency ! = =2; H 1 (order 30) is bandpass with passband =2 ! 5 =6; H 2 (order 14) is highpass with cuto frequency 5 =6. All three lters are designed using MATLAB function fir1 with their magnitude Bode plots given in Figure 13 . whereT d (z) is the 6-fold blocked time-delay system,Ĥ(z) the associated 6 6 analysis matrix given in (23),F (z) the associated 6 6 synthesis matrix with no structural dependency, and the norm is the H 1 norm 11, 12] (the peak maximum singular value of the frequency-response matrix). The later optimization problem is solvable 11, 12] by, e.g., the MATLAB software { -Analysis and Synthesis Toolbox 2].
For good reconstruction error (J opt ), we take the ideal time delay to beT d (z) = z ?80 . The H 1 optimization then yields a reconstruction error J opt = 0:31%. This means 22] that the maximum alias and magnitude distortions, de ned appropriately as in 22], of the designed system are both 0:31% and the phase distortion is sin ?1 (0:31%) = 0:18 . Of course, the synthesis systems designed use the general dual-rate structures.
Conclusion
In this paper we proposed dual-rate systems as general building blocks for multirate signal processing. Several structures implementing such dual-rate systems were studied in detail. The work in this paper provides a uni ed framework for using several generalized elements such as block decimation and expansion, LPTV ltering, and vector sample-rate changers, which have already found applications in multirate lter banks 16, 25, 37] . The advantages of such general dual-rate systems in nonuniform lter banks were illustrated: Channel incompatibility 13] and structural dependency 17, 5] are removable by proper use of the dual-rate structures.
The structures studied in this paper fall into the general class of LPTV systems. This fact is essential for using the blocking technique to relate to equivalent single-rate, LTI systems which are necessarily multivariable. The techniques in this paper are not directly applicable to more general structures which are not periodically time-varying; examples of such systems include the linear time-varying lter banks studied in 31] and the references therein. For the time-varying multirate systems, time-domain techniques are proven to be more e ective.
