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There has been a recent surge of interest and progress in creating subwavelength free-space op-
tical potentials for ultra-cold atoms. A key open question is whether geometric potentials, which
are repulsive and ubiquitous in the creation of subwavelength free-space potentials, forbid the cre-
ation of narrow traps with long lifetimes. Here, we show that it is possible to create such traps.
We propose two schemes for realizing subwavelength traps and demonstrate their superiority over
existing proposals. We analyze the lifetime of atoms in such traps and show that long-lived bound
states are possible. This work opens a new frontier for the subwavelength control and manipulation
of ultracold matter, with applications in quantum chemistry and quantum simulation.
Coherent manipulation of atoms using light is at the
heart of cold-atom-based quantum technologies such as
quantum information processing and quantum simula-
tion [1, 2]. The most commonly used methods to trap
atoms optically are based on the AC Stark shift induced
in a two-level system by an off-resonant laser field, which
provides a conservative potential that is proportional to
laser intensity. The spatial resolution of such a trapping
potential is diffraction-limited, unless operated near sur-
faces [3–8]. In contrast, a three-level system with two
coupling fields offers more flexibility and can generate a
subwavelength optical potential even in the far-field: al-
though the intensity profiles of both laser beams involved
are diffraction-limited, the internal structure of the state
can change in space on length scales much shorter than
the wavelength λ of the lasers [9–18]. Such subwavelength
internal-state structure can lead to subwavelength poten-
tials either by creating spatially varying sensitivity to a
standard AC Stark shift [19] or by inducing a conserva-
tive subwavelength geometric potential [20–22].
Trapping atoms in the far field on the subwavelength
scale may allow for the realization of Hubbard-type mod-
els with increased tunneling and interaction energies
[3, 7, 8, 23, 24], which in turn would relax require-
ments on the temperature and coherence times in such
experiments. Subwavelength traps can also be useful in
atom-based approaches to quantum information process-
ing [25, 26] and quantum materials engineering, as well
as for efficient loading into traps close to surfaces [3–
8]. The use of dynamically adjustable subwavelength
tweezers [27, 28], in which atoms can be brought together
and apart, can also enable controlled ultracold quantum
chemistry [29–31].
To trap atoms on a subwavelength scale, the optical
potential must provide a local minimum. The geometric
scalar potential associated with laser-induced internal-
state structure is always repulsive and increases in mag-
nitude as its spatial extent is reduced. This repulsive
contribution must be considered when engineering attrac-
tive subwavelength optical potentials. A trap based on
the combination of AC Stark shift and subwavelength lo-
calization [9–16, 32–52] within a three-level system was
proposed in Ref. [19], but the geometric potentials arising
from non-adiabatic corrections to the Born-Oppenheimer
approximation [20, 21] were not considered. In this Let-
ter, we show that even with the repulsive non-adiabatic
corrections, attractive subwavelength potentials are still
possible. We also propose two alternative schemes for the
generation of traps that offer significantly longer trapping
times as compared to the approach of Ref. [19]. We an-
alyze the performance of all three approaches and show
that 8nm-wide traps offering 10ms trapping times are
within reach. Compared with near-field methods, our
far-field approach not only avoids losses and decoherence
mechanisms associated with proximity to surfaces, but
also provides more flexibility in time-dependent control
of the shape and position of the trapping potentials and,
additionally, works not only in one and two but also in
three dimensions.
Model.—We start with a single-atom Hamiltonian
H = Hal(x) +
p2
2m
, (1)
where m is the mass, p is the momentum, and Hal de-
scribes the atom-light interaction. We will consider three
schemes shown in Fig. 1: (a) electromagnetically induced
transparency (EIT), (b) blue-detuned AC-Stark, and (c)
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2FIG. 1. (a) Level diagram for the EIT scheme, showing a spa-
tially homogeneous field Ωp [blue bar] and a spatially varying
field Ωc(x) = Ω0(1− e−x2/σ2)1/2 [red bar with gradient]. Γ is
the linewidth of the excited state. (b) Level diagram for the
blue-detuned AC-Stark scheme. The intermediate state |r〉 is
dressed by coupling it to the excited state |e〉 with a spatially
dependent Ωc(x) = Ω0(1 − e−x2/σ2)1/2 and a large detuning
∆ Ωc, which gives rise to a light-shift Ω2c(x)/∆ of state |r〉.
The ground state |g〉 is coupled to state |r〉 with a spatially
uniform Ωp and detuning δ = 0. (c) Level diagram for the
red-detuned AC-Stark scheme [19]. The difference from (b)
is that Ωc(x) = Ω0e−x
2/(2σ2) is maximal at x = 0 and that
|∆|  Ωc, δ now indicates the amount of red detuning. More-
over, the detuning δ = Ω20/∆ is chosen to exactly compensate
for the light-shift of |r〉 at x = 0. (a’,b’) Sketches of the rel-
evant eigenstates (atom depicted by a green ball is trapped
in the blue potential): (a’) for the (a) scheme; (b’) for the
(b) scheme, which for x < w is equivalent to the (c) scheme.
Although E± are diffraction limited, E0 has subwavelength
shape characterized by width w, which can be expressed us-
ing the enhancement factor defined as s = σ/w.
red-detuned AC-Stark [19]. For the EIT scheme (~ = 1),
Hal =
 δr 0 Ωc(x)0 0 Ωp
Ωc(x) Ωp ∆
 (2)
in the basis of bare atomic states {|r〉 , |g〉 , |e〉}, where
2Ωp and 2Ωc(x) are Rabi frequencies of a spatially ho-
mogeneous probe field and a spatially-varying control
field, respectively. For the two AC-Stark schemes, in the
limit of large single-photon detuning |∆|  Ωc(x),Ωp, |δ|
[see Fig. 1(b,c)], the intermediate state |e〉 can be adi-
abatically eliminated, resulting in an effective two-state
Hamiltonian
Hal =
(
δ − Ω2c(x)∆ Ωp
Ωp 0
)
(3)
in the {|r〉 , |g〉} basis.
Within the Born-Oppenheimer approximation, we first
diagonalize Hal which leads to position-dependent eigen-
states. Non-adiabatic corrections give rise to geometric
scalar U and vector A potentials, defined as U = R†∂2xR
and A = iR†∂xR, where R is a unitary operator diago-
nalizing Hal [20, 21]. The resulting Hamiltonian is given
by H ′ = R†HR = R†HalR+ U(x) + p
2
2m − A(x)pm . Below,
we focus on the potential R†HalR+U(x) experienced by
three-level atoms under three different schemes.
EIT scheme.—In Refs. [20–22], subwavelength barri-
ers were considered in the EIT configuration assuming
two-photon resonance, i.e. δr = 0 in Fig. 1(a). The
approximate dark state |D〉 ∝ Ωc(x) |g〉−Ωp |r〉 then ex-
periences only a repulsive geometric potential 〈D|U |D〉.
On the other hand, in the presence of a finite detuning
δr for state |r〉, the dark state |D〉 can acquire a neg-
ative energy shift E0(x) with an absolute value greater
than the positive geometric potential. Moreover, we see
that, as we move from large to small x, the state |D〉
changes its character from |g〉 to |r〉 at x = w defined via
Ωc(w) = Ωp. Therefore, for Ω0  Ωp, we can engineer
subwavelength traps with width w  σ. However, at
first glance, it is not obvious whether the additional con-
tribution from the repulsive geometric potential would
cancel the attractive potential. Moreover, the approxi-
mate dark state experiencing the trapping potential can
have a significant admixture of state |e〉, leading to loss.
Below, we address these two issues.
In the following, for simplicity, we set ∆ = 0 because,
for a single trap in the EIT configuration, nearly all re-
sults (except the tunneling losses to the lower dressed-
state |−〉) are ∆-independent. For |δr +U(x)|  Ωp, the
bright states |±〉 are well-separated from the dark state.
In this case, the ground state is composed of the dark
state with a small admixture of bright states, so that the
geometric potential and the energy shift E0 can be calcu-
lated separately, see Fig. 1(a’). Note that, for all schemes,
we will take into account decay Γ of state |e〉 perturba-
tively. We are interested in a spatially dependent [53]
control Rabi frequency Ωc(x) = Ω0(1− e−x2/σ2)1/2. For
small x, Ωc ≈ Ω0x/σ, so that the total effective potential
Vtot = |〈D|r〉 |2δr + UD is equal to
Vtot =
δr
1 + x2/w2
+
1
2mw2
1
(1 + x2/w2)
2 , (4)
where we used UD = 〈D|U |D〉 = 12m
(
Ωp ∂xΩc(x)
Ω2p+Ω
2
c(x)
)2
and
w = σΩp/Ω0. We see explicitly that the trapping poten-
tial has subwavelength width w, which can be character-
ized by the enhancement factor s = σ/w, and that UD is
always repulsive.
3To compare all three schemes, we start by considering
traps that have a specific width w and support a single
bound state. Furthermore, we assume that our maximum
Rabi frequency Ωc(x) is limited to Ω0. In that case, if we
drop factors of order unity, our scheme supports a single
bound state when the kinetic energy Ew = 1/(2mw2) is
equal the depth of the potential Vtot.
The leading source of loss comes from the admixture
of the short-lived state |e〉. There are two processes
leading to this admixture: (1) imperfect EIT due to
δr 6= 0 and (2) non-adiabatic off-diagonal corrections.
Both processes admix |D〉 with |±〉, which in turn have
significant overlap with |e〉. Within second-order per-
turbation theory, the loss rates from processes (1) and
(2) are Γ(1)D ∼ ΓV 2tot/Ω2p and Γ(2)D ∼ ΓUD±Ω2p ∼ Γ
E2w
Ω2p
,
respectively. Here UD± = 〈D|U |±〉 and we used the
fact that, for a trap with a single bound state, the off-
diagonal [21] terms of U are of the same order as Ew.
Thus, up to factors of order unity, the total losses are
ΓD ∼ Γ(1)D + Γ(2)D ∼ ΓE2w/Ω2p. We would like to note
that we can modify the EIT setup so that non-adiabatic
corrections are further suppressed [54] and the only (and
unavoidable) losses come from imperfect EIT. The decay
rate for the bound state can be expressed using Eσ, Ω0,
and s as ΓD ∼ Γs6(Eσ/Ω0)2, where Eσ ∼ 1/(2mσ2).
An additional constraint on available widths w comes
from the fact that our perturbative analysis holds only
for |Vtot| and Ew much smaller than the gap to the bright
states |±〉, leading to Ew  Ωp, which is equivalent to
s3  Ω0/Eσ. Another source of losses is tunneling from
the subwavelength-trapped state [23] to state |−〉, which,
based on a Landau-Zener like estimate [54], is negligi-
ble for s3  Ω0/Eσ. The specific experimental param-
eters will be analyzed after the presentation of all three
schemes.
Blue-detuned AC-Stark scheme.—The second new
schemes we propose is shown in Fig. 1(b) and is de-
scribed by the Hamiltonian (3) with δ = 0. Here, the
intermediate state |r〉 is dressed by coupling it to the ex-
cited state |e〉 with a spatially dependent Rabi frequency
Ωc(x) = Ω0(1 − e−x2/σ2)1/2. Together with a large blue
detuning |∆|  Ωc(x), this leads to a light-shift Ω2c(x)/∆
of state |r〉. At large x, state |0〉 is equal to |g〉; whereas,
at x = 0, it is proportional to |g〉 − |r〉. The light-shift
E0 describing the trapped state |0〉 is equal to
E0(x) = Ωp
(
1
2
( x
w
)2
−
√
1 +
1
4
( x
w
)4)
, (5)
where the width w equals σ/s with
s =
√
Ω20
|∆|Ωp . (6)
Intuitively, the width w is equal to the distance at which
the AC-stark shift is equal to the coupling Ωp.
FIG. 2. Analysis of the blue-detuned AC-Stark scheme [Fig.
1(b)]. (a) The light-shift E0(x), as well as the diagonal and
off-diagonal couplings coming from the non-adiabatic poten-
tial U in Eq. (7) parametrized by α and β. (b) Properties of
the ground state obtained from the effective Hamiltonian and
from the full Hamiltonian (see main text for details). Figures
are shown in units of w and Ew making them applicable to
all s 1.
For this scheme, non-adiabatic potential U is equal to
U =
(
α −β
β α
)
(7)
with α = Ew 4w
2x2
(4w4+x4)2
and β = Ew 6x
4−8w4
(4w4+x4)2
. Note that
the off-diagonal terms are significantly greater than the
diagonal ones (i.e., α < |β|), especially for x . w, as
shown in Fig. 2(a). For Ωp = Ew, which leads to a sin-
gle bound state, we obtain β on the order of the en-
ergy E0(x). Note that our derivation works for arbitrary
fractional probabilities fr = |ψr(x)/ψ(x)|, whereas the
method in Ref. [19] works only for fractional probabili-
ties fr  1, where ψr = 〈r|ψ〉 is the r-component of the
ground-state wave function ψ.
In order to analyze the impact of U , we compare
the ground-state of the effective Hamiltonian Heff =
E0(x) − ∂
2
x
2m without U with the exact solution of the
full Hamiltonian given by Eqs. (1) and (3). Even though
| 〈0|U |+〉 | ∼ Ew ∼ Ωp is large and on the order of the
energy difference E+−E0 ∼ Ωp, we see in Fig. 2(b) that
the probability densities (and therefore the widths) of
the ground states ψeff of Heff and ψGS of the full Hamil-
tonian are nearly the same. However, from the com-
parison of components |g〉 and |r〉 of the ground state
in Fig. 2(b), we see that the trapped atoms are not ex-
actly in the eigenstate |0〉. This partially explains why
the non-adiabatic corrections do not influence the width
of the ground state: the components of the true ground
state are smoother (spatial gradients are smaller) than
than those of the ground state |0〉 of Hal, which leads
to weaker non-adiabatic corrections for the true ground
state. In summary, even though the non-adiabatic po-
tential U can be on the order of Ew for subwavelength
traps, the width of the ground state is only very weakly
influenced by U .
We now turn to the analysis of the trap lifetime. The
4leading contribution to losses comes from the admix-
ture Pe of the short-lived state |e〉. Pe is determined
by the characteristic coupling strength Ωc(w) ≈ Ω0/s
within the trapped region and by the detuning ∆ as
Pe ∼ (Ω0/(∆s))2 ∼ s6(Eσ/Ω0)2. In principle, the con-
dition ∆ > Ω0 might give an upper limit on s, which,
based on Eq. (6), for Ωp = Ew, is s4 < Ω0/Eσ. However,
this is not a constraint for any of the results considered
in this Letter.
Red-detuned AC-Stark scheme.—Finally, we analyze
the third scheme, which was proposed in Ref. [19]. Our
analysis, compared to the original one, takes into account
non-adiabatic corrections and works for arbitrary frac-
tional probabilities. This scheme differs from the blue-
detuned AC-Stark scheme in that: first, the control Rabi
frequency is Ωc(x) = Ω0e−x
2/(2σ2) which, for small x, is
≈ Ω0(1 − x2/(2σ2)); second, the detuning δ = Ω20/∆ is
chosen to exactly compensate for the AC-Stark shift at
the center of the trap [55]; third, the detuning ∆ now
indicates the amount of red detuning. The resulting
E0 w, and s are identical to those in the blue-detuned
AC-Stark scheme, Eqs. (5) and (6). We find that, for
x . w, the non-adiabatic corrections have nearly ex-
actly the same form as in the blue-detuned AC-Stark
scheme and differ only in the sign of the off-diagonal
terms: U =
(
α β
−β α
)
.
To derive the lifetime of this trap, we can set Ωc(x)
to Ω0 within the trapped region, which leads to Pe ∼
(Ω20/∆
2) = (s2Ωp/Ω0)
2 = s8(Eσ/Ω0)
2. This expres-
sion is identical to the one in the EIT and blue-detuned
AC-Stark schemes, except for the more favorable scal-
ing with s in our two schemes (s6 vs. s8), making them
superior. The intuition behind the difference between
the two schemes based on the AC-Stark shift is the fol-
lowing: in the red-detuned AC-Stark scheme, the atoms
are trapped in the region of maximal scattering from
state |e〉, whereas, in our blue-detuned AC-Stark scheme,
atoms are trapped in the region of minimal scattering
from state |e〉.
Atomic levels.—The level structure needed for the two
AC-Stark schemes is most easily achieved with alkaline-
earth atoms, in which |g〉, |r〉, and |e〉 are chosen to be
the ground state 1S0, the metastable state 3P2, and the
state 3D2, respectively [56], see Fig. 3(a). The optical
separation between the two long-lived states allows the
decoupling of Ωc from |g〉 to be a much better approxi-
mation [57] than what is possible in alkali atoms, where
the size of ∆ is limited by the fine structure splitting
between the D1 and D2 lines [19].
Turning now to the EIT scheme, the subwavelength
trap depths achievable with the atomic levels used for
barriers in Ref. [58] are limited due to the off-resonant
Ωc-induced coupling of |g〉 to
∣∣3P1, F = 3/2〉 [59], which
is detuned by ∆hfs/2pi = 5.94GHz from
∣∣3P1, F = 1/2〉.
This coupling gives rise to a position-dependent light-
FIG. 3. (a) Atomic levels for the two AC-Stark schemes.
The decay rate from the metastable state 3P2 is negligible
(Γ3P2/2pi = 0.02Hz). (b) Atomic levels for the EIT scheme.
In all schemes, the main limitation comes from the admixture
of levels outside the 3-level system.
shift of |g〉 and leads to an additional constraint Ωc √
∆hfsEw for trap realization. A solution [similar to the
one used for the two AC-Stark schemes] is to protect
our three-level system by an optical separation, as shown
in Fig. 3(b) [60].
Note that the atomic level configurations in Fig. 3 do
not rely on optical polarization selection rules. Therefore,
unlike the level configuration of Ref. [22], such subwave-
length traps can be extended into 3D.
Achievable trap parameters.—We showed above that,
for fixed Ω0, the two schemes proposed in this Letter pro-
vide superior performance to the red-detuned AC-Stark
scheme due to the s6 vs. s8 scaling of the losses. We
now discuss what widths of the trapping potentials are
achievable when we include fundamental limitations im-
posed on the magnitude of Ω0. We set the trapping time
T to be equal [3] to 10ms, and consider 171Yb. Depend-
ing on the scheme and on σ [equal to λ/2pi for the lattice,
and to 3µm for the tweezer; denoted by subscripts λ and
3µm, respectively], we find maximal Ω0 and s such that
the off-resonant position-dependent light-shifts are less
than 0.1Ew and that TΓPe ∼ 1:
setup Ω0,λ2piGHz
wλ
nm sλ
Ω0,3µm
2piGHz
w3µm
nm s3µm
EIT 13 7.8 16. 2.6 39. 78.
blue-ac 4.1 8.8 36. 1.3 27. 111.
red-ac 1.2 29. 11. 0.28 130. 23.
We see that the EIT and the blue-detuned AC-Stark
schemes allow for greater Ω0, which translates into nar-
rower traps. For comparison, alkali-atom-based EIT [22]
and red-detuned AC-Stark [19] schemes are limited to
Ω0,λ/2pi = 400MHz (leading to s = 10) and Ω0,λ/2pi =
150MHz (leading to s = 1.7), respectively.
Applications.—We now make a few remarks related to
the applications pointed out in the introduction. Note
that, if one’s goal is simply to use the expansion of a
control field Ωc(x) around its nodes to create traps with
tight bound states with minimal scattering, then our EIT
scheme has no advantages over a simple two-level blue-
5detuned trap. Indeed, in our case, up to an additive
constant, the potential near a node is given by V (x) ≈
δrΩc(x)
2/Ω2p, while the population of the excited state
is given by Pe(x) ≈ δ2rΩ2c(x)/Ω4p. On the other hand,
if one uses the same field Ωc(x) to create a simple two-
level blue-detuned trap (with detuning ∆), one obtains
V (x) ≈ Ω2c(x)/∆ and Pe(x) ≈ Ω2c(x)/∆2. In other words,
our scheme is identical to the two-level scheme provided
one replaces ∆ with Ω2p/δr.
However, our goal is not only to create a tight bound
state in a trap of subwavelength width w but also to make
the trapping potential nearly constant for |x| > w so that
we can make and possibly independently move several
traps, or a full lattice of traps, with subwavelength sepa-
rations. In that case, a simple two-level scheme will not
work. Instead, one has to use one of the subwavelength
schemes we discuss in this Letter.
In combination with stroboscopic techniques [61] or
multi-level atomic schemes [20], our traps can lead to the
creation of lattices with subwavelength periods, giving
rise to large energy scales in Hubbard models [1, 62–
65] and in dipolar atomic [66–68] and molecular [69–77]
systems, with applications to quantum simulation and
quantum computing. Movable subwavelength traps with
subwavelength separation may also find applications in
ultracold chemistry [29–31].
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7I. SUPPLEMENTAL MATERIAL
In Sec. IA, we discuss how to modify the EIT scheme
to suppress non-adiabatic corrections. In Sec. I B, we
estimate losses to lower dressed states.
A. Modified EIT scheme
Here, we show how to suppress non-adiabatic correc-
tions in the EIT scheme. The idea is that Ωc(0) does
not necessarily have to go to zero and that the gradi-
ent of Ωc(x) around x = w can be smaller than for lin-
ear Ωc(x) ∼ xΩ0/σ. Non-adiabatic corrections can then
be suppressed by using the following control field [58]:
Ωc(x) = Ω0(1 + ν − cos(kx)), which does not go to zero
as deeply and as sharply as the linear Ωc(x).
Expanding Ωc(x) around a minimum for ν > 0, we find
Ωc(x) = Ωp(η + (x/w)
2), (S1)
with η = ν Ω0/Ωp and w = 1k
√
2Ωp/Ω0, and which gives
rise to
Vtot =
δr
(η + (x/w)2)
2
+ 1
+
4Ew(x/w)
2
((η + (x/w)2)2 + 1)
2 ,
whose depth can be tuned to accommodate one or more
bound states. By operating at η > 0, we can use ap-
propriate |δr| ∼ Ew to engineer trapping potentials with
negligible non-adiabatic potential U . Therefore, when it
comes to losses, this modified EIT scheme allows us to
gain up to a factor of ∼ 2.
B. Landau-Zener estimates of losses to lower
dressed states
Another source of losses is tunneling from the single
bound state we consider to state |−〉. Note that, due to
the conservation of energy, atoms in |−〉 will have large
kinetic energy. Following [23], the loss rate ΓLZ can be
estimated using a Landau-Zener like argument, which, in
our setup, leads to
ΓLZ ∼ Ewe−ν∆0−/Ew , (S2)
where ν is a factor of order unity, and ∆0− is the energy
difference between two dressed states involved in the tun-
neling.
In the EIT scheme, we have ∆0− ∼ |E−(0)| ∼ Ωp
because the tunneling occurs around x ∼ 0 where the
gap between ED and E− is smallest and where the atoms
are trapped. This leads to the condition 1  Ωp/Ew =
Ωc/(Eσs
3). Note that we obtained the same condition
from the requirement Ew  Ωp, which enabled us to
treat non-adiabatic potentials and light-shifts separately
and perturbatively. We can further suppress tunneling
losses by working at ∆ 6= 0.
In the blue-detuned AC-Stark scheme, ∆0− ∼ |E−| ∼
|∆|, so this tunneling loss rate is strongly suppressed as
exp[−|∆|/Ew].
In the red-detuned AC-Stark scheme, there is no state
below the state of interest and therefore no tunneling.
