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This paper wants to be a tribute to the Apollo 11 mission, that celebrated its 50th anniversary
in 2019. By using modern methods based on numerical optimization we reconstruct critical
phases of the original mission, and more specifically the ascent of the Saturn V, the translunar
injection maneuver that allowed the crew to leave the Earth’s sphere of influence, and the
Moon landing sequence, starting from the powered descent initiation. Results were computed
by employing pseudospectral methods, and show good agreement with the original post-flight
reports released by NASA after the successful completion of the mission.
I. Introduction
July, 20, 1969 marked an historical achievement in the humankind history. For the first time two men walked on a
celestial body that was not the Earth, fixing a fundamental milestone in the human exploration history. This success was
the culmination of a gigantic effort, both from the technical and the economic point of view, made by the United States
to respond to the earlier successes of the Soviet space program, first with the creation and the successful launch of the
first artificial satellite, the Sputnik in 1957 [1, 2], and later with the first man able to reach the space and journey into
outer space with its Vostok 1, Yuri Gagarin, in 1961 [3]. These were the first formal steps of what went down in history
as the space race [4] in general, and the Moon race in particular [5].
Despite the initial technological gap the American progress in space gained momentum over the years, and the setup
of the Apollo missions [6] represented the highest point of success of the entire US space program. To be able to achieve
such a goal several new technologies needed to be developed. Among these there was certainly the capability to compute
trajectories able to satisfy all the requirements all along the mission. This despite the strict requirements in terms of
available computational power of the Apollo Guidance Computer [7] and the Launch Vehicle Digital Computer used to
guide the Saturn V [8]. For the ascent guidance the rocket employed the so-called iterative-path adaptive guidance, that
exploited optimal control theory [9], and a modified version of the tangent linear steering law, where its parameters were
constantly updated during the flight. Special care was taken during the last seconds before the engine cut-off to avoid a
singularity in the solution.
Another fundamental phase was represented by the Translunar injection (TLI) maneuver, that allowed the spacecraft
to leave the Earth’s sphere of influence to reach the Moon. For Apollo 11 the maneuver was conceived to place the
Columbus module on a free-return path [10], and this choice required accurate attitude and position conditions to be
met at the end of the maneuver. The third, and most important phase was the Moon landing: given the aforementioned
computational limitations, NASA engineers compensated for it in terms of commitment, creativity and know-how. A
brilliant example of this attitude is the Moon landing guidance, based on the polynomial scheme, which results to be
extremely efficient despite its low computational complexity [11], and proven to be also mathematically optimal in its
E-guidance form [12].
However, the progress made in the last decades both in terms of computational power and development of refined
optimization algorithms enormously extended the plethora of methods and tools available today to analyze the same
problems. In this context we can place numerical optimization in general [13], and direct methods [14] in particular.
Among the direct methods employed to solve optimal control problems pseudospectral methods occupy a relevant place.
These methods [15], based on a non-uniform distribution of the time-steps used to transcribe the problem proved to be
very effective for a large class of optimal-control problems [16], including the zero-propellant re-orientation of the
International Space Station [17]. Further applications involved atmospheric entry guidance [18, 19], Mars descent and
asteroid landing trajectory computation [20], Moon landing reachability analysis [21], attitude stabilization of satellites
on elliptical orbits [22] and aircraft trajectory generation problems [23].
In this paper we want to reconstruct three critical phases of the Apollo 11 mission by employing SPARTAN
[19, 24, 25] a tool developed by the German Aerospace Center implementing multi-phase pseudospectral methods based
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on flipped Legendre-Gauss-Radau polynomials. For a more thorough description we suggest the reader to refer to [26],
while in this context we will focus on the modeling of the phases of Apollo 11 mission, based on a critical comparison
and integration of the different sources provided by NASA over the years. More specifically, we will not focus on the
full trajectory covering the entire mission, but concentrated our efforts on the ascent phase, the TLI maneuver, and
the Moon landing phase. Where possible we will highlight the differences in modeling with respect to the original
assumptions made by NASA engineers, and provide a comparison of results.
This paper is organized as follows: in Sec. II we will provide a description of the equations and the assumptions
required to model the Saturn-V ascent. In Sec. III the TLI maneuver will be described, and the corresponding results
documented. Section IV will illustrate the optimal control problem built to compute the Moon landing trajectory.
Finally, some conclusions on this work and the future outlook will be drawn in Sec. V.
II. Ascent
The entire space program could not exist without a launch system able to safely deliver into orbit the crew and the
corresponding payload needed to go to the Moon. This need was satisfied by the Saturn V, depicted in Fig. 1, so far the
largest rocket ever built able to successfully fly.
Fig. 1 Saturn V Rocket (courtesy of NASA and U.S. Government).
The rocket consists of 3 stages: the S-IC stage, having 5 F-1 non-throttleable engines, each of them generating 6700
kN for a total of more than 33 MN, the S-II stage, with 5 J-2 engines, each generating 1 MN, and the S-IVB stage,
equipped with another J-2 engine. In this subsection we will focus on the ascent part, meant as the segment of mission
going from the launch to the parking orbit injection, occurring at about 𝑇 = +710 s. By looking at the original NASA
documentation [27] it was decided to model the problem with five different phases. In the first phase the 5 F-1 engines
provide a constant thrust for about 135 s, when an altitude of 44 km is reached. At this point the central engine is shut
down, and the ascent continues with the 4 lateral engines up to an altitude of 68 km, reached at t = 162 s. When the
first-stage separation is performed the rocket continues to increase its speed, sustained by the thrust of the 5 J-2 engines
of the S-II stage up to an altitude of 180 km and a speed of 5.3 km/s. After 460 s a MECO command for the central J-2
engine is issued, and, as in the previous phase, the lateral 4 engines continue to provide thrust until a time of about 550 s.
Finally, the second stage-separation event occurs, and the S-IVB stage continues its flight with the thrust generated by its
only J-2 engine until reaching the parking orbit conditions, after approximately 710 s.
A relevant effort was devoted to the modeling by looking at different sources, including the aforementioned report
[27], the entire mission post-flight report [28], the website of Braeunig [29], and the official book containing data
and statistics for the entire Apollo program [30]. One of the most important factors is the engine modeling: note that
quantities like the thrust, the massflow, and the specific impulse are modeled as look-up table based on the data plotted
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in [27], Figs. 5-3, 6-3, while the drag coefficient as function of the Mach number was obtained by looking at the
reconstruction work performed by Braeunig [29]. Examples of these look-up tables for modeling the drag coefficient
𝐶𝐷 and the massflow for the S-IC and S-II stages are reconstructed in Figs. 2 and 3.









Fig. 2 Saturn V - Estimate of 𝐶𝐷 based on the work of Braeuenig [29].

























Fig. 3 Saturn V - Reconstruction of massflow for the S-IC stage (top) and the S-II stage (bottom) based on [27],
Figs 5-3, 6-3
Finally, for the atmosphere, although not available at the time of the Apollo 11 mission, a US-76 model has been
adopted. [31].
The equations of motion used to describe the problem are formulated with respect to the Earth-Centered, Earth-Fixed
reference frame. Although more choices are available (e.g., inertial-based representations), this formulation was adopted
to make an easier comparison with the original documentation, which contains the trajectory in tabular data in this
reference frame ([28], pages C-26-C-37). Note that the fuel consumption cannot be optimized, due to the non-throttleable
engines, and the look-up tables model the thrust and the massflow too. Therefore the cost function adopted was aiming at
the minimization of the control rate effort. For the sake of easiness of implementation we neglected some more detailed
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The equations of motion, expressed in ECEF coordinates, are the following
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where the control 𝒖 is the Cartesian unit vector coming from the proper transformation of pitch and yaw angles, with






which is a valid assumption for 3-DOF motion. Given the pitch \ and yaw 𝜓, we can transform this unit vector into its
corresponding body-carried North-East-Down representation as
𝒖𝑁𝐸𝐷 = 𝑹3 (−𝜓 − 𝜓𝐿)𝑹2 (−𝜋/2 − \)𝒖𝐵𝑂𝐷𝑌 (4)
with 𝑹𝑖 that is the rotation matrix around the axis 𝑖. The final transformation into ECEF representation is then given by
𝒖 = 𝑹𝐸𝐶𝐸𝐹𝑁𝐸𝐷 (r)𝒖𝑁𝐸𝐷 (5)
where the subscript for the ECEF representation is dropped to simplify the notation, and 𝑹𝐸𝐶𝐸𝐹
𝑁𝐸𝐷
which is the rotation
matrix from NED to ECEF, only depending on the position of the rocket in ECEF 𝒓. In the dynamics represented by Eq.
(2) the drag force was included, and is simply computed as
𝑫 = −1
2
𝜌 ‖𝒗‖ 𝑆𝐶𝐷𝒗 (6)
with 𝜌 displaying the atmospheric density, 𝒗 the velocity vector in ECEF, 𝑆 the reference section of the Saturn V,
assumed equal to 112 m2 [29], and 𝐶𝐷 is the drag coefficient depicted in Fig. 2. Ω⊕ is the Earth’s rotation rate, equal to
7.292116 · 10−5 rad/s. Finally, the angle 𝜓𝐿 is the launch azimuth angle, equal for the Saturn-V to 72.058 deg. Note that
the last relationship in Eq. (2) is actively used only in phase 5 (corresponding to the third stage), while for phases 1
to 4 we directly invoke the look-up tables shown in Fig. (3), as a single values for the specific impulse is not able to
consistently capture the correct massflow evolution.
The initial and final conditions are derived from [27], and transformed into the corresponding ECEF cartesian
conditions as follows.
𝒓 (𝑡 (1)0 ) =
[
916 245.39 −5 537 048.67 3 020 181.60
]ᵀm
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Fig. 4 Saturn V ascent: (a) Altitude, and (b) Range.











































(b) Control rates profiles
Fig. 5 Saturn V ascent: (a) Pitch and yaw, and (b) pitch and yaw rates.















(a) Thrust look-up table
















Fig. 6 Saturn V ascent: (a) Thrust profile, and (b) non-gravitational acceleration expressed in 𝑔.
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(c) Velocity azimuth angle
Fig. 7 Saturn V ascent: (a) Speed, (b) Flight-path angle, and (c) Velocity-azimuth angle.
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Fig. 8 Saturn V - Groundtrack profile.
with the latter coming from the constraints required to achieve parking orbital injection at 𝑡𝐹 = 710 s.
Results were obtained with SPARTAN [20, 24, 26], a tool developed by the German Aerospace Center implementing
pseudospectral methods, and are depicted in Figs. 4-8.
Figures 4(a) and 4(b) show the altitude and the range flown during the ascent. The black dashed lines identify
the several phases of flight. The final altitude and range are fully consistent with the ones described in the original
documentation, with the third stage correctly reaching orbital conditions at about 190 km of altitude after 710 s of flight.
The corresponding controls are depicted in Fig. 5(a). The pitch maneuver resembles quite well the original profile
provided by the source ([27], Fig. 10-4). A larger discrepancy is instead observed in the yaw maneuver. The reason for
this discrepancy has been identified in the remaining modeling mismatch for what regards mass and thrust, which cause
the optimizer to fly slightly more off-plane to meet the final terminal constraints. The control rates are fully satisfied,
and in particular is interested to note that the pitch maneuver ends at 𝑡 = 160 s without explicitly specifying it in the
optimizer, consistently with the original profile, that relies on optimal control theory, and which ends at the same time
([27], Table 2-4).
The thrust profile that was implemented is visible in Fig. 6(a). Note that by using this look-up table we can already
implement subtle effects, like the S-II Engine mix-ratio shift, visible at 𝑡 = 491 s, and described in [27], (Page 6-1, and
Fig. 6.3). The non-gravitational acceleration contribution due to the engine is depicted in Fig. 6(b). The profile matches
pretty well with the reference data ([27], Fig. 4-3), confirming that all the main events of the ascent were captured with
sufficient accuracy.
The validity of the reconstruction is confirmed by the velocity, expressed in spherical coordinates as magnitude,
velocity azimuth angle (positive when measured clockwise from North) and flight-path angle. The plots are visible in
Fig. 7(a)-7(c). The speed profile is quite accurate with respect to the original data tabulated in [27], and so are the
flight-path angle and the velocity azimuth angle. This last variable shows some oscillations during the first seconds. This
is not related to the trajectory itself, but is a numerical artifact coming from the fact that this spherical representation is
not accurate to represent a motion that is close to be vertical, as its definition becomes ill-conditioned, and singular for
perfectly vertical trajectories. This is confirmed by the tabular data in Pages C-27-C-28 of [27], where this phenomenon
is also visible from the logged values in there. Finally, the groundtrack is visible in Fig. 8. The trajectory correctly
reaches the parking orbit conditions, and is fully consistent with the original figure provided in [28], Fig 3-1. The ascent
phase performed by the Saturn-V can be considered complete.
III. Trans-Lunar Injection
After the shutdown of the S-IVB occurring at 𝑡 = 710 s the vehicle was inserted into a circular orbit. This parking
time was spent to check all the subsystems and perform several measurements with the ground stations in preparation
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of the translunar orbit injection (TLI) maneuver, that started at about 𝑡 = 9856 s. The S-IVB stage together with the
spacecraft is depicted in Fig. 9.
This maneuver was fundamental as it allowed the crew to leave the sphere of influence of the Earth, reach the Moon
and be placed on a free-return trajectory that could be used in case something went wrong during the following phases
of the mission. In this section we focus on this maneuver. The modeling is relatively simpler than the ascent part as no
stage separations occur, and therefore one phase is sufficient to capture the dynamic behavior of the spacecraft. As for
the previous case we model the equations of motion in ECEF coordinates, to be able to directly compare the results with
the tabulated data provided in the AS-506 report [28] (pages C-51-C-62). For the equations of motion and the cost
function we can therefore remind to Eqs. (1) and (2). The initial and final conditions are for the TLI defined as follows.
𝒓 (𝑡0) =
[






𝑚(𝑡0) = 134 194 kg
and
𝒓 (𝑡𝐹 ) =
[






𝑚(𝑡𝐹 ) = 63 196 kg
Note that while for the first burn of the S-IVB stage the thrust was considered constant, during the second burn this
assumption is no longer true, and therefore a specific look-up table was implemented. The thrust profile corresponding
to this phase is visible in Fig. 10, and is therefore provided as input to the optimizer. The controls are, as for the
ascent part, formulated in terms of pitch and yaw, and their rates, which determine the trajectory leading to the final
conditions to be met at 𝑡 = 10203 s, and which correspond to a correct TLI maneuver. Results are depicted in Figs.
11(a) through 13(c). Given the limited amount of data needed, for easiness of comparison for the reader the tabulated
values of position and velocity provided in [28] have directly been imported in Matlab to re-create the plots from the
original data, referred to as AS-506.
Figures 11(a) and 11(b) show altitude and range profiles. The final TLI interface is met, and the altitude profile
shows very good consistency with the original source data. Control profiles and control rates are depicted in Figs. 12(a)
and 12(b). Although not explicitly specified in the documentation, it was assumed an upper bound for control rates
equal to 1 deg/s, that was sufficient to perform the maneuver. It is worth mentioning that a direct comparison of the
obtained pitch and yaw commands with the original ones provided in the reference is difficult, as no conventions are
specified in the original documentation. However, they are considered valid given their envelope, together with the fact
that the generated trajectory is consistent with reference sources results. Note that also for this scenario discrepancies
can be due also in this case to higher-detail model mismatch (e.g., there is a engine mix-ratio shift commanded during
this phase as well that was neglected in this work).
Nevertheless, the overall maneuver resembles quite well the original one, as shown by the speed, flight-path angle
and velocity azimuth angle profiles (Figs. 13(a)-13(c)). The maximum difference between the source data and the output
of SPARTAN is in the order of 0.01 km/s for speed, 0.1-0.2 deg for the flight-path angle, and 0.2-0.4 deg for the velocity
azimuth angle, which can be considered satisfying at this stage. Most important, the final conditions are fully met, which
means that, if further propagated this solution will lead the spacecraft towards the Moon, and the mission can continue.
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Fig. 9 S-IVB and payload - configuration for the Translunar Injection Maneuver (courtesy of NASA)

















Fig. 10 Thrust profile during the TLI maneuver.
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Fig. 11 TLI maneuver: (a) Altitude, and (b) Range.














































(b) Control rates profiles
Fig. 12 TLI maneuver: (a) Pitch and yaw, and (b) pitch and yaw rates.
10
























































(c) Velocity azimuth angle
Fig. 13 TLI maneuver: (a) Speed, (b) Flight-path angle, and (c) Velocity-azimuth angle.
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IV. Moon Landing
The most critical part of the mission was certainly the Moon landing. Once reached the sphere of influence of the
Moon the spacecraft circularizes the orbit, and after a series of checks the Lunar Module (LM) (depicted in Fig. 14)
separates from the Command and Service Module (CSM) to perform the Descent orbit insertion, an impulsive maneuver
aiming at reducing the altitude of the LM to about 15 km (48000 ft) [32].
Fig. 14 Lunar Module, also known as LEM (Lunar Excursion Module), courtesy of NASA.
From here the powered descent maneuver begins. This maneuver is the subject of this section, and consists of three
segments: the Braking phase, the Approach phase, and finally the Landing phase. As its name suggests the purpose of
the Braking phase is to reduce the orbital speed of the LM by thrusting in opposite direction with respect to the motion.
This phase started at a distance of about 260 nautical miles from the landing spot in the Sea of tranquility. It begins with
the engine ignited and hold at about 10% of its maximum thrust during the first 26 s to be able to trim the spacecraft and
ensure the correct attitude before throttling up to maximum thrust. In the last 120 s of this phase the thrust is reduced,
and the engine becomes throttable, with throttle capability varying from 10 to 60% of its maximum value. This phase is
concluded when the range-to-go is reduced to approximately 4.5 nautical miles from the landing site, after 506 s. The
on-board computer switches then to the approach phase.
The approach phase was meant to help the astronauts to monitor the situation while getting closer to the lunar
surface through the frontal window of the LM. The attitude and the flight time are selected accordingly. The LM travels
from about 4.5 nautical miles to about 2000 ft from the landing spot during this phase, which takes in total 100 s, and is
considered terminated once that the altitude is decreased to 500 ft, where the landing phase begins.
When the landing sequence begins the forward velocity is about 60 ft/s, with 16 ft/s of descent rate. The horizontal
speed is progressively nullified until the point that the vehicle is able to vertically land.
The equations of motion used to describe the lunar landing dynamics are the following
¤𝒓 = 𝒗




𝒖 − 2𝛀◦ × 𝒗 −𝛀◦ ×𝛀◦ × 𝒓
¤𝑚 = − 𝑇
𝑔0𝐼𝑠𝑝
(7)
with the terms `◦ and Ω◦ representing the Moon’s gravitational parameter and rotation rate. Their values are
assumed equal to 4.90486 · 1012 m3/s2, and 2.6638 · 10−6 rad/s. The specific impulse 𝐼𝑠𝑝 and the maximum thrust 𝑇𝑚𝑎𝑥
are equal to 311 s and 45040 N, respectively. Finally, the initial mass is 15103 kg [33]. These equations refer now to the
Moon-Centered, Moon-Fixed (MCMF) reference frame. In this case since we have throttle capability at the end of
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the landing sequence we can rely not only on pitch and yaw as controls, but on the throttle level as well, that can vary
between 0 (no thrust) and 1 (full throttle). For what concerns the cost function it is worth highlighting that we do not
focus on the fuel-consumption optimality of the trajectory, given the reduced time-frame during which the throttleable
capability is available. Instead, we focus again on the minimization of the control effort to come up with a smooth
solution, and therefore we can rely again on Eq. (1) as function to be minimized.
Initial and final conditions were reconstructed by comparing different sources [28, 30, 32, 33] to come up with the
following set of boundary conditions.
𝒓 (𝑡0) =
[






𝑚(𝑡0) = 15 103 kg
and
𝒓 (𝑡𝐹 ) =
[






𝑚(𝑡𝐹 ) = 6903 kg
To model this problem we chose to use 4 different phases: note that given the peculiarity of the original thrust profile
the phases included in the optimization process do not temporarily match the sequence described at the beginning of the
section, but are mainly divided according to the constraints acting on the thrust profile. In the first phase, lasting 26 s,
the throttle is constant and kept at 10%. The second phase models the full-throttle segment of the braking phase, with
throttle constant and equal to 100%. A third phase with throttle fixed to 60% is then added to model the time ranging
from 384 to 506 s, to be consistent with the original profile depicted in [32], in Fig. 8 (a). Finally, the fourth phase
is added to provide throttle control in the last 208 s, and leads to the landing conditions on the surface of the Moon.
Results are shown in Figs. 15-19.
In Fig. 15 the in-plane trajectory is depicted. The trajectory begins at about 500 km from the landing site. Note that
since no accurate and unique longitude and latitude are available in the referenced sources the corresponding initial
conditions in terms of positions are an estimate. The altitude is constantly reduced while the spacecraft approaches the
landing site. A breakdown view of how the altitude decreases over the range flown by the LEM can be seen in Fig. 16.
In the last phase the altitude is reduced down to 12 ft, when the touchdown sensors could detect the contact with ground
and the engine cut-off can be issued. The throttle sequence is depicted in Fig. 17. Note that in the first three phases
of optimization the algorithm correctly constrain the throttle to the prescribed levels (10%, 100%, and 60%) before
becoming free to change during the last phase. For what regards the attitude of the vehicle the pitch angle correctly
decreases from the initial value of 90 deg (to perform the braking maneuver to a value of 0 deg for the final touchdown,
while the azimuth corrects for the initial side-motion. Whereas the results are overall satisfying, the resulting off-plane
dynamics dominated by the azimuth angle is larger than the profile retrieved in the reference source data. Note that it
was not possible to find the exact initial latitude and longitude at the moment of starting the powered descent sequence.
Therefore an educated guess needed to be adopted, and together with some modeling mismatches it might be the reason
explaining the difference in the yaw angle history. The rates, shown in Fig. 18(b), are satisfied as well. Finally, the plot
showing the altitude vs the altitude rate is depicted in Fig. 19. This profile is sufficiently consistent with the original
results of [28], Fig. 5-3, having a maximum difference of 15 m/s in the middle of the descent that decreases to 0 m/s
towards the end of the mission profile, confirming the validity of the reconstruction.
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Fig. 15 Moon landing: Descent trajectory profile.






























Fig. 16 Moon landing: Breakdown overview of altitude profile.
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Fig. 17 Moon landing: Throttle profile.








































(b) Control rates profiles
Fig. 18 Moon Landing: (a) Pitch and yaw, and (b) pitch and yaw rates.
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Fig. 19 Moon landing: Altitude vs altitude rate.
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V. Conclusions
This paper wants to be a tribute to the Apollo program and specifically to the Apollo 11 mission to celebrate the
recent 50th anniversary of one of the most important result achieved by the humankind in its persistent attempt to explore
and understand the reality around us.
Although the efforts, the know-how and the passion of the original heroes that made this step possible remain
unmatchable the technological progress over the last 50 years in terms of computational power and optimization
algorithms allows nowadays to reconstruct within a modern framework the results that were the foundation of the Apollo
program.
Some of these algorithms, and specifically pseudospectral methods, were used here to reconstruct critical phases of
the Apollo 11 mission. These phases include the Saturn-V ascent, the translunar injection maneuver, and the Moon
landing.
The computed solutions are, in the limits of some required simplifications, comparable to the original data available
in the technical documentation released by NASA in 1969, confirming the validity of the proposed optimization-based
reconstruction not only as design tool, but also as post-flight analysis methodology, here applied to an eminent test-case.
Moreover, the proposed type of analysis could serve as framework to explore non-intuitive solutions, typically not
visible with traditional design methods.
Future extensions of this work will include the reconstruction of the Moon ascent trajectory to perform the rendezvous
with the Apollo Command and Service module, and the atmospheric entry of the Apollo 11 capsule that occurred on
July, 24, 1969.
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