This chapter surveys various technologies involved in a web search engine with an emphasis on performance analysis issues. The aspects of a general-purpose search engine covered in this survey include system architectures, information retrieval theories as the basis of web search, indexing and ranking of web documents, relevance feedback and machine learning, personalization, and performance measurements. The objectives of the chapter are to review the theories and technologies pertaining to web search and help us understand how web search engines work and use the search engines more effectively and efficiently.
Introduction
Web search engines have become an integral part of the daily lives of common people. Every day ordinary folks search through popular search engines for information ranging from a travel arrangement, food, movies, health tips, educations, to topics in pure academic research. In this chapter, we survey various aspects of web search engines. They include system architectures, information retrieval theories, indexing and ranking of documents, relevance feedback, personalization, machine learning, and performance measurements. The discussion will review the basic ideas and theories pertaining each of the areas, followed by practical examples used in search engines where possible. These examples are gathered either from published literatures or from author's personal experiences and observations. The chapter will end with performance measurements of a set of popular search engines. The objectives of this chapter are to review the theories and technologies pertaining to web search and help us understand how web search engines work and use the search engines more effectively and efficiently.
The chapter is divided into multiple sections. General architectures of a search engine will be reviewed in Section 2. The topics include system architectures, sample hardware configurations, and important software components. Section 3 gives an overview of information retrieval theory which is the theoretical foundation of any search systems of which web search engine is an example. Various aspects of a search engine are examined in detail in subsequent sections. Link analysis and ranking of web documents are studied in Section 4. Issues of indexing are discussed in Section 5, followed by the presentations of relevance feedback and personalization in Sections 6 and 7. The subject of web information system performance is dealt with in Section 8. Section 9 lists some important issues that are not surveyed in this chapter, followed by some conclusions in Section 10.
In general, search engine companies are very reluctant to share any of the inner workings of the search engines for commercial and competitive reasons. Google, as an exception, actually published a few papers about their architectures and their file systems (Barroso et.al. 2003, Brin and . AltaVista, one of the oldest search engines around, also documented its architecture in an internal technical report in the early days of search engines (Sites 1996) . The main theoretical aspect of any search engine lies in the theory of information retrieval. The classic texts such as (Salton 1989) and (van Rijsbergen 1975) as well as more recent text such as (Baeza-Yates 1999) give solid background information on this front. We will review the relevant aspects of information retrieval that are used widely in today's search engines. With millions of pages relevant to a particular query, ranking of the relevant documents becomes extremely important to the success of a search engine. None other than the algorithm of PageRank is more important to the core of the ranking algorithms of search engines. Since the introduction of the algorithm in 1998 (Page et.al. 1998 ), many revisions and new ideas based on the PageRank algorithm have been proposed. This chapter reviews some of the most important ones. The chapter then will discuss the issues of relevance feedback and its applications to web searches. Relevance feedback allows the user of a search engine to interactively refine the search queries such that the more relevant results would come atop of the search results (Chen et.al. 2001 , Rocchio 1971 . Personalization and machine learning are some of the examples of refinement techniques aimed at increasing search accuracy and relevancy.
Though not yet widely used in public search engines, these techniques show important improvement in search results (Mobasher et.al. 2002 . The final technical aspect discussed in this chapter is the performance measurement. How to evaluate the performance of a web search engine? What do we mean when we say a search engine is "better" than another? The chapter will visit some historical papers on this issue and discuss some modern day measures that can be effectively used in gauging the performance of a web search engine. The performance can be seen from two different perspectives, one of a user's information needs, i.e. whether or not the search engine found what the user wanted, the other of a system response, i.e. how fast a search engine can respond to a search query. We will examine both issues (Meng & Chen 2004 , Meng et.al. 2005 ).
The chapter serves as an overview of a variety of technologies used in web search engines and their relevant theoretical background.
General Architectures of Search Engines
Architectures of search engines can vary a great deal, yet they all share some fundamental components. This is very similar to the situation of automobiles where the basic concepts for core components of an automobile are the same across different types of cars, but each maker and model can have their own special design and manufacturing for the component. From the hardware point of view, a search engine uses a collection of computers running as a networked server. These computers are most likely just ordinary computers off the shelf. To increase the processing and storage capacity of a search engine, the owner of the search engine may decide to interconnect a large number of these computers to make the server a cluster of computers.
General System Architecture of a Search Engine
Search engines consist of many parts that work together. From a system architecture point of view, however, a number of basic components are required to make a search engine work. Figure 1 is an overview of basic system architecture. 
Figure 1 Overview of Search Engine Architectures
Huge amount of data exist on the web. They are in the form of static or dynamic textual web pages, static images, video and audio files, among others. Indexing images, video and audio data presents a different set of challenge that for that of textual data. For the work of a search engine, the logic is very similar among different types of data. For the purpose of this chapter, we concentrate on textual data only. A search engine has to use some form of web crawlers (also known as spiders and robots) to visit the web, collecting data from web pages. A typical search engine would send numerous crawlers visiting various parts of the web in parallel. As pages are being collected, the crawlers send the data to an indexer (see Section 5 for a detailed discussion of indexers) for processing. The job of an indexer is to parse each web page into a collection of tokens and to build an indexing system out of the collected web pages. The major portion of the indexed data should remain on a secondary storage device because of the huge volume, while the frequently accessed data should be in the main memory of the search engine computer(s). The indexing system typically is an inverted system which has two major components, a sorted term list and a posting list for each of the terms. When the indexing system has been built, the search engine is ready to serve users' search queries. When a search query is issued, the parser separates the query into a sequence of words (terms). The term list of the indexing system is searched to find the documents related to the query terms. These documents are then ranked according to some ranking algorithms and presented to the user as the search results. See Section 4 for detailed discussion of ranking algorithms.
A Basic Architecture of the Google Search Engine
While the exact structure of a search engine probably would be a tightly-kept trade secret, Google, the search engine industry leader, did publish some of its architecture , Barroso et.al. 2003 and file systems (Ghemawat et.al. 2003) in some conference and magazine papers. Here we describe Google's system architecture based on published information , Barroso et.al. 2003 . According to the data published in (Barroso et.al. 2003) , Google at the time used about 15,000 Off-the-shelf PCs across its sites worldwide. These PCs range from single-processor 533-MHz Celeron to dual-processor 1.4 GHz PIII, each of which has one or more 80G IDE drives as a local storage. The PCs are mounted on racks. Google's racks consist of 40 to 80 x86-based servers mounted on either side of a custom made rack. Each side of the rack contains 20 2-u or 40 1-u servers. Several generations of CPU are in active use so the upgrade of the hardware can be done incrementally. Google typically keeps their hardware about two to three years of life cycle. The servers on the racks are connected by 100 Mbps Ethernet switches. Each rack has one or two gigabit uplink to connect to the rest of the racks. According to a recent New York Times estimate, Google now has 450,000 servers across 25 locations (Markoff, J. and Hansell, S. 2006) .
Major components of the Google search engine, according to their paper , include a collection of distributed web crawlers that visit web pages and collect data from the web; a URLserver that sends lists of URLs harvested from the visited web pages by the indexer to the crawlers to crawl more web pages; a Storeserver which compresses and stores the fetched pages; an indexer that converts each document is converted into a set of word occurrences called hits and builds the indexing system for search. The hits record the word, its position in the document, the font size, and capitalization information. The indexer distributes these hits into a set of lexical ordered "barrels", creating a partially sorted forward index. The indexer also parses out all the links in every web page and stores important information about them (points to and from, text of the link) in an anchor file.
When a user queries Google, the query execution is divided into two phases. In the first phase, the index servers first consult an inverted index that map each query word to a hit list. Multiple index servers may be involved at this point if the query contains multiple words. The index servers then determine a set of relevant documents by intersecting the hit lists of each query words. A relevance score is computed for each document in the hit list collection. The result of this phase is an ordered list of document IDs, not the actual URLs with snips. In the second phase of the query execution, the document servers take the document IDs generated from the first phase and compute the actual title and URL for each, along with a summary (snips). Now the results are ready to be sent back to the user. Documents are randomly distributed into smaller shards (small portions of Google indices). Multiple server replicas are responsible for handling each shard. The original user queries are routed through a load balancer to different index and document servers.
According to (Barroso et.al. 2003) , each of the Google document servers must have access to an online, low-latency copy of the entire web that can be accessed by the search engine quickly. Google stores dozens of copies of the web across its clusters. Other supporting services of a Google web server (GWS) besides document servers and index servers include spell check service and advertising service (if any).
Information Retrieval Theory as a Basis of Web Search
The theory and practices of information retrieval (IR) has its long history. For example, one of the popular models of IR is the vector model, which dates back to the 1960s (Salton & Lesk 1968 , Salton 1971 . A typical IR task contains two aspects. Given a corpus of textual natural-language documents and a user query in the form of a textual string, find a collection of ranked documents that are relevant to the user query. The successful accomplishment of this task relies on the solutions to a number of problems, how to represent each of the document and the document collection; how to represent the query; how to find the relevant documents in the document collection for the given query; what exactly relevant means, among others. The following discussions attempt to address these issues.
Vector Space Model
Documents and queries can be represented in many different forms. One of the popular and effective models is the vector space model. Assume a document collection is represented by D = {d i , i = 1,…,m}, the total vocabulary in the document collection is represented by T = {t i , i = 1, …, n}, that is, there are n different terms in the document collection. Then each document in the collection D can be represented as a vector of terms:
where each entry w ij is the weight of the term j in document i, or term j's contribution to document i. If term t doesn't appear in document i, then w it = 0. There can be different means to determine the value of the weight. For the purpose of illustration, a term-frequencyinverted-document-frequency or tf-idf definition is used here. To define tf-idf, some other notions are needed. Term frequency, or tf ij is defined as the number of times the term i appearing in document j, normalized by the maximum term frequency in this document. Assume the collection of document contains a total of N documents. The document frequency, or df i , of term i is defined as the number of documents in the collection containing the term. Inversed document frequency of term i, or idf i is defined as ) log( 
Thus in the vector space model, the collection of documents can be represented as a set of vectors, each of which is represented by the term weights that make up a document.
Relevance between a Query and the Documents in the Collection
Now that a document is represented by a term weight vector, we can discuss what it means for a document or a collection of documents to be relevant to a given query. In vector space model, a query is also represented by term weights, as if it were a regular document in the collection. The key difference is that a typical query consists of only a few words while a document could contain thousands or tens of thousands different words. According to (Spink et.al. 2001 ), a typical web user search query contains two to three words only. Consequently the vector representing the query is very sparse, but nonetheless it is a vector. The relevance between the query and the documents then is typically measured by the cosine similarity, the angle between the query vector and the document vector. The similarity can be written as
where n is the size of the vocabulary and q k are the tf-idf term weights for the query vector Q. This value is between 0 and 1, inclusive. If the two vectors (documents) have no common terms, the similarity value is 0. If the two vectors are identical, completely overlapping each other, the similarity value is 1. If a document is similar to the query, the value would be closer to 1. Among all documents that are relevant to the query, they can be ranked by this cosine similarity value. The larger the value is, the more relevant the document to the query is.
Web Information Retrieval and Link Analysis
Traditional IR works on a collection of documents consisting of free texts. The web information retrieval (or web search) has a distinct feature that the web documents typically have hyper-text links (Nelson 1965 ) (or simply links) pointing to each other. Thus the web is a graph of document nodes in which documents are connected to each other by the hyper-links the documents use to point to other documents on the web. Because of this hyper-link nature of the web, link analysis of various kinds played an important role in understanding the web structure and helping building algorithms and data structures that are effective for web searches. The research in link analysis helped providing effective ranking algorithms to rank the web pages based on various criteria. Two pieces of work were specially notable, the PageRank algorithm by Page and Brin (Page et.al. 1998 ) and the link analysis and its results in identifying authorities and hubs by Kleinberg (Kleinberg 1999 ). Xi and others were trying to unify the work of various link analysis into link fusion, a link analysis framework for multitype interrelated data objects (Xi et.al. 2004 ).
While the basic ranking mechanism in IR and web search is based on the notion of cosine similarity defined in (3), real search engines use additional information to facilitate the ranking such as the location of the term in a document (if a term is close to the beginning of the document, or close to the title or abstract, it may be more important than if it appears in other parts of the document, say in appendix), the font color and font size of the term (the larger the font is, the more likely it is important), proximity to other search terms, among others . One of the most important ranking algorithms in web search is called PageRank algorithm (Page et.al. 1998 ).
The PageRank Algorithm
The PageRank algorithm (Page et.al. 1998 ) is based on the notion that if a page is pointed at by many other pages, it is likely that this page is important. Here that a web page p is pointed at by a web page q means that inside the text of web page q there is at least one hyper text (HTML) link that references web page p. For example, if the URL for web page p is http://www.some.domain/pageP.html then page q points to page p if this URL appears inside the text of q. The PageRank of a web page is the summation of the contributions from all the web pages that point to this web. Specifically the PageRank is defined as follows. (4) R(p) is the page rank of p and N q is the out-going degree of web page q which is a count of how many other web pages to which this page is referencing. The idea is that one's page rank contribution to another web page should be distributed among all the web pages to which this page is referencing. E(p) is a small replenishing constant so that if a collection of pages point only to themselves without contribution to the rest of the web, they do not become a sink of all the page ranks. The basic PageRank algorithm is as follows.
Let S be the total set of pages. Let ∀p∈S: E(p) = α/|S| (for some 0<α<1, e.g. 0.15) Initialize ∀p∈S: R(p) = 1/|S| Until ranks do not change (much) (convergence)
For each p∈S:
Figure 2 The PageRank Algorithm shows that the algorithm converges relatively fast. On a collection of 320 million web pages, the algorithm converges in about 52 rounds of iterations. The algorithm can be applied off-line after the crawlers collected all the web pages they can visit in a given period of time. Once page ranks are built for all the web pages crawled, one doesn't need to re-compute the page ranks until another round of crawling is needed. Page ranks are the core of Google's ranking algorithm ), although we do not know the exact algorithm(s) that Google uses to rank the web pages today.
Hubs and Authorities
While Google's PageRank algorithm works on a global collection of web pages, a group of researchers at Cornell University proposed a similar idea that works on a set of web pages that are relevant to a query. According to (Kleinberg 1999) , authorities are pages that are recognized as providing significant, trustworthy, and useful information on a topic. Hubs are index pages that provide lots of useful links to relevant content pages (topic authorities). The relation between authorities and hubs of a subject is that good authorities are pointed at by good hubs and good hubs point to good authorities. This relation can be formulated as Based on this idea, (Kleinberg 1999) proposed the HITS (Hypertext Induced Topical Search) algorithm to compute the authorities and hubs of a search topic. The first part of the algorithm is to construct a base set of web page for a given query by the following steps.
• For a specific query Q, let the set of documents returned by a standard search engine be the root set R.
• Initialize the page collection S to R.
• Add to S all pages pointed to by any page in R.
• Add to S all pages that point to any page in R. S is the base set for the topic searched by the query Q. Now apply the iterative algorithm HITS to obtain the authorities and hubs for this topic.
Initialize for all p ∈ S: a p = h p = 1 For i = 1 to k:
For all p ∈ S:
(update auth. scores) 
Indexing
When crawlers pass web documents (web pages) to it, the indexer parses each document into a collection of terms or tokens. The indexer builds an inverted indexing system out of this collection of indexing terms and their related documents. The indexing system usually maintains a sorted list of terms. Each of these terms would own a list of documents in which this term appears. Because one can locate these documents through the indexing term, the system is called an inverted index system. After an indexing system is built, the system can serve user queries by looking through the term list and retrieving the documents by the indexing term(s). Typically an indexer would go through the following steps to build an indexing system for search.
1. Lexical analysis: parse each document into a sequence of tokens. 2. Stop words removal: remove words that do not provide significant benefit when searching. Words such as "of", "the", "and" are common stop words. 3. Stemming if needed: stemming a word is to find the root of a word. The indexing system thus may store the root of a word only, avoiding words of a common root. An example would be "comput" for computing, computation, computer, and others. 4. Selecting terms for indexing: even after stop words removal, the terms to be indexed are still large in numbers. An indexing system may decide weed out more words that are considered less significant for the purpose of search. 5. Updating the index system. Figure 4 illustrates the concept of an inverted indexing system.
Figure 4 Illustration of a Typical Indexing System
The term list is a sorted list of term nodes, each of which may contain the term ID, the document frequency of the term and other information. Each term node points to a posting list which is a sorted data structure such as a tri or a hash table. Each document that contains the term in the term list corresponds to one node in the posting list. The node may include information such as document ID and the location, fonts and other information as how the term appears in this document.
When a search query is issued, the user interface part of the search engine passes the query to the retriever (see Figure 1 for illustration). The retriever searches through the term list and retrieves all documents that appear in the posting list of the term(s) from the query. The ranking component of the search engine applies certain ranking algorithms to sort the retrieved documents before presenting them to the user as the search result.
Maintaining and Updating Index
Maintaining and updating index for large scale web information is a difficult and challenging task. Over the years researchers have proposed various ways of dealing with the issue. Incremental update of the index seems to be most reasonable and effective. In their work (Tomasic et.al. 1994 ) a dual-structure index is proposed where the frequently accessed indices are stored in long posting lists and infrequently accessed indices are stored in short posting lists. The idea is to amortize the cost of writing infrequently accessed index to disk
Term list
Posting list per term file(s). In a more recent piece of work, Lim and the colleagues (Lim et.al. 2003) use the idea of landmark and the diff algorithm to incrementally update the inverted index for the documents that have been analyzed and indexed.
Relevance Feedback
When an IR system such as a search engine presents the search results to the user, if the system allows the user to refine the search query based on the initial search results presented, the IR system is said to employee some relevance feedback mechanisms. The concept of relevance feedback dates back to the 1960s and 1970s. For example, (Rocchio 1971 ) is one of the best known sources of the discussion of the subject. The basic idea of relevance feedback is to use a linear additive method to expand (refine) the user query so the search engines (or any IR systems) can refine the search based on updated information contained in the refined query. The outline of the relevance feedback algorithm is presented in Figure 5 .
Figure 5 A Basic Relevance Feedback Algorithm
One particular and well-known example of relevance feedback is Rocchio's similarity-based relevance feedback (Rocchio 1971) . Depending on how updating factors are used in improving the k-th query vector as in the basic algorithm, a variety of relevance feedback algorithms have been designed (Salton 1989) . A similarity-based relevance feedback algorithm is essentially an adaptive supervised learning algorithm from examples (Salton & Buckley 1990 , Chen & Zhu 2000 . The goal of the algorithm is to learn some unknown classifier that is determined by a user's information needs to classify documents as relevant or irrelevant. The learning is performed by means of modifying or updating the query vector that serves as the hypothetical representation of the collection of all relevant documents. The technique for updating the query vector is linear addition of the vectors of documents judged by the user. This type of linear additive query updating technique is similar to what used by the Perceptron algorithm (Rosenblatt 1958 ), a historical machine learning algorithm. The linear additive query updating technique has a disadvantage: its converging rate to the unknown target classifier is slow (Chen & Zhu 2000; Kivinen et al. 1997) . In the real world of web search, a huge number of terms (usually, keywords) are used to index web documents. To make the things even worse, no users will have the patience to try, say, more than 10 iterations of relevance feedback in order to gain some significant search precision increase. This implies that the traditional linear additive query updating method may be too slow to be applicable to web search, and this leads to the design and testing of a new and faster query updating methods for user preference retrieval. This new algorithm is called MA, for
Start with an initial query vector q 0 . At any step k ≥ 0, improve the k-th query vector q k to
where d 1 , …, d s are the documents judged by the user at this step, and the updating factors α i ∈R for i = 1, … s.
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Multiplicative Adaptive (Chen & Meng 2002) . The key idea in algorithm MA is listed in Figure 6 . The theory and practice both prove that relevance feedback is a powerful mechanism to increase the quality of search. In industry practice we see very little, if any, work of relevance feedback employed by any search engine. This is mostly due to the fact that any relevance feedback implementations on the search engine side would require considerable amount of resources. Even if it were implemented, it is not clear how or if users would have the patience of using relevance feedback to improve search quality.
Personalization
Information on the World Wide Web is abundant. Finding accurate information on the web in a reasonable amount of time is very difficult. General-purpose search engines such as Google help users to find what they want faster than it used to be. But with the exponential growth in the size of the web, the coverage of the web by general-purpose search engines has been decreasing, with no search engine able to index more than about 16% of the estimated size of the publicly indexable web (Lawrence & Giles 1999) . In response to this difficulty, three general approaches have been taken over the years. One is the development of metasearch engines that forward user queries to multiple search engines at the same time in order to increase the coverage and hope to include in a short list of top-ranked results what the user wants. Examples of such meta-search engine include MetaCrawler and Dogpile. Another approach is the development of topic-specific search engines that are specialized in particular topics. These topics range from vacation guides to kids health. The third approach is to use some group or personal profiles to personalize the web search. Examples for such efforts include Outride (Pitkow 2002) , GroupLens (Konstan 1997) and PHOAKS (Terveen 1997) among others. General-purpose search engines cover large amount of information even though the percentage of coverage is decreasing. But users have a hard time to locate efficiently what they want. The first generation of meta-search engines addresses the problem of decreasing coverage by simultaneously querying multiple general-purpose engines. These meta-search engines suffer to a certain extent the inherited problem of information overflow that it is difficult for users to pin down specific information for which they are searching. Specialized search engines typically contain much more accurate and narrowly focused information. However it is not easy for a novice user to know where and which specialized engine to use. Most personalized search projects reported so far involve collecting user behaviors at a centralized server or a proxy server. While it is effective for the purpose of ecommerce where vendors can collectively learn consumer behaviors, this approach does present the privacy problem. Users of the search engines would have to submit their search habits to some type of servers, though most likely the information collected is anonymous. reported the project PAWS, Personalized Adaptive Web Search, a project to ease the web search task without sacrificing privacy. In PAWS, two tasks were accomplished, personalization and adaptive learning. When a search process starts, a user's search query is sent to one or more general-purpose search engines. When the results are returned the user has the choice of either personalizing the returned contents. The personalizing component compares the returned documents with the user's profile. A similarity score is computed between the query and each of the documents. The documents, listed from the most similar to the least similar, will then be returned to the user. The user will have the opportunity to mark which documents are relevant and which ones are not. This selection is sent to the PAWS as feedback. The learning component of the PAWS promotes the relevant documents and demotes the irrelevant ones, using the MA algorithm described in Section 6 (Chen & Meng 2002 ). This interaction can continue until the user finds what she wants from the document collection. The experiment results show that the personalization of the search results was very effective. See for detailed results.
Performance Evaluation
While user perception is important in measuring the retrieval performance of search engines, quantitative analyses provide more "scientific evidence" that a particular search engine is "better" than the other. Traditional measures of recall and precision (Baeza-Yates 1999) work well for laboratory studies of information retrieval systems. However, they do not capture the performance essence of today's web information systems for three basic reasons. One reason for this problem lies in the importance of the rank of retrieved documents in web search systems. A user of web search engines would not go through the list of hundreds and thousands of results. A user typically goes through a few pages of a few tens of results. The recall and precision measures do not explicitly present the ranks of retrieved documents. A relevant document could be listed as the first or the last in the collection. They mean the same as far as recall and precision are concerned at a given recall value. The second reason that recall and precision measures do not work well is that web search systems cannot practically identify and retrieve all the documents that are relevant to a search query in the whole collection of documents. This is required by the recall/precision measure. The third reason is that these recall/precision measures are a pair of numbers. It is not easy to read and interpret quickly what the measure means for ordinary users. Researchers (see a summary in (Korfhage 1997) ) have proposed many single-value measures such as estimated search length ESL (Cooper 1968) , averaged search length ASL (Losee 1998) , F harmonic mean, E-measure and others to tackle the third problem.
Meng (2006) compares through a set of real-life web search data the effectiveness of various single-value measures. The use and the results of ASL, ESL, average precision, F-measure, Emeasure, and the RankPower, applied against a set of web search results. The experiment data was collected by sending 72 randomly chosen queries to AltaVista and MARS (Chen & Meng 2002 , Meng & Chen 2005 ).
The classic measures of user-oriented performance of an IR system are precision and recall which can be traced back to the time frame of 1960's (Cleverdon et.al. 1966 , Treu 1967 . Assume a collection of N documents, of which N r are relevant to the search query. When a query is issued, the IR system returns a list of L results where L <= N, of which L r are relevant to the query. Precision P and recall R are defined as follows. Note that 0 <= P <= 1 and 0 <= R <= 1. Essentially the precision measures the portion of the retrieved results that are relevant to the query and recall measures the percentage of relevant results are retrieved out of the total number of relevant results in the document set. A typical way of measuring precision and recall is to compute the precision at each recall level. A common method is to set the recall level to be of 10 intervals with 11 points ranging from 0.0 to 1.0. The precision is calculated for each of the recall level. The goal is to have a high precision rate, as well as a high recall rate. Several other measures are related to the measure of precision and recall. Average precision and recall (Korfhage 1997) Rijsbergen 1974) which can vary the weight of precision and recall by adjusting the parameter β between 0 and 1. In the extreme cases when β is 0, E = 1 -P, where recall has the least effect, and when β is 1,
where recall has the most effect. The harmonic F measure (Shaw 1986 ) is essentially a complement of the E measure,
The precision-recall measure and its variants are effective measures of performance of information retrieval systems in the environment where the total document collection is known and the sub-set of documents that are relevant to a given query is also known.
The drawbacks of the precision-recall based measures are multi-fold. Most noticeably, as Cooper pointed in his seminal paper (Cooper 1968) , it does not provide a single measure; it assumes a binary relevant or irrelevant set of documents, failing to provide some gradual order of relevance; it does not have built-in capability for comparison of system performance with purely random retrieval; and it does not take into account a crucial variable: the amount of material relevant to the query which the user actually needs. The expected search length (ESL) (Cooper 1968 , Korfhage 1997 ) is a proposed measure to counter these problems. ESL is the average number of irrelevant documents that must be examined to retrieve a given number i of relevant documents. The weighted average of the individual expected search lengths then can be defined as follows, 
where N is the maximum number of relevant documents, and e i the expected search length for i relevant documents.
The average search length (ASL) (Losee 1998 , Losee 1999 , Losee 2000 is the expected position of a relevant document in the ordered list of all documents. For a binary judgment system (i.e. the document is either relevant or irrelevant), the average search length is represented by the following relation,
where N is the total number of documents, Q is the probability that ranking is optimal, and A is the expected proportion of documents examined in an optimal raking if one examines all the documents up to the document in the average position of a relevant document. The key idea of ASL is that one can compute the quality of an IR system without actually measuring it if certain parameters can be learned in advance. On the other hand, if one examines the retrieved documents, the value A can be determined experimentally, which is the total number of retrieved relevant documents divided by the total number of retrieved documents, thus the quality indicator Q can be computed.
Except the basic precision and recall measures, the rest of the afore-mentioned measures are single-value measures. They have the advantage of representing the system performance in a single value, thus it is easier to understand and compare the performance of different systems. However these single-value measures share weakness in one of the two areas. Either they do not consider explicitly the positions of the relevant documents, or they do not explicitly consider the count of relevant documents. This makes the measures nonintuitive and difficult for users of interactive IR systems such as web search engines to capture the meanings of the measures.
To alleviate the problems using other single-value measures for web search, Meng & Chen proposed a single-value measure called RankPower (Meng & Chen 2004 ) that combines the precision and the placements of the returned relevant documents. The measure is based on the concept of average ranks and the count of returned relevant documents. A closed-form expression of the optimal RankPower can be found such that comparisons of different web information retrieval systems can be easily made. The RankPower measure reaches its optimal value when all returned documents are relevant. RankPower is defined as follows. 
where N is the total number of documents retrieved, n is the number of relevant documents among N, S i is the place (or the position) of the ith relevant document.
While the physical meaning of RankPower as defined above is clear --average rank divided by the count of relevant documents, the domain in which its values can reach is difficult to interpret. The optimal value (the minimum) is 0.5 when all returned documents are relevant. It is not clear how to interpret this value in an intuitive way, i.e. why 0.5. The other issue is that RankPower is not bounded above. A single relevant document listed as the last in a list of m documents assures a RankPower value of m. If the list size increases, this value increases. In their recent work, (Tang et.al. 2006 ) proposed a revised RankPower measure defined as follows. 
where N is the total number of documents retrieved, n is the number of relevant documents among the retrieved ones, and S i is the rank of each of the retrieved, relevant document. The beauty of this revision is that it now constrains the values of the RankPower to be between 0 and 1 with 1 being the most favorite and 0 being the least favorite. A minor drawback of this definition is that it loses the intuition of the original definition that is the average rank divided by the count of relevant documents.
The experiment and data analysis reported in (Meng 2006) compared RankPower measure with a number of other measures. The results show that the RankPower measure was effective and easy to interpret. A similar approach to that was discussed in (Korfhage 1997) was used in the study. A set of 72 randomly chosen queries are sent to the chosen search engines. The first 200 returned documents for each query are used as the document set. Each of the 200 documents for each of the query is examined to determine the collection of relevant document set. This process continues for all 72 queries. The average recall and precision are computed at each of the recall intervals. The results are listed in Table 1 . Table 1 Table 2 are the numerical values of the various single-value measures collected from the same data set. Following (Cooper 1968 )'s discussion, five different types of ESL measures were studied. These five types are listed as follows.
[1. Type-1] A user may just want the answer to a very specific factual question or a single statistics. Only one relevant document is needed to satisfy the search request.
[2. Type-2] A user may actually want only a fixed number, for example, six of relevant documents to a query.
[3. Type-3] A user may wish to see all documents relevant to the topic.
[4. Type-4] A user may want to sample a subject area as in 2, but wish to specify the ideal size for the sample as some proportion, say one-tenth, of the relevant documents.
[5. Type-5] A user may wish to read all relevant documents in case there should be less than five, and exactly five in case there exist more than five.
Notice that various ESL measures are the number of irrelevant documents that must be examined in order to find a fixed number of relevant documents; ASL, on the other hand, is the average position of the relevant documents; RankPower is a measure of average rank divided by the number of relevant documents with a lower bound of 0.5. In all cases, the smaller the values are, the better the performance is. Revised RankPower has values between 0 and 1 with 0 being the least favorite and 1 being the most favorite. We can draw the following observations from the data shown in Table 2 . Note that these observations demonstrate the effectiveness of single-value measures, especially, the RankPower. The focus was not on the comparison of the actual search engines since the experimental data is a few years old. 1. In ESL Type 1 comparison, AltaVista has a value of 3.78 which means on the average, one needs to go through 3.78 irrelevant documents before finding a relevant document. In contrast, ESL Type 1 value for MARS is only 0.014 which means a relevant document can almost always be found at the beginning of the list. MARS performs much better in this comparison because of its relevance feedback feature. 2. ESL Type 2 counts the number of irrelevant documents that a user has to go through if she wants to find six relevant documents. AltaVista has a value of 32.7 while MARS has a value of 25.7. Again because of the relevance feedback feature of MARS, it performs better than AltaVista. 3. It is very interesting to analyze the results for ESL Type 3 request. ESL Type 3 request measures the number of irrelevant documents a user has to go through if she wants to find all relevant documents in a fixed document set. In our experiments, the document set is the 200 returned documents for a given query and the result is averaged over the 72 queries used in the study. Although the average number of relevant documents is the same between AltaVista and MARS (see the values of estimated ASL) because of the way MARS works, the positions of these relevant documents are different. This results in different values of ESL Type 3. In order to find all relevant documents in the return set which the average value is 29.8 documents, AltaVista would have to examine a total of 124 irrelevant documents while MARS would examine 113 irrelevant documents because MARS have arranged more relevant documents to the beginning of the set. 4. ESL Type 4 requests indicate that the user wants to examine one-tenth of all relevant documents and how many irrelevant documents the user has to examine in order to achieve this goal. In this case, all relevant documents in the returned set of 200 have to be identified before the 10 percent can be counted. On average AlatVista would have to examine about 8 irrelevant documents before reaching the goal, while it only takes MARS fewer than one irrelevant documents. 5. ESL Type 5 requests examine up to a certain number of relevant documents. The example quoted in Cooper's paper (Cooper 1968) was five. For AltaVista, it takes about 26 irrelevant documents to find five relevant documents, while MARS requires only about 17.
Some Other Important Issues
There are a number of other important issues closely related to search engines. These include, but not limited to, crawling the web (Diligenti et.al. 2000) , document clustering (Mandhani et.al. 2003) multi-language support of the indexing and search of web data (Sigurbjornsson et.al. 2005) , user interface design (Marcus & Gould 2000) , and social networks (Yu & Singh 2003) . Due to limited space, we could not inclusively present them all in this chapter.
Concluding Remarks
We surveyed various aspects of web search engines in this chapter. We discussed systems architectures, information retrieval theories on which web search is based, indexing and ranking of retrieved documents for a given query, relevance feedback to update search results, personalization, and performance measurement of IR systems including the ones suitable for web search engines. Web search engines are complex computing systems that employ techniques from many different disciplines of computer science and information science including hardware, software, data structures and algorithms, information retrieval theories, among others. The chapter serves as an overview of a variety of technologies used in web search engines and their related theoretical background. The intended conclusions the readers should take away from reading this chapter are as follows.
1. Search engines are enormously complex computing systems that encompass many different segments of sciences and technologies such as computer science (algorithms, data structures, databases, distributed computing, human-computer interfaces), information science (information retrieval, information management), and electrical and computer engineering where the hardware systems can be inter-connected and used effectively. The success of search engines depends on even more diverse fields such as social sciences. This is an exciting field of study and we are still exploring the tip of an ice-berg. 2. Although the search engine technologies have been going through many changes, the fundamentals have not. Search engines collect, analyze, and disseminate information to satisfy the user needs. There are many challenging issues ahead of the researchers to improve many aspects of a search engine. They include, but not limited to, large scale data collection, analysis, and maintenance, user interfaces, efficient and effective retrieval of information, social aspects of information engineering, among others. 3. This chapter reviews general technologies of a search engine, with an emphasis on the evaluation of search engine performances. As the chapter indicates that the proposed measure RankPower can capture the essence of a user's information needs by taking both the ranks and the number of relevant search results into accounts.
