In this paper we use two rich micro-datasets on Portuguese …rms to analyse the ability of time and state dependent price setting rules to explain durations of price spells, or the probability of price changes. Our results suggest that time dependent models are unable to adequately describe the features of the data and that state dependent models are required to fully characterise the price setting behaviour of these …rms. Speci…cally, it is found that the impacts on the probability of a price change of in ‡ation, the level of economic activity and the magnitude of the last price change, are both statistically and economically signi…cant. Moreover, it is seen that the impacts di¤er for negative and positive values of these covariates.
INTRODUCTION
Price rigidities are usually seen as a major determinant of the response of production and in ‡ation to nominal shocks hitting the economy. Therefore, identifying the type of price rigidities which characterise the economy emerges as an issue of paramount importance.
Models of price rigidity suggested in the literature may broadly be classi…ed into two categories: time dependent and state dependent models. Time dependent models are characterized by the fact that the decision of changing prices is exogenous, i.e., prices change independently of the sate of the economy according to a certain stochastic or deterministic rule. The best known examples of this kind of models are the ones proposed by Taylor (1980) , where prices are kept unchanged during a …xed period of time, and by Calvo (1983) , where prices have random durations. A major consequence of this type of models is that the e¤ect of monetary policy shocks does not depend on the state of the economy.
In the case of state dependent models, the decision of changing prices is endogenous, i.e., at every moment economic agents decide whether or not to change their prices based on the evaluation of the costs and bene…ts of a price change. Thus, such models predict that the probability of a price change varies according to the state of the economy and that the e¤ects of nominal shocks on real activity and in ‡ation are also state dependent.
Examples of this type of models are those proposed by Weiss (1977, 1983) , and by Dotsey, King and Wolman (1999) .
From an economic point of view, state dependent models are clearly more attractive as they assume that economic agents base their decisions on a cost-bene…t analysis. Time dependent models use simple ad hoc hypotheses to justify price changes and therefore may not be realistic descriptions of the behaviour of rational agents. Nevertheless, the possibility of such models being able to provide an accurate picture of the overall economy should not be excluded beforehand.
In this paper we use two micro-datasets, which were originally collected to compute the Consumer Price Index (CPI), to analyse the ability of both time and state dependent models of price setting to describe the durations of price spells, or the probability of changing prices, observed in the Portuguese economy. The approach adopted here is based on the estimation of a hazard function for the duration of price spells, which allows us to test whether time varying regressors contribute to explain the probability of price changes. With this approach it is possible to fully explore the cross-section dimension of our datasets.
The paper is organized as follows. Section 2 describes the data used in this study and provides some preliminary results on the adequacy of time dependent models of price setting behaviour. Section 3 discusses and estimates a hazard function which includes state dependent features, and section 4 concludes.
THE DATA

Brief data description
This paper uses two micro-datasets on consumer prices collected by the Portuguese Instituto Nacional de Estatística (INE) in order to produce the aggregate Consumer Price Index for Portugal. These two datasets cover two di¤erent periods, January 1992 to December 1997 and January 1997 to December 2002. Hereafter, the two datasets will be referred to as CPI1 and CPI2, respectively. Although the two datasets have di¤erent characteristics (see Appendix 1 for further details), both include information on prices at the outlet and product level, covering outlets nationwide. The basic observation is that of a price of an item in a particular outlet at a given point in time. This item is followed over time within the same store. It is worth mentioning, however, that forced substitutions may occur in the case of the Consumer Price Index but the exact identi…cation of such situation is not possible.
There are over 3; 000; 000 observations in CPI1 and around 2; 000; 000 in CPI2 up to January 2001.
1 This corresponds to data collected on over 10; 000 outlets and 460 items 1 The sample periods considered in the analysis were shortened in order to exclude potential cash changeover e¤ects (2001 and 2002 for CPI2) and to make sure that an homogeneous period will be analysed as far as seasonal pattern is concerned (for CPI1 and CPI2).
for CPI1 and 13; 000 outlets and 780 items for CPI2. Information on prices is collected on a number of outlets for each item, although brands and packages are not necessarily the same across stores. Consequently, prices for the same items across stores are not comparable.
During this period, the prices of some goods (notably energy) were controlled by the government. This, of course, has important consequences for the observed frequency of price changes and the duration of price spells of such products. Consequently, the prices of energy and other goods with prices set administratively are not considered in our analysis.
Apart from prices, product code and outlet code, the CPI datasets also include information on date, geographical location of the outlet (grouped in seven possible regions using the NUTS II classi…cation), type of outlet (allowing for a distinction between big and small stores in CPI1 and hypermarkets, supermarkets, classical stores, discount stores, market and other in CPI2), a dummy for perishable food products and some information on the weights of the items in the typical consumer bundle. As the CPI records are under statistical secrecy, it is impossible to know the speci…c goods and services for which the prices are collected in the survey.
Preliminary data analysis
Figures 1 and 2 display the share of prices that change in each quarter (hereafter referred to as the "frequency of price changes") for CPI and CPI2. Two important characteristics emerge from these Figures. First, the average frequency of price changes is larger for CPI1 (0:39 in CPI1 against 0:35 in CPI2). Second, and perhaps more signi…-cantly, the frequency of price changes exhibits a downward trend over the sample period. This is especially clear for CPI1, whose sample period (1993) (1994) (1995) (1996) (1997) ) is characterized by a higher average (aggregate) in ‡ation, with a signi…cant decreasing trend (average in‡ation was 4:1% during the sample period corresponding to CPI1 and 2:6% during the period corresponding to CPI2). These characteristics of the data are at odds with time dependent price setting mechanisms, which would imply that the fraction of prices that change in every period is (approximately) constant over time. Seasonality in the frequency of price changes is usually seen as evidence of time dependent behaviour, because a strong seasonal factor, in a given quarter of the year, say, would imply that a large proportion of …rms is likely to change their prices on a yearly basis, on that particular quarter. Consequently, the fact that seasonality is stronger in CPI2 than in CPI1 is in accordance with the expected result of an increased proportion of time dependent behaviour for low and stable levels of in ‡ation, which characterizes CPI2. However, the fact that the importance of seasonality has changed over time as the state of the economy changed (from CPI1 to CPI2) must also be seen as evidence of state dependent behaviour in price setting practices by …rms.
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In summary, the analysis of the evolution over time of the frequency of price changes suggests that we may expect signi…cant state dependent characteristics to be present in the data. In the next section we try to identify which factors explain the probability of observing a price change at the micro level.
WHICH FACTORS DETERMINE THE PROBABILITY OF OBSERVING A PRICE CHANGE?
The analysis in this section proceeds in two di¤erent steps. We start by discussing some technical issues that must be taken into account when estimating and interpreting the aggregate hazard function. Then, we investigate which factors a¤ect the probability of observing a price change at the micro level by estimating hazard functions with time varying regressors.
2 The variance of the average quarterly seasonal factors is 0:008 in case of CPI2 and 0:004 in case of CPI1, which con…rms, as a simple glance at Figures 1 and 2 would suggest, that seasonality is stronger in case of CPI2. 3 For instance, the (average) estimated seasonal factor for the …rst quarter of the year equals 1:08 in case of CPI1 and 1:11 in case of CPI2. Notice, however, that part of the di¤erences in the seasonal pattern between CPI1 and CPI2 may also be due to methodological changes in the data collection procedures underlying the two datasets (see Appendix 1 for details).
The aggregate hazard function: some estimation issues
Estimating and interpreting the aggregate hazard function for the economy as a whole would not raise any special di¢ culties if the population of …rms/stores were homogeneous with respect to the distribution of price spells. However it is well known (see for instance Dias, Dias and Neves, 2004, for Portugal) that the frequency of price changes di¤ers signi…cantly not only across sectors but also across …rms/stores. In particular, the frequency of price changes in the food sector is signi…cantly higher than the frequency of price changes in the services sector (0:37 against 0:11). Similarly, the frequency of price changes is higher in big stores (supermarkets and hypermarkets) than in small stores.
This heterogeneity, if not properly taken into account, may have severe distorting e¤ects on the resulting estimates of the aggregate hazard function.
Two major implications of heterogeneity are worth discussing. The …rst one is well known from the literature on duration models, and concerns the bias of estimated hazards towards negative duration dependence, brought about by the fact that products (in the population and in the sample) are heterogeneous with respect to the average price durations (see, for instance, Heckman and Singer, 1984, or Lancaster, 1990) . This characteristic of the data implies that the aggregate estimated hazard, as obtained for instance using the nonparametric Kaplan-Meier estimator, tends to display a decreasing pattern irrespective of the speci…c hazard functions underlying each individual homogeneous group of …rms or products. Intuitively, this is so because the share of shorter price spells (spells corresponding to products with more ‡exible pricing rules) decreases as the larger time horizons are considered and consequently the hazard rate decreases, creating the illusion of a stronger negative duration dependence than what actually exists. 4 An obvious consequence of this heterogeneity is that the estimates for the aggregate hazard function cannot be taken at face value. In particular, an aggregate downward sloping hazard function may be compatible with the existence (at the homogeneous group level) 4 Note that according to the Kaplan-Meier estimator, the hazard rate, h(t), de…ned as the rate at which spells are completed after duration t; given that they last at least until t, is estimated asĥ(t) = Given the discussion above, this does not come as a surprise and should not be seen as having signi…cant implications for the shape of the hazard functions at the …rm or homogenous group level.
The estimated unconditional hazard function may help to unveil the type of heterogeneity that is ‡agged by the presence of non-monotonicity. For instance, the estimated hazard functions exhibit signi…cant spikes at durations of 1 and 4 quarters for both CPI1 and CPI2. This means that price spells of 1 and 4 quarters are likely to constitute a large share of the whole sample of spells. This evidence may also suggest that there are groups of …rms with di¤erent average probability of changing prices. In particular, the spikes at durations of 1 and 4 suggest that there may be two di¤erent groups of …rms/products, one that changes prices very frequently (in the limit, in each and every quarter), and another one that changes prices on a yearly basis (every four quarters).
Notice that the existence of di¤erent groups of …rms cannot be seen as evidence in favour of time dependent behaviour because what matters for the distinction between time or state dependent behaviour is not the existence of groups of …rms with di¤erent average price spells but whether the expected duration of such price spells changes over time as the state of the economy changes.
It is also important to stress that the unconditional hazard functions, as depicted in Figures 3 and 4 , shed no light whatsoever on whether …rms follow time dependent or state dependent price setting rules. Indeed, the unconditional hazard function is estimated under the assumption that the probability of a price change is constant over time. However, the constancy over time of the probability of changing prices is exactly what we need to investigate to be able to distinguish between time dependent and state dependent price setting schemes. Therefore, in order to distinguish between time and state dependent behaviour using the unconditional hazard function, one would need to estimate several hazard functions corresponding to di¤erent periods of time and compare them with each other. Stability of the hazard functions over time would constitute evidence of time dependent behaviour, while a time varying pro…le of the di¤erent hazard functions would be seen as evidence favouring state dependent behaviour.
5 Due to the limited time span of our data sets, this approach is not pursued here.
A discrete time duration model with time varying covariates
The analysis of the unconditional hazard function has highlighted the problems caused by uncontrolled heterogeneity. However, if the purpose is to test which type of price set- 5 The implicit identifying assumption is that the state of the economy varies over time. In a completely stable economy with constant in ‡ation it would not be possible to distinguish between time and state dependent models since both would imply hazard functions that are stable over time.
ting practices -time or state dependent -better characterizes the behaviour of economic agents, we need to look for a di¤erent instrument of analysis. To investigate whether or not there is signi…cant evidence of state dependent behaviour by Portuguese …rms, we use a discrete time duration model.
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A discrete time duration model may be regarded as a sequence of binary choice problems de…ned on the surviving population at each duration. The parametric model we consider is characterized by the fact that h i (t), the hazard function for product i in period t, is speci…ed as a complementary log-log model (see, for instance, Jenkins, 1995) of the form
Because of the speci…cation of h i (t) that is chosen, this model is the discrete-time counterpart of an underlying continuous-time proportional hazards model (see Prentice and Gloeckler, 1978) .
For reasons that will soon be clear, the following speci…cation for
In equation (2), (t) is the function of t whose speci…cation is discussed later, Z i is the vector of time constant covariates, T t is the vector of time dummies (seasonal and yearly dummies), and X it is the vector of time varying conditioning variables whose elements appear in W i (t) in two di¤erent ways: X a it represents a vector containing the absolute value of the elements of X it ; X it is a vector containing the product of the elements of X it by dummies which equal 1 when the element of X it is negative, being 0 otherwise. In the models estimated below, Z i includes several dummy variables related to the type of store, the type of product, the geographical location and, in case of CPI1, also changes in the VAT rates. The vector X it includes time varying regressors that economic theory suggests may be relevant factors in explaining the probability of changing prices over time. In particular, for the two models estimated below, X it includes: i) the magnitude of the last price change (w it ); ii) the sectoral in ‡ation rate accumulated since the beginning of the spell ( it ) lagged one quarter; 8 and iii) the accumulated growth rate of industrial production index (g t ). The economic rationale for the use of such variables can be seen, for instance, in Cecchetti (1986) and Dotsey et al: (1999) . In particular, Cecchetti (1986) develops a model of …rm price changes in the presence of adjustment costs, in which the probability of a price change varies positively with the cumulative in ‡ation since the last price change (because it measures the disequilibrium between the current price level and the optimum price level), negatively with the magnitude of the previous period price change and positively with the industry sales growth (used as a proxy to measure demand pressure).
In order to capture duration dependence, instead of imposing a given functional form on (t), we use a more ‡exible approach which consists in introducing an additive dummy variable for each duration. Thus we introduce a variable dur t (t = 1; 2; :::; m) which equals 1 if the hazard corresponds to a duration of a price spell of t quarters, being 0 otherwise. In our application we have decided to saturate the hazard function, i.e., we consider a di¤erent parameter for each duration. One major advantage of this approach is (Unprocessed Food, Processed Food, Non-Energetic Industrial Goods, and Services) and six dummy variables relative to the geographical location of the stores (North, Centre, Lisbon, Alentejo, Algarve, Azores and Madeira). In the model for CPI2, Z i includes the same six dummy variables relative to the geographical location of the stores, but it also includes …ve dummy variables related to the type of store (Hypermarket, Supermarket, Discount Store, Classical Store, Market and Private/Public Services) and …ve dummy variables relative to the type of product (Unprocessed Food, Processed Food, Non-Durable goods, Semi-Durable Goods, Durable Goods and Non Administered Price Services). We note from the outset that the poorer level of information for CPI1 (regarding the type of store and the sectoral disaggregation) is expected to cause additional di¢ culties at the empirical level, because it may imply some residual neglected heterogeneity, with consequences on the properties of the estimators for the parameters of the included regressors. 8 Sectoral in ‡ation is measured at the …ve digits aggregation level (COICOP level).
that it allows us to capture the e¤ect of the covariates without the need for any additional parametric assumptions on the distribution of neglected individual heterogeneity.
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In our sample there are negative as well as positive changes not only at the product level (price changes) but also at the sectoral or national level (negative and positive sectoral in ‡ation as well as industrial production growth). This situation raises the issue of how to distinguish the e¤ects of negative and positive changes of the covariates on the probability of a price change since, at least from some of these variables, asymmetric e¤ects are expected. In fact, one of the costs usually incurred by …rms when they change prices is the negative reaction from customers (customer anger) following price increases, but such a cost is not expected to be relevant for price decreases. In (2) we account for the possibility of asymmetric e¤ects by introducing both the absolute value of X it and X it . This speci…cation has the advantage of allowing simple tests of symmetry to be performed.
In the models estimated below, the sectoral in ‡ation rate accumulated since the beginning of the spell ( it ) enters lagged one quarter. This is done to circumvent the potential simultaneity problem stemming from the fact that, at this level of disaggregation, in ‡ation as a regressor may be expected to re ‡ect changes in prices occurring at the product/…rm level. Finally, notice that it and g t are de…ned at each point in time during the spell and not only at the end of the spell. This allows for the possibility of the e¤ect of such regressors to vary over the spell, as in ‡ation or production growth ac-9 It is well known (see, Ridder, 1987 ) that neglected heterogeneity is immaterial if the baseline hazard is reasonably ‡exible to begin with. Portugal and Addison (2000) investigated this claim by estimating hazard functions with and without the additional heterogeneity controls and concluded that the shape of the hazard function is largely una¤ected by the incorporation of such additional controls. For this reason, we decided to make the baseline hazard as ‡exible as possible by saturating it with dummies.
Alternativelly, neglected heterogeneity could be integrated out as in Heckman and Singer (1984) . Some authors use an intermediate approach, which consists in using a ‡exible baseline hazard and explicitly integrating out the neglected heterogeneity (see, for instance, Bover et al., 2002) . However, when the hazard function is saturated, it is not possible to identify the e¤ects of neglected heterogeneity. Therefore, in the models estimated below, no additional unobserved individual heterogeneity is accounted for.
cumulate, thus increasing the disequilibrium between the current price and the optimum price that would prevail in the absence of price rigidities.
With the hazard function speci…ed as in (1) and (2), estimation of the parameters of interest can be performed using standard likelihood methods. Let us assume that we have N products (identi…ed at the outlet or store level) indexed by i = 1; 2; :::; N . Let m i denote the duration of the spell corresponding to product i, which by assumption starts in period t = t i and ends at time T i = t i + m i . It can be shown (see, Jenkins, 1995, or Bover, Arellano and Bentolila, 2002 ) that the log-likelihood function for this problem may be written as
where i is a dummy variable which equals 1 if spell i is (right) censored and is zero otherwise. Table 1 reports the main estimation results for CPI1 and CPI2. 10 The two models were estimated using a random sample that includes a single price spell for each product. The The …rst point to be stressed is the fact that the coe¢ cients associated to the time varying regressors, which measure the state of the economy, are in general individually signi…cant and, using the likelihood ratio test, the null hypothesis that the included time varying regressors are not jointly signi…cant is strongly rejected. Moreover, in view of Cecchetti's (1986) model, the regressors display the expected sign. Cumulative in ‡ation, it , and the level of activity, as measured by the cumulative growth rate of industrial production, g t , appear as signi…cant variables that increase the probability of changing 10 Results for all the controls used in the estimation are displayed in table A1 in Appendix 3. A brief look at those results shows that the dummy variables for the type of outlet, the type of sector and the region in which the good is sold are usually signi…cant, which constitutes evidence that it is important to account for such heterogeneity in the estimated models. A similar conclusion applies for the quarterly seasonal dummies as well as for the yearly dummies, which are meant to capture changes over time of the overall economic conditions not explained by the included time varying regressors. prices and thus reduce the expected duration of price spells. In contrast, but also as expected, the magnitude of the last price change, w it , appears with a negative sign.
The fact that, even controlling for di¤erent sources of heterogeneity, coe¢ cients associated to the time varying regressors are statistically very signi…cant, suggests that simple time dependent models are not likely to provide a reasonable approximation to the data and that state dependent models may be required to fully characterize the price setting behaviour of Portuguese …rms.
In the case of CPI1, the estimated model also includes three dummy variables to account for changes in the VAT rates occurred in the …rst quarter of 1995 and the third and fourth quarters of 1996, respectively. Investigating how the probability of changing prices reacts to changes in the VAT rates is an interesting exercise because the reaction by …rms to changes in the VAT rates, if signi…cant, may be seen as evidence in favour of state dependent behaviour. From the estimated parameters in Table 1 , we see that the coe¢ cient of the VAT dummy variable for the …rst quarter of 1995 is positive and highly signi…cant, as expected, but the coe¢ cients of the other two dummy variables are negative. Such an outcome may, however, be easily understood. Changes in the VAT rates in the …rst quarter of 1995 were broad in scope and quantitatively signi…cant, while the changes that occurred in 1996 were quantitatively smaller and a¤ected only some speci…c sectors. This explains why in Figure 1 a signi…cant peak in the frequency of price changes emerges during the …rst quarter of 1995, but no such behaviour is discernible in the second half of 1996. On the contrary, for these two observations, we see that, if anything, the frequency of price changes exhibits a small trough, which means that the e¤ect (if any) of a change in the VAT rates may have been more than compensated by shocks with the opposite e¤ect. The fact that the two dummy variables remain signi…cant in the estimated model, strictly speaking, means that the reasons for the trough in the second half of 1996 are not fully captured by the regressors in the model.
The estimated models also show that the assumption of symmetric e¤ects is rejected by the data (the coe¢ cients associated with the regressors in X it are generally statistically signi…cant), allowing us to conclude that positive and negative values of accumulated in ‡ation, the magnitude of the last price change and accumulated activity growth have di¤erent e¤ects on the probability of changing prices. For instance, for both CPI1 and CPI2, negative in ‡ation exerts a larger e¤ect on the probability of changing prices than positive in ‡ation.
In order to get a quantitative assessment of the importance of the conditioning variables for the hazard function, we carried out two di¤erent exercises. One aimed at investigating how alternative trajectories for the time varying regressors impact on the probability of changing prices and the other aimed at assessing the impact on the expected duration of price spells from changes on those covariates.
In the …rst exercise we simulate the estimated hazard functions for alternative trajectories of the time varying covariates. For in ‡ation and production index we consider the two alternative hypotheses of a constant annual in ‡ation and a constant annual growth rate of the production index of +4% and 4%. Notice that these hypotheses imply that the corresponding covariates (accumulated in ‡ation and accumulated production growth) vary over the spell (they are strictly increasing or decreasing over time). For the magnitude of the last price change we consider the two alternative …gures of +8%
and 8%, which, in this case, imply that the corresponding covariate is constant over the spell. 11 Figures 5 and 6 depict the di¤erent hazard functions for the reference group implicit in the estimated models. 12 Table 2 presents the di¤erences between the baseline hazard and the hazard corresponding to a given trajectory of the conditioning variable, for the durations of 1, 4, 6, 8 and 10 quarters.
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In interpreting these results it is useful to recall that in this context the hazard function is the probability of observing a price spell of duration t, conditional on the fact that the price was kept unchanged for the previous t periods. Therefore, the di¤erences between the baseline hazard and the hazard corresponding to a given trajectory of the conditioning variable may be seen as the variation in this conditional probability resulting from the assumed trajectory of the covariate. For instance, in case of CPI2, an annual in ‡ation of 4% increases the probability of a price change by 3:1 percentage points after one year, while, under the same circumstances, production growth increases the probability of changing prices by 5:9 percentage points (conditional on the spells lasting for at least one year). It can also be seen from Table 2 and Figure 6 that, in case of CPI2, variations in the probability of changing prices are larger for negative in ‡ation and negative production growth. Finally, both for CPI1 and CPI2, the e¤ect of the magnitude of the previous price change appears to have little economic relevance.
In the previous exercise the trajectories de…ned for accumulated in ‡ation and accumulated production growth are time varying. We now consider an alternative exercise 11 The magnitude of 8% for the previous period price change is close to the sample median of the magnitudes of price changes in case of CPI2. 12 For CPI1 the reference group corresponds to a spell occurring in the …rst quarter of 1993 for the price of a good of the "unprocessed food sector", sold in a "big store" in "Lisbon". For CPI2 the reference group corresponds to a spell occurring in the …rst quarter of 1998 for the price of a good of the "unprocessed food sector" sold in a "hypermarket", in "Lisbon". Although the two reference groups are as close as possible, the fact that they are not de…ned in the same way suggests some caution is needed in the comparison of the two sets of results. 13 The baseline hazard for the reference group is obtained by setting the trajectories for the time varying regressors equal to zero, over the spell.
in which the trajectories for those covariates are constant over the spell. 14 Such an exercise is close to a ceteris paribus analysis that allows us to investigate the impact on the expected duration of price spells of changes in the values of those covariates, and, therefore, get a better idea of how economically relevant are the state-dependent features of price setting practices by Portuguese …rms. Table 3 and Figure 7 display the expected duration of price spells for di¤erent values of the covariates. For instance, the right-upper panel of Figure 7 displays the expected duration of price spells of CPI2 for di¤erent levels of sectoral accumulated in ‡ation (the corresponding …gures can be found in Table 3 ). When all the time varying regressors are equal to zero the expected duration of a price spell is 1:67 quarters (baseline case). When accumulated in ‡ation is equal to 4% (everything else equal), the expected duration of a price spell is reduced to 1:55 quarters and further to 1:46 quarters if accumulated in ‡ation is equal to 8%. In case of negative in ‡ation the expected duration of a price spell is reduced to 1:31 quarters when accumulated in ‡ation is equal to 4% and to 1:13 quarters when in ‡ation is 8%. From Table 3 and the lower-right panel of Figure 7 we see that, in case of CPI2, production growth also has a strong impact (even somewhat larger than in ‡ation) on the expected duration of a price spell. For instance, the expected duration of a price spell (which is 1:67 quarters in the baseline case) is reduced to 1:47 quarters when accumulated production growth is equal to 4%. As the …ndings of the previous exercise suggest, Table 3 and panels of Figure 7 show that the magnitude of the last price change has a minor impact on the expected duration of a price spell. For instance, for a previous period price change of 8% the expected duration of a price spell increases only to 1:71 quarters from a baseline of 1:67 quarters. Overall, the two exercises allow us to conclude that in ‡ation has a signi…cant impact on the probability of changing prices or the expected duration of price spells and that negative in ‡ation has a larger impact than positive in ‡ation 15 . The fact that negative in ‡ation both for CPI1 and CPI2 appears as having a more signi…cant impact than positive in ‡ation is intuitive. On the one hand, both positive and negative accumulated in ‡ation are expected to impact positively on the probability of changing prices because they are proxying the increasing disequilibrium between the actual price and the optimum price. On the other hand, as noted above, price decreases are not expected to bring about "customer anger", thus reducing the true adjustment costs of decreasing prices when there is negative accumulated in ‡ation.
Concerning the impact of business cycle conditions, as measured by the accumulated growth rate of industrial production since the last price change, we see that both positive and negative changes are associated with a larger probability of changing prices and thus to shorter price spells. It is also seen that, in the case of CPI2, negative accumulated demand shocks have a larger e¤ect than positive shocks and that the e¤ect of demand shocks is estimated to be larger for CPI2 than CPI1 16 .
Finally, in what concerns the e¤ect of the magnitude of the previous price change (the single variable which is de…ned at the product level), it is seen that positive changes have a negative impact on the probability of changing prices, while a negative price change has a positive impact. Thus, prices appear to last longer after a positive price change.
However, quantitatively the impact of such regressor is not as large as the impact of in ‡ation or production growth.
CONCLUSIONS
This paper investigates the ability of time and state dependent price setting models to capture the main characteristics of price setting practices in Portugal. Two microdatasets on consumer prices designed to produce the aggregate Consumer Price index are used.
di¢ cult to identify the factors in ‡uencing the probability of occurring a price change in CPI1. This latter fact may also explain why the e¤ect of economic activity also appears as having a smaller e¤ect on the probability of changing prices for CPI1 than for CPI2. 16 See previous footnote for an explanation.
By estimating a discrete time duration model, it is shown that the duration of price spells, and consequently the frequency of price changes, depends on variables such as accumulated sectoral in ‡ation, the magnitude of the last price change and the level of demand (measured by the accumulated growth rate of the industrial production index).
In particular, it is found that the larger the accumulated sectoral in ‡ation or the accumulated demand pressure, the larger the probability of price changes and thus, the smaller the expected duration of price spells. In contrast, the magnitude of the last price change has a negative e¤ect on the expected duration of price spells. It is also found that the e¤ects on the probability of changing prices di¤er according to whether we consider positive or negative values of the included time varying regressors.
The main message of this paper is, therefore, that time dependent models are unable to adequately describe the features of the investigated datasets, and that state dependent models are required to fully characterise the price setting behaviour of Portuguese …rms.
APPENDIX 1 -DATA DESCRIPTION
The two CPI datasets (CPI1 and CPI2) share a similar longitudinal structure but are collected using di¤erent criteria.
First, the composition of the datasets at the product level is determined using information on family expenditure patterns from the Portuguese Family Income and Expenditure Surveys. Two di¤erent surveys underlie the two datasets, thus introducing di¤erences in composition by product between CPI1 and CPI2, although within each CPI the product composition is kept unchanged for the whole duration of the survey.
However, the classi…cation itself changed from CPI1 to CPI2 so that it is not possible to obtain a correspondence between the CPI1 and CPI2 products at the item level.
Second, the periodicity of data collection is product-dependent, varying between monthly, quarterly and yearly information. This means that some outlets are visited every month while others are only visited once a year. In CPI1 yearly, quarterly and monthly observations represent 1%, 51% and 48% of the consumer bundle while in CPI2 these proportions are, respectively, 4%, 58% and 38%. In dealing with such diversity, we need to standardize the time unit for comparison purposes. We start by excluding items observed on a yearly basis, because this information is too poor for the purpose of studying the price setting behaviour. Since in both datasets there are some items whose prices are collected monthly, whereas for other items prices are observed quarterly, in order to use data on all items, we have opted for transforming monthly data into quarterly data. This transformation was done by randomly selecting one month (…rst, second or third) in the quarter for each item and discarding the other two records for the entire observation period.
Third, the de…nition of price di¤ers between CPIs due to the way sales and promotions are dealt with. Both datasets report retail prices at the moment the purchase occurs, but CPI1 excludes any sales or special prices being applied at the time of data collection, while CPI2 reports the e¤ective price, including sales and promotions. Since CPI2 contains information about the occurrence of promotions/sales, we have decided to transform the CPI2 to be as similar as possible to CPI1 in what the treatment of sales/promotions is concerned.
Finally, missing observations are also treated di¤erently in CPI1 and CPI2. Missings can occur either because the product is out-of-stock or the outlet is temporarily (or permanently) closed. In such cases, a price is generally reported in both datasets, although the procedure used to estimate it di¤ers. CPI1 uses the last observed price as an estimate of the non-observed price. CPI2 uses an estimate of what the non-observed price would be, had it changed at the average rate of change observed in the remaining outlets. This procedure is applied for up to 3 consecutive periods. After this, the store is replaced if it remains closed (giving rise to an incomplete price trajectory) or the item is replaced by the most popular alternative within category and store, if it remains out-of-stock. As in the case of promotions/sales, CPI2 contains information about when the missing occurs. Such information was used to estimate non-observed prices in the same way as in CPI1, i.e., replacing non-observed prices by the last observed price. The products for which price trajectories are incomplete were discarded from CPI1 or CPI2 for estimation purposes.
APPENDIX 2 -SAMPLING ISSUES IN ESTIMATING HAZARD FUNCTIONS
The micro-datasets on prices compiled by national statistical o¢ ces are panels which have information on the prices of di¤erent products in di¤erent outlets or …rms, recorded at regular intervals, for a …xed period of time.
In this Appendix we examine the complications that arise when these data are used to study price durations. To start with, it is important to notice that the …rst price that is observed for each unit is part of a spell that begun before the observation period was initiated. This means that, not only is this spell left-censored, but more importantly, it is an observation of the population of price spells elapsing when the observation starts.
In other words, these observations are collected through a form of length biased sampling (see Cox, 1969 ) that, like the well known stock sampling (see Lancaster, 1990) , tends to over-represent long spells.
To see why this is so, consider an individual for which the price spells have some …nite mean. Assuming that the duration of price spells does not have a degenerate distribution, it is clear that most of the time the price set by this individual will be part of spells with duration above the mean. Therefore, if the price is observed at some random date, it is more likely that it will be part of a long price spell. If the duration of price spells varied across individuals but not for the same individual, this problem would disappear.
Unless the researcher is prepared to make strong assumptions about the distribution of price durations, the combination of the left-censoring with the stock sampling scheme makes the …rst observed price spell for each unit unusable. In what follows, we will assume that these observations are discarded. This will not lead to sample selection problems as long as at least one price change is observed for every unit.
After the …rst spell for each individual is concluded, the sampling scheme changes, as we are now able to observe the ‡ow of spells until the end of the sampling period.
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For each individual, the observations from the ‡ow of spells are random draws from the distribution of the duration of price spells. Because each unit is observed until a given date, the number of spells that is observed varies across units and is endogenous in the sense that it depends on the average duration of price spells.
The estimation of the probability that a random price spell drawn from the population has duration d, is an important building block in the estimation of hazard functions.
Assuming that the population is heterogeneous, this probability can be de…ned as
where P (dji) denotes the probability that a random price spell for unit i has duration d and P (i) is the probability of observing unit i in the population.
Assuming that the units in the sample are representative of the population of interest, P (d) can be estimated taking P (i) as a constant. In this case, for a sample of N units, the analog of P (d) is given byP
where d i denotes the number of spells of duration d for unit i and s i denotes the total number of spells for unit i. Since it is assumed that the units in the sample are representative of the population, this estimator gives equal weight to all units.
However, if P (d) is estimated ignoring that di¤erent units have di¤erent numbers of spells, every spell is given the same weight. Consequently, the proportion of observations coming from each unit is s i / P N i=1 s i and the estimate of P (d) is computed aŝ
which is the sample analog of P (d) = P i P (dji) P (i), where P (i) denotes the probability that an observed spell comes from unit i. In a heterogeneous population, P (i) will be di¤erent from P (i) and thereforeP (d) will be inconsistent for P (d).
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To see how heterogeneity distorts the relation between P (i) and P (i), assume that there are only two units in the population with P (1) = P (2) = 0:5. Denoting by S 1 and S 2 the expected number of spells from each unit during a given time period, the expected number of spells in a representative sample collected over that period is S = 0:5S 1 + 0:5S 2 .
It is straightforward to see that the expected proportion of spells from unit 1 in the sample is P (1) = 0:5S 1 0:5S 1 + 0:5S 2 = S 1 S 1 + S 2 ;
which is di¤erent from P (1) = 0:5, unless S 1 = S 2 .
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When the expected number of spells is constant for all units, s i . P N any estimator of the formP
will be consistent for P (d) since in this case the assumed distribution for i is irrelevant.
Naturally, even the hypothesis that E (s i ji) = E (s i ) is generally untenable and therefore estimating hazard functions using (A.3) in place of (A.2) can lead to very erroneous conclusions.
In some cases, it may be impractical to work with the entire sample and the researchers may want to draw a sub-sample to perform their analysis. A simple way to obtain a representative sub-sample is to randomly select n N units, giving each unit in the sample probability 1/ N , and then using a …xed number of spells, say J, for each unit in the sub-sample. In this case, because J is …xed across units, P (d) can be estimated .5) where now d i denotes the number of spells of duration d for unit i, out of the J spells considered. This is the approach we follow in sub-section 3.2, setting J = 1.
Naturally, because it does not use all available information, (A.5) will be less e¢ cient than (A.2). 20 However, with uncensored samples, (A.5) has the advantage of being an unbiased estimator of P (d), rather than just a consistent one. 20 Notice that this estimator is a special case both of (A.2) and (A.3), which shows that if the sampling scheme was such that the number of spells per unit was exogenous, the sampling problems discussed here would not arise. 
APPENDIX 3 -OTHER ESTIMATION RESULTS
