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Abstract
This paper is concerned with existence of a Cα viscosity solution of a second order non-
translation invariant integro-PDE.We first obtain a weak Harnack inequality for such integro-
PDE. We then use the weak Harnack inequality to prove Ho¨lder regularity and existence of
solutions of the integro-PDEs.
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1 Introduction
Let Ω be a bounded domain in Rd. We consider the following Hamilton-Jacobi-Bellman-Isaacs
(HJBI) integro-PDE
Iu(x) := sup
a∈A
inf
b∈B
{−traab(x)D2u(x)− Iab[x, u] + bab(x) ·Du(x) + cab(x)u(x) + fab(x)} = 0 in Ω
(1.1)
where A,B are two index sets, aab : Ω → Rd×d, bab : Ω → Rd, cab : Ω → R, fab : Ω → R
are uniformly continuous functions and Iab is a Le´vy operator. In this paper, we assume that
the integro-PDE is uniformly elliptic and the uniform ellipticity comes from the PDE part, i.e.
λI ≤ aab ≤ ΛI where 0 < λ ≤ Λ and I is the identity matrix in Rd×d. The Le´vy measure in
(1.1) has the form
Iab[x, u] :=
ˆ
Rd
[u(x+ z)− u(x)− 1B1(z)Du(x) · z]Nab(x, z)dz (1.2)
where Nab : Ω × Rd → [0,+∞), a ∈ A, b ∈ B are measurable functions such that Nab are
uniformly continuous with respect to x and there exists a measurable function K : Rd → [0,+∞)
satisfying, for any a ∈ A, b ∈ B, x ∈ Ω, Nab(x, ·) ≤ K(·) and
ˆ
Rd
min{|z|2, 1}K(z)dz < +∞. (1.3)
Existence of W 2,p solutions of Dirichlet boundary value problems for uniformly elliptic
Hamilton-Jacobi-Bellman (HJB) integro-PDE has been obtained first in [17] under an addi-
tional assumption about the nonlocal terms. The equation studied in [17] was written in a
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slightly different from (1.2). The nonlocal operators in (1.2) are of the form
ˆ
Rd
[u(x+ z)− u(x)−Du(x) · z]Na(x, z)dz
and the additional condition there required that for every a ∈ A, z ∈ Rd and x ∈ Ω, the
kernel Na(x, z) = 0 if x + z 6∈ Ω. For the associated optimal control problem this corre-
sponds to the requirement that the controlled diffusions never exit Ω¯ and thus the boundary
condition is different from the one in (2.3). In [28], R. Mikulyavichyus and G. Pragarauskas
obtained a classical solution of Dirichlet boudary value problems for some uniformly parabolic
concave integro-PDEs under a similar assumption on the kernels used in [17]. With a simi-
lar assumption, R. Mikulyavichyus and G. Pragarauskas then studied in [29, 30] existence of
viscosity solutions, which are Lipschitz in x and 1/2 Ho¨lder in t, of Dirichlet and Neumann
boundary value problems for time dependent degenerate HJB integro-PDEs where the non-
local operators are of Le´vy-Itoˆ form. In [31], the authors removed the above assumption on
the kernels and showed that there exists a unique solution in weighted Sobolev spaces of a
uniformly parabolic linear integro-PDE. Semiconconcavity of viscosity solutions for degenerate
HJB integro-PDEs has been studied in [33]. Existence of C2,α solutions of Dirichlet boundary
value problems for uniformly parabolic HJB integro-PDEs with nonlocal terms of Le´vy-Itoˆ type
was investigated in [35] under a restrictive assumption that the control set is finite. Finally
we mention that there are many recent regularity results for purely nonlocal equations, see e.g.
[3, 4, 5, 6, 7, 8, 11, 12, 13, 14, 23, 24, 27, 32, 39, 41, 42], where regularity is derived as a
consequence of ellipticity/parabolicity of the nonlocal part.
In this paper we study the regularity theory for uniformly elliptic integro-PDEs where the
regularity of solutions is a consequence of the uniform ellipticity of the differential operators.
The motivation of studying such regularity results comes from the stochastic representation for
the solution to a degenerate HJB type of (1.1), see [15, 18, 26]. Indeed, to obtain the stochastic
representation in the degenerate case, we could first derive it for the equation, by adding ǫ∆u
to HJB integro-PDE, which is a uniformly elliptic equation where the uniform ellipticity comes
from the second order term. The C2,α regularity for the uniformly elliptic HJB integro-PDE is
crucial for the application of the Itoˆ formula for general Le´vy processes to derive the stochastic
representation in the uniform elliptic case. Then, by an approximation (“vanishing viscosity”)
argument, we can obtain the stochastic representation for the degenerate HJB integro-PDE. The
focus of this paper is to establish Cα regularity of viscosity solutions for HJBI integro-PDEs.
We will consider higher regularity such as C2,α and W 2,p regularity theory for integro-PDEs
in future publications. The other motivation of studying regularity for the integro-differential
operator I in (1.1) comes from the generality of the operator. Indeed it has been proved that if I
maps C2 functions to C0 functions and moreover satisfies the degenerate ellipticity assumption
then I should have the form in (1.1), see [9, 19].
In Section 3, we derive a weak Harnack inequality for viscosity solutions of (1.1). As known
in [3, 40], the weak Harnack inequalty is our essential tool toward the Ho¨lder regularity. In
[3, 40], the authors applied the weak Harnack to the viscosity solution in every scale to obtain
the oscillation of the viscosity solution in the ball Br is of order r
α for some α > 0. Here a
big issue is that, with (1.3), the nonlocal term Iab in (1.2) need not to be scale invariant or
have an order, i.e. there might be no such 0 ≤ σ ≤ 2 that Iab[x, u(r·)] = rσIab[rx, u(·)] for any
0 < r < 1, and thus each u(r·) solves a different integro-PDE depending on r. That means we
need to derive a uniform Harnack inequality for these u(r·) which solve different integro-PDEs.
For both PDEs and purely nonlocal equations, it is well known that the first step of derivation
2
of Harnack inequalities is to construct a special function which is a subsolution of a minimal
equation outside a small ball and is strictly positive in a larger ball, see [1, 3, 20]. However,
because of the non-scale invariant nature of our integro-differential operator, we need to find
a universal special function is a subsolution of a series of minimal equations depending on r.
Another difficulty of finding such special function being a subsolution is the weak assumption
(1.3). Unlike the purely nonlocal equations, we could not use the positive term in the nonlocal
Pucci operator P−K,r (see (2.2)) to dominate the negative term in it since the uniform ellipticity
comes only from the PDE part of the equation. Here we have to use the positive term in P−
(see (2.1)) to dominate the negative terms in P−K,r. Then the difficulty lies in giving a explicit
estimate for the nonlocal Pucci operator with the weak assumption (1.3). Moreover, we notice
that, with (1.3), the nonlocal term behaves like a second order operator. With these features
of our equation, we have to choose a special function which is different from the type |x|−p for
some p used in [1, 3, 20] and need to make more effort to estimate the nonlocal Pucci operator.
Combining the ABP maximum principle in [37] and the special function we obtain a measure
estimate of the set of points at which u is punched by some paraboloid, which is the starting
point of iteration to obtain the weak Harnack inequality. Then the rest of the proof of the
weak Harnack follows by adapting the approach from [1, 3, 20] using the Calderon-Zygmund
Decomposition. However we need to be more careful about scaling our solution since our integro-
differential operator is not scale invariant.
In Section 4, we obtain the first main result of this manuscript, Ho¨lder regularity of viscosity
solutions of (1.1). We state in an informal way here and will give the full result in Theorem 4.2.
Theorem 1.1. Assume that λI ≤ aab ≤ ΛI for some 0 < λ ≤ Λ, {aab}a,b {Nab(·, z)}a,b,z ,
{bab}a,b, {cab}a,b, {fab}a,b are sets of uniformly continuous functions in B1 and 0 ≤ Nab(x, z) ≤
K(z) where K satisfies (1.3). Assume that supa∈A,b∈B ‖bab‖L∞(B1) <∞, ‖ supa∈A,b∈B |cab|‖Ld(B1) <
∞ and ‖ supa∈A,b∈B |fab|‖Ld(B1) <∞. Let u be a bounded viscosity solution of (1.1). Then there
exists a constant C such that u ∈ Cα(B1) and
‖u‖Cα(B¯1/2) ≤ C(‖u‖L∞(Rd) + ‖ sup
a∈A,b∈B
|fab|‖Ld(B1)).
We follows the method in [3, 40] to apply the weak Harnack inequality obtained in Section 3
to prove Cα regularity. Here we need to overcome one essential difficulty caused by the nonlocal
term. Since we only make a very mild assumption (1.3) on the kernel K, we do not even know
that the nonlocal Pucci operator acts on the function |x|α is well defined even for a sufficiently
small α. This might cause a serious problem because, after scaling and normalizing our solution,
we only know the new function is non-negative in B1. Then we can only apply the weak Harnack
inequality to the positive part of the new function. However, although the negative part of it
is bounded in each scale, the smallest function we can bound the negative part uniformly in
every scale is some polynomial of order α. As we said the nonlocal Pucci operator acting on
such polynomial might not be well defined, so we have to come up with a new idea to do the
estimate.
We establish existence of a Cα viscosity solution by Perron’s method in Section 5, i.e.
Theorem 1.2. Assume that g is a bounded continuous function in Rd, cab ≥ 0 in B1, λI ≤
aab ≤ ΛI for some 0 < λ ≤ Λ, {aab}a,b {Nab(·, z)}a,b,z , {bab}a,b, {cab}a,b, {fab}a,b are sets of
uniformly continuous and bounded functions in B1, and 0 ≤ Nab(x, z) ≤ K(z) where K satisfies
(1.3). Then there exists a u ∈ Cα(Ω) such that u solves (1.1) in the viscosity sense and u = g
in Bc1.
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See Theorem 5.7 for the full result. It is well known that existence of a viscosity solution
usually follows from the comparison principle applying Perron’s method. However this is not
the case of ours since the integro-PDE (1.1) is non-translation invariant. Comparison principle
for non-translation invariant integro-PDEs remains open for the theory of viscosity solutions of
integro-PDEs, and recent progress has been made in [36]. To overcome the lack of comparison
principle, we first use Perron’s method to obtain a discontinuous viscosity solution u of (2.3) with
the assumption that there exist continuous viscosity sub/supersolutions of (2.3) and both satisfy
the boundary condition. We then apply the weak Harnack inequality to prove the oscillation
between the upper and lower semicontinuous envelop of u in Br vanishes with some order α > 0
as r → 0. This proves u is α-Ho¨lder continuous and thus it is a viscosity solution of (2.3). At
the end we overcome non-scale invariant nature of our operator again to construct continuous
sub/supersolutions needed in Perron’s method. A similar idea has been used in [25] to construct
Lp-viscosity solutions of PDEs and in [34] to construct viscosity solutions of some non-translation
invariant nonlocal equations with nonlocal terms of Le´vy type. We also mention that existence of
viscosity solutions of PDEs with Caputo time fractional derivatives has been studied in [16, 38]
using comparison principles. At the end, we refer the reader to [10, 21, 22, 25] for Perron’s
method for viscosity solutions of PDEs.
The paper is organized as follows. Section 2 introduces some notation and definitions. Section
3 establishes a universal weak Harnack inequality for minimal equations. The Ho¨lder regularity
for viscosity solutions of (1.1) is obtained in Section 4. Combining Perron’s method and the
weak Harnack inequality, in Section 4, we obtain the existence of a Cα viscosity solution of
Dirichlet boundary problem (2.3). Finally, the Appendix gives ABP maximum principle for
viscosity solutions of minimal equations.
2 Notation and definitions
We write Bδ for the open ball centered at the origin with radius δ > 0 and Bδ(x) = Bδ + x. We
use Qδ to denote the cube (−δ, δ)d and Qδ(x) = Qδ + x. Let O be any domain in Rd. We set
Oδ = {x ∈ O; dist(x, ∂O) > δ} and O˜δ = {x ∈ Rd; dist(x,O) < δ} for δ > 0. For any function
u, we define u+(x) = max{u(x), 0} and u−(x) = −min{u(x), 0}. For each non-negative integer
r and 0 < α ≤ 1, we denote by Cr,α(O) (Cr,α(O¯)) the subspace of Cr,0(O) (Cr,0(O¯)) consisting
functions whose rth partial derivatives are locally (uniformly) α-Ho¨lder continuous in O. For
any u ∈ Cr,α(O¯), where r is a non-negative integer and 0 ≤ α ≤ 1, define
[u]r,α;O :=
{
supx∈O,|j|=r |∂ju(x)|, ifα = 0;
supx,y∈O,x 6=y,|j|=r
|∂ju(x)−∂ju(y)|
|x−y|α , ifα > 0,
and
‖u‖Cr,α(O¯) :=
{∑r
j=0[u]j,0,O, ifα = 0;
‖u‖Cr,0(O¯) + [u]r,α;O, ifα > 0.
For simplicity, we use the notation Cβ(O) (Cβ(O¯)), where β > 0, to denote the space Cr,α(O)
(Cr,α(O¯)), where r is the largest integer smaller than β and α = β− r. The set Cβb (O) consist of
functions from Cβ(O) which are bounded. We write USC(Rd) (LSC(Rd)) for the space of upper
(lower) semicontinuous functions in Rd and BUC(Rd) for the space of bounded and uniformly
continuous functions in Rd.
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In (1.1) we consider an supinf of a collection of linear operators. Let us define the extremal
operators for the second order and the nonlocal terms:
P+(X) := max
{
tr(AX); A ∈ Sd, λI ≤ A ≤ ΛI
}
,
P−(X) := min
{
tr(AX); A ∈ Sd, λI ≤ A ≤ ΛI
}
,
P+K,r(u)(x) := sup
{ˆ
Rd
[
u(x+ z)− u(x)− 1B 1
r
(z)Du(x) · z
]
N(z)dz; 0 ≤ N(z) ≤ Kr(z)
}
,
P−K,r(u)(x) := inf
{ˆ
Rd
[
u(x+ z)− u(x)− 1B 1
r
(z)Du(x) · z
]
N(z)dz; 0 ≤ N(z) ≤ Kr(z)
}
where 0 < λ ≤ Λ, Kr(z) := rd+2K(rz) and Sd is the set of all the symmetric matrices in Rd×d.
We denote by P+K := P+K,1 and P−K := P−K,1. Then it is obvious to see that each of the above
extremal operator takes a simple form:
P+(X) = Λ
∑
λi>0
λi + λ
∑
λi<0
λi,
P−(X) = λ
∑
λi>0
λi + Λ
∑
λi<0
λi, (2.1)
P+K,r(u)(x) =
ˆ
Rd
[
u(x+ z)− u(x)− 1B 1
r
(z)Du(x) · z
]+
Kr(z)dz,
P−K,r(u)(x) = −
ˆ
Rd
[
u(x+ z)− u(x)− 1B 1
r
(z)Du(x) · z
]−
Kr(z)dz. (2.2)
We define the convex envelop of u in O by
ΓO(u)(x) := sup
w
{w(x); w ≤ u in O, w convex in O} ,
the nonlocal contact set of u in O by
Γn,−O (u) :=
{
x ∈ O;u(x) < inf
Oc
u,∃p ∈ Rd such that u(y) ≥ u(x) + p · (y − x), ∀y ∈ O˜diamO
}
,
and the contact set of u in O by
Γ−O(u) :=
{
x ∈ O;∃p ∈ Rd such that u(y) ≥ u(x) + p · (y − x), ∀y ∈ O
}
.
Then we let Γn,+O (u) := Γ
n,−
O (−u) and Γ+O(u) := Γ−O(−u).
Definition 2.1. A bounded function u ∈ USC(Rd) is a viscosity subsolution of (1.1) if whenever
u− ϕ has a maximum (equal 0) over Rd at x ∈ Ω for ϕ ∈ C2b (Rd), then
Iϕ(x) ≤ 0.
A bounded function u ∈ LSC(Rd) is a viscosity supersolution of (1.1) if whenever u − ϕ has a
minimum (equal 0) over Rd at x ∈ Ω for ϕ ∈ C2b (Rd), then
Iϕ(x) ≥ 0.
A bounded function u is a viscosity solution of (1.1) if it is both a viscosity subsolution and
viscosity supersolution of (1.1).
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Remark 2.2. In Definition 2.1, all the maximums and minimums can be replaced by strict
maximums and minimums.
We will give a definition of viscosity solutions of the following Dirichlet boundary value
problem: {Iu(x) = 0, in Ω,
u = g, in Ωc
(2.3)
where g is a bounded continuous function in Rd.
Definition 2.3. A bounded function u is a viscosity subsolution of (2.3) if u is a viscosity
subsolution of (1.1) in Ω and u ≤ g in Ωc. A bounded function u is a viscosity supersolution of
(2.3) if u is a viscosity supersolution of (1.1) in Ω and u ≥ g in Ωc. A bounded function u is a
viscosity solution of (2.3) if u is a viscosity subsolution and supersolution of (2.3).
We will use the following notations: if u is a function on Ω, then, for any x ∈ Ω,
u∗(x) = lim
r→0
sup{u(y); y ∈ Ω and |y − x| ≤ r},
u∗(x) = lim
r→0
inf{u(y); y ∈ Ω and |y − x| ≤ r}.
One calls u∗ the upper semicontinuous envelope of u and u∗ the lower semicontinuous envelope
of u.
We then give a definition of discontinuous viscosity solutions of (2.3).
Definition 2.4. A bounded function u is a discontinuous viscosity subsolution of (2.3) if u∗ is
a viscosity subsolution of (2.3). A bounded function u is a discontinuous viscosity supersolution
of (2.3) if u∗ is a viscosity supersolution of (2.3). A function u is a discontinuous viscosity
solution of (2.3) if it is both a discontinuous viscosity subsolution and a discontinuous viscosity
supersolution of (2.3).
Remark 2.5. If u is a discontinuous viscosity solution of (2.3) and u is continuous in Rd, then
u is a viscosity solution of (2.3).
3 A weak Harnack inequality
In this section, we obtain a weak Harnack inequality for viscosity supersolutions of the following
extremal equation
−P−(D2u)(x)− P−K,r(u)(x) + C0r|Du(x)| ≥ f(x), in Ω (3.1)
where C0 is some fixed positive constant and f is a continuous function in L
d(Ω). To begin
with, we need the following special function.
Lemma 3.1. There exist a function Ψ ∈ C3b (Rd) and a constant C > 0 such that for any
0 < r ≤ 1 
P−(D2Ψ)(x) + P−K,r(Ψ)(x)− C0|DΨ(x)| ≥ −Cξ(x), in Rd,
Ψ ≤ 0, in Bc
2
√
d
,
Ψ ≥ 2, in Q3,
(3.2)
where 0 ≤ ξ ≤ 1 is a continuous function in Rd with suppξ ⊂ Q1.
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Proof. Let ψ(x) := e−η|x| where η is a positive constant determined later. For any rotation
matrix R ∈ Rd×d, we know thatˆ
Rd
min{|z|2, 1}K(Rz)dz =
ˆ
Rd
min{|z|2, 1}K(z)dz < +∞.
Using rotational symmetry, we will always let x = (l, 0, · · · , 0). Thus, we have
∂ie
−η|x| = e−η|x|
(
−η xi|x|
)
=
{−ηe−η|x|, i = 1,
0, i 6= 1
and
∂ije
−η|x| =
{
η2e−η|x| xixj|x|2 − ηe−η|x| 1|x| + ηe−η|x|
xixj
|x|3 , i = j,
0, i 6= j
=

η2e−η|x|, i = j = 1,
−ηe−η|x| 1|x| , i = j 6= 1,
0, i 6= j.
We want to find η such that
P−(D2ψ)(x) + P−K,r(ψ)(x) − C0|Dψ(x)| ≥ 0, in Bc1.
By calculation, we have, for any x ∈ Bc1,
P−(D2ψ)(x) = λe−η|x|η2 − Λ(d− 1)ηe−η|x| 1|x|
≥ λe−η|x|η2 − Λ(d− 1)ηe−η|x|.
Now we consider the nonlocal term. For any x ∈ Bc1 and 0 ≤ N(z) ≤ Kr(z), we haveˆ
Rd
[
ψ(x+ z)− ψ(x)−Dψ(x) · z1B 1
r
(z)
]
N(z)dz
=
ˆ
Bτ
[ψ(x+ z)− ψ(x) −Dψ(x) · z]N(z)dz
+
ˆ
Bcτ∩{z;x+z∈B|x|}
[ψ(x+ z)− ψ(x)]N(z)dz
+
ˆ
Bcτ∩{z;x+z∈Bc|x|}
[ψ(x+ z)− ψ(x)]N(z)dz
−
ˆ
Bcτ∩B 1
r
Dψ(x) · zN(z)dz
=: I1 + I2 + I3 + I4
where τ(< 12) is a sufficiently small constant determined later. Thus there exists ξx ∈ Bτ (x)
such that
I1 =
ˆ
Bτ
[
e−η|x+z| − e−η|x| + ηe−η|x| x|x| · z
]
N(z)dz
=
ˆ
Bτ
[
zT
(
D2e−η|·|
)
(ξx) · z
]
N(z)dz
≥ −ηe−η|ξx| 1|ξx|
ˆ
Bτ
|z|2N(z)dz
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≥ −2ηe−η|x|eη|x|−η|ξx|
ˆ
Bτ
|z|2N(z)dz
≥ −2ηe−η|x|eητ
ˆ
B1
|z|2N(z)dz
= −2ηe−η|x|eητ
ˆ
Br
|z|2r−d−2N(r−1z)dz
≥ −2ηe−η|x|eητ
ˆ
B1
|z|2K(z)dz.
Since later we will let η be sufficiently large, then τ := log η2η will be sufficiently small. We note
that eτη = η
1
2 . Therefore we haveˆ
Bτ
[ψ(x+ z)− ψ(x)−Dψ(x) · z]N(z)dz ≥ −2η 32 e−η|x|
ˆ
B1
|z|2K(z)dz.
Since ψ is symmetric and is decreasing with respect to |x|, then
I2 =
ˆ
Bcτ∩{z;x+z∈B|x|}
[ψ(x+ z)− ψ(x)]N(z)dz ≥ 0.
Now we consider
I3 =
ˆ
Bcτ∩{z;x+z∈Bc|x|}
[ψ(x+ z)− ψ(x)]N(z)dz
=
ˆ
Bcτ∩{z;x+z∈Bc|x|}
[
e−η|x+z| − e−η|x|
]
N(z)dz
≥ −e−η|x|
ˆ
Bcτ∩{z;x+z∈Bc|x|}
Kr(z)dz
≥ −e−η|x|
ˆ
Bcτ
Kr(z)dz
= −e−η|x|
ˆ
Bcτ∩B 1
r
Kr(z)dz +
ˆ
Bc1
r
Kr(z)dz

≥ −e−η|x|
ˆ
Bcτ∩B 1
r
|z|2
τ2
Kr(z)dz +
ˆ
Bc1
r
Kr(z)dz

≥ −e−η|x|
(ˆ
B1
|z|2
τ2
K(z)dz +
ˆ
Bc1
K(z)dz
)
≥ −e−η|x| 4η
2
(log η)2
ˆ
B1
|z|2K(z)dz − e−η|x|
ˆ
Bc1
K(z)dz.
The last term
I4 = −
ˆ
Bcτ∩B 1
r
Dψ(x) · zN(z)dz
≥ −ηe−η|x|
ˆ
Bcτ∩B 1
r
|z|N(z)dz
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≥ −ηe−η|x|
ˆ
Bcτ∩B 1
r
|z|Kr(z)dz
≥ −ηe−η|x|
ˆ
Bcrτ∩B1
r|z|K(z)dz
≥ −ηe−η|x|
ˆ
Bcrτ∩B1
|z|2
τ
K(z)dz
≥ −2η
2
log η
e−η|x|
ˆ
B1
|z|2K(z)dz.
Therefore
P−(D2ψ)(x) + P−K,r(ψ)(x) − C0|Dψ(x)|
≥ e−η|x|
(
λη2 − Λ(d− 1)η − 2η 32
ˆ
B1
|z|2K(z)dz
− 4η
2
(log η)2
ˆ
B1
|z|2K(z)dz −
ˆ
Bc1
K(z)dz − 2η
2
log η
ˆ
B1
|z|2K(z)dz − C0η
)
.
It is obvious that, if we let η be sufficiently large, we have
P−(D2ψ)(x) + P−K,r(ψ)(x) − C0|Dψ(x)| ≥ 0 in Bc1.
We notice that ψ is not a C3 function in Rd since ψ is not differentiable at the origin. We define
ϕ :=
{
ψ, in Bc1
3
,
extend it smoothly, in B 1
3
such that ϕ is still a symmetric and decreasing (with respect to |x|) C3 function. It is obvious
that
P−(D2ϕ)(x) + P−K,r(ϕ)(x) − C0|Dϕ(x)| ≥ 0 in Bc1.
This is because that ϕ = ψ in Bc1
3
, B 1
3
⊂ x+ (Bcτ ∩ {z;x+ z ∈ B|x|}) for any x ∈ Bc1 and ϕ is a
symmetric and decreasing (with respect to |x|) function. For any x ∈ B1, we have
P−K,r(ϕ)(x) ≥ −
ˆ
Rd
∣∣∣ϕ(x+ z)− ϕ(x) − 1B 1
r
(z)Dϕ(x) · z
∣∣∣Kr(z)dz
≥ −
ˆ
B 1
r
|ϕ(x+ z)− ϕ(x)−Dϕ(x) · z|Kr(z)dz
−
ˆ
Bc1
r
|ϕ(x+ z)− ϕ(x)|Kr(z)dz
≥ −
ˆ
B1
∣∣∣ϕ(x+ z
r
)− ϕ(x)−Dϕ(x) · z
r
∣∣∣ r2K(z)dz
−
ˆ
Bc1
|ϕ(x+ z
r
)− ϕ(x)|K(z)dz
≥ −‖ϕ‖C2(Rd)
ˆ
B1
|z|2K(z)dz − 2‖ϕ‖L∞(Rd)
ˆ
Bc1
K(z)dz.
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Therefore, there exists a constant C > 0 independent of r such that
P− (D2ϕ) (x) + P−K,r(ϕ)(x) − C0|Dϕ(x)| ≥ −Cξ(x), in Rd
where 0 ≤ ξ ≤ 1 is a continuous function in Rd with suppξ ∈ Q1.
Now we let Φ := ϕ − e−η(2
√
d).Thus we have Φ ≤ 0 in Bc
2
√
d
. Finally, we let Ψ := MΦ for
some sufficiently large M such that Ψ ≥ 2 in Q3. Recall that Q1 ⊂ Q3 ⊂ B2√d. Therefore Ψ
satisfies (3.2).
Remark 3.2. The choices of Ψ, C and ξ are independent of r in Lemma 3.1.
Corollary 3.3. Let r0 :=
1
9
√
d
. Then there is a function Ψ˜ ∈ C3(Rd) such that for any 0 < r ≤
9
√
d 
P−(D2Ψ˜)(x) + P−K,r(Ψ˜)(x)− C0|DΨ˜(x)| ≥ −Cξ(x), in Rd,
Ψ˜ ≤ 0, in Bc1,
Ψ˜ ≥ 2, in Q3r0 ,
(3.3)
where 0 ≤ ξ˜ ≤ 1 is a continuous function in Rd with suppξ˜ ⊂ Qr0 .
Proof. Let Ψ˜(x) := Ψ( x
r0
) where Ψ is given in Lemma 3.1. Then we have for any 0 < r ≤ 1
P−(D2Ψ˜)(x) + P−
K, r
r0
(Ψ˜)(x)− C0
r0
|DΨ˜(x)| ≥ −C
r20
ξ(
x
r0
), in Rd. (3.4)
Writing rr0 instead of r in (3.4), we increase the value of C independent of r such that for any
0 < r ≤ 9
√
d
P−(D2Ψ˜)(x) + P−K,r(Ψ˜)(x)− C0|DΨ˜(x)| ≥ −Cξ˜(x)
where ξ˜(x) := ξ( x
r0
).
Theorem 3.4. Let Ω be a bounded domain in Rd and f ∈ Ld(Ω) ∩ C(Ω). Then there exists a
constant C such that, if u solves
−P−(D2u)(x) − P−K(u)(x) + C0|Du(x)| ≥ f(x), in Ω, (3.5)
in the viscosity sense, then
− inf
Ω
u ≤ − inf
Ωc
u+ Cdiam(Ω)‖f−‖
Ld(Γn,−Ω (u−))
.
Proof. We will prove the theorem in the Appendix using ABP maximum principle for strong
solutions obtained in [37].
Theorem 3.5. Let Ω be a bounded domain in Rd and f ∈ Ld(Ω) ∩ C(Ω). Then there exists a
constant C such that, if u solves (3.1) in the viscosity sense, then
− inf
Ω
u ≤ − inf
Ωc
u+ Cdiam(Ω)‖f−‖
Ld(Γn,−Ω (u−))
.
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Proof. Let v(x) := u(x
r
). Thus v solves
−P−(D2v)(x)− P−K(v)(x) +C0|Dv(x)| ≥ r−2f(r−1x), in rΩ,
in the viscosity sense. By Theorem 3.4, we have
− inf
rΩ
v ≤ − inf
rΩc
v + Cdiam(rΩ)‖r−2f−(r−1·)‖
Ld(Γn,−rΩ (v−))
.
Therefore we have
− inf
Ω
u ≤ − inf
Ωc
u+ Cdiam(Ω)‖f−‖
Ld(Γn,−Ω (u−))
.
Lemma 3.6. Let u be a non-negative bounded function solves (3.1) in B1 in the viscosity sense
for some 0 < r ≤ 9
√
d. Assume that infQ3r0 u = u(x0) ≤ 1 for some x0 ∈ Q¯3r0 . Then there are
positive constants ǫ0, α depending only on λ, Λ, K, C0 and d such that, if ‖f‖Ld(B1) ≤ ǫ0, then
|Qr0 ∩ Γn,−B1
((
u− Ψ˜
)−)
| ≥ α|Qr0 |.
Proof. With the ABP maximum principle and the special function in hand, it is easy to follow
the proof of Lemma 4.5 in [1] to conclude the result.
For every point x ∈ Γn,−B1
((
u− Ψ˜
)−)
∩ Qr0 , u − Ψ˜ stays above its tangent plane at x in
B2. That is, for any y ∈ B2, {
(u− Ψ˜)(y) ≥ B(y − x) +A,
(u− Ψ˜)(x) = A ≤ 0.
Since u ≥ 0,
ΓB2
(
−
(
u− Ψ˜
)−)
≥ ΓB2
(
−
(
−Ψ˜
)−)
.
Thus we have |A| ≤ C since Ψ˜ ∈ C3(Rd). Moreover,
|B| ≤
∣∣∣∣DΓB2 (−(u− Ψ˜)−) (x)∣∣∣∣ ≤ Cdist(x, ∂B2) ≤ C.
But since Ψ˜ ∈ C3(Rd), we have
u(y) ≥ ΓB2
(
−
(
u− Ψ˜
)−)
(y) + Ψ˜(y) ≥ A+B(y − x) + Ψ˜ ≥ A˜+ B˜(y − x) + C˜
(
−1
2
|y − x|2
)
for A˜ ≥ 0, C˜ ≥ 0 and A˜+ |B˜|+ C˜ ≤M .
Therefore there exists some r > 0 such that
u ≥ P in Br(x),
u(x) = P (x),
P (y) = A˜+ B˜(y − x) + C˜ (−12 |y − x|2) (3.6)
where |A˜|+ |B˜|+ |C˜| ≤M .
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We then denote by
GuM := {x ∈ Rd; there exist r > 0 and |A˜|+ |B˜|+ |C˜| ≤M such that (3.6) holds}
and
BuM := R
d \GuM .
Lemma 3.7. Assume the conditions in Lemma 3.6 hold. Then there are positive constants ǫ0,
α and M depending only on λ, Λ, K, C0 and d such that, if ‖f‖Ld(B1) ≤ ǫ0, then
|Qr0 ∩GuM | ≥ α|Qr0 |.
Lemma 3.8. Let ǫ1 :=
ǫ0
9
√
d
and u be a non-negative bounded function solves (3.1) in B9
√
dl
(x0)
in the viscosity sense where 0 < r ≤ 1, x0 ∈ B1, 0 < l ≤ 1 and ǫ0 is given in Lemma 3.7. Thus,
if
inf
Q3l(x0)
u ≤ h and ‖f−‖Ld(B
9
√
dl
(x0)) ≤
ǫ1h
l
,
we have
|Ql(x0) ∩GuMh| ≥ α|Ql(x0)|.
Proof. Let v(x) := u(9
√
dlx+x0)
h
. Then v is a non-negative function solves
−P−(D2v)(x)− P−
K,9
√
drl
(v)(x) + 9C0
√
drl|Dv(x)| ≥ (9
√
dl)2f(9
√
dlx+ x0)
h
, in B1,
in the viscosity sense. Since infQ3l(x0) u ≤ h, we have infQ3r0 v ≤ 1. By calculation, we have
ˆ
B1
[
(9
√
dl)2
|f−(9
√
dlx+ x0)|
h
]d
dx

1
d
=
[´
B1
(9
√
dl)2d|f−(9
√
dlx+ x0)|ddx
hd
] 1
d
=
9
√
dl
h
(ˆ
B
9
√
dl
(x0)
|f−(x)|ddx
) 1
d
≤ ǫ0.
By Lemma 3.7, we have
|Qr0 ∩GvM | ≥ α|Qr0 |.
Thus we have
|Ql(x0) ∩GuMh| ≥ α|Ql(x0)|.
Lemma 3.9. Let u be a non-negative bounded function solves (3.1) in B9
√
d
in the viscosity
sense for some 0 < r ≤ 1. Assume that infQ3 u ≤ 1 and ‖f‖Ld(B9√d) ≤ ǫ1. Then
|Q1 ∩But | ≤ Ct−ǫ2 for any t > 0,
where ǫ2 is a positive constant depending on λ, Λ, K, C0 and d.
Proof. The result follows from the Calderon-Zygmund cube decomposition (Lemma 4.2[1]) and
Lemma 3.8, see the proof of Lemma 4.6 in [1].
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Theorem 3.10. Let u be a non-negative bounded function solves (3.1) in Q9
√
d
in the viscosity
sense for some 0 < r ≤ 1. Then
‖u‖Lǫ3 (Q1) ≤ C
(
inf
Q1
u+ ‖f‖Ld(Q
9
√
d
)
)
(3.7)
where ǫ3 :=
ǫ2
2 .
Proof. Let vǫ :=
u
infQ3 u+ǫ+
‖f‖
Ld(Q
9
√
d
)
ǫ1
for any ǫ > 0. Thus, vǫ is a non-negative bounded function
solves
−P−(D2vǫ)(x)− P−K,r(vǫ)(x) + C0r|Dvǫ(x)| ≥ −
ǫ1f
−(x)
‖f‖Ld(Q
9
√
d
)
, in Q9
√
d
,
in the viscosity sense,
inf
Q3
vǫ ≤ 1
and
‖ ǫ1f
−(x)
‖f‖Ld(Q9√d)
‖Ld(Q
9
√
d
) ≤ ǫ1.
Then, by Lemma 3.9, we have
|Q1 ∩But | ≤ Ct−ǫ2.
Thus ˆ
Q1
vǫ3ǫ = ǫ3
ˆ +∞
0
tǫ3−1|Q1 ∩But |dt ≤ C.
Therefore, we have
‖u‖Lǫ3 (Q1) ≤ C
(
inf
Q3
u+ ǫ+
‖f‖Ld(Q
9
√
d
)
ǫ1
)
≤ C
(
inf
Q1
u+ ǫ+
‖f‖Ld(Q
9
√
d
)
ǫ1
)
. (3.8)
Letting ǫ→ 0 in (3.8), we have (3.7) holds.
Corollary 3.11. Let u be a non-negative bounded function solves (3.1) in Ql for some 0 < r ≤ 1
and 0 < l ≤ 9
√
d. Then
‖u‖ǫ3
Lǫ3 (Q l
9
√
d
) ≤ Cld
 inf
Q l
9
√
d
u+ l‖f‖Ld(Ql)
ǫ3 . (3.9)
Proof. Let v(x) := u( lx
9
√
d
). Thus, v is a non-negative bounded function solves
−P−(D2v)(x)− P−
K, rl
9
√
d
(v)(x) + C0
rl
9
√
d
|Dv(x)| ≥ l
2
81d
f(
lx
9
√
d
)
in the viscosity sense. Then, by Theorem 3.10, we have
‖v‖Lǫ3 (Q1) ≤ C
(
inf
Q1
v + ‖ l
2
81d
f(
l·
9
√
d
)‖Ld(Q
9
√
d
)
)
, in Q9
√
d
.
Therefore, (3.9) holds.
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Corollary 3.12. Let u be a non-negative bounded function solves (3.1) in B2l in the viscosity
sense for some 0 < r, l ≤ 1. Then
|{u > t} ∩Bl| ≤ Cld
(
inf
Bl
u+ l‖f‖Ld(B2l)
)ǫ3
t−ǫ3. (3.10)
Proof. The result follows from Corollary 3.11, a covering argument and Chebyshev’s inequality.
4 Ho¨lder estimates
In this section we give Ho¨lder estimates of viscosity solutions of (1.1). To obtain Ho¨lder esti-
mates, we will assume that the nonlocal operator I is uniformly elliptic.
We denote by m : [0,+∞) → [0,+∞) a modulus of continuity. We say that the nonlocal
operator I is uniformly elliptic if for every r, s ∈ R, x ∈ Ω, δ > 0, ϕ,ψ ∈ C2(Bδ(x)) ∩ L∞(Rd),
P− (D2 (ϕ− ψ)) (x) + P−K(ϕ− ψ)(x) −C0|D (ψ − ϕ) (x)| −m(|r − s|)
≤ sup
a∈A
inf
b∈B
{−traab(x)D2ψ(x) − Iab[x, ψ] + bab(x) ·Dψ(x) + cab(x)r + fab(x)}
− sup
a∈A
inf
b∈B
{−traab(x)D2ϕ(x)− Iab[x, ϕ] + bab(x) ·Dϕ(x) + cab(x)s+ fab(x)}
≤ P+ (D2 (ϕ− ψ)) (x) + P+K(ϕ− ψ)(x) +C0|D (ψ − ϕ) (x)|+m(|r − s|),
where C0 is a non-negative constant.
Then we obtain a Ho¨lder estimate.
Theorem 4.1. Assume that −12 ≤ u ≤ 12 in Rd such that u solves
P+(D2u) + P+K(u) + C0|Du| ≥ −f− in B1
and
P−(D2u) + P−K(u)− C0|Du| ≤ f+ in B1
in the viscosity sense for some C0 ≥ 0 and f ∈ Ld(B1). Then there exist constants ǫ4, α and C
depending on λ, Λ, C0, K and d such that if ‖f‖Ld(B1) ≤ ǫ4 we have
|u(x)− u(0)| ≤ C|x|α.
Proof. We claim that there exist an increasing sequence {mk}k and a decreasing sequence {Mk}k
such that Mk −mk = 8−αk and mk ≤ infB
8−k u ≤ supB8−k u ≤Mk. We will prove this claim by
induction.
For k = 0, we choose m0 := −12 and M0 := 12 since −12 ≤ u ≤ 12 . Assume that we have the
sequences up to mk and Mk. In B8−k−1 , we have either
|{u ≥ Mk +mk
2
} ∩B8−k−1 | ≥
|B8−k−1 |
2
, (4.1)
or
|{u ≤ Mk +mk
2
} ∩B8−k−1 | ≥
|B8−k−1 |
2
. (4.2)
Case 1: (4.1) holds.
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We define
v(x) :=
u(8−kx)−mk
Mk−mk
2
.
Thus, v ≥ 0 in B1 and
|{v ≥ 1} ∩B 1
8
| ≥
|B 1
8
|
2
.
Since u solves P−(D2u) + P−K(u)− C0|Du| ≤ f+ in B1 in the viscosity sense, then v solves
P− (D2v) (x) + P−
K,8−k (v) (x)− C08−k|Dv(x)| ≤ 2
(
8(α−2)k
)
f+(8−kx) in B8k
in the viscosity sense. By the inductive assumption, we have, for any k ≥ j ≥ 0,
v ≥ mk−j −mk
Mk−mk
2
≥ mk−j −Mk−j +Mk −mk
Mk−mk
2
= 2(1− 8αj) in B8j . (4.3)
Moreover, we have
v ≥ 2 · 8αk[−1
2
− (1
2
− 8−αk)] = 2(1 − 8αk) in Bc8k . (4.4)
By (4.3) and (4.4), we have
v(x) ≥ −2(|8x|α − 1), for any x ∈ B8k \B1
and
v(x) ≥ −2
(
8(k+1)α − 1
)
in Bc8k .
Since v ≥ 0 in B1, v−(x) = 0 and Dv−(x) = 0 for any x ∈ B1. For any x ∈ B 3
4
P− (D2v+) (x) + P−
K,8−k
(
v+
)
(x)− C08−k|Dv+(x)|
≤ P− (D2v) (x) + P−
K,8−k (v) (x)− C08−k|Dv(x)|
+sup
{ˆ
Rd
v−(x+ z)N(z)dz; 0 ≤ N(z) ≤ K8−k(z)
}
≤ 2
(
8(α−2)k
)
f+(8−kx) + sup
{ˆ
Rd
v−(x+ z)N(z)dz; 0 ≤ N(z) ≤ K8−k(z)
}
.
For any 0 ≤ N(z) ≤ K8−k(z), let us estimateˆ
Rd
v−(x+ z)N(z)dz ≤ 2
ˆ
Bc1
4
min
{
(|8(x+ z)|α − 1)+ , 8(k+1)α − 1
}
N(z)dz
≤ 2
ˆ
Bc1
4
min
{(
82α|z|α − 1)+ , 8(k+3)α − 1}N(z)dz
≤ 2
ˆ
Bc1
4
∩B
8k+1
(
82α|z|α − 1)+N(z)dz + 2(8(k+3)α − 1) ˆ
Bc
8k+1
N(z)dz
≤ 2
ˆ
Bc1
4
∩B
8k+1
(
82α|z|α − 1)+ (8−k)d+2K(8−kz)dz
+2
(
8(k+3)α − 1
) ˆ
Bc
8k+1
(
8−k
)d+2
K(8−kz)dz
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≤ 2
ˆ
Bc
8−(k+1)
∩B8
(
8(2+k)α|z|α − 1
)+
8−2kK(z)dz
+2
(
8(k+3)α − 1
) ˆ
Bc8
8−2kK(z)dz
=: I1 + I2.
Without loss of generality, we can assume that 0 < α < 1. For any z ∈ Bc
8−(k+1) ∩B8, we have
0 ≤
(
8(2+k)α|z|α − 1
)+
8−2k ≤ 8(2+k)α−2k |z|α
( |z|
8−(k+1)
)2−α
≤ 82+α|z|2.
For any ǫ > 0, there exists a sufficiently small constant δ0 > 0 independent of k such that
ˆ
Bc
8−(k+1)
∩Bδ0
(
8(2+k)α|z|α − 1
)+
8−2kK(z)dz ≤ 82+α
ˆ
Bδ0
|z|2K(z)dz ≤ ǫ.
For any z ∈ Bcδ0 ∩B8, we have
0 ≤
(
8(2+k)α|z|α − 1
)+
8−2k ≤ 8(3+k)α−2k ≤ 83−k.
Then there exists a sufficiently large integer K0 > 0 such that
ˆ
Bcδ0
∩B8
(
8(2+k)α|z|α − 1
)+
8−2kK(z)dz ≤ ǫ, if k > K0. (4.5)
For any z ∈ Bcδ0 ∩B8 and 1 ≤ k ≤ K0, we have
0 ≤
(
8(2+k)α|z|α − 1
)+
8−2k ≤
(
8(3+K0)α − 1
)+
8−2.
Then there exists a sufficiently small constant 0 < α < 1 depending only on ǫ such that
ˆ
Bcδ0
∩B8
(
8(2+k)α|z|α − 1
)+
8−2kK(z)dz ≤ ǫ, if 1 ≤ k ≤ K0. (4.6)
Using (4.5) and (4.6), we have, for such α independent of k,
ˆ
Bcδ0
∩B8
(
8(2+k)α|z|α − 1
)+
8−2kK(z)dz ≤ ǫ. (4.7)
Therefore, we have I1 ≤ 4ǫ. By a similar estimate to (4.7), we obtain I2 ≤ 2ǫ. Therefore, we
have
P− (D2v+) (x) + P−
K,8−k
(
v+
)
(x)− C08−k|Dv+(x)| ≤ 2
(
8(α−2)k
)
f+(8−kx) + 6ǫ, in B 3
4
.
Given any point x ∈ B 1
8
, we can apply Corollary 3.12 in B 1
4
(x) to obtain
C(v+(x) + ‖f‖Ld(B1) + 2ǫ)ǫ3 ≥ |{v+ > 1} ∩B 14 (x)| ≥ |{v
+ > 1} ∩B 1
8
| ≥
|B 1
8
|
2
.
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Thus, we can choose sufficiently small ǫ4 and ǫ depending on λ, Λ, C0, K and d such that
v+ ≥ ǫ4 in B 1
8
if ‖f‖Ld(B1) < ǫ4. Therefore,
v(x) =
u(8−kx)−mk
Mk−mk
2
≥ ǫ4 in B 1
8
.
If we set mk+1 := mk + ǫ4
Mk−mk
2 and Mk+1 := Mk, we must have mk+1 ≤ infB8−k−1 u ≤
supB
8−k−1
u ≤Mk+1.
Case 2: (4.2) holds.
We define
v(x) :=
Mk − u(8−kx)
Mk−mk
2
.
Thus, v ≥ 0 in B1 and
|{v ≥ 1} ∩B 1
8
| ≥
|B 1
8
|
2
.
Since u solves P+ (D2u)+ P+K (u) + C0|Du| ≥ −f− in B1 in the viscosity sense, then v solves
P− (D2v) (x) + P−
K,8−k(v)(x) −C08−k|Dv(x)| ≤ 2
(
8(α−2)k
)
f−(8−kx) in B8k .
in the viscosity sense. Similar to Case 1, we have, if ‖f‖Ld(B1) < ǫ4,
v(x) =
Mk − u(8−kx)
Mk−mk
2
≥ ǫ4 in B 1
8
,
which implies
u(8−kx) ≤Mk − ǫ4Mk −mk
2
in B 1
8
.
If we set mk+1 := mk and Mk+1 := Mk − ǫ4Mk−mk2 , we must have mk+1 ≤ infB8−k−1 u ≤
supB
8−k−1
u ≤Mk+1.
Therefore, in both of the cases, we have Mk+1 −mk+1 = (1 − ǫ42 )8−αk. We then choose α
and ǫ4 sufficiently small such that (1− ǫ42 ) = 8−α. Thus we have Mk+1 −mk+1 = 8−α(k+1).
Theorem 4.2. Assume that λI ≤ aab ≤ ΛI for some 0 < λ ≤ Λ, {aab}a,b {Nab(·, z)}a,b,z ,
{bab}a,b, {cab}a,b, {fab}a,b are sets of uniformly continuous functions in Ω, uniformly in a ∈ A,
b ∈ B, z ∈ Rd, and 0 ≤ Nab(x, z) ≤ K(z) for any a ∈ A, b ∈ B, x ∈ Ω, z ∈ Rd where
K satisfies (1.3). Assume that supa∈A,b∈B ‖bab‖L∞(Ω) < ∞, ‖ supa∈A,b∈B |cab|‖Ld(Ω) < ∞ and
‖ supa∈A,b∈B |fab|‖Ld(Ω) < ∞. Let u be a bounded viscosity solution of (1.1). Then, for any
sufficiently small δ > 0, there exists a constant C such that u ∈ Cα(Ω) and
‖u‖Cα(Ω¯δ) ≤ C(‖u‖L∞(Rd) + ‖ sup
a∈A,b∈B
|fab|‖Ld(Ω)),
where α is given in Theorem 4.1 and C depends on supa∈A,b∈B ‖bab‖L∞(Ω), ‖ supa∈A,b∈B |cab|‖Ld(Ω),
δ, λ, Λ, K, d.
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Proof. Since I is uniformly elliptic, we have
I0− Iu ≤ P+ (D2u)+ P+K(u) + C0|Du|+ ‖u‖L∞(Rd) sup
a∈A,b∈B
|cab(x)|, in Ω.
Since u is a viscosity subsolution of Iu = 0 in Ω, we have
−‖u‖L∞(Rd) sup
a∈A,b∈B
|cab(x)| − sup
a∈A,b∈B
|fab(x)| ≤ P+(D2u)(x) + P+K(u)(x) + C0|Du(x)|, in Ω.
Similarly, we have
P− (D2u) (x) + P−K(u)(x) −C0|Du(x)| ≤ ‖u‖L∞(Rd) sup
a∈A,b∈B
|cab(x)|+ sup
a∈A,b∈B
|fab(x)|, in Ω.
By normalization, the result follows from Theorem 4.2.
5 Existence of a solution
In this section, we obtain the existence of a Cα viscosity solution of (2.3) by Perron’s method.
We will follow the idea in [34] to construct the existence of a viscosity solution without using
comparison principle.
We first construct the existence of a discontinuous viscosity solution of (2.3) under the
assumptions that there are continuous viscosity sub/supersolutions of (2.3) and both satisfy the
boundary condition. The construction of the discontinuous viscosity solution in the following
theorem is very similar to that in [34], and thus we omit the proof.
Theorem 5.1. Assume that g is a bounded continuous function in Rd, cab ≥ 0 in Ω, aab(x)
is positive semi-definite for any x ∈ Ω, {aab}a,b {Nab(·, z)}a,b,z , {bab}a,b, {cab}a,b, {fab}a,b are
sets of uniformly continuous and bounded functions in Ω, uniformly in a ∈ A, b ∈ B, z ∈ Rd,
and 0 ≤ Nab(x, z) ≤ K(z) for any a ∈ A, b ∈ B, x ∈ Ω, z ∈ Rd where K satisfies (1.3). Let
u, u¯ be bounded continuous functions and be respectively a viscosity subsolution and a viscosity
supersolution of Iu = 0 in Ω. Assume moreover that u¯ = u = g in Ωc for some bounded
continuous function g and u ≤ u¯ in Rd. Then
w(x) = sup
u∈F
u(x),
where F = {u ∈ C0(Rd); u ≤ u ≤ u¯ in Rd and u is a viscosity subsolution of Iu = 0 in Ω}, is
a discontinuous viscosity solution of (2.3).
In the following Corollary 5.3, we will show that the discontinuous viscosity solution we
got from the Perron’s method is actually a viscosity solution under the assumption that I is
uniformly elliptic.
Lemma 5.2. Let F be a class of bounded continuous functions u in Rd such that, −12 ≤ u ≤ 12
in Rd, u is a viscosity subsolution of P+(D2u) + P+K(u) + C0|Du| = −f− in B1, w = supu∈F u
is a discontinuous viscosity supersolution of P−(D2w) +P−K(w)−C0|Dw| = f+ in B1 for some
C0 ≥ 0 and f ∈ Ld(B1). Then there exist constants ǫ4, α and C depending on λ, Λ, C0, K and
d such that, if ‖f‖Ld(B1) < ǫ4,
−C|x|α ≤ w∗(x)− w∗(0) ≤ w∗(x)− w∗(0) ≤ C|x|α.
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Proof. Similar to Theorem 4.1, we claim that there exist an increasing sequence {mk}k and a
decreasing sequence {Mk}k such thatMk−mk = 8−αk andmk ≤ infB
8−k w∗ ≤ supB8−k w
∗ ≤Mk.
We will prove this claim by induction.
For k = 0, we choose m0 := −12 and M0 := 12 since −12 ≤ u ≤ 12 for any u ∈ F . Assume that
we have the sequences up to mk and Mk. In B8−k−1 , we have either
|{w∗ ≥ Mk +mk
2
} ∩B8−k−1 | ≥
|B8−k−1 |
2
, (5.1)
or
|{w∗ ≤ Mk +mk
2
} ∩B8−k−1 | ≥
|B8−k−1 |
2
. (5.2)
Case 1: (5.1) holds.
We define
v(x) :=
w∗(8−kx)−mk
Mk−mk
2
.
Following the proof of Case 1 in Theorem 4.1, we can choose sufficiently small ǫ4 such that
v+ ≥ ǫ4 in B 1
8
if ‖f‖Ld(B1) < ǫ4. Therefore,
v(x) =
w∗(8−kx)−mk
Mk−mk
2
≥ ǫ4 in B 1
8
.
If we set mk+1 := mk + ǫ4
Mk−mk
2 and Mk+1 := Mk, we must have mk+1 ≤ infB8−k−1 w∗ ≤
supB
8−k−1
w∗ ≤Mk+1.
Case 2: (5.2) holds.
For any u ∈ F , we obtain that u ∈ C0(Rd) is a viscosity subsolution of P+ (D2u)+P+K (u)+
C0|Du| = −f− in B1 and u ≤ w∗ in Rd. Thus, we have
|{u ≤ Mk +mk
2
} ∩B8−k−1 | ≥
|B8−k−1 |
2
.
We define
vu(x) :=
Mk − u(8−kx)
Mk−mk
2
.
Following the proof of Case 2 in Theorem 4.1, we have, if ‖f‖Ld(B1) < ǫ4,
vu(x) =
Mk − u(8−kx)
Mk−mk
2
≥ ǫ4 in B 1
8
,
which implies
u(8−kx) ≤Mk − ǫ4Mk −mk
2
in B 1
8
.
By the definition of w, we have
w∗(8−kx) ≤Mk − ǫ4Mk −mk
2
in B 1
8
.
If we set mk+1 := mk and Mk+1 := Mk − ǫ4Mk−mk2 , we must have mk+1 ≤ infB8−k−1 w∗ ≤
supB
8−k−1
w∗ ≤Mk+1.
Therefore, in both of the cases, we have Mk+1 −mk+1 = (1− ǫ42 )8−αk. Then the rest of the
proof follows from Theorem 4.1.
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Corollary 5.3. Assume that the assumptions of Theorem 5.1 hold and λI ≤ aab ≤ ΛI for
some 0 < λ ≤ Λ. Let w be the bounded discontinuous viscosity solution of (2.3) constructed
in Theorem 5.1. Then, for any sufficiently small δ > 0, there exists a constant C such that
w ∈ Cα(Ω) and
‖w‖Cα(Ω¯δ) ≤ C(C1 + sup
a∈A,b∈B
‖fab‖L∞(Ω)),
where α is given in Lemma 5.2, C1 := max
{
‖u‖L∞(Rd), ‖u¯‖L∞(Rd)
}
and C depends on, δ, λ, Λ,
supa∈A,b∈B ‖bab‖L∞(Ω), supa∈A,b∈B ‖cab‖L∞(Ω), K, d.
Proof. The proof is very similar to that of Theorem 4.2.
To obtain a viscosity solution of (2.3), we left to construct continuous sub/supersolutions
used in Perron’s method. The non-scale invariant nature of our operator causes the construction
more involved. We begin with the construction of a barrier function.
Lemma 5.4. For any 0 < r < 1, there exist constants ǫ5 > 0, 0 < δ1 < 1 and a Lipschitz
function ψr with Lipschitz constant
1
r
such that
ψr ≡ 0, in B¯r,
ψr > 0, in B¯
c
r,
ψr ≥ ǫ5, in Bc(1+δ1)r,
P+(D2ψr) + P+K(ψr) + C0|Dψr| ≤ −1, in B(1+δ1)r.
Proof. Since Br has a smooth boundary for any 0 < r < 1, we have dBr(x) := dist(x,Br) ∈
C2(Bcr). We set
β(s) =
ˆ
|z|>s
min{1, |z|}K(z)dz,
and define
ψ˜(s) =
ˆ s
0
2e−ηl−η
´ l
0 β(τ)dτdl − s
where η > 0 will be determined later. We notice that for any 0 < s < 1ˆ s
0
β(τ)dτ = s
ˆ
|z|≥s
min{1, |z|}K(z)dz +
ˆ
|z|<s
|z|2K(z)dz.
For any ǫ > 0, there exists 1 > δ > 0 such that
0 ≤ lim
s→0+
ˆ s
0
β(τ)dτ ≤ lim
s→0+
s
ˆ
s≤|z|≤δ
|z|K(z)dz ≤
ˆ
|z|≤δ
|z|2K(z) ≤ ǫ.
Thus we have lims→0+
´ s
0 β(τ)dτ = 0. Then there exists a sufficiently small constant s(η) > 0
such that, for any 0 < s < s(η), ψ˜′(s) = 2e−ηs−η
´ s
0 β(τ)dτ − 1 ≥ 12 . We now define
ψ¯(x) =
{
ψ˜(dB1(x)), if dB1(x) < δ2 :=
1
2s(η),
ψ˜(δ2), if dB1(x) ≥ δ2,
and set δ1 = min{ δ24 , 1}. By the definition, we have that ψ¯ = 0 in B1, ψ¯ ≥ ψ˜(δ1) =: ǫ5 > 0 in
Bc1+δ1 , ψ¯ ∈ C2(B1+δ1 \ B¯1) and ψ¯ is a Lipschitz function in Rd with Lipschitz constant 1. We
define, for any 0 < r < 1,
ψr(x) = ψ¯(
x
r
) =
{
ψ˜(
dBr (x)
r
), if dBr(x) < rδ2,
ψ˜(δ2), if dBr (x) ≥ rδ2.
20
Then ψr = 0 in Br, ψr ≥ ǫ5 in Bc(1+δ1)r, ψr ∈ C2(B(1+δ1)r \ B¯r) and ψr is a Lipschitz function
with Lipschitz constant 1
r
. For any x ∈ B(1+δ1)r \ B¯r, we have
P+(D2ψr)(x) ≤ C
r
+ ψ˜′′(
dBr (x)
r
)
λ
r2
and
|ba ·Dψr(x)| ≤ C
r
.
For any 0 ≤ N(z) ≤ K(z), we haveˆ
Rd
[ψr(x+ z)− ψr(x)− 1B1(z)Dψr(x) · z]N(z)dz ≤
ˆ
|z|≤ dBr (x)
r
+
ˆ
|z|> dBr (x)
r
.
Since ψ˜′′(dBr (x)
r
) ≤ 0 in B(1+δ1)r \Br, we haveˆ
|z|≤ dBr (x)
r
[ψr(x+ z)− ψr(x)− 1B1(z)Dψr(x) · z]N(z)dz
≤
ˆ
|z|≤ dBr (x)
r
ˆ 1
0
ˆ 1
0
D2ψr(x+ sκz)z · zsN(z)dκdsdz
≤ C
r
ˆ
|z|≤ dBr (x)
r
|z|2K(z)dz ≤ C
r
.
For any z ∈ B1 \B dBr (x)
r
, we have
ψr(x+ z)− ψr(x)−Dψr(x) · z ≤ C
r
|z|.
For any z ∈ Bc1, we have
ψr(x+ z)− ψr(x) ≤ C ≤ C
r
.
Then, for any z ∈ BcdBr (x)
r
, we have
ψr(x+ z)− ψr(x)− 1B1(z)Dψr(x) · z ≤
C
r
min{1, |z|}. (5.3)
Using (5.3), we have ˆ
|z|≥ dBr (x)
r
[ψr(x+ z)− ψ(x)− 1B1(z)Dψr(x) · z]N(z)dz
≤ C
r
ˆ
|z|> dBr (x)
r
min{1, |z|}K(z)dz ≤ C
r
β
(
dBr (x)
r
)
.
Therefore, for any x ∈ B(1+δ1)r \Br, we have
P+(D2ψr) + P+K(ψr) + C0|Dψr|
≤ ψ˜′′(dBr (x)
r
)
λ
r2
+
C
r
(
1 + β
(
dBr(x)
r
))
≤ −2ηλ
r2
(
β
(
dBr(x)
r
)
+ 1
)
e−η
dBr
(x)
r
−η ´
dBr
(x)
r
0 β(s)ds +
C
r
(
β
(
dBr(x)
r
)
+ 1
)
≤ −ηλ
r2
(
β
(
dBr(x)
r
)
+ 1
)
+
C
r
(
β
(
dBr(x)
r
)
+ 1
)
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≤ −ηλ
r
(
β
(
dBr (x)
r
)
+ 1
)
+
C
r
(
β
(
dBr (x)
r
)
+ 1
)
≤ −1
r
(
β
(
dBr (x)
r
)
+ 1
)
≤ −1
if we set η = C+1
λ
.
Lemma 5.5. There exists a Lipschitz function ψg such that 1 ≤ ψg ≤ 2 and
P+(D2ψg) + P+K(ψg) + C0|Dψg| ≤ −1, in Ω.
Proof. Since Ω is a bounded domain, we let R0 = diam(Ω). Without loss of generality, we can
assume that Ω is contained in BR0(xR0) where xR0 := (2R0, 0, ..., 0). We define
ψg(x) =
{
2− e−ηx1 , if x1 ≥ 0,
1, if x1 < 0.
By calculation, we have
∂x1ψg(x) = ηe
−ηx1 , ∂xiψg(x) = 0, i = 2, ..., n, if x1 > 0,
and
∂x1x1ψg(x) = −η2e−ηx1 , ∂xixjψg(x) = 0, i = 2, ..., n or j = 2, ..., n, if x1 > 0.
Denote τ = min{1, R0}. Then for any x ∈ Ω
P+(D2ψg) + P+K(ψg) + C0|Dψg|
≤ −λη2e−ηx1 + C0ηe−ηx1 + sup
0≤N(z)≤K(z)
{ ˆ
Bτ
[− e−η(x1+z1) + e−ηx1 − ηe−ηx1z1]N(z)dz
+
ˆ
Bcτ∩{z;z1≤0}
[− e−η(x1+z1) + e−ηx1]N(z)dz + ˆ
B1∩Bcτ∩{z;z1>0}
[− e−η(x1+z1) + e−ηx1]N(z)dz
+
ˆ
Bc1∩{z;z1>0}
[− e−η(x1+z1) + e−ηx1]N(z)dz + ˆ
B1∩Bcτ
[− ηe−ηx1z1]N(z)dz}. (5.4)
By convexity we have −e−η(x1+z1)+e−ηx1−ηe−ηx1z1 ≤ 0 and if z1 ≤ 0 then −e−η(x1+z1)+e−ηx1 ≤
0. Thus the first two integrals in the right hand side of (5.4) are non-positive. Since
|e−η(x1+z1) − e−ηx1 | ≤ e−ηx1 |e−ηz1 − 1| = e−ηx1η|z|,
we have ∣∣∣∣∣
ˆ
B1∩Bcτ∩{z;z1>0}
[
−e−η(x1+z1) + e−ηx1
]
N(z)dz
∣∣∣∣∣ ≤
ˆ
B1∩Bcτ
e−ηx1η|z|K(z)dz
= e−ηx1η
ˆ
B1∩Bcτ
|z|2
τ
K(z)dz
≤ η
τ
e−ηx1
ˆ
B1
|z|2K(z)dz.
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We also notice that if z1 > 0 then |e−η(x1+z1) − e−ηx1 | ≤ e−ηx1 so∣∣∣∣∣
ˆ
Bc1∩{z;z1>0}
[
−e−η(x1+z1) + e−ηx1
]
N(z)dz
∣∣∣∣∣ ≤ e−ηx1
ˆ
Bc1
K(z)dz.
Regarding the last integral in (5.4), we have∣∣∣∣∣
ˆ
B1∩Bcτ
[−ηe−ηx1z1]N(z)dz
∣∣∣∣∣ ≤
ˆ
B1∩Bcτ
ηe−ηx1 |z|K(z)dz ≤ η
τ
e−ηx1
ˆ
B1
|z|2K(z)dz.
Therefore, we can find η sufficiently large such that there exists a sufficiently small positive
constant ǫ6(< 1) satisfying
P+(D2ψg) + P+K(ψg) + C0|Dψg|
≤ e−ηx1
(
−λη2 + C0η + 2η
τ
ˆ
B1
|z|2K(z)dz +
ˆ
Bc1
K(z)dz
)
≤ −ǫ6.
Then the rest of the construction of continuous sub/supersolutions is very similar to that in
[34]. We present the construction in the following theorem and omit the proof.
Theorem 5.6. Let Ω be a bounded domain satisfying the uniform exterior ball condition. As-
sume that g is a bounded continuous function in Rd, λI ≤ aab ≤ ΛI for some 0 < λ ≤ Λ,
{aab}a,b {Nab(·, z)}a,b,z , {bab}a,b, {cab}a,b, {fab}a,b are sets of uniformly continuous and bounded
functions in Ω, uniformly in a ∈ A, b ∈ B, z ∈ Rd, and 0 ≤ Nab(x, z) ≤ K(z) for any a ∈ A,
b ∈ B, x ∈ Ω, z ∈ Rd where K satisfies (1.3). The equation (1.1) admits a continuous viscosity
supersolution u¯ and a continuous subsolution u and u¯ = u = g in Oc.
In the end we obtain the existence of a Cα viscosity solution of (2.3).
Theorem 5.7. Let Ω be a bounded domain satisfying the uniform exterior ball condition. As-
sume that g is a bounded continuous function in Rd, cab ≥ 0 in Ω, λI ≤ aab ≤ ΛI for some
0 < λ ≤ Λ, {aab}a,b {Nab(·, z)}a,b,z, {bab}a,b, {cab}a,b, {fab}a,b are sets of uniformly continuous
and bounded functions in Ω, uniformly in a ∈ A, b ∈ B, z ∈ Rd, and 0 ≤ Nab(x, z) ≤ K(z)
for any a ∈ A, b ∈ B, x ∈ Ω, z ∈ Rd where K satisfies (1.3). The equation (2.3) admits a Cα
viscosity solution u.
Proof. The results follows from Theorem 5.1, Corollary 5.3 and Theorem 5.6.
A Appendix
In this Appendix, we give the proof of Theorem 3.4.
Lemma A.1. Let Ω be a bounded domain and let {Ωj}∞j=1 be a set of domains such that Ωj ⊂
Ωj+1 and ∪∞j=1Ωj = Ω. Let uj be a continuous function defined on Rd such that uj converges
uniformly to a continuous function u in Ω˜diamΩ. Then
lim sup
j→∞
Γn,+Ωj ,r(uj) ⊂ Γ
n,+
Ω,r (u)
where
Γn,+Ω,r (u) := {x ∈ Ω : ∃p, |p| ≤ r, such that u(y) ≤ u(x) + 〈p, y − x〉 for y ∈ Ω˜diamΩ}.
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Proof. The proof is very similar to Lemma A.1 in [2].
For any ǫ > 0 and u : Rd → R, we define the sup-convolution of u by
uǫ(x) = sup
y∈Rd
{
u(y)− |x− y|
2
2ǫ
}
.
The following Lemma A.2 can be found in [2] and [10].
Lemma A.2. Let u be a bounded continuous function in Rd. Then
(i) uǫ → u as ǫ→ 0 uniformly in any compact set of Rd;
(ii) uǫ has the taylor expansion up to second order at a.e. x ∈ Rd, i.e.
uǫ(y) = uǫ(x) +Duǫ(x) · (y − x) + 1
2
D2uǫ(x)(y − x) · (y − x) + o(|x− y|2) a.e. x ∈ Rd;
(iii) D2uǫ(x) ≥ −1
ǫ
I a.e. in Rd.
(iv) If uǫδ is a standard modification of u
ǫ, then D2uǫδ ≥ −1ǫ I and
D2uǫδ(x)→ D2uǫ(x) a.e. in Rd as δ → 0.
Lemma A.3. Let Ω be a bounded domain. Let u be a bounded continuous function and solve
−P+(D2u)(x)− P+K(u)(x) −C0|Du(x)| ≤ f(x) in Ω (A.1)
in the viscosity sense, then
−P+(D2uǫ)(x) − P+K(uǫ)(x)− C0|Duǫ(x)| ≤ f(xǫ), a.e in Ω
2
(
ǫ‖u‖
L∞(Rd)
) 1
2
(A.2)
where xǫ ∈ Ω is any point such that
uǫ(x) := sup
y∈Rd
{
u(y)− |y − x|
2
2ǫ
}
= u(xǫ)− |x
ǫ − x|2
2ǫ
. (A.3)
Proof. Suppose that x is any point in Ω
2
(
ǫ‖u‖
L∞(Rd)
) 1
2
at which uǫ has the taylor expansion up
to second order. For each δ > 0, there exists ϕδ ∈ C2b (Rd) such that ϕδ touches uǫ from above
at x,
ϕδ(y) = u
ǫ(x) +Duǫ(x) · (y − x) + 1
2
(
D2uǫ(x) + δI
)
(y − x) · (y − x) + o(|x− y|2) a.e. x ∈ Rd
and ϕδ → uǫ as δ → 0 a.e. in Rd. Let xǫ be the one in (A.3). It is standard to obtain that
xǫ ∈ Ω and u is touched from above at xǫ by ϕδ(· − xǫ + x). Therefore
−P+ (D2ϕδ(· − xǫ + x)) (xǫ)−P+K (ϕδ(· − xǫ + x)) (xǫ)−C0|Dϕδ(·−xǫ+x)(x)| ≤ f(xǫ). (A.4)
(A.2) follows from letting δ → 0 in (A.4).
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Theorem A.4. Let Ω be a bounded domain in Rd and f ∈ Ld(Ω) ∩ C(Ω). Then there exists a
constant C such that, if u solves (A.1) in the viscosity sense, then
sup
Ω
u ≤ sup
Ωc
u+ Cdiam(Ω)‖f+‖
Ld(Γn,+Ω (u
+)). (A.5)
Proof. By Theorem 3.1 in [37], we know that (A.5) holds if u ∈ C2(Ω)∩Cb(Rd). Using Lemma
A.3, uǫ satisfies
−P+(D2uǫ)(x) − P+K(uǫ)(x)− C0|Duǫ(x)| ≤ fǫ(x), a.e in Ω
2
(
ǫ‖u‖
L∞(Rd)
) 1
2
where
fǫ(x) = sup
B
2
(
ǫ‖u‖
L∞(Rd)
) 1
2
(x)
f(y).
Because uǫ → u as ǫ → 0 uniformly in any compact set of Rd, if r < r0(u) and ǫ is sufficiently
small where
r0(u) :=
supΩ u− supΩc u
2d
,
then r < r0(u
ǫ) and Γn,+Ω,r (u
ǫ) remains in a fixed compact subset of Ω. Let uǫδ be a standard
mollification of uǫ. It follows from the proof of Theorem 3.1 in [37], for κ ≥ 0 and small δ, we
have
ˆ
Br
(
|p| dd−1 + κ dd−1
)1−d
dp ≤
ˆ
Γn,+Ω,r (u
ǫ
δ)
(
|Duǫδ|
d
d−1 + κ
d
d−1
)1−d(−Tr(D2uǫδ)
d
)d
dx. (A.6)
Since −1
ǫ
I ≤ D2uǫδ ≤ 0 in Γn,+Ω,r (uǫδ), the bounded convergence theorem combining with Lemma
A.1, Lemma A.2(iv) implies (A.6) holds with uǫ in place of uǫδ by taking δ → 0. Then the
arguments in Theorem 3.1 in [37] remain unchanged to obtain
r ≤
(
exp
(
2d−2
|B1|dd
(
1 +
ˆ
Γn,+Ω,r (u
ǫ)
[γ + C2(1 + diam(Ω)
−1)]d
λd
dx
))
− 1
) 1
d ‖f+ǫ ‖Ld(Γn,+Ω,r (uǫ))
λ
(A.7)
where C2 ≥ 0 depends on diam(Ω) and K. Then the result follows from letting ǫ → 0 in
(A.7).
Proof of Theorem 3.4: The result follows from applying Theorem A.4 to −u.
References
[1] L. A. Caffarelli and X. Cabre´, Fully nonlinear elliptic equations, American Mathematics So-
ciety Colloquium Publications, 43, American Mathematics Society, Providence, R.I., 1995.
[2] L. A. Caffarelli, M. G. Crandall, M. Kocan and A. S´wie֒ch, On viscosity solutions of fully
nonlinear equations with measurable ingredients, Comm. Pure Appl. Math. 49 (1996), no.
4, 365–397.
25
[3] L. A. Caffarelli and L. Silvestre, Regularity theory for fully nonlinear integro-differential
equations, Comm. Pure Appl. Math. 62 (2009), no. 5, 597–638.
[4] L. A. Caffarelli and L. Silvestre, Regularity results for nonlocal equations by approximation,
Arch. Ration. Mech. Anal. 200 (2011), no. 1, 59–88.
[5] L. A. Caffarelli and L. Silvestre, The Evans-Krylov theorem for nonlocal fully nonlinear
equations, Ann. of Math. (2) 174 (2011), no. 2, 1163–1187.
[6] H. Chang Lara and G. Da´vila, Regularity for solutions of nonlocal parabolic equations,
Calc. Var. Partial Differential Equations 49 (2014), no. 1-2, 139–172.
[7] H. Chang Lara and G. Da´vila, Regularity for solutions of nonlocal parabolic equations II,
J. Differential Equations 256 (2014), no. 1, 130–156.
[8] H. Chang Lara and D. Kriventsov, Further time regularity for non-local, fully non-linear
parabolic equations, Comm. Pure Appl. Math. 70 (2017), no. 5, 950–977.
[9] P. Courrege, Sur la forme inte´gro-diffe´rentielle des ope´rateurs de c∞k dans c satisfaisant au
principe du maximum, Se´minaire Brelot-Choquet-Deny. The´orie du Potentiel, 10 (1965),
no. 1, 1–38.
[10] M. G. Crandall, H. Ishii and P. L. Lions, User’s guide to viscosity solutions of second order
partial differetial equations, Bull. Amer. Math. Soc. 27 (1992), no. 1, 1–67.
[11] H. Dong, T. Jin and H. Zhang, Dini and Schauder estimates for nonlocal fully nonlinear
parabolic equations with drifts, Anal. PDE 11 (2018), no. 6, 1487–1534.
[12] H. Dong and H. Zhang, Dini estimates for nonlocal fully nonlinear elliptic equations, Ann.
Inst. H. Poincare´ Anal. Non Line´aire 35 (2018), no. 4, 971–992.
[13] H. Dong and H. Zhang, On schauder estimates for a class of nonlocal fully nonlinear
parabolic equation, to appear in Calc. Var. Partial Differential Equations.
[14] H. Dong and D. Kim, Schauder estimates for a class of non-local elliptic equations, Discrete
Contin. Dyn. Syst. 33 (2013), no. 6, 2319–2347.
[15] W.H. Fleming and H.M. Soner, Controlled Markov processes and viscosity solutions, Second
edition, Stochastic Modelling and Applied Probability, 25, Springer, New York, 2006.
[16] Y. Giga and T. Namba, Well-posedness of Hamilton-Jacobi equations with Caputo’s time
fractional derivative, Comm. Partial Differential Equations 42 (2017), no. 7, 1088–1120.
[17] F. Gimbert and P.-L. Lions, Existence and regularity results for solutions of second-order,
elliptic integro-differential operators, Ricerche Mat. 33 (1984), no. 2, 315–358.
[18] R. Gong, C. Mou and A. Swiech, Stochastic Representations for Solutions to Parabolic
Dirichlet Problems for Nonlocal Bellman Equations, preprint (2017), arXiv:1709.00193.
[19] N. Guillen and R. Schwab, Min-max formulas for nonlocal elliptic operators, preprint (2016),
arXiv:1606.08417.
26
[20] C. Imbert, Alexandroff-Bakelman-Pucci and Harnack inequality for degenerate/singularly
non-linear elliptic equations, J. Differential Equations 250 (2011), no. 3, 1553–1574.
[21] H. Ishii, Perron’s method for Hamilton-Jacobi equations, Duke Math. J. 55 (1987), no. 2,
369–384.
[22] H. Ishii, On uniqueness and existence of viscosity solutions of fully nonlinear second-order
elliptic PDEs, Comm. Pure Appl. Math. 42 (1989), no. 1, 15–45.
[23] T. Jin and J. Xiong, Schauder estimates for solutions of linear parabolic integro-differential
equations, Discrete Contin. Dyn. Syst. 35 (2015), no. 12, 5977–5998.
[24] T. Jin and J. Xiong, Schauder estimates for nonlocal fully nonlinear equations, Ann. Inst.
H. Poincare´ Anal. Non Line´aire 33 (2016), no. 5, 1375–1407.
[25] S. Koike, Perron’s method for Lp-viscosity solutions, Saitama Math. J. 23 (2005), 9–28.
[26] S. Koike and A. S´wie֒ch, Representation formulas for solutions of Isaac integro-PDE, Indiana
Univ, Math. J. 62 (2013), no. 5, 1473–1502.
[27] D. Kriventsov, C1,α interior regularity for nonlinear nonlocal elliptic equations with rough
kernels, Comm. Partial Differential Equations 38 (2013), no. 12, 2081–2106.
[28] R. Mikulyavichyus and G. Pragarauskas, Classical solutions of boundary value problems
for some nonlinear integro-differential equations, (Russian) Liet. Mat. Rink. 34 (1994), no.
3, 347–361; translation in Lithuanian Math. J. 34 (1994), no. 3, 275–287 (1995).
[29] R. Mikulevicius and H. Pragarauskas, On the existence of viscosity solutions to boundary
value problems for integrodifferential Bellman equation, Probability theory and mathemat-
ical statistics (Tokyo, 1995), 327–342, World Sci. Publ., River Edge, NJ, 1996.
[30] R. Mikulyavichyus and G. Pragarauskas, Nonlinear potentials of the Cauchy-Dirichlet prob-
lem for the Bellman integro-differential equation, (Russian) Liet. Mat. Rink. 36 (1996), no.
2, 178–218; translation in Lithuanian Math. J. 36 (1996), no. 2, 142–173 (1997).
[31] R. Mikulevicius and H. Pragarauskas, On Cauchy-Dirchlet problem for linear integro-
differential equation in weighted Sobolev spaces, Stochastic differential equations: theory
and applications, 357–374, Interdiscip. Math. Sci., 2, World Sci. Publ., Hackensack, NJ,
2007.
[32] C. Mou, Interior regularity for nonlocal fully nonlinear equations with Dini continuous
terms, J. Differential Equations 260 (2016), no. 11, 7892–7922.
[33] C. Mou, Semiconcavity of viscosity solutions for a class of degenerate elliptic integro-
differential equations in Rn, Indiana Univ, Math. J. 65 (2016) no. 6, 1891–1920.
[34] C. Mou, Perron’s method for nonlocal fully nonlinear equations, Anal. PDE 10 (2017), no.
5, 1227–1254.
[35] C. Mou, Remarks on Schauder estimates and existence of classical solutions for a class of
uniformly parabolic Hamilton-Jacobi-Bellman integro-PDE, to appear in J. Dynam. Dif-
ferential Equations.
27
[36] C. Mou and A. S´wie֒ch, Uniqueness of viscosity solutions for a class of integro-differential
equations, NoDEA Nonlinear Differential Equations Appl. 22 (2015), no. 6, 1851–1882.
[37] C. Mou and A. S´wie֒ch, Aleksandrov-Bakelman-Pucci maximum principles for a class of
uniformly elliptic and parabolic integro-PDE, J. Differential Equations 264 (2018), no. 4,
2708–2736.
[38] T. Namba, On existence and uniqueness of second order fully nonlinear PDEs with Caputo
time fractional derivatives, NoDEA Nonlinear Differential Equations Appl. 25 (2018), no.
3, Art. 23, 39 pp.
[39] J. Serra, Cσ+α regularity for concave nonlocal fully nonlinear elliptic equations with rough
kernels, Calc. Var. Partial Differential Equations 54 (2015), no. 4, 3571–3601.
[40] R. Schwab and L. Silvestre, Regularity for parabolic integro-differential equations with very
irregular kernels, Anal. PDE 9 (2016), no. 3, 727–772.
[41] L. Silvestre, On the differentiability of the solution to the Hamilton-Jacobi equation with
critical fractional diffusion, Adv. Math. 226 (2011), no. 2, 2020–2039.
[42] H. Yu, W σ,ǫ-estimates for nonlocal elliptic equations, Ann. Inst. H. Poincare´ Anal. Non
Line´aire 34 (2017), no. 5, 1141–1153.
28
