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Resum 
quest projecte de recerca audiovisual pretén simular una visió en 360 graus de 
diversos llocs emblemàtics de Barcelona on l'espectador és capaç d'observar-los 
al voltant seu. Per això hem realitzat un vídeo promocional de la capital catalana 
amb l'ajuda de sis càmeres -de les més econòmiques del mercat- que registren tots els angles 
de visió subjectades per una muntura omnidireccional. Gràcies a aquest sistema, l'espectador 
és capaç de fer un recorregut per la trajectòria de l'espai filmat. Aquest treball, per tant, ens 
ajudarà a contextualitzar que el denominat vídeo 360º, o vídeo esfèric, que malgrat tenir 
elements concomitants amb la realitat virtual en realitat estan clarament diferenciats. 
 
Resumen 
ste proyecto de investigación audiovisual pretende simular una visión en 360 
grados de varios lugares emblemáticos de Barcelona dónde el espectador es capaz 
de observarlos alrededor suyo. Para ello hemos realizado un vídeo promocional de 
la capital catalana con la ayuda de seis cámaras -de las más económicas del mercado- que 
registran todos los ángulos de visión sujetadas por una montura omnidireccional. Gracias a 
este sistema, el espectador es capaz de hacer un recorrido por la trayectoria del espacio 
filmado. Este trabajo, por tanto, nos ayudará a contextualizar que el denominado vídeo 360º, 
o vídeo esférico, que pese a tener elementos concomitantes con la realidad virtual en realidad 
están claramente diferenciados. 
 
Abstract 
his audiovisual research project aims to simulate a 360-degree view of several 
emblematic places in Barcelona where the viewer is able to observe them around 
him. For this we have made a promotional video of the Catalan capital with the 
help of six cameras -the most economic on the market- that record all viewing angles 
attached by an omnidirectional mount. Thanks to this system, the viewer is able to make a 
tour of the trajectory of the filmed space. This work, therefore, will help us to contextualize 
that the called 360º video, or spherical video, that despite of having concomitant elements 
with virtual reality are actually clearly differentiated. 
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1. Introducción. 
 
  Ha llegado un punto en la evolución en que el ser humano cada día desde hace años 
comparte millones de vídeos cada segundo, lo que equivale a millones de millones de 
segundos de vídeo reproducidos al día por los usuarios. Esta evolución, que hace años no se 
podía ni llegar a imaginar, viene gracias a los constantes cambios de formatos que se usan 
para grabar, capturar, compartir y consumir un contenido audiovisual. Actualmente 
cualquier persona en el mundo tiene la posibilidad de crear, colgar y difundir en la red vídeos 
a 360º, pero para poder llegar a ello necesitamos poder adquisitivo, mucha paciencia y un 
estudio previo bastante extenso. Pero antes de empezar a desgranar el vídeo a 360º es 
necesario conocer la realidad virtual o RV y cuando se presentó al mundo. Según Jonathan 
Steuer, pionero de la publicación online y líder de las primeras empresas editoriales online 
incluyendo HotWired, la primera revista web patrocinada con anuncios, nos afirma que: 
 
Virtual reality has been presented in the popular press as a medium, like the telephone 
or television. This new medium typically is defined in terms of a particular collection 
of technological hardware, including computers, head-mounted displays, 
headphones, and motion-sensing gloves.1 
 
  El concepto de realidad virtual como medio de comunicación fue muy útil para los 
productores de estas tecnologías, ya que se les proporcionó una importante herramienta de 
marketing. Más adelante se vuelve a hablar de ello. 
 
  En la actualidad, el problema es que llegar a poder crear un vídeo a 360º con una buena 
resolución y calidad de imagen es muy caro. Además, el monopolio de los vídeos 360º lo 
tenía la empresa GoPro con sus Action Cams llamadas: Hero (2, 3, 4), sobre todo gracias al 
formato 4:3 de alta resolución que ofrecían sus sensores. Otra cosa a destacar, es que tanto 
                                                     
1 STEUER, Jonathan. Defining Virtual Reality. Dimensions Determining Telepresence. San Francisco, CA: 
Cyborganic Media, 1993. p. 4. 
 
las cámaras como la montura 360º de la marca GoPro, llamada Omni™, tenían y siguen 
teniendo, comparados con otras marcas de Action Cams, precios altamente excesivos.  
 
  Lo más importante es que las cámaras tengan un precio mucho más económico y viable 
que el de las GoPro por lo tanto se prescindirá totalmente de la marca y se intentará conseguir 
la máxima resolución posible con otra marca de origen chino, en este caso con cámaras de 
la marca Xiaomi, concretamente las Xiaomi Yi. 
 
  Al ser pionero al intentar hacer un vídeo 360º sin usar GoPro’s la información que se puede 
encontrar en internet es escasa por no decir mínima y de actualización diaria constante, 
puesto que cada día hay más gente interesada y que ve el futuro en los vídeos a 360º ya sea 
para hacer uso en la realidad virtual, sobre todo para optimizar ambientes visuales virtuales 
en juegos de consola o PC o para su uso recreativo cuando hace algún deporte. De manera 
amateur se puede dar uso familiar y recreativo con el televisor de casa, se puede pasar un 
rato divertido observando algún punto concreto de tus propios vídeos utilizando el zoom, 
puedes crear tu propio documental y mirar lo que quieras dentro de él sin perder ningún 
momento clave, etc... La actualización constante permite al usuario cada día aprender cosas 
nuevas para mejorar todavía más el formato de salida o vídeo Output en cuanto a calidad-
precio. 
 
- ¿Qué aportará? Spherision (diminutivo de Spherical Vision o visión esférica) aportará 
sobre todo innovación y control para el usuario. El vídeo 360º puede cubrir la 
necesidad del mercado actual para poder ver las imágenes con libre albedrío, como son 
en la realidad, cosa que no pasa actualmente, se podrá tener el control, se podrá ser un 
auténtico prosumer, consumidor y productor de tus propios medios. 
 
- ¿Qué quiere demostrar? Que todo el mundo puede llegar a hacer un vídeo a 360 
grados y ser su propio prosumer además de demostrar que responde a las necesidades 
actuales del mercado y posiblemente de la sociedad en cuanto al poder de poder 
controlar lo que tú quieres ver. 
 
 
 
2. Marco teórico. Antecedentes. 
 
  ¿Sale a cuenta utilizar cámaras de origen chino para grabar un vídeo a 360º o es mejor 
utilizar las clásicas y ya conocidas cámaras de la empresa GoPro? Para saber la respuesta se 
debe realizar un estudio previo, comparando videos, características y componentes internos 
entre cámaras, pero primero de todo hay que dar un pequeño salto a su origen para saber 
cuáles fueron los primeros vestigios de realidad virtual, madre del vídeo a 360º. 
 
2.1 Origen del video 360 grados, la realidad virtual. 
 
  Muchas definiciones a lo largo de los años han sido acuñadas por grandes expertos en el 
campo de la realidad virtual, Steve Aukstakalnis y David Blatner fueron de los primeros en 
estudiarla y nos la presentaron como "la realidad virtual es un camino que tienen los humanos 
para visualizar, manipular e interactuar con computadoras y con información 
extremadamente compleja".2 Una definición bastante acertada para la época. 
 
  Otra definición llego unos años después por parte de los profesores Carol Manetta y 
Richard Blade de la universidad de Colorado, en Colorado Springs, que afirmaban que:  
 
Realidad virtual: un sistema de computación usado para crear un mundo artificial en 
el cual el usuario tiene la impresión de estar y la habilidad de navegar y manipular 
objetos en él".3  
 
  Al hablar de “la impresión de estar”, hablaba de “inmersión” indirectamente, término del 
cual se habla más adelante. Por otro lado, si se piensa en el concepto de realidad virtual 
existente, actualmente podría definirse la realidad virtual como la creación de entornos de 
inmersión generados por ordenador que son convincentes para que los usuarios reaccionen 
                                                     
2 AUKSTAKALNIS, Steve.;BLATNER, David. Silicon Mirage: Art of Science of Virtual Reality. Berkeley, 
California, Peachpit Press, 1992, p.7. 
3 MANETTA, Carol.; BLADE, Richard. Glossary of virtual reality terminology. International Journal of 
Virtual Reality. Online, 1995, p. 35-39. 
de la misma manera que lo harían en la vida real. La idea es bloquear la entrada sensorial 
desde el exterior haciendo que el uso de las señales visuales y auditivas reproducidas 
haciendo que el mundo virtual parezca más real. Por ejemplo, Marie-Laure Ryan, destacada 
erudita literaria y crítica de los años 50, escribió varios libros y artículos sobre narratología, 
ficción y cibercultura, y fue galardonada varias veces por su trabajo con afirmaciones como: 
 
 Hoy en día ponemos la etiqueta de virtual a todo con lo que nos encontramos o a todo 
lo que experimentamos en el “ciberespacio”, ese lugar imaginario al que nos 
transportan los ordenadores cuando nos conectamos a Internet: amigos virtuales, sexo 
virtual, universidades virtuales, visitas virtuales a ciudades…4 
 
  Se considera que la RV empezó en los años 50 ya que es cuando se empezó a dejar ver, 
pero no a hablar de ello, ya que se pueden seguir rastros hasta un centenar de años atrás. Al 
ser los inicios, la gente era muy ignorante y disponían de muy poca distribución y publicidad.  
Aunque el concepto era simple, la construcción de sistemas de realidad virtual demostró ser 
difícil de hacer.  Lo primero que se tiene que hacer para saber más sobre la realidad virtual 
es preguntar qué compañía o quien en concreto acuñó el término de realidad virtual, quien 
la inventó y con qué fin. Para ello se retrocederán unos años, concretamente a los primeros 
ejemplos de realidad virtual que podemos encontrar. 
 
2.2 Primeros ejemplos de realidad virtual. 
 
  A pesar de que actualmente hacemos uso de la realidad virtual para jugar y se habla de ella 
como si fuese un concepto nuevo, ha existido muchos años atrás. Por razones prácticas, la 
realidad virtual inicialmente se utilizó para fines médicos y militares. 
 
  Aunque también tuvo vestigios artísticos, en 1927 gracias al cineasta francés Abel Gance 
y su película Napoleón, esta fue la primera película grabada con un concepto innovador, la 
llamada polyvision, el primer formato de pantalla ancha que consistía en tres cámaras puestas 
                                                     
4 RYAN, Marie-Laure: Narrative as Virtual Reality. Baltimore, Maryland, EE.UU: The John Hopkins 
University Press, 2001. p. 43. 
verticalmente creando un tríptico, un concepto muy parecido al del vídeo 360 grados, pero 
solo pensando en el punto de vista horizontal, también fue el precursor del cinerama.  El 
segundo ejemplo artístico de realidad virtual se trataba de murales a 360 grados hechos por 
artistas que permitían al observador sentir la sensación visual envolvente. Su ejemplo más 
directo y personal fue Antonin Artaud, poeta, ensayista, actor y director de teatro francés 
nacido en 1896 en Marsella en Ivry-sur-Seine que vivió 52 años y creo el Cyclorama donde 
podría enseñar al público su visión esférica del arte, su mural en 360 grados. Él consideraba 
que la ilusión y la realidad eran una la misma cosa y describió la naturaleza ilusoria de los 
objetos y las personas en el teatro como la réalité virtuelle, en una colección de ensayos 
titulados: “Le Théâtre et son doublé”.  
 
 
Figura 1.                                                               Figura 2. 
 
  En cuanto al concepto de “realidad artificial”, muy ligado a la realidad virtual, se empezó 
a usar a principios de 1970 gracias a Myron W. Krueger, quien inventó el Videoplace, basado 
en técnicas de reconocimiento de vídeo, que ofrecían al usuario contacto total y sin estorbos 
con el mundo digital siendo inmersivos e interactivos. Pero para saber más sobre que es el 
video inmersivo, se debería hablar de Luís García Pla, doctorado y experto en realidad virtual 
de la Universidad Politécnica de Valencia, que en su TFM (trabajo final de master) nos 
afirmó que: 
 
 Un video inmersivo es un vídeo panorámico que cubre los 360 grados en horizontal 
menos un 80% de la esfera vertical que integra unos controles que permiten a un 
usuario mover el punto de vista de la cámara mientras el vídeo se está reproduciendo. 
Supone un paso más allá en el concepto de “imagen panorámica”, ya que incorpora el 
movimiento en el tiempo.5 
 
 Ese movimiento en el tiempo es lo más importante ya que diferencia un vídeo a 360 grados 
de una imagen panorámica estática. 
 
2.2.1 Primeros dispositivos de simulación de realidad virtual. 
 
  Los primeros dispositivos de realidad virtual no llegaron hasta la década de 1920 pero 
cambiaron la visión del mundo. El primero fue un simulador de vuelo, desarrollado por 
Edwin Link, pionero en la aviación, la arqueología subacuática y los sumergibles. Edwin lo 
llamó la Link Trainer y fue diseñado como el primer dispositivo de entrenamiento del mundo 
para pilotos novatos. 
 
  Durante la década de 1950, un intento por parte de un director de fotografía llamado Morton 
Heilig para estimular los diferentes sentidos le hizo crear el primer dispositivo multimedia 
en forma de teatro interactivo que llamó Sensorama que incluía un conjunto de elementos 
variados, incluyendo sillas que se movían, al tiempo que proporcionaba un tratamiento 
visual-sensorial al usuario. El primer Sensorama fue inventado en 1957 pero no fue 
patentado hasta 1962. Concretamente disponía de una pantalla dentro de una cabina cerrada 
que mostraba imágenes 3D, unos ventiladores oscilantes, unos altavoces e incluso unos 
dispositivos que emitían olores, algo muy innovador.  El espectador se sentaba en la silla 
giratoria y era bombardeado con imágenes estereoscópicas que daban la ilusión de 
profundidad y la posibilidad de ver algo desde diferentes ángulos. 
 
  Mucha gente piensa que el concepto de realidad virtual es algo nuevo y no es así, tan sólo 
unos años después del Sensorama, el concepto de realidad virtual actual ya surgió gracias a 
la visión de Douglas Englbart (1925-2013) pionero en la interacción humana con los 
ordenadores, conocido por inventar el ratón, el hipertexto, las conexiones en red y la 
                                                     
5 PLA, Luís G. Integración del video 360º en una video proyección interactiva. Gandía, Valencia: UPV, 2014. 
p.16. 
simulación táctil.  En otoño de 1968, en una conferencia de expertos en informática, Douglas 
hizo una presentación que demostraba públicamente el ratón e incluyó una conexión en 
pantalla con su centro de investigación, fue la primera videoconferencia de la historia, es 
decir, sin querer creo el verdadero primer contacto con la realidad virtual y es recordada con 
el título de “la madre de todas las demos”. 
 
2.3 La realidad aumentada: Inmersión, interacción, imaginación. 
 
  Hay que saber distinguir entre realidad virtual y realidad aumentada. Y para ello se debe 
hablar de las tres “i”. La realidad aumentada tiene origen en los años 60 donde se 
introdujeron sus primeros conceptos, aunque no fue hasta 1990 que Boeing Tom Caudel le 
atribuyó ese nombre. Según la fundación telefónica la realidad aumentada es “una nueva 
ventana a través de la cual se puede ver el mundo enriquecido”6.  
 
  Una buena definición si tenemos en cuenta que se usa la realidad física junto con imágenes 
y objetos virtuales para crear una fantasía que hace olvidar esa realidad, concretamente hace 
percibir el mundo que nos rodea como si fuese real, por lo que la inmersión juega un papel 
clave. Un ejemplo actual de realidad aumentada es el juego Pokemon Go que ha tenido un 
gran éxito entre la juventud mundial. Profundizando más en el tema, la fundación telefónica 
afirma que: 
 
La realidad aumentada como se entiende actualmente se puede considerar como una 
categoría de mix reality, o de mezcla entre información real e información virtual en 
el que predomina la información real.7 
 
  Esta afirmación nos lleva al concepto de realidad mezclada o como lo han llamado ellos 
mix reality. Hay que saber diferenciar entre realidad virtual, video 360º, realidad aumentada 
y realidad mezclada, aunque sean muy parecidas. Otra cosa a tener en cuenta es el concepto 
                                                     
6 Telefónica, fundación. Realidad Aumentada: una nueva lente para ver el mundo. Barcelona: Editorial Ariel, 
S.A., 2011. p. 10. 
7 Telefónica. Op. Cit., p. 54. 
de telepresencia o como se conoce actualmente, la videollamada. Según William R. Sherman 
y Alan B. Craig en su libro del 2003 titulado Understanding Virtual Reality nos hablan sobre 
la realidad virtual y nos separan de manera muy conceptual los términos de realidad 
aumentada y de telepresencia: 
 
 Augmented reality mixes the physical world with computer-generated information. 
(…) In augmented reality, the physical reality is “here” (proximal). In telepresence, 
the physical reality is “there” (distal).8 
 
  Lo primero que hay que tener en cuenta es que la realidad virtual y el vídeo 360º son 
conceptos muy parecidos pero diferentes. La diferencia más notable es que el vídeo 360º 
esta generado con solo contenido real y la realidad virtual con contenido virtual creado por 
ordenador. Ahora bien, entre realidad aumentada y realidad mezclada la diferencia es más 
difícil de ver.  
 
  Para que quede bien claro, la realidad aumentada consiste en la adición de elementos 
virtuales a la realidad mediante el uso de la cámara y una pantalla o visor mientras que los 
aumenta de tamaño, de ahí su nombre de realidad aumentada. La realidad mezclada consiste 
en mezclar elementos virtuales y reales interactuando entre sí a tiempo real, un concepto que 
aún a día de hoy no se ha explotado mucho. 
 
  Dejando aparte las distintas realidades y profundizando más en la virtual que es la más 
importante, ya que todas las demás se han basado o han hecho uso de conceptos de realidad 
virtual para llegar a conseguir sus metas. Según el profesor Grigore C. Burdea de la 
universidad estatal de New Jersey y el Director de Investigaciones del CNRS (Centre 
national de la recherche scientifique) Philippe Coiffet: 
 
                                                     
8 SHERMAN, William R.; CRAIG, Alan B. Understanding Virtual Reality: Interface, Application, and Design. 
San Francisco, CA: Elsevier Science, 2003. p.22 
 Virtual reality is therefore an integrated trio of immersion-interaction-imagination. 
The imagination part of VR refers also to the mind’s capacity to perceive nonexistent 
things.9 
 
  Lo que nos querían decir es que toda realidad virtual está ligada a las tres “i”, a la 
interacción, a la inmersión y a la imaginación: 
 
 
Figura 3. 
A. Interacción: Es lo primero que se tiene que definir en la realidad virtual, es lo más 
importante de todo. Es la acción que se ejerce recíprocamente entre dos o más medios, 
objetos, personas, fuerzas, agentes, etc… Permite al consumidor actuar sobre el 
escenario, la gente quiere ver los movimientos de la acción en la pantalla y eso es justo 
lo que consigue. Y ese es el elemento básico de la realidad virtual. 
B. Inmersión: Es la acción de introducir o introducirse plenamente alguien en un 
ambiente determinado. Dejar a la gente de pie mirando la pantalla del mundo virtual, 
sintiendo sentimientos, moviéndose a su antojo, pensando que ha tocado algo, aunque 
no sea real, etc… Según Antoni Mercader y Rafael Suárez para definir la inmersión 
                                                     
9 BURDEA, Grigore C.; COIFFET, Philippe. Virtual Reality Technology. Hoboken, New Jersey: John Wiley 
& Sons, Inc., 2003. p. 3 
 
utilizan la metáfora de que la realidad virtual inmersiva “encarna el mito de Alicia a 
través del espejo y combate las frustraciones de las sombrías realidades cotidianas”.10 
C. Imaginación: La mayoría de la gente no sabe que la imaginación es un elemento en 
la realidad virtual, casi todos piensan que la inmersión y la interacción lo son todo. 
Pero en realidad la imaginación es de lo más clave, es el elemento que crea la realidad 
virtual. Por ejemplo, en un juego, la solución del problema a resolver y la decisión que 
tiene que tomar un diseñador para hacerlo de una forma u otra, depende 
exclusivamente de la imaginación. 
 
2.4 Breve historia del vídeo 360º. Las primeras monturas con pantalla para la 
cabeza y su evolución. 
 
  La primera montura para la cabeza fue patentada en 
Estados Unidos. por Albert B. Pratt el 1916, se trataba 
de un casco con una especie de visor sin pantalla y un 
cañón que apuntaba al frente. Se trataba de una patente 
de un arma, pero es lo más parecido a una montura que 
ha existido hasta pasados 40 años.  Las primeras 
monturas reales o head mounted display (HMD) que 
salieron a la luz, fueron desarrolladas por ingenieros de 
Philco Corporation el año 1961. Fueron llamadas 
Headsight y diseñadas para su uso militar con pilotos 
de helicóptero que necesitasen ver sus alrededores 
durante la noche. El proyecto se creó con la intención de producir la estimulación visual, 
junto con la creación de un sistema de seguimiento con fines militares. 
Figura 4. 
 
                                                     
10 MERCADER, Antoni. SUAREZ, Rafael. Puntos de encuentro en la iconosfera. Interacciones en el 
audiovisual. Barcelona, España: Publicacions i Edicions de la Universitat de Barcelona, 2013. p. 41. 
  Unos años después, concretamente en 1965, Ivan Sutherland trató de imitar el mundo físico 
con el uso de su invención, the ultimate display. Esta HMD conectada a un ordenador 
permitía al que la llevaba ver un mundo virtual. Esta versión se centraba en los objetos 3D. 
 
  Cinco años más tarde, en 1970 se creó el primer mapa interactivo, fue creado para la ciudad 
de Aspen, Colorado, por investigadores del Massachusetts Institute of Technology (MIT). 
Fue una nueva e innovadora idea multimedia que permitía a la gente caminar por la ciudad 
de Aspen. Son los orígenes del Street view de Google y en sí de la realidad virtual. 
 
  Años más tarde, concretamente en 1982 Thomas Zimmerman creó el DataGlove, un guante 
para introducir datos basados en sensores ópticos, invento que le ayudó a juntarse con Jaron 
Lanier y fundar la empresa VPL Research en 1987, y por consiguiente mejorar su guante de 
datos, llamándolo VPL DataGlove. Fue el primer guante de realidad virtual en salir a la 
venta. Poco después la empresa VPL Research, Inc. fue absorbida por la multinacional 
Thompson CSF por 150.000 de dólares americanos.  
 
  Después de la invención de Zimmerman, del guante de control de realidad virtual, durante 
la década de 1980 y 1990, la realidad virtual se convirtió en un concepto de futuro y no paró 
de innovar hasta la actualidad volviéndose cada vez más popular. 
 
2.4.1 Siglo XX. La década de los años 90. 
 
  Lo primero a destacar es que en 1986 Tom Furness creó el Super Cockpit, una HMD mejor 
conocida como el casco de Darth Vader, ya que su parecido en cuanto a forma y tamaño es 
extremadamente alto al de la película de Star Wars. Tom, entre 1986 y 1989 dirigió el 
programa Súper Furness que se realizaba dentro de las cabinas de los aviones de la Fuerza 
Aérea. La idea esencial de este proyecto fue ver la capacidad de los pilotos para manejar la 
información con el fin de hacer el mayor uso posible de las opciones espaciales en el sistema 
de armas. 
 
  Ese mismo año, en 1989 se crearon las primeras gafas con pantalla para su 
comercialización, las llamadas Cyberface™ que fueron precedidas en ese mismo año por las 
EyePhone™, que consistían en las primeras monturas con audio y video en estéreo. Al año 
siguiente, la necesidad de software para la Realidad Virutal hizo que enseguida naciese la 
primera compañía comercial, fundada por Pat Gelband y llamada Sense8. Esta, ofrece las 
primeras herramientas de software para RV, que son compatibles con los sistemas operativos 
SUN, los mejores en esa época. 
 
  El año 1991 fue un gran año para la realidad virtual, el boom causado por los inventos 
anteriores y su evolución llevaron a la realidad virtual en un camino de gran desarrollo. Ese 
mismo año la compañía W. Industries desarrolla la consola recreativa Virtuality 1000DS y 
la instalan en varios salones recreativos de EE.UU. Unos días después apareció el juego 
Dactyl Nightmare creado por la compañía de Jonathan Waldern, siendo el primer 
Videojuego en el que varios usuarios pueden interactuar en un mismo espacio. Pasado unos 
meses, apareció GopherVR, un navegador que generaba mundos virtuales, concepto 
innovador hasta la fecha. Otra cosa a destacar es la publicación de Howard Rheingold de su 
libro Virtual Reality, una historia completa del movimiento de realidad virtual de esa época. 
Y por último en ese mismo año también se comercializó el Virtuality 1000CS, una versión 
más moderna de la consola de la empresa W. Industries. 
  
  En el siguiente año, el 1992 salió al mercado el primer juego cuya perspectiva de los 
gráficos era en primera persona, el Wolfenstein, marcando un punto de inflexión en los 
juegos. 
  
  En el año 1993 fue un poco flojo comparado con los anteriores, se destaca el hecho de que 
la compañía Silicon Graphics (SGI) anunció un nuevo motor de Realidad Virtual. 
 
  En cambio, el 1994 fue un gran año, por ejemplo, Antena 3 fue la primera cadena de 
televisión española en introducir espacios virtuales en sus programas. Otro ejemplo sería, 
que la empresa SEGA comercializó sus primeras gafas de realidad virtual. También se 
comercializó otra versión más moderna de la consola de la empresa W. Industries, la 
Virtuality 2000SU. Además, se comercializaron las gafas Forte VFX1 y las CyberMaxx de 
la compañía Vectormaxx. 
  
  En el año 1995 se empieza a hablar del lenguaje de modelado para la realidad virtual o 
VRML (Virtual Reality Modeling Language) y aparece su primera formulación. Además de 
la aparición de NINTENDO con su primera consola de realidad virtual llamada Virtual Boy, 
de la comercialización de gafas Jaguar VR y de las i-glasses (Virtual IO). 
        
  Pasados un par de años, Sony no podía ser menos y se quiso juntar al carro creando en 1997 
sus gafas con visor (HMD), las Sony PLM-A35 Glasstron.   
 
  A partir de 1998 la empresa LEEP Systems cierra indefinidamente y se adquieren las 
patentes y detalles técnicos de VPL Research por parte de Sun Microsystems para continuar 
con su trabajo. 
 
2.4.2 Siglo XXI. Sus inicios. 
 
  Los principios del 2000 fueron bastante tranquilos en cuanto a nuevas tecnologías. En 2005, 
eMagin comercializó las gafas Z800 con una resolución fija de 800x600 píxeles. Dos años 
más tarde, en 2007 la empresa VUCIX comercializó las iWear VR920, unas gafas de RV con 
las que podías jugar al World of WarCraft, al Unreal Tournament 2004, al Half-Life, al 
Counter Strike, al MS Flight Simulator X, al IL2-Sturmovik, al X-Plane, al Gtr-II, al rFactor, 
al Second Life, etc… Y con un precio de unos 350€.   
 
  Pasados unos cuantos años, en 2011 Sony lanza al mercado las HMZ-T1 unas gafas de 
realidad virtual mucho más personales formadas de dos pantallas OLED de 0.7 pulgadas y 
resoluciones de 1280×720 píxeles cada una, que también disponían de auriculares a sus lados 
que simulan el sonido envolvente, a parte de unos controles de reproducción y volumen en 
las propias gafas. 
 
  En 2012 aparece Oculus Rift, proyecto de HMD en forma de casco de realidad virtual 
creado por los creadores de Quake y Doom y presentado en Kickstarter. A lo largo de los 
años la empresa ha vendido tantas gafas que les ha permitido desarrollar tres modelos 
diferentes llamados Kit de desarrollo 1, Kit de desarrollo 2 y llamada Versión del 
consumidor que es la más reciente, lanzada en abril de 2016. 
 
A. El Kit de desarrollo 1 o también llamado DK1 consistía en una pantalla LCD con una 
resolución de 1280 × 800. 
B. El Kit de desarrollo 2 o también llamado DK2 consistía en una pantalla con 
tecnología OLED con una resolución de 1920 × 1080. La resolución por cada ojo era 
del doble que la DK1. 
C. La versión del consumidor consistía en una pantalla con también tecnología OLED 
con una resolución de 2160x1200 píxeles que mejora las DK2 con nuevas lentes con 
notables mejoras en la fabricación, con más de 100 grados de campo de visión 
horizontal, con una tasa de refresco de la pantalla de 90 Hz, pero con un peso mucho 
más ligero y con un precio más barato. Los primeros juegos con soporte completo o 
parcial para la versión consumidor fueron el Left 4 Dead, el Hawken, el Skyrim, el 
Portal 2, el Half-Life 2, el BioShock, el Star Citizen y el Elite: Dangerous. 
 
   Este mismo año 2012 aparece Virtuix Omni, un “tacataca” compatible con las Oculus rift 
y con la mayoría de juegos de PS4 y XBOX, este permite al jugador andar, correr, saltar, 
girar 360º, etc… y todo eso sin moverse más de medio metro gracias a una tecnología de 
calzado especial creados por la propia empresa. 
 
 
Figura 5. 
2.4.3 El vídeo 360º en la actualidad. 
 
  Hay que tener en cuenta que este tipo de tecnología está todavía en desarrollo y cada día 
aparecen nuevas empresas que quieren sacar provecho. Las marcas más antiguas y pioneras 
con las que puedes crear vídeos a 360º con sus cámaras son: GoPro con su GoPro Hero, 
GitUp con su GitUp2 y Xiaomi con su Xiaomi Yi, ya que las tres capturan con el formato 
4:3. 
 
  Aunque existe infinidad de marcas como Kodak, Ricoh, IC Real Tech, Giroptic, Elephone, 
etc... Que garantizan el video a 360º con solo una o dos lentes y un precio muy inferior, pero 
que por lo contrario tienen una resolución mucho más baja que las que interesa, por lo tanto, 
no son usables profesionalmente y tienen mucho más trabajo de distorsión. Es su manera de 
intentan ganar el mercado del consumidor. 
 
  Con el estudio previo ganas tiempo y dinero, sin él nunca sabrías cuál es la mejor y más 
económica marca actual para Action Cams con formato 4:3 real.  Al ser un mercado en 
expansión, cada vez hay más empresas con modelos similares y todas quieren que sus 
productos hagan buen vídeo 360º y sean los más baratos. Esto demuestra que no se fijan 
tanto en las resoluciones u Outputs de vídeo, ya que son muy inferiores al que se puede 
conseguir con las marcas pioneras. 
 
  La exclusividad para su creación en cuanto a sincronización y stitch de dos cámaras o más, 
actualmente la tiene la empresa Kolor con su software AV (Autopano) con renderización a 
base de CPU o su AVP (Autopano Video Pro) con renderizado a partir de GPU, mucho más 
rápido. 
 
3. Objetivos y alcance 
A. Objetivos: 
 
1. El principal objetivo del TFG es el de responder a las necesidades del mercado 
tecnológico actual donde lo más importante no es lo que te enseñan si no lo que tú 
puedes ver, esa es la esencia del vídeo a 360º, el libre albedrio visual, ya sea mediante 
unas ojeras de realidad virtual, un ratón o el touchpad de tu teléfono móvil. Así como 
aprender a hacer buen uso de las herramientas y procesos de cada una de las áreas de 
conocimiento que resultan indispensables para una gestión efectiva del proyecto. La 
duración del vídeo 360º vendrá dada por el volumen de material obtenido. La duración 
estimada serán 15-20 minutos de vídeo con una resolución final de 3840 x 1920 a 60 
fotogramas por segundo. 
 
2. Objetivo secundario: Es la creación de un contenido audiovisual barato en 360º que 
promocione varios lugares de la ciudad de Barcelona que vistos en 360º pueden llegar 
a ser impresionantes.  Está sobretodo pensado para la gente que no tenga la 
oportunidad de ver zonas de la ciudad en persona por razones “x”, o simplemente no 
viva en la capital catalana y desee disfrutar un vídeo a 360º viendo tanto el interior 
como el exterior de sitios emblemáticos de esta ciudad. 
 
B. Alcance: Lo que se necesita para realizar los objetivos son: 
 
1. Seis Action Cam con grabación en formato 4:3 con resolución recomendado de 
1200p60fps por cámara, mínimo 960p30fps por cámara. 
2. Una montura omnidireccional compatible con las Action Cam en posesión. 
3. Un trípode para planes estáticos. 
4. Un monópodo para alargar más el trípode en esos planos estáticos. 
5. Una batería portátil o Power Bank para cargar las baterías. 
6. Un recambio de seis baterías. 
7. Un transporte para poder ir de localización en localización. 
8. Un microSD HUB11 para importar los videos capturados a la vez. Puede hacerse sin 
uso del HUB de uno en uno, separándolos por número de cámara. 
9. Un software para poder sincronizar, juntar y crear el vídeo a 360º, en este caso 
Autopano Video. 
                                                     
11 Hardware que permite conectar múltiples dispositivos iguales a un ordenador al mismo tiempo, ya sean USB 
o tarjetas SD. 
10. Un software para poder trabajar dentro del vídeo 360º y hacer máscaras, en este caso 
Autopano Giga. 
11. Un software para trabajar la máscara tipo Photoshop. 
12. Un software para hacer el montaje del vídeo final tipo Final Cut o Premiere. 
13. Un dispositivo móvil con un reproductor de vídeos 360º o si no dispones de él puedes 
usar youtube.com para su visualización. 
14. Unas gafas de realidad virtual tipo Cardboard12 para poder hacer una correcta 
visualización del vídeo 360º, en este caso las VR Box 2.0. 
 
4. Análisis de referentes. 
 
  Saber exactamente cuál fue el primer vídeo 360 es muy difícil y todo el mundo quiere 
atribuirse el mérito además que, desde hace tres años, la empresa Youtube permite cargar y 
compartir públicamente los vídeos a 360 grados. Un ejemplo sería el vídeo del aeropuerto 
de Dubai13 que según la descripción es el primer vídeo 360º con resolución 8k disponible 
para el visionado público.  
 
  Hay que tener en cuenta que este tipo de tecnología está todavía en desarrollo y cada día 
aparecen nuevas empresas que quieren sacar provecho. Las marcas más antiguas y pioneras 
que pueden crear vídeos 360 con sus cámaras son: GoPro con su GoPro Hero, GitUp con su 
GitUp2 y Xiaomi con su Xiaomi Yi. Aunque existe infinidad de marcas como Kodak, 
Samsung, Ricoh, IC Real Tech, Giroptic, Elephone, etc.… que, con menos número de lentes, 
concretamente dos o una tienen un precio muy inferior pero que, por lo contrario, tienen una 
resolución mucho menor o no usable profesionalmente y mucha más distorsión, así intentan 
ganar el mercado del consumidor. 
 
  Otra cosa a tener en cuenta es el formato Motion JPEG o M-JPEG que es el que usan la 
mayoría de Action Cams chinas, donde las cámaras tienen una tasa de bits más alta y requiere 
                                                     
12 Es una plataforma de realidad virtual hecha de cartón desarrollada por Google para su uso con un 
Smartphone. 
13 https://www.youtube.com/watch?v=RNdHaeBhT9Q 
más espacio de almacenamiento que otros formatos modernos. Este formato no es de vídeo 
real puesto que no hay ningún conversor A/D por lo que no se puede hacer vídeo 360º con 
MJPEG ya que la cámara hace fotografías, graba el audio aparte y después lo junta todo, 
muy similar al stop motion14, por eso este nombre. 
 
  Dejando aparte el tema de resoluciones y formatos, todas las empresas o particulares que 
hacen uso del vídeo a 360º en general lo hacen para hacer promoción de sus productos, para 
promocionar destinos turísticos, para compartir aventuras, para grabar eventos especiales 
como conciertos o festivales de música, para hacer pequeños cortos cinematográficos, para 
desarrollar videoclips de música, para video bloggers15, etc… 
Facebook, como no podía ser menos, hace unos meses ha decidido unirse a las demás 
empresas pioneras en este campo con la creación de su primer vídeo 360º, cosa que hace 
reflexionar sobre la exclusividad para su creación en cuanto a sincronización y stitching que 
actualmente tiene la empresa Kolor (actualmente absorbida por GoPro)16 con su software 
AVP (Autopano Video Pro), aunque hay algún programador amateur haciendo un software 
pasa su uso en directo mucho más económico y al alcance de más usuarios. Además, 
Facebook ya permite la reproducción de vídeos a 360º sin tener que usar YouTube. 
 
  El primer referente a comentar sería el primer programa de TV creado en 360º por la cadena 
BBC del interior del Gran Colisionador de Hadrones17. En él se habla de cómo ha sido la 
grabación de un programa en 360 grados. Lo mes impactante y destacado es que dado la 
mecánica del vídeo 360º no puede haber behind-the-scences. 
                                                     
14 Se trata de una técnica utilizada en la animación para llevar objetos estáticos y sin movimiento a la vida. 
15 Persona que escribe y graba contenido en una web que tiene artículos o entradas que aparecen en reverso 
orden cronológico, estos son los llamados blogs. Si siempre publicas videos con el contenido previamente 
grabado por ti en vez de escribirlo, se trata de un videoblogger. 
16 En abril de 2015 la empresa GoPro anunció la adquisición de la empresa francesa Kolor, empresa pionera 
en el uso de Action cams y desarrollo de software para la creación de vídeos a 360º, panorámicas y visitas 
virtuales. 
17 El Gran Colisionador de Hadrones es un acelerador de partículas, en resumen, se trata del dispositivo 
encargado de enviar partículas subatómicas (hadrones) a altas velocidades para que se dividan en componentes 
cada vez más pequeños y puedan llegar a las partículas elementales, de las cuales toda materia y energía 
derivan. 
  Otro más sería el anuncio comercial hecho en 360º de la marca Faraday Future del interior 
de su nuevo vehículo FFZERO1 que nos presenta un coche eléctrico con tecnología Tesla. 
El uso del video a 360º en este tipo de lanzamientos es perfecto ya que, al tratarse de una 
nueva tecnología, ya sea un coche o cualquier otro producto tecnológico actual, hacen muy 
buena pareja y permiten ver y enseñarnos todo lo que quieren. 
 
  Sin olvidarse del ambiente universitario, otro referente sería el uso del vídeo a 360º para 
mostrar equipos deportivos y sus escuelas. Es lo que está usando la universidad de Clemson 
y la universidad de Stanford en sus equipos del fútbol universitario, gracias al Facebook y 
su adición de los vídeos a 360º. Por ejemplo, la universidad de Stanford lo usó para filmar 
el calentamiento de la Rose Bowl18, partido de fútbol americano universitario que se disputa 
entre equipos de la primera división de la NCAA en Pasadena (California).  
 
  Se trata de un uso rudimentario de lo que el vídeo y la realidad virtual pueden hacer por el 
deporte, pero sobretodo y en última instancia su función es acercar a los fans al juego, que 
se sientan partícipes en el campo, que forman parte del deporte.  
 
  Por supuesto, tenemos que hablar de la empresa GoPro, la pionera en el vídeo 360º pero 
que es más conocida por rodar deportes de riesgo en lugares emocionantes y peligrosos que 
no están al alcance de cualquiera. Por ejemplo, los vídeos de surf a 360º que la empresa ha 
publicado en Facebook y YouTube dan una perspectiva completa en lugar de una sola vista 
de cámara, lo que realmente te hace sentir inmerso y formar parte de ella. Cualquier vídeo 
de la empresa GoPro no rompe con su estilo de marca, por lo que siempre serán videos 360º 
de deportes, ya sean extremos o no. 
 
  Otro ejemplo de vídeo 360º a tener en cuenta es el de la pista de patinaje de Rockefeller 
Center, producido por Laundry Service, que lleva a la gente al corazón de Manhattan durante 
la Navidad. Este es un ejemplo de lo que la empresa Laundry Service ha desarrollado hasta 
                                                     
18 Es un estadio de atletismo al aire libre que se encuentra en Pasadena, California, a las afueras de Los Ángeles 
y es uno de los más famosos en la historia deportiva de fútbol americano. Cada año se celebra en ese mismo 
estadio una copa en su nombre. 
ahora, hace unos meses han confirmado la filmación de un viaje a la cima del Everest en 
360º. 
 
  Muchos quieren unirse al tren del futuro del vídeo 360º y Satya Nadella, CEO de Microsoft 
no podría ser menos. Nadella, junto con BuzzFeed, empresa de medios de comunicación de 
Internet estadounidense centrada en el seguimiento del contenido viral, decidieron hacer un 
experimento, una entrevista en 360º por pura diversión. El vídeo lo podemos encontrar en 
YouTube bajo el nombre de 360 Degrees of Satya Nadella. 
 
  Hablando de gente que quiere unirse al futuro del vídeo 360º, otro ejemplo claro es DARE 
360°19, un ejemplo de crowdfounding, financiación colectiva o el micromecenazgo, creado 
en Indiegogo que se trata de un “libro” interactivo que permitirá a la gente tener una 
experiencia totalmente inmersiva de situaciones de angustia. y que tiene como finalidad 
ayudar a las personas a superar la ansiedad en situaciones particulares, por ejemplo, la 
conducción en carreteras, la incomodidad de los ascensores cuando hay gente dentro, el 
participar en deportes que no te creías capaz, perder miedo a las alturas, etc… en resumen, 
cualquier lugar fuera de su zona de confort es bueno. Este sistema nos trae la posibilidad de 
lidiar en situaciones difíciles con la comodidad de su propia casa, algo que no tiene precio y 
todo lo que se necesita es smartphone20 y unas gafas tipo Cardboard. Por lo que el principal 
beneficio del uso del vídeo 360° en este caso, es que permitirá a las personas a afrontar sus 
miedos de una manera realista, pero controlada, lo que se supone los beneficiará en un 
tiempo de recuperación mucho más rápido. 
 
  Hay muchas marcas y cada día más que empiezan a trabajar con los vídeos 360º, Nescafé 
por ejemplo es una de las primeras empresas en ver el potencial de esta tecnología. La 
compañía lo está utilizando actualmente para mostrar a espectadores cómo se produce su 
café, en concreto se muestra el primer paso del proceso de producción que consiste en la 
recolección de granos de café. 
                                                     
19 https://www.indiegogo.com/projects/dare-360#/ 
20 Un Smartphone (teléfono inteligente) puede hacer todo lo que un teléfono móvil y todo lo que un ordenador 
personal, debido a su práctica movilidad puede llegar a mucho más. Si dispone de Giroscopio nos permite ver 
vídeos a 360º en unas gafas tipo cardboard. 
  Otro ejemplo sería la empresa Mercedes Benz, que presentó algunos coches nuevos en el 
Salón del Automóvil de Fráncfort de este año, más conocido como IAA 2016 (Salón 
Internacional del Automóvil) y no quería que la experiencia fuera exclusiva para los 
asistentes al evento, por lo que crearon este vídeo a 360º como una forma de aumentar el 
compromiso del usuario y ampliar el alcance de su mensaje. 
 
5. Desarrollo. 
5.1 Metodología. 
 
   Lo primero es decidir que localizaciones se quieren grabar. Lo segundo es concretar en un 
calendario las fechas para pedir los permisos de grabación pertinentes. Cuando ya estén 
confirmados, los permisos se deben imprimir y enseñar a la policía local si lo pidiesen al 
llegar a la localización. Una vez en la localización, el cámara debe buscar un lugar centrado 
y que no moleste a la gente ni a su tránsito, donde poder colocar el trípode, acto seguido 
encender las cámaras manualmente y esperar dos minutos ya que los códigos que se deben 
añadir a la cámara tardan un poco en estar 100% operativos. 
 
 
Figura 6 
  El siguiente paso, es darle manualmente al botón de grabar de cada una de las seis cámaras 
y justo cuando empiecen a grabar todas, dar dos o tres palmadas con las manos para facilitar 
la posterior sincronización de los vídeos, ya que usaremos el sonido de las palmadas para 
sincronizar el audio y por consiguiente el vídeo. El siguiente paso es intentar salir del plano 
lo máximo posible, apartándose entre 5 y 10 metros, pero siempre pendiente de las cámaras. 
En un vídeo a 360º es normal que se vea el autor, pero en si no es importante el salir o no, si 
se puede evitar mejor que mejor.  
 
   Lo siguiente es grabar el tiempo deseado, se recomienda no grabar más de 5 minutos de 
vídeo para una edición y montaje más rápido. Cuando se haya acabado apagar las cámaras 
una a una y guardarlas en su bolsa de transporte pertinente. En cuanto se llegue al lugar de 
trabajo hay dos maneras de proceder, se extraen las tarjetas microSD21 de cada una de las 
cámaras y se exportan los archivos de vídeo al PC o MAC mediante un SDHUB o se usan 
los USB de cada cámara e individualmente vamos copiando los vídeos, en este caso, la 
duración de la exportación depende de la duración de los clips y del tipo de USB que 
dispongamos, el más rápido es el USB 3.0.  
 
  Una vez exportados, los vídeos tienen que ser agrupador por número de cámara en carpetas, 
es decir, los archivos de la microSD de la cámara uno, se copiarán a la carpeta número uno, 
los de la cámara dos, en la dos y así sucesivamente hasta la sexta. Una vez se tenga todo lo 
anterior completado es el momento de juntar los vídeos y crear el vídeo a 360º, primero de 
todo se deben agrupar por escenas, para ello utilizamos un vídeo de cada cámara y la fecha 
de creación de cada clip para diferenciarlos, por eso se recomienda separarlas por números 
ya que puede ocurrir que coincidan los nombres de varios archivos si los agrupáramos todos 
juntos en una carpeta.  
 
  Una vez estén todos agrupados nos dispondremos a crear los vídeos a 360º, para ello se 
utilizará el programa Autopano Video Pro (AVP) con renderizado mediante GPU o el 
Autopano Video (AV) con renderizado mediante CPU.  
 
                                                     
21 Dispositivo de almacenamiento de datos más pequeño que la tarjeta SD, pero no tanto como la nano SD. 
  Este proceso se debe repetir con cada vídeo 360º grabado: Una vez dentro del software se 
pueden sincronizan los vídeos gracias al audio o al movimiento, se recomienda utilizar el 
audio, una vez hecha la sincronización se juntan los vídeos en formato de lente de GoPro 
3+/4, esto dará una pre visualización del futuro vídeo 360º, acto seguido se debe hacer una 
calibración de color y de exposición de la luz ya que hay cámaras que han sido más expuestas 
a la luz que otras y tienen que ser todas iguales, una vez hecho esto ya podemos disponernos 
a eliminar el trípode del vídeo que se quiera exportar.  
 
  Para ello debemos apretar el botón de Editar que se encuentra debajo a la derecha del visor 
de pre visualización del vídeo 360º. Esto nos abrirá automáticamente el Autopano Giga que 
nos permitirá crear una máscara de imagen para que el trípode no se vea.  
 
Una vez abierto el software Autopano Giga debemos volver a clicar Editar: 
 
Figura 7 
 
  Se abrirá una nueva ventana con un panel superior con varios botones, una vez dentro nos 
situamos en el botón Modo de Desplazamiento de imágenes para situar el ángulo cenital en 
el centro de la imagen.  
 
  En concreto debemos colocar de manera manual el trípode en el centro de la imagen 
arrastrando el mouse con el clic izquierdo: 
 
Figura 8 
 
  Una vez este el plano cenital en el centro de la imagen, para proceder con el 
enmascaramiento del trípode, clicamos en el botón Recortar situado también en el panel de 
herramientas superior del software: 
 
Figura 9 
  Y reducimos de manera manual el área de trabajo lo máximo posible, siempre claro 
alrededor del trípode y apretamos Aplicar: 
 
Figura 10 
 
  Una vez aplicado debemos ir al botón Proyecciones en el mismo panel superior y clicar en 
proyección Rectilínea, esto nos dará una imagen más fácil de trabajar: 
 
Figura 11 
  Acto seguido apretamos el botón de Crear, también en el panel superior y nos abrirá una 
ventana donde podemos tocar las propiedades de la imagen, se recomienda cambiar el 
nombre de cada archivo que vayamos a crear para evitar errores o sobrescribir archivos: 
 
Figura 12 
 
  Esa imagen creada la abrimos con el Adobe Photoshop y con la herramienta lazo 
seleccionamos lo que queramos. Una vez seleccionada el área deseada apretamos Mayús+F5 
o en el panel superior clicamos Edición/Rellenar… Y aceptamos clicando OK: 
Figura 13 
  Este es el proceso más rápido, nos creará de manera automática una imagen sin la parte no 
deseada, no siempre saldrá perfecto, pero hay muchas herramientas para mejorarlo como el 
Tampón de clonar: 
 
Figura 14 
  Una vez hecho eso guardamos el archivo con la máxima calidad posible. Volvemos al 
Autopano Giga y añadimos la imagen: 
 
Figura 15 
  La imagen no saldrá exactamente en las mismas coordenadas que la original, debemos 
asegurarnos de que están en las mismas para que quede bien, para ello debemos modificar 
la opción “Offset X” para mover la imagen de izquierda-derecha y viceversa y la opción 
“Offset Y” para mover-la de arriba-abajo y viceversa.  
 
  Una vez situada debemos retroceder sobre nuestros pasos, primero clicar en Recortar, en 
ese panel clicar Esfera completa y Aplicar. Segundo ir a Proyecciones y clicar en Esférica. 
Tercero clicar en el Modo de Desplazamiento de imágenes y el plano cenital o “trípode” o 
lo que queda de él, situarlo en la parte inferior de la imagen, como estaba originalmente. Y 
cuarto clicar en Guardar proyecto en el panel superior. 
 
  Si se han seguido bien los pasos todo tiene que estar correcto y tan solo debemos volver al 
Autopano Video Pro clicar en Generar del panel superior, dejar los parámetros originales 
(códec H.264 y 59.9fps) cambiarle el nombre al archivo y Generar de nuevo para que 
empiece la renderización del archivo de vídeo final a .mp4. Al ser formato .mp4 el máximo 
tamaño permitido por la configuración de salida es de 3840x1920, si quisiéramos una 
resolución más grande debemos usar un contenedor distinto al .mp4 como por ejemplo el 
.mov aunque el archivo final ocuparía unas 10GB por minuto, muchísimo más que con los 
actuales más o menos 200MB por minuto. 
 
  Una vez tengamos todos los vídeos 360º renderizados los juntamos en una carpeta para 
trabajar más cómodamente con Adobe Premiere que es el software de edición de vídeo que 
se utilizará en este proyecto. El programa, lo utilizaremos para añadir las transiciones a negro 
pertinentes entre vídeos y las aprovecharemos para situar al espectador con los nombres de 
las ubicaciones de cada vídeo 360º, además de añadir unos títulos de agradecimiento al final 
del vídeo. Una vez hecho eso exportamos el archivo final en formato .mp4 respetando los 
parámetros originales del vídeo. 
 
   Cuando se tenga el archivo final en formato .mp4 si se quiere que YouTube lo reconozca 
como vídeo 360º una vez procesado y active sus funciones de visionado para gafas o 
cardboard, se necesita antes de subirlo hacer uso de un software que puedes conseguir de 
forma gratuita en la propia web de la empresa YouTube llamado Spatial Media Metadata 
Inyector22. 
 
  Después de ser procesado por el Spatial Media Metadata Inyector se podrá subir a tu canal 
y pasados generalmente unos minutos YouTube habrá acabado de procesar el vídeo y ya 
tendrás tu vídeo a 360 grados con resoluciones variadas, desde un mínimo de 144s hasta un 
máximo de 2160s a 60 fotogramas por segundo y ya podrás compartirlo en cualquier red 
social mediante el link o url que te proporcionen. 
 
  Si no deseas subirlo a YouTube y quieres enseñárselo a alguien cercano como es en este 
caso, puedes hacer uso de un ordenador, copiarte los vídeos 360º en cualquier carpeta de un 
dispositivo Android con giroscopio con una pantalla con resolución mínima HD, se 
recomienda pantalla FHD o superior, un reproductor de vídeos de RV, en este caso VaR's 
VR Video Player23 o Go VR Player24 y unas gafas tipo cardboard, como las VR Box 2.0 
para reproducirlos cómodamente y rápido, sentirte inmersivo y lograr la mayor calidad de 
vídeo posible. 
 
5.2 Concepción global. 
 
   Se trata de un TFG de ámbito audiovisual diferente a lo habitual, sin Director de fotografía 
ya que está condicionado de manera personal a las tres “i” mencionadas anteriormente, 
interactividad, inmersión e imaginación.  
 
  Gracias a la interactividad se puede ver lo que se quiera, lo único que se necesita es un pc 
o un móvil, en caso de pc, se necesita hacer uso del ratón para girar donde se quiera dentro 
del vídeo y se recomienda hacer uso de unas gafas de realidad virtual o HMD con entrada 
hdmi cómo por ejemplo unas Oculus Rift. Y en el caso de usar un móvil, ya sea Android o 
Iphone, si dispone de giroscopio puede usar unas gafas de realidad virtual tipo Cardboard 
                                                     
22  https://support.google.com/youtube/answer/6178631?hl=es-419 
23 https://play.google.com/store/apps/details?id=com.abg.VRVideoPlayer&hl=es 
24 https://play.google.com/store/apps/details?id=com.mj.govr 
para visualizarlo y si no se dispone de ellas, se puede usar incluso el dedo como si fuese un 
ratón y mover el vídeo con la pantalla táctil. 
 
5.3 Características. 
 
A. Serán todo clips de 11 a 22 segundos como máximo con transiciones a negro de unos 
3 segundos formando un vídeo de 6 minutos de duración aproximadamente. 
B. Toda la iluminación en exteriores será la luz del sol y en interiores la que haya, el uso 
de focos no es recomendable ya que crea manchas en el vídeo, aunque si es necesario 
mejor hacer uso de ellos. 
C. En cuanto al sonido, será una canción libre de copyright y sonidos todos naturales y 
grabados de la situación, como mucho se añadirá algún efecto sonoro externo en caso 
de que fuera necesario para darle más realismo, pero la idea es usar los sonidos 
naturales captados al momento, juntamente con la canción libre de copyright que 
podemos encontrar por ejemplo en Bensound25, en EpidemicSound26 o cualquier web 
similar con canciones libres de royalties. En este caso, se hará uso de una canción de 
Johannes Chrysostomus Wolfgangus Theophilus Mozart, el más famoso compositor 
de música clásica de la época del Clasicismo Vienés, concretamente escucharemos el 
primer movimiento del Quinteto para clarinete en La Mayor, K. 581, o Quinteto 
Stadler escrita en 1789 por el clarinetista Anton Stadler para Mozart. El primer 
movimiento es en Allegro, con compás de 2/2. 
D. Para llevar a cabo este proyecto se han grabado 49 vídeos a 360º de los cuales tan solo 
24 aproximadamente se harán visibles en la pieza final, debido a la extensa duración 
de cada clip 360º y al tiempo necesario para su correcta visualización. 
 
 
                                                     
25 http://www.bensound.com/ 
26 http://www.epidemicsound.com/ 
5.4 Sinopsis resumida. 
 
   Empezará en negro y con un fundido y Fade In de la música directo a las fiestas de Gracia, 
donde dará una vuelta por varias calles. Después apareceremos en pleno paseo de Gracia, 
donde tenía lugar la séptima Shopping Night27,  allí veremos el exterior y después el interior 
de la casa Batlló donde podremos hacer una visita a diversas salas. 
 
  A partir de allí nos situaremos en el laberinto de Horta, donde habrá dos vistas preciosas y 
después de unos segundos apareceremos en la Plaza Cataluña para ver volar las palomas a 
nuestro alrededor. Cuando haya acabado apareceremos en el monumento de Colón y acto 
seguido nos llevará al interior del Museo de ciencia y tecnología Cosmocaixa. 
 
  Continuará con las vistas de Barcelona captadas desde la entrada de Montjuic de noche, 
donde se encuentra el Museo Nacional de Arte de Cataluña. y acto seguido aparecerá una 
parte del Fórum y del puerto.  
 
  Y de allí finalizaremos el vídeo 360º con las visitas de uno de los sitios más emblemáticos 
de la ciudad de Barcelona, el interior de la Sagrada Familia, acabando con un fundido a negro 
y unos títulos de agradecimiento. 
 
 
 
 
 
 
 
 
 
 
                                                     
27 Evento que lleva siete años realizándose en la ciudad de Barcelona, concretamente en el paseo de Gracia, el 
cual se caracteriza por que las tiendas permanecen abiertas hasta la una de la madrugada.  
6. Análisis de viabilidad. 
6.1 Diagrama de GANTT. 
 

  
 
6.2 Análisis de viabilidad técnica. 
 
  Para poder llegar a crear un vídeo a 360º se recomienda que todo el equipo técnico sea 
propio y que esté disponible las 24h al día para prevenir cualquier imprevisto. 
 
  El equipamiento necesario y usado para llevar a cabo el proyecto consta de tres partes, en 
la primera tenemos el equipamiento audiovisual con seis cámaras Xiaomi Yi, una impresión 
3D en forma de montura para las cámaras, un trípode como base para evitar el movimiento 
y que esté bien centrada, un monópodo como extensión del trípode para elevar el punto de 
vista, una Power Bank por si no dispones de toma de corriente y se te acaban las baterías y 
por supuesto, lo más recomendado, seis baterías de repuesto para perder el mínimo tiempo 
posible entre grabaciones. La segunda, se trata del software necesario para llevar a cabo el 
proyecto, el Autopano Video Pro para juntar los seis vídeos en uno, el Autopano Giga para 
crear máscaras y por ejemplo conjuntamente con el Adobe Photoshop poder eliminar el 
trípode del plano cenital y el Adobe Premiere (Windows) o el Final Cut (Mac) para su 
edición y adición de transiciones de audio y vídeo. Y la tercera, pero no menos importante 
que las demás, se trata del transporte necesario para llevarlo a cabo, el más recomendado es 
el coche y que sea transporte propio para evitar problemas. 
 
6.3 Análisis de viabilidad económica. 
6.3.1 Presupuesto. Coste de producción. 
 
ELEMENTO TIEMPO 
REALIZACIÓN 
DURACIÓN
/USO 
UNIDADES COSTE TOTAL 
(€) 
- CÁMARAS XIAOMI YI 1d Permanente 6 379,50 € 
- MONTURA 360º 
IMPRESIÓN 3D 
15d Permanente 1 64,20 € 
- MONÓPODO YUNTENG 
188 
1d Permanente 1 9,03 € 
- TRÍPODE HAMA STAR 63 1d Permanente 1 33,40 € 
- POWER BANK ROMOSS 1d Temporal 1 22,50 € 
- RECAMBIO BATERÍA DE 
LI- ION 
1d Temporal 6 13,38 € 
- LICENCIA AUTOPANO 
VIDEO PRO 
1d Permanente 1 299,00 € 
- CREATIVE CLOUD 
(TODOS PROGRAMAS 
ADOBE) 
1d Mensual 1 19,66 €/mes 
- LICENCIA AUTOPANO 
GIGA 
1d Permanente 1 99,00 € 
- ORDENADOR NUEVO 2d Permanente 1 715,00 € 
- PARQUING RECINTOS 6h Temporal 4 24,00 € 
- PEAJES  Temporal 0 0,00 € 
- PERMISOS DE 
GRABACIÓN 
6d Temporal 6 0,00 € 
- REPOSTAR GASOLINA 1h Temporal 3 50,00 € 
- OPERADOR DE CÁMARA 80d Permanente 1 1.899,19 €/mes 
- EDITOR MONTADOR DE 
VIDEO 
30d Permanente 1 1.399,37 €/mes 
TOTAL 141d 7h   5.027,23 € 
 
  Hay que tener en cuenta que el uso de ordenador nuevo es opcional, lo recomendado es una 
pantalla con una resolución mínima de 1920x1080, un procesador con 2 GHz o más y que 
sea multi-core28, un disco duro con tecnología SSD de unos 250GB para procesarlo mucho 
más rápido, unas 8GB de memoria RAM y lo más importante una tarjeta gráfica reciente 
que tenga como mínimo 2GB de memoria dedicada. A partir de esta información si dispone 
de un ordenador con estas características no necesita hacer uso de un ordenador nuevo por 
lo que el presupuesto sería de unos 4.312,23€. Lo más importante y a tener muy en cuenta 
es que el conjunto de las seis cámaras Xiaomi a 64€ la unidad, es mucho más viable que 
comprar seis GoPro Hero3 Black Edition (la más parecida en características y hardware) a 
399€ la unidad. Se pasa de un total de 379,5 € con Xiaomi Yi, a un total de 2.394€ con GoPro 
Hero3 y el resultado final es prácticamente el mismo. 
 
                                                     
28 Multi-core es el nombre que recibe un procesador de varios núcleos, se trata de dos o más unidades de 
procesamiento reales independientes llamadas cores que leen y ejecutan instrucciones, se caracterizan por ser 
cada vez más pequeños y compactos. 
  En cuanto a la financiación se recomienda que sea todo propio. Del listado anterior lo más 
importante e imprescindible son las seis cámaras, la montura y el software.  La mayoría de 
exteriores se grabará en espacios públicos y la mayoría de interiores en espacios privados. 
Los permisos concedidos, en principio son gratuitos ya que se trata de un proyecto sin ánimo 
de lucro, si fuera con ánimo de lucro, los permisos dependiendo de la empresa privada, son 
más o menos caros. 
 
  Para poder recuperar la inversión el profesional debe intentar vender el producto final. A 
corto plazo, se podrían grabar conciertos y venderse a los fans, también se podrían 
promocionar. Otra opción serían los deportes de riesgo y la posterior venta en revistas o 
empresas especializadas, implica un mayor coste de producción. Hay multitud de 
posibilidades, como podría ser grabar casas en venta para inmobiliarias, grabar fiestas típicas 
de cada localidad para el ayuntamiento, etc... 
 
6.4 Aspectos legales. 
 
  De los seis tipos de licencias Crative Commons29 que hay, la que se complementa mejor 
con el proyecto es la de Reconocimiento-NoComercial-CompartirIgual  que 
permite compartir y adaptar la obra, concretamente según la web oficial se caracteriza por: 
 
Permitir a otros entremezclar, ajustar y construir a partir de su obra con fines no 
comerciales, siempre y cuando le reconozcan la autoría y sus nuevas creaciones estén 
bajo una licencia con los mismos términos. 
 
  Las siglas BY, NC y SA de la licencia Creative Commons escogida son las que nos sirven 
para distinguir un tipo de licencia de otra. Por ejemplo, BY (Attribution) significa 
Reconocimiento, por lo que cualquier explotación de la obra autorizada por la licencia 
deberá tener reconocimiento del autor sea cual sea el cambio. NC (Non Commercial) 
significa NoComercial por lo que la obra queda limitada a usos no comerciales. SA (Share 
                                                     
29 https://creativecommons.org/licenses/?lang=es_ES 
Alike) significa CompartirIgual por lo que la explotación autorizada incluye la creación de 
obras derivadas siempre que mantengan la misma licencia que la original al ser distribuidas. 
 
7. Posibles ampliaciones. 
 
  Al ser una tecnología en constante desarrollo siempre estaremos sujetos a los cambios que 
las grandes empresas hagan en sus cámaras o conjunto de cámaras. En el caso de Spherision, 
formado por 6 cámaras Xiaomi Yi con una resolución máxima de 1600x1200 (4:3) cada una, 
tiene un futuro incierto. Magnetic en su magazine online nos explica una idea del por qué: 
 
Lo que ha transformado la manera de concebir el vídeo en 360º, ha sido la introducción 
de cámaras como la Samsung Gear 360. Esta es capaz que capturar la escena total en 
360 grados para producir archivos de vídeo completos, sin la necesidad de juntar las 
diferentes imágenes usando un software por separado.30 
 
  El pasar de 6 cámaras a tan solo una y que capte los 360º igual sin necesidad de ningún 
software externo es un gran paso adelante en el futuro del vídeo 360º, se está empezando a 
romper el monopolio que tenía GoPro en cuanto a cámaras y software. Sin embargo, la 
resolución de salida de las Samsung Gear 360 (Casi 4K) lógicamente no llega a tanta 
resolución como se podría llegar con 6 cámaras GoPro Hero3/4, simplemente consigue tener 
un Output igual que el que se consigue con Spherision y seis Xiaomi Yi, por lo tanto, no la 
se considera una ampliación en cuanto a mejora de calidad, simplemente en cuanto a peso y 
volumen ya que el coste es mayor.  
 
  En cuanto a mejora de calidad, una posible ampliación sería con el uso de la versión más 
igual y económica de la GoPro, la GitUp2, con un conjunto de seis GitUp2 conseguiríamos 
una salida de 8K. El precio es el doble que las Xiaomi Yi. 
 
                                                     
30 MAGNETIC: LA EVOLUCIÓN DEL VÍDEO EN 360º, Online, 2016, p.01. 
 
  Otra posible mejora, sería utilizando también las cámaras anteriores, dos GitUp2 puestas 
una detrás de la otra y con la sustitución de sus lentes originales por dos lentes de 220º o 
más. El coste sería mayor, pero el trabajo y esfuerzo final para juntar y editar el vídeo sería 
menor, en cambio el resultado final en cuanto al juntar los vídeos no estaría tan optimizado, 
ya que la deformación de imagen es mucho mayor contra mas grados tenga la lente. Por eso 
mejor usar contra más cámaras mejor, más calidad. 
 
  Otra posible ampliación sería el uso de otro formato que no sea el .mp4 a la hora de crear 
el vídeo a 360º como por ejemplo el .mov ya que el .mp4 su resolución máxima es con la 
que trabajamos y con un .mov podríamos ganar más resolución con las mismas cámaras 
Xiaomi Yi, lo malo es que el tamaño del archivo final sería 40 veces más pesado. 
 
8. Conclusiones. 
 
  Está demostrado que el interés del ser humano hacia un mundo virtual, una ventana libre 
para su imaginación, es presente en nuestra sociedad desde hace muchos años atrás. Ya fuese 
por Abel Gance o Antonin Artaud, artistas pioneros en el mundo del vídeo a 360 grados ya 
mencionados anteriormente, tarde o temprano hubiésemos avanzado igual en el camino de 
la realidad virtual, ya que lo que más nos atrae de ella es la libertad personal que nos ofrece. 
 
  Desde que se crearon los primeros dispositivos electrónicos por el hombre y más adelante 
los ordenadores personales, siempre se ha buscado la mayor interacción posible persona-
ordenador. De ahí la importancia de las tres “I”s, la imaginación es la herramienta básica y 
necesaria, la interacción es el vehículo para ir y hacer lo que queramos y la inmersión  es la 
que nos hace disfrutar de un buen juego de realidad virtual o de un buen vídeo a 360 grados. 
 
  Hay que recordar que ya se ha demostrado que el vídeo a 360º está rompiendo horizontes 
y se está forjando un futuro sólido en la actualidad. A diario se publican nuevos vídeos a 
360º, cada vez más impactantes e innovadores. Un gran ejemplo son los vídeos de zonas de 
conflicto, como zonas de guerra en Siria, cosa que antes era impensable, podías llegar a ver 
un punto de vista en concreto gracias al esfuerzo de los periodistas para hacernos llegar algo 
que visionar, ahora el resultado de una batalla se puede ver en todas direcciones, el límite es 
el cielo. Lo que está claro es que el futuro de las noticias es el vídeo a 360 grados, el único 
que para ser manipulado se necesita muchísimo más esfuerzo, ofrecerá mucha más confianza 
a los espectadores ya que se sentirán inmersos y partícipes de lo que se esté reproduciendo. 
Es más, incluso para el futuro del universo cinematográfico, a diario se ruedan experimentos 
nuevos con cámaras a 360 grados, desde cortos de terror a películas para mayores de 18 años 
con contenido sexual, el vídeo a 360 grados tiene una gran cabida. 
 
   Lo que se tiene que tener clarísimo es que el vídeo a 360 grados siempre vendrá ligado a 
las empresas y su desarrollo, como muchísimas otras cosas de nuestra sociedad. Quizás 
dentro de unos meses o años se pueda disfrutar de vídeos profesionales y a 360 grados con 
solo una cámara económica, pero de momento, para un uso más profesional, aún se dará uso 
al conjunto de 6 cámaras mientras que la resolución de salida sea mayor, ya que la resolución 
es un punto de inflexión muy importante y crucial en el vídeo 360 grados, contra menos 
resolución de salida se tenga peor resultado se visualizará con las gafas de realidad virtual. 
Igual pasa con la pantalla de nuestro móvil que utilizaremos para visionar el vídeo, si 
dispones de una pantalla de móvil con resolución máxima de 1080p podrás disfrutar el vídeo 
a 360 grados en FHD, pero si dispones de una pantalla a 1440p o superior, mucho mejor 
porque visualmente sí que se nota la diferencia una vez se tienen las gafas puestas. 
 
  Una cosa a tener muy en cuanta y que se debe de prevenir es el posible coste adicional por 
impuestos en aduanas, siempre que se compra fuera de la unión europea algo electrónico o 
que contenga metal hay la posibilidad de que te cobren aduanas, un 30% del precio del 
producto total. Sobre todo, esto ocurre cuando un vendedor no declara el valor real de un 
producto, si esto ocurriese recibiríamos una llamada de aduanas o de la agencia de 
transportes pertinente comunicándonos el coste adicional del producto y si queremos 
hacernos cargo del coste o no. En este caso, no se tuvo que pagar ningún coste adicional ya 
que previamente se contactó con el vendedor y se le pidió que declarase el valor real de las 
cámaras. 
 
  En cuanto al apartado técnico, cuando te dispones a grabar en la localización escogida sobre 
todo hay que tener en cuenta la gente de alrededor y que no puedes entorpecer su paso, 
además las cámaras deben estar lo más centradas posible si no el resultado no es tan bueno, 
por lo que, si es en medio de la calle, necesitas un ancho de más de 4 metros de calle para 
que el panorama, quede bien como debería quedar. 
  Si grabas movimientos de gente, coches pasar, o incluso animales tienes que tener en cuenta 
el aumento de dificultad a la hora de juntar los vídeos, si quieres que las personas se les vea 
siempre y que no haya ningún corte extraño necesitas hacer uso de muchas más herramientas 
del programa Autopano Giga, tienes que controlar los puntos de control de cada décima de 
segundo y ponerlos a tu gusto. En el caso de este proyecto, el hacer que se vean bien los 
movimientos no ha sido el enfoque principal, sino todo lo contrario, que todo lo estático se 
vea perfectamente juntado. Dependiendo de la finalidad del vídeo a 360 grados harás uso de 
unas herramientas u otras. 
 
  Otra cosa a tener en cuenta son las grabaciones en movimiento, donde la cámara es la que 
se mueve. Si grabas mientras mueves la cámara o trípode tienes que tener en cuenta que 
cualquier traqueteo, movimiento brusco o vibración te dará un resultado negativo. Se 
recomienda el uso de Steadycam31 o un estabilizador de cámara similar para evitar cualquier 
problema. Otro tema sería si las cámaras tuviesen estabilizador de imagen incorporado, 
entonces el resultado final sería mucho mejor. En el caso de este proyecto, el vídeo a 360 
grados grabado en coche no forma parte de la pieza final por esa misma razón, las imágenes 
no están estabilizadas y el juntar los vídeos no es óptimo ni usable. 
 
  En cuanto a las horas óptimas de grabación, lo mejor es grabar de día los exteriores así 
aprovechamos la luz día real y de noche los interiores con su iluminación normal, ya que 
puedes apreciar los colores mucho más vivos y reales. 
 
  Para concluir, se tiene que hacer mención a los formatos finales y sus contenedores. Las 
cámaras que se han usado para este proyecto de por si graban el archivo comprimido con el 
códec H.264 y con el contenedor .mp4 por lo que se recomienda seguir trabajando con ese 
formato original durante el proceso de creación del vídeo a 360 grados, incluso después de 
su exportación, cuando se trabaje en su edición esa configuración de salida tiene que ser 
respetada si quieres la máxima calidad-peso. Lo único malo del uso de contenedor .mp4 es 
que la resolución final del formato de salida es como máximo de 3840x1920, si deseamos 
una mayor resolución a costa de un mayor peso debemos usar el códec Apple ProRes 4444 
                                                     
31 https://www.youtube.com/watch?v=XxjEa9XjdBg 
XQ32 y el contenedor .mov, el cual nos ofrece una máxima resolución de salida de 
16384x16384, muchísimo más grande que la que el H.264 nos puede ofrecer. En definitiva, 
dependiendo del uso final del vídeo 360 grados que se le vaya a dar se necesita una mayor o 
menor resolución. 
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Anexo I. Permisos grabación necesarios. 
   Hay localizaciones que obligan a firmar los permisos para darte la autorización, otras que 
te autorizan por correo electrónico mediante el envío de mails días antes de las grabaciones, 
otras que te autorizan al momento mediante un pase de prensa temporal y otras que no han 
pedido ninguna autentificación ni autorización en especial. Aquí una recopilación de los 
documentos que han sido necesarios: 
 
A. Acreditación centro de estudios TecnoCampus: 
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B. Permiso grabación exterior octubre: 
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C. Permiso grabación exterior diciembre: 
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D. Permiso grabación interior Casa Batlló: 
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E. Permiso grabación interior Laberinto de Horta: 
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F. Permiso grabación exterior concreto Vía pública (Montjuïc):  
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Anexo II. Facturas disponibles. 
A. Monópodo Yunteng 188: 
 
B. Montura 360º, impresión 3D Sindax: 
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C. Gafas VR Box 2.0: 
 
D. Cámaras Xiaomi Yi: 
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E. Software Autopano Video Pro: 
 
 
Anexos 17 
Anexo III. Contenido del DVD-R.  
‒ Documentación del proyecto (memoria y anexos). 
‒ Pieza audiovisual definitiva en formato .mp4. 
 
