In 1952, von Neumann introduced the rejection method for random variate generation. We revisit this algorithm when we have a source of perfect bits at our disposal. In this random bit model, there are universal lower bounds for generating a random variate with a given density to within an accuracy derived by Knuth and Yao, and refined by the authors. In general, von Neumann's method fails in this model. We propose a modification that insures proper behavior for all Riemannintegrable densities on compact sets, and show that the expected number of random bits needed behaves optimally with respect to universal lower bounds. In particular, we introduce the notion of an oracle that evaluates the supremum and infimum of a function on any rectangle of R d , and develop a quadtree-style extension of the classical rejection method.
Introduction
The purpose of this paper is to discuss von Neumann's [10] rejection method to generate a random variable X under the random bit model. In this model, we have access to an infinite sequence of independent random Bernoulli( 1 / 2 ) bits, and are interested in the complexity as measured by the number of bits used until halting. For integer-value random variables X, the entire story is known. Knuth and Yao [9] obtained lower bounds on the expected number of bits for the exact simulation of X, and exhibited optimal algorithms. On the other hand, for random variables X with a density on R d , no exact algorithm exists, since any output of an algorithm delivers a function of a (possibly random) number of random bits. Thus, it is necessary to introduce the notion of an -approximation (see section 3) using Wasserstein L ∞ -distance (Devroye and Gravel [4] and Rachev and Rüschendorf [11] ).
A naive application of the rejection method-one of the most often used methods in simulation-leads to errors and inconsistencies. To deal with this, we introduce the notion of an oracle that computes the supremum and infimum of a function over any rectangles of R d (see section 4). The oracle can be used in conjunction with a quadtree partition of the space to design a rejection algorithm that is guaranteed to deliver an -approximation (sections 4 and 5). We show that is valid whenever f is Riemann-integrable and derive expected complexity bounds (in terms of the number of random bits consumed) that are close to the universal lower bounds of [4] .
We believe that random number generation libraries should offer the possibility of specifying any -no matter how small-as an input. Current practice entirely disregards the effects of approximations. In this paper and a companion paper [4] , we take a first small step towards this goal. Applications in physics (see [8] who requires and develops -accurate normal generators), quantum computing (see Brassard, Devroye, and Gravel [6] ), and other areas of science demand very precise computations. Much more is needed of course, especially when many random variables are combined in scientific computationhow does an -approximation propagate through a system, for example?
The discrete case
Consider two probability vectors (p i ) i∈Z , and (q i ) i∈Z , where
for a finite constant C. Then von Neumann's rejection method can be reformulated as follows, if C is explicitly known:
The algorithm is at the beginning of the next page.
Algorithm 1 Von Neumann's method for discrete distributions in the random bit model 1: repeat
2:
Generate X according to (q 1 , q 2 , . . .). {In the random bit model, the Knuth-Yao or
Han-Hoshi algorithm can be used here to generate X.}
3:
Generate U uniformly on [0, 1].
4:
if U Cq X ≤ p X then
5:
return X {Exit} 6: end if
The expected number of iterations in this algorithm is C. The returned random variable, X, has distribution (p i ) i∈Z . Knuth and Yao [9] showed that to generate X, the expected number of random bits required by any algorithm is at least the entropy of X,
They also exhibited an algorithm that requires an expected number of bits not exceeding E(X) + 2. Note that given X, the decision U Cq X ≤ p X can be made using 2 expected random bits because to decide U ≤ p X /Cq X given X follows a geometric law with parameter 1 / 2 ; we compare the i th bit of U with the i th bit of p X /Cq X until both don't agree for integers i > 0 (see, e.g., Devroye and Gravel [4] ).
The expected number of random bits needed by this implementation is not more than
This is usually quite far from the lower bound of Knuth and Yao, i∈Z p i log 2 1 pi . It is worth to mention an application of the rejection method in the bit model to the simulation of physical phenomena and to communication complexity in Brassard, Devroye, and Gravel [6] . The remainder of the paper is concerned with the case in which X has a density f . Since such X cannot be generated exactly by any algorithm, it has to be approximated in some manner by a discrete random variable, and thus we require an appropriate-and as it turns out, nontrivial-generalization of Algorithm 1.
Bisection algorithm
The building block for continuous random generation is the bisection algorithm, which is mathematically equivalent to an algorithm given in Devroye and Gravel [4] . We develop a version here that is convenient for later use. The analysis of Theorem 1 below is new.
Consider an algorithm for generating a random variable X with density f on R d that has the following property: for a given > 0, it outputs a random variable X ∈ R d -an -approximation of X-such that there exists a coupling of (X, X ) with
where · is the L ∞ -distance in R d . It is understood that necessarily, X is discret since it is a function of a (random) finite number of random bits. We call X an -approximation of X.
Devroye and Gravel [4] showed that if T is the random number of bits needed by any algorithm for generating such an approximation X , then
where E(f ) is the differential entropy of f ,
The lower bound is valid under a technical condition known as Rényi's condition (see Rényi [12] We require an auxiliary set of results on bisection algorithms for generating a random variate that is an -approximation of a random variable X with a continuous (not neces-
The bisection Algorithm 2 assumes that we have access to both G and G −1 .
Algorithm 2 The bisection algorithm in the random bit model (Devroye and Gravel [4] )
X ← a+b 2
5:
return X {Exit} 6:
B ← random unbiased bit.
8:
if B = 0 then 10:
else 13: an interval of length L, and halted as soon as an interval of length less than or equal to 2 is reached, we have (i) If X denotes the center of the halting interval, then there exists a coupling between X and X such that X − X ≤ .
(ii) If T denotes the number of bits used, then
where log
Remark 1. We note here that in general this bound cannot be improved by more than 3 bits. Just consider the uniform distribution on [0, L]. Since all intervals have length to L 2 i after i were used, we have
Proof of Theorem 1. The bisection method yields, very naturally, a full binary tree, i.e., one in which all internal nodes have two children. Each internal node corresponds to a subinterval of [a, b] of length greater than 2 , the root represents the original interval [a, b] of length L, and leaves represent intervals of length less than or equal to 2 that cause an exit.
Upon exit, the random variable X can be coupled with X such that X − X ≤ , because at every iteration, the random binary choice picks the correct interval, [a, z] or [z, b] , with the correct probability 1 / 2 . One could thus define X as the limit of I when the algorithm is run without halting. Since X is the midpoint of an interval of length at most 2 that also contains X, we must have X − X ≤ . This shows part (i).
To prove part (ii), let us denote the set of leaves by L, and the set of internal nodes (i.e., all non-leaf nodes) by I. The depth of node u is denoted by d(u). It is of course possible that I and L are both infinite. However, one has that in all cases,
because the leaves form a non-overlapping covering of [a, b] so that the bisection methoda random walk started at the root and halted when a leaf is reached-always stops. Also,
In the next chain of inequalities, we define
i.e., the number of internal nodes at depth in the tree. Using Kraft's inequality (see, e.g., Cover and Thomas [1] ), which states that for any binary tree,
we have, with A(u) denoting the set of ancestors u and D(v) denoting the set of descen-
Observe that at depth , all intervals associated with nodes are disjoint, and thus, since each interval node corresponds to an interval strictly larger than 2 ,
Also, N ≤ 2 because we have a binary tree. Hence,
We deduce, using
To see this, treat the cases L < 2 and L ≥ 2 separately.
A rejection algorithm for densities with compact support
In this section, we assume that f is Riemann-integrable and supported on If R = {x}, then that oracle coincides with a standard function evaluation. Without the possibility of computing infimum and supremum of the density f over compact subintervals of the domain of f , sampling absolutely continuous distribution using the rejection method seems to be impossible in total generality. We will also track complexity in terms of the number of uses of the oracle before halting, and call it T . One use of the oracle
which is a finite number by assumption (Riemann-integrable functions are bounded by definition). At once, we have a simple bound for applying the rejection method: f (x) ≤ C.
Algorithm 3 shows the original algorithm by von Neumann [10] (see also Devroye [3] ) of the standard rejection algorithm. Generate X uniformly on [0, 1] d .
3:
end if
7: end repeat
Since we cannot generate X and U with infinite precision, at least two modifications are needed. One modification is to take into account the precision desired for X, and another modification is to take into account that bits of U are generated sequentially.
Appendix B, which is in this article for pedagogical purpose, gives more insights on wrong and naive modifications that someone could be tempted to do. We can consider the initial rectangle
and its 2 d+1 child rectangles defined by the 2 d+1 quadrants centered at the center x 0 of R 0 :
In the data structure literature, such a partition, when applied recursively, leads to a quadtree (see, e.g., Samet [13] ). Any subsequent rectangle can be split again about its center point, and so forth, in the manner of infinite quadtree Q on R 0 ⊆ R d as illustrated
by Figures 1 and 2 .
The figures are at the beginning of the next page. In von Neumann's algorithm, deciding if U C ≤ f (X) for (X, U ) ∈ R 0 is equivalent to finding a rectangle R in the quadtree Q with the property that either
However, this must be done carefully, without overlapping rectangles. Thus, we must trim Q, and associate the exiting rectangles R with the leaves. Thus,
and (x, y) ∈ R 0 : y > f (x) = {R : R is a rejecting rectangle}.
Below, we will see that Riemann-integrability of f suffices for this decomposition.
When a rejecting rectangle is found, the procedure is repeated. When an accepting rectangle is found, say,
where X is uniform on
and coupled with X . It is easy to see by the triangle inequality that X is then coupled with X having density f such that
To achieve (4), use bisection for each dimension separately. By Theorem 1, the expected number of bits needed is bounded by
for ≤ 1. If > 1, then bisection requires no bit, so that we conclude that the expected number of bits does not exceed
We note that the checks
and
can be carried out using our oracle. Let
: (x, y) ∈ R for some y , y − = inf{y : (x, y) ∈ R for some x , y + = sup{y : (x, y) ∈ R for some x .
Then (5) holds if f + ≤ y − , and (6) holds if f − ≥ y + .
Algorithm 4
Generation of an -approximate random variable with density on [0, 1]
Call the oracle that returns inf x∈R f (x) and sup x∈R f (x) which are in turn used by the following branching statement. {Here and below R denotes the projection of R onto R d , i.e., R = {x : (x, y) ∈ R for some y}.}
5:
if
Decision ← Accept 7:
Decision ← Reject 9:
else 10:
x ← center of R
11:
Select one vertex v of R uniformly at random and replace R by the rectangle with v and x as opposing vertices. Use bisection to generate an -approximation X of a uniform variable in R . f (x) ≤ sup{y : (x, y) ∈ R for some x}.
For every rectangle R, let us define its projection, R , onto R d , i.e. R = {x : (x, y) ∈ R for some y}.
Then, for a fixed dimension, we can group the 2 k cells R with the same projection and verify that of these 2 k cells, at most
are visited by f . Since there are 2 dk rectangles R , let P k be the collection of all projections R , and then
where we use the Riemann approximations I + and I − of the integral of f :
Therefore,
Since f is Riemann-integrable, this tends to 0 as k → ∞.
We call f a monotone density on [0, 1] d if it decreases along at least one of the dimensions, i.e., there exists i ∈ {1, . . . , d} such that for all vectors (x 1 , . . . ,
before, let N k be the number of cells at level k that are visited by f . Then,
because the domain of f is divided into 2 dk cells and the 2 k cells along the i th dimension
give rise to a walk. This walk along the i th is at most of length 2 · 2 k as illustrated on We have
and thus,
In other words, for monotone densities, the inner loop of the algorithm has a uniform performance guarantee.
For a complete analysis of algorithm A, we need to consider the total number N of trials before deciding. The number of uses of the oracle is given by As noted earlier, for any coordinate-wise monotone density on
However, for general Riemann-integrable densities we cannot insure that E(T ) converges. We will address that point below. i.e., each coordinate is split into 2 k equal intervals, then the expected number of uses of the oracle is not more than
where
and the expected number of random bits used by Algorithm 4 is not more than
Proof of Theorem 3. Just recall the estimates of E(T ) obtained above and recall the upper bound P{T > k} in terms of
Remark 2. Part (2) of the Theorem 3 is only useful if A(f ) < ∞. For most densities, A(f ) < ∞, as can be seen from this simple sufficient condition. Let the modulus of continuity be
Remark 3. The number of bits used by our algorithm behaves as d log 
A rejection algorithm for densities with non-compact support
In general, we use von Neumann's rejection method when we know a density g for which random variate generation is "easy", and can verify that
where C is a known constant:
Algorithm 5 General rejection algorithm repeat Generate X with density g
The expected number of iterations of Algorithm 5 is C. We offer a generalization of for all intervals R of R. One may be able to work things out with oracles for sup f , inf f , sup g, and inf g as well but we opt to take the more convenient approach.
, which is known thanks to our oracle. The goal is to decompose
as before, into regions for which random variate generation is "easy". For a bounded density on [0, 1], we are content with the rectangles. This can be mimicked by transforming the x-axis with
since G is monotone and continuous. Using this transformation, we note that if X has density g, then G(X) is uniform on [0, 1]. Furthermore, note that if u = G(x), then
wheref is a density on [0, 1] on which we can use our sup-inf oracle. Sincef ≤ C, we can use the quadtree method of Algorithm 4 to select a rectangle R i with probability λ(R i ) in the decomposition
This decomposition is valid, and the procedure halts with probability one, iff is Riemannintegrable. Put differently, it works if We only need to analyze the second phase-the method to generate an -approximation once a rectangle R has been selected, i.e., the method that starts by accepting rectangle
as illustrated by Figure 4 and outputs X such that X − G −1 (U ) ≤ where X, X are coupled and (U, V ) is uniform in R. This can be achieved by bisection, noting that G −1 (U ) has distribution function G restricted to
A figure illustrating the principle is at the beginning of the next page. Remark 4. Note that with x 1 = G −1 (u 1 ) and
Also if (u, v) is such that v <f (u), then the corresponding (x, y) point is such that
and similarly for v >f (u).
The inversion Algorithm 6 of Devroye and Gravel [4] , which is extension of a similar method for the discrete case first proposed by Han and Hoshi [7] is summarized as follows:
Algorithm 6 Inversion/Bisection Input: u 1 , u 2 such that u 2 > u 1 {u 2 − u 1 is the width of an accepting rectangle.}
if |x 2 − x 1 | ≤ 2 then 5:
return X 7:
B ← random unbiased bit {To choose a random side.}
10:
if B = 0 then 11:
12:
13:
u 1 ← γ 15: 
as is illustrated in Figure 4 . So, for random variate generation, we only replace line (17) of Algorithm 4 by Algorithm 6 where [u 1 , u 2 ] = R * , and note that elsewhere in Algorithm 4, f must be replaced byf .
Theorem 4. The expected number of bits used by Algorithm 6 is not more than
,
In particular, if that sum is finite for = 1 and if f log 2 1/f > −∞, then, as ↓ 0, the expected number of bits does not exceed
Remark 5. Theorem 4 establishes that Algorithm 6 is optimal to within an additive constant. In particular, its main term, log 2 1/ , and second term, the differential entropy f log 2 1/f , match the lower bound.
Remark 6. The expected number of bits required in the decision phase of the algorithm, ∆, is finite under smoothness conditions onf . It depends also on C, but clearly not on .
Proof of Theorem 4. Let us denote an accepting rectangle R i and its projection by
By the mapping G −1 , R i gets mapped to a contiguous region Q i , of projection
Here we use the notation G(
We also note that for all x,
Define a regular 2 -grid on R with intervals I = [2 j, 2 (j + 1)) for all j ∈ Z.
If we exit with rectangle R i , then the bisection phase of the algorithm takes an expected number of bits bounded by
is a probability vector in j. This result is due to the observation that the bisection method is equivalent to the algorithm analyzed by Devroye and Gravel [4] and Gravel [5] in the context of the discrete distribution algorithm by Han and Hoshi [7] . Thus, the expected number of bits, averaged over all R i , is not more than 3 + i∈Z p i j∈Z ξ ji log 2 1 ξ ji .
By the concavity of u log 2 1/u in u, we have by Jensen's inequality that (7) is not more 
In the last term, we recognize the entropy defined by the probability vector F (I j ) j∈Z .
A theorem due to Csiszár [2] established that if F (I j ) j∈Z has a finite entropy for some > 0, and f log 2 1/f > −∞, then as ↓ 0, (8) ≤ f log 2 1 f + log 2 1 + 5 + o(1).
The "5" can be replaced by "3" if in addition f is bounded and decreasing on its support, [0, ∞) (see Gravel and Devroye [4] ).
Conclusion and outlook
The extension of our results to dimensions greater than one for densities with unbounded support should pose no big problems. With the oracles introduced in our modification of von Neumann's method, we believe that it is impossible to design a rejection algorithm for densities that are not Riemann-integrable, so the question of the design of a universally valid rejection algorithm under the random bit model remains open.
g, take a finite subset A of A, and modify g on A by setting
We have that f is still a Riemann-integrable density bounded by C (and its set of discontinuities is of measure 0 because A is countable) but since f (X ) = C if X ∈ A , we accept all X ∈ A , regardless of the density g we started with. Since P{X ∈ A } > 0,
we make an error with positive probability.
If we set
then g is no longer Riemann-integrable, and in that case, f (X ) = 0 with probability one, and therefore, the algorithm loops forever, regardless of the choice of g.
This simple example shows the necessity of the oracle and of the condition of Riemannintegrability.
